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Abstract
This work addresses the magnetoquasistatic approximation of Maxwell’s equations
with uncertainties in material data, shape and current sources, originating, e.g.,
from manufacturing imperfections. Well-established numerical schemes for the de-
terministic model are recalled. A parametric/stochastic model is established on
the partial differential equation level and its differentiability is analyzed. Sen-
sitivity analysis techniques are at the core of the uncertainty propagation meth-
ods discussed afterwards. Schemes for propagating both probabilistic and non-
probabilistic uncertain inputs as well as techniques for dimension reduction are
addressed and compared. The findings are illustrated by simple numerical and real
world examples with emphasis on accelerator magnet design using open source,
in-house and commercial software.
Kurzfassung
Gegenstand dieser Arbeit ist die magnetoquasistatische Approximation der Maxwell-
Gleichungen unter Einbeziehung von, bspw. fertigungsbedingten, Unsicherheiten
in Materialdaten, der Geometrie und der Stromanregung. Zunächst werden
etablierte numerische Verfahren für das deterministische Modell vorgestellt. An-
schließend wird ein parametrisch/stochastisches Modell, basierend auf partiellen
Differentialgleichungen hergeleitet und analysiert. Der zentrale Bestandteil dieser
Arbeit sind Verfahren zur Sensitivitätsanalyse und darauf basierende Methoden zur
Quantifizierung von Unsicherheiten. Dabei werden stochastische und determinis-
tische Eingangsparameter sowie Verfahren zur Dimensionsreduktion diskutiert und
verglichen. Die Resultate werden anhand von einfachen numerischen Benchmarks,
sowie von realistischen Beispielen aus dem Magnetdesign unter Verwendung von
Open-Source, eigener und kommerzieller Software illustriert.
vi
1 Introduction
As more and more powerful tools and schemes are realized nowadays within the
field of numerical simulation of physical phenomena and technical devices, de-
sign tasks of increasing complexity can be addressed. In particular, the input data
available becomes a major source of imprecision in simulations. In this respect,
uncertainty quantification and sensitivity analysis aim at increasing the reliability
of simulation predictions. This is achieved, by taking into account manufacturing
imperfections or related variability associated to any real-life device. A schematic
view of the numerical simulation with uncertainties is depicted in Figure 1. Uncer-
tainties, e.g., in the geometry, arise at the input level of the model, a set of partial
differential equations. By means of a parametric/stochastic simulation their impact
on the model output, a given field distribution or a physical quantity of interest of
the system, is quantified.
Simulations with uncertain input data are more time consuming as each vari-
able input parameter gives rise to an additional dimension in the associated para-
metric/stochastic model. In particular, possibly coupled systems of increased size
must be solved. Uncertainty quantification addresses both an appropriate and low-
dimensional modeling of the input uncertainties and their efficient propagation to
the model outputs. Considerable effort has been spent in recent years concern-
ing the design of spectral stochastic methods for uncertainty propagation. These
schemes have been proven to outperform classical Monte Carlo techniques in many
situations. In the case of small input deviations perturbation techniques are another
cheap alternative.
Magnet design for particle accelerators is a challenging task, with high accu-
racy requirements. Uncertainties in the material properties (the B − H curve), the
shape of the magnet poles and the coils, among other factors, may affect the field
homogeneity, evaluated by means of Fourier-harmonics referred to as multipole
coefficients and cause undesired deviations of the particle beam from its designed
trajectory. Quantifying uncertainties in this regard, is a promising tool in order to
design magnets with increased reliability. Moreover, a precise estimation of toler-
ances might result in reduced production cost. As the magnetic energy is dominant
for this type of applications, the electromagnetic fields are accurately described by
means of the parabolic-elliptic magnetoquasistatic model. However, a major chal-
lenge with regard to this model is the nonlinearity in the magnetic constitutive
law. Methods for uncertainty quantification and propagation require appropriate
modifications in this respect.
The aim of the present work is the formulation and application of uncertainty
quantification techniques for the nonlinear magnetoquasistatic formulation with
application to magnet design. Its main achievements are: detailed sensitivity anal-
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Figure 1: A schematic view of uncertainty quantification in the numerical simula-
tion (fields obtained using FEMM [4]) of a quadrupole magnet. Un-
certainty modeling (left-middle): parametric/stochastic shape of a mag-
net pole as a simulation input. Uncertainty propagation (middle-right):
parametric/stochastic simulations to quantify impact on model output, a
Fourier-harmonic of the magnetic field. Deviations (red) from ideal field
distribution (grey).
ysis results, in particular with respect to the material input data and shapes; the
formulation of a moment based perturbation method published in [1]; a flexible
and efficient modeling of stochastic B−H curves in terms of the Karhunen-Loève ex-
pansion [2]; regularity results for a related parametric/stochastic model by means
of a higher order sensitivity analysis [2]; the application of uncertainty quantifica-
tion tools to magnet design, partially published in [3].
The thesis is structured as follows: in Section 2 the magnetoquasistatic approxi-
mation of Maxwell’s equations is recalled as well as basics of uncertainty quantifi-
cation. Numerical schemes for the approximation of the deterministic magnetoqua-
sistatic model are addressed in Section 3. The model is adequately parametrized
in Section 4, e.g., by means of splines for the B − H curve and the geometry. This
section also contains a detailed discussion of direct and adjoint sensitivity analysis
techniques. In Section 5 a stochastic/parametric model will be derived and ana-
lyzed. In this respect probabilistic and non-probabilistic modeling will be addressed
as well as the reduction of both input parameters and model dimensions. Based
on sensitivity analysis tools, a moment based perturbation method will be derived
and compared to the Monte Carlo method. A regularity analysis for the para-
metric/stochastic problem is carried out and a convergence result for the stochastic
collocation method is established. Finally, Section 6 is devoted to uncertainty quan-
tification in the context of magnet design with emphasis on numerical examples for
dipole and quadrupole magnets. The thesis closes with conclusions and an outlook
in Sections 7 and 8.
2
2 Magnetoquasistatic Approximation of Maxwell’s Equations, Uncertainty
Quantification Principles
Starting from the classical form of Maxwell’s equations the magnetoquasistatic ap-
proximation will be derived and justified. Additionally, some key notions from the
area of uncertainty quantification, verification and validation will be established.
2.1 Maxwell’s Equations
Here, we adopt the classical 3-D Euclidean vector representation, as opposed to the
4-D space-time form of electromagnetics based on exterior calculus and differential
forms. The content of this section can be found in many textbooks, see, e.g., [5, 6].
Maxwell’s equations in integral form read as∫
∂ V
D · dA=
∫
V
%dV, (2.1a)∫
∂ A
H · ds=
∫
A

J+
∂D
∂ t

· dA, (2.1b)∫
∂ V
B · dA= 0, (2.1c)∫
∂ A
E · ds= −
∫
A
∂ B
∂ t
· dA, (2.1d)
for any surface A ⊂ R3 and volume V ⊂ R3 at rest. These relations contain the
electric induction D, the electric charge density %, the magnetic field H, the mag-
netic induction B, the electric field E and the electric current density J. The current
density is decomposed as J = Jsrc + Jcon, where Jsrc and Jcon refer to an imposed
and ohmic part, respectively. Relations (2.1) have to be supplemented by material
constitutive relations. For time-invariant, isotropic media these are given by
D= "0E+ P, (2.2a)
B= µ0(H+M), (2.2b)
Jcon = σE, (2.2c)
where "0,µ0 represent the permittivity and permeability of vacuum, σ refers to the
electric conductivity and P,M represent the electric polarization and the magneti-
zation, respectively. Except for "0,µ0, all quantities in (2.2) are functions of space.
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Moreover, M and P depend on H and E, respectively. Using the theorems of Gauss
and Stokes we derive from (2.1) the differential form of Maxwell’s equations
divD= %, (2.3a)
curlH= J+
∂D
∂ t
, (2.3b)
divB= 0, (2.3c)
curlE= −∂ B
∂ t
, (2.3d)
endowed with suitable boundary conditions or decay conditions at infinity if the
domain is bounded or unbounded, respectively. The integral version of Maxwell’s
equations is often the starting point instead of (2.3) as they are formulated by
means of directly measurable quantities such as voltages and fluxes. The key ob-
servation here, is that
∫
S E · ds can actually be viewed as a mapping
S 7→
∫
S
E · ds (2.4)
which associates a voltage to a sufficiently smooth oriented line. This is precisely
the notion of an integral form of degree one, equivalently
A 7→
∫
A
B · dA (2.5)
is an integral form of degree two. The notion of integral forms will be used later
on, to derive boundary and interface conditions.
2.2 Magnetoquasistatic Approximation
Although practically all phenomena of classical electromagnetics are governed by
Maxwell’s equations, their resolution, in particular their numerical resolution, in
the most general form is often unnecessary, sometimes impracticable. In this work
we are especially interested in simulating devices with dominant magnetic energy,
where wave propagating effects can be neglected. As we will justify, this amounts
in neglecting the term ∂D/∂ t in (2.3). Typical applications are electrical machines
and transformers operating at low frequencies and accelerator magnets, which are
the key application in this work. The resulting set of equations is referred to as
magnetoquasistatic model or eddy current model in the literature.
4
DC
DJ
Figure 2: Model geometry for the illustration of the magnetoquasistatic approxima-
tion on an unbounded domain.
To simplify the discussion we restrict ourselves to the time-harmonic equations
in the remaining part of this subsection. A model geometry is depicted in Figure 2.
We consider a bounded, connected domain of homogeneous conductivity DC in
free space and an imposed divergence free current density with supp(Jsrc) =:DJ.
We assume that DJ ∩ DC = ; and that σ is constant inside DC and zero in free
space DE= R3\DC, whereas µ and " are assumed to be piecewise constant. The
restrictions of the material functions to DC,DE are denoted with subscripts C,E,
respectively. Following [7], the time-harmonic magnetoquasistatic model is given
by
div"E= 0, in DE, (2.6a)
curlH= σE+ Jsrc, in R3, (2.6b)
curlE= − jωµH, in R3, (2.6c)
E(x) = O

1
|x|2

, uniformly for |x| →∞, (2.6d)
H(x) = O

1
|x|2

, uniformly for |x| →∞, (2.6e)
where j is the imaginary unit and | · | refers to the Euclidean norm. Uniqueness is
achieved, by additionally imposing the condition
∫
∂ DC
E ·dA= 0. Often, neglecting
the displacement current jωD is justified as a low frequency approximation, i.e.,
ω→ 0. In this case the modeling error, i.e., the difference between the electromag-
netic fields described by Maxwell’s equations (EM,HM) (M refers to full Maxwell)
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and the magnetoquasistatic equations (E,H), has been analyzed in [7]. In a first
step it can be shown, based on a power series expansion EM =ωE1 +O (ω2), that
curlHm = σωE1 + Jsrc +O (ω2), (2.7)
see [7], thus the neglected term is of higher order in ω. Moreover,
‖EM − E‖L2(BR)3 = O (ω2), ‖HM −H‖L2(BR)3 = O (ω2), (2.8)
holds, see [7], where DJ ⊂ BR ⊂R3 and BR is a ball of radius R, provided that Jsrc
is divergence free in the limit. The asymptotic behavior (2.8) has been confirmed
for a bounded domain in [8]. However, if DJ and DC overlap, i.e., there exists a
galvanic connection expressed as a current flow to the conductor, the asymptotic
error decay reduces to O (ω).
Although appropriate in many cases the notion of low-frequency approximation
is not general enough, as it is well known that in several circumstances the mag-
netoquasistatic model can be used for moderate up to high frequencies, too. Let us
therefore consider the more general, and widely used condition, that
ω"C σC (2.9)
has to be small. For a bounded domain D, we supplement this condition by
diam(D) λ, (2.10)
where diam refers to the diameter of D. This means that the dimensions of the
domain D have to be small compared to the wavelength λ = 2pi/(pµεω). Again,
these conditions can be mathematically justified, as done in [8], where the relation
‖EM − E‖L2(D)3
‖EM‖L2(D)3 ≤ C1
diam(D)2
λ2C
+ C2
ω"C
σC
(2.11)
was derived, with positive constants C1,C2 > 0. However, one should keep in mind,
that even if (2.9) and (2.10) are satisfied the magnetoquasistatic approximation
might still be unjustified as the constants C1,C2 in the previous expressions can
become quite large in some situations: the conductor geometry has to be such that
capacitive effects are negligible [8, 9].
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DC D
ΓD
ΓI
DJ
Figure 3: General model geometry for the magnetoquasistatic model on a bounded
domain.
2.3 Magnetoquasistatic Model
Although the magnetoquasistatic model was justified in a time-harmonic setting in
the previous section, we will choose a time-domain setting from now on, due to
the following reasons. The magnetic material law is typically nonlinear and higher
order harmonics of the fields need to be taken into account, even if the current is
excited at a single frequency. This can be done, and actually is a popular choice
for the simulations of electrical machines [10]. It should also be noted that usu-
ally a few higher order harmonics are sufficient and the truncation error is well
understood [11]. However, as a more serious drawback, a time-harmonic setting is
inappropriate for modeling strongly time transient phenomena we want to include
into our setting, such as the ramping of a magnet. We are now going to introduce
in some detail the model problem that, under simplifications from time to time,
will be the basis for the remaining part of this work. For many applications it is
acceptable to consider a bounded computational domain D. This reflects the fact,
that the fields decay as given in (2.6d), (2.6e) and the energy stored in a region
far away from the current excitation is close to zero. In this context, the shape of
D has no physical significance and we assume that D is a simply connected polyhe-
dral Lipschitz domain. Lipschitz boundaries are needed to apply many results on
Sobolev spaces, whereas polyhedral domains, i.e., domains with boundaries con-
sisting of plain faces, straight edges and corner points, can be exactly covered by
conventional tetrahedral finite element meshes. For a precise definition of these
terms, see, e.g., [12, 13]. The model geometry is depicted in Figure 3, where D
(strictly) contains a conducting, ferromagnetic region DC and an air region filled
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with coil parts, defined as DE such that DE = D\DC. We do not assume that DC is
simply connected, as this would exclude many applications. Concerning the consti-
tutive relations the effects of isotropy and hysteresis and permanent magnetization
are neglected here. Although this might oversimplify many practical setups, it al-
lows for a more thorough modeling of uncertainties, which is a main issue of this
work. More precisely, we assume the following:
Assumption 1 (Conductivity). The electric conductivity satisfies
σ(x) =

σC, in DC,
0, in DE,
(2.12)
where σC > 0 is supposed to be constant.
For nonlinear materials, the magnetic properties at each point are expressed
through the so called B −H curve fBH : R+0→ R+0 , given by
|B|= fBH(|H|) := µ0(|H|+ |M|). (2.13)
Let C 1(R+) denote the space of continuously differentiable functions on R+. Well-
known physical properties of fBH ∈ C 1(R+) are expressed as
fBH(0) = 0, (2.14a)
∂s fBH(s)≥ µ0, ∀s ≥ 0, (2.14b)
lim
s→∞∂s fBH(s) = µ0, (2.14c)
see [14, 15]. From (2.14) it can be deduced that fBH is a bijective function and
the inverse fHB:= f −1BH satisfies properties similar to (2.14). This motivates the
following assumption for the magnetic reluctivity, defined point-wise as ν(s) :=
fHB(s)/s, ∀s ∈ R+ (ν(0) is defined by taking the limit s→ 0):
Assumption 2 (Reluctivity). The magnetic reluctivity ν: D×R+0 → R satisfies
ν(x, ·) =

νC(·), in DC,
ν0, in DE,
(2.15)
with x ∈ D and value ν0 = 1/µ0, the reluctivity of vacuum. Moreover, νC : R+0 →
R+ is a continuous function such that for all s ∈ R+0 ,
0< νmin ≤ νC(s)≤ ν0 <∞, (2.16a)
νC(·)·, is Lipschitz continuous with constant ν0, (2.16b)
νC(·)·, is strongly monotone with constant νmin, (2.16c)
holds.
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More precisely, Lipschitz continuity and strong monotonicity for νC(·)· or fHB are
expressed as
| fHB(s)− fHB(t)| ≤ ν0|s− t|, (2.17)
( fHB(s)− fHB(t)) (s− t)≥ νmin(s− t)2, (2.18)
for all s, t ∈ R+, respectively. In a more general setting equations (2.16) would
hold for each x ∈ D and additionally ν(·, s) would be assumed to be measurable
for all s ∈ R+0 , see [16]. The assumption ν = νE in DE is justified as the magnetic
properties of coil parts, such as copper, can be well approximated by the respec-
tive vacuum properties. Working with the magnetic reluctivity and the inverse
function fHB, is particularly appropriate for the magnetic vector potential formu-
lation. There exists a vast literature on the magnetoquasistatic model, see, e.g.,
[17, 11, 18]. Among the different formulations, the vector potential formulation is
a rather general approach, well suited for the applications covered in this treatise
and derived formally as follows.
As B is divergence free (2.1c), it can be represented by a vector potential B =
curlA. Then from (2.1b) and the magnetoquasistatic approximation we obtain
σE+ curl (νcurlA) = Jsrc. (2.19)
From equation (2.1d) in turn we infer ∂ A/∂ t = E (up to a gradient field) and
hence the differential equation
σ
∂ A
∂ t
+ curl (νcurlA) = Jsrc, (2.20)
which is valid, separately in each subdomain. To achieve uniqueness in the vec-
tor potential representation a gauging procedure is required. In particular, any
gradient field can be added to A without changing B, as curlgrad= 0. To this end
divA= 0, in DE,
∫
ΓE,i
A · n dx= 0, (2.21)
with exterior unit normal n, is imposed for all connected components ΓE,i ⊂ ∂ DE.
Equation (2.21) is an extension of the Coulomb gauge to multiply connected do-
mains, see [19, 20] and also [21] for a rigorous treatment of vector potentials in a
more general context. In DC, A will automatically satisfy these conditions. This can
be seen by taking the divergence of (2.19), provided that additionally both the cur-
rent excitation and the initial condition for the vector potential are divergence free.
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To close the setting, the interface conditions at ΓI have to be specified. The patch
condition [22] implies that, in order for A and H to give rise to a valid integral
1-form, for all S ⊂ D,
n× (A+ −A−) = 0, (2.22a)
n× (H+ −H−) = n× ((νcurlA)+ − (νcurlA)−) = 0. (2.22b)
Here, we denote with H+ and H−, the restriction of H to S, from the exterior and
interior (with respect to n), respectively. In this setting we exclude the presence of
surface currents, that can be incorporated in a more general, distributional setting
[23]. As interface conditions, such as (2.22), play an important role in this work
we also introduce the operator
JAKS := n× (A+ −A−). (2.23)
Let IT = (0, T] denote the time interval of interest. In summary, we want to
determine the magnetic vector potential A(t,x) subject to
σ(·)∂ A
∂ t
+ curl (ν(·, |curlA|)curlA) = Jsrc, in IT × (DC ∪ DE), (2.24a)
n× (AC −AE) = 0, on IT × ΓI, (2.24b)
n× (νC(|curlAC|)curlAC − ν0 curlAE) = 0, on IT × ΓI, (2.24c)
A× n= 0, on IT × ΓD, (2.24d)
A(0) = Ainit, on {0} × D, (2.24e)
divA= 0, in IT × DE, (2.24f)∫
ΓE,i
A · n dx= 0, on IT , (2.24g)
where AE = A|DE and AC = A|DC and ΓI is oriented such that n is the exterior unit
normal with respect to the domain DC. To simplify notation the spatial dependency
is omitted when possible, i.e., A(t) := A(t,x). We observe that equation (2.24) is
an initial boundary value problem of parabolic-elliptic type, parabolic in DC and
elliptic in DE. Let us note that gauging is rather simple in our case, due the fact
that σC is constant. For the general case of varying σC we refer, e.g., to [24] and
for a more detailed discussion to [25]. Also, a similar formulation holds true for
the electric field. From now on, for simplicity, the electric current density J always
refers to the imposed part, i.e., we set J= Jsrc.
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2.4 Uncertainty Quantification, Verification and Validation
The aim of this section is to give a brief introduction to uncertainty quantification
as well as verification and validation and to specify the required terminology. The
exposition will be based mainly on work from mechanical engineering [26, 27, 28,
29] and the monograph [30], that we consider to be the most appropriate for our
purposes.
• Following [26], a (mathematical) model is defined as a “collection of mathe-
matical constructions that provide abstractions of a physical event consistent
with a scientific theory proposed to cover that event”. In the context of this
work, this refers to the magnetoquasistatic model, i.e., the system of non-
linear partial differential equations given by (2.24). Model input data is
identified with “data from the description of the surroundings”, see [27]. In
general this refers to initial and boundary conditions, shapes and material
constitutive laws. A model output in the general case is given by the solution
of the underlying system of differential equations. However, in many prac-
tical situation not the field itself is used within the design process but some
derived quantities of interest. Mathematically, these are given as functionals,
i.e., maps from the solution to the real numbers. Important examples, are
the magnetic energy, the inductance, power losses and most notably in our
case multipole coefficients, i.e., Fourier coefficients of the magnetic field.
• Despite the fact that the magnetoquasistatic model may provide a very ac-
curate mathematical description of reality, it is always a simplification of the
real underlying physics. Assessing this discrepancy is commonly denoted
as validation [26, 30, 28]. This comprises both the comparison with mea-
surements and the quantitative estimation of modeling errors by means of a
posteriori error estimation, as outlined, e.g., in [31]. We also refer to [32]
for the important case of a posteriori error estimation of the linearization er-
ror. Also the arguments given in Section 2.2 to justify the magnetoquasistatic
approximation can be assigned to the process of validation.
• A set of partial differential equations posed on complicated domains, cannot
be resolved directly in general and approximations have to be introduced.
By means of numerical approximations, a computational model, i.e., a linear
system of equations solved by a computer, is derived [26]. Several different
types of approximation errors occur at this stage. These are discretization
errors, round-off errors as well as errors from the numerical resolution of
the linear system of equations. Considerable progress has been made in
controlling most of them by means of a posteriori error analysis. We refer
11
to [33] and the references therein for an overview of discretization error
estimation in a finite element context. This error contribution, as well as
the linearization error, will be of central importance in this work. Note that
several errors such as coding errors, might not even be known. The general
process of evaluating whether an implemented computational model can
be used to accurately represent the mathematical model is referred to as
verification.
• The setting introduced so far is completely deterministic, in the sense that
the input data is considered to be known exactly and to each input is asso-
ciated a solution by the computational model. This view has several short-
comings with respect to depicting real life devices and machines. Indeed, in
practice uncertainties arise and should be incorporated in several different
parts of the model. Every single part of a device, as produced from chain
production, has a different material composition and shape. Furthermore,
it is often unknown whether the chosen form of the model is appropriate to
describe the underlying physics. Consequently, model inputs as well as the
model form exhibit uncertainties and any reliable design demands for their
quantification. In the literature two types of uncertainties are widely ac-
knowledged: aleatory and epistemic uncertainty [27]. Aleatory uncertainty is
defined as “the inherent variation associated with the physical system or the
environment under consideration”, see [30]. It originates usually from man-
ufacturing imperfections and is considered irreducible for the system under
consideration [27]. Epistemic uncertainty is defined as “any lack of knowl-
edge of information in any phase or activity of the modeling process”, [30].
In contrast to aleatory uncertainty, epistemic uncertainty might be consid-
ered reducible as, e.g., by measurements the belief in a specific model might
be increased. Mathematically, aleatory uncertainty is described in the most
general form by a probability density function, whereas non-probabilistic
quantities subject to epistemic uncertainty, will belong to an admissible set
with equal probability of occurrence for each element. Note that in prac-
tice distinguishing between both types may be difficult, sometimes rather
subjective.
• If a mathematical description of the input uncertainties is at hand, another
important step of uncertainty quantification consists in propagating them
through the model. Thereby, even more errors, consisting of both model-
ing and numerical errors occur as, e.g., solving stochastic equations might
quickly become very costly and simplifications are required. As soon as the
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output uncertainties are quantified, strong sensitivities may be taken into
account to increase the robustness of the design.
Remark 1. There is an ambiguity in the literature, whether numerical error should
be considered as epistemic uncertainty. In [29, 30], numerical error is considered
to be a “recognizable deficiency in any phase or activity of modeling that is not due
to the lack of knowledge”, whereas in [27] it is argued that for complex systems
this might be not practicable and error cannot always be identified and reduced.
We adapt the former view, as it might be useful to compare uncertainties and errors
in the context of error balancing.
Another important aspect is that uncertainty quantification is not feasible for
any kind of mathematical model. Following [30] we identify as minimal require-
ments for the mathematical model, the existence of a unique solution as well as a
continuous dependence of the solution, or output, on the input data. Models that
feature these properties are denoted well-posed after Hadamard. Indeed, especially
the continuity can be seen as essential for the purpose of uncertainty quantification,
as it assures that small changes in the input produce small changes in the output.
Further, highly desirable, model features are the existence of a numerical solution
as well as the differentiability of the model outputs with respect to the model in-
puts [30]. In the latter case, sensitivity analysis can be used to efficiently propagate
uncertainties.
2.5 Conclusion
So far, the magnetoquasistatic approximation to Maxwell’s equations was derived
and justified. Key assumptions on data, such as reluctivity, conductivity and geom-
etry were specified. Finally, notions from verification and validation, in particular
concerning uncertainty quantification, were introduced and discussed.
13
3 Magnetoquasistatic Model and its Numerical Approximation
We proceed with a more mathematical and detailed investigation of the magneto-
quasistatic model as presented in Section 2. After establishing a weak formulation,
we consider approximation in space, linearization of the nonlinear model and dis-
cretization with respect to time, respectively. Most of the content presented here
is not new but needed for the remaining part of the work. An exception is the a
posteriori error estimation of discretization and linearization error in Section 3.5
which extends work given for the nonlinear Poisson equation [32].
3.1 Weak Formulation
We are now going to derive a weak formulation in order to show that (2.24) pos-
sesses a unique solution and to introduce a finite element discretization. To this
end we formally multiply (2.24a) with a test function v and integrate over D. Inte-
gration by parts yields∫
D
σ(·)∂ A
∂ t
· v dx+
∫
D
ν(·, |curlA|)curlA · curl v dx=
∫
D
J · v dx. (3.1)
A definition of the function spaces for A and v in view of (2.24) is in order. For
u,v ∈ L2(D)3 we introduce the inner product
(u,v)D :=
∫
D
u · v dx (3.2)
and the norm ‖u‖2 := (u,u)1/2D . Moreover, we define H (grad,D) as the space of
functions u ∈ L2(D) with (weak) gradient gradu ∈ L2(D)3. Weak divergence free
functions on multiply connected domains are defined, following [11], as:
Definition 1 (Weak Divergence Free Function). Let V be a multiply connected
domain, with r components of the boundary ∂ V , denoted as ΓV,i . We set
G(V ) := {v= gradϕ | ϕ ∈H (grad,V ),ϕ = ci on ΓV,i , 1≤ i ≤ r}. (3.3)
A function v ∈ L2(V )3 satisfying
(v,w)V = 0, ∀w ∈ G(V ), (3.4)
is called weak divergence free in V .
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For a simply connected domain with r = 1 we set c1 = 0. If v satisfies (3.4) it can
be shown that divv= 0 almost everywhere in V and
∫
ΓV,i
v ·n= 0 for all connected
components ΓV,i ⊂ ∂ V . We recall that a condition is said to hold almost everywhere
(a.e.) on a set V , if it holds after possible modification on a subset of measure zero,
see [34, p.15]. In a next step we formalize the assumptions on the source current
and the initial condition.
Assumption 3 (Divergence Free Data). The electric source current density J(t) ∈
L2(DE)3, satisfies for all t ∈ (0, T]∫
DE
J(t) · v dx= 0, ∀t ∈ (0, T], ∀v ∈ G(DE). (3.5)
The initial condition Ainit ∈ L2(D) satisfies∫
DC
Ainit · v dx= 0, ∀v ∈ G(DC). (3.6)
It remains to take into account the specific situation that the solution requires a
gauging in DE but not in DC. This has been addressed in [11] by using a Schur com-
plement approach. It relies on the observation, that in DC the problem is uniquely
solvable without gauging and that AE in turn is uniquely determined by AC. Math-
ematically the latter relation is expressed through the following mapping [11]:
Definition 2 (Harmonic Extension). For each function uC ∈ H (curl,DC), there
exists exactly one weak divergence free function uE ∈H (curl,DE) that is the weak
solution of
curl(ν0 curluE) = J, in DE, (3.7a)
uE × n= 0, on ΓD ∩ ∂ DE, (3.7b)
uE × n= uC × n, on ∂ DC ∩ ∂ DE, (3.7c)
where n is the outer unit normal vector to ∂ DE and J is divergence free. The
associated mapping uE =U (uC) is called the (curl)-harmonic extension operator.
The space H (curl,D) consists of square-integrable functions with (weak)
square-integrable curl on D. Based on the previous definition we can define the
function space for the weak formulation as
W (D):={u ∈H (curl,D) | uC ∈H (curl,DC),uE =U (uC),u× n= 0 on ΓD}. (3.8)
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To lighten notation, we introduce a vector function h: D×R3→ R3 as
h(x, r) := ν(x, |r|)r, (3.9)
such that h(x,B) represents the magnetic field strength, but with explicit depen-
dence on B. Then the weak formulation reads, almost everywhere in IT , find
A(t) ∈W (D), A˙|DC ∈ L2(DC)3, subject to the initial condition, such that
(σCA˙(t),v)DC + (h(·,curlA(t)),curl v)D = (J,v)D, ∀v ∈W (D). (3.10)
Note that A is not assumed to be continuous in advance and the regularity of
A˙(t)|DC could be further reduced [35]. We state the unique resolvability here,
where the proof can be found in [35]. For a more detailed description of the Schur
complement technique, see also [36].
Let C (X ,Y ) be the space of continuous functions from X into Y .
Theorem 1. Let Assumptions 1, 2 and 3 be satisfied. Then the weak form of the
magnetoquasistatic model (3.10) possesses a unique solution A ∈ C (IT ,W (D)).
Before concluding this subsection, let us describe two simplified cases, that will
be used frequently. If there is no conductive material present or temporal changes
are sufficiently slow, the first term in (3.10) can be dropped and we recover the
magnetostatic model. Here, we incorporate gauging into the functional space,
Wst(D):={u ∈H0(curl,D) | (u,gradφ)D = 0, ∀φ ∈H0(grad,D)}. (3.11)
With a subscript 0 we denote a vanishing trace on the boundary ∂ D, i.e., u×n= 0
and u = 0 for H (curl,D) and H (grad,D), respectively. We endow Wst(D) with
the norm ‖u‖H (curl,D) := ‖curlu‖2. That this is indeed a norm follows from the
Poincaré-Friedrich’s inequality for u ∈Wst(D)
‖u‖2 ≤ CF‖curlu‖2, (3.12)
see [21, Corollary 3.19.]. We introduce
a(A;v) := (h(·,curlA),curl v)D, (3.13a)
l(v) := (J,v)D, (3.13b)
where both a and f are linear in v. Then the associated weak formulation reads,
find A ∈Wst(D) such that
a(A;v) = l(v), ∀v ∈Wst(D). (3.14)
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For a divergence free current density J, the strong form of (3.14) is given by
curl (ν(·, |curlA|)curlA) = J, in DC ∪ DE, (3.15a)
n× (AC −AE) = 0, on ΓI, (3.15b)
n× (νC curlAC − ν0 curlAE) = 0, on ΓI, (3.15c)
A× n= 0, on ΓD, (3.15d)
divA= 0, in D. (3.15e)
Although the existence of a unique solution in the static case is assured by The-
orem 1, we recall a more direct result, relying on tools that will be used later
on. It is convenient to introduce an operator M : H (curl,D) →H (curl,D)∗ as
<M A,v> := a(A;v)D, with the following properties.
Lemma 2. Let Assumption 2 be satisfied, there holds ∀u,v ∈Wst(D)
<M u,u− v> −<M v,u− v>≥ νmin‖u− v‖2H (curl,D), (3.16a)
|<M u,w> −<M v,w> | ≤ 3ν0‖u− v‖H (curl,D)‖w‖H (curl,D). (3.16b)
Proof. See, e.g., the Appendix of [16].
By means of the previous Lemma the operatorM is strongly monotone and Lip-
schitz continuous on Wst(D). Then by the Theorem of Zarantonello [37, Theorem
25.B], the model (3.14) possesses a unique solution. Note that the divergence-free
constraint can be also formulated explicitly by means of a mixed formulation: find
(A,λ) ∈H0(curl,D)×H0(grad,D), such that
(h(·,curlA),curl v)D + (gradλ,v)D = (J,v)D, (3.17)
(A,grad v )D = 0, (3.18)
for all (v, v ) ∈H0(curl,D)×H0(grad,D), see also [38].
A second simplification relies on the observation that, e.g., in magnets or ma-
chines, the device configuration remains almost unchanged along one specific
dimension. Then it is reasonable to assume that the field component in this di-
rection is negligible and a two dimensional analysis can be carried out for cuts
far away from the boundaries. This is also reasonable in preliminary design steps
as three-dimensional design and optimization are still a computational challenge
nowadays. Note that the two-dimensional modeling also addresses the important
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case of devices with axial symmetry. Consider a local (Cartesian) coordinate system
A= (Ax ,Ay ,Az) and the x − y plane: the curl operator reduces to curl((0,0,Az)) =
(∂yAz ,−∂xAz , 0) and we have |curl((0, 0,Az))| = |grad((0,0,Az))|. Setting u = Az ,
the solution space is given by
W2D(D) :=H0(grad,D). (3.19)
Then the two-dimensional equivalent of (3.10) reads, almost everywhere in IT , find
u(t) ∈W2D(D), u˙(t)|DC ∈ L2(DC) such that∫
D
σ(·)∂ u
∂ t
v dx+
∫
D
ν(·, |gradu|)gradu · grad v dx=
∫
D
Jzv dx,∀v ∈W2D(D),
(3.20)
in particular there is no need for gauging anymore.
3.2 Reformulation as a Minimization Problem
In this section we consider the magnetostatic formulation and recall that it can
be reformulated as a minimization problem. We will rely on notions from differ-
ential calculus and establish the differentiability of the operator M . This will be
frequently used later on for linearization and sensitivity analysis. We recall the
following notions of derivatives from [39, pp. 112]. Let X ,Y be normed vector
spaces, U ⊂ X open and g : U → Y .
Definition 3 (Gâteaux derivative). We call g Gâteaux differentiable at u0 ∈ U if
there exists a continuous linear operator g ′: X → Y such that
lim
s→0(g(u0 + sv )− g(u))/s = g ′(v ). (3.21)
Gâteaux differentiability is not sufficient if we want to apply, e.g., a first order
Taylor expansion. In this case we employ the following derivative.
Definition 4 (Fréchet derivative). We call g Fréchet differentiable at u0 ∈ U if
there exists a continuous linear operator δg: X → Y such that
g(u+ v ) = g(u) +δg(v ) + o(‖v‖). (3.22)
It is well known, that (3.14) can also be recast as the variational formulation,
F(u) := E(u)− l(u) = min!, u ∈Wst(D) (3.23)
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see, e.g., [37], where E refers to the magnetic energy
E(A) =
1
2
∫
D
∫ |curlA|2
0
ν(x, s)ds dx. (3.24)
To establish the existence of a minimizer we have to study the first and second
order Fréchet derivative of F . As this will be also needed to apply the Newton
method and for sensitivity analysis we work out this point in some detail, starting
with a definition of the differential reluctivity.
Definition 5 (Differential Reluctivity). The differential reluctivity νd is defined, for
s ∈ R+, as
νd(·, s) := ν(·, s) + ν(1)(·, s)s. (3.25)
Moreover, the differential reluctivity tensor νd is defined, for r ∈ R3, as
νd(·, r) = ν(·, |r|) I+ ν
(1)(·, |r|)
|r| r ⊗ r, (3.26)
where I and ⊗ refer to the 3×3 identity matrix and the tensor product, respectively.
In the previous definition we have set ν(1)(·, s) := ∂sν(·, s). This definition makes
sense, whenever fBH satisfies (2.14) as in this case ν is differentiable [15]. The dif-
ferential reluctivity arises when differentiating ν(·, s)s with respect to s. Moreover,
the differential reluctivity tensor can be identified with the Jacobian of h(·, r), as
stated the following Lemma:
Lemma 3. The Jacobian matrix of h(·, r) with respect to r is given by the differential
reluctivity tensor Dh = νd.
Proof. For x ∈ DE the result follows immediately. For x ∈ DC we have h(x, r) =
νC(|r|)r and hence
(Dh)i j = ∂ (νC(|r|)r j)/∂ ri = νC(|r|)δi j + ν
(1)
C (|r|)
|r| r j ri , (3.27)
where δi j refers to the Kronecker delta and the result follows.
We assume that the differential reluctivity satisfies the following properties.
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Assumption 4. Both ν and νd are continuously differentiable. Moreover,
|νd(·, r)| ≤ 3ν0, (3.28)
r>νd(·, r)r≥ νmin|r|2, (3.29)
holds for all r ∈ R3.
It can be shown, see again [15], that this is satisfied provided fBH satisfies (2.14).
Now we define, for w ∈ H (curl,D), the bilinear form a(w; ·, ·)′ : H (curl,D) ×
H (curl,D)→ R as
a′(w;u,v) := (νd(·,curlw)curlu,curl v)D. (3.30)
Note that a′(w; ·, ·) is nonlinear in the first argument and by Lemma (3) equivalent
to the Jacobian matrix of a at w, if evaluated on discrete subspaces. Important
properties of a′ are stated as follows.
Lemma 4. Under Assumption 4, the bilinear form a′(w, ·, ·) is continuous and coercive
on Wst(D), i.e., for all u,v ∈Wst(D), we have
|a′(w;u,v)| ≤ C1‖u‖H (curl,D)‖v‖H (curl,D), (3.31a)
a′(w;u,u)≥ C2‖u‖2H (curl,D). (3.31b)
Proof. This has been established in the two-dimensional case in [15] and is readily
extended to our setting.
Now all required tools are at hand. A necessary condition for a minimum is that
the Fréchet derivative of F vanishes. This gives rise to the Euler-Lagrange equation
(3.14). Moreover, by Lemma 4, F is convex and hence the minimum is global [15,
p.26].
3.3 Space Discretization
Many different, well-established, space discretization schemes for Maxwell’s equa-
tions are at our disposal to be applied to (3.10). We mention in particular finite
elements [40, 41], the finite integration technique [42] and boundary element
methods [43]. Here, we will make use of the finite element method due to its
geometric flexibility and its capabilities of treating nonlinearities. A major issue
with regard to the discretization of electromagnetic laws are the structural topo-
logical properties, that need to be preserved on the discrete level. This is success-
fully addressed within finite difference or finite volume like cochain approximations
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R −→ H (grad,D) grad−−→ H (curl,D) curl−−→ H (div,D) div−→ L2(D) → 0
Pgradh ↓ Pcurlh ↓ Pdivh ↓ Ph ↓
R −→ Hh(grad,D) grad−−→ Hh(curl,D) curl−−→ Hh(div,D) div−→ L2h(D) → 0
Table 1: Commuting de Rham diagram without boundary conditions for the nu-
merical approximation of electromagnetic laws. Discrete representatives
are obtained via projection from the continuous spaces, which commutes
with the respective differential operators.
[44, 45] and discrete differential forms, e.g., Whitney forms, in the finite element
context [46, 47]. In the latter case the key feature is that the discrete subspaces
form a sub-complex of the de Rham or Hilbert complex [48, 49] with a commuting
property.
Establishing a subdivision T of the computational domain D, is the first impor-
tant step for a finite element discretization. It consists of a finite collection of closed
subsets as defined, e.g., in [50, pp. 82]. As we are going to work with different
types of subdivisions they will be defined in the respective context. A common as-
sumption is that the mesh is aligned at the material interface. Let h > 0 denote
the maximum mesh size, serving as index for a family of subdivisions Th. For the
time being we assume that Th is quasi-uniform, i.e., h/diam(K) is bounded for all
K ∈ Th, see [50, p. 120] for a precise definition. With Th at hand, finite dimen-
sional subspaces of H (grad,D),H (curl,D), H (div,D) and L2(D), denoted with
subscript h, are defined in such a way that we obtain a commuting diagram, see Ta-
ble 1. Projection operators from the continuous into the discrete spaces are denoted
Pgradh , P
curl
h , P
div
h , Ph, respectively. We refer to [48] for a construction for the impor-
tant case of Whitney forms, see also Section 3.3.1 below. Note that these are not
the canonical operators [48], based on point, edge and face degrees of freedom, as
the continuous spaces involved fail to provide sufficient regularity. The commuting
property refers to the fact that projection and application of the respective differ-
ential operator commute, e.g., curl Pcurlh u = P
div
h curlu, for u ∈H (curl,D). Due to
curlgrad= 0 and divcurl= 0 the image of a differential operator is a subset of the
kernel of its successor in the diagram. Moreover, for simply connected domains the
diagram is exact, i.e., both sets coincide, see, e.g., [48]. Let us give two examples
of discrete spaces, which will be used in this work. Thereby, we will only give a
short definition since both have been illustrated thoroughly in the literature.
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3.3.1 Higher Order Whitney Forms
For Th, referring to a conformal tetrahedral mesh, several sub-complexes, based
on piecewise polynomial spaces have been proposed. A rather general and unified
exposition has been given in [48] based on polynomial spaces of differential forms.
For a tetrahedron K ∈ Th, let Pq(K) and Pq(K)3 denote the space of polynomials
of degree q on K and its vectorial counterpart, respectively. The definition of edge
elements relies on the subspace Sq(K) of Pq(K)3, consisting of polynomials such
that s(x) · x= 0, ∀x ∈ K . Then, we recall the finite elements
Hh(grad,D) := {u ∈H (grad,D) | u ∈ Pq(K), ∀K ∈ Th}, (3.32a)
Hh(curl,D) := {u ∈H (curl,D) | u ∈ Pq−1(K)3 + Sq(K), ∀K ∈ Th}, (3.32b)
Hh(div,D) := {v ∈H (div,D) | v ∈ Pq−1(K)3 + xPq−1(K), ∀K ∈ Th}, (3.32c)
L2h(D) := {ϕ ∈ L2(D) | ϕ ∈ Pq−1(K), ∀K ∈ Th}. (3.32d)
In (3.32), H (div,D) refers to the space of functions u ∈ L2(D)3 with weak diver-
gence divu ∈ L2(D). For the case q = 1 we recover the well-known lowest order
Whitney forms. Finite elements in (3.32) are also referred to as continuous La-
grange elements of degree q, H (curl)- and H (div)-conforming Nédélec elements
of the first kind [46] of degree q − 1, as well as discontinuous elements of degree
q− 1, respectively. We omit specifying the respective degrees of freedoms, implied
by the continuity requirements of the continuous spaces and again refer to the
literature, e.g., [46, 48].
3.3.2 Spline Finite Elements
Meshing of CAD geometries is a thoroughly investigated, though sometimes costly
procedure, in particular in the context of optimization. In recent years much effort
has been devoted to overcome this issue by directly working with spline based
shape representations on the finite element level in the context of isogeometric
analysis [51]. More generally, isogeometric analysis, as introduced in [51], aims
at closing the gap between CAD and finite element analysis tools. Following the
isoparametric concept, splines are both employed for approximating the solution
of the partial differential equations and for representing the geometry.
These techniques have been extended to electromagnetics in [52] and further de-
veloped in [53, 54]. Let the computational domain be parametrized by a mapping
F : Dˆ→ D, where Dˆ is the unit cube. Details on F, typically realized by means of B-
splines or Non-Uniform Rational B-Splines (NURBS), will be given in Section 4.2.3.
Now, discrete spaces are first constructed on Dˆ and then pushed forward to D. To
this end, a mesh on Dˆ is obtained as the Cartesian product of three partitions Πx ,y,z
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of [0, 1]. In this context Th is defined by applying F to Πx ×Πy ×Πz . We introduce
the N -dimensional spline space S q,kN , with functions that are piecewise polynomi-
als of degree q and k-times continuously differentiable at each knot/point of the
partition Πx ,y,z . For a precise definition of B-splines see Appendix B. By means of
the tensor product B-spline space S q1,q2,q3k1,k2,k3 := S q1,k1 ⊗S q2,k2 ⊗S q3,k3 we define
Hh(grad,D) := {u | F∗(u) ∈ S q1,q2,q3k1,k2,k3 }, (3.33a)
Hh(curl,D) := {u | F∗(u) ∈ S q1−1,q2,q3k1−1,k2,k3 ×S q1,q2−1,q3k1,k2−1,k3 ×S q1,q2,q3−1k1,k2,k3−1 }, (3.33b)
Hh(div,D) := {v | F∗(v) ∈ S q1,q2−1,q3−1k1,k2−1,k3−1 ×S q1−1,q2,q3−1k1−1,k2,k3−1 ×S q1−1,q2−1,q3k1−1,k2−1,k3 }, (3.33c)
L2h(D) := {ϕ | F∗(ϕ) ∈ S q1−1,q2−1,q3−1k1−1,k2−1,k3−1 }, (3.33d)
see [53]. In (3.33), the pullback F∗ is given by
u ◦ F, DF>(u ◦ F), det(DF)(DF)−1(v ◦ F), det(DF)(ϕ ◦ F), (3.34)
respectively, where in turn DF refers to the Jacobian of the transformation F and
det(DF) to its determinant.
3.3.3 Finite Element Formulation
Given discrete spaces, a finite element formulation can be derived in a straightfor-
ward way by simply substituting them for their continuous counterparts. Let us
start with the static formulation (3.14) and postpone the technically more involved
time-transient case. We define
Wst,h(D) := {uh ∈Hh(curl,D) | (uh,vh)D = 0, ∀vh ∈ Gh(D)}, (3.35)
where Gh(D) in turn is obtained by replacingH (grad,D) byHh(grad,D) in (3.3).
Then the finite element formulation reads, find Ah ∈Wst,h(D) such that
a(Ah;vh) = l(vh), ∀vh ∈Wst,h(D). (3.36)
The previous relation is in fact equivalent to a linear system of equations. Indeed,
as Wst,h(D) is spanned by shape functions (ϕei )
Ne
i=1, where e refers to edge, we can
set
Ki j(a) := (ν(·, |curlAh|)curlϕei ,curlϕej )D, (3.37)
ji := l(ϕ
e
i ), (3.38)
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for i, j = 1, . . . ,Ne. In (3.37), a refers to the edge based degrees of freedom associ-
ated to Ah. They are subject to the nonlinear system of equations
K(a)a= j. (3.39)
We assume that Ne refers to the number of active edges, i.e., to all edges not lying
on the boundary. Still the system of equations (3.39) is singular, as the gauging
condition is not yet imposed.
The discrete counterpart of the mixed formulation (3.18) in turn has the alge-
braic representation 
K(a) B>
B O

a
λ

=

j
0

, (3.40)
where Bi j := (gradϕni ,ϕ
e
j )D and (ϕ
n
i )
NN
i=1 are the nodal shape functions and by O
we denote the NN × NN matrix with all zero entries. Here, again, we only consider
active nodes, i.e., all nodes on ∂ D are removed. The solution of saddle point
systems, such as (3.39) after linearization, is well understood and we refer to [55]
and the references therein for appropriate algorithms.
Remark 2. In general, for the evaluation of K,B, j, one needs to resort to numer-
ical integration. The associated error can be investigated by means of the Strang
Lemma. This has been done, e.g., for the nonlinear case in [56, 15]. Also, in a more
complete treatment of the numerical approximation errors, the error for solving the
linear system of equations (3.39) should be considered.
3.3.4 Finite Element a priori Error Analysis
For completeness, the main points of the finite element error analysis will be de-
scribed in the following. Our starting point will be (3.36), although similar results
for the mixed formulation can be given, e.g., in the context of the Hodge-Laplacian
[48]. Here, a first complication arises from the fact that Wst,h(D) 6⊂Wst(D), since a
discrete divergence free function is not divergence free in general. However, this
difficulty can be overcome, if a discrete Poincaré-Friedrichs-type inequality, sim-
ilar to the continuous case can be established. To this end let us formalize the
assumptions on the discrete subspaces
Assumption 5 (Discrete de Rham subcomplex). The spaces Hh(grad,D) ⊂H (grad,D), Hh(curl,D) ⊂ H (curl,D), Hh(div,D) ⊂ H (div,D) and L2h(D) ⊂
L2(D) form a discrete subcomplex of the de Rham complex. There exist bounded
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projections Pgradh , P
curl
h , P
div
h , Ph from the de Rham complex to the sub-complex and
the diagram commutes. Moreover, a discrete Poincaré-Friedrichs inequality
‖uh‖2 ≤ C‖curluh‖2, ∀uh ∈Wst,h(D), (3.41)
holds, where the constant C in the previous expression is independent of h.
This assumption is satisfied by the methods presented in 3.3.1 and 3.3.2. The
respective commuting diagrams have been established in [48] and [53]. Concern-
ing the Poincaré-Friedrichs inequality we refer to [22, pp. 58] for the Whitney
finite element method. Based on the same techniques the result holds true for the
spline complex as well, by referring to the gap property, see again [53]. Based on
Assumption 5, a unique solution of (3.36) exists, see, e.g., [16]. The next step is a
nonlinear version of Céa’s Lemma.
Lemma 5 (Céa). Let Assumption 5 hold true and let J be weak divergence free in D,
then
‖A−Ah‖H (curl,D) ≤ C inf
vh∈Wst,h(D)
‖A− vh‖H (curl,D). (3.42)
Proof. Using the continuous and discrete saddle point formulation with test func-
tion vh ∈ Hh(curl,D) we obtain
a(A;vh)− a(Ah;vh) = (vh,grad(λh −λ))D, ∀vh ∈Hh(curl,D). (3.43)
As J is weakly divergence free, we infer
(gradλ,gradφ)D = 0, ∀φ ∈H0(grad,D) (3.44)
(gradλh,gradφh)D = 0 ∀φh ∈Hh(grad,D)∩H0(grad,D). (3.45)
Hence, both λ and λh vanish, as they solve a Laplace problem with vanishing
Dirichlet boundary condition. We deduce the Galerkin orthogonality property
a(A;vh)− a(Ah;vh) = 0, ∀vh ∈Wst,h(D), (3.46)
since Wst,h(D) ⊂Hh(curl,D). In a next step we compute for any vh ∈Wst,h(D),
‖A−Ah‖2H (curl,D) ≤︸︷︷︸
(3.16)
C1(a(A;A−Ah)− a(Ah;A−Ah)) (3.47)
≤︸︷︷︸
(3.46)
C1(a(A;A− vh)− a(Ah;A− vh)) (3.48)
≤︸︷︷︸
(3.16)
C2‖A−Ah‖H (curl,D)‖A− vh‖H (curl,D), (3.49)
where C1,C2 > 0. The statement follows since vh is arbitrary.
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By choosing vh = Pcurlh A in the previous Lemma, the actual convergence rate
depends on the approximation accuracy of H (curl,D) by means of Hh(curl,D)
and on the regularity of the solution A. Assume, e.g., that A ∈ H s(curl,D), with
s ∈ (0,1], i.e., both A and curlA are in the fractional order Sobolev spaceH s(D)3.
Then, e.g., for the spline case and a sufficiently smooth mapping F (see [53] for
details) we obtain
‖A−Ah‖H (curl,D) ≤ Chs
 ‖A‖H s(D)3 + ‖curlA‖H s(D)3 . (3.50)
Similar result can be established for other approximation spaces as well. We also
refer to [34] and [21] for a definition of fractional order Sobolev spaces and em-
bedding results, respectively.
3.4 Linearization
Even after discretization, equation (3.14) cannot be solved directly due to the non-
linearity. Therefore, it is approximated by a linear model, that, for the time being,
following [32], is abstractly formulated as: find AL ∈Wst(D), such that
(hL(·,curlAL),curl v)D = (J,v) ∀v ∈Wst(D), (3.51)
where L refers to linearization. Note that the linearization point, generally denoted
as AL,0, is not indicated explicitly in (3.51). In practice the linearized model is
iterated until a sufficient accuracy has been obtained, as described in Algorithm 2
in Appendix A.
Two very important examples, used frequently in this work, can be written as
(3.51). Perhaps the most simple choice for a linearized model is given by
hL(·,curlAL) = ν(·, |curlAL,0|)︸ ︷︷ ︸
=:νL,0
curlAL. (3.52)
Applying Algorithm 2 together with (3.52) is referred to as successive substitution
or Picard-iteration here. It is evident in this case, that (3.51) is well-posed by the
Lax-Milgram Lemma, as νL,0 ∈ L∞(D) and νL,0 ≥ νmin > 0. The implementation is
simple and the method robust, however, as stated in Lemma 6 below, the speed of
convergence is typically not very high. Therefore, it might be more efficient to use
Newton’s method for linearization. It consists in setting
hL(·,curlAL) = νd(·,curlAL,0)︸ ︷︷ ︸
=:νd,0
curlAL +HCO, (3.53)
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with the coercive magnetic field strength
HCO := (νL,0 − νd,0)curlAL,0. (3.54)
Although expression (3.53) is actually affine, we adapt the term linearization, fol-
lowing [57]. Iterating as described in Algorithm 2 yields the well-known Newton-
Raphson method. Again (3.51) is well-posed for every AL,0 with the choice (3.53)
by Lemma 4 and the fact that ‖ · ‖H (curl,D) is a norm on Wst(D). Finally, we are
going to comment on convergence rates for the choices (3.52) and (3.53). For a
definition of linear, superlinear and quadratic convergence see Appendix A.
Lemma 6. For an initial point AL,0 ∈Wst(D) sufficiently close to the solution, the l-th
iterate A{l}, obtained by the method of successive substitution, converges linearly to A,
i.e.,
‖A{l+1} −A‖H (curl,D) ≤
Æ
1− β‖A{l} −A‖H (curl,D), (3.55)
where β = ν0/νminα and α≤ νmin/(3ν0).
Proof. The proof given [15, pp. 52-54] can be extended to our three-dimensional
setting in a straight forward way.
As already mentioned, in the case of successive substitution, the convergence
is rather slow, i.e., linear. In the case of the Newton-Raphson method, a higher
convergence rate can be obtained. However, the convergence analysis is more
involved and in particular no convergence can be shown in the present continuous
setting before discretization, see [15, Section 4.1.2] and also [58]. Therefore,
we discuss the convergence of Newton’s method after discretization, i.e., for the
linearized solution AL,h ∈Wst,h(D) subject to
(hL(·,curlAL,h),curl vh)D = (J,vh), ∀vh ∈Wst,h(D). (3.56)
For the analysis of Newton’s method we also introduce
<ML,h (uh)vh,wh >:= a′(uh;vh,wh), (3.57)
whereML,h (u) is a linear and bounded operator fromHh(curl,D) toHh(curl,D)∗.
We state the following convergence result, see [15, Theorem 4.2].
Lemma 7. For the choice α = 1, given A{0}h ∈Wst,h(D), the l-th iterate A{l}h obtained
by the Newton-Raphson method converges locally and superlinearly to Ah if the map-
ping uh 7→ ML,h (uh) is continuous. If additionally uh 7→ ML,h (uh) is Lipschitz
continuous the convergence is locally quadratic.
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The continuity and Lipschitz continuity in the previous result have been estab-
lished in the two-dimensional case after discretization in [15]. It should be noted,
that the constants involved depend on the discretization parameter h and these re-
sults do not hold true in the limit h→ 0. We do not see any reason why the proof
cannot be extended to 3D. However, as establishing this proof is a rather technical
task and not in the main scope of this work, we do not further investigate this issue.
We have described two different kinds of approximations at this stage, namely
linearization and discretization. Naturally the question arises, whether these com-
mute, i.e., if the systems of equations obtained by discretization before linearization
and linearization before discretization are identical. Fortunately, this holds true as
can be seen by a direct computation, performed in [59, pp. 41-45] for the Newton-
Raphson method. Hence, the (un-gauged) discrete and linearized systems take the
form
K(aL,0)aL = j, (3.58a)
DK(aL,0)aL = j− jCO, (3.58b)
where jCO is the discrete representation of JCO := curlHCO and DK the Jacobian
matrix. Note that because of divcurl = 0, the source current remains divergence
free. Often both iteration schemes are given in the more explicit form
K(a{l})(a{l+1} − a{l}) = −α(K(a{l})− j), (3.59)
DK(a{l})(a{l+1} − a{l}) = −α(K(a{l})− j). (3.60)
Remark 3. Each linear system of equations given in (3.58), written compactly as
K˜aL = j˜, can be regularized by means of a mixed formulation as outlined in Section
3.3. A different approach is based on the preconditioned conjugate gradient (pcg)
algorithm. It has been observed in [42, 60] that the pcg algorithm converges to
aendL = K˜
+ j˜, (3.61)
where K˜+ denotes the pseudo-inverse of K˜, provided that both the starting vec-
tor ainitL associated to A
init
L and the source current j˜ associated to J˜ are discrete
divergence free in a weak sense. We recall that this is expressed ∀vh ∈ Gh(D) as
(AinitL ,vh) = 0, (J˜,vh) = 0, (3.62)
referred to as weak gauging [61, 42] as no further explicit gauging is required.
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3.5 a posteriori Error Analysis of Linearization and Discretization Error
For simplicity we consider the case without damping in this section, i.e., α = 1.
The a posteriori error analysis of discretization and linearization errors is of sig-
nificant practical importance. In particular, a stopping criterion for the iterative
linearization procedure (Algorithm 2, Appendix A) is based on the control of the
linearization error, which in turn should be balanced with the discretization error
to keep the cost minimal. Sophisticated approaches have been proposed to this end
and ideas of [32], developed further in [62, 57], are extended here to the present
setting. Let AL,h be the solution of (3.56). Based on the observation, that a suit-
able error measure for strongly monotone, quasi-linear problems, such as (3.36),
is based on the dual norm of h [57] we introduce
errL,h := sup
v∈H (curl,D),
v 6=0
(h(·,curlA)− h(·,curlAL,h),curl v)D
‖curl v‖2 , (3.63)
to quantify the discretization and linearization error. Due to the strong monotonic-
ity ofM , this yields control on the error in the norm
νmin‖A−AL,h‖H (curl,D) ≤ errL,h, (3.64)
too, however, this might yield rough estimates in some situations. Here, error
estimation is based on the following result, that we adapt from [32, Theorem 2.1].
Similar to the analysis of Newton’s method we employ a linearized operatorML :H (curl,D)→H (curl,D)∗, given by
<ML v,w>:= (hL(·,curl v),curlw)D. (3.65)
Theorem 8. LetM be strongly monotone, Lipschitz continuous andM 0 = 0 hold.
Moreover, letML be coercive and continuous on Wst(D), then
errL,h≤‖hL(·,curlAL)− hL(·,curlAL,h)‖2︸ ︷︷ ︸
=:errh
+‖hL(·,curlAL,h)− h(·,curlAL,h)‖2︸ ︷︷ ︸
=:errL
.
(3.66)
Proof. We observe that
errL,h = ‖M A−M AL,h‖∗, (3.67)
where we abbreviate ‖ · ‖∗ := ‖ · ‖H (curl,D)∗ . Adding ML AL,h −ML AL,h and using
the triangle inequality we obtain
errL,h ≤ ‖M A−ML AL,h‖∗ + ‖ML AL,h −M AL,h‖∗. (3.68)
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The result follows by using the Cauchy-Schwarz inequality and byM A =ML AL.
This in turn is inferred from
<M A,v>= (J,v)D, (3.69)
<ML AL,v>= (J,v)D, (3.70)
for all v ∈Wst(D).
Computable estimators for the error contributions errL, errh, referred to as lin-
earization and discretization error, respectively, will now be discussed in some de-
tail. First we observe that errL is directly computable and takes the form
errL =
‖(νL,0 − ν(·, |curlAL,h|))curlAL,h‖2,
‖(νd,0 − ν(·, |curlAL,h|))curlAL,h +HCO‖2, (3.71)
for the Picard and Newton method, respectively. Of course both errors vanish on
DE. Now, for errh we can apply any available discretization error estimator for
linear elliptic problems, as it is based on the linearized system
curl (ν˜curlAL) = J˜, (3.72a)
ν˜curlAL = H, (3.72b)
where ν˜ and J˜ reflect the different choices of linearization as described in Section
3.4. In particular
ν˜=

νL,0,
νd,0
(3.73)
for the choices of successive approximation and the Newton-Raphson method, re-
spectively and hence, ν˜ is a tensor in the general case. Here, we employ the hy-
percircle method [63]. A Prager-Synge identity for problems related to Maxwell’s
equations was given in [64, Theorem 10].
Theorem 9. Let v ∈H0(curl,D) and Heq ∈H (curl,D) satisfy
curlHeq = J˜. (3.74)
Then for (AL,H) subject to (3.72) there holds
‖ν˜1/2 curl(AL − v)‖22 + ‖ν˜−1/2(H−Heq)‖22 ≤ ‖ν˜1/2(curl v− ν˜−1Heq)‖22. (3.75)
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Applying Theorem 9 with v = AL,h, the discretization error can be estimated by
means of
errh ≤‖ν˜1/2‖L∞(D,R3×R3)︸ ︷︷ ︸
=:Cν˜
‖ν˜1/2 curl(AL −AL,h)‖2 (3.76)
≤Cν˜‖ν˜1/2(curlAL,h − ν˜−1Heq)‖2. (3.77)
Given a matrix norm ‖ · ‖R3×R3 , and the uniform norm
‖u‖L∞(D) := ess supx∈D|u| (3.78)
with the essential supremum [34, p.27], the norm in relation (3.76) is defined as
‖ν˜1/2‖L∞(D,R3×R3) := ess supx∈D‖ν˜1/2‖R3×R3 . (3.79)
The delicate point in an estimate such as (3.75) is the construction of a so-called
equilibrated flux Heq. To this end we employ a mixed finite element method
directly. Note that this should be seen as a proof of principle, as for practical
applications, this would be prohibitively costly and an efficient reconstruction pro-
cedure, as described, e.g., in [64], should be used. The mixed method reads, find
(Heq,h, A˜h) ∈Hh(curl,D)× L2h(D)3 such that
(ν˜−1Heq,h,vh)D − (A˜h,curl vh)D = 0, (3.80a)
(curlHeq,h,wh)D = (J˜,wh)D, (3.80b)
for all (vh,wh) ∈ Hh(curl,D)× L2h(D)3. In particular this implies curlHeq,h = PhJ˜,
i.e., Heq,h is an equilibrated flux only if PhJ˜ = J. Techniques to overcome this
difficulty have been presented in [64], here we simply observe that the error of
using Heq,h, for general, smooth J˜, is of higher order as shown in [65] for the
two-dimensional case.
Remark 4. For the case of the Newton-Raphson method, the derivation has to be
considered as formal, as we do not now if ν˜= νd,0 is invertible at all. However, for
the case ν˜= νL,0 this is guaranteed as νL,0 > 0 holds.
Example 10 (p-Laplace). For illustration, we consider a well-known two-
dimensional and static example originally proposed in [32], which in the present
form is adapted from [57]. Let the computational domain be D = DC = (0,1) ×
(0,1). The p-Laplacian, given by
νC(s) = s
p−2, (3.81)
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Figure 4: Error estimation for the p-Laplace example. Left: error estimation with re-
spect to the number of iterations in comparison to an upper bound of the
real error err∗L,h. Fixed uniform triangulation with 5000 triangles. Right:
error estimation with respect to the number of nodes in comparison to an
upper bound of the real error err∗L,h and the error in theH 10 -norm.
is a frequently used prototype for quasilinear elliptic models [66]. In [2], we have
studied this example in a stochastic setting by modeling p as a random parameter.
We assume homogeneous Dirichlet boundary conditions and impose a constant
excitation J = 2. Then, on D, the analytical solution of
−div (ν(|gradu|)gradu) = J (3.82)
is given by
u(x) = − p− 1
p
|x− (0.5, 0.5)|p/(p−1) + p− 1
p

1
2
p/(p−1)
, (3.83)
see [57, p.2789]. As ν(0) = 0 and ν is unbounded for s →∞ and p > 2, (3.81)
violates the assumptions on the reluctivity. Still continuity and monotonicity re-
sults can be established in this more general setting, as was shown in [62]. The
solution is sought in H0(grad,D) and we employ, as outlined in Section 3.3.1,
lowest order H (grad,D)-conforming elements for the finite element approxima-
tion of (3.82). The approximation is carried out on a uniform triangulation, based
on the code FEniCS [59]. In two dimensions, (3.80) reduces to a mixed formu-
lation for the nonlinear Poisson problem and lowest order Brezzi-Douglas-Marini
H (div) conforming elements and discontinuous Lagrange elements are used for
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its approximation, respectively. Linearization is carried out by means of the Pi-
card method (3.52) with damping. The linearization error is estimated by (3.71),
whereas (3.77) is used for the discretization error with Cν˜ = 1. Error estimators
for errL, errh and errL,h are denoted ∆L, ∆h and ∆L,h, respectively. As the true error
errL,h defined in (3.68) is not computable we employ the upper bound
err∗L,h := ‖ν(|graduL,h|)graduL,h − ν(|gradu|)gradu‖2. (3.84)
Results are reported in Figure 4, where on the left all error estimators and the
true error err∗L,h are depicted with respect to the number of iterations. We observe,
that the iteration procedure converges and the linearization error is negligible after
eight iterations. The error estimators can be used for error balancing of discretiza-
tion and linearization error in practice in order to keep the number of iterations as
small as possible. On the right, the overall estimated error is compared to err∗L,h and
the true H 10 -error with respect to the number of nodes. Linearization errors are
controlled to be sufficiently small. We observe, that the error estimator is capable
of accurately predicting the error for both err∗L,h and theH 10 norm.
3.6 Temporal Discretization
We now return to the time-dependent case and complement the description of the
computational model by a time-discretization procedure. We denote the derivative
of the time-dependent discrete magnetic potential vector a(t) as a˙(t) := da(t)/dt.
Introducing the Ne ×Ne mass matrix Mi j := (σCϕei ,ϕej )DC , the semi-discrete equa-
tions under consideration can be rewritten as
Ma˙(t) +K(a(t))a(t) = j, (3.85)
for t ∈ (0, T], a(0) = ainit. As M is singular, the initial value problem (3.85)
is of differential-algebraic type, which complicates its numerical approximation
[67, 68]. A popular remedy is to introduce a small, artificial conductivity in the
non-conducting region, such that zero eigenvalues in the matrix (3.85) are re-
moved. The associated modeling error is well understood [11], however, we do
not follow this approach here. We proceed by introducing a regular subdivision
TT := {tn | tn+1 > tn, n = 1, . . . ,NT − 1} of [0, T], with mesh size hn := tn−1 − tn
and maximum mesh size hT . Applying a time-stepping procedure to (3.85) always
involves implicit components, due to the algebraic part. Also the differential part
is known to be stiff, giving rise to the problem of numerical stability for explicit
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schemes. Principally every time-stepping scheme that is well suited for stiff ordi-
nary differential equations can be adapted here. For simplicity we focus on the
implicit Euler method and obtain
(M+ hTK(an))an = hT jn +Man−1, a1 = ainit, (3.86)
for n = 2, . . . ,NT , where an ≈ a(tn). Note that the initial condition has to fulfill
a consistency condition due to the algebraic part. Numerical methods involved
in the approximation (3.86) are rather standard and their stability properties are
well understood, see, e.g., [69, 70]. However, a complete approximation result es-
tablishing the convergence of the solution Ah,hT of the fully discrete scheme (3.86)
towards the weak solution (3.10) is apparently missing in the literature. In [71], for
a slightly different current excitation and lowest order finite elements, the estimates
‖A−Ah,hT ‖L2([0,T],W (D)) ≤ C1h1/2T + C2h1/2 + C3h1/2T h−1/2, (3.87a)
‖A−Ah,hT ‖L∞([0,T],L2(DC)3) ≤ C1h1/2T + C2h1/2 + C3h1/2T h−1/2, (3.87b)
were established for the case of a linear magnetic material. By investigating the
proof, we claim that these results hold also true in the nonlinear case, by replacing
the coercivity of the bilinear form by the strong monotonicity property. Estimate
(3.87) is weaker than related results for purely parabolic problems due to a re-
duced regularity for solutions of mixed elliptic-parabolic equations [71]. More
precisely, in order to achieve convergence, the refinement in the temporal vari-
able must exceed the refinement in the spatial variable. However, the sharpness of
(3.87) has not been confirmed by numerical experiments so far. Contributions for
the linearization error could be included by the techniques outlined in Section 3.4.
3.7 Conclusion
This section was concerned with a weak formulation of the magnetoquasistatic
model and a review of existing numerical techniques for its approximation. We
presented finite element schemes for discretization in physical space, linearization
methods and the implicit Euler method for discretization in time. For each approx-
imation step, the associated a priori error analysis was sketched. Moreover, an a
posteriori error analysis of linearization and finite element discretization error was
outlined.
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4 Parametric Model, Continuity and First Order Sensitivity Analysis
The subject of this section is a detailed description of a parametric magnetoqua-
sistatic model, generalizing the deterministic setting of Section 3. To this end we
choose a continuous setting, i.e., parametrization is discussed on the differential
equation level. Moreover, in a first step we allow for a general, possibly infinite di-
mensional parametrization, before discussing its finite dimensional approximation
later on. Continuity and differentiability results will be established for different
kind of inputs. In particular the sensitivity analysis presented in 4.4, 4.5 will be a
key tool for propagating uncertainties in Sections 5 and 6.
4.1 Abstract Mathematical Reformulation of the Model
Following [30], continuity and differentiability results are conveniently discussed
with the aid of a more abstract mathematical setting. Let β denote a generic input
parameter such as the shape, the material coefficient or the imposed current exci-
tation. Modeling of these inputs will be addressed in Section 4.2. Depending on
the model, physical constraints on the inputs have to be imposed, e.g., the function
describing the nonlinear material law has to be monotonic or the boundary of the
domain has to fulfill regularity requirements. This is accounted for by introducing a
set of admissibility Uadm. The model is rewritten implicitly by means of an operatorZ : Uadm ×W (D)→W ∗(D), as
Z (β ,A) = 0, (4.1)
referred to as the abstract state equation. In this context, the solution A to the
differential equation is sometimes called the state variable. It is understood, that
for each β ∈ Uadm, we have a unique solution A, which is a function of β , i.e.,
A[β] ∈ W (D). To lighten notation we also introduce Aβ := A[β], and drop
the explicit dependence on β , when no confusion is possible. Depending on the
context, Z refers to the weak formulation of (2.24), (3.15) or the corresponding
two-dimensional formulations. A Quantity of Interest (QoI) is generally denoted Q
: W (D)→ R and assumed to be a linear functional of the solution. This is justified
by observing, that QoIs in our context typically model local evaluations of fields
that can be written as
Q(A) :=
∫
IT
∫
Dobs
q1(A) + q2(curlA) dx dt, (4.2)
with observer region Dobs ⊂ DE and linear functionals q1 and q2. To study continuity
and differentiability a perturbation β˜ ∈ U˜ is introduced, where U˜ is a Banach space.
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Then the parameter can often be written as β = β0+β˜ , with β0 denoting a nominal
value and we study the mappings
β˜ 7→ A[β0 + β˜], (4.3a)
β˜ 7→ Qˆ[β0 + β˜], (4.3b)
for ‖β˜‖U˜ → 0. In (4.3b) setting Q(A[β]) =: Qˆ[β] is justified, as we have al-
ready shown that (2.24) and (3.15) are uniquely solvable. Equivalently, with a
smallness parameter s > 0, and β s = β0 + sβ˜ , we set As := A[β s] and Qˆs :=Q(As),
respectively and investigate the limit s→ 0. Unfortunately, in the case of shape per-
turbations, we do not have a simple vector space structure for Uadm and modeling
of the perturbation is more involved.
4.2 Definition of the Model Inputs and Parametrization
Here, we identify the following three types of model inputs, important for magneto-
quasistatic simulations and in particular for the simulation of accelerator magnets.
• The material coefficient, i.e., the magnetic reluctivity. It is obtained from
the function fHB, describing the nonlinear H − B curve, which is fitted from
measured data. This data is always subject to uncertainty with rather large
margins in many situations. It has been observed that for some types of
electrical machines, this is the most influential source of uncertainty [72].
• By definition, for iron-dominated magnets, the shape of the iron yoke is cru-
cial for the field accuracy in the magnetic aperture. We will therefore con-
sider the shape of the interface between the iron parts and the surrounding
air as input parameter. As opposed to many applications where the boundary
of the computational domain is parametrized, here, the boundary is consid-
ered to remain unchanged.
• Again, by definition, coil-dominated magnets1 are sensitive to the coil shape
as well as the current distribution and magnitude. This can be taken into
account by considering the imposed current excitation as an input parameter.
The corresponding sets of admissibility have been partially described in Section 2
as we have formulated assumptions to guarantee the existence of a solution for
Z . In the following this will be made more precise. We fix the time t, i.e., we
assume that variability will not change with respect to t. This is a reasonable
1 A more detailed description of coil- and iron dominated magnets will be given in Section 6.
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assumption in many cases, but of course not in general. With a description of
the parameter β for each specific case at hand, we will give examples of finite
dimensional representations, i.e., identify vectors y ∈ Γ ⊂ RM such that β ≈ βM (y).
In the following k ∈ N0 will denote a regularity parameter.
4.2.1 The Material Coefficient as a Model Input
To our knowledge, considering the magnetic reluctivity as an input parameter on
the equation level has not been addressed before. Key properties have been formu-
lated in Assumption 2 of Section 2. Assuming still that the magnetic properties are
piecewise constant, the aim here is to introduce variability for the iron-conductor
reluctivity. Let C k(R+) be the space of functions on R+, with bounded and uni-
formly continuous derivatives up to order k, endowed with the norm
‖u‖C k(R+) := max1≤i≤k sups∈R+ |∂
i
s u(s)|, (4.4)
see [34, p.10]. We set βν := νC and define, motivated by (2.16), the set of admis-
sibility as
Uνadm := {βν ∈ C (R+) | βν ∈ [νmin,ν0], lims→∞βν(s) = ν0, βν(·) · strongly monotone
and Lipschitz continuous with constants νmin,ν0}. (4.5)
It should be emphasized that the constants in (4.5) hold uniformly for all param-
eters. This implies that M is uniformly strongly monotone as well as uniformly
Lipschitz continuous and hence, a unique solution is guaranteed for all βν ∈ Uνadm.
Let C k0 (R+) denote the subspace of functions in C k(R+) with compact support.
We introduce a perturbed reluctivity βν := βν,0 + β˜ν, with β˜ν ∈ C 10 (R+) such that
βν ∈ Uνadm.
Now if the assumption on ν to be piecewise constant is dropped, the constants
in (4.5) will depend on x and we additionally require that they hold uniformly
with respect to x. Finally, not only the reluctivity, but also the conductivity can
be modeled as an input parameter. In this case, as the main requirement is the
positivity, perturbations can be defined by βσ = βσ,0 + β˜σ, where βσ,0 = σC and a
possible definition of an admissible set would be
Uσadm := {βσ ∈ L∞(DC) | βσ ≥ C > 0, a.e. in DC}. (4.6)
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4.2.2 Approximation of the Magnetic Material Coefficient
We are going to discuss discrete representations of H = fHB(B), where B := |B|
and H := |H|. Discrete stochastic representations have been discussed in [1, 3] and
also in [73]. We will partially make use of these results here. Recall that fHB is
subject to the constraints (2.14), in particular monotonicity is required. Although
the coefficient ν is the input for the equations, measurements are typically given
for fHB, which will be the starting point for our discussion. The discrete coefficient
is then again defined by means of the relation ν(x,B) = fHB(B)/B for all x ∈ DC
and B 6= 0.
Commonly in practice fHB has to be estimated from a given table of measured
tuples
{{Bmsi ,Hmsi }, i = 1, ...,Nms, Bi < B j , for i < j}. (4.7)
Many approaches presented in the literature are based on special closed form rep-
resentations, often motivated directly from physical considerations, see [74, 75]
and also [72] and the references therein. As an example, consider the relation
fHB(B) =

c4 +
c3B
c2
cc21 + Bc2

B, (4.8)
used, e.g., in [76], where the parameters y = (c1, . . . , c4) are typically determined
from (4.7) by a least-squares fit. Although closed form representations as (4.8),
solely based on a few parameters, are rather simple and the constraints (2.14)
can be incorporated directly, the flexibility and accuracy in approximating arbitrary
functions fHB can be limited. As described, e.g., in [75] the Brillouin model, is not
capable of accurately representing the Rayleigh region, important for applications
with low magnetic field magnitudes. In contrary, spline models are a flexible tool
with powerful approximation capabilities. However, besides loosing a physically
motivated representation, a major difficulty is to achieve monotonicity. For mono-
tone data (4.7), i.e., Hi ≤ H j for i < j, the cubic spline interpolation procedure,
given in [77] can be employed: on each interval [Bi ,Bi+1], fHB is represented as a
cubic polynomial
fHB(B) = H
ms
i φ1(B) +H
ms
i+1φ2(B) + diφ3(B) + di+1φ4(B). (4.9)
Here, the φi , i = 1, . . . , 4, refer to the cubic Hermite basis functions and the vector
d = (di)N
ms
i=1 approximates the derivative of fHB at the end of the intervals in such
a way that monotonicity is preserved. Extrapolation beyond the data range can be
achieved as outlined in [56, 14]. We note that if the reluctivity is monotonic, too,
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Figure 5: General model geometry for parametric interfaces.
a similar algorithm presented in [56] can be applied directly to ν. Given (4.9),
a parametrization of the model can be achieved, by keeping d fixed, and setting
y = Hms as we have outlined in [1]. A more general approach in a stochastic
context is given in [2] and will be discussed in Section 5. Other spline based models
have been proposed in the literature, with emphasis on preserving monotonicity by
smoothing noisy data [14, 78]. However, here, as we are interested in reproducing
uncertainties interpolation based techniques are favored.
4.2.3 The Shape of the Interface as a Model Input
Among the inputs under consideration here, a parametrization of the interface can
be considered to be the most involved. This is due to the fact, that no vector space
structure is present at first sight. Solutions to this problem have been given in
the literature and the modeling of shape deformations can be considered as well-
established in the context of shape optimization. In particular the velocity method
[13], adapted here, is known to be a general and powerful tool. In this section,
the geometrical setup given in Figure 3 will be slightly modified, see Figure 5.
Deformations are restricted to the interior of DHA, referred to as hold-all in the
literature [13]. We assume, without loss of generality, that its boundary is smooth.
In this section, we also assume that DC is simply connected with a C k,1-regular
boundary, resp. interface ΓI, subject to deformations. We denote with C k,1(V )
the subspace of functions in C k(V ), that are Lipschitz continuous, endowed with
the Hölder norm [34, p.10]. To assure that the coil parts always encompass the
deformed iron parts DC,s we require that DHA ∩ DJ = ;. Let us recall that if ΓI is of
class C k,1 and connected, these properties are preserved by a transformation with
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a C k,1-regular, bijective map T [79, p. 45]. The set of admissible interfaces is
defined as
U Iadm:={S ⊂ R2 | S = T (ΓI) is of class C 0,1 and connected, S ∩ ∂ DHA = ;}. (4.10)
As already mentioned (4.10) does not have a vector space structure and tools of
differentiation in normed spaces cannot be applied. A solution is given in the
context of the velocity method, described in the following. The deformation is
modeled by means of a mapping Ts : DHA → DHA, given by Ts[V ](X) = x(s,X),
where V : DHA→ R3 and x(s) := x(s, ·) 2 is the solution of the differential equation
dx
ds
(s,X) = V (x(s,X)), (4.11a)
x(0,X) = X, (4.11b)
see [13, p. 290]. We sometimes write Ts = Ts[V ], for short. In (4.11) V denotes a
velocity field, representing the direction of domain perturbations, i.e., we identify
β˜ I := V . It is always assumed that β˜ I satisfies
β˜ I ∈ C k,1(DHA)3, (4.12a)
‖β˜ I‖C k,1(DHA)3 ≤ 1, (4.12b)
β˜ I · n|∂ DHA = 0. (4.12c)
The uniform norm constraint is needed to prevent a degeneration of the interface
[80]. We obtain a family of transformed interfaces
βI ,s := ΓI,s = Ts(ΓI), (4.13)
and domains DC,s := Ts(DC), resp. DE,s := Ts(DE). Again, there exists s0 such
that for all s ≤ s0 the transformed interfaces belong to U I,kadm [79, p. 45]. Now
the differentiability and continuity with respect to βI (V ) can be studied in the
Banach space C k,1(DHA)3 (at 0). Indeed, it has been shown that this is equivalent
to studying the continuity directly in U Iadm (slightly modified, with a suitable metric)
and we refer to [13, pp. 321] for the details.
Remark 5. A perturbation of the coefficients is associated to a deformation of the
interface ΓI. Indeed, for domains parametrized as outlined above, the reluctivity
and the conductivity read as
νs(x, ·) = ν0χDE,s(x) + νC(·)χDC,s(x), (4.14)
σs(x) = σCχDC,s(x), (4.15)
respectively, where χV denotes the characteristic function of the volume V .
2 In mechanics x is referred to as Eulerian variable, whereas X denotes the Lagrangian variable.
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Figure 6: Uncertain shape. The control points, marked in red, are perturbed uni-
formly in an interval with 80% deviation from the nominal value for (a)
and 20% deviation for the remaining refinement levels, respectively.
Note that if we generalize (4.11) to non-autonomous velocity fields V (s,x(s)),
the velocity method comprises the frequently used perturbation of the identity map-
ping Ts[V ](X) = X + sV (X), see [81]. It can also be extended to rather general
classes of non-smooth domains [82]. As implied by the structure theorem, that
will be discussed in Section 4.4.2 the support of the derivative is fully contained in
the interface ΓI, hence for the actual computation only an interface velocity field
is required. This gives rise to a third popular representation scheme for shape de-
formations, i.e., by means of normal perturbations with respect to the interface
[83, 84]. Our way of computing sensitivities, as well as the discrete domain de-
formation technique based on splines, presented in the next section, relies on the
velocity method with autonomous velocity field.
4.2.4 Approximation and Representation of Shapes
Many objects in a Computer Aided Design (CAD) environment are constructed in
terms of their boundaries [85]. If the boundary shape has a simple form, which is
the case, e.g., for bricks, cylinders or spheres, parametrization can easily be done.
As an example, Figure 6 depicts a variable hyperbolic shape profile, determined by
a single parameter. Perturbing only this single parameter of the hyperbola lacks
flexibility as all perturbed shapes will be again of the same kind. A more general
representation is given by means of NURBS. Based on the observation that most of
the shapes used in CAD are conic sections and NURBS are capable of representing
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them exactly, this is often called an exact geometry representation [51]. In local
coordinates ξ,η ∈ (0,1), a line and a surface are given by
F(ξ) =
Ncp∑
i=1
Rqi (ξ)ci , (4.16)
F(ξ,η) =
Ncp∑
i=1
Ncp∑
j=1
Rqi (ξ)R
q
j (η)ci, j , (4.17)
respectively. Here, Rqi and R
q
j denote NURBS basis functions of degree q and regu-
larity C k, k ≥ 0, defined as
Rqi (ξ) =
Bqi (ξ)wi∑Ncp
i=1 B
q
i (ξ)wi
(4.18)
with B-spline basis function Bqi and weights wi . We also refer to [51, 85] for details
and Appendix B for more on B-splines. Here, the parameters can be chosen as
y = (ci, j)
Ncp
i, j=1. A volumetric model, as employed in Section 3.3.2 and required
for the velocity method, is obtained from (4.17) by a completion procedure [85],
e.g., the spring model [86] which is adapted here. Perturbing the control points as
ci, j(s) = (c0)i, j + sc˜i, j results in a surface
Fs(ξ,η) =
Ncp∑
i=1
Ncp∑
j=1
Rqi (ξ)R
q
j (η)
 
(c0)i, j + sc˜i, j

. (4.19)
In particular we identify X = F0 and x(s) = Fs ◦ F−10 in (4.11). Then computing the
velocity field as
V (x) = ∂Ts
∂ s
◦ T −1s (x), (4.20)
we obtain
V ◦ Fs =
∑
i, j
Rqi (ξ)R
q
j (η)c˜i, j . (4.21)
Note that the weights wi could also be perturbed, however, this would result in
more complicated expressions for the velocity field. We also refer to [87] for an
application in mechanics and to [88] for a related approach to sensitivity analysis
in the context of isogeometric analysis. Now, considering again Figure 6, the hy-
perbolas are represented by means of a NURBS curve with a different number of
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control points. In red are depicted those control points that are subject to variation,
i.e., one, two and four points, respectively. With one control point solely, Figure 6a,
nothing is gained with respect to taking the parameter of the hyperbola. However,
as can be seen in Figures 6b and 6c, NURBS allow for a more flexible modeling of
shape perturbations. Note, however, that the perturbation magnitude of the control
points is not related to the real perturbation of the shape anymore: in Figure 6a,
80% variability in the control point results in a deviation of 0.015 in the center of
the curve, whereas for 20% variability in Figures 6b and 6c, the curve is perturbed
by 0.023.
In the iso-parametric finite element context, shapes are approximated by, possi-
bly curved, polyhedrals. The geometry mapping in this case can be written locally
for an element of the mesh as
F(ξ,η) =
∑
i
Ni(ξ,η)ci , (4.22)
where Ni refers to the i-th nodal shape function. Note that only shapes of C 0
regularity can be obtained in this context.
4.2.5 The Source Current Density as a Model Input
Here, we simply recall that by Assumption 3 the coil current, expressed as the
imposed current excitation has to be weak divergence free and square-integrable,
i.e., we set
UJadm :=H (div0,D). (4.23)
Perturbations are given by βJ = βJ,0 + β˜J and based on the assumption
β˜J ∈H (div0,D), (4.24)
βJ is admissible.
4.2.6 Conductor Models
Here, we are looking for a discrete representation of the imposed source current
density J of a conductor. In a first step, given the total current I , we set J = χ I ,
where the vector χ ∈H (div 0,D) denotes the winding function [89]. The distribu-
tion of χ depends on the conductor type under consideration. In general, there is
a distinction between stranded and solid conductors, respectively [90]. Solid con-
ductors, i.e., conductors with a current displacement due to the term σ∂ A/∂ t are
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not considered here, as we recall that DJ ⊆ DE. Instead, in the stranded conductor
model [90], currents are supposed to be uniformly distributed over the conductor’s
cross-section. This modeling addresses filamentary conductors composed of a large
number of thin strands, such that the strand diameter is small compared to the skin
depth and too small to be resolved by a grid based model. The piecewise constant
current in each strand cross-section is then homogenized over the whole conductor.
For very simple geometries, closed form expressions can be found for the winding
function. For instance in the case of a straight conductor in z-direction and strands
connected in series, we have χ = Nstr/AC ez , where ez refers to the unit vector in z-
direction. Here, Nstr denotes the number of strands and AC the cross-section of the
conductor. For more complex geometries an (anisotropic) electrokinetic problem
div (σstr gradφ) = 0, in DJ (4.25a)
gradφ · n= 0, on ∂ DJ, (4.25b)∫
Σ
gradφ · n dx= 1, (4.25c)
with conductivity tensor σstr, for a cut Σ of DJ, can be solved by the finite el-
ement method. Then, after homogenization of the current in the cross-sections
if necessary, as described, e.g., in [91], one obtains for the stranded conductor
χ = Nstr gradφ. The current constraint (4.25c) can be imposed by a Lagrange
multiplier technique [92].
A further aim of conductor models is to allow for a circuit coupling of the field
model. Indeed, as the equations then comprise the total current, as shown above,
they can be supplemented by the circuit equation
d
dt
∫
D
χ ·A dx+ RI = V, (4.26)
with the circuit voltage V , the conductor’s DC resistance R and the integral term
representing the flux linkage [89]. Note that, although the conductivity has been
neglected with regard to the current displacement, σstr nevertheless gives rise to
the conductor resistance. For details on the coupling of the magnetoquasistatic
model to networks we refer to [93].
Depending on the context the model parameter can be the current or the voltage,
i.e., y = {I ,V}. Other conductor modeling techniques, such as the Roebelbar,
where strands are transposed to minimize losses, or the foil conductor, see, e.g.,
[89] and the references therein, are not considered here. Note that in a more
general context we could chose not only I ,V , but any other coil property, such as
the shape of the boundary of DJ, or the number of windings as a parameter.
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4.3 Continuity with Respect to the Input Data
As we have argued, the continuity with respect to the input data is a crucial prop-
erty of a mathematical model. For this investigation we consider the static case,
solely, and refer to [94] for continuity results for the time harmonic, linear mag-
netoquasistatic model. Consider the compound input vector, defined as follows:
every point β0 = (νC, ΓI ,J0) is perturbed by means of β˜ ∈ C (R+)×C 0,1(DHA)3 ×H (div 0,D) = U˜ as outlined in the previous sections. Then we can find an s0, such
that for all s= (s1, s2, s3)≤ s0 (understood component-wise)
β s ∈ Uνadm × U Iadm × UJadm := Uadm. (4.27)
The parametrized version of (3.14) reads, find As ∈Wst(D) such that
(βν,s1(|curlAs|)curlAs,curl v)DC,s2 + (ν0 curlAs,curl v)DE,s2 = (βJ,s3 ,v)D, (4.28)
for all v ∈ Wst(D). We observe, that by the definition of Uadm, As exists for all
β s ∈ Uadm. Continuity is now stated and proven in the following result.
Proposition 1. Let A be the solution of (4.28) with β0. For β s ∈ Uadm given by
(4.27), the solution As of (4.28) converges to A0 = A as s→ 0.
Proof. To simplify notation we define the operatorMs1,s2 by
<Ms1,s2u,v>:= (βν,s1(|curlu|)curlu,curl v)DC,s2 + (ν0 curlu,curl v)DE,s2 , (4.29)
for u,v ∈Wst(D). Equation (4.28) is rewritten as
<Ms1,s2As,v> −<Ms1,s2A,v>= (βJ,s3 ,v)D−<Ms1,s2A,v> . (4.30)
Observing thatMs1,s2 is strongly monotone, for v= As −A we obtain
νmin‖As −A‖2Wst(D) ≤ (βJ,s3 ,As −A)D−<Ms1,s2A,As −A> . (4.31)
Adding and subtracting terms, using the state equation (4.28) for s = 0 and the
triangle inequality yields
νmin‖As −A‖2Wst(D) ≤ |<Ms1,0A,As −A> −<Ms1,s2A,As −A> |
+ |<MA,As −A> −<Ms1,0A,As −A> |
+ |(βJ,s3 ,As −A)D − (βJ,0,As −A)D|.
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The definition of the input perturbations and a change of variables
<Ms1,0A−Ms1,s2A,u>=
∫
DC
(1− det(DTs2))βν,s1(|curlA|)curlA · curlu dx
+
∫
DE
(1− det(DTs2))ν0 curlA · curlu dx
=
∫
DC
(1− det(DTs2))νs1(·, |curlA|)curlA · curlu dx,
for s2 small [13, p.342], in turn yield
νmin‖As −A‖2Wst(D) ≤ s1|(β˜ν(|curlA|)curlA,curl(As −A))DC,s2 |
+ |(|1− det(DTs2)|νs1(·, |curlA|)curlA,curl(As −A))D|
+ s3|(β˜J,As −A)D|.
We apply the Cauchy-Schwarz and the Poincaré-Friedrich’s inequality (3.12) and
obtain
‖As −A‖Wst(D) ≤
s1‖β˜ν‖C (R+0 ) + ν0‖1− det(DTs2)‖L∞(D) + s3CF‖β˜J‖2
 ‖curlA‖Wst(D)
νmin
. (4.32)
Finally, passing to the limit s→ 0 yields the result as lims2→0 det(DTs2) = 1.
We conclude by observing, that this result also implies the continuity of Qˆ w.r.t.
s due to the linearity of the QoI.
4.4 Sensitivity Analysis, Direct Approach
For sensitivity analysis our focus remains on the static formulation for simplicity.
An extension to the time transient case will be discussed in Section 4.6. Several
contributions should be mentioned concerning the sensitivity analysis of magneto-
quasistatic/magnetostatic equations. In particular, for shape sensitivity analysis we
refer to [95, 96, 97, 98, 99, 76]. Similar results are obtained here, however in the
context of the velocity method. Additionally, direct methods will be discussed in
more detail. They are in particular appealing for low-dimensional representations
of input parameters. Proposition 3 is based on [100], where a linear elliptic in-
terface problem has been considered, but apparently new in the present context.
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Moreover, results with respect to the nonlinear reluctivity as we have partially pub-
lished in [1] have not been stated elsewhere, to our knowledge. Not related to
magnetoquasistatics, but of general importance for this section are [84, 100, 30].
For the static case, the state equation is given in strong form as
curl (ν(·, |curlA|)curlA) = J, in DC ∪ DE, (4.33a)JAKΓI = 0, on ΓI, (4.33b)Jν(·, |curlA|)curlAKΓI = 0, on ΓI, (4.33c)
A× n= 0, on ΓD, (4.33d)
divA= 0, in D. (4.33e)
where we recall that JuKΓI := u+ × n+ + u− × n− denotes the jump operator at the
interface. As outlined in Section 4.2, we consider perturbations of the inputs β s,
s > 0. Here, the aim of computation is the derivative
Q′ = lim
s→0
Qs −Q
s
, (4.34)
referred to as gradient. To this end we first derive an equation for the Gâteaux
derivative A′ (see Section 3.2 for a definition) of the magnetic vector potential
for each input separately. In the spirit of [101], for all given inputs, A′ can be
characterized by means of a boundary value problem, which in our case reads as
curl
 
νd(·,curlA)curlA′

= G, in DC ∪ DE, (4.35a)JA′KΓI = g1, on ΓI, (4.35b)Jνd(·,curlA)curlA′KΓI = g2, on ΓI, (4.35c)
A′ × n= 0, on ΓD, (4.35d)
divA′ = 0, in D, (4.35e)
where the terms G and g1,2 depend on β˜ and A. Except for interface variations,
Fréchet differentiability is also discussed.
Solving problem (4.35) directly might be beneficial when investigating multiple
quantities of interest and a small number of possible input perturbations. Although,
the tangential component of both the vector potential and the magnetic field can
exhibit jumps at the interface, (4.35) can be approximated with optimal order of
convergence by appropriate techniques, e.g., the offset technique used in [100].
With the derivative of As at hand, the gradient is expressed as
Q′ :=
∫
Dobs
q1(A
′) + q2(curlA′) dx. (4.36)
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For the purpose of sensitivity analysis in general, we assume for the remaining part
of Section 4, that Assumption 4 is satisfied. We proceed establishing (4.35) for the
different kind of inputs.
4.4.1 Magnetic Material Coefficient Sensitivity
The differentiability of the vector potential is established in the following result.
Note that the assumptions on the regularity of the solution imposed in order to
show Féchet differentiability, might be too restrictive in many practical setups.
Proposition 2. Let the input parameter be given by βν = βν,0 + β˜ν as described
in Section 4.2.1. The mapping β˜ν 7→ A[βν,0 + β˜ν] is Gâteaux differentiable with
A′ ∈Wst(D) as the weak solution of
curl
 
νd(·,curlA)curlA′

= −curl  β˜ν(|curlA|)curlA , in DC, (4.37a)
curl
 
ν0 curlA
′= 0, in DE, (4.37b)JA′KΓI = 0, on ΓI, (4.37c)Jνd(·,curlA)curlA′KΓI = −β˜ν(|curlA|)curlA× n, on ΓI, (4.37d)
A′ × n= 0, on ΓD, (4.37e)
divA′ = 0, in D. (4.37f)
If, moreover, for all r, s ∈ R3
|Dh(·, r)− Dh(·, s)|R3×R3 ≤ C ′h|r− s|R3 (4.38)
holds and the solution Aν associated to βν satisfies
‖curl(Aν −A)‖L∞(D)3 → 0, (4.39)
for β˜ν→ 0, then A′ can be identified with the Fréchet derivative.
Proof. The proof follows the lines of [102, Lemma 1], where a linear elliptic prob-
lem was considered, but requires some modifications due to the nonlinearity. We
consider βν = βν,0 + sβ˜ν with s > 0. The perturbed and unperturbed state equation
read as
(νC(|curlA|)curlA,curl v)DC+(ν0 curlA,curl v)DE=(J,v)D, (4.40a)
(βν,s(|curlAs|)curlAs,curl v)DC+(ν0 curlAs,curl v)DE=(J,v)D, (4.40b)
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for all v ∈ C∞0 (D)3 ∩H (div0,D). Taking the difference of both equations, as well
as adding and subtracting terms, yields for A and As ∈Wst(D)
(νC(|curlAs|)curlAs − νC(|curlA|)curlA,curl v)DC + (ν0 curl(As −A),curl v)DE
= −((βν,s(|curlAs|)− νC(|curlAs|))curlAs,curl v)DC . (4.41)
Dividing by s and taking the limit s → 0 we obtain by Lemma 3 for the Gâteaux
derivative A′,
(νd(·,curlA)curlA′,curl v)DC + (ν0 curlA′,curl v)DE =
− (β˜ν(|curlA|)curlA,curl v)DC . (4.42)
To obtain (4.37) we formally proceed as follows: as A′ ∈Wst(D) (4.37e) and (4.37f)
hold and the jump of the tangential trace vanishes (4.37c). We recall the integrat-
ing by parts formula
(u,curl v)D − (curlu,v)D = (u× n,v)ΓI . (4.43)
Applying (4.43) to (4.42) yields
(curl(νd(·,curlA)curlA′ + β˜ν(|curlA|)curlA),v)DC + (curl(ν0 curlA′),v)DE
+ (Jνd(·,curlA)curlA′KΓI + β˜ν(|curlA|)curlA× n,v)ΓI = 0, (4.44)
where we recall that n is the exterior unit normal of the domain DC. Then, relations
(4.37a), (4.37b) follow by choosing test functions v ∈ C∞0 (DC)3 and v ∈ C∞0 (DE)3,
respectively, whereas choosing test functions v ∈ C∞(ΓI)3 yields (4.37d).
Concerning Fréchet differentiability, we first introduce for u,v,w ∈Wst(D)
<ML(uv)(u− v),w> :=
∫
D
∫ 1
0
∂th(·,curl(v+ t(u− v))) ·w dt dx,
=
∫ 1
0
a′(v+ t(u− v);u− v,w) dt,
see [103] such that
M (As)−M (A) =ML(AsA)(As −A). (4.45)
We observe that by Assumption 4ML(AsA) is coercive and hence
‖As −A− sA′‖2Wst(D) ≤ C |<ML(AsA)(As −A− sA′),As −A− sA′ > |. (4.46)
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Using (4.45) we infer
‖As −A− sA′‖Wst(D) ≤ C sup
v∈Wst(D)
|<M (As)−M (A)− sML(AsA)A′,v> |
‖v‖Wst(D)
. (4.47)
Let
< M˜ (As),v>:=
∫
DC
β˜ν(|curlAs|)curlAs · curl v dx. (4.48)
Adding sM˜ (As)− sM˜ (As) and using (4.40) yields
‖As −A− sA′‖Wst(D) ≤
C sup
v∈Wst(D)
1
‖v‖Wst(D)
|(βν,s(|curlAs|)curlAs,curl v)D−<M (A),v>︸ ︷︷ ︸
=0
|
+C sup
v∈Wst(D)
1
‖v‖Wst(D)
s|< M˜ (As) +ML(AsA)A′,v> |.
Adding in turnML A′−ML A′, withML linearized at A sucht thatML A′ = −M˜ (A)
we obtain
‖As −A− sA′‖Wst(D) ≤
C sup
v∈Wst(D)
1
‖v‖Wst(D)
s|< M˜ (As) +ML A′ −ML A′ +ML(AsA)A′,v> |
=C sup
v∈Wst(D)
1
‖v‖Wst(D)
s|< M˜ (As)−M˜ (A)−ML A′ +ML(AsA)A′,v> |.
We have assumed in Section 4.2.1 that β˜ν ∈ C 10 (R+). Hence, r → β˜ν(r)r is Lips-
chitz continuous. Moreover, the Lipschitz constant L˜ satisfies
L˜ = sup
r∈supp(β˜ν)
|β˜ ′ν(r)r + β˜ν(r)| ≤ Cˆ‖β˜ν‖C 10 (R+0 ). (4.49)
We infer
|< M˜ (As)−M˜ (A),v> | ≤ 3 L˜|(curl(As −A),curl v)DC |
≤ C˜‖curl(As −A)‖L∞(D)3‖v‖Wst(D),
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as the Lipschitz constant of r 7→ β˜ν(|r|)r is 3 L˜. Using (4.38) we obtain
|<ML A′ −ML(AsA)A′,v> |=

∫ 1
0
a′(A;A′,v)− a′(A+ t(As −A);A′,v) dt

≤ C ′h‖curl(As −A)‖L∞(D)3‖A′‖Wst(D)‖v‖Wst(D)
≤ C ′hC˜‖curl(As −A)‖L∞(D)3‖β˜ν‖C (R+0 )‖v‖Wst(D),
as ‖A′‖Wst(D) ≤ C˜‖β˜ν‖C (R+0 ) due to (4.42). Finally, we infer
‖As −A− sA′‖Wst(D) ≤ C¯s‖β˜ν‖C 10 (R+0 )‖curl(As −A)‖L∞(D)3 . (4.50)
Dividing by s‖β˜ν‖C 10 (R+0 ) we see that A
′ can be identified with the Fréchet derivative
as ‖curl(As −A)‖L∞(D)3 → 0 for s→ 0.
4.4.2 Interface Sensitivity
For the purpose of first order shape calculus we assume in this section that ΓI,s is of
class C 1,1. Here, the state equation reads, find As ∈Wst(D) such that
(νC(|curlAs|)curlAs,curl v)DC,s + (ν0 curlAs,curl v)DE,s = (J,v)D (4.51)
for all v ∈ Wst(D). Before investigating derivatives in this case, as the domain of
definition of A is subject to variations, the precise meaning of A′ should be clarified.
We adapt the following definition of the shape derivative from [100].
Definition 6 (Shape derivative). The shape derivative A′ of As subject to (4.51) is
formally defined as
A′ := lim
s→0
As(x)−A(x)
s
, (4.52)
for all x ∈ (DE,s ∩ DE)∪ (DC,s ∩ DC).
This section is devoted to characterize A′ through a boundary value problem.
Remark 6. In shape optimization, A and Q, respectively, would be referred to as
shape functions, as for all transformations Ts, such that Ts(ΓI) = ΓI,
A[Ts(ΓI)] = A[ΓI] (4.53)
holds. Hence, the derivative (4.34) can be identified with the shape gradient and
all tools developed in this context, see, e.g., [13] can be applied.
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A main tool for shape sensitivity analysis is the structure theorem [13]. Here,
we state a formulation given in the context of differential forms, applied to domain
functionals, [104, Theorem 1]:
Theorem 11 (Structure Theorem). For a domain D ⊂ R3 of class C k, k ≥ 1 the
domain functional defined as
Qˆ(D) =
∫
D
u dx (4.54)
where u ∈ C k(D), is shape differentiable with shape gradient
Qˆ′(D) =
∫
∂ D
Vnu dx, (4.55)
where Vn = V · n.
The shape derivative of As is characterized in the following lemma, where we
recall that the outer unit normal n, as well as the plus sign in the respective jump
operators, refer to the domain DC. Also, on a surface S the curl gives rise to a vector
and scalar operator defined as
curlS u= gradu× n, (4.56)
curlS u= curlu · n, (4.57)
respectively, see also [105]. For simplicity, we also introduce the difference of a
vector or scalar at a surface S as
[u]S := u
+ − u−. (4.58)
Lemma 12. Let As be subject to (4.51) with V as described in Section 4.2.3 with
k = 1. The shape derivative A′ ∈H0(curl,DC)∩H0(curl,DE)∩H (div 0,D), satisfies
(νd(·,curlA)curlA′,curl v)D = −(Vn[ν]ΓI curlΓI A, curlΓI v)ΓI , (4.59)
for all v ∈ C∞0 (D)3.
Proof. As in the proof of Proposition 1 we define, for the ease of exposition,
<Msu,v>:= (νC(|curlu|)curlu,curl v)DC,s + (ν0 curlu,curl v)DE,s (4.60)
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for u,v ∈ Wst(D), whereM0 =M . We start from the perturbed and unperturbed
state equation
<MsAs,v>= (J,v)DJ , (4.61)
<MA,v>= (J,v)DJ . (4.62)
We recall that DJ ∩ DHA = ; and hence the right-hand sides in the previous ex-
pressions remain unchanged. Subtracting both equations, as well as adding and
subtracting <MsA,v>, we obtain
<MsAs −MsA,v>=<MA−MsA,v> . (4.63)
For the right-hand side of the previous equation, dividing by s and taking the limit
s→ 0, the structure theorem yields
lim
s→0
<MA−MsA,v>
s
=
 
(Vnν0 curlA,curl v)ΓI − (VnνC(|curlA|)curlA,curl v)ΓI

= −(Vn[h(·,curlA)]ΓI ,curl v)ΓI .
Equivalently for the left-hand side of (4.63), we obtain by Lemma 3
lim
s→0
h(·,curlAs)− h(·,curlA)
s
= νd(·,curlA)curlA′, (4.64)
both on DE and DC and we conclude that A
′ is subject to
(νd(·,curlA)curlA′,curl v)D = −(Vn[h(·,curlA)]ΓI ,curl v)ΓI . (4.65)
Finally, on ΓI, some direct manipulations yield
h+ − h− =︸︷︷︸
(4.33c)
n · (h+ − h−)n (4.66)
= (ν+n · curlA+ − ν−n · curlA−)n (4.67)
= ([ν]ΓIn · curlA)n (4.68)
= ([ν]ΓI curlΓI A)n, (4.69)
which yields the desired result.
Remark 7. At this stage it is unclear whether the integral on the right-hand-side of
(4.59) is well defined, as under the minimal regularity assumption A ∈H (curl,D),
curlΓI A ∈ H −1/2(ΓI), solely, see [106]. Establishing such a result, is beyond the
scope of this work.
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Equivalently the strong form of the boundary value problem for the shape deriva-
tive can be derived.
Proposition 3. The shape derivative given by (4.59) can be characterized by means
of the boundary value problem
curl
 
νd(·,curlA)curlA′

= 0, in DC ∪ DE, (4.70a)JA′KΓI = Vn  Sn× n[An]ΓI − J∂nAKΓI , on ΓI, (4.70b)Jνd(·,curlA′)KΓI = −curlΓI  Vn[ν]ΓI curlΓI A , on ΓI, (4.70c)
A′ × n= 0, on ∂ D, (4.70d)
divA′ = 0, in D, (4.70e)
where ∂nA := (DA)n and S = Dn is the Weingarten map.
Proof. Equations (4.70d) and (4.70e) follow as the shape derivative is defined as
the limit of a difference quotient. For the remaining identities, following [100], the
starting point is
(νd(·,curlA)curlA′,curl v)D = −(Vn[ν]ΓI curlΓI A, curlΓI v)ΓI . (4.71)
Testing with v ∈ C∞0 (DC)3 and v ∈ C∞0 (DE)3, respectively, we readily derive
(4.70a) by performing integration by parts. Testing with v ∈ C∞(R3)3 on ΓI in
turn and using the integration by parts formula
(curlΓI u,v)ΓI = (u, curlΓI v)ΓI , (4.72)
we obtain (4.70c). Following [100] we start with a variational characterization of
the jump of the trace. As As ∈Wst(D), we have
(JAsKΓI,s ,v)ΓI,s = 0, (4.73)
for all v ∈ C∞(D)3 such that v ·n= 0 on ΓI,s. Note that, as ΓI is fixed, we can define
n globally as a normal field for all ΓI,s, independent of s, cf. [104, p.13]. Then
differentiating in (4.73) and applying [104, Lemma 3] yields
(JA′KΓI ,v)ΓI = −∫
Γ
Vn(∂n(JAKΓI · v) +H(JAKΓI · v)) dx, (4.74)
where H is the additive curvature. Using JAKΓI = 0 and the vector analysis identity
grad(u · v) = Dvu+ Duv+ u× curl v+ v× curlu (4.75)
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we obtain
(JA′KΓI ,v)ΓI = −(Vn grad(JAKΓI · v),n)ΓI , (4.76)
= −(Vn(DJAKΓIv− curlJAKΓI × v),n)ΓI , (4.77)
= − (VnDJAKΓIv,n)ΓI︸ ︷︷ ︸
=0, JAKΓI ·n=0
−(Vn curlJAKΓI × n,v)ΓI . (4.78)
By means of
curl(u× n) = udivn− ndivu+ Dun− Dnu (4.79)
we further obtain
curlJAKΓI × n=(DA+n+ + DA−n−)× n+ (A+ divn+ +A− divn−)× n (4.80)
− (Dn+A+ + Dn−A−)× n (4.81)
=J∂nAKΓI + divnJAKΓI︸ ︷︷ ︸
=0
−Dn(A+ −A−)× n. (4.82)
The result follows by observing that A+ −A− = [An]ΓIn on ΓI.
Remark 8. In the literature, continuous and discrete approaches to sensitivity anal-
ysis are distinguished. Our approach, as presented in this section is referred to
as continuous, since the differential equation is differentiated first and then dis-
cretized. This avoids computing mesh sensitivities, however we do not obtain the
exact gradient of the discretized system. It is questionable which approach should
be consider to be more exact. In any case, both approaches are known to be asymp-
totically identical [107]. For a comparison in terms of cost vs. accuracy we also
refer to [108].
4.4.3 Source Current Sensitivity
For a source current βJ ∈ UJadm the Fréchet derivative of the vector potential is
stated in the following result. The proof directly follows from the fact that the
solution depends linearly on βJ.
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Proposition 4. Let βJ ∈ UJadm be given by βJ = βJ,0 + β˜J with β˜J ∈ H (div0,D).
The mapping β˜J 7→ A[βJ + β˜J] is Fréchet differentiable with derivative δA ∈Wst(D),
subject to
curl (νd(·,curlA)curlδA) = 0, in DC, (4.83a)
curl (ν0 curlδA) = β˜J, in DE, (4.83b)JδAKΓI = 0, on ΓI, (4.83c)Jνd(·,curlA)curlδAKΓI = 0, on ΓI, (4.83d)
δA× n= 0, on ∂ D, (4.83e)
divδA= 0, in D. (4.83f)
4.5 Sensitivity Analysis, Adjoint Approach
The adjoint approach to sensitivity analysis is very popular and standard in opti-
mization. Its main advantage lies in the fact, that despite the dimension of the
input parameter space only one additional equation, the adjoint equation, has to
be solved. The definition of adjoint operators is originally based on linearity and
ambiguities arise in a nonlinear setting [109]. A popular choice, adapted here, is
to employ the linearized operator in the adjoint equation. More precisely, let the
adjoint variable p ∈Wst(D) be subject to
(νd(·,curlA)curl v,curlp)D =
∫
Dobs
q1(v) + q2(curl v) dx, (4.84)
for all v ∈ Wst(D). The adjoint representation of the gradient is stated in the fol-
lowing result.
Proposition 5. Let A′ be given by (4.37), (4.70) and (4.83) for the perturbations
β˜ν,V and β˜J, respectively. Let p be the solution of the adjoint problem (4.84). We
have the following adjoint representations for the gradients
Q′ = −(β˜ν(|curlA|)curlA,curlp)DC , (4.85a)
Q′ = −(Vn[ν]ΓI curlΓI A, curlΓI p)ΓI , (4.85b)
Q′ = (β˜J,curlp)DE . (4.85c)
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Proof. We give the proof for β˜ν, the results for β˜J and V follow in the same way.
For β˜ν, we recall that the derivative is subject to
(νd(·,curlA)curlA′,curl v)D = −(β˜ν(|curlA|)curlA,curl v)DC . (4.86)
Choosing v = p and A′ as test functions in the previous equation and the adjoint
equation (4.84), respectively, we infer, using the symmetry of νd that
Q′ =
∫
obs
q1(A
′) + q2(curlA′) dx= −(β˜ν(|curlA|)curlA,curlp)DC . (4.87)
4.6 Sensitivity Analysis for the Time Transient Case
We proceed by carrying out a direct and adjoint sensitivity analysis for the time-
transient case, however, restricted to the material coefficient as an input. This has
been addressed already in [1] in the two-dimensional case and the results are re-
ported here, under minor simplification and supplementation. Here, details about
function spaces will be omitted. Let the QoI, modeling, e.g., the time averaged
inductance, be given as
Q =
∫
IT
∫
Dobs
q(u) dx dt, (4.88)
where q is still assumed to be linear. We recall that the state equation reads as
σ(·)∂ u
∂ t
− div (ν(·, |gradu|)gradu) = Jz , in IT × DC ∪ DE, (4.89a)
u= 0, on {0} × D, (4.89b)
u= 0, on IT × ΓD. (4.89c)
Let ∂tu := ∂ u/∂ t. Applying parametrization and differentiation as outlined in
Section 4.4, u′ can be characterized as the solution of
σC∂tu
′ − div  νd(·,gradu)gradu′= div  β˜ν(|gradu|)gradu , in IT × DC,
−div  νd(·,gradu)gradu′= 0, in IT × DE,
u′ = 0, on {0} × D,
u′ = 0, on IT × ΓD.
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We consider the adjoint problem
−σ(·)∂t p− div (νd(·,gradu)grad p) = q, in IT × DC ∪ DE, (4.91a)
p = pend, on {T} × D, (4.91b)
p = 0, on IT × ΓD, (4.91c)
where pend is a suitably chosen terminal value, unspecified for the moment. With
the aid of the substitution t → − t˜ the terminal value formulation (4.91) can be
transformed into an initial value formulation on the interval [−T, 0] and standard
numerical techniques can be used to solve it. Furthermore, the stability of (4.91)
is implied by the stability of the linearized state problem.
Proposition 6. Let p be the solution of the adjoint equation (4.91) with pend = 0 and
let the input parameter be given by βν = βν,0 + β˜ν as described in Section 4.2.1. The
gradient of (4.88) is given by
Q′ = −
∫
IT
∫
DC
β˜ν(|gradu|)gradu · grad p dx dt. (4.92)
Proof. Differentiating (4.88) with respect to u and using the adjoint equation
(4.91) we obtain
Q′ =
∫
IT
∫
D
q(u′) dx dt =
∫
IT
∫
D
(−σ(·)∂t p− div (νd(·,gradu)grad p))u′ dx dt.
Integration by parts in time and using the divergence theorem yields
Q′ =
∫
IT
∫
DC
σCp∂tu
′ dx dt −
∫
DC
σCpendu
′(T ) dx
+
∫
IT
∫
D
νd(·,gradu)grad p · gradu′ dx dt. (4.93)
Using, for all x ∈ DC,
σC∂tu
′ = div
 
νd(·,gradu)gradu′

+ div
 
β˜ν(|gradu|)gradu

(4.94)
in (4.93) we arrive, after using the divergence theorem, at
Q′ = −
∫
DC
σCpendu
′(T ) dx−
∫
IT
∫
DC
β˜ν(|gradu|)grad p · gradu dx dt. (4.95)
This yields the result, as we can freely choose pend = 0 to eliminate u′(T ), which is
unknown.
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4.7 Conclusion
In this section we parametrized the model equation with respect to different kind
of input parameters on the differential equation level and outlined possible discrete
input representations. A continuity result was established which is considered to
be a prerequisite for any kind of uncertainty quantification. Finally, detailed results
on direct and adjoint sensitivity analysis were obtained for the static case and the
two-dimensional time-transient case. These results are at the core of uncertainty
propagation techniques presented in the following.
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5 Uncertainty Quantification
This section is devoted to the modeling and propagation of uncertainties with em-
phasis on aleatory uncertainty. High-dimensional parametric models will be de-
rived and techniques for their efficient approximation will be discussed and com-
pared. To this end, the sensitivity analysis tools, derived in the previous section will
be of central importance.
5.1 Uncertainty Modeling
In Section 4.2 we have parametrized the magnetostatic model for different kind of
inputs. In each case, an infinite dimensional input parameter β together with finite
dimensional approximations β ≈ βM (y), y ∈ Γ ⊂ RM , was identified. This should
be considered as an intermediate step towards modeling input uncertainties due to
the following reasons. No attention was paid so far on choosing y in such a way
that M is small. However, this is a very important issue as each additional param-
eter will result in increased costs for uncertainty propagation. Moreover, possible
correlations of the parameters have to be identified. Consider, e.g., the parametric
shapes of Figure 6. Perturbing the control points uniformly and independently, i.e.,
without any correlation, results in different shape variations for a different number
of parameters. The same holds true for perturbations of fHB. Uncorrelated varia-
tions in spline coefficients will probably lead to more oscillatory variations of fHB as
those obtained by means of closed-form models such as (4.8). To account for corre-
lation, additional information in practice is needed concerning the variability under
consideration, in the best case by means of a large number of measurements. The
more information available, the more accurately the model output uncertainties
can be predicted.
5.1.1 Probabilistic Description of Uncertainties
A probabilistic setting is introduced by means of a probability space (Ω,F ,P), where
Ω refers to the set of outcomes, F to the sigma algebra of events and P to a prob-
ability measure, respectively, see [110] for details. Upper case letters will be em-
ployed for real random variables, i.e., Y : Ω → R. Random inputs now take the
form β : Ω→ U , in particular the perturbed inputs β˜ will be characterized as ran-
dom fields. This means that, e.g., for the magnetic reluctivity, for each B, νC(ω,B)
is a random variable. Or, equivalently νC : Ω × R+0 → R+0 . For more on random
fields, see [111]. As in the parametric case, random inputs have to be admissible,
expressed as follows.
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Assumption 6 (Stochastic Admissibility). We call a random input stochastic ad-
missible, if almost surely (a.s.) β(ω) ∈ Uadm, or, equivalently
P(ω ∈ Ω | β(ω) ∈ Uadm) = 1. (5.1)
This constraint combined with the modeling of Section 4.2 has consequences of
the type of admissible random fields as explained in the following Remark 9.
Remark 9 (Normal Random Fields). Many random variables or fields in practice
are normally distributed. However, this gives rise to difficulties in the context
of partial differential equations with random material coefficients [112, 113].
In our case, consider the function fHB in a stochastic setting. The assumption
ν(ω) ∈ Uν,0adm a.s. implies, that with probability one their exist C1,C2 > 0 such that
C1 ≤ ∂B fHB(ω,B) ≤ C2. Suppose that fHB was a normal random field, then its spa-
tial derivative would equally be a normal random field and this condition would be
violated. Strictly speaking, normally distributed B−H curves would violate mono-
tonicity or posses unbounded derivatives with probability greater than zero. A
remedy would consist in employing truncated random variables or approximating
normal random fields by means of Jacobi chaos as outlined in [114].
5.1.2 Karhunen-Loève Expansion
The content of this section is almost fully contained in our contribution [2, Sec-
tion 3]. We propose a means of finding M uncorrelated random variables Y such
that β(ω) ≈ βM (Y(ω)), for ω ∈ Ω, i.e., we address the discretization of random
fields. Let g : Ω × I , I ⊂ R be such that g(·, s) is square integrable for all s ∈ I .
With this one-dimensional setting we address in particular a stochastic fHB or one-
dimensional shapes, see [115] for efficient schemes in the higher-dimensional case.
Suppose further that the expected value and covariance function of g, i.e.,
E[g](s) =
∫
Ω
g(ω, s)dP, (5.2)
Cov[g](s, t) =
∫
Ω
(g(ω, s)− E[g](s))(g(ω, t)− E[g](t))dP, (5.3)
are known, e.g., through measurements. For a continuous covariance kernel
Cov[g], g can be represented by means of the Karhunen-Loève (KL) expansion
g(ω, s) = E[g](s) +
∞∑
n=1
Æ
λnbn(s)Yn(ω), (5.4)
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see [116]. The Yn are uncorrelated and centered random variables with unit vari-
ance and determined by
Yn =
1p
λn
∫
Ω
(g(ω, s)− E[g](s))bn(s)ds, n= 1, 2, . . . (5.5)
from measurements. For simplicity, we additionally assume that they are indepen-
dent and bounded here. The (λn, bn)∞n=1 refer to the eigenvalues and eigenfunctions
of the eigenvalue problem∫
I
∫
I
Cov[g](s, t)bn(s)v (t)dsdt = λn
∫
I
bn(s)v (s)ds, (5.6)
for all v ∈ L2(I) and Cov[g] ∈ L2(I × I). Studying properties of the operator
associated to the covariance one can deduce that λ1 ≥ λ2 ≥ · · · ≥ 0 and that (bn)∞n=1
is an orthonormal basis of L2(I). We accomplish the task of random discretization
by truncating the series (5.4) after M terms. The KL expansion is particularly
appealing as it is optimal among all M -term approximations in the L2-norm [115].
Additionally, the error is given by
‖g − gM‖2L2(I×Ω) =
∞∑
i=M+1
λn, (5.7)
which can be estimated in practice. Another popular choice is given by means of
generalized Polynomial Chaos (gPC) [114]. The truncated KL expansion
gM (ω, s) = E[g](s) +
M∑
n=1
Æ
λnbn(s)Yn(ω), (5.8)
cannot directly be applied in numerical approximations as the eigenvalues and
eigenfunctions, except for several simple covariance functions, are not known an-
alytically. Hence, we resort to a finite element approximation based on B-splines,
where we refer to Appendix B for a definition. More precisely, the Galerkin approx-
imation of (5.6) reads, find λN ,n 6= 0, and bN ,n ∈ S q,kN , n≥ 1, such that∫
I
∫
I
Cov[g](s, t)bN ,n(s)vN (t)dsdt = λN ,n
∫
I
bN ,n(s)vN (s)ds, (5.9)
for all vN ∈ S q,kN . In matrix notation, we obtain
Kbn = λnMbn, (5.10)
62
where bn denotes the vector of degrees of freedom associated to bN ,n and
Ki j =
∫
I
∫
I
Cov[g](s, t)bN , j(s)bN ,i(t)dsdt, Mi j =
∫
I
bN ,i(s)bN , j(s)ds. (5.11)
With the numerical eigenpairs at hand and neglecting discretization effects on the
Yn, we can set
gM ,N (ω, s) = E[g](s) +
M∑
n=1
Æ
λN ,nbN ,n(s)Yn(ω). (5.12)
For M fixed, the discretization error gM − gM ,N decays for N →∞ as the standard
finite element error, whereas the truncation error g − gM is dictated by the decay
of the eigenvalues and hence on the smoothness of the covariance kernel. Decay
rates have been given in [117]. In particular for the popular choice of a Gaussian
kernel
Cov[g](s, t) = e(s−t)2/L2 , (5.13)
where L refers to the correlation length (see Example 13), the eigenvalues decay
faster than exponentially. In practice we can choose M , e.g., such that ΨM > 0.95,
where
ΨM :=
M∑
n=1
λn/
∞∑
n=1
λn

. (5.14)
We refer to [118] for a more detailed description of random input representations
from measured data in terms of principal component analysis in combination with
a posteriori error estimation.
Provided that an input β is stochastic admissible, cf. Assumption 6, one has to
ensure that the same holds true for its Karhunen-Loève approximation βM , e.g.,
monotonicity needs to be preserved for fHB. To this end, the L
2(Ω× I)-convergence
of β to βM is not sufficient [115]. Consider the stochastic B − H curve restricted
to an interval, denoted fHB = fHB|I , by abuse of notation. Omitting the spatial
discretization error (assume N large), we consider the truncated Karhunen-Loève
expansion fHB,M of fHB. We require
‖ f (i)HB − f (i)HB,M‖L∞(Ω×I)→ 0 (5.15)
for i = 0, 1, as M →∞, where we set f (i) := ∂ ix f (·, x). Under mild assumptions
on the smoothness of the covariance [2], the eigenvalues decay fast enough, such
that a.s. for λn 6= 0,
‖ f (i)HB(ω, ·)− f (i)HB,M (ω, ·)‖L∞(I) ≤ Cε
∞∑
n=M+1
λ1/2−εn , (5.16)
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Figure 7: Figure from [2]. Interpolated sample expected value E f and correlation
function k f for data given in [72].
holds with ε > 0, [115, Theorem 2.24]. The constant Cε additionally depends on
the covariance and |Γ |. By choosing M ≥ M0 large enough, for all s ∈ I , we obtain
C1 ≤ f (1)HB,M (ω, s)≤ C2, (5.17)
where C1,C2 > 0 and the same holds true for νC,M (ω, s) := fHB,M (ω, s)/s. By means
of a suitable prolongation to R+ a discrete and admissible input has been obtained.
Complementary to this theoretical result, a concrete example is considered in the
following.
Example 13. The content of this example can be found completely in our work
[2]. For simplicity, the subscript HB and all units are omitted. Adapting the setting
of Section 4.2.2, a table of measurements
{(sˆi , fˆi j), i = 1, . . . ,Nms, j = 1, . . . ,Q} (5.18)
for Q different material samples is given and assumed to be monotonic, i.e., fˆi1 j ≤
fˆi2 j , for i1 ≤ i2 and j = 1, . . . ,Q. The correlation function
k f (s, t) =
Cov f (s, t)Æ
Cov f (s, s)
Æ
Cov f (t, t)
, (5.19)
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is chosen to be approximated by the Gaussian kernel (5.13). Following [119], we
introduce a scaling factor δ > 0 and approximate the material relation as
fM (ω, s) = E f (s) +δ
M∑
n=1
Æ
λnbn(s)Yn(ω), (5.20)
where the eigenvalues and eigenfunctions λn, bn (subscript N omitted) are ob-
tained by solving (5.9) with S 3,130 . For simplicity, the Yn are modeled to be dis-
tributed uniformly as U (−p3,p3). We choose M = 3 which assures ΨM > 0.95.
Admissibility, i.e., monotonicity, is ensured by appropriately choosing δ as follows.
We recall from [120] that a sufficient condition for a B-spline to be monotonic is
that its coefficients are increasing. Here, a monotonic E f ∈ S 3,130 with coefficient
vector (E f ,i)30i=1 is simply obtained by projection from the interpolated sample mean
(E fˆi ). Let ηM (s) =
∑M
n=1
p
λn|bn(s)| and ηM ,i be obtained by replacing bn with its
i-th spline coefficients. Then, monotonicity can be assured by setting
δ < min
i=2,...,N
E f ,i − E f ,i−1p
3|ηM ,i −ηM ,i−1| , (5.21)
where we minimize only over those i with nonzero denominator.
In [72], measured data for an electrical machine3, representing the material
properties from twenty-eight stator samples (Q = 28) from production chain was
presented. Measurements are given for the interval I = [1,1.55] at Nms = 14
equidistant points. In Figure 7 both the expected value and the correlation function
are depicted. In Figure 8 sample realizations for different correlation lengths L =
1/10 and L = 1/2 are shown. In each case, the coefficient δ is chosen smaller
than (5.21). Roughly speaking, two points on the interval I are correlated if their
distance is smaller than the correlation length. Hence, a smaller correlation length
corresponds to higher oscillatory sample trajectories. Increasing oscillations in the
perturbation of the B−H curve in turn demand for smaller perturbation amplitudes
to ensure monotonicity. This is well illustrated in Figure 8.
5.1.3 Stochastic Formulation and KL Modeling Error
In a next step we are going to describe a stochastic formulation of our model and
establish its solvability. We refer to [121, 119] for stochastic formulations of elliptic
differential equations, to [122] for a stochastic parabolic model and to [80, 100] for
3 The simulation is based on the original data kindly provided by Stéphane Clénet.
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Figure 8: Sample discretizations for the Karhunen-Loève approximation of the B−H
curve for different correlation lengths, see [2]. The correlation lengths and
perturbation amplitudes are L = 1/2, δ = 2 for the left and L = 1/10,
δ = 1 for the right, respectively, demonstrating the proportionality of
increasing δ and L.
random domain, resp. interface, formulations. The stochastic magnetoquasistatic
model reads, find the vector potential A : Ω× IT × D→ R3 such that a.s.
σ(ω,x)
∂ A
∂ t
(ω, t,x)+
curl (νC(ω, |curlA(ω, t,x)|)curlA(ω, t,x)) = 0, in IT × DC(ω), (5.22a)
curl (ν0 curlA(ω, t,x)) = J(ω, t,x), in IT × DE(ω), (5.22b)JA(ω, t,x)KΓI(ω) = 0, on IT × ΓI(ω), (5.22c)Jν(ω,x, |curlA(ω, t,x)|)curlA(ω, t,x))KΓI(ω) = 0, on IT × ΓI(ω), (5.22d)
A(ω, t,x)× n= 0, on IT × ΓD, (5.22e)
A(ω, 0,x) = Ainit(x), on {0} × D, (5.22f)
divA(ω, t,x) = 0, in IT × DE(ω), (5.22g)∫
ΓE,i (ω)
A(t) · n dx= 0, on IT , (5.22h)
holds. We write A(t) = A(·, t, ·) or A(ω) = A(ω, ·, ·) for short, when no confusion is
possible. The corresponding weak formulation is obtained by taking the expected
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value of (3.10), i.e., almost everywhere in IT , find A ∈ L2(Ω)⊗L2(IT ,W (D)), A˙|DC ∈
L2(Ω)⊗ L2(IT , L2(DC)3), such that∫
DC
E[σCA˙(t) · v] dx+∫
D
E[ν(·, ·, |curlA(t)|)curlA(t) · curl v] dx=
∫
D
E[J(t) · v] dx, (5.23)
for all v ∈ L2(Ω)⊗W (D). Note that the stochastic interface generates randomness
in the entire magnetic reluctivity as
ν(ω,x, ·) = ν0χDE(ω)(x) + νC(ω, ·)χDC(ω)(x), (5.24)
see [100] and also Remark 5. For inputs that are stochastic admissible, (5.22),
resp. (5.23), is uniquely solvable a.s. and by the energy estimates as given, e.g., in
[71] all moments of the solution of (5.23) exist, i.e., A ∈ Lp(Ω)⊗C ([0, T],W (D))
for all p > 0. We proceed by deriving a stability result for the vector potential
with respect to the input randomness. For simplicity, the result is given for the
stochastic magnetostatic formulation and a random magnetic reluctivity, solely. The
corresponding formulation reads, find A ∈ L2(Ω)⊗Wst(D) subject to
curl (νC(ω, |curlA(ω,x)|)curlA(ω,x)) = 0, in DC(ω), (5.25a)
curl (ν0 curlA(ω,x)) = J(x), in DE(ω), (5.25b)JA(ω,x)KΓI(ω) = 0, on ΓI(ω), (5.25c)Jν(ω,x, |curlA(ω,x)|)curlA(ω,x))KΓI(ω) = 0, on ΓI(ω), (5.25d)
A(ω,x)× n= 0, on ΓD, (5.25e)
divA(ω,x) = 0, in DE(ω), (5.25f)
for all v ∈ L2(Ω)⊗Wst(D), cf. [122]. The error in the vector potential, when νC is
approximated by means of νˆC in (5.25) is quantified in the following Proposition,
adapted from our work [2, Proposition 1]. To lighten notation we write ‖ ·‖Wst(D) =‖ · ‖H (curl,D) in the remaining part of this section.
Proposition 7. Let A and Aˆ be the weak solution of (5.25) for νC and νˆC, respectively.
Let Assumption 6 be satisfied for νC and νˆC, in particular νˆC ∈ [νˆmin,ν0]. Then we
have a.s.
‖A− Aˆ‖Wst(D) ≤ ‖νC − νˆC‖L∞(R+) CF‖J‖2νminνˆmin . (5.26)
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Proof. As ν is subject to Assumption 6, the operator
<M (ω)u,v>:=
∫
D
ν(ω, ·, |curlu|)curlu,curl v), (5.27)
where u,v in Wst(D), is a.s. strongly monotone and we obtain
νmin‖A− Aˆ‖2Wst(D) ≤<M (·)A−M (·)Aˆ,A− Aˆ> . (5.28)
Let Mˆ denote the operator obtained by replacing ν by means of νˆ in (5.27), then
a.s. M (ω)A(ω) = Mˆ (ω)Aˆ(ω) and by the Cauchy-Schwarz inequality (5.28) can
be recast as
νmin‖A− Aˆ‖Wst(D) ≤
∫
DC
|νˆC(·, |curl Aˆ|)− νC(·, |curl Aˆ|)curl Aˆ|2 dx
1/2
(5.29)
≤ ‖νˆC − νC‖L∞(R+)‖Aˆ‖Wst(D). (5.30)
The result follows from ‖Aˆ‖Wst(D) ≤ CF‖J‖2/νˆmin.
The previous result can be used, e.g., to quantify the error due to an approx-
imation by a truncated Karhunen-Loève expansion. Assuming now, that M inde-
pendent random variables Y have been identified, accurately describing the input
randomness, it follows from the Doob-Dynkin Lemma that the solution can be writ-
ten as A(ω, t,x) = A(Y(ω), t,x) [119], by abuse of notation. Then the stochastic
formulation possesses a high-dimensional, deterministic equivalent. To this end,
let % be the joint probability density function
% : Γ → R+, (5.31)
such that %(Y) = %1(Y1)%2(Y2) . . .%M (YM ). Then the expected value can be recast
as
E[Y] =
∫
RM
y%(y)dy. (5.32)
An equivalent formulation of (5.23) is given by, find A ∈ L2%(Γ )⊗L2(IT ,W (D)), A˙C ∈
L2%(Γ )⊗ L2(IT , L2(DC)3), such that almost everywhere in IT ,∫
Γ×DC
σCA˙(t) · vd% dx+∫
Γ×D
ν(·, ·, |curlA(t)|)curlA(t) · curl vd% dx=
∫
Γ×D
J(t) · vd% dx, (5.33)
holds for all v ∈ L2%(Γ )⊗W (D). The high-dimensional parametric equation (5.33)
will be the starting point for several discretization schemes.
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5.2 Model Dimension Reduction and Uncertainty Propagation
This section is concerned with the efficient approximation of the stochastic equa-
tion (5.23) or the high-dimensional deterministic equation (5.33) derived in the
previous section. Depending on the type of formulation used, methods are fre-
quently classified into stochastic and deterministic, respectively [114]. From this
perspective, the Monte Carlo method, briefly recalled in Section 5.2.2, is a stochas-
tic method, whereas the moment based perturbation method of Section 5.2.3 and
the methods based on generalized polynomial chaos in Section 5.2.4 are referred
to as deterministic. Moreover, one can often distinguish between schemes charac-
terizing the systems variability around the mean value, where the primary aim is
the computation of some statistical moments and schemes for the computation of
failure probabilities or the worst-case analysis presented in Section 5.2.5.
Most of the methods presented here, with exception of the Monte-Carlo method
and adjoint based methods, suffer from the curse of dimensionality, i.e., the accu-
racy vs. cost ratio becomes impracticable for large M . Indeed, approximating the
function A : Γ × IT × D→ R3 within the deterministic formulation (5.33) requires
discretization in M + 3 + 1 dimensions. Note that when different types of inputs
are considered, M might become large very quickly, even if the Karhunen-Loève
expansion is used for each input separately. To this end in a first step a technique
for reducing the stochastic dimension is presented.
Several methods and schemes presented are well-established and mainly
adapted here to the nonlinear model under consideration. More efforts are needed
for the perturbation method of Section 5.2.3 as the results depend on the model
under consideration. In this case most of the results have been given for linear
models. Here, instead we consider the nonlinear material law as an input recalling
our contribution [1]. As a further new contribution, a regularity analysis is carried
out in Section 5.2.4, also with respect to the reluctivity as an input [2]. This is an
important aspect, as it determines the convergence rates and hence the efficiency
of the collocation-based polynomial chaos method.
5.2.1 Dimension Reduction
In this section a technique for dimension reduction is presented from [123] and the
principles of global sensitivity analysis are sketched. Assume we are interested in
integrating a multivariate function (e.g., the QoI) Qˆ : Γ → R. In particular the aim
is to compute some of its moments, which might be costly, in particular for large M .
In this case, using a High-Dimensional Model Representation (HDMR) expansion,
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a low-dimensional approximate model can be obtained. To this end, consider the
cut-HDMR expansion
Qˆ(Y) = Qˆ0 +
M∑
i=1
Qˆ i(Yi) +
∑
1≤i1<i2≤M
Qˆ i1,i2(Yi1 ,Yi2) + . . .
+
∑
1≤i1<···<is≤M
Qˆ i1...is (Yi1 , . . . ,Yis ) + · · ·+ Qˆ12...M (Y1, . . . ,YM ), (5.34)
where the constant, uni- and bi-variate terms are given by
Qˆ0 = Qˆ(Yˆ), (5.35)
Qˆ i(Yi) = Qˆ(Yˆi)− Qˆ0, i = 1, . . . ,M , (5.36)
Qˆ i j(Yi ,Yj) = Qˆ(Yˆi j)− Qˆ i(Yi)− Qˆ j(Yj)− Qˆ0, 1≤ i < j ≤ M , (5.37)
respectively and Yˆ ∈ Γ is referred to as anchor point. The notation Yˆi expresses that
all vector components, except for i, are identified with those of the anchor point.
For a complete definition of the terms appearing in (5.34) we refer again to [123].
The expansion (5.34) is finite, exact and the different terms account for combined
interaction effects. Note that in the context of analysis of variance (ANOVA), an
expansion similar to (5.34) is employed, where the variance of each term with
respect to the overall variance is referred to as global sensitivity [124]. Now in the
case of the cut-HDMR, based on the observation that in practice, effects of order
greater than two are often negligible, a truncated expansion
Qˆ(Y) = Qˆ0 +
M∑
i=1
Qˆ i(Yi) +
∑
1≤i1<i2≤M
Qˆ i1,i2(Yi1 ,Yi2) (5.38)
can be employed. This expansion could be readily used in the context of uncertainty
propagation, however, very likely, not all of the terms will have the same effect. To
reduce the overall computation cost we adapt Algorithm 3.1 of [123] to identify
the most important inputs. It consists in using finite differences at different anchor
points, in order to estimate the magnitudes of Qˆ0, as well as the Qˆ i and Qˆ i j , relative
to each other. However, here, we only consider one anchor point and adapt the
setting to our needs.
Algorithm 1 (cut-HDMR).
(B.1) define treshholds ε1 and ε2 to classify the importance of uni- and bi-variate
terms
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(B.2) choose the center of Γ as an anchor point Yˆ
(B.3) choose hˆi small with respect to |Γi | for i = 1, . . . ,M
(B.4) evaluate Qˆ(Yˆ)
(B.5) evaluate Qˆ(Yˆ+ hˆi ei) for i = 1, . . . ,M
(B.6) identify Yi as important and include Qˆ i(Yi) in the cut-HDMR expansion if
|Qˆ(Yˆ+ hˆi ei)− Qˆ(Yˆ)|> ε1 (5.39)
(B.7) evaluate Qˆ(Yˆ+ 2hˆi ei +2hˆ j e j) for i, j = 1, · · · ,M , i < j
(B.8) identify the interaction of Yi and Yj as important and include Qˆ i j(Yi ,Yj) in
the cut-HDMR expansion if
|Qˆ(Yˆ+ 2hˆi ei +2hˆ j e j)|> ε2 (5.40)
Here, ei refers to the unit normal vector in direction Γi . The reduced cut-
HDMR expansion can then be used for estimating, e.g., the moments. However,
any other representation taking into account the important inputs and interac-
tions could be used instead. The overall cost for dimension reduction is given
by M +1+(M(M −1))/2 [123]. Together with the cost of uncertainty propagation
in terms of the reduced model, this needs to be smaller than the cost of directly
propagating uncertainties by means of Qˆ.
5.2.2 Monte Carlo Sampling
The Monte Carlo method, see [125] and the references therein, is a widely used
tool for high-dimensional integration and uncertainty propagation. Consider the
setting of the previous section, where we still aim at integrating a square-integrable
function Qˆ : Γ → R, e.g., to compute its variance. In its simplest form, referred to as
classical Monte Carlo method here, NMC random samples (Yi)N
MC
i=1 are drawn from
Γ , Qˆ is evaluated for each sample and the mean value is estimated as
E[Qˆ]≈ EMC[Qˆ] = 1NMC
NMC∑
i=1
Qˆ(Yi). (5.41)
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This procedure is easy to implement as only repetitive simulations of the same code
for different inputs are needed, i.e., the method is non-intrusive. Additionally, the
root-mean-square error can be estimated asq
E[|E[Qˆ]− EMC[Qˆ]|2] = Std[Qˆ]p
NMC
, (5.42)
see [125], where Std refers to the standard deviation, i.e., Std2 = Var. Relation
(5.42) yields an asymptotically exact error estimator by replacing Std in turn with
its Monte Carlo counterpart
StdMC[Qˆ] =
 
1
NMC − 1
NMC∑
i=1
 
Qˆ[Yi]− EMC[Qˆ]
2!1/2
, (5.43)
see [125]. A well-known drawback is the slow, though dimension independent,
convergence rate of 1/
p
NMC in (5.42), which results in a prohibitively high com-
putational cost. Hence, in our case, where each evaluation of Qˆ requires the so-
lution of a partial differential equation, the Monte Carlo method will be mainly
used as a benchmark. Note, that still considerable research is devoted to over-
come the slow convergence rate as for very high-dimensional models options are
limited. We mention quasi-Monte Carlo [125] and in particular multilevel Monte
Carlo techniques [126, 127] in this context.
5.2.3 Perturbation Methods for the Statistical Moments
Assuming small input uncertainties, we propose a deterministic perturbation ap-
proach to approximate the statistical moments of a QoI by means of a first order
Taylor expansion. The main interest is a reduction of the computational cost for
uncertainty propagation with the drawback of a possibly reduced accuracy due to
linearization. The framework is adapted from our work [1], to approximate the
k-th statistical moment of QoIs. The asymptotic accuracy of the first order scheme
is mathematically and numerically analyzed by a two-dimensional example of a
transformer, Example 15.
To fully characterize a random variable/field, its probability density function,
or cumulative distribution function, must be determined. However, here we often
content ourselves with some of its moments. Of particular importance are the
expected value E[g] and the variance
Var[g] =
∫
Ω
(g(ω)− E[g])2dP, (5.44)
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of a random field g. In a broader context, we are interested in it’s k-th moment
M˜k[g] :=
∫
Ω
gk(ω) dP, (5.45)
for k ∈ N. We also frequently employ the central moments Mk around the mean,
where for k = 2 we obtain the variance. In practice, often a few moments are suffi-
cient to characterize the system’s uncertain behavior. For example, if the skewness
and kurtosis related to M˜3 and M˜4, respectively, are sufficiently small a random
variable can be assumed to be normally distributed. In this case the probability
density function is completely determined by mean and variance. Here, we aim
at efficiently computing the moments of QoIs subject to the magnetoquasistatic
model with an uncertain material coefficient. When the input uncertainties are suf-
ficiently small the so-called first order second moment analysis [128, 129, 130, 102]
has been proposed to approximate mean and variance of the solution by means of
perturbation techniques. We also refer to [131], where the linear Hodge Lapla-
cian was considered, which coincides with the magnetostatic model in a special
case. Most of these works address linear models, with the exception of the abstract
nonlinear framework [130]. Also emphasis is put on the moments of the solution.
Here, we focus on a nonlinear setting and propose a method to compute the mo-
ments of some QoI building on the work [84] and our contribution [1], which was
limited to moments of degree two. The main ingredients are a stochastic Taylor
expansion and a spline model, as well as tools for high-dimensional integration.
In the latter case we propose to use error controlled Monte Carlo integration as
an easy-to-implement and dimension-independent quadrature procedure. We con-
sider the vector potential formulation in a two-dimensional setting, noting that the
principles of the method presented remain valid in three dimensions.
Let the reluctivity be given in the form νC,s(ω, ·) = νC(·) + sν˜C(ω, ·), with s > 0
small, and where, without loss of generality E[ν˜C] = 0. We introduce the stochastic
Taylor expansion
Qˆs(ω) := Qˆ(νC,s(ω)) = Qˆ(νC) + sδQˆ(ν˜C(ω)) +O (s2). (5.46)
We recall that δQˆ refers to the Fréchet derivative. Hence, (5.46) is not always
justified by the theory of Section 4, as the geometry and the data in this section
might not always be covered by the assumptions of Proposition 2.
An important observation is that the gradient is mean free, as stated in the fol-
lowing result adapted from [84].
Lemma 14. Let ν˜C be centered, i.e., E[ν˜C] = 0, then E[δQˆ] = 0.
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Proof. We first note that due to the adjoint representation of the gradient (Propo-
sition 6) we have with the adjoint solution p
E[δQˆ] =−
∫
Ω
∫
IT
∫
DC
ν˜C(·, |gradu|)gradu · grad p dx dt dP = (5.47)
−
∫
IT
∫
DC
∫
Ω
ν˜C(·, |gradu|) dP

︸ ︷︷ ︸
=0, E[ν˜C]=0
gradu · grad p dx dt = 0. (5.48)
The asymptotic error committed by using the Taylor expansion to approximate
the moments, is stated in the following, see [80, 84].
Proposition 8. By means of the stochastic Taylor expansion (5.46), with E[ν˜C] = 0,
the expected value and the variance can be expanded as
E[Qˆs] = Qˆ0 +O (s2), (5.49)
Var[Qˆs] = s
2E[δQˆ2] +O (s3). (5.50)
Moreover, for the k-th central moment we have
Mk[Qˆs] = s
kE[δQˆk] +O (sk+1). (5.51)
Proof. We immediately deduce from Lemma 14 that
E[Qˆs] = E[Qˆ0 + sδQˆ+O (s2)] = Qˆ0 +O (s2). (5.52)
Generalization to the k-th statistical moment yields
Mk[Qˆ] = skE[δQˆk] +O (sk+1), (5.53)
as can be seen by
Mk[Qˆs] = E[(sδQˆ+O (s2))k] (5.54)
= skE[δQˆk] +O (sk+1), (5.55)
cf. [130, p.14]. The result for the variance follows for k = 2.
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By the previous result we compute approximations of the moments as
Es[Qˆ] = Qˆ0, (5.56)
Vars[Qˆ] = s
2E[δQˆ2], (5.57)
Mks [Qˆ] = s
kE[δQˆk], (5.58)
with accuracy of order two, three and k+1 for the mean, variance and k-th moment,
respectively. Their evaluation requires the solution of the state and adjoint equa-
tion at the nominal value νC as well as the computation of the high-dimensional
integral E[δQˆk]. Provided that high-dimensional integration can be carried out at
moderate cost, the overall cost of the perturbation method can be considered small
with respect to classical Monte Carlo simulation. Indeed, here, only the state and
adjoint equation have to be solved as opposed to solving the state problem hundred
or thousand times. Hence, in a next step, we address the evaluation of E[δQˆk]. To
simplify notation we set s := (t,x), S := IT × DC and α(s) := gradu(s) · grad p(s),
where u and p refer to the nominal solution of state and adjoint equation, respec-
tively. We obtain
E[δQˆk] =
∫
Ω
∫
S
ν˜C(ω,B(s))α(s) ds
k dP =
∫
S×k
∫
Ω
ν˜(ω,B(s1)) · · · ν˜(ω,B(sk)) dP

︸ ︷︷ ︸
=:Cork
ν˜C
(B(s1),...,B(sk))
α(s1) · · ·α(sk) ds1 · · ·dsk, (5.59)
where S×k refers to the k-fold Cartesian product. Solving state and adjoint equation
by the lowest order finite element method and the backward Euler time-stepping
procedure yields approximations uh,hT , ph,hT and Bh,hT , αh,hT , respectively. For sim-
plicity, the linearization error is omitted here. Using these approximations in (5.59)
yields
E[(δQˆh,hT )
k] =
∫
S×k
Corkν˜(Bh,hT (s1), . . . ,Bh,hT (sk))αh,hT (s1) · · ·αh,hT (sk)︸ ︷︷ ︸
=:γ×kh,hT (s1,...,sk)
ds1 · · ·dsk.
(5.60)
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Due to lowest order discretization schemes the integrand γ×kh,hT in the previous equa-
tion is constant over each space-time element Sn := Ii(n) × K j(n), where Ii ∈ Th and
K j ∈ TT , respectively. Hence, we obtain
E[(δQˆh,hT )
k] =
NhNT∑
i1=1
· · ·
NhNT∑
ik=1
|Si1 | . . . |Sik |(γh,hT )×k(s˜i11 , . . . , s˜ikk ), (5.61)
where s˜
i j
1 is an arbitrary point in Si j and |Si | = meas(Si). Although, for a moderate
size of NhNT and k, the effort of directly computing (5.61) is affordable, the cost
grows with O ((NhNT )k). Hence, for higher order moments and fine discretizations
alternative quadrature techniques are required. In this context sparse grid construc-
tions in combination with multilevel schemes were proposed, see, e.g., [130, 84].
Then under certain assumptions on the smoothness of the integrand the growth
of the cost can be limited to essentially O (NhNT ). Here we propose to use Monte
Carlo integration techniques to cope with the issue of high-dimensional integration
because of its simplicity. The procedure is as follows: we define a rectangular do-
main Sˆ ⊂ R3 such that IT × DC ⊂ Sˆ holds. Next, we generate NMC pseudo-random
numbers ri , i = 1, . . . ,NMC, in Sˆ×k with an underlying uniform distribution. Then
(5.61) is approximated by means of
EMC[(δQˆh,hT )
k]≈ |IT × DC|
NMC
NMC∑
i=1
γ×kh,hT (r
i)χ
IT×DC (r
i). (5.62)
The (probabilistic) integration error can be controlled as argued in Section 5.2.2.
The price to pay for this simple and dimension-independent procedure is the slow
convergence rate with respect to NMC.
To complete the numerical scheme, the k-point correlation function Corkν˜ needs
to be discretized. For simplicity, we consider the case k = 2, a generalization is
straight forward. As in the present adjoint setting the cost is independent of the
number of inputs, we can directly choose the spline model (4.9). Perturbing the
points Hmsi randomly as H
ms
i (ω) = H
ms
i + sH˜
ms
i (ω), we obtain a perturbed spline
fHB(ω,B) = fHB(B) + sH˜
ms(ω) ·φ(B), (5.63)
where φ contains cubic Hermite basis function as outlined in Section 4.2.2. The
reluctivity is then defined as ν(ω,B) = fHB(ω,B)/B. Since the H˜msi are centered, in
this finite dimensional setting, the correlation function can be expressed through
the covariance matrix V by
Corν˜(B1,B2) = φˆ
>
(B1)VH˜msφˆ(B2), (5.64)
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Figure 9: Figure taken from [1]. Model geometry of a transformer [4]. Primary and
secondary coils are denoted DJ,1 and DJ2 , respectively.
where φˆ(B) = φ(B)/B. For independent and uniformly distributed H˜msi , i.e.,
H˜msi ∼ U (−1,1), we obtain VH˜ms = 1/3I.
The key benefit of the adjoint approach is the independence with respect to the
number of input variables. However, for multiple quantities of interest, the adjoint
problem has to be solved repetitively. If the number of inputs, i.e., M is small with
respect to the number of QoIs, a finite difference approach might be favorable,
especially as it is non-intrusive. In this case, for each input Yi , the derivative is
approximated by the finite difference quotient
∂ Qˆ
∂ Yi
≈ Qˆ(Y+ sY˜i ei)− Qˆ(Y)
s
(5.65)
and s > 0. This in turn would require the repetitive solution of the state problem,
see [100] for a more detailed description.
Example 15. From [1] we report a simple two-dimensional example here, see Fig-
ure 9 for the geometry. For details on the geometry and the material data see [4].
Both conductors DJ,1 and DJ,2 are modeled as stranded conductors, i.e., the con-
ductivity is set to zero, whereas the iron conductivity of the solid iron is 2.9MS. An
excitation current is imposed to the primary coil DJ,1 and the secondary coil is left
open. Both transient and static simulations are carried out, referred to as parabolic
(A) and elliptic (B) case, respectively. The imposed currents are I = 0.012A (A)
and I(t) = 0.12 sin(pit/T )A (B), with T = 0.02s, respectively. Discretization is
carried out by lowest order nodal finite elements in space with 4571 nodes using
FEMM [4] and the implicit Euler method with a time-step of hT = T/90. The in-
house MATLAB code NIOBE is used for the simulation. Finally, Newton’s method
is employed for linearization based on Algorithm 2 and the error is controlled by
means of (3.71) with a relative tolerance of 1× 10−6.
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We recall from [93] an expression for the inductance at time t i as
L(t i) = P
T
strK(ui)
−1Pstr =
PTstrui
I(t i)
, (5.66)
for I(t i) 6= 0, with stiffness matrix K and Pstr the stranded conductor coupling vec-
tor, see, e.g., [89]. For the cases (A) and (B) the average value of L(t) over T and
PTstru/I , are chosen as QoI, respectively. Random data for the given material [4] is
obtained by introducing uncorrelated perturbations H˜msi with a maximum ampli-
tude of approximately 6%. As a reference, in Example 13 perturbation amplitudes
between 2 − 6% were considered. The perturbation method is compared to the
Monte Carlo method with Latin hypercube sampling. To reduce the computational
effort for the reference Monte Carlo simulation, a sensitivity analysis for each point
Hmsi is carried out and the perturbations are restricted to the three most influential
values for both the perturbation and the Monte Carlo method. The difference in
the variance due to this reduction is found to be below 6%. Random perturbations
H˜msi are modeled to be uniformly distributed as H˜i ∼ sHiU (−1,1). In general, the
error indicator, defined as the difference between the Monte Carlo simulation and
the perturbation method is denoted ∆MC.
For the static, elliptic case (A), in Figure 10,∆MC for mean and variance obtained
by 10000 Monte Carlo samples, is depicted for different magnitudes of perturba-
tion s. As the corresponding slopes are 1.98 and 3.69, respectively, the asymptotic
convergence rates with respect to s given in Proposition 8 are confirmed. Note that
for the variance, the convergence is even higher than predicted. Concrete values of
mean variance and error indicators are partially given in Table 2, whereas results
for the time-transient case (A) are reported in Table 3. In the latter case, only 1000
samples were used for the Monte Carlo reference as the computational complexity
is significantly increased. Consequently, the asymptotic convergence with respect
to s cannot be observed, however, we obtain an estimate of the error magnitude. In
both cases the estimated error level is comparable and in the same order of mag-
nitude as the input uncertainty. In conclusion for this example, the perturbation
method provides estimates with moderate errors at significantly reduced cost, with
respect to the classical Monte Carlo method.
5.2.4 Collocation Based Polynomial Chaos Method
Stochastic collocation and Galerkin methods, also referred to as stochastic
(pseudo)-spectral methods, have received considerable attention in recent years
[132, 133, 119, 134, 114]. By exploiting the possible high regularity of the solu-
tion in the stochastic parameter space Γ , spectral convergence is obtained in many
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Figure 10: Results from [1]. Estimated errors of the perturbation method, by means
of a Monte Carlo simulation with 10000 samples. The convergence rates
are 1.98 and 3.69 for mean value and variance, respectively.
Table 2: Results from [1]. Estimated errors of the perturbation method, by means
of a Monte Carlo simulation with 10000 samples for the elliptic case (B).
s Es[L] / H ∆MC% Vars[L] / H ∆MC%
0.06 3.576 0.024 1.02× 10−3 5.6
0.03 3.576 0.006 2.54× 10−4 1.9
0.01 3.576 0.001 2.82× 10−5 0.2
situations. Hence, the computational cost can be significantly reduced with re-
spect to classical Monte Carlo methods for moderate input dimensions. Moreover,
sparse-grid constructions have been proposed as a means to tackle models with
a large number of uncertain inputs. Here, we are in particular interested in the
stochastic collocation method. It is non-intrusive, i.e., only repetitive solutions of
the original deterministic problem are required and the application to nonlinear
time-dependent problems is straight forward. For a comparison of stochastic collo-
cation and Galerkin methods in the context of the simulation of electrical machines
by means of a nonlinear convection-diffusion problem we refer to [135].
A key ingredient for the stochastic collocation and Galerkin method is a global
polynomial Ansatz for the QoI Qˆ : Γ → R, or any other square-integrable function.
For instance, the generalized Polynomial Chaos (gPC) expansion reads as
Qˆ =
∞∑
i=0
aiΞi(Y1, . . . ,Yn). (5.67)
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Table 3: Results from [1]. Estimated errors of the perturbation method, by means
of a Monte Carlo simulation with 1000 samples for the parabolic case (A).
s Es[L] / H ∆MC% Vars[L] / H ∆MC%
0.06 3.616 0.023 2.07× 10−4 4.4
0.03 3.616 0.006 5.18× 10−5 4.0
0.01 3.616 0.001 5.76× 10−6 3.8
In (5.67) the Ξi are polynomials, orthogonal with respect to the probability distri-
bution of Yi , i.e.,
E[ΞiΞ j] =

E[Ξ2i ], i = j,
0, i 6= j. (5.68)
In this respect, Hermite and Legendre polynomials are associated to normally and
uniformly distributed random variables, respectively. We refer to [114] for other
types of distributions. Omitting polynomials of (total) degree greater than q in
(5.67), an expansion suitable for computational purposes is obtained. Once this
surrogate model is at hand, statistical moments, probability distributions and global
sensitivities, e.g., coefficients in an ANOVA-like expansion such as (5.34), are ob-
tained at a low cost.
Here, we describe the approximation by the stochastic collocation method, based
on Lagrange polynomials [114, Chapter 7]. Starting point for the discussion is
(5.33), i.e.,∫
DC
σCA˙(y, ·, t) · v dx+∫
D
ν(y, ·, |curlA(y, ·, t)|)curlA(y, ·, t) · curl v dx=
∫
D
J(t) · vdx , (5.69)
for (%-) almost all y ∈ Γ . For simplicity, in (5.69) and in the remaining part of this
subsection, we consider a variable reluctivity, solely. Following [112], consider a
tensor product grid
(yr)
N q
r=1 = {y11 , y21 , . . . , ym11 } × {y12 , y22 , . . . , ym22 } × · · · × {y1M , y2M , . . . , ymMM }, (5.70)
where in each dimension n= 1, . . . ,M , we have mn = qn+1 collocation points and
N q = m1m2 . . .mM . Collocation points are chosen in each direction as the roots
of the orthogonal polynomials associated to the probability density function %i . In
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particular for a uniform distribution we choose the roots of Legendre polynomials
as stated above. An extension to sparse grid constructions is given in [112, 136,
137]. To a set of local indices (r1, r2, . . . , rM ), where 1 ≤ ri ≤ qn + 1, the global
index r is associated by
r = r1 + q1(r2 − 1) + q1q2(r3 − 1) + . . . . (5.71)
Following the one-dimensional approach of [122, 112], we set y = (yn, yˆn), yˆn =
(y1, . . . , yn−1, yn+1, . . . , yM ). Let Qqn denote the space of polynomials of degree at
most qn and Qq the tensor product space of polynomials of degree at most qn in
each direction, respectively. The one-dimensional Lagrange interpolation operator
Iqn :C (Γ ,W (D))→Qqn(Γn)⊗W (D) is defined as
Iqnu(y) =
mn∑
i=1
u(y in, yˆn)l
i
n(yn), (5.72)
where l in(yn) is the Lagrange polynomial of degree qn − 1 associated to the point
y in. A tensor product interpolation formula is readily obtained as
Iqu(y) = Iq1 ⊗ · · · ⊗ IqMu(y) =
Nq∑
r=1
u(yr)lr(y), (5.73)
where lr(y) denotes the global Lagrange polynomial associated to the point yr . By
solving (5.69) for all yr , r = 1, . . . ,N q and interpolating the solution as
Aq(y) =
Nq∑
r=1
A(yr)lr(y) (5.74)
we complete the collocation procedure. Finally, the expected value is approximated
by the quadrature
Eq[Qˆ] =
Nq∑
r=1
wrQˆ(yr), (5.75)
where the weights are given by wr =
∫
Γ
l2r (y)%(y) dy and approximations of other
statistical moments can be obtained in the same way.
Convergence estimates of the collocation method depend on the regularity of
the mapping
y 7→ A(y). (5.76)
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It is well-known, that for linear elliptic problems this mapping is analytic [112,
113, 138] which results in an exponential convergence of stochastic collocation
and Galerkin schemes. Here, in view of the nonlinear reluctivity, the situation is
slightly different as it has been observed [139, 11], that the magnetoquasistatic
model (5.76) fails to be complex differentiable. Still, higher order differentiability
can be established as outlined in the following. We consider the static case with a
single input, i.e., M = 1. We have covered the case of general M in [2]. Following
[112], differentiating
(ν(y, ·, |curlA(y)|)curlA(y),curl v)D = (J,v)D, ∀v ∈Wst(D)
k-times with respect to y we can characterize ∂ ky A by the boundary value problem
νd(y,curlA)curl∂
k
y A,curl v

D
= − (Gk,curl v)D , (5.77)
for all v ∈Wst,h(D). More precisely, as shown in [2] or Appendix C, we have
Gk :=
k∑
l=0

k
l
 ∑
pi∈Πk−l ,|pi|6=1,l=0
∂ lyD
|pi|
r h(y,curlA)

∂ |pi1|y curlA, · · · ,∂ |pi|pi||y curlA

, (5.78)
where Πk is the set of all partitions of {1,2, . . . , k} and |pi| the number of blocks in
pi= {pi1, · · · ,pi|pi|}. Also D2h and Dkh refer to the Hessian matrix and higher order
derivatives, respectively, subject to the following assumption:
Assumption 7. For all l = 1, . . . , k and ∂ k−ly Dlh(y, ·) there holds
|∂ k−ly Dlh(y, r)(r1, . . . , rk)| ≤ Ck|r1| · · · |rk|. (5.79)
For a discussion of this assumption, see [2]. The aim of parametric regularity
analysis is to characterize ∂ ky A as an element of Wst(D). To this end we have to
show that Gk ∈ L2(D)3, which in turn follows from
‖ |∂ |pi1|y curlA| · · · |∂ |pi|pi||y curlA| ‖2 <∞, (5.80)
by the continuity of Dkh. This is the basis for the following algebraic convergence
estimate of the stochastic error, where for the proof we again refer to Appendix C
or [2].
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Theorem 16. Let νd(y, ·) fulfill Assumption 4 (%-) a.e. and Assumption 7 hold true.
The collocation approximation Aq converges to A, as
‖A−Aq‖L2%(Γ )⊗Wst(D) ≤ C1q−1. (5.81)
Additionally, the collocation error for the finite element solution Ah converges as
‖Ah −Ah,q‖L2%(Γ )⊗Wst(D) ≤ C2q−k, (5.82)
where C2 depends on k,h.
Collocation can be carried out after finite element approximation, as we observe
that both commute. We also note that the estimate (5.82) in Theorem 16 deterio-
rates in the limit h→ 0, as C2 →∞ for h→ 0. In [2] we also consider the finite
element discretization and the linearization error.
As the total number of points of the tensor grid is N q = (1 + q)M , the previous
result states that, asymptotically, (N q)−k/M evaluations are needed for a specified
stochastic error level. Comparing with the Monte Carlo rate of (NMC)−1/2 we expect
the collocation method to be asymptotically superior for k/M > 1/2, see [136] for
a more detailed cost analysis. This holds true in particular for high parametric
regularity and a moderate number of input parameters.
Remark 10. In Theorem 16 estimate (5.81) can be improved to q−k for k > 1,
using (5.80) and the Hölder inequality, provided a spatial regularity result such as
|curl∂ lyA| ∈ L2k(D), l < k, can be established. For a smooth domain and data,
(5.80) would be bounded for all k ∈ N.
5.2.5 Worst-Case Scenario
Techniques from optimization are also used in the context of (epistemic) uncer-
tainty quantification, referred to as Worst-Case Scenario (WCS), for various rea-
sons. An accurate characterization of the probability distribution of uncertain
inputs may require a large amount of experiments which might not always be af-
fordable or even unachievable. Also, when the production of a device is costly
or its failure would be critical for a specific application, computing a worst-case
rather than some moments would be desirable. Moreover, using adjoint based op-
timization methods can be favorable for high-dimensional problems and also in
the context of robust optimization, where appropriate routines might already be at
hand. Following [140, 30] a worst-case scenario consists in computing
wcs(Qˆ) := sup
β∈Uadm
|Qˆ(β)− Qˆ(β0)|, (5.83)
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where β0 refers to a nominal value. Using the theory of [30, p.52], the existence of
a solution of (5.83), denoted β+, can be established under some mild assumptions
on Uadm, using the unique solvability of the magnetoquasistatic model and the lin-
earity of the QoI. Techniques from optimization can be applied directly to (5.83).
Here, following [140], we apply again a perturbation technique, aiming at a re-
duced computational cost. By means of the Fréchet derivative < δQˆ, β˜ > (where
we explicitly indicate the perturbation β˜ direction and still omit the evaluation
point β0) Taylor’s expansion reads as
Qˆs = Qˆ0 + s < δQˆ, β˜ > +s
2 1
2
D2Qˆ[β0 + θ β˜](β˜ , β˜), (5.84)
where θ ∈ (0,1) and D2 refers to the second derivative, cf. [140]. Using (5.84) in
(5.83) we obtain
wcs(Qˆ)≤ s sup
β˜
|< δQˆ, β˜ > |︸ ︷︷ ︸
=:wcsL(Qˆ)
+ s2
1
2
sup
β˜
sup
θ∈(0,1)
|D2Qˆ[β0 + θ β˜](β˜ , β˜)|︸ ︷︷ ︸
remainder
, (5.85)
see [140, p.6], where the supremum is sought over all β˜ such that β s(β˜) ∈ Uadm.
Neglecting the remainder in the previous expression, we are now concerned with
a linear, though infinite-dimensional problem. It has been shown [140], for a spe-
cific form of the set of admissibility and perturbations in L∞, that wcsL(Qˆ) can be
computed exactly. Unfortunately, this is not readily extended to the inputs under
consideration in this work, mainly due to our smoothness requirements. However,
the situation is different in the case of finite-dimensional inputs. Then the WCS
reads as
wcsL(Qˆ) = sup
δy∈Γ−y0
|grady Qˆ(β(y)) ·δy|, (5.86)
which is a linear programming problem with box constraints. Let |yi − y0,i | ≤ |Γi |,
the solution and the worst-case are given as
wcsL(Qˆ) =
M∑
i=1
|∂yi Qˆ(β(y))||Γi | (5.87)
y+i = yi,0 + sign(∂yi Qˆ(β(y)))|Γi |, (5.88)
respectively, cf. [140, p.9]. Finally, let us comment on uncertainty modeling in
this case. Box constraints might be appropriate for an underlying uniform random
distribution as no preference for points around the nominal value is imposed. In
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contrary, for normally distributed random vectors, realizations at the corners of
Γ are very unlikely and should be excluded to enhance the accuracy of the WCS
prediction. In this case, given the covariance matrix Vy of the inputs, we set
Γ = {y | (y− y0)>V−1(y− y0)≤ θ 2}, (5.89)
where θ is a safety parameter near 1 [141].
5.3 Conclusion
In conclusion, in this section, we have discussed methods for uncertainty quantifica-
tion, in particular concerning uncertainty modeling and propagation. A stochastic
formulation of the magnetoquasistatic model was stated together with a high-
dimensional deterministic counterpart. Discretization of the random inputs was
achieved by the Karhunen-Loève expansion. After identifying high-dimensionality
as a key problem in uncertainty quantification, a method for dimension reduction,
the cut-HDMR expansion, was discussed. Then, in the context of uncertainty prop-
agation, several methods were extended to the present setting. Adjoint techniques
within moment based methods and worst-case scenarios are appealing to cope with
a large number of inputs, whereas typically code modifications are required and er-
ror control is not fully established in general. In contrary, non-intrusive methods
are set up easily. However, for the Monte Carlo method, the convergence rate is
limited, whereas for the (tensor grid) gPC based collocation method, the curse of
dimensionality limits the application to small up to moderate M . As illustrated in
Example 15, cheap perturbation techniques, approximating only the linear effects
in the HDMR expansion, might be used even for the present nonlinear model.
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6 Uncertainty Quantification for Magnets
In this section, tools and techniques developed so far will be applied to the simu-
lation of accelerator magnets with uncertainties. Uncertainty quantification in this
context is motivated by rather high accuracy requirements and considerable sensi-
tivities with respect to manufacturing imperfections. Field distributions generated
by magnets are used to guide and focus the particle beam along its trajectory in
linear accelerators or storage rings. Deviations from design field distributions will
cause deviations of the particles from ideal trajectories and therefore need to be
kept minimal. This also explains the early and rather frequent attempts to toler-
ance analysis in this area. Analytical expressions for specific geometric deviations
where derived in [142, 143], whereas Monte Carlo simulations were employed in
[144, 145, 146]. In this work emphasis is put on a rather general approach to un-
certainty quantification with a detailed exposition and analysis of the numerical
methods involved. The aims are both a gain in efficiency and a better under-
standing of modeling uncertainty in this context. In this spirit polynomial chaos
techniques have been employed in [3] to quantify variability in the context of a
stochastic Brauer model for the B − H curve. Numerical results reported therein
will be accompanied with data for a more general stochastic material coefficient
and results for the time transient case in Example 17. Shape uncertainties will
be quantified for a model (two-dimensional) quadrupole magnet, Example 18, in
the context of isogeometric analysis. Finally, a combination of all kinds of uncer-
tainties as described in Section 4.2 will be considered for an initial design of the
S-DALINAC separation dipole. For all magnets considered here, the field distribu-
tion is dominated by the iron yoke, i.e., they can be classified as iron dominated
magnets, or superferric [146, p.11] in the case of the SIS-100 dipole. In contrary,
coil-dominated superconducting magnets would demand for a more careful mod-
eling and analysis of the coil shapes. Besides the aforementioned examples, field
equations for magnets, appearing as a special form of the general model problem
presented in Section 3 will be recalled in Section 6.1. Additionally, in this section,
the so called multipole coefficients, i.e., Fourier harmonics of the magnetic field will
be described. Multipole coefficients are a key quantity of interest in magnet design.
A next level in design complexity would require full particle tracking simulations,
which is not adapted here.
6.1 Field Equations for Magnets and Multipole Coefficients
The field distribution in magnets can be accurately described by the magnetoqua-
sistatic model (2.24). In a preliminary design stage, as well as for magnets with
small variations in the profile transverse to the beam direction and a large lon-
gitudinal to transverse dimension ratio, a two-dimensional analysis is sufficiently
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Figure 11: Ideal beam trajectory in a pure dipole field and good field region within
radius r0.
accurate. Depending on the operation mode, static or transient simulations are
required. Magnet ramping demands for a transient analysis and will be consid-
ered for the SIS-100 dipole, Example 17. Note, however, that we do not consider
eddy currents induced in the beam tube in this context. This constitutes a con-
siderable challenge due to the small beam tube diameter and dedicated numerical
schemes need to be designed, see [147]. In contrary, the operation mode of the
S-DALINAC dipole magnets allows for a static analysis, that will be also adapted
for the quadrupole magnet in Example 18. Another simplification consists in ne-
glecting anisotropic effects that arise through a lamination of the iron core with the
aim to suppress eddy currents [148]. Moreover, we recall that effects of hysteresis
and spatial inhomogeneities of the material are disregarded here, for simplicity.
In a next step the principles of magnetic field multipole expansions will be re-
called. There exists a vast literature on this subject and we refer to [146, 149, 150].
In a two dimensional setup, as depicted, e.g., in Figure 13, the beam envelope is
contained in a sub-region of DE marked by the dotted line with radius r0. This
is also referred to as good field region (the observer region in the context of Sec-
tion 4.1).4 Magnet designs aim at achieving a uniform field distribution inside
this area and multipole coefficients are a suitable measure for its quantitative de-
scription. The component of the magnetic vector potential transverse to the plane,
denoted u, is subject to the Cauchy-Riemann equations inside DE [150], justifying
the expansion
u(r0,ϕ) =
∞∑
n=1
(Fn(r0) cos(nϕ) + En(r0) sin(nϕ)) (6.1)
at the reference radius r0, in local polar coordinates. The coefficients Fn,En at an
arbitrary radius r can be obtained by simple scaling laws [146, p.243]. A similar
4 In reality the SIS-100 beam pipe has an elliptic shape, however, we assume a circular contour
here for simplicity.
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expansion holds true for the radial (and azimuthal) component of the magnetic
flux density, i.e.,
Br(r0,ϕ) =
∞∑
n=1
(Bn(r0) cos(nϕ) + An(r0) sin(nϕ)), (6.2)
where the coefficients are related through
Bn(r0) =
−nFn
r0
, An(r0) =
nEn
r0
, (6.3)
see again [146]. The coefficients Bn and An are referred to as normal and skew
multipole coefficients, respectively, and are key quantities of interest in magnet de-
sign. In particular they are at the core of many beam dynamics simulations, see
also Figure 12 for an illustration of several multipole field distributions. A fur-
ther advantage of using multipole coefficients lies in the fact, that they are directly
accessible to measurements through rotating coils [146, p.245]. Note, that de-
pending on the given setup, other types of magnetic field representation, such as
a field map, or a projection to another orthogonal system of functions might be
appropriate. An ideal normal dipole magnet would be described by B1 6= 0 and
Bn = 0, n 6= 1, whereas an ideal normal quadrupole magnet is characterized by
B2 6= 0, Bn = 0, n 6= 2. In real magnets, the higher order harmonics Bn do not fully
vanish and a good design aims at keeping them small compared to the main coef-
ficient BN . Modern design requirements demand for a ratio Bn/BN ≤ 10−4 [146].
Note that, depending on symmetries, several harmonics can never occur, e.g., the
nonzero multipole coefficients for the dipole and quadrupole magnet are given by
B1, B3, B5, B7, ..., (6.4)
B2, B6, B10, B14... (6.5)
respectively. This might no longer hold true if symmetry is lost due to random
perturbations.
In the spirit of this work, the Bn or An are regarded as QoI (4.2), i.e., linear
functionals from the solution space into the real numbers. Indeed, based on the
orthogonality relations for trigonometric functions there holds
Bn(r0) =
1
pi
∫ 2pi
0
u(r0,ϕ) cos(nϕ)dϕ. (6.6)
It can be used to directly evaluate Bn from the finite element solution. However,
we emphasize that in the context of adjoint sensitivity analysis, this would give rise
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(a) dipole (n= 1) (b) sextupole (n= 3) (c) decapole (n= 5)
Figure 12: Magnetic flux lines of the circular multipole field harmonics. Picture from
[3], with minor modification.
to a singular right-hand side corresponding to a line current. Instead we employ
the divergence theorem to derive the equivalent representation
Bn(r0) =
1
r0pi
∫ r0
r=0
∫ 2pi
0
(u(r,ϕ) + r∂ru(r,ϕ)) cos(nϕ)dϕdr (6.7)
which can be easily converted to the standard form (4.2). It can be shown by clas-
sical duality arguments, that the error of the finite element approximation Bn,h of
Bn, obtained by replacing u in (6.6) and (6.7) by means of uh, converges twice
as fast as the error in the energy norm. Thus we have |Bn − Bn,h| = O (h2) in the
case of lowest order finite elements and full elliptic regularity. Nevertheless, the
computational cost to obtain numerical accuracies in the order of 10−4 and below
might be high and dedicated software should be used. Higher order schemes are
a promising tool to this end and we further mention the FEM-BEM coupling as de-
scribed in [151] and the hybrid spectral-element finite-element scheme described
in [152].
The exposition so far was restricted to two-dimensional multipole coefficients.
These techniques do not apply anymore at the end of the magnet aperture where
so-called fringe fields occur. In particular in a three dimensional setting, the vector
potential in a cutting plane, perpendicular to the ideal trajectory, see Figure 11 does
not solve the Cauchy-Riemann equations anymore. However, in this case we can
carry out a harmonic expansion of the integrated fields along the ideal trajectory,
see Figure 11. This gives rise to the definition of integrated multipole coefficients
B¯n(r0) =
∫ ∞
−∞
Bn(r0, s)ds, A¯n(r0) =
∫ ∞
−∞
An(r0, s)ds, (6.8)
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where the Bn,An now additionally depend on the longitudinal coordinate of the
trajectory. A proof that the integrated potential solves Laplace’s equation can be
found in [146, pp.256-257]. In practice, fields rapidly decay outside the magnet
aperture and integration can be carried out along a finite curve, see also Figure 11,
where the ideal circular trajectory for a dipole magnet is depicted together with the
good field region. Here, the integrals (6.7) and (6.8) are approximated by means
of numerical quadrature.
6.2 Numerical Examples
Having established the key notions for the simulation of magnets, three detailed
examples will be given to illustrate uncertainty modeling and uncertainty quantifi-
cation, as described in Sections 4 and 5.
Example 17. A two-dimensional model of the SIS-100 dipole magnet [153, 154,
155] from GSI Helmholtzzentrum für Schwerionenforschung (Darmstadt, Ger-
many) is considered here as a numerical benchmark for the influence of uncer-
tainties in the nonlinear material relation. This has already been investigated in
[3]. There, the model of Brauer, a closed form representation for the magnetic
reluctivity was fitted to randomly perturbed measured data and uncertainty propa-
gation was carried out using a spectral projection based collocation approach. For
input uncertainties of 10% considerable variability of the multipole coefficients was
observed, e.g., a ratio of approximately 1.57 of standard deviation to mean for the
sextupole component. In a second step, by computing the Sobol coefficients, it was
observed that the dimension of the stochastic model could be reduced from three
to one or two input parameters. We complement these results by considering a
different closed form model for the reluctivity
ν(B) = c4 +
c3B
c2
cc21 + Bc2
, (6.9)
see (4.8), together with the Karhunen-Loève expansion presented in Section 5.
The associated eigenvalue decay will allow for a similar dimension reduction as
observed in [3]. Additionally, we compare gPC and Monte Carlo techniques to the
perturbation method, both for the purpose of verification and to justify the use of
linearized models in this context.
An intermediate design geometry of the dipole is depicted in Figure 13 on the
left side. Homogeneous Dirichlet boundary conditions are applied on the entire
boundary ΓD, except for y = 0 where homogeneous Neumann boundary conditions
are applied to model symmetry. Both the eight circular solid conductors, with an
applied current of I0 = 7000A per conductor, and the iron yoke DC include air
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Figure 13: Geometry of the SIS-100 dipole magnet on the left. Air inclusions in both
the iron yoke and the circular conductors. Magnetic flux density lines on
the right.
parts. The conductivity is set to zero to account for lamination. Multipole coef-
ficients are evaluated at a reference contour r0 =25× 10−3m. For the geometry
modeling as well as for pre- and postprocessing the software FEMM has been used
[4]. The simulation itself, consisting of a lowest order nodal finite element approx-
imation of (3.20), has been carried out with the in-house MATLAB code NIOBE
based on a FEMM triangulation. It consists of 88433 nodes with mesh refinement
especially in the observer region. Linearization is carried out by means of Newton’s
method (3.53) and Algorithm 2 (Appendix) with damping and the iteration process
is stopped when the relative solution increment ‖uk+1−uk‖ in the discrete L2-norm
is smaller than 1× 10−3.
Synthetic data for a stochastic modeling is generated as follows. Relation (6.9)
is fitted to the measured data [153] by a least-square fit. The corresponding co-
efficients are c1 = 3.06, c2 = 11.40, c3 =1.71× 106 and c4 = 465.86, respec-
tively. Then each coefficient is modeled as a random variable ci(1 + sYi), where
Yi ∼ U (−p3,p3) and s = 0.05. We emphasize that the parameters would typi-
cally be correlated if real data was used [72] and therefore, this modeling should
be considered as a numerical benchmark, solely. This stochastic closed-form model
could be readily employed in simulations as the parameters are independent. How-
ever, by solving the associated Karhunen-Loève eigenvalue problem we observe that
a reduction of input random variables is possible. With the sampled covariance as
an input we employ the B-spline space S 3,130 on the interval B = [0.01,2.25]T
given by the initial data range. Extrapolation to all positive real numbers is
carried out by the technique described in [14]. Figure 14 shows the first two
Karhunen-Loève eigenfunctions on the right, whereas the normalized eigenvalues
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Figure 14: Stochastic material model for the SIS-100 dipole magnet. Measured data
[153], least-square fit by model (6.9) and ten random realizations by the
Karhunen-Loève expansion with M = 2 on the left. First two Karhunen-
Loève eigenfunctions on the right.
are 1,1.38× 10−3,1.99× 10−6,. . . . A widely used truncation criterion is to chose
M , such that ΨM > 0.95, see (5.14), which is satisfied for our choice M = 2 (note
that M = 1 would already have been sufficient). The associated random variables
are determined by (5.5), however, here we simply model them to be distributed as
Y ∼U (−p3,p3). Sample trajectories of the reduced random field are depicted in
Figure 14 together with the initial data.
We apply the stochastic model to a time transient simulation of the magnet ramp-
ing as described in [156]. The time interval and the time step are set to IT = [0,1]s
and δt = 0.02s, respectively. Discretization is carried out by the implicit Euler
method (3.86). The simplified ramping considered here, is described through the
current excitation
I(t) = 2I0

t, t ≤ 0.5s,
(1− t), t > 0.5s. (6.10)
We propagate uncertainties by the gPC collocation technique with an isotropic grid
of degree two as described in Section 5. Figure 15 depicts the expected value as
well as the expected value plus/minus the standard deviation for both the sextupole
and the decapole coefficient. The results confirm the sensitivity of both multipole
coefficients with respect to variations in the material law. For the same stochastic
model, uncertainties are propagated in the static case using classical Monte Carlo
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Figure 15: Transient behavior of sextupole and decapole component during ramp-
ing as described by (6.10) for a gPC simulation of degree two.
Table 4: Expected value of multipole coefficients for generalized polynomial chaos
(gPC), Monte Carlo (MC) and perturbation method (per).
Multipole coefficient MC gPC per
B1 2.07 2.07 2.07
B3 3.51× 10−4 3.56× 10−4 3.50× 10−4
B5 8.84× 10−5 8.90× 10−5 9.14× 10−5
B7 2.45× 10−5 2.46× 10−5 2.52× 10−5
B9 2.05× 10−6 2.05× 10−6 2.09× 10−6
sampling with 1000 samples, gPC collocation on a isotropic tensor grid of degree
four and the non-intrusive perturbation technique based on finite differences. Re-
sults are reported in Tables 4 and 5 for the expected value and standard deviation,
respectively. As the results of MC and gPC agree very well, these values can be con-
sidered as a reference for the perturbation method. Concerning the results for the
Taylor approximation we do not observe significant variation. This indicates that
the use of perturbation methods is well justified for the given example. Also the
high sensitivity of the sextupole coefficient with a ratio of 1.03 of standard devia-
tion to mean is observed confirming the results in [3]. Here, the differences in the
moments of the multipole coefficients clearly originate in the modified stochastic
modeling.
Example 18 (Quadrupole Magnet). This example is devoted to illustrate the treat-
ment of shape uncertainties in the context of magnet design. On the left side of
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Table 5: Standard deviation of multipole coefficients for generalized polynomial
chaos (gPC), Monte Carlo (MC) and perturbation method (per).
Multipole coefficient MC gPC per
B1 1.47× 10−2 1.47× 10−2 1.42× 10−2
B3 3.60× 10−4 3.61× 10−4 3.73× 10−4
B5 2.91× 10−5 2.89× 10−5 2.84× 10−5
B7 3.30× 10−6 3.22× 10−6 2.70× 10−6
B9 3.05× 10−7 3.01× 10−7 2.93× 10−7
DE
DC
ΓD
0.2
-0.2
0.2-0.2
Figure 16: Quadrupole geometry as given in Figure 7.1 of [146] on the left. The red
pole tips are modeled as interfaces subject to uncertainty. On the right,
discretization in terms of multipatch NURBS. All units in meter.
Figure 16 the two-dimensional geometry of a model quadrupole magnet adapted
from Figure 7.1 of [146] is depicted, where the pole tips (red colors) are subject
to uncertainty. The initial pole shape is described by hyperbolas, i.e., through the
relation x/a2 − y/b2 = 1 in local coordinates, where for the initial shape we have
set a = 0.05 and b = 0.056, respectively. In a stochastic setting, uncertain inter-
faces can be modeled by choosing a or b as random variables, or equivalently by
using any other CAD standard shape representation with random parameters, see
the discussion in Section 4.2.4, in particular Figure 6. Then, again a truncated
Karhunen-Loève expansion can be used to obtain a reduced number of uncorre-
lated random inputs. Here, we adapt the isogeometric analysis methodology as
outlined in Example 3.3.2. A multi-patch configuration, consisting of 36 patches is
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chosen to discretize the geometry as depicted in Figure 16 on the right side. Each
patch is described by the NURBS mapping
F(ξ,η) =
∑
i=1,...,3
∑
j=1,...,3
Ri j(ξ,η)ci j , (6.11)
where Ri j are second degree NURBS basis functions with C 1-continuity. In par-
ticular, this allows for an exact representation of hyperbolic shapes. The patch
interfaces are matched in the standard conforming way, i.e., the underlying knot
vectors are constructed identically, yielding a global C 0 parametrization. Focusing
on shape variations we model the material to be linear with a constant permeabil-
ity µ = 4pi10−2H/m. A total piecewise constant current of 15MA is supplied for
each of the four conductor parts of Figure 16. Homogeneous Dirichlet boundary
conditions are applied on the whole boundary ΓD. Following the iso-parametric
concept a basis forHh(grad,D) is constructed in the same space as the mapping F
and we refer to Section 3.3.2 for details. The multipole coefficients are evaluated
at a reference radius of r0 = 20mm according to (6.7). For simplicity, the solution
is interpolated at the Gauss integration points used in the matrix assembly solely,
and therefore, to increase accuracy a quadrature of degree five is employed.
We focus on the uncertainty in the quadrupole gradient, defined as g := 2B2/R20.
As we are concerned with several parameters and only one cost function, ad-
joint techniques as described in Section 4 are well suited to this end. Here,
no assumptions, despite the C 1-smoothness, are made for the shape uncertainty
and, therefore, we resort to a worst-case analysis. The maximum deviation of g
from its design value g0 = 19.73T/m2 is investigated for different levels of shape
parametrization, characterized by the number of free control points. On the coars-
est level the hyperbola is described by three control points, however, the end points
are kept fix to avoid variability in the singular points, as this would require a more
general shape calculus as presented here. Hence, only one control point per pole is
subject to uncertainty. Through knot refinement this number is increased by means
of one on each level, up to level four. After refining the geometry, in each direc-
tion every mesh cells is divided by twenty. For an evaluation of the accuracy of
the numerical approximation of the quadrupole gradient g, see Table 6. There, the
error on each level is estimated with respect to a fine discretization consisting of
367641 total Degrees Of Freedom (DOF), denoteds ∆hg. Additionally, the numeri-
cal computation of the shape gradient as stated in Proposition 5 is verified. To this
end in Table 6 the maximum deviation with respect to a finite difference gradient
computation (5.65), denoted ∆FD, is given. Both estimated errors are found to be
sufficiently small. We emphasize that no correlation is imposed here. If knowl-
edge of the shape perturbations were available, e.g., in terms of measurements,
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Table 6: quadrupole discretization error and gradient verification at different mesh
levels. Error estimate of the shape gradient, evaluated as in Proposition
5 and finite difference approximation (5.65) for different number of per-
turbed control points. The reference for g is computed with 367641 DOF.
Parameter level 1 level 2 level 3 level 4
∆hg /g0 0.56% 0.05% < 0.01% < 0.01%
∆FDδg 5.85× 10−5 3.96× 10−5 7.29× 10−5 1.38× 10−4
Table 7: Worst case scenario by linearization and error estimated by means of MAT-
LAB’s fmincon routine as outlined in Section 5.2.5. Perturbation magni-
tude of s = 0.1.
num. free CP wcsL(g) / g0 wcs∗(g) / g0 rel. diff.
4 7.82 8.48 7.78%
8 16.77 19.77 15.17%
12 18.57 21.77 14.70%
the correlation structure could be incorporated by means of convex constraints in
a worst-case scenario context as outlined in [140, p.10] and described in Section
5.2.5. In Table 7 numerical results for the different parametrization levels are pre-
sented. Not surprisingly, a significantly smaller worst-case estimate is obtained for
the coarse parametrization. In this case, large perturbations in the control point are
necessary to obtain a comparable shape perturbation to the finer parametrization
levels. We again refer to Figure 6 for an illustration. We compute the worst-case
scenario by a Taylor expansion wcsL(g) and by directly solving the optimization
problem (5.83), denoted wcs∗(g). Here, for the latter case MATLAB’s fmincon rou-
tine is used to carry out sequential quadratic programming. We observe a difference
of about 15% and infer, that the problem is rather sensitive to shape perturbations
and first order approximations should be used to obtain rough estimates of the
output uncertainties, solely.
Example 19 (S-DALINAC Separation Dipole Magnet). The last example of this
section is concerned with the new design of the separation dipole of the
Superconducting-DArmstadt-LINear-ACcelerator (S-DALINAC). The S-DALINAC is
a linear, recirculating accelerator, i.e., the particle beam is redirected several times
to the same acceleration part. Each recirculation follows a different path with dif-
ferent energies, and the beam is assigned to the appropriate path of recirculation
by a so-called separation dipole. Figure 17 on the left depicts an intermediate de-
sign with four ideal trajectories (blue) and the respective good field regions, corre-
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Figure 17: Simplified, intermediate design of the S-DALINAC separation dipole mag-
net without mirror plates and with ideal trajectories in blue on the left.
Iron yoke in grey and coils in red color. Designed by the Institut für Kern-
physik of TU Darmstadt and Sigmaphi. Iron yoke with chamfer (red line)
on the right.
sponding to four different energy levels. The magnet was designed by the Institut
für Kernphysik of Technische Universität Darmstadt and the company Sigmaphi.
Simulations during the design phase were carried out in collaboration with the In-
stitut für Kernphysik. Mirror plates, focusing the dipole field to the aperture are
not shown here. Coil parts are depicted in red color and modeled, according to
the stranded conductor model, with 60 turns, whereas the grey parts represent the
iron yoke. In this case, the shape of the yoke impedes a two-dimensional analy-
sis, however, as the magnets are not ramped, static simulations can be carried out.
One edge of the yoke is chamfered as depicted in Figure 17 on the right in order
to decrease undesired higher order multipole coefficients. We cannot give a de-
tailed description of chamfering here and instead refer to [149, p.254]. Roughly
speaking, the main idea consist in compensating for the inhomogeneous integrated
magnetic field along the edges at the end of yoke. As the maximum is attained
in the middle of the edge removing iron at this part is a suitable means. Here,
we consider integrated multipole coefficients (6.8), in particular the dipole compo-
nent, for the second beam passing the chamfered egde in red. The chamfer profile
is modeled by a spline with two uniformly distributed control points. Nonlinear
magnetostatic simulations are carried out with the second order tetrahedral solver
of CST EM STUDIO®. A solver accuracy of 1× 10−4 is chosen and the maximum
step size in the good field region is set to 2mm (the maximum yoke dimension is
in the order of 300mm). Adaptive energy based local refinement is carried out un-
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til the relative change is smaller than 5× 10−4, with a maximum number of eight
refinement cycles. The nonlinear reluctivity is again modeled by (6.9) and inter-
polated to be used within CST EM STUDIO®. Finally, a maximum number of 25
nonlinear iteration steps are carried out with a nonlinear accuracy of 1× 10−3.
All three different kinds of inputs are considered here and modeled as follows.
Let YJ refer to the coil current I with an initial value of I0 = 132A. For the pertur-
bation interval we chose ΓJ = YJ(1±0.005), which is already large compared to the
technical specifications. Concerning shape parameters, as already mentioned, we
choose the two control points c1, c2 of the spline chamfering, describing the chamfer
shape perpendicular to the edge. We choose local coordinates, centered at the be-
ginning of the chamfer near the left edge point, with an x-coordinate in parallel to
the edge of length l. Then we have YΓI = (c1,y , c2,y) with initial value c1 = (l/3, 10),
c2 = (2l/3,10). Here, the chosen perturbation interval of ΓΓI = YΓI (1± 0.5) corre-
sponds to maximum deviations in the order of two millimeters. This is a reasonable
assumption for the corresponding manufacturing process. Finally, for the material
law with initial values c= (4.28× 105,1.24× 106,7.16× 103,1.26× 102), we chose
Yν = (c1, c2) and a perturbation interval of Γν = Yν(1 ± 0.2). This is a modeling
assumption in absence of measurements for the material under consideration. The
combined input vector is then given by Y = (YJ,YΓI ,Yν) and Γ = ΓJ × ΓΓI × Γν. We
note that M = 5 which is already challenging in an uncertainty quantification con-
text, in view of the model’s complexity. Hence, instead of running Monte Carlo
simulations or constructing tensor product grids we aim at a reduction of the input
dimension. To this end a cut-HDMR expansion as described in Section 5.2 is carried
out. The result is reported in Figure 18. The finite difference approximations have
been obtained with a step width of 1/10 of the respective interval of Γ . The results
indicated that combined second order effects are the most significant in particular
if coil current perturbations are involved. Variations in both current and reluctivity
have more significant effects than shape variations, however, one should keep in
mind, that the perturbation intervals are possibly over estimated in these cases. For
comparison we carry out a gPC simulation of degree two with uniformly distributed
parameters for the standard deviation of Y1 and Y14, separately. In particular this
serves at validating whether the cut-HDMR estimates of the importance of different
order contributions are justified. Given cut-HDMR importance values of the same
order of magnitude we expect that a similar amount of standard deviation can
be ascribed to both. As we obtain Std1 = 0.2831Tmm and Std14 = 0.2834Tmm,
respectively, this can be confirmed. Hence, the cut-HDMR expansion provides a
suitable means for model reduction as unimportant inputs can be identified and
removed. Moreover, the dominant combined effects in this case, could not have
been computed by a first order perturbation method.
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Figure 18: Relative importance of uni- and bivariate contributions by means of a
second order cut-HDMR expansion for the integrated dipole component
of the S-DALINAC separation dipole magnet. The nominal value for the
integrated dipole is 1.87× 102Tmm.
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7 Conclusion
In this work, uncertainty quantification for the nonlinear magnetoquasistatic model
with application to magnet design has been addressed. The model was found to be
well-posed, in particular with continuous dependency on the input data. Moreover
derivatives with respect to the B −H curve, the shape of the iron/air interface and
the current excitation could be obtained.
Even in the presence of nonlinearities, first order sensitivity analysis techniques
could be used to efficiently propagate uncertainties for several real-world magnet
configurations. For example, differences with respect to a Monte Carlo reference
were negligible for the SIS-100 dipole magnet but the solution time was signifi-
cantly increased. Also for an electrical transformer, reasonable approximations of
the statistical moments were found by means of a first order stochastic Taylor ex-
pansion. However, in the case of a worst-case scenario in combination with shape
perturbations, the results obtained by means of linearization were not sufficiently
accurate. Here, linearization errors up to 15% were estimated for moderate input
perturbations. In conclusion, error estimators should be established for perturba-
tion methods in order to increase their reliability.
An alternative approach was given by a non-intrusive stochastic collocation
method. As opposed to perturbation techniques, higher order schemes are avail-
able and the method was mathematically proven to converge faster than the clas-
sical Monte Carlo method, asymptotically. In contrast to linear elliptic models, its
performance was more difficult to analyze in presence of a nonlinearity and the
estimated convergence rate was algebraic.
It was argued that the input randomness of the model could be approximated
by a few random variables in many cases and the Karhunen-Loève expansion has
been presented as an efficient tool to this end. With respect to the B − H curve
and the examples considered in this work, no more than three input parameters
were required. Additionally, uncorrelated parameters were obtained as opposed to
correlated parameters in closed-form representations.
With regard to uncertainties in magnet design, strong sensitivities have been
observed for the multipole coefficients. In particular for higher order coefficients
the standard deviation can be of the same order of magnitude as the mean value.
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8 Outlook
Several interesting and important aspects of uncertainty quantification in the con-
text of accelerator magnets could not be covered in this thesis. A heterogeneous
and anisotropic modeling of material coefficients would require a more general
stochastic modeling, such as a vector-valued and high-dimensional Karhunen-
Loève expansion. Also the modeling of uncertainties in the shape and positioning
of conductor strands was not addressed.
The number of input parameters in real-life applications can quickly become very
high. For these cases adjoint sensitivity analysis techniques have been presented,
as well as a reduction of the parametric-dimension, e.g., by the cut-HDMR expan-
sion. Many other schemes for high-dimensional integration have been proposed in
the literature, in particular sparse grid and low-rank tensor approximations. Their
analysis and application to the models and examples considered here is the sub-
ject of future work. Moreover, an a posteriori error analysis of the stochastic error
should be addressed, which is in particular important for the perturbation meth-
ods presented here. Furthermore, robust optimization should be mentioned as a
promising tool to increase the reliability of a design.
For simplicity, several results were derived in static or two-dimensional settings
and their extension to the three-dimensional transient case was postponed to future
work. Emphasis was put on the material law as an input parameter. Here, too,
results could be generalized to other types of inputs. In particular, in the context of
magnet design, coil-dominated magnets have only been partially addressed here,
as uncertainties in the strands would be much more important.
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A Appendix: Linearization
Algorithm 2 (Iterative Linearization Procedure).
(A.1) set l = 1, choose a relaxation parameter α ∈ (0, 1], a tolerance tol, a maxi-
mum number of iterations lmax and an initial value A
{1}
(A.2) set AL,0 = A{l}
(A.3) solve (3.51) to obtain AL and update A
{l+1} = αAL + (1−α)AL,0
(A.4) evaluate the linearization error errL := ‖A{l+1} −A{l}‖ in a suitable norm
(A.5) if errL ≤ tol or l > lmax stop, else go to (A.2) and set l = l + 1
For the following definition see [157].
Definition 7 (Q-Convergence Order). A sequence (x{l}) is said to converge linearly
to x∗, if their exists a constant C ∈ (0, 1) such that
‖x{l+1} − x∗‖ ≤ C‖x{l} − x∗‖ (A.1)
with a suitable norm. If in addition, the constant C can be replaced by a zero
sequence (a{l}) in (A.1) we speak of superlinear convergence. The sequence is said
to converge quadratically if
‖x{l+1} − x∗‖ ≤ C‖x{l} − x∗‖2 (A.2)
holds.
B Appendix: B-Splines and NURBS
B-splines have been found to provide a suitable framework for both analysis and
computation and some of its main properties are briefly recalled here, see [51,
120]. On an interval I ⊂ R, setting min( I¯) = Imin, max( I¯) = Imax we introduce a
sequence of knots
τN := ξ1 ≤ ξ2 ≤ · · · ≤ ξN+q+1. (B.1)
Knot multiplication up to q times is allowed and we assume that the knot vector is
open, i.e., the end knots are repeated q+1 times. The knot vector without repetition
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Figure 19: B-splines with q = 2 and k = 0 associated to the knot vector
(1,1, 1,2, 3,4, 5,5, 6,6, 6).
is referred to as Π with step sizes ∆n, n= 1, . . . , d. B-splines are obtained following
a recursive procedure. For q = 0 we define piecewise constant functions as
B0i (ξ) =

1 ξi ≤ ξ≤ ξi+1,
0 otherwise.
(B.2)
Then for q = 1,2, 3, . . . we set
Bqi (ξ) =
ξ− ξi
ξi+1 − ξi B
q−1
i (ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1 B
q−1
i+1 (ξ). (B.3)
These functions span the space S q,kN = span{Bqj }Nj=1 of polynomials of degree q on
sub-intervals of Π and minimum regularity k at the knots. B-splines of degree q
possess regularity p − ri at knot ξi duplicated ri times. Varying regularity from
knot to knot, is expressed by means of a vector k, i.e., splines in S q,kN are ki-times
continuously differentiable at the i-th knot. An example of second degree splines
in depicted in Figure 19. Based on B-splines, rational basis functions as used to
represent NURBS curves, faces and volumes are defined as
Rqi (ξ) =
Bqi (ξ)wi∑N
i=1 B
q
i (ξ)wi
, (B.4)
where wi are referred to as weights.
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C Appendix: Higher Order Sensitivity Analysis
We recall the definition of the vector function
h(y,curlA(y)) = ν(y, |curlA(y)|)curlA(y). (C.1)
Differentiating the magnetostatic formulation
curl (ν(y, |curlA(y)|)curlA(y)) = J, (C.2)
w.r.t. y requires derivatives ∂ ky h(y, r(y)). By Faà di Bruno’s formula we have
∂ ky h(·, r(y)) =
∑
pi∈Πk
D|pi|r h(·, r(y))

∂ |pi1|y r(y), · · · ,∂ |pi|pi||y r(y)

,
where Πk is the set of all partitions of {1,2, . . . , k} and |pi| the number of blocks in
pi = {pi1, · · · ,pi|pi|}. Note that the l-th derivative Dlrh(·, r(y)) is considered to be a
multilinear map Dlrh : R3l → R3 that is bounded by the Assumption 7. Observing,
that the term associated to |pi|= 1 is equal to νd∂ ky r(y) we obtain
curl

νd(y,curlA)curl∂
k
y A

=
− curl
 k∑
l=0

k
l
 ∑
pi∈Πk−l ,|pi|6=1,l=0
D|pi|r ∂ lyh(y,curlA)

∂ |pi1|y curlA, · · · ,∂ |pi|pi||y curlA
 .
(C.3)
We now recall Theorem 16 and give a proof.
Theorem 20. Let νd(y, ·) fulfill Assumption 4 (%-) a.e. and Assumption 7 hold true.
The collocation approximation Aq converges to A, as
‖A−Aq‖L2%(Γ )⊗Wst(D) ≤ C1q−1. (C.4)
Additionally, the collocation error for the finite element solution Ah converges as
‖Ah −Ah,q‖L2%(Γ )⊗Wst(D) ≤ C2q−k, (C.5)
where C2 depends on k,h.
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Proof. We first proof estimate (C.5). In a first step, we observe that the collocation
error is an interpolation error, i.e.,
Ah −Ah,p = Ah −IpAh. (C.6)
Following standard arguments [112], the error is related to best approximation
error in Qp(Γ )⊗Wst(D) as
‖Ah −IpAh‖L2%(Γ )⊗Wst(D) ≤ C infv∈Qp(Γ )⊗Wst(D)‖Ah − v‖L∞(Γ ,Wst(D)). (C.7)
Given a bounded derivative ∂ ky Ah ∈ L∞(Γ ,Wst(D)) a result of Jackson yields
‖Ah −IpAh‖L2%(Γ )⊗Wst(D) ≤ Cp−k‖∂ ky Ah‖L∞(Γ ,Wst(D)), (C.8)
cf. [158]. Hence, it remains to show that ∂ ky Ah ∈ L∞(Γ ,Wst(D)). This was estab-
lished in [2, Lemma 3], using the fact that Ah belongs to a finite dimensional space
and hence all norms are equivalent.
For estimate (C.4) we simply observe that G1 = ∂yh(y,curlA). Hence, G1 ∈
L2(D)3 and ∂yA ∈ Wst(D). Then (C.4) is established using again the estimate of
Jackson.
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Notation
a.e. If a condition holds on a set V , modified by a subset of measure zero, the
condition is said to holds almost everywhere (a.e.) on V , see [34, p.15]. In
particular in Lp(V ), 1≤ p ≤∞, functions are identified a.e. on V . 14
a.s. An event that occurs with probability one is said to occur almost surely (a.s.).
60
fBH relation between absolute values of magnetic flux density and field, called
B −H curve. 8
fHB relation between absolute values of magnetic field and flux density, inverse
function of B −H curve. 8
Pgradh , P
curl
h , P
div
h , Ph projection operators from the spaces H (grad,D),H (curl,D),H (div,D), L2(D) into their discrete counterparts. 20
χV characteristic function of the set V . 40
HCO coercive magnetic field strength. 26
JCO current associated to coercive magnetic field through JCO = curlHCO. 28
V covariance matrix. 76
U curl-harmonic extension operator. 15
curlS u scalar curl operator at a surface, curlS u= curlu · n. 52
curlS u vectorial curl operator at a surface, curlS u = gradu × n, an equivalent
definition is given by curlS u= gradS u× n, with the tangential gradient. 52
dA oriented surface element, also denoted dx. 3
ds oriented line element, also denoted dx. 3
dV volume element, also denoted dx. 3
δg Fréchet derivative of g : U → Y , referring to the continuous linear operator
δg : X → Y such that g(u+ v ) = g(u) +δg(v ) + o(‖u‖). 18
g ′ Gâteaux derivative of g : U → Y , referring to the continuous linear operator
g ′ : X → Y such that lims→0(g(u+ sv )− g(u))/s = g ′(v ). 18
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det(DF) determinant of matrix DF. 23
diam diameter of a subset of a metric space. 6
U (−p3,p3) uniform distribution on the interval (−p3,p3). 65
Dobs observer region Dobs ⊂ DE, where the quantity of interest is evaluated. 35
DC domain with homogeneous conductivity and nonlinear material law. 4
DE air part of the computational domain. 4
DHA support of domain perturbations referred to as hold-all. 39
DJ domain of the imposed current density. 4
E magnetic energy. 18
Heq equilibrated flux used within a Prager-Synge identity. 30
errh error measure for discretization error. 29
errL error measure for linearization error. 29
errL,h error measure for linearization and discretization error for nonlinear prob-
lems. 29
| · | Euclidean norm of a vector. 5
Ah,hT approximation of A by means of finite elements in physical space and the
implicit Euler scheme in time. 34
AL field approximated by means of a linearization procedure. 26
AL,h field approximated by means of a linearization and finite element method. 27
AL,0 linearization point at any step of the linearization-iteration procedure. 26
Aq collocation approximation of A. 81
Ah,q collocation approximation of Ah. 82, 104
Ah finite element approximation of A. 23
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Ainit initial condition for A. 15
A{l} l-th iterate within linearization scheme. 102
AC restriction of A to DC. 10
AE restriction of A to DE. 10
an approximation at n-th time step within the implicit Euler scheme. 34
ν(1)(·, s) partial derivative with respect to the second argument, i.e., ν(1)(·, s) =
∂sν(·, s). 19
a(w; ·, ·)′ bilinear form, linearization of a at w. 19
l(v) linear form on L2(D)3, l(v) := (J,v)D. 16
a(A;v) form a(A;v) := (h(·,curlA),curl v)D, nonlinear and linear in the first and
second argument, respectively. 16
ΓD Dirichlet boundary of the computational domain. 6
ΓI interface between conducting and non-conducting domain. 6
Qˆ i(Yi) constant term in the HDMR expansion. 70
Qˆ i j(Yi ,Yj) bivariate term in the HDMR expansion. 70
Qˆ0 constant term in the HDMR expansion. 70
Bmsi flux density values for measurements. 38
Hmsi measured magnetic field strength at B
ms
i . 38
I 3× 3 identity matrix. 19
β generic, possibly infinite-dimensional, input parameter representing shape, ma-
terial coefficient our source current. 35
β˜ perturbation of the input parameter. 35
Dh Jacobian of vector function h, Dh(·, r) = (∂ hi(·, r)/∂ r j)i j . 19
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D2 second variation. 84
JAKS tangential jump of the vector A at the face S, JAKS := A+ × n+A− × n−. 10
[u]S difference of the vector or scalar u at the face S, [u]S := u+ − u−. 52
O Landau symbol, for two functions f , g, f (x) = O (g(x)) if limx→a f (x)g(x) = C . 5
o Landau symbol, for two functions f , g, f (x) = o(g(x)) if limx→a f (x)g(x) = 0. 18
hL linearized vector function by means of the Picard or Newton-Raphson method.
26
B magnitude of the magnetic flux density B := |B|. 37
H magnitude of the magnetic field H := |H|. 37
O matrix with all zero entries. 24
Th quasi-uniform family of subdivision of the computational domain. 20
TT quasi-uniform subdivision of the temporal domain. 33
min! f (x) =min!, x ∈ X , refers to minx∈X f (x) = α.. 18
F functional for the variational formulation of magnetostatic system
F(u) := E(u)− l(u). 18
Cov[g] covariance of g. 61
M˜k[g] k-th statistical moment of g. 72
Mk k-th centered statistical moment. 72
E[g] expected value of g. 61
Std standard deviation. 71
Var[g] variance of g. 72
An skew multipole coefficients. 87
A¯n(r0) integrated skew multipole coefficients. 89
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Bn normal multipole coefficients. 87
B¯n(r0) integrated normal multipole coefficients. 89
Ncp number of control points. 42
Ne number of edges in the finite element mesh. 33
NMC number of Monte Carlo samples. 71
Nms number of measurement points. 38
NN number of nodes in the finite element mesh. 24
N q number of collocation points. 80
Nstr number of strands in the stranded conductor model. 43
NT number of time steps. 33
Ω set of random outcomes. 60
M nonlinear operator associated to the stiffness term. 17
A[β] dependence of the solution A on a parameter β . 35
y generic real, deterministic and finite dimensional parameter vector. 36
Γ range of parameter vector y. 60
∂s partial derivative ∂ /∂s. 8
F∗ pullback of transformation F, i.e., see [22, p.8] for a definition. 23
P measure defined on F . 60
Pq(K) the space of polynomials up to degree q on K ⊂ R3. 21
Sq(K) polynomial space Sq(K) = {s ∈ Pq(K)3 | s(x) · x= 0, ∀x ∈ K}. 21
S q,kN B-spline space span{Bqj }Nj=1 of polynomials of degree q on sub-intervals of Π
and regularity k at the knots. 22
Qq the space of tensor product polynomials of degree at most q. 81
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Iqnu(y) Lagrange interpolation operator in for dimension n of degree qn. 81
ΨM sum of first M eigenvalues divided by all eigenvalues. 63
Q quantity of interest, such as multipole coefficients, the inductance or a specific
norm. 35
R set of real numbers. 6
ν magnetic reluctivity, the inverse permeability. 8
νd differential reluctivity. 19
νd differential reluctivity tensor. 19
R+0 set of positive real numbers with zero. 8
A bounded, piecewise smooth and oriented surface, if not stated otherwise. 3
Uadm abstract set of admissibility for the input parameters. 35
U˜ space of perturbations. 35
U Iadm set of admissible interfaces. 39
UJadm admissible set for the source current. 43
Uνadm set of admissibility for the magnetic reluctivity. 37
S bounded, piecewise smooth and oriented line, if not stated otherwise. 4
V bounded, piecewise smooth and oriented volume, if not stated otherwise. 3
Ts domain deformation mapping. 40
V velocity field used in the velocity method to model deformed domains. 40
F sigma algebra associated to Ω. 60
Z abstract implicit state operator for the parametrized model equations. 35
supp support of a function. 4
A˙ derivative of the (Banach space valued) function A(t). 15
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⊗ tensor product. 19
IT time interval IT = (0, T]. 10
x arbitrary point of free space R3. 5
X Lagrangian variable. 40
∂ V boundary of V . 3
h abstract vector function h(x, r) := ν(x, |r|)r, representing the magnetic field. 15
wcs worst case scenario for a quantity of interest. 83
wcsL approximate linear worst case scenario for a quantity of interest. 84
χ winding function for conductor models. 43
Function Spaces
H (curl,D)∗ dual of the spaceH (curl,D). 17
C (X ,Y ) space of continuous functions from X into Y . 16
C k,1(V ) the space of k-times differentiable functions, that are Lipschitz continuous
on V , where k ∈ N0. 39
C k(R+) functions in C k(R+) with bounded and uniformly continuous derivatives.
37
C k0 (R+) functions in C k(R+) with compact support. 37
‖u‖C k(R+) norm on the spaceC k(R+), defined as ‖u‖C k(R+) := max1≤i≤k sups∈R+ |∂ is u(s)|.
37
G(V ) gradients of functions in H (grad,V ) that are constant on each connected
part of the boundary. 14
<M A,v> duality pairing ofM A ∈H (curl,D)∗ and v ∈H (curl,D). 17
H (curl,D) u ∈ L2(D)3 such that their exists w ∈ L2(D)3 and (w,v)D =
(u,curl v)D, for all v ∈ C∞0 (D)3. 15
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‖u‖H (curl,D) norm of the spaceH (curl,D), ‖u‖H (curl,D) := ‖curlu‖0. 16
H (div,D) u ∈ L2(D)3 such that their exists w ∈ L2(D)3 such that (w,v)D =−(u,gradv)D, for all v ∈ C∞0 (D)3. 22
H (div0,D) the space of square-integrable functions u on D, such that (u,gradv)D =
0, for v ∈ C∞0 (D)3. 43
H (grad,D) u ∈ L2(D) such that their exists w ∈ L2(D)3 and (w,v)D =−(u, divv)D, for all v ∈ C∞0 (D)3. 14
Hh(curl,D) finite dimensional subspace ofH (curl,D). 22
Hh(div,D) finite dimensional subspace ofH (div,D). 22
Hh(grad,D) finite dimensional subspace ofH (grad,D). 22
L2h(D) finite dimensional subspace of L
2
h(D). 22
H s(D)3 fractional order Sobolev space with non-integer s. 25
H s(curl,D) functions u ∈ H s(D)3 such that the (weak) curl satisfies curlu ∈
H s(D)3 with non-integer s. 25
δi j Kronecker delta δi j = 1 if i = j and δi j = 0 if i 6= j. 19
‖u‖L∞(D) uniform norm of the space ‖u‖L∞(D) := ess supx∈D|u|. 30
L2(D)3 abbreviation for L2(D,R3), the space of square-integrable vector-valued
(complex) functions on D. 6
‖u‖2 norm of the space L2(D)3, ‖u‖2 := (u,u)1/2D . 14
(u,v)D L2-inner product on D, (u,v)D :=
∫
D u · v dx. 14
W (D) solution space for the magnetoquasistatic problem. 15
Wst(D) solution space for the magnetostatic problem. 16
W2D(D) solution space for the two-dimensional magnetoquasistatic problem. 17
H0(curl,D) space of functions u ∈H (curl,D) subject to a zero Dirichlet boundary
condition, i.e., u× n= 0 on ∂ D. 16
H0(grad,D) space of functions u ∈H (grad,D) subject to a zero Dirichlet bound-
ary condition, i.e., u= 0 on ∂ D. 16
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Figures and Tables
multipole field harmonics ideal field distribution for dipole, sextupole and de-
capole, respectively. 88
SIS-100 dipole magnet field distribution and geometry for the SIS-100 dipole mag-
net. 90
Ideal beam trajectory ideal beam trajectory within a pure dipole field and good
field region. 86
General model geometry general model geometry for the magnetoquasistatic
model. 6
magnetoquasistatic approximation model geometry for the justification of the
magnetoquasistatic approximation. 4
model geometry for parametric interfaces general model geometry for parametric
interfaces. 39
Error estimation for the p-Laplace example accuracy of linearization and discretiza-
tion error for the analytical p-Laplace example. 31
Quadrupole geometry quadrupole model geometry and NURBS patch discretiza-
tion. 93
quadrupole discretization error and gradient verification estimated discretization
error in quadrupole component and gradient error for different meshes. 95
Uncertain shape shape variability for the quadrupole pole tips through variation
of control points for different level of refinements. 41
Worst case scenario linearized worst case scenario and estimated errors for a dif-
ferent numbers of perturbed control points. 95
S-DALINAC separation dipole magnet geometry of S-DALINAC separation dipole
with chamfering of the exit edge. 96
Stochastic material model stochastic material model for the SIS-100 dipole mag-
net. 91
114
Expected value of multipole coefficients expected value of multipole coefficients
for a stochastic simulation of the SIS-100 dipole magnet. 92
Standard deviation of multipole coefficients standard deviation of multipole coef-
ficients for a stochastic simulation of the SIS-100 dipole magnet. 92
Commuting de Rham diagram commuting de Rham diagram for Maxwell’s equa-
tions. 20
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