In this paper, we study the effect of domain shape on the multiplicity of positive solutions for the semilinear elliptic equations. We prove a Palais-Smale condition in unbounded domains and assert that the semilinear elliptic equation in unbounded domains has multiple positive solutions.
Introduction
Let N 2 and 2 < p < 2 * , where 2 * = 2N N −2 for N 3 and 2 * = ∞ for N = 2. Consider the semilinear elliptic equation [24] ).
That the existence of ground state solutions of Eq. (1.1) is affected by the shape of the domain Ω has been the focus of a great deal of research in recent years. By the Rellich compactness theorem and the minimax method, it is easy to obtain a ground state solution for Eq. (1.1) in bounded domains. For a general unbounded domain Ω and under various conditions, several authors have established the existence of ground state solutions. We mention, in particular, results by Berestycki-Lions [3] , Lien-Tzeng-Wang [17] , Chen-Wang [8] and Del Pino-Felmer [10, 11] . In [3] , the domain Ω = R N . Actually, Kwong [16] proved that the positive solution of Eq. (1.1) in R N is unique. In [17] , the domain Ω is a periodic domain. In [8, 17] , the domain Ω is required to satisfy the following condition: [10, 11] , the domain Ω is required to satisfy the following conditions:
(Ω2) Ω is a smooth subset of R N and the projections Ω x are bounded uniformly in x ∈ R l ; (Ω3) there exists a nonempty closed set F ⊂ R N −l such that F ⊂ Ω x for all x ∈ R l ; (Ω4) for each δ > 0 there exists a K > 0 such that
Moreover, when Ω = R N \ ω is an exterior domain, where ω is a bounded domain, it is well known that Eq. (1.1) in R N \ ω does not admit any ground state solution (see ). However, Bahri-Lions [2] and Benci-Cerami [4] asserted that Eq. (1.1) in R N \ ω has a positive higher energy solution. When Ω is an Esteban-Lions domain, Eq. (1.1) in Ω does not admit any nontrivial solution (see ).
By the above results, we know that the existence of solutions (or ground state solutions) of Eq. (1.1) depends on the geometry and topology of domain Ω. First, we state our main results in this paper, which improve the main results in [8, 17] . Suppose k 2 and assume that the domains Θ 1 , Θ 2 , . . . , Θ k are satisfying the following conditions: 
Then we have the following Palais-Smale (simply by (PS)) condition in
then there exist a subsequence {u n } and u 0 = 0 such that u n → u 0 strongly in
Next, we will apply Theorem 1.1 to prove the multiplicity of positive solutions for Eq. [17] or Del Pino-Felmer [10, 11] . However, we improve their results.
In particular, for k = 3 and m = 2. Let z = (x, y) ∈ R N −1 × R and assume that the domains Θ 1 , Θ 2 and Θ 3 satisfy conditions (D4), (Dr) and In this paper, our domain Ω(r) is an unbounded dumbbell type domain and the solutions
is replaced by a bounded dumbbell type domain, Byeon [7] and Dancer [9] have proved the existence of single-peak solutions and multi-peak solutions. Moreover, Del Pino-Felmer [12] , Del Pino-Felmer-Wei [13] and Wei [22, 23] have considered the effect of domain topology on the existence of single-peak solutions and multi-peak solutions. Roughly speaking, if Ω has a "rich" topology and is not necessarily bounded, then the singular perturbation problem
has single-peak solutions and multi-peak solutions provided that ε is sufficiently small. This paper is organized as follows. In Section 2 we describe various preliminaries. In Section 3 we prove Theorem 1.1. In Section 4 we prove Theorem 1.2 via a series of lemmas, while in Section 5 we prove Theorem 1.3.
Preliminary
In this section, we recall several known results will be used for later sections. First, we define the (PS)-sequences, (PS)-values, and (PS)-conditions in H 1 0 (Ω) for J as follows.
Definition 2.1. We define
For any β ∈ R, a (PS) β -sequence in H 1 0 (Ω) for J is bounded. Moreover, a (PS)-value β should be nonnegative.
Lemma 2.2. Let β ∈ R and {u
and β 0.
Proof. See Willem [24] . 2
Proof. By the routine computations, there is a sequence {s
Consider the Nehari minimization problem
In fact, if u 0 ∈ M(Ω) achieves α(Ω), then u 0 is a ground state solution of Eq. (1.1) in Ω (see Willem [24] ). Moreover, we have the following useful lemmas, whose proofs can be found in Benci-Cerami [5] and Wang-Wu [21] .
Lemma 2.5. If the domain Ω satisfies conditions (Ω1) or (Ω2)-(Ω4), then α(Ω) > α(R N ).

Lemma 2.6. Let Ω be a bounded domain in R N . Then the (PS) α(Ω) -condition holds in H
1 0 (Ω) for J . Lemma 2.7. Let u ∈ H 1 0 (Ω) be a change sign solution of Eq. (1.1) in Ω. Then J (u) > 2α(Ω).
Proof of Theorem 1.1
The proof will be accomplished by a series of lemmas.
Proof. (i), (ii) see Bahri-Lions [2] . (iii) Since u n u weakly in H 1 0 (Ω) and {u n } is a (PS) β -sequence, by Lemma 2.2, Brézis-Lieb [6] and part (ii), we have {p n } is a (PS) ( 
Let Ω be any unbounded domain and ξ ∈ C ∞ ([0, ∞)) such that 0 ξ 1 and
Then we have the following result.
Proof. See the proof of Lemma 3.1 in Wu [25] . Thus, there exists a n 0 ∈ N such that for n > 2n 0 
Multiple positive solutions
Throughout this section, we assume that the domains Θ 1 , Θ 2 , . . . , Θ m+1 satisfy conditions (D4) and (Dr).
It is easy to verify that M i (r) is nonempty set for all i = 1, 2, . . . , m. Define the minimization problems in M i (r) and N i (r) for J , 
J (v) and γ i (r) = inf v∈N i (r) J (v).
Clearly, β i (r), γ i (r) α(Ω(r)) for all i = 1, 2, . . . , m. Let M i (r) be denoted the closure of M i (r), then we have M i (r) = M i (r) ∪ N i (r) and N i (r) is the boundary of M i (r) for all
Therefore,
which contradicts to the fact of Lemma 2.5. 2 
Lemma 4.2. For each ε > 0 there exists an r 1 > 0 such that
Proof. Fix i ∈ {1, 2, . . . , m}. Assume the contrary, there exist r n → ∞ as n → ∞,
By Lemma 2.4, {u n } is a (PS) α(R N ) -sequence in H 1 (R N ) for J . From the concentration compactness principle of Lions [18] , there exist R > 0, d > 0 and {y n } ∈ R N such that
Moreover, u 0 is a nonzero solution of Eq. (1.1) in R N and J (u 0 ) = α(R N ). By Lemmas 2.7 and 3.1, we may assume
and u 0 is a positive solution. We complete the proof by establishing the contradiction that
Consider the sequence {z i,n − y n }. By passing to a subsequence if necessary, we may assume that one of the following cases occurs:
(a) {z i,n − y n } is bounded; (b) {z i,n − y n } is unbounded and for each R > 0 there exists a n(R) ∈ N such that
(c) {z i,n − y n } is unbounded and there exists an R 0 > 0 such that
and u 0 is a positive solution with J (u 0 ) = α(R N ). By the compact imbedding theorem and the Vitali convergence theorem, for each ε > 0 there exists an R(ε) > 0 such that
In case (a) we may assume z i,n − y n → z 0 . Since
By the change of variable,
Since z i,n − y n → z 0 and r n → ∞ as n → ∞, there exists a n 0 such that for B N (0; R(ε 0 )) ⊂ B N (z i,n − y n ; r n ) for all n n 0 . Thus, for each n n 0
which contradicts to (4.3). In case (b) from (4.4), let ε 0 = p p−2 α(R N ), then there exists an R(ε 0 ) > 0 such that
By the hypothesis, there exists a n 0 = n(R(ε 0 )) such that
Since {u n } ⊂ M(Ω(r n )), this means
From (4.5) and (4.6), we obtain
which contradicts to (4.3). In case (c) from (4.4) and {v n } ⊂ M(R N ), we may take positive numbers ε 0 and R(ε 0 ) R 0 such that 
which contradicts to (4.3). Therefore, we have completed our proof. 2
Here, we will use the idea of Ni-Takagi [19] to get the following results. 
and
According to the implicit function theorem, there exists a function t i : B(0; ) ⊂ H 1 0 (Ω(r)) → R + such that t i (0) = 1 and F (t i (w), w) = 0 for w ∈ B(0; ). This is equivalent to
Furthermore, by the continuity of the functional t i , we have
if is sufficiently small. 2 
