of small blocks with minimum mean square error is presented. An efficient algorithm for searching the direction of displacement has been described. The results of applying the technique to two sets of images are presented which show 8-10 dB improvement in interframe variance reduction due to motion compensation. The motion compensation is applied for analysis and design of a hybrid coding scheme and the results show a factor of two gain at low bit rates.
I. INTRODUCTION
LARGE number of image transmission and storage applications, e.g., teleconferencing, videotelephone, television and satellite image transmission, medical imaging for computer aided tomography and angiocardiography, etc., contain images of moving objects. The motion captured in such a multiframe sequence of images includes translation and rotation of objects with respect to the camera.
For interframe image coding, large levels of compression could be achieved if only one knew the trajectories traversed by the various objects. Then one could simply code the initial frame together with the trajectory information of each pixel. In practice, a significant component of the motion in a scene can be approximated by piecewise translation of several areas of a frame with respect to a reference frame. Utilization of the knowledge of motion or displacement of pixels in successive frames for image coding is called motion compensation.
Displacement measurement and motion compensation have been applied for interframe image data compression with improved results [l] - [8] . Limb and Murphy [ l ] and Rocca, Brofferio et al. [2] - [4] have considered techniques for estimating translation of a block of pixels. Netravali and Robbins [5] take the approach of predicting the displacement of each pixel recursively from its neighboring pixels which have already been coded. In this paper we present a method of displacement measurement which estimates displacement on a block by block basis. Application of this method in interframe hybrid coding (with and without frame skipping and interpolation) is shown. The results presented here are based on [6] and [7] and the algorithm developed is quite different from other displacement measurement techniques including the one reported in [8] . A detailed bibliography and dis- cussion of other interframe coding techniques are given in [9] and [IO] .
A new technique for displacement measurement is described in Section 11. This technique is based on an efficient 2-dimensional search procedure. The results of applying 'this technique for measurement of the displacement on two sets of images are reported in Section 111. We find 8-10 dB reduction in variance of the interframe difference signal as a result of motion compensation. Motion compensation is applied for analysis and design of interframe hybrid coding methods in Section IV. Summary and conclusions are presented in Section V. In the Appendix we give a proof of the convergence of the search algorithm.
A DISPLACEMENT MEASUREMENT ALGORITHM
In this section, we describe a method of measuring interframe motion for digitized images. First, we approximate the interframe motion by piecewise translation of one or more areas of a frame relative to a reference frame. The segmentation of an image into areas, each of which is undergoing approximately the same translation, and the measurement of the magnitude and the direction of the translation of each area is a difficult task. Cafforio and Rocca [3] describe a method for segmentation and measurement of the displacement of a single moving object in a stationary background. Then, extension of the method to more than one moving object has also been shown. The method becomes increasingly complex as the number of moving areas increases and the size of the image grows larger, since the information concerning segmentation as well as translation is to be coded. Coding of segments with arbitrary boundaries increases the complexity as well as the length of the code to be utilized.
A simpler method is to segment an image into fBed size, small rectangular blocks and to assume that each of these areas is undergoing independent translation. If these areas are small enough, rotation, zooming, etc., of larger objects can be closely approximated by piecewise translation of these smaller areas. It avoids the problem of coding the segmentation information and only the displacement vector of each block needs to be coded.
A method which has been used for the measurement of displacement between two given images, particularly for aerial guidance, is area correlation [ 1 11 , [ 121 . This consists of calculating the crosscorrelation function of the two images. The location of the peak of the correlation function gives the displacement vector. The cross-correlation function is usually calculated via the fast Fourier transform (FFT). To improve the accuracy of this method some high-pass filtering (which 0090-6778/81/1200-1799$00.75 0 1981 IEEE could be done in the spatial domain [l 11 or the Fourier domain [12] ) of the images is useful. We have found that the accuracy of the area correlation method is poor when the block size is .small and the blocks are not undergoing pure translation. The method presented here performs significantly better under most circumstances for interframe image displacement estimation. This method requires a search for the direction of minimum distortion (or DMD) and is described below.
First, the image is divided into smaller rectangular areas, which we call subblocks. Let U be an M X N size subblock of an image and UR be an (M + 2p) X (N + 2p) size subblock of a reference (neighboring) image, centered at the same spatial location as U, where p is the maximum displacement allowed in either direction in integer number of pixels.
Let us define a mean distortion function between U and VR as
where g(x) is a given positive and increasing distortion function of x, e.g., g(x) = x2 would correspond to D(i,j) as mean square error function. The direction of minimum distortion is given by (i, j ) , such that D(i, j ) is minimum. One difficulty with finding the DMD as stated above is that it requires evaluation of D(i, j ) for (2p + 1) X (2p + 1) directions, and even for motions up to 5 pixels along either side of the axes one has to search 121 directions. A solution to overcome this difficulty is found by making the assumption that if then for m = i -q , n = j -1, the functions are increasing functions of both I m I and In I, i.e., for 1 < k < 4, o r I m l < i m ' I a n d I n . I <~n ' I
where I I represents the absolute value. It means that the distortion function. monotonically increases as we move away from the DMD along any direction in each of the four quadrants. For g(x) = x 2 , the above would be satisfied if the covariance function of images is a decreasing function of dis- Most image covariance functions satisfy this condition, at least in a neighborhood extending to several pixels. Fig. 1 shows the locations of various distortion functions. We point out that the condition in (3) does not require D4(ml, n l ) to be less than D4(m2, n2) or vice versa, even if they are equidistant from Do. All that it requires is that D 4 ( m 2 , n l ) be less than D4(m1, n l ) and D4(m2, n2) (see Fig. 1 ).
With the above assumption, we use a 2-D directed search method, which is an extension of the binary or logarithm search [ 131 in one dimension. The search is accomplished by successively reducing the area of search. Each step consists of searching five locations which contain the center of the area, and the midpoints between the center and the four boundaries of the area along the axes passing through the center. This procedure continues until the plane of search reduces to a 3 X 3 size. In the fiial step all the nine locations are searched and the location corresponding to the minimum is the DMD. The algorithm is given below. 
A 2-0 Logarithmic Search Procedure for DMD:
Step I : (initialization)
where 1.1 is a lower integer truncation function.
Step 2: M'(n) + M(n).
Step 3: minimum. If i = 0 and j = 0, go to Step 5; otherwise go to
Step 4.
Step 4:
go to Step 3.
Step 5: n +-4 2 . If n = 1 , go to Step 6; otherwise, go to Step 2.
Step 6: the algorithm would converge to a point on the boundary which is closest to the DMD if the condition of (3) is satisfied.
EFFECTS OF MOTION COMPENSATION ON INTERFRAME VARIANCE
1 the search algorithm is given in the Appendix.
The method of DMD displacement measurement discussed above was applied to the "Cronkite" and "Chemical Plant" image sets, each containing 16 frames of 256 X 256 pixels quantized uniformly to 8 bits. Fig. 3 shows typical frames of these data sets. These were obtained from digitization of 24 frame-per-second motion pictures. The former were obtained with fured camera position and the latter were photographed from a helicopter. The distortion function g(x) = x' was used so that the DMD would correspond to minimum mean square error in registration of the subblocks. A subblock size of 16 X 16 was chosen. The sizes 16 X 16 and 32 X 32 were found to be good compromises between accuracy of piecewise translational approximation of the motion, the cost of transmitting displacement vectors, and the complexity of data compression schemes using motion measurement. For the multiframe data, when the reference image is a neighboring frame of the image relative to which motion measurement is done, the variance of the interframe differences is called interframe variance (IFV). Once the DMD for a subblock has been found, the area of the reference image in the direction of the DMD is taken as the motion compensated estimate of the subblock. By collecting all the motion compensated estimates from the reference frame, one obtains the motion compensated reference frame. If ( 4 , l ) is the displacement vector of the DMD, then D(4, I) is the IFV with motion compensation and D(0,O) is the IFV without motion compensation for that subblock. These quantities for a frame are obtained by averaging them over all the subblocks.
The effect of motion compensation can be indicated by the improvement in the signal-to-noise ratio (SNR) if the frame differences are encoded. We define SNR = 10 log, 0 (peak-to-peak value of the signal)' (variance of error) dB.
The improvement in SNR also represents the reduction in IFV due to motion compensation. is a large frame-to-frame variation in the IFV without motion compensation due to variation in motion activity as a function of time (4.64 dB between frames 6 and 7 of "Cronkite" image set). After motion compensation this variation becomes negligible giving a nearly constant variance. This means that we could use a stationary prediction model for pixels along their motion trajectory.
Effect of Displacement on Temporal Correlation
The foregoing algorithm measures displacement up to an integer number of pixels per frame. Higher accuracy (up to a
in further lowering the variance of the prediction error, resulting in higher levels of compression. In theory,it is possible to achieve higher accuracy by interpolating between the displacements of a pixel over several frames. This will generally increase the frame storage requirements as well as the complexity of the method.
A simpler and yet effective alternative is to use a prediction model along the estimated motion trajectory where the prediction rule is designed to account for the motion uncertainty.
Let #(x, y , t), a zero-mean random variable, denote the intensity of the pixel at location (x, y). Let each image be a sample of a 2-D homogeneous stationary random field whose covariance is given by where E [ * ] denotes the expectation and u2 is the variance of #(x, y , t). If (x + dx, y + dy) is the new location of the pixel at time t + d t , then the trajectory of motion is given by # ( X , y , t ) = #(X + dx, y + dy, t + dt).
(7)
Let dx and d y be the estimates of dx and dy, respectively, and let be the motion estimation error.
The motion compensated interframe estimate uc is given by uC(x + z x , y + dy, t + d t ) = #(X, y , t).
The temporal correlation after motion compensation is given E [uC(x+z,y+dy,t+dt)u(x+dx,y+dy,t+dt) 
U2
Assuming Jx, & to be independent random variables and using (7) and (8) we obtain
( 1 1) For small x , y most image covariance functions can be approximated by a function linear in Ix I, ly I, giving Thus, from the distributions of ax and & one can obtain the temporal correlation. The motion compensated interframe variance is defined as
(1 4) or T h s relation is useful in estimating the temporal correlation from the motion compensated IFV measurement. Now, if we use a motion compensated predictor defined as
; ( X + & , y + & , t + d t ) = m ( x , y , t ) (1 6)
then it is easy to show that for given displacement estimates dx, dy, the ic given above is the optimum mean square estimate of u(x + dx, y +-dy, t + dt) and the associated variance of the motion compensated prediction error is given by
(1 7)
= u2(1 -2).
(1 8)
Since a is a correlation .parameter, 101 1 < 1. Comparing (14) and (18) we conclude that 0' < t 2 . This means that the motion compensated prediction rule (1 6) will further improve the performance of an interframe predictive coder, especially if a is not very close to 1. Since we found the motion compensated IFV to be nearly constant, a constant value of the temporal correlation can be used for all the pixels. In the sequel we will find the above results useful in analyzing the and " performance of interframe coders. 
Equation (12) is also useful for measuring the average dis-
respectively, where 
which gives h = 0.25. Thus, if we assume Jx, Jy to be uniformly distributed, the maximum error in displacement measurement would be + O S pixel.
IV. APPLICATION TO DATA COMPRESSION
In this section we will show the usefulness of the estimated motion in data compression for transmission or storage of images.
Frame Skipping
Frame skipping (temporal subsampling) is one of the simplest methods of data compression for interframe motion images. For simplicity of discussion, suppose only the alternate frames are skipped. (Our discussion can be easily ex: tended to other cases.)' With no knowledge of motion trajectory of the pixels, a skipped frame is generally reproduced either by repeating the preceding frame or by interpolation between the preceding a d the following frames. Both of these methods have serious effects on the quality of motion repro- Let u 2 k be a subblock of the (2K)th frame where frames 2, 4, -e, 2k, have been skipped. Then U 2 k * , the reproduced value of u 2 k , is obtained (without motion compensation) as Once the motion trajectories of all the pixels are known, various image coding techniques [9] , [lo] can be applied by adapting them along these trajectories. For example, in predictive techniques (DPCM or hybrid coding) the predictor will use pixels that lie on the motion trajectory. For three-dimensional transform coding, one would select spatial blocks which lie on the motion trajectory.
We have applied the motion compensation in conjunction with the interframe hybrid coding, which has been discussed Frame Interpolation where f ( x ) is the mean square distortion function of anx-bit (22) Max quantizer whose input has unit variance. Assuming noisefree transmission, the average mean square distortion for an N X N block is given by can be overcome by predicting or interpolating the pixels of the skipped frame along its motion trajectory. Thus, with motion compensation, (22) and (23) (28) is minimized. Now, the distortion rate function for motion compensated hybrid coding can be determined as follows.
Let ax, Jy, which represent displacement uncertainty in pixels/frame, be identically distributed random variables. For the purpose of computing the distortion rate function we choose the following two distributions-Gaussian probability distribution N ( p , o) which as mean p and standard deviation u, and a uniform distribution B@, q ) defined in the interval (p, 4) . Given the probability distribution models for Jx, & and a spatial covariance model, we can find the temporal correlation coefficient a via (12). In our study the isotropic covariance model of (1 9) was used '(with p = 0 9 5 for "Cronkite" images and p = 0 9 for "Chemical Plant" images). Then for each fured b , we minimize (28) with respect t o b, such that brn ,n 2 0 are integers and (29) is satisfied. This is done quite easily following the integer bit allocation algorithm given in (about 2.5 dB at 2 bits/pixel). Motion compensation results in additional gain (about 7 dB). The actual gain achieved for a block will depend on the extent of displacement for that block and will vary from block to block since not all the blocks undergo the same displacement.
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Experimental Results
An extensive simulation of several hybrid coding algorithms, viz. conventional, adaptive, and adaptive with motion compensation (with and without frame skipping and interpolation), were performed on .the two data sets. While full details may be found in [7] , here we summarize the key results and conclusions.
In the adaptive algorithm each block is classified into one of four classes based on the IFV (with or without motion compensation). In general it is a measure of combined spatial and temporal activity of the block under consideration. With motion compensation it is expected primarily to measure the spatial activity. For each class we define a spatial correlation model of the form R ( l x I, ly I) = exp (-da12x2 + a22y2)
where e-"l & p x , e-"2 p,, define the one pixel correlations along the x and y directions. The transform coefficient variances uv2(m, n) are determined from this model. The temporal correlation a is also determined from this model and the. uniform probability density model B (-0.5, 05) for the displacement uncertainties.
The algorithm could be operated in two modes, with and without skipping the alternate frames. The skipped frames are interpolated along the motion trajectories as described before. Table I1 gives typical parameters for different classes for the "Cronkite" data set. It was noted that the temporal correlation after motion compensation is reduced when frames are skipped. This means our ability to predict motion decreases as the temporal resolution decreases, a result whichis expected. Table I11 shows that the overall SNR at an approximate bit rate of 0.25 bits/pixel/frame is the same with and without frame skipping. However, the former has a better spatial reproduction while the latter has better temporal reproduction. In Table IV we give the same results without motion compensation. Some of the coded images together with the error images are shown in Fig. 8 . Comparison of the picture quality as well as the entries of Tables I11 and IV shows an improvement in bit rate due to motion compensation by a factor of two at low bit rates. The bit rates reported here 'include the overhead for transmitting the displacement vector and classification bits wherever applicable.
Remarks

1)
The foregoing methods differ considerably from other methods including that of [8] . The displacement measurement algorithm and its utilization in predictive coding are basically different. Our experience shows that. a displacement measurement 'based on low bit quantized values used for transmission results in significant degradation of the accuracy of the displacement vector. Quantization noise further reduces the temporal correlation, thereby lowering the achievable compression. ' 2) Although we used Fig. 6 (b) for our motion compensated hybrid coding simulations, the complexity of our coder can be reduced by implementing it as shown in Fig. 9 , where the DCT operations are performed on the prediction error. Compared to Fig. 6(b) , we now have only one DCT and one 'in: verse DCT operation at the transmitter. The realization of Fig.  9 is only applicable for a constant value of a! for all the elements of V as used in our experiments. For a general case where a is variable one would need the added complexity of Fig. 6(b) . We used the algorithm of Fig. 6(b) because it facilitated the use of a single computer program for simulating the several.different hybrid coding algorithms that were compared. Conceptually, the algorithm of Fig. 6(b) is more illustrative in demonstrating the idea of motion compensation in interframe coding and also in developing the distortioirate analysis for this method.
3) The adaptive hybrid coding algorithm described above is a variable bit rate scheme. The same algorithm used in a.nonadaptive manner will become a fixed bit rate scheme, but its performance will not be as good. Our results indicate that without motion compensation the adaptive scheme' has a bit rate roughly half that of the nonadaptive scheme [7] . The algorithm described here seems suitable for videotelephone, video conference, etc. For these applications the variable bit rate is not expected t o result invery large buffer requirement. 4) Although we have primarily used motion compensation with hybrid coding, it can be used in conjunction .with three-dimensional DPCM as well as with three-dimensional transform coding. With DPCM, the algorithm would differ form coding is possible but would increase the complexity too much. Compared to three-dimensional adaptive transform coding (using a classification method similar to the one used here), the motion compensated adaptive hybrid coding has lower complexity and gives higher SNR.
V. SUMMARY AND CONCLUSIONS
A new displacement measurement technique for interframe coding has been presented. The technique is based on dividing a frame into smaller rectangular blocks and finding the direction of minimum distortion (DMD) for each block. An efficient search technique over a 2-D plane has been devised for finding the DMD. Use of the displacement vector was shown in analyzing and designing interframe motion compensated hybrid coders. Motion compensated hybrid coders can be useful in achieving low bit rates for transmission or storage of interframe images. Bit rate reduction by approximately a factor of two seems possible by using motion compensation.
from that of Fig. 9 only in that the two-dimensional prediction error sequence ek(m, n) will be coded by a twodimen-A PROOF OF THE DMD SEARCH ALGORITHM sional DPCM coder (rather than the transform coder used in Fig. 9 ). This will reduce the coder complexity as well as its A proof of the convergence of the DMD search algorithm performance much in the same way as two-dimensional described in Section 11 can be given as follows. Our initial DPCM does with respect to two-dimensional transform coding. estimate of DMD (q = 0,Z = 0 ) is successively incremented by Use of the displacement vector in three-dimensional trans-(i, j ) in Step 3. For any given search-step size n, there are three APPENDIX IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. COM-29, NO. 12, DECEMBER 1981 cases for the value of ( i , j ) found in Step 3: 1) i # 0 , j = 0 , 2 ) i = O , j f O ; a n d 3 ) i = O , j = O .
For cases 1) and 2) the straight lines Z = q and J = 1, respectively, divide the current region of search into two regions, one in which the DMD lies and the other in which it does not lie. This is guaranteed by the condition of (3). The region in which the DMD does not lie is excluded from further search by M '(n) + M ' -(-i, -j) in Step 4. After having gone through
Steps 3 and 4 repeatedly, the procedure will come to case 3) because we are searching over a finite region and we are successively reducing the region of search under cases 1) and 2).
Under case 3) the DMD is guaranteed to lie between the region bounded by the lines Z = q -n, I = q + n, J = 1 -n, and J = 1 + n due to the condition of (3). Therefore, the search-step size is reduced to n/2 in Step 5, and the procedure is repeated till n = 1. For n = 1 the DMD is guaranteed to lie within (q f 1, 1 f 1) and
Step 6 thus concludes the search by searching over all the nine points in this region.
