T he measurement of the impact of IT spillovers on productivity is an important emerging area of research. Studies of IT spillovers often adopt a "production function" approach commonly used for measuring R&D spillovers, in which an external pool of IT investment is modeled using weighted measures of the IT investments of other firms, industries, or countries. We show that when using this approach, measurement error in a firm's own IT inputs can exert a significant upward bias on estimates of social returns to IT investment. This problem is particularly severe for IT spillovers because of the high levels of measurement error in most available IT data. The presence of the bias term can be demonstrated by using instrumental variable techniques to remove the effects of measurement error in a firm's own IT inputs. Using panel data on IT investment, we show that measurement error corrected estimates of IT spillovers are 40% to 90% lower than uncorrected estimates. This bias term is increasing in the correlation between the IT pool and firms' own IT investment. Therefore, estimates from models of spillover pools are less sensitive to the issues identified in this paper when the spillover paths minimize the correlation between a firm's own IT investment and the constructed external IT pool. Implications for researchers, policy makers, and managers are discussed.
Introduction
Understanding the relationship between IT and productivity has been an important area of economic research for several decades. Although most prior literature has focused on the productivity of a firm's own IT investments, many researchers are shifting attention toward estimating social returns (i.e., "spillovers") from IT investment, both in the United States and abroad (Dedrick et al. 2003 , Van Reenen et al. 2010 . To assess the contribution of IT spillovers to productivity and growth, a common empirical strategy is to embed the aggregate pool of external IT investment from which a firm captures productivity spillovers into a production function, along with conventional inputs and a firm's own IT investment levels. This approach is derived from a large and influential literature focused on estimating the impact of R&D spillovers on productivity (e.g., see Griliches 1992) . A survey of the IT spillovers literature revealed more than 30 recent papers-of those that measure the contribution of IT spillovers to productivity, all but four use a variant of this approach. Lee and This paper demonstrates that the application of this empirical framework to the IT context can produce estimates that significantly overstate the size of IT spillovers. It focuses on a form of the errorsin-variables problem in which measurement error is present in a firm's own IT capital investment, and the external pool is modeled by aggregating the IT investments of other firms. It is well known that when there is measurement error in the IT input, estimates of the productivity of a firm's own IT investments will be biased toward zero. Because of (a) the problems with measuring and valuing IT and (b) the importance of accurately measuring the contribution of IT to productivity, this measurement problem has occupied a central role in the empirical literature on the productivity of IT investments (Brynjolfssonexternal IT pool measure is often highly correlated with firms' IT investments, measurement error can result in a significant upward bias being transmitted to the IT spillover coefficient. The transmitted bias is especially large when the IT pool is highly correlated with the firms' own IT inputs. For example, an IT pool constructed from the investments of other firms within the same industry tends to be highly correlated with a firm's own IT investments because firms within an industry share common opportunity and factor costs and often make similar investments.
This problem is particularly serious because of the measurement error in most available IT data that even in the most commonly used data sets has been estimated to be as high as 30% to 40% of the total measure variance (Brynjolfsson and Hitt 2003, Tambe and Hitt 2012) . Relative to data on R&D expenditures, which captures a larger fraction of R&D spending, most IT data capture a small fraction of total IT expenditures, which in addition to hardware expenses can include organizational restructuring, software, IT wages, and training. This paper demonstrates the effects of this measurement error on IT spillover estimates by removing the measurement error from IT capital or by constructing spillover measures less subject to measurement error biases.
The classic approach to removing measurement error involves the use of instrumental variables (IV), in which measurement error in the instrument is uncorrelated with measurement error in the primary measure. In this study, we use alternative measures of IT investment to remove measurement error in the IT measure and demonstrate the effects of this source of bias on our IT spillover estimates. After correcting measurement error in the IT input, the magnitudes of our IT spillover estimates fall by 40% to 90% in both cross-sectional and panel estimates.
We also consider how different modeling choices affect the size of the bias term produced by IT measurement error. The bias term is increasing in the size of the measurement error in the IT input and in the covariance between a firm's own IT investment and the constructed IT pool, and it is decreasing in the variance of the IT pool. The use of different types of transmission path data to construct the spillover pool can either decrease or increase the size of the bias term, depending on whether the use of these data reduces or increases the covariance between the IT pool and measures of own IT investment. This is noteworthy because unlike R&D spillovers, which tend to flow between technologically similar firms, IT-related innovations are likely to spill across industry boundaries through a variety of mechanisms because of the "general-purpose" nature of information technology. We show that the size of the bias term is sensitive to whether the particular transmission path under investigation reduces or increases the correlation between the spillover measure and a firm's own IT investment. When researchers do not benefit from observable linkages that describe the direction of spillovers, they often use IT spillover models with undefined pathways that we show are also highly correlated with own IT expenditures and therefore vulnerable to the transmission of bias.
These issues are important for a number of reasons. The measurement of IT spillovers has been identified as a promising area for future research because accurate estimates are critical for developing a thorough understanding of how IT affects growth (Dedrick et al. 2003 , Van Reenen et al. 2010 . As an economic externality, IT spillovers are an issue of special interest to economists and policy makers. For example, in sectors where IT spillovers are economically important, policy makers may consider applying public funds to stimulate growth. Accurate estimates of the sizes of spillovers produced by IT investments are a prerequisite for effectively allocating these subsidies, and subsidies based on inflated estimates of IT spillovers will not have the desired effects. Establishing the size of IT spillovers also has implications for understanding variation in IT returns and the allocation of IT value among firms, both of which are of interest to IT researchers and managers.
The paper contributes to a large and established literature on the measurement of IT productivity. Over the past two decades, the IT productivity literature has benefited greatly from studies that examine how modeling and measurement decisions affect estimates of IT value (some notable examples are Barua et al. 1995 , Mooney et al. 1996 , Barua and Lee 1997 , Chan 2000 , Santhanam and Hartono 2003 , Zhu and Kraemer 2003 , Devaraj and Kohli 2003 , Brynjolfsson and Hitt 2003 , Burton-Jones and Straub 2006 . This paper is in the same spirit but is among the first to be focused on issues related to the measurement of social rather than private returns to IT investments. Given the broad difficulties that researchers have faced measuring R&D spillovers, this is likely to be a fertile topic-in fact, recent and influential papers in the management and economics literature have focused on the challenges associated with accurately estimating R&D spillovers (Breschi and Lissoni 2001 , Knott 2008 , Knott et al. 2009 , Bloom et al. 2011 . However, to the best of our knowledge, this paper is the first to focus on measurement problems for IT spillovers and is the first to focus on this particular source of measurement-error related bias in either the IT or R&D context.
Background Literature
One of the primary challenges faced by IT value researchers has been the lack of robust, consistently Downloaded from informs.org by [165.123.34 (Dewan and Min 1997, Brynjolfsson and Hitt 2003) , IT employment data collected through surveys (Lichtenberg 1995, Brynjolfsson and , IT asset allocations collected from managerial surveys (Bharadwaj 2000 , Aral and Weill 2007 , Saunders 2010 , Mithas et al. 2011 , and IT labor data from archival sources (Tambe and Hitt 2012) . Most of these data sources-for example, estimates of IT capital stock from managerial surveys-contain significant errors because of the difficulties associated with estimating and valuing IT capital stock (Brynjolfsson 1993 , Dedrick et al. 2003 .
IT assets are difficult to measure for several reasons. First, because of the widespread use of information technologies within the firm, a large fraction of IT hardware purchases may be transacted without the knowledge of IT personnel, making it difficult for an IS manager to assess the total value of computer capital stock in the firm. Second, rapid changes in the quality-adjusted pricing of computer hardware have made it difficult to accurately estimate the value of information technologies within the firm. This problem is further aggravated because IT assets can differ along many intangible dimensions, and assigning values to all of these can be difficult (Brynjolfsson and Hitt 2000) . Finally, a considerable portion of the value created by IT, such as the creation of software, IT-enabled business processes or databases, is not recorded by conventional measurements of IT capital stock, but may represent a large fraction of a firm's IT investment. To the extent that the ratio of hardware to these types of IT assets varies across firms, further measurement error is introduced. Brynjolfsson and Hitt estimate that in the CITDB IT capital stock data set, probably the largest and most widely used data set for IT productivity research, the error variance may be as large as 30% to 40% of the total measure variance (Brynjolfsson and Hitt 2003) .
This type of IT measurement error exerts a downward bias on estimates of the productivity of IT investments, which is one reason that it proved difficult for many years to provide evidence of positive returns to IT investment (Brynjolfsson 1993) . Because of the important role played by IT measurement error in the IT "productivity paradox," contributions related to modeling and measurement error have played a key role in advancing the IT productivity literature (Barua et al. 1995 , Greenan and Mairesse 1996 , Barua and Lee 1997 , Brynjolfsson and Hitt 2003 . To address the effects of measurement error on IT estimates, researchers have used several different approaches, including using long differences to reduce the effects of random measurement error (Brynjolfsson and Hitt 2003) , using instrumental variables to correct measurement error (Tambe and Hitt 2012) , restricting the sample to a homogeneous set of firms (Barua and Lee 1997) , and using statistical models of measurement error to correct biased estimates (Greenan and Mairesse 1996) . In general, these studies find that correcting or reducing measurement error significantly raises the estimated returns to IT investment, as predicted by the classic errors-in-variables framework.
Because the IT productivity paradox has largely been resolved through the use of better data and improved methods, some of the attention in the IT value literature has turned toward estimating social returns to IT investment, which has been identified as an important area for future research and is necessary for developing a full understanding of how IT investments affect growth (Dedrick et al. 2003) . Firms may derive benefits from the IT investments of other firms through mechanisms that facilitate the transfer of know-how related to new technologies, standards, and practices. Given the uncertainty and costs associated with matching new work practices to new technologies, it may be easier for firms to imitate other firms when adopting new IT-enabled production methods rather than having to discover the right combinations of practices on their own through trial and error (Brynjolfsson and Hitt 2000) . Other potential sources of IT externalities include benefits derived from networked applications that enable superior coordination with other firms including suppliers and customers (Cheng and Nault 2007, 2011) . The productivity benefits derived from rising levels of external IT investment, therefore, may be substantial and may have important implications for explaining a firm's own productivity as well as other economic phenomena such as regional variation in IT adoption and IT returns (Forman et al. 2005) .
The literature providing econometric evidence of IT spillovers, however, is in its relative infancy. It has primarily used methods derived from the literature on R&D spillovers in which researchers embed a measure of the public R&D pool into a production function along with other factors of production to estimate how much the public pool of R&D knowledge contributes to productivity. However, even for estimating R&D spillovers, where investment data are more systematically and comprehensively collected, the circumstantial nature of the approach presents a number of econometric challenges. Surveys of the empirical R&D spillovers literature demonstrate significant variation in R&D spillover estimates (Griliches 1992 Nadiri 1993) , and these surveys emphasize the importance of better data and techniques for creating more accurate estimates of R&D spillovers. Concerns about the interpretation of R&D spillover estimates have also motivated a recent literature focused on the limitations of the production function approach for assessing the contributions of R&D spillovers to productivity and growth (Breschi and Lissoni 2001 , Knott 2008 , Knott et al. 2009 , Bloom et al. 2011 . These studies have focused attention on how differences in the way R&D spillover pools are measured and modeled can lead to large differences in estimates as well as on the importance of using data on the microfoundations of knowledge diffusion to improve the accuracy with which spillovers can be studied.
Like R&D spillovers, IT spillovers also have important implications for growth policy and strategic decision making and therefore merit the same attention to factors that affect the accuracy of estimates. Although the measurement of IT spillovers shares many econometric challenges in common with the measurement of R&D spillovers, the issues with measuring and valuing IT have been a longstanding problem in the IT literature and introduce unique difficulties for the measurement of IT spillovers. In the next section, we analytically demonstrate why IT measurement error-which led to understated IT estimates in the earlier IT productivity literature-may lead to inflated estimates of IT spillovers.
Analysis

Framework
We begin by describing the production function approach commonly used for estimating the relationship between productivity and external IT investments, motivated by the literature on the productivity of R&D spillovers. The basic framework, pioneered by Griliches (1979) , relates a firm's output to conventional inputs (X it ), its own investments in the knowledgegenerating asset (K it ), aggregate investment in the industry (K at ), and total factor productivity (B):
The productivity of a firm depends not only on its own investment in the knowledge-generating asset but also on investments in the knowledge-generating asset that are external to the firm. Implicit in this model are "transmission paths" through which firms capture productivity benefits from the investments of other firms. For example, know-how from other countries may spill in through trade or foreign direct investment, and firm-level productivity spillovers may occur through the transfer of knowledge from patent disclosures, supplier innovations, competitor 2 In this paper, we focus on estimating the contribution of spillovers at the firm level, and we emphasize results based on this production framework. Our results, however, are also applicable to studies at more aggregate levels, especially in contexts in which input measurement is subject to significant error. In this paper, following the most common approach, we analyze a Cobb-Douglas specification in which output (Y ) at time t of firm i in industry j is related to conventional inputs (capital C and labor L), knowledge capital (K), and the aggregated knowledge capital of other firms (K a ). A loglevels version of this model can be written as follows:
where lowercase variables denote logs and the coefficients are output elasticities. This model forms the basis of much of the empirical work that appears in the literature and in the rest of this paper.
Errors-In-Variables Bias
The biases discussed in this paper arise from measurement error in inputs, and to the best of our knowledge, this is the first treatment of this issue in either an IT or R&D setting. It is well known that measurement error in an independent variable leads to inconsistent estimates. The estimate of the coefficient on the mismeasured variable is biased toward zero (the "attenuation bias"), and this bias can be transmitted to other variables, with the direction of the transmitted bias term determined by the variance-covariance matrix of the observations (e.g., see Levi 1973) . Since spillover models are inherently "network" models, there is likely to be a high degree of correlation in the IT spillover pool and own IT measures due to homophily in networks-the link structure of the network tends to cluster firms according to factor costs, opportunities, and investment behavior. Therefore, measures of a firm's own investments in IT or R&D will tend 57 to co-vary with the aggregate pool of investment in these factors in specifications such as the one shown in (2). For example, because firms in a given industry experience similar factor costs and technological opportunities, firms in industries with high IT intensity tend also to invest heavily in IT. In these cases, some of the bias from the mismeasured IT input will be transmitted to the coefficient on the IT spillover term, creating an upward bias on that coefficient. The size of the bias term is increasing in the covariance between these inputs and, because of the small sizes of spillover estimates relative to other production inputs, can be of the same order as the estimates themselves. Several pathways have been commonly used in the literature-e.g., supply chain weights, industry weights, and trading weights-to construct measures of IT spillover pools. Our results generally suggest an upward bias whenever a positive correlation exists between own IT investment and the spillover pool.
More formally, consider a model in which, for simplicity, we assume only two inputs to production, 3 own investment (x k ) and the aggregate investment of other firms that benefits the focal firm through spillovers (x s ), and suppose that the relation
is known to hold between the true values of y x k , and x s . We also make standard homoskedasticity assumptions as well as assume that E = 0, that all variables are measured as deviations from means (eliminating the need for a constant), and that is independent of both x k and x s . Furthermore, suppose that the first independent variable, x k , is measured with error
and that x s , constructed as the weighted average of the mismeasured input of other firms, is also measured with error
Ordinary least squares (OLS) estimates can be written
3 We restrict the analysis to only these two inputs because the relationship of particular interest involves the correlations between the two variables (IT and the industry aggregate IT measure) and measurement error in the IT variable. Other factors (such as labor) may include some error, which may also be transmitted to the spillover estimate, but the impact is likely to be less severe because of weaker correlations and less measurement error. Moreover, the two input model provides the insights required to motivate the empirical analysis while keeping complexity to a minimum.
where is the covariance matrix of the observations x, and is the covariance matrix of the error terms on the independent variables. In our two-variable case, this can be expanded to
The coefficient estimates on each term are a linear combination of their true values, attenuated by measurement error, and an upward bias transmitted from measurement error in the other input.
When spillover values are positive, the attenuation bias and the bias transmitted from mismeasurement in own IT capital move in competing directions. An analysis of the conditions under which the net effect results in an upward bias on the spillover estimate is presented in Appendix A. We also present numerical tests indicating the parameter values required for this net effect to turn negative. In general, the effects of downward attenuation are smaller than the upward bias transmitted from own IT capital in all conditions except where the covariance between the two variables is close to zero and the true value of the spillover coefficient is very high relative to own IT capital. In the conditions characterizing most existing studies on IT spillovers, the net effect is likely to be in an upward direction. We explicitly test this in our empirical analysis below by removing each of the types of measurement error from the two measures to estimate how they each impact the spillover estimate. We also expect the bias transmitted from the spillover coefficient to the own IT coefficient estimate to be smaller than that transmitted to the spillover pool because the error variance of the spillover term is likely to be smaller than the error variance of own IT capital because of the convexity of the weighting terms in (5) and because most existing studies suggest that the output elasticity of own IT capital is greater than that of IT spillovers. Therefore, we expect the Information Systems Research 25(1), pp. 53-71, © 2014 INFORMS second term on the right-hand side of (9) to be the most pernicious of the biases in (8) and (9) and to have the largest impact on the own IT and spillover estimates. This bias term is increasing in both the covariance between the two inputs and the error in the mismeasured input. When there is no measurement error, we recover the unity matrix, so OLS estimates converge to their true values. If the two inputs are uncorrelated, the estimates are attenuated versions of their true values, but there is no transmission of bias from the other input. In practice, however, if the spillover term is constructed as in (5), we expect the two inputs to co-vary because firms collocated in industries with high IT intensity, such as finance, are likely to invest heavily in IT. The size of the bias on the spillover coefficient is also decreasing in the variance of the spillover pool. All other things being equal, therefore, the largest bias terms will result from spillover pools that co-vary closely with the measure of own investment and that exhibit little variation.
The above analysis applies to cross-sectional models, but many studies use panel estimators to account for individual effects. When using fixed-effects estimators, estimates of the contribution of IT capital stock are produced by variation in own IT investment within a single firm at different points in time, which tends to be smaller than the variation in IT investment occurring across firms. Although the ultimate effect on the estimates depends upon on the structure of the measurement error, measurement error problems are generally thought to be exacerbated by the use of fixed-effects estimators (Solon 1985 , Wooldridge 2001 because in the presence of measurement error, these estimators often decrease the "signal-to-noise" ratio between variation in the measure and variation in the error term Hausman 1986, Mairesse 1992) . Random effects estimators use both cross-firm and within-firm variation to produce estimates, so the effects of the bias term on random-effects estimates should lie somewhere in between that of OLS and fixed-effects estimates. In our analysis below, we demonstrate that the bias term from the OLS case persists when using fixed-effects or random-effects estimators.
Using Instrumental Variables to Demonstrate
Biases Caused by IT Measurement Error Our strategy is to demonstrate the effect of the bias term discussed in this paper by removing measurement error from the own IT capital measure. The most common method for addressing this type of errors-in-variables problem is to use a second measure of IT investment as an instrumental variable, where errors in this second measure are uncorrelated with errors in the original IT investment variable (e.g., Hausman 2001 , Chen et al. 2007 provide a recent survey of measurement error models). In our empirical analysis, we discuss the alternative measures of IT investment used in this analysis as instrumental variables for our primary measure of IT capital as well as why they meet the conditions necessary to fix the errors-in-variables problem. Removing these errors eliminates the second term in (9).
5
Our approach is subject to several caveats. Difficulties in producing bias-corrected estimates of the impact of own IT investment or R&D spillovers on productivity have been extensively documented in the literature, and as a practical matter, finding effective instruments to deal with all of the potential omitted variable problems for IT investments in productivity equations has proven to be difficult (Aral et al. 2006 discuss this issue at length). For example, understanding the effects of unobserved organizational complements on estimates of IT productivity is a topic of ongoing interest in the academic literature (e.g., Saunders 2010 is a recent example), and these unobserved organizational assets are also likely to produce an upward bias on IT spillover estimates if some of these complements can generate productivity spillovers.
6 Estimating spillover effects also raises additional econometric challenges-for example, the well-known "reflection problem" makes it difficult to identify the parameters of interest in R&D and IT spillover frameworks (Manski 1993) .
The measurement error corrected estimates that we report, therefore, are still subject to the other common biases that impact IT productivity and IT and R&D spillover estimates. These biases, however, are likely to be present in most, if not all, existing IT spillover estimates, so our findings can be understood as improving on conventional methods being used to estimate IT spillover effects, conditional on these estimates being subject to other sources of bias that are likely to be identified and treated in future research. This approach is similar to that used by papers in an emerging literature on econometric difficulties with estimating R&D spillovers (Knott 2008 , Knott et al. 2009 , Bloom et al. 2011 . These papers generally advance the literature on R&D spillovers by focusing on one or more difficulties with the interpretation of existing R&D spillover estimates. However, the estimates in these papers are still subject to other longstanding econometric issues with estimating R&D spillovers.
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Nevertheless, recent studies suggest that the endogeneity bias in IT investment appears to be relatively low (e.g., Tambe and Hitt 2012) , so measurement error related biases are likely to be among the larger sources of bias. Moreover, the bias on the spillover term caused by measurement error in own IT capital is upward so it is particularly important to address because it can lead to spurious estimates of the impact of IT spillovers on productivity.
4. Data 4.1. Primary Data Our primary IT data set is constructed by combining computer stock data from Computer Intelligence InfoCorp (CII) with financial information from Compustat. Capital rental prices are provided by the Bureau of Labor Statistics (BLS), and price deflators are obtained from government sources. CII collects data for the 1,000 largest firms in the United States (Fortune 1000). Our panel consists of 3,118 observations over the eight-year period 1987-1994 after omitting firms with incomplete data and those that had missing data other than at the beginning or end of the measurement period.
Sample statistics for these firms are shown in Table 1 and the progression of how the means vary from year to year for these firms is shown in Appendix B. The firms in the sample are large, averaging $1 billion in value-added. Within the sample, 57% of the firms are from the manufacturing industry; 41% from service; and 2% from mining, construction and agriculture. Some service industries-banking and insurance-are largely excluded because many of the firms in these industries do not report ordinary capital stock on Compustat. Because these industries are particularly computer intensive, the firms in our sample are somewhat less computer intensive than the economy as a whole. Otherwise, our sample appears to be broadly representative of large firms in the U.S. economy, and firms in the sample account for about 15% of total U.S. economic output over our sample period. Correlations between key regression variables are shown in Table 2 . Note. All variables are in logs.
Data for Instrumental Variables
To test the hypothesis that measurement error in own IT capital produces an upward bias in IT spillover estimates, we remove the measurement error from own IT capital by using alternative measures of IT capital stock as instrumental variables. The first alternative IT measure was collected from the marketing research firm International Data Group (IDG).
To remove the effects of measurement error in our primary IT capital measure, the measurement error in the IDG-provided instrumental variable must be uncorrelated with the measurement error in our IT capital stock measure as provided by CII. The independence of the error terms of these two different measures derives from the different methods through which these two market research firms value IT capital. CII conducts surveys to track specific pieces of computer equipment at the site level and interviews information systems managers, at intervals ranging from monthly to annually, to obtain detailed information on a site's IT hardware assets. The interview process includes checking on hardware reported in previous interviews to make accurate comparisons. CII assesses the market value of each piece of hardware and aggregates the numbers to form a measure of total hardware use at the firm. As mentioned above, these valuation data omit software, stored data, information system staff, and telecommunications equipment. Market valuation is performed by a proprietary algorithm developed by CII that takes into account market-based rental prices and machine configurations in determining an estimate.
IDG, by comparison, uses very different methods to collect its data. IDG surveys a single officer in the firm. The officer is asked to report the "market value of central processors" and the PCs and terminals in that firm. The number of PCs and terminals is multiplied by an estimated value, determined by the average nominal PC price over 1989 -1991 in Berndt and Griliches' (1990 study of hedonic prices for computers. Thus, both of these approaches include potential sources of error. However, because the CII data is collected at the site level from a number of managers, and the IDG data is collected from a single officer through survey questions, there is little reason to believe that errors between the two measures are correlated. Finally, because of higher accuracy from CII's more rigorous methods for counting, tracking, and valuing the assets, we use its data as our primary variable.
Unfortunately Information Systems Research 25(1), pp. 53-71, © 2014 INFORMS using only the subsample of observations for which the CII and IDG data are both available. However, the size of this sample limits the precision at which many of the key coefficients, and especially the panel coefficients on IT capital and the IT spillover term, are estimated.
To improve our estimates, we take two approaches. First, we report results when using the full CII data set, where we set the missing values of the IDG variable to zero and include a dummy variable in the first stage regression to indicate when the instrument is not available. This approach uses the variation in the available instrument values to resolve the errors-in-variables problem. This results in a weaker instrument but has the advantage of retaining the full sample to produce the remaining parameter estimates. In particular, the larger sample is helpful to increase the precision of both the IT capital and the IT spillover estimates both in cross-sectional and panel estimates. In Appendix C, we report the first-stage results from our instrumental variable regressions to demonstrate the trade-off between the strength of the first-stage regression and the sample size. One caveat to this approach is that firms that appear in IDG may be systematically more productive than firms that do not. However, the consistency of the results across the different instrumental variable sets makes this somewhat less of a concern.
We also supplement the missing IDG data with a second instrumental variable based on IT labor. IT labor measures were obtained from the data and measure construction described and benchmarked in extensive detail in other published work (Tambe and Hitt 2012) . This data set is based on firm-level IT employee counts created from the employment histories of a large sample of information technology workers collected through a partnership with a leading online job-search website and include information for each worker on employer name, job title, and dates of employment for every position ever held by that worker. Employment histories at this website are posted by close to 10 million unique individuals who are passively or actively seeking jobs and were aggregated to the employer level to create measures based on IT personnel counts. As with the IDG data, because of the independent methods used to create these measures, there should be little correlation in measurement error between the primary CII capital stock data and the IT investment measures based on the IT labor data set. These IT labor data are a weaker instrument than the IDG capital data but are used to show that our results are not particularly sensitive to the use of the IDG-based instrument.
Measurement of IT Spillovers
Overall Approach
We first use conventional methods to estimate the magnitudes of IT spillovers. We estimate a CobbDouglas production function in log-levels using data on value-added, capital, labor, IT, and measures of aggregate IT investment as described in Equation (2) above. Measures of IT capital stock are computed from the data sources described above using the same methods as other papers that use the same data sources (e.g., see Brynjolfsson and Hitt 2003) . IT spillover pools at the industry level are constructed using the aggregate IT capital stock of other firms in the same four-digit Standard Industry Classification (SIC) industry.
We demonstrate that using instrumental variables to remove the effects of measurement error in a firm's own IT inputs significantly reduces the magnitude of the spillover estimate, which is consistent with the presence of a bias term that is transmitted to the spillover estimate from measurement error in own IT capital. We repeat this exercise using a number of different samples and estimators. The estimated spillover coefficient changes across all of these tests, but removing measurement error from own IT capital in each model consistently lowers the overall value of the spillover estimate. Finally, we use different spillover models to show that the covariance between a firm's own IT investments and the measure of the external IT pool affects the size of the bias transmitted to the spillover pool from the measurement error in own IT capital.
Measurement Error and IT Spillovers
First, we produce estimates of spillovers using the specification described in Equation (2) and then demonstrate that correcting the measurement error in own IT capital reduces the sizes of these estimates by removing this source of bias. Our spillover pools are computed as the average IT investment of other firms in the same four-digit SIC code, although in a later section we examine how using data on spillover transmission paths affects the size of the bias term. Table 3 shows the results of estimating (2) with firm-level data on the 1,013 observations for Notes. Robust standard errors are shown in parentheses and are clustered on firm; columns (2), (4), (6), and (8) use the unmodified IDG IT capital measures as an instrument for the main CII based IT capital measure. Column (9) also uses the IT pool constructed using IDG data as an instrument for the main IT pool measure constructed using the CII data. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable. Columns (1) through (4) include the sample for which IDG and CII IT capital measures are both available. Columns (5) and (6) are the observations within that sample in manufacturing industries. Columns (7)- (9) are the observations in the sample used in columns (1)-(4) for which an IT pool instrument could also be created. a See Appendix C for full first-stage regression results. * p < 0 1, * * p < 0 05, * * * p < 0 01.
which CII and IDG IT capital data are both available. Columns 1 and 2 show estimates of the contribution of IT capital with and without measurement error correction. Application of the IDG based instrument, in column 2, increases the size of the coefficient on IT capital and reduces the contribution of other inputs. The increase in the own IT capital coefficient is consistent with removal of the attenuation bias caused by measurement error in the independent variable. For the instrumental variable regressions in column 2, we also report results from the first-stage regressions that suggest that the IDG instrument is highly correlated with the CII IT capital measure.
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Columns 3 and 4 show OLS estimates using the same sample with the IT pool included. The coefficient estimate on the IT spillover pool's contribution to value-added is positive but not significant, 8 but like the other inputs, the magnitude is reduced 7 Coefficient estimates from first-stage regressions are reported in Appendix C. 8 Our goal in this study is to provide evidence of an econometric issue with estimating IT spillovers rather than provide evidence for these IT spillovers. Therefore, we are more interested in changes to the size of these coefficients, rather than the coefficient sizes by application of the instrument (see column 4). In columns (5) and (6), we show the results from similar regressions on a subset of firms in manufacturing industries-a sector in which firms are significantly larger and IT measures may therefore contain more error. Column 5 shows that the coefficient estimate on the spillover term is positive and significant and is generally estimated with more precision than the estimate on the contribution of a firm's internal IT capital stock. The point estimate on the own IT capital coefficient is not significantly different from zero, but it is consistent in magnitude with the coefficient on own IT capital from the full sample. After applying the instrumental variable in (6), the magnitude of the spillover estimate falls substantially, and Hausman tests indicate that the coefficient changes are significant for both own IT capital and the IT pool.
The changes in these estimates after application of the instrument are consistent with the argument themselves. The emerging stream of literature cited in the introduction is focused on providing such evidence of these spillovers, and indeed, the magnitude of these spillovers is likely to be sensitive to the sample, depending on industry, time period, and other factors. Notes. Robust standard errors are shown in parentheses and are clustered on firm; columns (1) and (2) are the expanded sample using the modified IDG based instrumental variable. Columns (3) and (4) are the observations from the expanded sample in manufacturing industries. Columns (5) and (6) are the observations for which the IT labor measure is available. Column (7) uses both IDG IT capital and the IT labor measures as instrumental variables using the same sample used in (5) and (6). Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable. * p < 0 1, * * p < 0 05, * * * p < 0 01.
that mismeasurement in own IT capital transmits an upward bias to the spillover pool, but this form of measurement error in the spillover pool can also attenuate the spillover estimate. The analysis in Appendix A suggests that a downward attenuation bias for positive spillover estimates is likely to be dominated by an upward bias transmitted from own capital, but we can explicitly test this by removing the measurement error from the spillover term. In columns (7) through (9), we report results from regressions in which we apply instrumental variables to both the IT capital and the IT pool to estimate the size of the attenuation bias relative to the size of the upward bias transmitted from the mismeasured IT input. The instrumental variable for the IT spillover pool is constructed using the same methods as in Equation (5), except that we use IDG IT capital data instead of the CII IT capital data. The number of observations for which we can construct an industry level IT pool is fairly restricted because of limitations with the IDG data, so our estimates are subject to that caveat. However, in (7), we report regression estimates from the small sample of firms for which the data are available to construct IDG based IT pool measures. In (8), we apply IDG IT capital as an instrument for CII IT capital, which lowers the estimate on the IT pool, as in the prior regressions. In (9), we apply instruments for both the IT capital and the IT pool term. The changes in the coefficients are generally consistent with the argument in Appendix A. Applying both instruments together in (9) increases the value of the spillover pool estimate by removing the attenuation bias, but this effect is smaller than the downward effect of removing measurement error in IT capital. The bias transmitted in the reverse direction from the spillover pool to the IT capital measure is also minimal, which is consistent with the analysis presented above. These estimates are generally in line with the argument that the attenuation effect of measurement error in the spillover pool is small relative to the upward bias from measurement error in own IT capital.
In the regressions in Table 3 , the sample size somewhat limits the precision of some key estimates, and Hausman test results of the changes to the coefficients on IT capital and the IT spillover pools are close to significant but inconsistent. In Table 4 , we use larger samples to improve the quality of our estimates and to serve as a baseline for the panel estimates, which require a larger sample for more within-firm variation. We report estimates from regressions using an alternative set of instrumental variables that expands the sample size in exchange for a weaker first stage in the IV regression results.
9 First, we expand the sample by setting the missing values of the IDG variable to zero and include a dummy variable in the first stage regression to indicate when the instrument is not available. Although this weakens the instrument, the first-stage results, shown in Table 4 , are reasonably high, and expanding the sample produces more precisely estimated coefficients.
Columns (1) and (2) replicate the results from columns (3) and (4) in Table 3 , using a larger sample of firms with the expanded instrument set. The changes to the coefficient estimates on own IT capital and the IT pool after applying the instrument in column (2) are similar to those in Table 3 . Columns (3) and (4) of Table 4 replicate the results from (5) and (6) of Table 3 using only the sample of manufacturing firms. Although the results are similar to those in Table 3 when using only manufacturing firms, use of the larger sample in Table 4 produces a significant estimate on own IT capital, and the Hausman tests are significant for both own IT capital as well as the IT pool, although this is to some extent due to the larger increase in the IT capital coefficient caused by the weaker first stage. In columns (5) and (6) of Table 4 , we use IT labor as an instrument instead of IDG capital measures. Using IT labor as an instrument has a similar effect on the estimates on the IT capital and IT spillover terms. It increases the own IT capital coefficient and produces a corresponding fall in the spillover estimate, both of which are comparable in size to the effects when using the IDG measures as the instrumental variable for the CII measures. However, it has a very weak first stage, so some of the change in coefficients is due to inflating the estimates on own IT capital. Nevertheless, the similar results generated when using IT labor as the instrument support the argument that our findings are not particularly sensitive to using the IDG capital variable as an instrument. In column (7), we strengthen the first stage from column (6) by augmenting the IT labor measures with the IDG capital measures where available, and the results are largely the same as in the prior regression. The change in coefficient estimate is smaller, but the Hausman tests are significant. Overall, the estimates in Table 4 suggest that our results are not particularly sensitive to our use of the IDG data to remove the effects of measurement error in our primary IT capital measure.
Many spillover studies use fixed-effects or randomeffects estimators to account for unobservable firm effects. In columns 1 through 8 of Table 5 , we report panel estimates using the sample for which the IDG capital and IT labor measures are both available because of the higher sample size and because the IT labor data exhibit greater panel variation. Column 1 shows fixed-effects estimates without the spillover term. The coefficient estimate on IT capital is consistent with fixed-effects estimates produced by prior research using these data. Column 2 shows estimates from the same model after applying an instrumental variable. Column 3 shows elasticities for a fixedeffects specification after introducing the spillover term. The coefficient estimate on the spillover pool is positive and significant and is larger in magnitude than the estimate on own IT capital. Column 4 shows the measurement error corrected results after using the IDG and IT labor data as instruments for private IT capital stocks. The decline in the IT pool coefficient is consistent with the coefficient changes when using OLS in Tables 3 and 4 .
Columns 5 through 8 perform a similar analysis when using random-effects specifications, with the decline in the IT spillover term being of the same order as in the fixed-effects model after correcting measurement error using IDG IT capital measures and IT labor as instrumental variables. Generally, the estimates in Table 5 suggest that correcting the measurement error in own IT capital increases the coefficient estimates on private IT capital stocks and lowers the estimate on the IT pool when using panel estimators, but Hausman tests do not indicate a significant difference in the spillover coefficient when using our panel specifications. However, this is in part due to the limited power of these data and instruments for panel regressions-neither the change in IT capital nor the spillover coefficient is significantly different when using our instruments in panel regressions.
Overall, the observations on the other coefficients in these models are largely consistent with theoretical values (in the noninstrumented regressions) and exhibit comparable behavior to that reported in previous work. One result of note is that the direct coefficient on information technology capital rises significantly in the instrumental variables regressions, especially in the panel estimates. At least part of this increase is due to the correction for downward bias in IT capital contribution due to measurement error. However, the higher coefficient estimate may also be because the application of a second measure as an instrument accentuates the endogeneity of computer investment-that is, at least some of the correlation between our two measures of computer capital is due to short-run shocks driving up firm-level investment that may also be correlated with output. A closely related possibility is that the higher coefficient estimates may be reflecting a local average treatment effect-for example, cases where managers know their IT capital spending better may be better managed and more productive. 10 In both cases, the effects of omitted variable biases may be accentuated when they affect both the original variable and the Notes. Robust standard errors are shown in parentheses and clustered on firm; all instrumental variable regressions use both the IDG IT capital measure and IT labor measures as instruments on the sample for which IT labor is available. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable. * p < 0 1, * * p < 0 05, * * * p < 0 01.
instrument. Although this highlights the need for better instruments for IT, it is notable that the decline in the spillover term occurs despite these biases. Furthermore, if we set IT capital to its theoretical value, we see a similar reduction in the spillover coefficient, which suggests that changes in the direct IT coefficient by itself in the IV estimates are not responsible for the reduction in the spillover term estimates. The changes in the coefficient estimates with capital and labor set to factor share imply an error variance for IT capital measurement that is slightly less than 35% of the total variance in IT capital. The implied error variance for the spillover measurement is about one-third of this number. Thus, the relative sizes of the measurement errors required to produce the biases that we observe are in line with earlier studies that have found potential for significant error in IT capital measurement (Brynjolfsson and Hitt 2003, Tambe and Hitt 2012) . Moreover, these calculations coincide with the intuition that when the spillover term is highly correlated with own IT investment, it is essentially representing a lower variance estimate of direct IT returns and thus picking up some of the direct IT effect. Overall, these results in both pooled OLS and panel specifications demonstrate that (1) measurement error in firm-level inputs can create spurious increases in the estimated effects of externalities, (2) these problems also occur for panel methods, and (3) instrumental variables can be used to remove the measurement error and the effects of this source of bias from the spillover estimate.
This bias can potentially account for a substantial amount of variation in IT spillover estimates. In Table 6 , we show that under reasonable assumptions, using estimated values from the empirical analysis above, the ratio of the elasticities of the spillover pool to the elasticities of a firm's own IT investment can exhibit wide variation when we allow measurement error in the firm's own investments to bias the spillover term. To create the values in Table 6 , we use the relationships derived in (7) to compute how measurement error in the IT input, along with changes to the covariance between the spillover pool and own IT investment, affects the ratio of their estimated output elasticities. For reasonable values of the true ratio, the swing in values is large enough to accommodate a large amount of variation and demonstrates that the magnitude of spillover estimates relative to the estimates of own IT capital are very sensitive to measurement error in the input data.
How Modeling Affects the Impact of Measurement Error on Spillover Estimates
In the preceding section, we used instrumental variables to demonstrate that removing measurement error from own IT capital can significantly reduce the size of IT spillover estimates. In this section, we focus on how construction of the spillover pool measure affects the severity of the bias term. As mentioned Downloaded from informs.org by [165.123.34 .86] on 09 January 2015, at 16:16 . For personal use only, all rights reserved. Table 6 Computed Output Elasticity Ratios, IT Spillovers to Own IT Notes. Values illustrate how the ratio of the estimated output elasticities of the IT spillover pool and firm's own IT investments exhibits variation when measurement error in the firm's own IT stock can bias the spillover term.
Computations assume values for IT pool variances, IT stock variances, and error variances that are in accordance with estimates reported above. Left-hand column represents covariance between own IT investment and IT spillover pool. The variance of the measurement error is fixed at 25% of the total variance of the IT measure.
above, larger biases result from spillover measures that (1) co-vary with a firm's own investment levels and (2) have smaller variances. Therefore, even in the absence of instruments, more accurate spillover estimates will be obtained from models using data on spillover pathways that decreases the covariance between the measures of own IT investment and IT spillover pools and result in a larger variance for the spillover pool. On the other hand, the bias will be relatively more severe when the relevant mechanisms increase the covariance between a firm's own IT investment and the IT spillover pool or reduce the variance of the spillover pool.
We use a variety of data sources on transmission paths to show that the effects of using different data sources to create spillover models can either enlarge or reduce the bias term, depending on whether the use of these data increases or decreases the covariance between private investments and the spillover pool. The first data set we use comes from the same sources described above, CII data describing information technology investments at the intra-firm establishment level and other financial measures at the firm level from Compustat databases. We exploit elements of the data at the establishment level to model proximity. Specifically, we take advantage of the establishment-level data that assign SIC codes to different establishments within each firm. Firms in the sample have an average of almost 69 establishments per firm. In addition, and most important for this study, each firm, through its establishments, occupies a variety of industry positions. On average, firms in this sample occupy more than four different two-digit SIC categories. Thus, firms that look similar at the aggregate firm level, in which they are generally assigned to a single SIC category, are quite different if compared at the establishment level. If technological proximity plays an important role in knowledge spillovers, then each firm may be best described as a collection of establishments that in turn operate in respective different technological areas and with respective access to different spillover pools. The firm's access to IT spillovers, then, may be best modeled by accounting for diversity in its constituent establishments.
Whereas firm-level analyses often model the external knowledge capital as the industry average weighted sum of the investments of other firms, we use these additional measures of proximity in order to examine the role of covariance in bias. Our first comparison measure uses establishment-level data to model spillover pools available to a firm through its constituent establishments. The spillover pool available to a firm is computed as the weighted sum of the spillover pools available to each of its establishments, and lowercase and uppercase indices represent establishments and firms, respectively,
The weights are determined by the ratio of IT capital at the establishment level to total IT capital at the firm level. Therefore, conditional on the size of the spillover pool, corporate sites that are larger and more invested in information technologies will transfer more know-how from these spillover pools into the larger organization. The spillover pool of each establishment i is computed as the average of the information technology investments of all other establishments that occupy the same SIC industry I i , not including other establishments that are in the same firm F i
Therefore, the spillover pool of each establishment within a firm is driven by the SIC code in which the establishment operates, independent of the technological position of the parent firm. This spillover measure, therefore, differs from traditional firm-level measures because use of establishment-level data provides a different measure of technological position. The second modeling structure we test in this section uses data on IT labor flows, which in prior work has been argued to be a specific transmission path for IT spillovers (Dedrick et al. 2003) . The IT labor flow data we use are based on a partnership with a leading online jobs board and are described in detail in other published work (Tambe and Hitt 2014) . Our approach is to compute the IT pool as the IT intensity of all other firms from which a firm hires at least 5% of its Downloaded from informs.org by [165.123.34.86] new IT workers, which implies that a firm receives larger productivity spillovers from organizations from which they hire many technical employees. For the purposes of this paper, the most notable fact about these IT labor flow data is that for the sample under investigation, IT workers appear to commonly move across industries; thus, the spillover pool accessible through labor flows is not as highly correlated with a firms' own IT investments, suggesting that the impact of measurement error on the spillover coefficient estimate will be less than when using the spillover pool measures based on firm or establishment industry. Table 7 shows how the covariance between IT capital stock measures and the IT spillover pool measure impacts the size of the expected bias term in the different models. The use of establishment level data should increase the size of the upward bias on the spillover coefficient, but the use of IT labor flows that tend to cut across industry lowers the multiplier on the measurement error term, suggesting that the use of establishment data will slightly increase the size of the bias term transmitted to the spillover coefficient, and that the use of IT labor flow data will lower it, potentially reducing the upward bias by an order of magnitude. Although the computed biases are unlikely to match the biases we observe in our empirical analysis below because of the simplicity of our analytic model, they provide the basic insight that differences in transmission paths can either increase or decrease the size of the bias term. Table 8 shows the results of regressions comparing the performance of the firm and establishment level spillover measures. Because of the limited availability of the establishment level and labor flow data, we use the IDG capital instrumental variables modified with the missing dummy variable because this produces the largest overall sample. All regressions are pooled in levels, with controls for industry and year. Columns (1) and (2) show the firm-level results when the spillover term is computed using firms in the same four-digit SIC industry, and the sample is restricted to observations for which the establishment level data are also available. Columns (3) and (4) show the results from the comparable sample when Notes. Robust standard errors are shown in parentheses and clustered on firm; sample is limited to observations for which instrumental variables and data on both types of transmission paths are available. Columns (1) and (2) show estimates using the IT spillover pool constructed using the IT investments of firms in the same industry. Columns (3) and (4) show estimates using the IT spillover pool constructed using IT investments of firms with establishments in the same industry, weighted by establishment size. The instrumental variable in (2) and (4) is the modified IDG IT capital variable with a dummy variable included for missing values. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable. * p < 0 1, * * p < 0 05, * * * p < 0 01.
the spillover term is computed using the establishment method. In both cases, the application of the instrumental variable raises the coefficient estimate on IT capital and reduces the spillover estimate, and Hausman test statistics suggest that the changes in the IT capital coefficient and the IT spillover coefficient are statistically meaningful in both cases. In columns (1) through (6) of Table 9 , we restrict the sample to the observations for which all three spillover measures (firm, establishment, labor) can be computed for direct comparability. The uncorrected elasticities of IT capital are similar across all three models. Some of the coefficient estimates on the spillover terms are not significantly different from zero in our sample, most likely due to the reduced Downloaded from informs.org by [165.123.34 .86] on 09 January 2015, at 16:16 . For personal use only, all rights reserved. Notes. Robust standard errors are shown in parentheses and clustered on firm; sample is limited to observations for which data are available for instrumental variables and all three types of transmission paths. Columns (1) and (2) show estimates using the IT spillover pool constructed using the IT investments of firms in the same industry. Columns (3) and (4) show estimates using the IT spillover pool constructed using IT investments of firms with establishments in the same industry, weighted by establishment size. Columns (5) and (6) show estimates using the IT spillover pool constructed using firms' IT investments, weighted by the IT labor flow network. Instrumental variable in all IV regressions is the modified IDG IT capital variable with a dummy variable for missing values. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable. * p < 0 1, * * p < 0 05, * * * p < 0 01.
sample size. As expected, however, correcting measurement error in (2) and (4) substantially decreases the magnitude of the spillover estimate. Most importantly, the corrected estimate in (6) moves by a small amount, which suggests that very little of the bias term from IT measurement error is transmitted to the spillover coefficient because of the lower covariance between the two measures indicated in Table 7 . The estimates from Table 9 indicate that the size of the bias term transmitted to the spillover coefficient can vary considerably depending on the transmission path being tested and in some contexts may not significantly alter the spillover coefficient at all.
Discussion
This paper demonstrates that IT spillover estimates can be too large if biases caused by measurement error in a firm's own IT investment are transmitted to the estimate of the spillover coefficient-our estimates suggest that correcting this source of bias reduces the magnitude of spillover estimates by 40% to 90%. Because of the well-known difficulties in measuring, valuing, and depreciating IT capital stocks, this is a significant problem when measuring IT spillovers, making these biases an issue worthy of attention. We apply instrumental variables to empirically demonstrate this presence of this bias in models of IT spillovers. A literature has focused on the errorsin-variables problem and provides guidance on the use of instruments when attempting to correct the effects of measurement error (e.g., see Griliches and Hausman 1986 ). We also consider factors affecting the size of the bias term. The transmission of the bias to the spillover term depends on covariation between a firm's own IT capital stock and the IT spillover pool as well as the variance of the spillover pool, so the severity of the bias term will be determined by the particular transmission paths that are used when modeling the spillover pool. Spillover mechanisms producing little covariation between IT investment and the spillover pool reduce the size of the bias term. The increasing availability of some kinds of data that are more easily collected using information technologies has created new opportunities for modeling spillover paths, so this is a useful distinction because researchers increasingly use these data to study individual microfoundations of spillovers. Our findings have implications for policy and management. Understanding the magnitude of IT spillovers is critical for developing a complete understanding of IT productivity and has implications for how new information technologies should be deployed. However, as with R&D spillovers, estimates of the productivity of IT spillovers are subject to a number of econometric pitfalls and therefore should be interpreted with care. Spillover estimates that are too high may lead to ineffective subsidies or unrealized productivity benefits for managers hoping to capture IT spillovers. Our findings also suggest the importance of data collection on IT investments. The problems discussed in this paper are a result of the absence of accurate data describing firms' digital investments. Better data, therefore, not only facilitates better estimates of IT returns but would also improve the accuracy of IT spillover measurement.t Finally, although we have shown that some existing estimates of the contributions of productivity spillovers may be overstated, our points address methods, not economics. IT externalities are potentially significant and may be important in size. However, care must be taken when modeling IT spillover pools in the face of measurement errors in the constituent data, and our results suggest the importance of understanding these sources of bias.
We expect this to hold true in most samples because the measurement error variance for the spillover term is significantly less than that of the variance on own IT capital because of the convexity of the weighting terms in the spillover pool construction and because the output elasticity of the spillover term is expected to be less than that of the output elasticity of the spillover pool. More formally, the direction of the inequality depends upon (a) the ratio of the error variance terms, (b) the ratio of the output elasticities, (c) covariance between own IT capital and the spillover pool, and (d) the variance of own IT capital. Using the parameters from the sample in this study for (a) and (d), Table A .1 are consistent with biases of between 40% and 55% even when using the lower value of the two covariance entries in between which the true covariance falls. Therefore, the true bias is likely to be somewhat higher. Because the ratio of the error variance terms (factor (a)) is driven by the convexity of the weighting terms in the spillover pool construction, it will fall when spillover pools are constructed by weighting smaller numbers of external inputs. In Table A .2, we show the values recomputed by assuming that spillover pools are computed using the inputs of only 3 other firms (rather than 29, which was the mean pool size in our original sample), which brings the error variance of the spillover pool much closer to the error variance in the own IT capital measure. However, even in this case, we only observe a net downward effect (shaded areas indicate a downward bias) where the output elasticity of the spillover pool is very large compared to the output elasticity of own IT capital, and the covariance between the two measures is very low. For most reasonable values, therefore, we expect the net effect on the spillover pool estimate to be in the upward direction. Notes. First-stage regression results from baseline IV regressions reported in Tables 3 and 4 . Standard errors (in parentheses) are clustered on firm.
(1) uses the IDG IT capital measure as an instrument for CII IT capital (from Table 3 , Column 2).
(2) uses the IDG IT capital and IDG IT pool measure as instruments for CII IT capital (from Table 3 , Column 8).
(3) uses the IDG IT capital and IDG IT pool measure as instruments for the CII IT pool (from Table 3 , Column 9). (4) uses the IDG IT capital and missing data dummy variable as instruments for CII IT capital (from Table 4 , Column 2).
(5) uses the IDG IT capital, IT labor data, and missing data dummy variable as instruments for CII IT capital (from Table 4 , Column 7). (6) uses the IDG IT labor data as instruments for CII IT capital (from Table 4 , Column 6). * p < 0 1, * * p < 0 01, * * * p < 0 05.
