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Jumlah berita online yang tersebar di internet semakin bertambah banyak, selain itu 
banyaknya situs berita yang terdaftar pada www (world wide web) memungkinkan hasil 
pencarian berita menjadi sangat luas. Mesin pencari berita berbasis information retrieval 
menjadi solusi untuk mempermudah masyarakat dalam mencari informasi berita tertentu. 
Information retrieval menghasilkan beberapa berita yang diurutkan berdasarkan tingkat 
relevansi terhadap query. Relevan atau tidaknya berita akan diketahui secara jelas setelah 
pengguna membaca keseluruhan isi berita. Oleh karena itu mesin pencari berita disertai 
ringkasan berita membantu memudahkan pengguna untuk mencari informasi lebih cepat 
tanpa membaca keseluruhan isi berita. Peringkasan berita menggunakan peringkasan 
ekstraktif Cross Method dengan memilih kalimat-kalimat penting sebagai representasi 
ringkasan berita. Penelitian ini menerapkan metode Latent Semantic Indexing yang mampu 
mencari hubungan semantik tiap kata untuk mencari nilai kemiripan antar kalimat maupun 
query dengan dokumen. Data penelitian yang dipakai berupa korpus yang berisi 100 berita 
dari situs Detik, Kompas dan Tribunnews. Sistem memberikan output berupa 10 urutan 
teratas berita yang dicari disertai dengan ringkasannya. Berdasarkan hasil evaluasi pada 
peringkasan dan pencarian, nilai akurasi dipengaruhi oleh perubahan parameter nilai k-rank. 
Peringkasan berita yang diuji dengan ringkasan pakar menghasilkan rata-rata nilai precision 
0.41, nilai recall 0.64 dan nilai F-score 0.49 pada nilai k-rank = 3. Nilai k-rank optimal untuk 
pencarian berita adalah 2 yang menghasilkan nilai Mean Average Precision (MAP) sebesar 
0.73. Kombinasi penggunaan korpus ringkasan dan parameter  k-rank untuk pencarian berita 
menghasilkan nilai Mean Average Precision (MAP) sebesar 0.40. 
 


























The number of online news spread over the internet was increasing, in addition to the number 
of news sites listed on the www (world wide web) allows the search results become very 
wide news. News-based search engine retrieval into a solution to facilitate the public in 
searching for certain news information. The information retrieval generates some news that 
was sorted by the relevance level to the query. Relevant or not the news will be known 
clearly after the user read the entire contents of the news. Therefore news search engine are 
accompanied by a summary of the news helps to make it easier for users to find information 
faster without reading the entire contents of the news. Summarizing news using extractive 
summarization Cross Method by selecting important sentences as a summary representation 
of news. This research applies Latent Semantic Indexing method which was able to find the 
semantic relationship of each word to find the value of similarity between sentence and query 
with document. The research data used was a corpus containing 100 news from Detik, 
Kompas and Tribunnews website. The system provides output of the top 10 searched 
newsletters accompanied by a summary. Based on the evaluation results on the summary 
and search, the accuracy value is influenced by the change of k-rank value parameter. The 
summary of the news tested with the expert summary resulted an average precision value of 
0.41, a recall value of 0.64 and a F-score of 0.49 in k-rank value = 3. The optimal k-rank 
value for news search is 2 which resulted Mean Mean Precision (MAP ) Of 0.73. The 
combined use of summary cores and k-rank parameters for news search resulted a Mean 
Mean Precision (MAP) value of 0.40. 
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BAB I  
PENDAHULUAN 
 
Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, serta ruang 
lingkup tugas akhir mengenai Sistem Pencarian dan Peringkasan Berita Online Berbahasa 
Indonesia Menggunakan Metode Latent Semantic Indexing (LSI). 
 
1.1. Latar Belakang 
Informasi menjadi kebutuhan pokok masyarakat saat ini karena dengan 
informasi masyarakat dapat mengetahui segala peristiwa yang terjadi di dunia. 
Informasi kini bisa didapatkan melalui internet yang bisa diakses dimanapun dan 
kapanpun. Berita online merupakan salah satu media yang menyajikan informasi 
terkini dengan berbagai topik berita. Media cetak besar yang ada di Indonesia sekarang 
mulai memanfaatkan teknologi informasi dengan membuat portal berita online. 
Menurut Alexa Rank, situs berita yang menempati peringkat 10 besar situs di Indonesia 
yang paling banyak pengunjungnya diantaranya Detik.com, Tribunnews.com dan 
Kompas.com (Alexa, 2016). Alexa Rank adalah proses penilaian mengenai kualitas 
suatu situs web atau blog yang dilakukan oleh situs alexa.com berdasarkan tolak ukur 
tertentu sperti jumlah trafik pengunjung maupun kualitas kontennya, lalu diaplikasikan 
menjadi pemeringkatan atau susunan peringkat/ ranking berupa widget Alexa Rank 
(Widayanti & Dwi, 2015). 
Jumlah berita online yang tersebar di internet semakin bertambah banyak. selain 
itu banyaknya situs berita yang terdaftar pada www (world wide web) memungkinkan 
hasil pencarian berita menjadi sangat luas. Situs-situs tersebut belum tentu memberikan 
sumber berita yang jelas, sehingga pengguna harus memilah berita dari beberapa situs 
yang terpercaya. Untuk itu, diperlukan suatu sistem pencarian berita dari situs berita 
nasional yang sudah terpercaya dan populer di masyarakat. Sistem pencarian tersebut 
menghasilkan beberapa berita yang diurutkan berdasarkan tingkat relevansi terhadap 
query. Relevan atau tidaknya berita akan diketahui secara jelas setelah pengguna 
membaca satu persatu isi berita yang disajikan sehingga membutuhkan waktu yang 
banyak. Oleh karena itu dibutuhkan peringkasan berita untuk mempersingkat waktu 
membaca dan mempermudah pengguna memilah berita yang diinginkan tanpa harus 
2 
 
membaca keseluruhan isi berita. Sistem yang dibutuhkan adalah Sistem Temu-Balik 
Informasi (Information retrieval / IR) 
IR adalah proses yang berhubungan dengan representasi, penyimpanan, 
pencarian, dan pemanggilan informasi yang relevan dengan kebutuhan informasi yang 
diinginkan pengguna (Ingwersen, 1992). IR memiliki tiga model untuk pencarian teks 
tidak terstruktur, yaitu model boolean, vector dan probabilistic. Kelebihan dari model 
vector adalah lebih sederhana dan mudah direpresentasikan karena menggunakan index 
term untuk mengindeks dan me-retrieve dokumen. Model vector terdiri atas 
Generalized vector, Latent SemanticIndexing dan Neural netwok (Baeza-Yates & 
Riberio-Neto, 1999).  
Penelitian tentang IR sudah banyak dilakukan seperti penelitian yang dilakukan 
Fatkhul Amin (2012) untuk pencarian dokumen teks menggunakan metode VSM 
menghasilkan akurasi rata-rata recall dan precision masing-masing 0,19 dan 0,54. 
Kelemahan pada metode VSM adalah menganggap bahwa setiap term pada dokumen 
bersifat independen, yaitu metode ini tidak melihat hubungan makna dengan term lain 
(Wibowo, et al., 2012). Hal ini memungkinkan pencarian hanya berdasarkan kemiripan 
kata saja tanpa memperdulikan hubungan semantik tiap kata. Padahal banyak kata 
memiliki kesamaan arti (sinonim) dan kata yang memiliki arti lebih dari satu 
(polisemi). Masalah lain pada VSM adalah besarnya ruang vektor atau besarnya 
dimensi pada matrik term-document sehingga mengakibatkan penurunan kinerja 
(Supriyanto & Affandy, 2011). Untuk mengatasi masalah tersebut dibutuhkan metode 
yang mampu menangani kemiripan kata secara semantik dan menggunakan dimensi 
matrik yang lebih kecil. 
Metode Latent Semantic Analysis (LSA) adalah salah satu metode pemrosesan 
teks berbasis semantik yang bisa digunakan dalam IR dan peringkasan teks. LSA 
merupakan teknik matematika/statistika untuk mengekstraksi dan menyimpulkan 
hubungan kontekstual arti kata yang diaplikasikan pada bagian teks yang dibutuhkan 
(Aji, et al., 2011). Metode LSA dalam konteks aplikasi untuk pencarian informasi 
(Information Retrieval) kadang – kadang juga disebut sebagai Latent Semantic 
Indexing (LSI) (Zulhanif & Anindya, 2015). LSI adalah metode indexing pada 
information retrival yang menggunakan teknik singular value decomposition (SVD) 
untuk mengidentifikasi makna semantik kata-kata berdasarkan pola dan hubungan 
antara istilah dan konsep-konsep yang terkandung dalam koleksi teks (Wardhana, et 
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al., 2015). Metode LSI memberikan solusi untuk masalah kata-kata sinonim dan 
polisemi yang sering terjadi dalam sistem temu balik infomasi (Muhammad, et al., 
2011). SVD juga digunakan untuk mengatasi masalah besanya dimensi matrik pada 
VSM, yaitu dengan mengurai matrik term-document menjadi matrik yang berdimensi 
lebih kecil. SVD ini mempunyai kapasitas reduksi noise yang membantu untuk 
meningkatkan akurasi (Jamrahi, et al., 2014). Oleh Karena itu LSI sangat cocok dipakai 
pada mesin pencari karena meningkatkan relevansi dokumen dibanding menggunakan 
metode VSM. Selain pencarian teks, metode tersebut juga digunakan untuk membuat 
ringkasan dokumen berdasarkan keterkaitan semantik antar kata untuk menentukan 
kalimat penting setiap paragraf. Penelitian yang sudah pernah dilakukan Muhammad 
(2011) menggunakan algoritma LSI dalam proses IR dapat memberikan hasil pencarian 
yang relevan dengan nilai recall 96,67 % dan precision 55,48 % pada batas ambang 
0.6. Sedangkan penelitian untuk peringkas dokumen berita dengan metode CMLSA 
oleh Winata dan Rainarli (2016) menghasilkan nilai recall 66,7 %, precison 72,25 % 
dan F-Measure 69,6 %. 
Oleh karena itu, pada penelitian tugas akhir ini akan dikembangkan sistem 
pencarian dan peringkasan berita online berbahasa Indonesia menggunakan metode 
Latent Semantic Indexing (LSI). Berita -berita yang disajikan dalam sistem ini 
bersumber dari situs berita online populer di Indonesia. Sistem ini diharapkan mampu 
menjadi mesin pencari dengan hasil penelusuran berita yang memiliki relevansi tinggi 
serta melakukan peringkasan berita secara otomatis untuk memudahkan pengguna 
dalam pencarian informasi. 
 
1.2. Rumusan Masalah 
Berdasarkan permasalahan yang telah disampaikan pada latar belakang, 
rumusan masalah dalam penelitian ini yaitu bagaimana membuat Sistem Pencarian dan 
Peringkasan Berita Online Berbahasa Indonesia Menggunakan Metode Latent 








1.3. Tujuan dan Manfaat 
Penelitian Tugas Akhir ini bertujuan untuk menghasilkan Sistem Pencarian dan 
Peringkasan Berita Online Berbahasa Indonesia Menggunakan Metode Latent 
Semantic Indexing (LSI). Adapun tujuan khusus dari penelitian ini adalah untuk 
membandingkan sistem pencarian dengan peringkasan dan tanpa peringkasan. 
Diharapkan sistem ini bisa bermanfaat membantu pengguna dalam mencari 
berita secara cepat dan akurat. 
 
1.4. Ruang Lingkup 
Ruang lingkup yang akan dibahas dalam penelitian ini adalah: 
1. Menggunakan data inputan berita dari situs berita online Indonesia. 
2. Sistem menghasilkan tipe ringkasan ekstraktif. 
3. Sistem dapat menampilkan urutan berita sesuai dengan query masukan.  
4. Sistem dibangun berbasis web dengan bahasa pemrograman PHP dan DBMS 
MySQL. 
 
1.5. Sistematika Penulisan 
Sistematika penulisan yang digunakan dalam tugas akhir ini dibagi menjadi 
dalam beberapa pokok bahasan, yaitu: 
BAB I PENDAHULUAN 
Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, 
ruang lingkup dan sistematika penulisan dalam pembuatan tugas akhir 
mengenai pembuatan sistem pencarian dan peringkasan berita online 
berbahasa indonesia menggunakan metode Latent Semantic Indexing 
(LSI). 
BAB II TINJAUAN PUSTAKA  
Bab ini menyajikan tinjauan pustaka yang berhubungan dengan topik 
tugas akhir. Tinjauan pustaka yang digunakan dalam penyusunan tugas 
akhir ini meliputi berita, peringkasan teks otomatis, sistem temu-kembali 
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informasi, text mining, Latent Semantic Indexing (LSI) dan model 
pengembangan perangkat lunak. 
BAB III METODOLOGI PENELITIAN 
Bab ini membahas mengenai langkah-langkah yang dilakukan pada 
penelitian Tugas Akhir. Langkah-langkah tersebut diawali dengan 
gambaran umum penelitian kemudian diikuti dengan proses dari 
peringkasan dan sistem temu balik informasi berita. Pada bab ini juga 
menjelaskan tentang Analisis dan Desain Sistem. 
BAB IV HASIL DAN PEMBAHASAN 
Bab ini membahas mengenai hasil pengembangan sistem berdasarkan 
analisa dan desain yang dijelaskan pada bab sebelumnya. Selain itu, bab 
ini juga membahas tentang skenario pengujian baik pengujian fungsional 
maupun pengujian kinerja beserta dengan hasilnya. 
BAB V PENUTUP 
Bab ini membahas mengenai kesimpulan dari uraian yang telah dijabarkan 
pada bab-bab sebelumnya dan hasil dari eksperimen yang telah dilakukan 
serta saran untuk pengembalian penelitian lebih lanjut. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
