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. Aharonov-Bohm effect is a quantum mechanical phenomenon
that attracted the attention of many physicists and mathemati-
cians since the publication of the seminal paper of Aharonov and
Bohm [1] in 1959.
We consider different types of Aharonov-Bohm effect such as
magnetic AB effect, electric AB effect, combined electromagnetic
AB effect, AB effect for the Schro¨dinger equations with Yang-Mills
potentials, and the gravitational analog of AB effect.
We shall describe different approaches to prove the AB effect
based on the inverse scattering problems, the inverse boundary
value problems in the presence of obstacles, spectral asymptotics,
and the direct proofs of the AB effect.
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1. Introduction
The Aharonov-Bohm effect was discovered by Aharonov-Bohm in
the famous paper [1]. Consider the Schro¨dinger equation
(1.1) − ih∂u
∂t
+
1
2m
n∑
j=1
(
− ih ∂
∂xj
− e
c
Aj(x)
)2
u+ eV (x)u = 0
in the plane domain (R2 \ Ω1)× (0, T ), where
(1.2) u
∣∣∣
∂Ω1×(0,T )
= 0,
(1.3) u(x, 0) = u0(x), x ∈ R2 \ Ω1.
Here Ω1 is a bounded domain in R
2 called an obstacle. Equation
(1.1) describes a nonrelativistic quantum electron in a classical elec-
tromagnetic field with time-independent magnetic potential A(x) =
(A1(x), A2(x)) and electric potential V (x).
Assume that the magnetic field B(x) = curlA(x) = 0 in R2 \Ω1, i.e.
the magnetic field is shielded in Ω1. Aharonov and Bohm have shown
that despite the absence of the magnetic field in R2 \ Ω1 the magnetic
potential A(x) has a physical impact.
They proposed the following physical experiment to demonstrate this
fact:
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Let a coherent beam of electrons splits into two parts and each part
passes on the opposite sides of the obstacle Ω1. Then both beams
merge at the interferometer behind the obstacle Ω1. The interference
of these two beams allows to measure
(1.4) α =
e
hc
∫
γ
A(x) · dx (modulo 2pin)
where n ∈ Z.
Here γ is a simple contour encircling Ω1. The integral α is called the
magnetic flux.
When two potentials A(1)(x) and A(2)(x) are such that curlA(1) =
curlA(2) = 0 but
e
hc
∫
γ
(A(1)(x)−A(2)(x)) · dx 6= 2pin, n ∈ Z,
the magnetic potentials A(1)(x) and A(2)(x) make a different physi-
cal impact, since the measurements of the interferometer are different.
This phenomenon is called the Aharonov-Bohm (AB) effect.
We shall present, following Wu and Yang [52], a more general formu-
lation of the AB effect that can be applied to more general situations:
Let G(R2 \ Ω1) be the group on R2 \ Ω1 consisting of all smooth
complex-valued functions g(x) such that |g(x)| = 1 in R2 \ Ω1 and
g(x) = eipθ(x)
(
1 +O
(
1
|x|
))
when |x| → ∞. Here p ∈ Z, O = (0, 0) ∈ Ω1
and θ(x) is the polar angle of x. The group G(R2 \ Ω1) is called the
gauge group. The map u′ = g−1(x)u is called the gauge transformation.
If u(x, t) satisfies (1.1) and u′ = g−1u, then u′(x, t) satisfies (1.1) with
A(x) replaced by
(1.5)
e
c
A′(x) =
e
c
A(x) + ihg−1
∂g
∂x
.
Two magnetic potentials related by (1.5) are called gauge equivalent.
Any two magnetic potentials belonging to the same gauge equivalence
class represent the same physical reality and cannot be distinguished
in any physical experiment.
The Aharonov-Bohm effect is the statement that two magnetic po-
tentials belonging to different gauge equivalent classes make a different
physical impact.
The first mathematical proof of AB effect was given by Aharonov
and Bohm in the original paper [1]. They found explicitly the scat-
tering amplitude in the case when the obstacle Ω1 is a point O and
A(x) = α
2pi
(
−x2
|x|
, x1
|x|
)
. They have shown that the scattering cross-section
3
is proportional to sin2 α
2
where α is the magnetic flux (1.4). Their re-
sult was extended by Ruijsenaars [43] to the case when Ω1 is the disk
|x| ≤ R.
The further progress was done in the solution of the inverse scattering
problem of defining the gauge equivalence class of magnetic potential
knowing the scattering matrix (amplitude). We shall mention only the
works when obstacles are present. Nicoleau [39], Weder [50], and Balles-
teros and Weder [2] proved that the scattering matrix asymptotics for
high energies in the dimensions 2 and 3 determines all integrals
(1.6) exp
( ie
hc
∞∫
−∞
A(x0 + tω) · ωdt
)
,
where x = x0+tω is any straight line that does not intersect the obstacle
Ω1. When the obstacle is convex they used the X-ray transform to
determine the gauge equivalence class of the magnetic potential, in
particular, to determine the magnetic field B = curlA. Further, using
the second term of high energy asymptotic of the scattering matrix and
knowing B(x), they were able to determine all integrals e
h
∫∞
−∞
V (x0 +
tω)dt. Thus, the X-rays transform allows to recover electric potential
V (x) outside a convex obstacle. See also a related work of Enss and
Weder [9].
In [24] Eskin, Isozaki and O’Dell studied the inverse scattering prob-
lem for any number of obstacles, not necessary convex.
In [44], [45], [53] Yafaev, and Roux and Yafaev described the singu-
larities of the scattering amplitude .
More on the inverse scattering problem see §2.4.
Another class of inverse problems are inverse boundary value prob-
lems.
Consider the stationary Schro¨dinger equation
(1.7)
1
2m
n∑
j=1
(
− ih ∂
∂xj
− e
c
Aj(x)
)2
w(x) + eV (x)w = k2w(x)
in the domain Ω \ Ω1, where
(1.8)
w
∣∣∣
∂Ω1
= 0,
w
∣∣∣
∂Ω
= f.
The Dirichlet to Neumann (DN) operator Λ(k) is the map of the
Dirichlet data f = w
∣∣
∂Ω
to the Neumann data
(
h∂w
∂ν
− i e
c
A · νw)∣∣
∂Ω
for
4
all smooth solutions of (1.6), (1.7), (1.8), i.e.
(1.9) Λ(k)f =
(
h
∂w
∂ν
− i e
c
A(x) · νw
)∣∣∣
∂Ω
,
where ν is the outward unit normal to Ω. Note that the group G(Ω\Ω1)
consists of all smooth complex-valued g(x) such that |g(x)| = 1.
The inverse boundary value problem consists of determining the
gauge equivalence class of the magnetic potential and of determining
the electric potential knowing the DN operator Λ(k) on ∂Ω.
One can consider also the case of several obstacles Ω′ =
⋃r
j=1Ωj
when Ωj ∩ Ωk = ∅ where j 6= k, Ωj ⊂ Ω, 1 ≤ j ≤ r. Then u
∣∣
∂Ω′
= 0 in
(1.8) instead of u
∣∣
∂Ω1
= 0.
The inverse boundary value problems were studied intensively in
many papers (see, for example, the monograph of Isakov [33] and ref-
erences there). The case of domain with obstacles was considered in
[11], [12], [13]. The strongest results were obtained by the reduction
to the inverse boundary value problem for the hyperbolic equation(
h2
2m
∂2
∂t2
+ H
)
u = 0, where H is the operator in the left hand side of
(1.6), and using the Boundary Control (BC) method (see [5], [35], [36],
[16], [17], [19]). This approach allows to solve the inverse boundary
value problem in the case of any number of obstacles, not necessary
convex. Moreover it is enough to know the DN operator only on an
arbitrary open part of the boundary ∂Ω. Also BC method allows to
recover not only the gauge equivalent classes of magnetic potentials
and the electric potentials, but also allows to recover the number and
location of obstacles (see more details in §2.1).
Assuming that curlA = 0 in Ω \ Ω′ we prove the AB effect in §2.1.
Moreover, we prove that always when A and A′ belong to distinct gauge
equivalent classes they have a different physical impact.
In [10], [15], [18], [47] a more general class of Schro¨dinger equations
with Yang-Mills potentials was considered, i.e. the equations of the
form
(1.10)
n∑
j=1
(
− i ∂
∂xj
Im −Aj(x)
)2
u+ V (x)u = k2u, x ∈ Ω \ Ω′,
where u(x) = (u1(x), ..., um(x) is m-vector, Aj(x), 1 ≤ j ≤ n, V (x) are
self-adjoint m×m matrices called the Yang-Mills potentials, Im is the
identity operator in Cm,Ω′ =
⋃r
j=1Ωj . We assume that u
∣∣
∂Ω′
= 0.
The Dirichlet-to-Neumann operator has the form
(1.11) Λ(u
∣∣
∂Ω
) =
( ∂
∂x
− iA(x)
)
· ν(x)u(x)∣∣
∂Ω
,
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where ν(x) is the unit outward normal to ∂Ω, A = (A1, ..., An).
The gauge group G(Ω \ Ω′) consists of smooth unitary m ×m ma-
trices g(x) on Ω \ Ω′. Two Yang-Mills potentials (A(x), V (x)) and
(A′(x), V ′(x)) are gauge equivalent if there exists g(x) ∈ G(Ω \ Ω′)
such that
(1.12) g−1A(x)g(x) + i
∂g
∂x
g−1 = A′(x), g−1V (x)g = V ′(x).
The Schro¨dinger equation with electromagnetic potentials is a par-
ticular case when m = 1,
In [15] the BC method was applied to the equations of the form (1.10)
and all results for the equation (1.6) were extended to the equations of
the form (1.10) (see more in §2.2).
Note that the DN operator is not gauge invariant.
The gauge invariant boundary data on ∂Ω were found in [11], [18] us-
ing the probability density |w(x)|2 and the probability current S(w) =
ℑ(∂w
∂x
− iA(x)w(x))w(x). It will be shown in §2.3 that
|w(x)|2∣∣
Γ
= f1(x),
∂
∂ν
|w(x)|2∣∣
Γ
= f2(x),(1.13)
S(w)
∣∣
Γ
= f3(x)
are gauge invariant boundary data that uniquely determine the gauge
equivalence class of magnetic potential A(x) and the electric potential
V (x). Here Γ is any open subset of ∂Ω. Therefore if A(x) and A′(x)
belong to distinct gauge equivalence classes then corresponding gauge
invariant boundary data (1.13) will be different. This gives another
proof of magnetic AB effect.
There is a close relationship between the inverse boundary value
problems (IBVP) and the inverse scattering problem (ISP). We will
assume that the magnetic field B = curlA and electric potential V (x)
have compact supports in the ball BR = {|x| < R}. If also suppA(x) ⊂
BR there is a general theorem (see §2.4) that the scattering amplitude
a(θ, ω, k) given for all |ω| = |θ| = 1 uniquely determine the DN operator
Λ(k) on {|x| = R} and vice versa, i.e. the IBVP and ISP are equivalent.
When the flux α 6= 0 the magnetic potential is not compactly sup-
ported and the relation between IBVP and ISP is more complicated
(see §2.4 for details).
Another venue to test the AB effect is the spectrum of the mag-
netic Schro¨dinger operator. The first result in this direction belongs
to Helffer [28] (see also [37]). He considered the magnetic Schro¨dinger
operator of the form (1.7) in R2 \Ω1 where Ω1 = {|x| < 1}, curlA = 0
in R2 \ Ω1 and V (x) → +∞ when |x| → ∞. He has shown that the
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lowest Dirichlet eigenvalue depends on the cosine of the magnetic flux
(1.4). This proves the AB effect. In [25] the Schro¨dinger equation (1.7)
in Ω \Ω1 was considered where Ω = {x : |x| < R}, R is large, with the
zero Dirichlet conditions on ∂Ω and ∂Ω1 and curlA = 0 in Ω \ Ω1. It
was proven that Dirichlet spectrum also depends on cosα, where α is
the magnetic flux, thus proving the AB effect.
Note that the AB effect holds always when the domain is not simply-
connected even if there are no obstacles. For example, in [25] the AB
effect is demonstrated for the Schro¨dinger operator of the form (1.6)
on the torus (see [25] and §2.5).
All methods to prove the AB effect described above are quite com-
plicated.
A direct and simple proof of the AB effect was proposed in [21]. It
essentially mimics the AB experiment (see §2.6 and Remark 3.1 in [21],
see also papers of Ballesteros and Weder [3], [4] on the justification of
AB experiment).
The AB effect holds also for n ≥ 3 dimensions, for example, when
the domain is R3 \ Ω1, where ∂Ω1 = T 2 is the two dimensional torus
and the magnetic field is zero outside Ω1 (see §2.6). Note that the most
accurate AB type experience was done by Tonomura et al [T] for such
domain.
It is important also to study the case of several obstacles Ω1, ...,Ωm
in R2 where Ωj ∩ Ωk = ∅ when j 6= k. Suppose we have the magnetic
field shielded inside Ωj , 1 ≤ j ≤ m, and B = curlA = 0 outside of all
obstacles. Let αj =
e
hc
∫
γj
A · dx be the fluxes corresponding to each
obstacles Ωj . Here γj is a simple contour encircling Ωj only. Suppose
that some αj 6= 2pin, ∀n ∈ Z, but the total flux
∑m
j=1 αj = 0 (modulo
2pin). Suppose that the obstacles are close to each other and therefore
we can not perform AB experiment separately for each Ωj . From other
side the treatment of
⋃m
j=1Ωj as one obstacle does not reveal the AB
effect since the total flux is zero modulo 2pin . The AB effect in this
case was proven in [13], [21] using broken rays solutions. We were able
to recover all magnetic fluxes αj , j = 1, 2, ..., m, up to a sign.
The magnetic AB effect is studied in the hundreds of papers (see the
survey [42]). In the original paper [1] Aharonov and Bohm discuss also
the electric AB effect. They consider the Schro¨dinger equation with
time-dependent electric potential and zero magnetic potential
(1.14) ih
∂u(x, t)
∂t
+
h2
2m
∆u(x, t)− eV (x, t)u(x, t) = 0.
In contrast with hundreds of papers on the magnetic AB effect there
are only few papers dealing with the electric AB effect. In particular,
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in [51] Weder studied the electric AB effect assuming that the electric
potential depends on a large parameter.
Let domain D ⊂ Rn × [0, T ]. Denote by Dt0 the intersection of D
with the plane t = t0 We assume that
u
∣∣
∂Dt
= 0 for 0 < t < T and u(x, 0) = u0(x) on D0.
We assume that the electric field E = ∂V
∂x
= 0 in D. If Dt0 is connected
for all t0 ∈ (0, T ) then ∂V (x,t0)∂x = 0 implies that V (x, t0) = V (t0) is
independent of x in D.
Consider a gauge transformation
w(x, t) = exp
(
i
e
h
t∫
0
V (t′)dt′
)
u(x, t),
where u(x, t) is the solution of (1.14). Then w(x, t) satisfies the Schro¨dinger
equation
ih
∂w(x, t)
∂t
+
h2
2m
∆u(x, t) = 0.
Note that w
∣∣
∂Dt
= 0 for 0 < t < T and w(x, 0) = u0(x) on D0.
Therefore the electric potential V (x, t) is gauge equivalent to zero
electric potential if E = ∂V
∂x
= 0 in D and Dt are connected for all
t ∈ (0, T ). This explains why there was no neither experimental nor
mathematical evidence of AB effect in the situation when the domain
D has the form D = Ω × (0, T ) where Ω is a domain in Rn. For
the electric AB effect to take place one need to consider domains with
moving boundaries, i.e. Dt changes with t and is connected for some t
and is disconnected for other t, t ∈ (0, T ) (cf. [21] and §3).
In §4 we study the Schro¨dinger equation with time-dependent electric
and magnetic potentials.
Let Ωj(t), 1 ≤ j ≤ r, be obstacles in Rn. Let Ω0 ⊃ Ωj(t), ∀t ∈
[0, T ], 1 ≤ j ≤ r, Ω0 be a simply-connected bounded domain in Rn,Ω′(t) =⋃r
j=1Ωj(t),Ω
′ =
⋃
0≤t≤T Ω
′(t).
Consider the Schro¨dinger equation
(1.15)
(
ih
∂u
∂t
−Hu
)
= 0 in (Ω0 × (0, T )) \ Ω′,
where
H =
1
2m
n∑
j=1
(
− ih ∂
∂xj
− e
c
Aj(x, t)
)2
+ eV (x, t),
A(x, t) = (A1, ..., An) and V (x, t) are magnetic and electric potentials.
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We assume that
(1.16) u(x, 0) = 0 in Ω0 \ Ω′(0),
(1.17) u
∣∣
∂Ω′(t)
= 0, 0 ≤ t ≤ T, u∣∣
∂Ω0×(0,T )
= f.
We first consider the inverse boundary value problem for (1.15), (1.16),
(1.17). The gauge group G((Ω0 × [0, T ]) \ Ω′) consists of g(x, t) ∈
C∞((Ω0 × [0, T ]) \ Ω′) such that |g(x, t)| = 1. Since coefficients of
(1.15) are time-dependent we can not reduce (1.15) to the hyperbolic
equation and apply BC method as in §2.1. We use a more traditional
approach (cf. [18]) consisting of two steps:
a) Construction of geometric optics type solution for the Schro¨dinger
equation with time-depending coefficients that are concentrated in a
small neighborhood of a ray or a broken ray. This part can be done
under quite mild restrictions on the geometry of obstacles (cf. [15],
[18]).
b) In the second step one needs to study the injectivity of the X-ray
type transform in the domain with obstacles. The presence of obstacles
makes the results quite restrictive.
If the geometric conditions on obstacles are satisfied one can prove
(cf. [18] and §4.1) that if there are two Schro¨dinger equations
(
ih∂uk
∂t
−
Hku
)
= 0, k = 1, 2, of the form (1.15) with initial and boundary con-
ditions (1.16), (1.17) and if corresponding DN operators Λk, k = 1, 2,
are gauge equivalent on ∂Ω0 × (0, T ) then electromagnetic potentials
(A(1), V (1)) and (A(2), V (2)) are also gauge equivalent.
Consider now the equation (1.15) in unbounded domain
(Rn × (0, T )) \ Ω′ with the initial condition
u(x, 0) = u0(x) in R
n \ Ω′(0),
u
∣∣
∂Ω′(t)
= 0, 0 ≤ t ≤ T.
We will assume that u0(x) = 0 in Ω0 \ Ω′(0) as in (1.16).
In this case the gauge groupG((Rn×(0, T ))\Ω′) consists of |g(x, t)| =
1 in Rn × [0, T ] \Ω′ and we assume that g(x, t) are independent of t in
(Rn\Ω0)× [0, T ]. When n ≥ 3 we also assume that g(x) = exp
(
i
h
ϕ(x)
)
for |x| > R, where ϕ(x) is real-valued, ϕ(x) = O( 1
|x|
)
.
When n = 2 we assume that g(x) = eipθ(x)
(
1 +O
(
1
|x|
))
for |x| > R.
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Note that (A(1), V (1)) and (A(2), V (2)) are gauge equivalent if
e
c
A(2)(x, t) =
e
c
A(1)(x, t) + ihg−1
∂g
∂x
,(1.18)
eV (2)(x, t) = eV (1)(x, t)− ihg−1∂g
∂t
.
Since coefficients of the equation (1.15) are time-dependent, the scat-
tering operator for H is not defined. We propose a new inverse problem
in (Rn × (0, T ) \ Ω′ instead of the inverse scattering problem.
Let u(x, t) be the solution of (1.15) in (Rn × (0, T )) \ Ω′, and let
(A(x, t), V (x, t)) be independent of t for |x| > R. We assume that
(1.19) u(x, 0) and u(x, T )
are known on Rn \BR.
Then (see Theorem 4.3 in §4.2) these two times (t = 0 and t = T )
data determine u(x, t) in ((Rn \BR)× (0, T ).
More precisely, the following result holds:
Let ih∂uk
∂t
−Hkuk = 0, k = 1, 2, be two equations of the form (1.15)
in (Rn × (0, T )) \ Ω′. Suppose corresponding electromagnetic poten-
tials (A(k), V (k)), k = 1, 2, are independent of t for |x| > R and gauge
equivalent with some gauge g0(x).
Suppose the two times (t = 0 and t = T ) data (1.19) of u1(x, t) and
u2(x, t) are gauge equivalent, i.e.
u2(x, 0) = g0(x)u1(x, 0), u2(x, T ) = g0(x)u1(x, T ), x ∈ Rn \BR.
Then
(1.20) u2(x, t) = g(x)u1(x, t) in (R
n \BR)× (0, T ).
The relation (1.20) implies that the DN operators Λ1 and Λ2 are gauge
equivalent on ∂BR × (0, T ). Then assuming that the geometric condi-
tions on obstacles formulated in Theorem 4.1 are satisfied, the electro-
magnetic potentials (A(1), V (1)) and (A(2), V (2)) are gauge equivalent.
Note that as in the case of time-independent magnetic and electric
potentials it is naturally to consider the gauge invariant boundary data
as in §2.3.
We shall mention also the inverse boundary value problems for the
time-dependent Yang-Mills potentials. The powerful BC method used
in the case of time-independent Yang-Mills potentials can not be ap-
plied here. However, we can solve the inverse boundary problem using
the method of Non-Abelian Radon transforms developed in [11], [14],
[40]. This method does not work, unfortunately, if the obstacles are
present.
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Now we shall consider the AB effect for time-dependent electro-
magnetic potentials assuming that B = curlA(x, t) = 0 and E =
−1
c
∂A(x,t)
∂t
− ∂V (x,t)
∂x
= 0 in (Ω0 × (0, T )) \ Ω′.
Let αγ =
∫
γ
A(x, t) · dx− V (x, t)dt be electromagnetic flux where γ
is a closed contour in (Ω0× (0, T ))\Ω′. It follows from E = B = 0 and
the Stoke’s theorem that αγ depends only on the homotopy class of γ
in (Ω0 × (0, T )) \ Ω′.
Let γ1, ..., γm be the basis of the homology group of (Ω0×(0, T ))\Ω′,
i.e. any closed contour in (Ω0 × (0, T )) \ Ω′ is homotopic to a linear
combination of γ1, ..., γm with integer coefficients.
Denote αγk =
e
hc
∫
γk
Adx− V dt, 1 ≤ k ≤ m.
Two electromagnetic potentials (A(1), V (1)) and (A(2), V (2)) are gauge
equivalent if and only if
(1.21) α(1)γp = α
(2)
γp
(mod 2pin, n ∈ Z), 1 ≤ p ≤ m.
Here α
(k)
γp =
e
hc
∫
γp
A(k)dx − V (k)dt, k = 1, 2. Therefore to demonstrate
the electromagnetic AB effect we will need to check only a finite number
of relations (1.21).
Thus we do not need to prove the injectivity of the X-ray transform
to demonstrate the AB effect. Therefore we can relax the restriction
on the geometry of obstacles imposed in Theorem 4.1. Moreover, we
can consider a more general class of obstacles.
We shall consider a class of domains D(1) with obstacles that may
move and may merge or split at some times tk, 1 ≤ k ≤ l (see Fig. 4).
The intersections of D(1) with t = t0 are connected for each t0 ∈ (0, T ).
We denote by D(2) a more general class of domains obtained from D(1)
by making holes in some obstacles (cf. §4.5). Now the intersection of
D(2) with t = t0 may be not connected for some t0 ∈ (0, T ) and hence
the combined AB effect takes place.
A simple examples of domains of the type D(1) is the following do-
main D
(1)
0 : let Ω0 = {x21 + x22 < r2}, D(1)0 ∩ {t = t0} = Ω0 \ Ω1(t0),
where Ω1(t0) is the obstacle moving with the speed v1 along x1-axis:
Ω1(t) = {(x1 − v1t)2 + x22 < r21}, r1 ≤ r and small, 0 ≤ t ≤ T . We
assume that Ω1(T ) ⊂ Ω0.
Let ω = {(x1 − r12 )2 + (x2 − r12 )2 < r
2
1
16
}. The hole H in D(1)0 is the
intersection of the cylinder ω× (0, T ) with ⋃0≤t≤1 Ω1(t). Therefore the
domain of class D(2) is D
(1)
0 ∪H .
If B = curlA = 0 and E = −1
c
∂
∂t
− ∂V
∂x
= 0 in D
(1)
0 then αγ =∫
γ
A(x, t) · dx − V (x, t)dt is the same for any closed contour γ in D(1)
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encircling the obstacles. Any such γ is homotopic to a contour γ0 in
the plane t = const encircling the obstacle, i.e. γ0 is the basis of the
homology group in D
(1)
0 . In the case of D
(2)
0 there are two contours that
form the basis for the homology group in D
(2)
0 . One of them is γ0 and
the second is any closed contour γ1 that is passing through the hole H
and not shrinking to a point.
In D
(1)
0 the potentials (A
(1), V (1)) and (A(2), V (2)) are having a dif-
ferent physical impact if
(1.22) α =
e
hc
∫
γ0
(A(1)−A(2))dx or −α are not equal to 2pip, ∀p ∈ Z.
In D(2) (A(1), V (1)) and (A(2), V (2)) are having a different physical im-
pact if either (1.22) holds or A(1) and A(2) are gauge equivalent and
(1.23)
e
h
∫
γ1
A(1) − A(2)
c
· dx− (V (1) − V (2))dt 6= 2pip, ∀p ∈ Z.
These two examples are a particular case of general results in §4.4 and
§4.5.
An important part of the proof of the AB efect is the construction
of geometric optics type solution in D(1) = (Ω0× (0, T )) \Ω′ similar to
the solutions for the solving inverse boundary value problem (see §4.1).
These geometric optics type solutions are the solutions of (1.15) in
D(1) only and have nonzero Dirichlet data on ∂Ω0 × (0, T ). It is not
clear what is their physical meaning. From the other side, the solutions
of (1.15), (1.16), (1.17) in (Rn × (0, T )) \ Ω′ describe the electron in
the magnetic field shielded by obstacles Ω′ and therefore are physically
meaningful. It is proven in §4.5 (the density lemma 4.5) that any
solution of (1.15) in D(1) = (Ω0 × (0, T )) \ Ω′ can be approximated
by the restrictions to D(1) of physically meaningful solutions of (1.15),
(1.16), (1.17) in (Rn × (0, T )) \ Ω′. This allows to complete the proof
of electromagnetic AB effect in §4.4.
The AB type effect holds not only in quantum mechanics but also
in other branches of physics (cf. [6], [7], [49]). We shall consider the
gravitational analog of AB effect extending the results of Stashel [46].
First, we reformulate the magnetic AB effect in R2 \ Ω1 assuming,
for the simplicity of notations, that h = e = c = 1. Suppose B =
curlA = ∂A2
∂x1
− ∂A1
∂x2
= 0 in R2 \Ω1. If ω ⊂ R2 \Ω1 is a simply connected
subdomain of R2 \Ω1 then ∂A1∂x2 − ∂A2∂x1 = 0 in ω implies that there exists
Ψ(x1, x2) in ω such that A1 =
∂Ψ
∂x1
, A2 =
∂Ψ
∂x2
, i.e. A(x) is the gradient
of Ψ(x1, x2). Making the gauge transformation u
′ = eiΨu we get the
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Schro¨dinger equation with zero magnetic potential in ω, i.e. there is
no AB effect in ω. The AB effect takes place when curlA = 0 but A(x)
is not a gradient in R2 \ Ω1 and has a flux α 6= 2pin, ∀n ∈ Z.
Similar situation arise for the wave equation corresponding to a
pseudo-Riemannian metric
∑n
j=0 gjk(x)dxjdxk with Lorentz signature,
where x0 is the time variable, x = (x1, ..., xn) ∈ Ω = Ω0 \
⋃m
j=1Ωj . We
assume that gjk(x) are independent of x0, i.e. the metric is stationary.
Consider the group of transformations
x′ = ϕ(x)(1.24)
x′0 = x0 + a(x),
where ϕ(x) is a diffeomorphism of Ω onto Ω
′
= ϕ(Ω) and a(x) ∈ C∞(Ω).
Two metrics
∑n
j,k=0 gjk(x)dxjdxk and
∑n
j,k=0 g
′
jk(x
′)dx′jdx
′
k are called
isometric if
(1.25)
n∑
j,k=0
gjk(x)dxjdxk =
n∑
j,k=0
g′jk(x
′)dx′jdx
′
k,
where (x′0, x0) and (x
′, x) are related by (1.24).
The group of isometries plays the role of the gauge group for the
electromagnetic AB effect.
We shall prove (cf. Theorem 5.2) that if two metrics are locally
isometric but globally not isometric, then they have a different physical
impact.
We also extend a result of [46] that if a metric is locally static but
not globally static, then this fact also has a physical impact. This is a
gravitational analog of AB effect (cf. §5 and [22]).
2. Magnetic AB effect
In this section we consider the most well-known magnetic AB effect
and we will review the different approaches to study it.
2.1. Inverse boundary value problems for the Schro¨dinger equa-
tion with time-independent electromagnetic potentials.
Let Ω0 be a smooth bounded domain in R
n, and let Ωj , 1 ≤ j ≤ r, be
the smooth obstacles inside Ω0, Ωj ∩ Ωk = ∅ when j 6= k. Consider a
stationary Schro¨dinger equation in Ω0 \ Ω′, where Ω′ =
⋃r
j=1Ωj :
(2.1)
Hw
def
=
1
2mj
n∑
j=1
(
− ih ∂
∂xj
− e
c
Aj(x)
)2
w(x) + eV (x)w(x) = k2w(x),
(2.2) w
∣∣
∂Ω′
= 0,
(2.3) w
∣∣
∂Ω0
= f.
If k does not belong to a discrete set N of the Dirichlet eigenvalues
then the Dirichlet-to-Neumann (DN) operator
(2.4) Λ(k)f =
(
h
∂w
∂ν
− ie
c
A(x) · ν(x)w
)∣∣∣
∂Ω0
is well-defined bounded operator from H 3
2
(∂Ω0) to H 1
2
(∂Ω0), where
Hs(∂Ω0) is a Sobolev space of order s on ∂Ω0. Note that Λ(k) is
analytic in k on C \ N . Thus the knowledge of Λ(k) on any small
interval (k0 − ε, k0 + ε) determines Λ(k) for all k ∈ C \N .
Let Γ ∈ ∂Ω0 be an open subset of ∂Ω0. We say that Λ(k) is given
on Γ if the restriction Λ(k)f
∣∣
Γ
is known for any f with support in Γ.
Theorem 2.1. Suppose two Schro¨dinger equations (H − k2)w = 0
and (H ′ − k2)w′ = 0 are given in Ω0 \
⋃r′
j=1Ωj and Ω0 \
⋃r′
j=1Ω
′
j with
electromagnetic potentials (A(x), V (x)) and (A′(x), V ′(x)), respectively.
Suppose the corresponding DN operators Λ(k) and Λ′(k) coincide on Γ
for k ∈ (k0−ε, k0+ ε). Then A′(x) and A(x) are gauge equivalent with
the gauge g(x) equal to 1 on Γ, V ′(x) = V (x), r′ = r and Ω′j = Ωj , 1 ≤
j ≤ r.
The proof of Theorem 2.1 is based on the reduction to the hyperbolic
inverse boundary value problem and use of the powerful Boundary
Control method for solving such problems (cf. Belishev [5], Kachalov-
Kurylev-Lassas [35], Eskin [16], [17]):
Consider the initial-boundary value problem for the hyperbolic equa-
tion
(2.5)
h2
2m
∂2v
∂t2
+Hv = 0, x ∈ Ω0 \
r⋃
j=1
Ωj , 0 < t < +∞,
with zero initial conditions
(2.6) v(x, 0) =
∂v
∂t
(x, 0) = 0, x ∈ Ω0 \ Ω′,
and boundary conditions
(2.7) v
∣∣
∂Ω′j×(0,+∞)
= 0, 1 ≤ j ≤ r, v∣∣
∂Ω0×(0,+∞)
= ϕ(x′, t),
where ϕ(x′, t) has a compact support on Γ× (0,+∞).
Define the hyperbolic DN operator ΛH as
(2.8) ΛH ϕ =
(
h
∂v
∂ν
− ie
c
A(x) · νv
)∣∣∣
Γ×(0,+∞)
.
The following result holds (see, for example, Theorem 1.1 in [16]):
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Theorem 2.2. Consider two hyperbolic equations
(
h2
2m
∂2
∂t2
+H
)
v = 0,(
h2
2m
∂2
∂t2
+H ′
)
v′ = 0 in (Ω0\
⋃r
j=1Ωj)×(0,+∞), (Ω0\
⋃r′
j=1Ω
′
j)×(0,+∞),
respectively, with zero initial conditions (2.6) and with the boundary
conditions
(2.9) v
∣∣
∂Ω0×(0,+∞)
= ϕ, v
∣∣
Ωj×(0,+∞)
= 0, 1 ≤ j ≤ r,
and
(2.10) v′
∣∣
∂Ω0×(0,+∞)
= ϕ′, v′
∣∣
Ω′j×(0,+∞)
= 0, 1 ≤ j ≤ r′,
respectively, where suppϕ ⊂ Γ, suppϕ′ ⊂ Γ.
If the hyperbolic DN operator Λh and Λ
′
h are equal on Γ×(0,+∞), i.e.
Λhϕ = Λ
′
hϕ on Γ× (0,+∞) for any ϕ with the support in Γ× [0,+∞),
then A(x) and A′(x) are gauge equivalent with the gauge g = 1 on
Γ, V (x) = V ′(x), r = r′ and Ωj = Ω
′
j , 1 ≤ j ≤ r.
Remark 2.1 Theorem 1.1 in [16] states that there exists a diffeo-
morfism x′ = ψ(x) of Ω0 \
⋃r
j=1Ωr onto Ω0 \
⋃r′
j=1Ω
′
j , ψ(x) = x on
Γ and
∑n
j=1(dxj)
2 =
∑n
j=1(dx
′
j)
2, where x′ = ψ(x). This implies that
ψ = I and therefore r = r′ and Ωj = Ω
′
j , j = 1, ..., r.
To prove Theorem 2.1 we take the Fourier transform in t. Then
the equation (2.5) becomes the equation (2.1) and the hyperbolic DN
operator Λh on Γ× (0,+∞) becomes the DN operator Λ(k) on Γ.
We shall use Theorem 2.1 to prove the magnetic AB effect.
Suppose (Hk − λ2)wk = 0, k = 1, 2, are two Schro¨dinger equations
of the form (2.1) with electromagnetic potentials A(k)(x), V (k)(x)), k =
1, 2, respectively. Suppose V (1) = V (2) = V and curlA(k) = 0 in
Ω0 \ Ω′, k = 1, 2. Fix a point x0 ∈ Γ and let ω be a simply-connected
neighborhood of x0. Let ω+ = Ω0 ∩ ω and suppose Γ = ∂Ω ∩ ω. Since
curlA(k) = 0 in ω+ and ω+ is simply-connected, there exists a smooth
Ψk(x) in ω+ such that A
(k) = ∂Ψk
∂x
in ω+, k = 1, 2. Let Ψ˜k be a smooth
extension of Ψk(x) to Ω0 \ Ω′ and let gk(x) = e− iehc Ψ˜k . Then making
the gauge transformation with the gauge gk(x) we transform Hk to
Hˆk, k = 1, 2, where Hˆk has electromagnetic potentials (Aˆ
(k), Vˆ (k)) such
that Vˆ (k)(x) = V (x), Aˆ(k) = 0 in ω+, k = 1, 2. Therefore Hˆ1 = Hˆ2 in
ω+. Now we shall prove the magnetic AB effect.
Theorem 2.3. Magnetic potentials Aˆ(1) and Aˆ(2) (and consequently
A(1) and A(2)) are not gauge equivalent if and only if there exists f0 ∈
C∞0 (Γ) such that
(2.11) Λˆ(1)f0
∣∣
Γ
6= Λˆ(2)f0
∣∣
Γ
,
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where Λˆ(k) are DN operators corresponding to Hˆk.
It follows from (2.11) that when Aˆ(1) and Aˆ(2) are not gauge equiva-
lent they have different physical impact, i.e. AB effect holds.
Proof of Theorem 2.3: Suppose Aˆ(1) and Aˆ(2) are not gauge
equivalent. If (2.11) does not hold, i.e. Λˆ(1)f = Λ(2)f on Γ for all
f ∈ C∞0 (Γ) then by Theorem 2.1 Aˆ(1) and Aˆ(2) must be gauge equiv-
alent, and this is a contradiction. Vice versa, suppose (2.11) holds
but Aˆ(1) and Aˆ(2) are gauge equivalent with some gauge g(x). Since
Aˆ(1) = Aˆ(2) = 0 in ω+ we get from (1.5) that g(x) = e
iα in ω+,
where α is an arbitrary real constant. Let uˆk be the solutions of
(Hˆk − λ2)uˆk = 0, uˆk
∣∣
∂Ω0
= f, f ∈ C∞0 (Γ), uk
∣∣
∂Ω′
= 0. Since g = eiα
on ω+ and uˆ1
∣∣
∂Ω0
= uˆ2
∣∣
∂Ω0
= f , we get that uˆ1 = uˆ2 in ω+. Therefore
Λˆ(1)f
∣∣
Γ
= Λˆ(2)f
∣∣
Γ
for all f ∈ C∞0 (Γ), and this contradicts (2.11). 
2.2. Inverse boundary value problems for the Schro¨dinger equa-
tion with time-independent Yang-Mills potentials.
Consider the Schro¨dinger equation with Yang-Mills potentials (cf. (1.10)):
(2.12)
n∑
j=1
(
− i ∂
∂xj
− Aj(x)
)2
w(x) + V (x)w(x) = k2w(x), x ∈ Ω0 \
r⋃
j=1
Ωj ,
where Yang-Mills potentials Aj(x), 1 ≤ j ≤ n, V (x) are m × m self-
adjoint matrices. The gauge group G(Ω0 \
⋃r
j=1Ωj) consists of all
unitary m × m matrices and two Yang-Mills potentials (A(x), V (x))
and (A′(x), V ′(x)) are gauge equivalent if there exists g(x) ∈ G(Ω0 \⋃r
j=1Ωj) such that (1.12) holds.
We assume that
(2.13) w
∣∣
∂Ωj
= 0, 1 ≤ j ≤ r, w∣∣
∂Ω0
= f, supp f ⊂ Γ.
The following theorem generalizes Theorem 2.1 for the case of Yang-
Mills potentials.
Theorem 2.4. Let (H − k2In)w = 0 and (H ′ − k2Im)w′ = 0 be two
Schro¨dinger equations corresponding to Yang-Mills potentials
(A(x), V (x)) and (A′(x), V ′(x)), respectively. (H − k2)w = 0 is con-
sidered in Ω0 \
⋃r
j=1Ωj with boundary conditions w
∣∣
∂Ωj
= 0, 1 ≤ j ≤
r, w
∣∣
∂Ω0
= f and (H ′ − k2)w′ = 0 is considered in Ω0 \
⋃r′
j+1Ω
′
j with
boundary conditions w′
∣∣
∂Ω0
= f ′, w′
∣∣
∂Ω′j
= 0, 1 ≤ j ≤ r′. Let Γ
be an open subdomain of ∂Ω0. Suppose that DN operators Λ(k)f =(
∂w
∂ν
− iA · νw)∣∣
Γ
and Λ′(k)f =
(
∂w′
∂v
− iA′ · νw′)∣∣
Γ
coincide on Γ,
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i.e. Λ′(k)f
∣∣
Γ
= Λ(k)f
∣∣
Γ
for any f with the support in Γ and all
k ∈ (k0 − ε, k0 + ε). Then (A′(x), V ′(x)) are gauge equivalent to
(A(x), V (x)), r′ = r and Ω′j = Ωj , 1 ≤ j ≤ r.
It was shown in [15] that the proof of Boundary Control method,
given in [16], [17], extends to the hyperbolic equation with Yang-Mills
potentials. Therefore analog of Theorem 2.2 holds and this implies that
Theorem 2.4 is also true.
Remark 2.1 In the Theorem 2.4 we assumed that the DN operators
Λ(k) and Λ′(k) are equal on the interval (k0 − ε, k0 + ε) and therefore
are equal for all k because they are analytic in k.
When n ≥ 3, Γ = ∂Ω0 and there is no obstacles, a stronger results
was proven in [10] that the Yang-Mills potentials (A(x), V (x)) and
(A′(x), V ′(x)) are gauge equivalent if Λ′(k0) = Λ(k0) for a fixed k0.
The proof requires a different idea (see [10] and some simplifications of
the proof in [26]).
2.3. Gauge invariant boundary data.
Let u(x) be the solution of (2.1), (2.2). There are two basic gauge
invariant quantities in quantum mechanics: the probability density
|u(x)|2 and the probability current
(2.14) S(u) = ℑ
(
h
∂u
∂x
− ie
c
Au
)
u.
The probability density is obviously gauge invariant since |u′|2 = |g−1(x)u|2 =
|u|2 for any g ∈ G(Ω0 \
⋃r
j=1Ωj). For the probability current we have
S(u′) = ℑ
(
h
∂
∂x
(g−1u)− ie
c
A′g−1u
)
gu
=ℑ
(
h
∂u
∂x
g−1 − hg−2 ∂g
∂x
u− i
(e
c
A + ihg−1
∂g
∂x
)
g−1u
)
gu.
We used above that g = g−1 and that e
c
A′ = e
c
A + ihg−1 ∂g
∂x
(cf. (1.5)).
Therefore S ′(u′) = ℑ(h∂u
∂x
− ie
c
Au
)
u = S(u).
Using the probability density and the probability current we define
gauge invariant data on ∂Ω0 for any solution u(x) of (2.1), (2.2):
(2.15)
|u(x)|2∣∣
∂Ω0
= f1(x
′),
∂
∂ν
|u(x)|2∣∣
∂Ω0
= f2(x
′), S(u)
∣∣
∂Ω0
= f3(x
′).
Lemma 2.5. Consider all u(x) and u′(x) such that (H − k2)u = 0
in Ω0 \ Ω′, u
∣∣
∂Ω′
= 0, and (H ′ − k2)u′ = 0 in Ω0 \ Ω′, u′
∣∣
∂Ω′
= 0,
respectively. Let Λ,Λ′ be the corresponding DN operators. Suppose
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that the set (f1, f2, f3) of all gauge invariant boundary data for u(x)
and u′(x) is the same.
Then there exists g0(x) ∈ G(Ω0 \
⋃r
j=1Ωj) such that
(2.16) g0
∣∣
∂Ω0
Λ′
(
(g−10 u)
∣∣
∂Ω0
)
= Λ
(
u
∣∣
∂Ω0
)
for all u(x) such that (H − k2)u = 0, u∣∣
∂Ω′
= 0.
Proof: Consider smooth u0(x), u
′
0(x) having the same boundary
data (2.15) and such that |u0(x)| = |u′0(x)| > 0 on ∂Ω0. Let g0(x) =
u0(x)
u′0(x)
near ∂Ω0. Extend g0(x) to the whole domain Ω0 \ Ω′ keeping
|g0(x)| = 1. We have on ∂Ω0
S(u′0) = ℑ
(
hg−10
∂u0
∂x
− hg−20
∂g0
∂x
u0 − ie
c
A′(x)g−10 u0
)
g0u0
= S(u0) + ℑ
(− hg−10 ∂g0∂x + i
e
c
(A(x)− A′(x))|u0|2.
Since S(u′0) = S(u0) and since g
−1
0
∂g0
∂x
is imaginary, we get
(2.17) − hg−10
∂g0
∂x
= i
e
c
(A′(x)− A(x)) when x ∈ ∂Ω0.
Analogously, let u(x), u′(x) be any solutions of (H − k2)u = 0, (H ′ −
k2)u′ = 0 having the same boundary data and such that |u(x)| =
|u′(x)| > 0.
Denote g(x) = u(x)
u′(x)
. Then u′ = g−1u on ∂Ω and analogously to
(2.17) we get hg−1 ∂g
∂x
= ie
c
(A(x) − A′(x)). Therefore g−1 ∂g
∂x
= g−10
∂g0
∂x
.
Thus ∂
∂x
(
g
g0
)
= 0 on ∂Ω0. Hence g = e
iαg0 where α is a constant.
We have (
Λ′u′
∣∣
∂Ω0
)
u′
∣∣
∂Ω
=
(
h
∂u′
∂ν
− ie
c
A′ · νu′
)
u′
∣∣∣
∂Ω0
= h
1
2
∂|u′|2
∂ν
+ iℑ
(
h
∂u′
∂ν
− ie
c
A′ · νu′
)
u′
∣∣∣
∂Ω0
=
(
h
1
2
∂
∂ν
|u′|2 + iS ′(u′)ν
)∣∣∣
∂Ω0
.
We used above that ℜ∂u′
∂x
u′ = 1
2
∂|u′|2
∂x
.
Analogously,
Λ
(
u
∣∣
∂Ω0
)
u
∣∣
∂Ω0
=
(
h
1
2
∂|u|2
∂ν
+ iS(u) · ν
)∣∣∣
∂Ω0
.
Since S ′(u′) = S(u) we get
Λ′
(
u′
∣∣
∂Ω0
)
u′
∣∣
∂Ω0
= Λ
(
u
∣∣
∂Ω0
)
u
∣∣
∂Ω0
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for all u, u′ having the same boundary data and |u| = |u′| > 0 on ∂Ω0.
Since u′ = e−iαg−10 u we get, cancelling u and e
−iα that g0Λ
′
(
g−10 u
∣∣
∂Ω0
)
=
Λ
(
u
∣∣
∂Ω0
)
. Since u, |u| > 0 on ∂Ω0 are dense in L2(∂Ω0) we have that
(2.16) holds for all u(x), i.e. Lemma 2.5 is proven.
We shall call DN operators Λ and Λ′ satisfying (2.16) gauge equiva-
lent with the gauge g0.
If potentials A(x) and A′(x) are gauge equivalent with gauge g then
DN operator Λ and Λ′ are also gauge equivalent with the same gauge.
Indeed, on ∂Ω0 we have
Λ′
(
u′
∣∣
∂Ω0
)
=
(
h
∂u′
∂x
− ie
c
A′u′
)
· ν
∣∣∣
∂Ω0
=
(
hg−1
∂u
∂x
− hg−2u∂g
∂x
)
ν
∣∣∣
∂Ω0
− i
(e
c
A(x) + ih
∂g
∂x
g−1
)
νg−1u
∣∣∣
∂Ω0
=
(
h
∂u
∂x
− ie
c
Au
)
· νg−1
∣∣∣
∂Ω0
= g−1
∣∣
∂Ω0
Λ
(
u
∣∣
∂Ω0
)
,
i.e. Λ′ and Λ are gauge equivalent. The converse statement is also true.
Lemma 2.6. Suppose DN operators Λ and Λ′ are gauge equivalent with
gauge g0, i.e. (2.16) holds. Then magnetic potentials A(x) and A
′(x)
are also gauge equivalent with some gauge g(x) and V (x) = V ′(x).
Proof: Consider Schro¨dinger equations (H−k2)u = 0, (H ′−k2)u′ =
0 corresponding to potentials (A, V ), (A′, V ′), respectively. Let Λ,Λ′
be the corresponding DN operators. In (H − k2)u = 0 make the gauge
transformation u0 = g
−1
0 u. Then we obtain the Schro¨dinger operator
(H0 − k2)u0 = 0 where (A0, V0) are gauge equivalent to (A, V ). Note
that the DN operator corresponding to H0 has the form Λ0
(
u0
∣∣
∂Ω0
)
=
g−10
∣∣
∂Ω0
Λ(g0u0)
∣∣
∂Ω0
. It follows from (2.16) that Λ′ = Λ0. Therefore the
DN operator for (H ′−k2)u′ = 0 and (H0−k2)u0 = 0 are the same. By
Theorem 2.1 the potentials (A′, V ′) and (A0, V0) are gauge equivalent
with some gauge g1.
Therefore the potentials (A, V ) and (A′, V ′) are also gauge equivalent
with gauge g1g0.
Combining Lemmas 2.5 and 2.6 we get that if gauge invariant data
for (A, V ) and (A′, V ′) are equal as in Lemma 2.5 then (A, V ) and
(A′, V ′) are gauge equivalent.
Remark 2.2. Lemmas 2.5 and 2.6 hold when we replace ∂Ω0 by
any open subset Γ ⊂ ∂Ω0. Thus we have the following theorem:
Theorem 2.7. Let u(x), u′(x) and Λ,Λ′ be the same as in Lemma 2.5.
If the set of the gauge invariant boundary data on Γ for u(x) and u′(x)
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is the same, then the magnetic potentials A(x) and A′(x) are gauge
equivalent and
V (x) = V ′(x).
The converse statement is obvious: if (A(x), V (x) are gauge equiva-
lent to (A′(x), V ′(x)) then the set of boundary data (2.15) on Γ is the
same for u(x) and u′(x) because the boundary data (2.15) are gauge
invariant.
Theorem 2.7 has the corollary that gives another proof of the mag-
netic AB effect:
Corollary 2.1. Suppose curlA = 0, curlA′ = 0 and V (x) = V ′(x).
If A(x) and A′(x) are not gauge equivalent then the sets of boundary
data (2.15) are different for u(x) and u′(x). This implies that A(x)
and A′(x) have a different physical impact, i.e. the AB effect holds.
2.4. Inverse scattering problems.
We consider the Schro¨dnger equation (2.1) in Rn \ ⋃rj=1Ωj assuming
that
u
∣∣
∂Ωj
= 0, 1 ≤ j ≤ r.
In problems related to AB effect the magnetic field B = curlA is
shielded inside the obstacles Ωj , 1 ≤ j ≤ r, and therefore has a compact
support in Rn. The electric potential V (x) plays no role in magnetic
AB effect and could be taken even equal to zero. We assume that V (x)
also has a compact support. The magnetic potential A(x) may have or
may have not a compact support if B(x) has a compact support.
Lemma 2.8. Let B(x) has a compact support, suppB(x) ⊂ BR. If
n ≥ 3 or if n = 2 and
(2.18)
∫∫
|x|<R
B(x)dx1dx2 = 0,
then there exists a magnetic potential A(x) with compact support such
that curlA = B in Rn and suppA(x) ⊂ BR.
Proof: Consider first the case n = 2 and
∫∫
|x|<R
B(x)dx1dx2 = 0.
Let B˜(ξ) =
∫
R2
B(x)e−ix·ξdx be the Fourier transform of B(x). Since
suppB(x) ⊂ BR, B˜(ξ1, ξ2) is an entire function of (ξ1, ξ2) ∈ C×C and
|B˜(ξ)| ≤ CeR|ℑξ|, where ℑξ = (ℑξ1,ℑξ2). Since
∫∫
|x|<R
B(x)dx1dx2 =
0 we have B˜(0, 0) = 0. Applying the mean value theorem we have
(2.19) B˜(ξ1, ξ2) = ξ1B˜1(ξ) + ξ2B˜2(ξ),
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where
(2.20) B˜j(ξ1, ξ2) =
1∫
0
∂B˜
∂ξj
(tξ1, tξ2)dt, j = 1, 2.
Obviously, Bj(ξ1, ξ2) are also entire functions of (ξ1, ξ2) and
(2.21) |B˜j(ξ)| ≤ CeR|ℑξ|, j = 1, 2.
By the Paley-Wiener theorem the inverse Fourier transform Bj(x) =
F−1B˜j(·) is also contained in BR. We have ∂A2∂x1 − ∂A1∂x2 = B(x). Making
the Fourier transform and using (2.19) we can take A˜1(ξ) = iB˜2(ξ),
A˜2(ξ) = −iB˜1(ξ). Therefore suppAj ⊂ BR and ∂A2∂x1 − ∂A1∂x2 = B(x).
Now consider the case n ≥ 3. The equation curlA = B has the
following form after performing the Fourier transform
(2.22) ξ2A˜3(ξ)− ξ3A˜2(ξ) = −iB˜1, −ξ1A˜3(ξ) + ξ3A˜1(ξ) = −iB˜2,
(2.23) ξ1A˜2(ξ)− ξ2A˜1(ξ) = −iB˜3.
Note that divB = 0, i.e. ξ1B˜1(ξ)+ξ2B˜2(ξ)+ξ3B˜3(ξ) = 0. In particular,
we have B˜3(0, 0, ξ3) = 0. Therefore, as in (2.19), we have B˜3(ξ) =
ξ1B˜31(ξ) + ξ2B˜32(ξ) = 0 and we choose A˜1(ξ) = iB˜32(ξ), A˜2(ξ) =
−iB˜31(ξ). Substituting in (2.22) we get
(2.24) ξ2A˜3(ξ) = −iB˜1 − iξ3B˜31,
(2.25) ξ1A˜3(ξ) = +iB˜2 + iξ3B˜32,
Note that ξ1(−iB˜1 − iξ3B˜31) = ξ2(iB˜2 + iξ3B32) since ξ1B˜31 + ξ2B˜2 +
ξ3(ξ1B˜3 + ξ2B˜32) = 0.
Therefore
(2.26) A˜3 =
−iB˜1 − iξ3B˜31
ξ2
=
iB˜2(ξ) + iξ3B˜32
ξ1
.
It follows from (2.24), (2.25) that A˜3(ξ) is analytic when ξ2 6= 0 or
ξ1 6= 0. Therefore by the theorem of removable singularity for analytic
functions of several variables A˜3(ξ) is an entire analytic function. Since
estimates of the form (2.19) hold, A3(x) = F
−1A˜3(ξ) has the support
in BR.
Therefore we proved the existence of the magnetic potential with
compact support such that curlA = B.
Remark 2.3. A more careful analysis allows to conclude that if
suppB ⊂ Ω0, where Ω0 is a convex domain, then suppA ⊂ Ω0.
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Lemma 2.9. Let n = 2, suppB(x) ⊂ Ω0, where Ω0 is convex, (0, 0) ∈
Ω0,
∫∫
Ω0
B(x)dx1dx2 = α0 6= 0 Then there exists a magnetic potential
A(x) in R2 such that curlA = B and A(x) = A0(x) in R
2 \ Ω0, where
(2.27) A0(x) =
α0
2pi
(−x2, x1)
|x|2 .
The potential (2.27) is called the AB potential (cf. [1]).
Proof: Note that curlA0 = α0δ(x) in R
2. Let A′(x) be a magnetic
potential such that curlA′ = B(x)− α0δ(x) in R2. Since
∫∫
Ω0
(B(x)−
α0δ(x))dx = 0, by Lemma 2.8 we can choose A
′(x) such that suppA′ ⊂
Ω0. Consider A(x) = A0(x)+A
′(x). Then curlA = B in R2, A = A0(x)
for x ∈ R2 \ Ω0. 
Consider now the inverse scattering problem for the case when A(x)
and V (x) have compact supports that are contained in {|x| < R− ε}.
We assume also that all Ωj ⊂ {|x| < R− ε}, 1 ≤ j ≤ r.
A solution w(x, kω) of the form
w(x, kω) = eikω·x +
a(θ, ω, k)eik|x|
|x|n−12 +O
( 1
|x|n+12
)
is called a distorted plane wave. Here |ω| = 1, θ = x
|x|
, a(θ, ω, k) is
called the scattering amplitude. The existence of distorted plane wave
is well-known (see, for example, [30] or [20]). For the case of magnetic
potentials in domains with obstacles see [12], [41].
We consider the inverse scattering problem of determining of the
gauge equivalence class of A(x) and of V (x) knowing the scattering
amplitude a(θ, ω, k) for fixed k and all θ ∈ Sn−1, ω ∈ Sn−1.
Consider simultaneously the inverse boundary value problem in the
domain BR \
⋃n
j=1Ωj , where BR = {|x| < R}. We assume that the
Dirichlet problem in BR \
⋃n
j=1Ωj has a unique solution. Then DN
operator is well defined.
Theorem 2.10. Consider two equations (H−k2)u = 0, (H ′−k2)u′ = 0
in Rn\⋃rj=1Ωj. Let a(θ, ω, k) and a′(θ, ω, k) be corresponding scattering
amplitudes and let Λ(k) and Λ′(k) be the corresponding DN operators
on ∂BR = {|x| = R}. If a(θ, ω, k) = a′(θ, ω, k) for fixed k and for all
(θ, ω) ∈ Sn−1× Sn−1, then Λ(k) = Λ′(k) for the same k. Vice versa, if
Λ(k) = Λ′(k), then a(θ, ω, k) = a′(θ, ω, k) for all (θ, ω) ∈ Sn−1 × S−1.
Proof: Assume a(θ, ω, k) = a′(θ, ω, k). Let w(x, kω) and w′(x, kω)
be corresponding distorted plane waves. Since a = a′ we have w(x, kω)−
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w′(x, kω) = O
(
1
|x|
n+1
2
)
, |x| > R. By the Rellich’s lemma (see, for ex-
ample, Lemma 35.2 in [20]) we get
w(x, kω)− w′(x, kω) = 0 for |x| ≥ R.
Differentiating in x we have
∂
∂ν
(w(x, kω)− ω′(x, kω))∣∣
∂BR
= 0,
where ∂
∂ν
is the unit normal to ∂BR. Therefore we got that Λ(k)w =
Λ′(k)w′ on ∂BR for any distorted plane wave. It is known (see, for
example, [20]) that the restrictions of the distorted plane waves on
∂BR are dense in L2(∂BR). Therefore taking the closure we get that
Λ(k)f = Λ′(k)f for all f ∈ L2(∂BR) (cf. [20]).
The converse statement is also true:
If Λ(k) = Λ′(k) on ∂BR then a(θ, ω, k) = a
′(θ, ω, k) for all (θ, ω) ∈
Sn−1 × Sn−1. We shall omit the proof (cf. [20], [33]). Therefore
combining the Theorem 2.10 with the Theorem 2.1 for Γ = ∂BR we
get that if a(θ, ω, k) = a′(θ, ω, k) for all (θ, ω) ∈ Sn−1 × Sn−1 then
A(x) and A′(x) are gauge equivalent with the gauge g(x) = 1 for
|x| ≥ R, V (x) = V ′(x), r = r′, Ω′j = Ωj for 1 ≤ j ≤ r. Note
that in the case when suppA(x) ⊂ BR the gauge group in Rn \
⋃r
j=1Ωj
consists of |g(x)| = 1, g(x) = 1 for |x| ≥ R. 
Now consider the inverse scattering problem in the case n = 2 and
magnetic flux α 6= 0. We consider magnetic potentials of the form
(cf. [24]) A(x) = A0(x) + A1(x), where A0(x) has the form (2.27) and
A1(x) = O
(
1
|x|1+ε
)
, ε > 0. Note that curlA = B = 0 for |x| > R.
We can choose inside the gauge equivalence class the magnetic po-
tential equal to A0(x) =
α(−x2,x1)
2pi|x|2
for |x| > R Since A0(x) = O
(
1
|x|
)
the
scattering amplitude is a distribution and it has the form (cf.[1], [43],
[44], [45])
(2.28) a(θ, ω, k) = a0(θ − ω) + a1(θ, ω, k),
where
(2.29)
a0(θ) = cos
α
2
δ(θ) +
i sin α
2
pi
p.v.
ei
[
α
2pi
]
θ
1 − eiθ , |a1(θ, ω, k)| ≤ C|θ − ω|
−ε,
0 ≤ ε < 1.
Here [α] is the smallest integer larger or equal to α.
The following analog of Theorem 2.10 holds (cf [24]):
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Theorem 2.11. Let (H−k2)u = 0, (H ′−k′)u′ = 0 be two Schro¨dinger
operators in R2 \⋃rj=1Ωj. Suppose A0 = α0(−x2,x1)2pi|x|2 , A′0 = α′0(−x2,x1)2pi|x| for
|x| > R. If a(θ, ω, k) = a′(θ, ω, k) and if α0 = α′0 then A(x) and A′(x)
are gauge equivalent.
Note that in Theorem 2.11 we require not only that a = a′ but also
that the magnetic fluxes α0 and α
′
0 are equal.
It was shown in [24] that if there is only one convex obstacle, Ω1 = Ω
′
1,
then a = a′ and α0 6= 2pin, ∀n ∈ Z, implies that α′0 = α0.
A similar result holds for the inverse boundary value problem: If
Λ(k) = Λ′(k) on ∂BR then A(x) and A
′(x) are gauge equivalent in
BR \
⋃r
j=1Ωj and α0 = α
′
0. Indeed, by Theorem 2.1 A(x) and A
′(x)
are gauge equivalent with the gauge g(x) such that g(x) = 1 on ∂BR.
Thus
∫
∂BR
g−1 ∂g
∂x
· dx = 0 and therefore α0 = ehc
∫
∂BR
A(x) · dx is equal
to α′0 =
e
hc
∫
∂BR
A′(x) · dx.
Note that when α0 6= 0 the gauge group has the form
|g(x)| = 1, x ∈ R2 \
r⋃
j=1
Ωj , g(x) = e
ipθ(x)
(
1 +O
( 1
|x|
))
,
where p ∈ Z.
When we make a gauge transformation, the scattering amplitude
changes
(2.30) a′(θ, ω, k) = e−ipθa(θ, ω, k)e−ip(θ+pi).
Consider the gauge equivalence class of scattering amplitude for the
operator H − k2. It was shown in [24] that when Ω1 is a single convex
obstacle and α 6= 2pin, ∀n ∈ Z, then there is one-to-one correspondence
between gauge equivalence classes of magnetic potentials and gauge
equivalence classes of scattering amplitudes.
2.5. Aharonov-Bohm effect and the spectrum of the Schro¨diger
operator.
In this subsection we shall show that cosα, where α is a magnetic flux,
is determined by the spectrum. Therefore if cosα1 6= cosα2 for two
Schro¨dinger operators then their spectra are different.
Let Ω be a convex obstacle in R2 containing the origin. Let BR =
{|x| < R}, where R is large. Consider the Schro¨dinger equation (H −
λ)u = 0 in the annulus domain BR \ Ω with zero Dirichlet boundary
conditions u
∣∣
∂BR
= 0, u
∣∣
∂Ω
= 0. Let λ1 ≤ λ2 ≤ λ3 ≤ ... be the Dirichlet
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spectrum and let E(x, y, t) be the hyperbolic Green function , i.e.
( ∂2
∂t2
+H
)
E(x, y, t) = 0 for t > 0,
E(x, y, t)
∣∣∣
∂Ω×(0,+∞)
= 0, E(x, y, t)
∣∣∣
∂BR×(0,+∞)
= 0,
E(x, y, 0) = δ(x− y), ∂E(x, y, 0)
∂t
= 0.
The following wave trace formula holds (cf. [8])
(2.31) Tr(t)
def
=
∞∑
j=1
cos
√
λjt =
∫
BR\Ω
E(x, x, t)dx.
It was proven in [8], [27] that the singularities of the wave trace occur at
the time t = T , where T is equal to the length of periodic null-geodesics.
In our geometry the periodic null-geodesics are equilateral N -gones
inscribed in the circle |x| = R, in particular, equilateral triangles with
the side R
√
3. It was proven in [25] that at t = 3R
√
3 the singularity
of Tr(t) has the form
(2.32) − 2− 523 14R 32 cosα(t− 3R
√
3)
− 3
2
+ +O
(
(t− 3R
√
3)−
1
2
)
.
Here α =
∫
γ
A(x) · dx is the magnetic flux, γ is any simple closed
contour between ∂Ω and ∂BR (α is independent of γ since we assume
that curlA = 0 in BR \ Ω), (t − 3R
√
3)
− 3
2
+ is a homogeneous of order
−3
2
distribution equal to zero when t − 3R√3 < 0. Similar formula
holds (cf [25]) when the triangle is replaced by N -gone. Therefore the
spectrum depends on the magnetic flux.
Aharonov-Bohm effect holds when the underlying manifold is not
simply-connected even when there are no obstacles.
Consider the Schro¨dinger operator on the torus (cf. [25]). Let L =
{m1e1 +m2e2, m1, m2 ∈ Z} be a lattice in R2 and let L∗ be the dual
lattice consisting of δ ∈ R2 such that δ ·d ∈ Z for all d ∈ L. Consider
the Schro¨dinger operator
(2.33) H =
(
− i ∂
∂x
−A(x)
)2
+ V (x) on the torus T2 = R2/L.
The potentials A(x) and V (x) are periodic, i.e. A(x+d) = A(x), V (x+
d) = V (x) for all x ∈ R2 and d ∈ L and therefore there are defined on
T2 = R2/L. We assume that the magnetic field B = ∂A2
∂x1
− ∂A1
∂x2
= 0.
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Let γ1, γ2 be the basis of the homology group of T
2. Denote
(2.34) αj =
∫
γj
A(x) · dx, j = 1, 2.
The gauge group G(T2) consists of g(x) ∈ C∞(T2). such that |g(x)| =
1. Any such g(x) has the form g(x) = eiδ·x+iϕ(x) where ϕ(x) ∈ C∞(T2)
and δ ∈ L∗.
Two magnetic potentials A(x) and A′(x) are gauge equivalent if A′ =
A+ ig−1(x) ∂g
∂x
.
Theorem 2.12. Let H and H ′ be two Schro¨dinger operators on T2
with electromagnetic potentials (A(x), V (x)) and (A′(x), V ′(x)). Sup-
pose curlA = curlA′ = 0. Suppose that the spectrum of H and H ′ are
the same. Then
cosαj = cosα
′
j, j = 1, 2,(2.35)
where αj =
∫
γj
A(x) · dx, α′j =
∫
γj
A′(x) · dx, j = 1, 2.
This demonstrates the AB effect on torus since the magnetic fluxes
make a physical impact.
2.6. Direct proof of magnetic AB effect.
Consider the nonstationary Schro¨dinger equation
(2.36) − ih∂u
∂t
+
1
2m
n∑
j=1
(
−ih ∂
∂xj
− e
c
Aj(x)
)2
u+ eV (x)u = 0,
in (Rn \ Ω′)× (0, T ) where n ≥ 2, Ω′ = ⋃rj=1Ωj ,
(2.37) u(x, 0) = u0(x),
(2.38) u
∣∣∣
∂Ωj×(0,T )
= 0, 1 ≤ j ≤ r.
At first we shall study the case of one obstacles in R3. Suppose Ω1 is
a toroid and curlA = 0 in Rn \ Ω1. It was shown in §2.4 that we can
choose A(x) having a compact support. Let x(0) 6∈ Ω1 and θ ∈ S2 be a
unit vector. Suppose θ⊥1, θ⊥2 are two unit vectors such that θ, θ⊥1, θ⊥2
is an orthonormal basis in R3. Let χ0(s) ∈ C∞0 (R1), χ0(s) = 1 for
|s| < 1
2
, χ0(s) = 0 for |s| > 1, χ0(s) = χ0(−s). It was proven in [21]
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that there exists a solution of (2.36) of the form
u(x, t, θ) = e−i
mk2t
2h
+imk
h
x·θχ0
((x− x(0)) · θ⊥1
δ1
)
χ0
((x− x(0)) · θ⊥2
δ1
)(2.39)
· exp
(
i
e
hc
∫ ∞
0
θ ·A(x− s′θ)ds′
)
+O(ε),
where t ∈ (0, T ), T = O( 1
kδ1
)
, k is large , δ1 is small, ε > 0 can be
chosen arbitrary small if k is large enough.
The support of u(x, t, θ) modulo O(ε) is contained in a small neigh-
borhood of the line x = x(0) + sθ.
x(0)
θω
Fig. 1. Two rays x = x(0) + sθ, x = x(0) + s′ω, 0 ≤ s < +∞,
0 ≤ s′ < +∞, intersect at point x(0). Only the ray x = x(0) + sθ is
passing through the hole of the toroid Ω1.
We take two solutions u(x, t, θ) and v(x, t, ω) of the form (2.39) corre-
sponding to the directions θ and ω, respectively (cf. Fig.1). Let U0 be
a ball of radius ε0 centered at x
(0). We have for x ∈ U0
(2.40) |u(x, t, θ)− v(x, t, ω)|2 = ∣∣1− e imkh x(θ−ω)+i(I1−I2)∣∣2 +O(ε),
where
(2.41) I1 =
e
hc
∞∫
0
θ · A(x− sθ)ds, I2 = e
hc
∞∫
0
ω · A(x− sω)ds.
Since A(x) has a compact support and curlA = 0 we have that I1−I2 =
α, where α = e
he
∫
γ
A(x) · dx is the magnetic flux, γ is a closed curve
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passing through the hole and not shrinking to a point. Therefore
(2.42) |u(x, t, θ)− v(x, t, ω)|2 = 4 sin2 1
2
(mk
h
x · (θ − ω) + α)+O(ε).
Choose kn large and such that
mkn
h
x(0) · (θ − ω) = 2pin, n ∈ Z. For
x ∈ U0 we have
(2.43)
∣∣mkn
h
(x− x(0)) · (θ − ω)∣∣ ≤ 2mkn
h
ε0.
Therefore, choosing ε0 small enough we get
(2.44) |u(x, t, θ)− v(x, t, ω)|2 = 4 sin2 α
2
+O(ε).
This proves AB effect since the probability density |u(x, t, θ)−v(x, t, ω)|2
changes with the magnetic flux α. Note that here we cannot distinguish
between +α and −α modulo 2pin.
Now consider the case of several obstacles Ωj , 1 ≤ j ≤ r for n = 2.
Let αj =
e
hc
∫
γj
A(x) · dx, 1 ≤ j ≤ r, where γj is a simple contour
encircling Ωj only. Let x
(1) 6∈ Ω′ = ⋃rj=1Ωj . Denote by γ(0) = γ0 ∪
γ2∪ ...∪γd the broken ray starting at x(1) and reflecting at Ω′ at points
x(2), ..., x(d−1). Let ωp, 1 ≤ p ≤ d, be the directions of γp. Note that
ωp+1 = ωp − 2(ν(x(p)) · ωp)ν(x(p)) where ν(x(p)) is the outward unit
normal to Ω′. The last leg γd of this broken ray does not intersect Ω
′
and can be extended to infinity. Let x(0) be some point on γd. It was
proven in [21] that there exists a solution u(x, t) of (2.36) satisfying
boundary conditions (2.38) and such that supp u(x, t) is contained in a
small neighborhood of the broken ray γ(0) and u(x, t) has the following
form in a small neighborhood of the point x(0):
(2.45)
u(x, t) = c0(x, t
′) exp i
(
−mk
2t
2h
+
mk
h
ψd(x)+
e
hc
∫
γ(x(t′))
A(x)·dx
)
+O
(1
k
)
,
where
∣∣∂ψd
∂x
∣∣2 = 1, ∂ψd(x(0))
∂x
= ωd, c0(x, t
′) 6= 0, t = t
′
k
.
In (2.45) we denoted by γ(x(t′)) the broken ray starting near x(1) at
t = 0 and ending at x(t′) near x(0). In particular, γ(x(t(0)) = γ(x(0)) =
γ(0), i.e. x(t(0)) = x(0) is the endpoint of γ(0). We assume that ω1 is the
direction of the first leg of all broken rays starting near x(1) at t = 0.
We choose the endpoints of γ(0), x(1) and x(0), far from the obstacles.
Thus, the straight ray β starting at x(1) and ending at x(0) does not
intersect the obstacles. If x = xˆ(t) is the equation of β, where t is the
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time parameter, we assume that xˆ(t1) = x
(1) and xˆ(t(0)) = x(0). Thus
t1 is equal to t
(0) − |β| where |β| is the length of β (cf Fig.2). We can
construct a solution v(x, t) such that
v(x, t) =χ0
((x− x(2)) · θ⊥
δ1
)
c1(x, t
′)
(2.46)
· exp
(
− imk
2t
2h
+
imk
h
x · θ + ie
hc
∫
β(x(t′))
A(x) · dx+O
(1
k
)
,
where t = t
′
k
, (x, t′) ∈ U0 where U0 is a neighborhood of (x(0), t(0)).
We choose the initial condition c1(x, t1) such that c1(x, t
′) = c0(x, t
′)
at (x(0), t(0)).
As in (2.42) we have (cf. [21])
|u(x, t)− v(x, t)|2(2.47)
=|c0(x(0), t(0))|2
(
4 sin2
1
2
(mk
h
(ψd(x)− θ · x)
)
+ I1 − I2
)
+O(ε)
=|c0(x(0), t(0)|24 sin2 1
2
(I1 − I2) +O(ε),
where I1 and I2 are integrals of A(x) over γ(x
(0)) and β(x(0)), respec-
tively.
Note that I1 − I2 = αγ where αγ is the sum of magnetic fluxes of all
obstacles encircled by γ(0) and β.
x(1)
x(0)
γ0
γ1
γ2
β
Ω1
Ω3
Ω2
Fig. 2. Broken ray γ(0) = γ0∪γ1 ∪γ2 starts at x(1) at t = 0, reflects
at Ω2 and Ω3 and ends at x
(0) at t = t(0). The ray β starts at x(1) at
t = t1 and ends at x
(0) at t = t(0).
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Varying γ(0) and β at least r times we get enough linear relations to
recover two gauge equivalence classes: {αj (mod 2pin), 1 ≤ j ≤ r} and
{−αj (mod 2pin), 1 ≤ j ≤ r}.
3. Electric AB effect
In this section we shall study the electric AB effect. Consider the
Schro¨dinger equation with electric potential V (x, t) and zero magnetic
potential in (Rn × [0, T ]) \ Ω where Ω is a domain in Rn × [0, T ] that
we shall describe below. We have
(3.1) ih
∂u(x, t)
∂t
+
h2
2m
∆u(x, t)− eV (x, t)u(x, t) = 0
with the initial and boundary conditions
(3.2) u(x, 0) = u0(x), x ∈ Rn \ Ω0,
(3.3) u
∣∣∣
∂Ωt0
= 0, 0 < t0 < T,
where Ωt0 = Ω ∩ {t = t0}. We assume that the normals to Ω in
R
n × (0, T ) are not parallel to the t-axis when 0 < t < T .
Consider the following domain: Suppose Ω(τ) in polar coordinates
(r, θ) has the following form (cf. Fig.3):
Ω(τ) = {(r, θ) s.t. R1 < r < R2, −pi + τ ≤ θ ≤ pi − τ},
where 0 ≤ τ < pi. Note that Ω(0) is the annulus domain {R1 < |x| <
R2}. Let Ωt0 = Ω∩{t = t0} be equal to Ω(ε−t0) when 0 ≤ t0 ≤ ε, Ωt0 =
Ω(0) for ε ≤ t0 ≤ T − ε, Ωt0 = Ω(t0− T + ε) for T − ε ≤ t0 ≤ T . Thus
Ω =
⋃
0≤t≤T Ωt is a time-dependent obstacle.
Let D = (Rn × (0, T )) \ Ω,Dt0 = D ∩ {t = t0}. The domains Dt0
are connected when 0 ≤ t0 < ε and T − ε < t0 ≤ T and they are not
connected when ε ≤ t0 < T − ε: there are two connected components:
|x| > R2 and |x| < R1 for ε ≤ t0 ≤ T − ε.
We consider two Schro¨dinger equations in D of the form (3.1). The
first is when V1(x, t) ≡ 0 in D and the second is when V2(x, t) = 0
outside Q = {(x, t) : R1 ≤ |x| ≤ R2, ε ≤ t ≤ T−ε} and V2(x, t) = V2(t)
in Q. Note that E = ∂V2(x,t)
∂x
= 0 in D. We choose V2(t) such that
(3.4)
e
h
T−ε∫
ε
V2(t)dt = α 6= 2pip, ∀p ∈ Z, V2(t) = 0 near t = ε and t = T−ε.
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We assume that u1(x, t) and u2(x, t) have the same initial and bound-
ary conditions where u1 corresponds to V1 = 0 and u2 corresponds to
V2(x, t).
We shall prove that |u1(x, t)| 6≡ |u2(x, t)| for t > T − ε when (3.4)
holds, i.e. electric AB effect takes place.
When 0 < t < ε we have that u1(x, t) = u2(x, t) since V1 = V2 = 0
for (x, t) ∈ D, t < ε. For ε < t < T − ε we have that
u2(x, t) =
(
exp
ie
h
∫ t
ε
V2(t
′)dt
)
u1(x, t)
for (x, t) ∈ Q, ε < t ≤ T − ε.
Let x(2) be such that R1 < |x(2)| < R2 and u1(x(2), T − ε) 6= 0 and
let |x(1)| > R2 be such that u1(x(1), T − ε) 6= 0.
We can choose the initial condition u0(x) such that this holds. In-
deed, let u1(x) be any function such that u1(x
(1)) 6= 0 and u1(x(2)) 6= 0.
Consider the backward initial boundary value problem for 0 < t < T −
ε, ih∂u1
∂t
+ h
2
2m
∆u1 = 0 for (x, t) ∈ D, u1(x, T − ε) = u1(x), u1
∣∣
∂Ω
= 0.
Then we take u0(x) = u1(x, 0) as the initial condition for the initial
boundary value problem (3.1), (3.2), (3.3).
We claim (cf. [21]) that |u1(x, t)|2 6= |u2(x, t)|2 in a neighborhood U0
of (x
(0)
1 , T − ε) for t > T − ε. Note that u1(x, T − ε) = u2(x, T − ε)
for |x| > R2 since u1(x, ε) = u2(x, ε) for |x| > R2 and u1, u2 have
zero boundary conditions on {(|x| = R2) × (ε, T − ε)}. In particular
u1(x, T − ε) = u2(x, T − ε) in U0. Suppose that |u1(x, t)| = |u2(x, t)| in
U0 for t > T − ε.
Use the polar representation in U0 ∩ {t > T − ε}:
u1(x, t) = R1(x, t)e
iΦ1(x,t), u2(x, t) = R2(x, t)e
iΦ2(x,t).
Note that R1 = R2 = R.
Substituting in (3.1) we get
(3.5) − h∂R
∂t
=
h2
2m
(2∇R · ∇Φj +R∆Φj),
(3.6) h
∂Φj
∂t
R =
h2
2m
(∆R −R|∇Φj |2), j = 1, 2.
Therefore Φ1 and Φ2 satisfy the same first order partial differential
equation (3.6) with the same initial condition in U0 ∩ {t = T − ε}.
Φ1(x, T − ε) = Φ2(x.T − ε)
since u1(x, T − ε) = u2(x, T − ε). Therefore, by the uniqueness of the
Cauchy problem we have Φ1(x, t) = Φ2(x, t) in U0 ∩ {t > T − ε}. Thus
u1(x, t) = u2(x, t) in U0∩{t > T−ε}. Then by the unique continuation
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property for the Schro¨dinger equation (cf. [32], Sect. 6) we get that
u1(x, t) = u2(x, t) for (x, t) ∈ D, T − ε < t < T . By the continuity in
t we conclude that u1(x, T − ε) = u2(x, T − ε), R1 < |x| < R2. Since
u1(x
(2), T − ε) 6= 0 and u2(x(2), T − ε) = u1(x(2), T − ε) exp iα we got
a contradiction since exp iα 6= 1 when α satisfies (3.4). This concludes
the proof of electric AB effect.
R1
R2
Fig. 3. The intersection Dt0 of the domain D with the plane t = t0 is
the complement in R2 of Ω(τ) = {R1 ≤ |x| ≤ R2, −pi+τ ≤ θ ≤ pi−τ},
where τ depends on t0. When τ = 0Dt0 has two connected components.
4. The Schro¨dinger equation with time-dependent
magnetic and electric potentials
The case of time-dependent electromagnetic potentials is much harder
than the case when A and V are time-independent. Many powerful
tools such as the BC-method are not applicable. Therefore the results
on the inverse boundary value problems are much weaker. The study
of the Aharonov-Bohm effect also becomes more complicated.
4.1. Inverse boundary value problem.
Let Ωj(t) ⊂ Rn, 0 ≤ t ≤ T , be the obstacles, Ωj(t) ∩ Ωk(t) = 0, 1 ≤
j, k ≤ r, and let Ω0 ⊃ Ω′ =
⋃n
k=1Ωj(t), where Ω0 is a simply-connected
domain in Rn. Let Ω′ =
⋃
0≤t≤T
⋃r
g=1Ωj(t). Consider in (Ω0× (0, T )) \
Ω
′
the Schro¨dinger equation with time-dependent magnetic and electric
potentials
(4.1) ih
∂u(x, t)
∂t
− 1
2m
n∑
j=1
(
− ih ∂
∂xj
− e
c
Aj(x, t)
)2
u(x, t)
− eV (x, t)u(x, t) = 0, (x, t) ∈ (Ω0 × (0, T )) \ Ω′.
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We assume that
(4.2) u
∣∣∣
∂Ωj(t)
= 0, t ∈ (0, T ), j = 1, ..., r.
We also assume that the normals to Ω′ for 0 < t < T are not parallel
to the t-axis. This condition assures the existence of the solution of
the initial-boundary value problem for (4.1).
The gauge group G((Ω0× [0, T ])\Ω′) in this case consists of g(x, t) ∈
C∞((Ω0× [0, T ])\Ω′) such that |g(x, t)| = 1. Thus the electromagnetic
potentials (A(x, t), V (x, t)) and (A′(x, t), V ′(x, t)) are gauge equivalent
if there exists g(x, t) ∈ G((Ω0 × [0, T ]) \ Ω′) such that
e
c
A′(x, t) =
e
c
A(x, t) + ihg−1(x, t)
∂g(x, t)
∂x
,(4.3)
eV ′(x, t) = eV (x, t)− ihg−1(x, t)∂g(x, t)
∂x
.
Now we shall describe the class of obstacles considered in this sub-
section. Since the potential depends on the time variable we cannot
switch from the Schro¨dinger equation to the wave equation and use the
Boundary Control method as in section 2.1. We shall use instead the
inversion of the X-ray transform and this approach in the presence of
obstacles imposes severe restrictions on the obstacles.
In the case of n ≥ 3 variables we assume that the following condition
is satisfied
For each t0 ∈ [0, T ] all obstacles Ωj(t0), 1 ≤ j ≤ r,(4.4)
are convex, and for each point x0 ∈ Ω0 \
r⋃
k=1
Ωj(t0)
there exists a two dimensional plane Πx0 ⊂ Rn, n ≥ 3
that intersect at most one of the obstacles Ωj(t0).
In the case of n = 2 we assume that
All obstacles Ωj(t0) are convex in R
2 for each(4.5)
t0 ∈ [0, T ], 1 ≤ j ≤ r. If r > 1, i.e. when
there are more then one obstacle, we assume
that there is no trapped broken (reflected) rays in
Ω0 \
r⋃
j=1
Ωj(t0), i.e. any broken ray starting on ∂Ω0
returns to ∂Ω0 after a finite number of reflections.
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When the obstacles are smooth and r ≥ 2 there are always trapped
rays. To have the situation when there are no trapped rays we must
require that obstacles Ωj(t0), 1 ≤ j ≤ r, have a finite number of corner
points.
We consider only the broken rays avoiding corners points, and we
assume that the number of reflections is uniformly bounded for all
broken rays.
As in §2.3 we introduce gauge invariant boundary data on
∂Ω0 × (0, T ):
(4.6)
|u(x, t)|2 = f1, ∂
∂ν
|u(x, t)|2 = f2, S(u) = ℑ
(
h
∂u
∂x
−ie
c
A(x, t)u
)
u = f3,
where (x, t) ∈ ∂Ω0 × (0, T ).
The following theorem holds (cf. [12], [13], [18]).
Theorem 4.1. Consider two Schro¨dinger equations
(
ih ∂
∂t
−H)u = 0
and
(
ih ∂
∂t
− H ′)u′ = 0 of the form (4.1) in Ω0 × (0, T ) \ Ω′ with zero
Dirichlet boundary conditions on ∂Ω′ and zero initial conditions on Ω0\⋃r
j=1Ωj(0), corresponding to electromagetic potentials (A(x, t), V (x, t))
and (A′(x, t), V ′(x, t)), respectively.
Suppose obstacles Ω′ satisfy condition (4.4) when n ≥ 3 and the
condition (4.5) when n = 2.
If the sets of gauge invariant boundary data of u and u′ are equal on
∂Ω0× (0, T ) then the electromagnetic potentials (A, V ) and (A′, V ′) are
gauge equivalent.
The proof of Theorem 4.1 was given in [18]. Since the case of time-
dependent potentials is relatively new we shall indicate the main steps
of the proof.
Proof: It was shown in §2.3 that the equality of the gauge invariant
boundary data is equivalent to the existence of g0 ∈ G((Ω0 × [0, T ]) \
Ω′) such that the corresponding DN operators Λ and Λ′ are gauge
equivalent on ∂Ω0 × (0, T ), i.e. Λ′v = g−100 Λg00v for any smooth v on
∂Ω0 × (0, T ). Here g00 is the restriction of g0(x, t) to ∂Ω0 × (0, T ).
Making the gauge transformation w = g−10 u
′′ we get the Schro¨dinger
equation
(
ih ∂
∂t
− H ′′)w = 0 with electromagnetic potentials (A′′.V ′′)
that are gauge equivalent to (A′, V ′). Now we have that Λ = Λ′′ on
∂Ω0×(0, T ) where Λ′′ is the DN operator corresponding
(
ih ∂
∂t
−H ′′)w =
0.
Consider first the more simple case of n ≥ 3 assuming that (4.4)
holds.
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Let γ(t0) be a ray in the domain Ω0\
⋃r
j=1Ωj(t0) starting and ending
on ∂Ω0. We shall construct a solution u(x, t, k) of
(
ih ∂
∂t
−H)u = 0 in
(Ω0 × (0, T ) \Ω′) depending on a large parameter k and satisfying the
boundary conditions
(4.7) u
∣∣∣
∂Ω′
= 0, 1 ≤ j ≤ r,
initial conditions
(4.8) u
∣∣∣
Ω0\Ω′∩{t=0}
= 0,
and concentrated in a small neighborhood U0 ⊂ (Ω0 × (0, T )) \ Ω′ of
the ray γ(t0).
We are looking for u(x, t, k) in the form
(4.9) u(x, t, k) = e−i
mk2
2h
t+imk
h
x·ω
( N∑
p=0
ap0(x, t, ω)
(ik)p
+O
( 1
kN+1
))
,
where
|ω| = 1,(4.10)
ω ·
(
− ih ∂
∂x
− e
c
A(x)
)
a00 = 0,
ω ·
(
− ih∂
∂x
− e
c
A(x)
)
ap0 =
(
ih
∂
∂t
−H
)
ap−1,0, p ≥ 1.
We choose
(4.11) a00 =
1
ε
n
2
χ0
(t− t0
ε
) n−1∏
j=1
χ0
(τj − τ0j
ε
)
· exp
(
i
e
hc
s∫
s0
A
( n−1∑
j=1
τjω⊥j + s
′ω, t
)
· ωds′,
where s = x ·ω, τj = x ·ω⊥j, χ0 is the same as in (2.39),
∫∞
−∞
χ20(s)ds =
1, s0, r0j are such that x
(0) = s0ω+
∑n−1
j=1 τ0jω⊥j 6∈ Ω0, where ω ·ω⊥j =
0, 1 ≤ j ≤ n− 1, {ω, ω⊥1..., ω⊥,n−1} is an orthogonal basis in Rn. Also
the plane (x − x(0)) · ω = 0 does not intersect Ω0 (cf. [13], [18]). We
assume also that
(4.12) ap0(s, τ, t) = 0 when s = s0, p ≥ 1.
Note that the principal term (4.10) of (4.9) is the same as in the case of
potentials independent of t. However, the lower other terms ap0, p ≥ 1,
will pick up the derivatives of A, V in t.
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Solution of the form (4.9) is different from the geometric optics type
solutions in §2.6. The latter solutions describe the propagation in the
time and (4.9) propagates in the plane t = t0 along the space direction
s = x · ω.
We shall show below that solutions (4.9) can be approximated by
physically relevant solutions.
Having solutions of the form (4.9) we can conclude the proof of Theo-
rem 4.1 in two steps. First, substituting the solutions of
(
ih ∂
∂t
−H)u =
0 and
(
ih ∂
∂t
− H ′′)w = 0 having both the form (4.9), in the Green’s
formula, using that Λ = Λ′′ on ∂Ω0 × (0, T ) and passing to the limit
when ε→ 0 we get
(4.13) exp
( ie
hc
∫
γ(t0)
A(x, t0) · dx
)
= exp
( ie
hc
∫
γ(t0)
A′′(x, t0) · dx
)
for all rays γ(t0), t0 ∈ (0, T ) is arbitrary, but fixed. Now, using the
Helgason’s hole theorem (cf. [Hel]), we prove the uniqueness of the
X-ray transform to get that there exists g(x, t) = eiϕ(x,t) ∈ G((Ω0 ×
[0, T ]) \ Ω′), g = 1 on ∂Ω0 × (0, T ), such that
e
c
A′′(x, t0) =
e
c
A(x, t0) + ihg
−1∂g(x, t0)
∂x
.
Here t0 is a parameter. Making the gauge transformation in
(
ih ∂
∂t
−
H ′′
)
w = 0 with the gauge g(x, t) we get the Schro¨dinger equation(
ih ∂
∂t
− H ′′′)w1 = 0 with magnetic potential A(x, t) and the electric
potential eV ′′′ ≡ eV ′′− ihg−1 ∂g
∂t
. Now apply again the Green’s formula
to
(
ih ∂
∂t
− H)u = 0 and (ih ∂
∂t
− H ′′′)w = 0 using the solution of the
form (4.9) and that Λ = Λ′′′. Since H ′ and H ′′′ have the same magnetic
potentials, their contribution will cancel each other and we get that
(4.14)
∫
γ(t0)
(
eV (x, t0)− eV ′′ + ihg−1∂g
∂t
)
ds = 0
for all rays γ(t0).
Therefore, the uniqueness theorem of the X-ray transform gives that
eV (x, t)− eV ′′′(x, t) + ihg−1(x, t)∂g
∂t
= 0.
Thus (A, V ) and (A′′′, V ′′′) are gauge equivalent. Hence (A, V ) and
(A′, V ′) are gauge equivalent too.
Now consider a more difficult case n = 2 and (4.5) is satisfied. As in
§2.6 we will use the broken rays.
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Let γ(t0) = γ0(t0) ∪ γ1(t0) ∪ ... ∪ γd(t0) be a broken ray starting at
some point x(0) ∈ ∂Ω0 reflecting at some obstacles Ωj(t0), 1 ≤ j ≤ r,
and ending on ∂Ω0. We shall construct a solution of
(
i ∂
∂t
− H)u = 0
concentrated in a small neighborhood of γ(t0). We are looking for
u(x, t, k) in the form
(4.15) u(x, t, k) =
d∑
j=0
N∑
p=0
apj(x, t.ω)
(ik)p
e−
imk2
2h
t+imk
h
ψj(x,t,ω)
where ψ0(x, t0, ω) = x · ω, ap0(x, t, ω) are the same as in (4.9), ω = θ1
is the direction of γ0, ψj(x, t, ω) satisfy the equations∣∣∣∂ψj
∂x
∣∣∣ = 1, ψj(x, t, ω)
∣∣∣
∂Ω′
= ψj+1(x, t, ω)
∣∣∣
∂Ω′
,(4.16)
ψj+1(x
j+1
0 , t0, ω)
∂x
= θj+1, 0 ≤ j ≤ d− 1,
where x
(j+1)
0 is the point of reflection of γj at ∂Ω
′ ∩ {t = t0} and θj+1
is the direction of γj+1.
Functions apj satisfy the following equations:
(4.17)
∂apj
∂x
· ∂ψj
∂x
+
1
2
∆ψjapj − ie
c
A(x, t) · ∂ψj
∂x
apj
= fpj(x, t, ω) + i
m
h
∂ψj
∂t
apj, p ≥ 0,
where f0j = 0, fpj depends on a0j , ..., ap−1,j.
When obstacles are independent of t then ψj(x, t) are also indepen-
dent of t. We impose also the following conditions on apj
(4.18) apj
∣∣
∂Ω′
= −ap,j+1
∣∣
∂Ω′
This last condition implies that u
∣∣
∂Ω′
= 0. Inserting (4.15) into the
Green’s formula instead of (4.9) we get, analogously to (4.13), (4.14),
that
(4.19) exp
[ ie
hc
d∑
j=0
∫
γj(t0)
(A(x
(j)
0 +sθj , t0)−A′′(x(j)0 +sθj , t0))·θjds
]
= 1
and
(4.20)
d∑
j=0
∫
γj(t0)
(
eV (x
(j)
0 + sθj , t0)− eV ′′′(x(j)0 + sθj , t0) + ihg−1
∂g
∂t
)
ds = 0.
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Proving the uniqueness of X-ray transform problem for broken rays is
much harder. It was shown in [13], [15] that (4.19), (4.20) imply that
the electromagnetic potentials (A, V ) and (A′, V ′) are gauge equivalent.
This concludes the proof of Theorem 4.1.
4.2. Inverse boundary value problems for the Schro¨dinger op-
erator with time-dependent Yang-Mills potentials.
Consider the Schro¨dinger equation of the form
(4.21)
− i∂u(x, t)
∂t
+
n∑
j=1
(
Im
(
− i ∂
∂xj
)
−Aj(x, t)
)
u(x, t) + V (x, t)u(x, t) = 0,
where A = (A1, ..., An), Aj(x, t), V (x, t), 1 ≤ j ≤ n, are m × m self-
adjoint matrices. It is convenient to consider u(x, t) also as m × m
matrix. Im is m×m identity matrix.
We consider (4.21) in Ω0 × (0, T ) with initial conditions
u(x, 0) = 0, x ∈ Ω0,
and the boundary conditions
u
∣∣∣
∂Ω0×(0,T )
= f.
Let Λf =
(
Im
∂
∂ν
− iA · ν)u∣∣
∂Ω0×(0,T )
be the DN operator. The gauge
group consists of m ×m unitary matrices, smooth in Ω0 × [0, T ]. We
assume that there is no obstacles in this subsection.
Yang-Mills potentials (A, V ) and (A′, V ′) are gauge equivalent if
there is g ∈ G(Ω0 × [0, T ]) such that
A′j = g
−1Ajg + ig
−1 ∂g
∂xj
, 1 ≤ j ≤ n(4.22)
V ′j = g
−1Vjg − ig ∂g
∂t
Theorem 4.2. Consider two equations
( − i ∂
∂t
+H
)
u = 0,
( − i ∂
∂t
+
H ′
)
u′ = 0 of the form (4.21) with Yang-Mills potentials (A, V ), (A′, V ′),
respectively. Suppose that DN operators Λ and Λ′, corresponding to( − i ∂
∂t
+ H
)
u = 0 and
( − i ∂
∂t
+ H ′
)
u′ = 0 are gauge equivalent
on ∂Ω0 × (0, T ) with some gauge g0(x), i.e. g−100 Λg00 = Λ′, where
g00 = g0
∣∣
∂Ω0×(0,T )
. Then (A, V ) and (A′, V ′) are gauge equivalent too.
The beginning of the proof of Theorem 4.2 is similar to the proof of
Theorem 4.1 in the case n ≥ 3.
38
We construct a solution of (4.21) similar to (4.9)
(4.23) uε(x, t, k) = e
−ik2t+ikx·ω
( N∑
p=0
ap(x, t, ω)
(ik)p
+O
( 1
kN+1
))
,
where
a0(x, t, ω) =
1
ε
n
2
χ0
(t− t0
ε
)
Πn−1j=1χ0
(τj − τj0
ε
)
c(x, t, ω),
t0, τj0, τj are the same as in (4.11), c(x, t, ω) satisfies the equation
(4.24) ω · ∂c
∂x
− iA(x, t) · ωc = 0 for s > s0, c = Im when s = s0,
ap satisfy equations similar to (4.10) and ap(s, τ, t) = 0 when s =
s0, p ≥ 1.
Applying gauge g0 to
( − i ∂
∂t
+ H ′
)
u′ = 0 we get an equation( − i ∂
∂t
+ H ′′
)
u′′ = 0, gauge equivalent to
( − i ∂
∂t
+ H ′
)
u′ = 0 and
such that Λ′′ = Λ.
Using the Green’s formula and passing the limit as ε → 0 we get,
similarly to Theorem 4.1 that
(4.25) c0(+∞, y′, t0, ω) = c′′0(+∞, y′, t0, ω),
where y1 = x·ω, y′ = x−(x·ω)ω, c0(y1, y′, t0, ω) and c′′0(y1, y′, t0, ω) are
matrices c(x, t0, ω) and c
′′(x, t0, ω) (cf. (4.24)) in (y1, y
′) coordinates, c
corresponds to
(−i ∂
∂t
+H
)
u = 0, c′′ corresponds to
(−i ∂
∂t
+H ′′
)
u′′ = 0.
Note that (4.25) is the analog of (4.13) when m > 1.
The matrix c0(+∞, y′, t0, ω) is called the non-Abelian Radon trans-
form of A(x). The problem of the recovery of A(x) from the non-
Abelian Radon transform is much more difficult then in the case of
electromagnetic potentials, i.e. when m = 1. This was done in [11],
[14], [40]. The recovery of V (x, t) was also done in [11], [14]]. Note that
the most difficult case is n = 2. The extension to n ≥ 3 dimensions is
relatively easy (cf. [18]).
4.3. An inverse problem for the time-dependent Schro¨dinger
equation in an unbounded domain.
When the Schro¨dinger operator with time-independent coefficients is
studied in Rn outside the obstacles, it is natural to consider the scat-
tering problem. When the coefficients are time-dependent we propose
a new problem.
Consider the Schro¨dinger equation of the form
(4.26) − ih∂u
∂t
+Hu = 0 in (Rn × (0, T )) \ Ω′,
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where
Hu =
1
2m
n∑
j=1
(
− ih ∂
∂xj
− e
c
A(x, t)
)2
u(x, t) + eV (x, t)u(x, t),
Ω′ =
⋃
0≤t≤T
r⋃
j=1
Ωj(t) are obstacles. We assume that the electromagnetic
potentials are independent of t for |x| ≥ R where R is such that Ω′ ⊂
BR = {|x| < R}. We assume also that V (x) = O
(
1
|x|1+ε
)
, A(x) =
O
(
1
|x|
)
. Here V (x) = V (x, t), A(x) = A(x, t) for |x| > R, t ∈ [0, T ].
Assume that u(x, t) satisfies the initial condition on Rn \⋃rj=1Ωj(0):
(4.27) u(x, 0) = u0(x), u0(x) = 0 on BR \ (Ω′ ∩ {t = 0}).
The gauge group G((Rn × [0, T ]) \ Ω′) is different in the cases n = 2
and n ≥ 3.
We assume that |g(x, t)| = 1 in (Rn × [0, T ]) \ Ω′ and g(x, t) =
ei
ϕ(x)
h , ϕ(x) = O
(
1
|x|
)
for n ≥ 3. When n = 2 we assume g(x, t) =
eipθ(x)
(
1 + O
(
1
|x|
))
where p ∈ Z and θ(x) is the polar angle. We also
assume that the origin belongs to Ω′ ∩ {t = 0}.
Suppose we are given initial conditions for the equation (4.26) for
t = 0 and the condition
(4.28) u(x, T ) = u1(x), |x| > R
for t = T .
We shall call (4.27), (4.28) the two times data, t = 0 and t = T ,
for the equation (4.26). We shall prove that these data determines
electromagnetic potentials for |x| < R up to a gauge equivalence. More
precisely, the following theorem holds:
Theorem 4.3. Consider two equations
( − ih ∂
∂t
+ H
)
u = 0 and( − ih ∂
∂t
+ H ′
)
u′ = 0 of the form (4.26) in (Rn × (0, T )) \ Ω′ with
electromagnetic potentials (A(x, t), V (x, t)) and (A′(x, t), V ′(x, t)), re-
spectively. Assume that (A, V ) and (A′, V ′) are independent of t for
|x| > R.
Suppose (A(x), V (x)) and (A′(x), V ′(x)) are gauge equivalent for |x| >
R, i.e. there exists g0(x), |g0(x)| = 1, such that for |x| > R we have
e
c
A′(x) =
e
c
A(x)− ihg−10 (x)
∂g0
∂x
,(4.29)
V ′(x) = V (x).
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Suppose that u(x, t) and u′(x, t) have gauge equivalent two times data
u(x, 0) = g0(x)u
′(x, 0), |x| > R,(4.30)
u(x, T ) = g0(x)u
′(x, T ) for |x| > R.
Then the DN operators Λ and Λ′ are gauge equivalent on ∂BR× (0, T ),
i.e.
Λ′f = g−100 Λg00f
for all smooth f on ∂BR × (0, T ) and g00(x) is the restriction of g0(x)
to ∂BR × (0, T ).
Note that combining Theorem 4.3 with Theorem 4.1 we get that
(A, V ) and (A′, V ′) are gauge equivalent.
To prove Theorem 4.3 we need two lemmas.
Lemma 4.4. Let
(4.31) −ih∂w
∂t
+
1
2m
n∑
j=1
(
−i ∂
∂xj
−e
c
Aj(x)
)2
w(x, t)+eV (x)w(x, t) = 0
in (Rn \ BR) × (0, T ), where Aj(x), V (x), 1 ≤ j ≤ n, are independent
of t,
(4.32)
∣∣∣∂kAj(x)
∂xk
∣∣∣ ≤ Ck(1 + |x|)−1−|k|,
∣∣∣∂kV (x)
∂xk
∣∣∣ ≤ Ck(1 + |x|)−1−ε−|k|, ε > 0, ∀k.
Suppose w(x, t) ∈ C([0, T ], L2(Rn \ BR)), i.e. w(x, t) is continuous in
t on [0, T ] with values in L2(R
2 \BR).
Suppose w(x, 0) = 0, w(x, T ) = 0 for x ∈ Rn \BR. Then w(x, t) = 0
in (Rn \BR)× (0, T ).
Proof: Extend w(x, t) by zero for t < 0 and for t > T . Let w˜(x, ξ0)
be the Fourier transform of w(x, t) in t. Then w˜(x, ξ0) ∈ L2(Rn \ BR)
for all ξ0 and
hξ0w˜(x, ξ0) +Hw˜(x, ξ0) = 0 in R
n \BR.
It follows from the Ho¨rmander [31] that w˜(x, ξ0) = 0 in R
n \ BR if
conditions (4.32) hold.
Therefore, w(x, t) = 0 in (Rn \BR)× (0, T ).
Remark 4.1. In this paper we mostly consider the case when B =
curlA = 0 for |x| > R and V (x) = 0 for |x| > R. In such case there is
a simpler way to prove Lemma 4.4 without using [31].
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If n ≥ 3 and curlA = 0, V = 0 for |x| > R, we can make a gauge
transformation g(x) such that w′ = g−1w(x, t) satisfies the equation
ξ0w˜
′(x, ξ0)− h
2
2m
∆w˜′(x, ξ0) = 0 for |x| > R,
where w˜′(x, ξ0) is the Fourier transform in t. Since w˜
′(x, ξ0) ∈ L2(Rn \
BR) we have that w˜
′(x, ξ0) = 0 by the classical Rellich’s lemma (see,
for example, [20]).
When n = 2 and the magnetic flux eh
c
∫
|x|=R
A(x) · dx = α 6= 0
we can make the gauge transformation w′ = g−1(x)w(x, t) such that
A′(x) = α
2pi
(x2,−x1)
x21+x
2
2
is the Aharonov-Bohm potential (cf. [1]). Then
making the Fourier transform in t we shall have in polar coordinates
(4.33) hw˜′(r, θ, ξ0)− h
2
2m
[∂2w˜′
∂r2
+
1
r
∂w˜′
∂r
+
1
r2
( ∂
∂θ
+iα
)2]
w˜′(r, θ, ξ0) = 0,
where θ ∈ [0, 2pi], r > R and∫
|x|≥R
|w˜′(r, θ, ξ0)|2rdrdθ <∞ for any ξ0 ∈ R.
The general solution of (4.33) has the form (cf. [1])
w˜′(r, θ, ξ0) =
∞∑
n=−∞
wn(r, ξ0)e
inθ,
where
wn(r, ξ0) = an(ξ0)Jn+α(kr) + bn(ξ0)J−n−α(kr), k =
√
2m
h
(−ξ0).
We have
(4.34)
∫
|x|>R
|w˜′(x, ξ0)|2dx =
∞∑
n=−∞
∫
r>k
|wn(r, ξ0)|2rdr.
Using the asymptotics of the Bessel’s functions we get from (4.34)
that
∫
r>R
|w˜(r, ξ20)|2rdr < +∞ iff an(ξ0) = bn(ξ0) = 0, ∀n. There-
fore w˜(x, ξ0) = 0 for |x| > R.
Remark 4.2. If the equation (4.31) holds in (Rn\Ω0)×(0, T ), where
Ω0 ⊂ BR, and if w(x, t) = 0 in (Rn \ BR)× (0, T ), then w(x, t) = 0 in
(Rn \ Ω0)× (0, T ) by the unique continuation principle (cf. [32]). 
Assume u0(x) ∈ H2(Rn \ Ω′(0)), u0(x) = 0 in Ω0 \ Ω′(0), where
Ω′(0) = Ω′ ∩ {t = 0}. There exists a unique solution u(x, t) of (4.26)
with the initial data u(x, 0) = u0(x) belonging to the space
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C((0, T ), H2(R
n \ Ω(t)) ∩
◦
H1(R
n \ Ω(t)) (cf., for example, [18]), where
Ω(t0) = Ω
′∩{t = t0} and C((0, T ), H2(Rn \Ω(t))∩
◦
H1(R
n \Ω(t)) is the
space of continuous functions on [0, T ] with values in H2(R
n \ Ω(t)) ∩
◦
H1(R
n \ Ω(t)),
◦
H1(R
n \ Ω(t)) consists of functions in H1(Rn \ Ω(t))
equal to zero on ∂Ω(t).
Initial-boundary value problem (4.26), (4.27), u
∣∣
∂Ω′
= 0, describes
an electron confined to the region Rn \ Ω(t), 0 ≤ t ≤ T .
We shall denote, for the brevity, C((0, T ), H2(R
n \ Ω(t)) ∩
◦
H1(R
n \
Ω(t)), by W ((Rn× (0, T )) \Ω′) and we shall call solutions in W ((Rn×
(0, T )) \ Ω′) the physically meaningful solutions.
Let w(x, t) be the solution of (4.26) in (Ω0× (0, T ))\Ω′ belonging to
C((0, T ), H2(Ω0 \Ω(t))∩
◦
H1(Ω0 \Ω(t)) where w(x, 0) = 0 in Ω0 \Ω(0).
For the brevity, we denote such solutions by W ((Ω0 × (0, T )) \ Ω′).
It is not clear what is the physical meaning of the solution of (4.26)
defined in (Ω0× (0, T )) \Ω′) only and having nonzero boundary values
on ∂Ω0 × (0, T ) unless they are the restrictions to (Ω0 × (0, T )) \ Ω′
of the physically meaningful solution from W ((Rn × (0, T )) \ Ω′). We
shall denote the space of restrictions of u ∈ W ((Rn × (0, T )) \ Ω′) to
((Ω0 × (0, T )) \ Ω′) by W0.
Fortunately, W0 is dense in W ((Ω0 × (0, T )) \ Ω′).
Lemma 4.5 (Density lemma). Let w(x, t) ∈ W ((Ω0×(0, T ))\Ω′), w(x, 0) =
0 in Ω0 \ Ω′(0). For any ε there exists u(x, t) ∈ W ((Rn × (0, T )) \
Ω′), u(x, 0) = 0 in Ω0 \ Ω′(0) such that the restriction of u(x, t) to
(Ω0 × (0, T )) satisfies
sup
0≤t≤T
[w(x, t)− u(x, t)]0 < ε,
where [v(x, t)]20 =
∫
Ω0\Ω(t)
|v(x, t)|2dx.
Proof: Denote by V the Banach space of functions u(x, t) in (Ω0 ×
(0, T )) \ Ω′ with the norm ‖u‖V =
∫ T
o
[u]0dt. Let V
∗ be the dual space
with the norm ‖v‖V ∗ = sup0≤t≤T [v]0. Denote by W 0 ⊂ V ∗ the closure
in V ∗ norm of solutions fromW0, i.e. the restrictions to (Ω0×(0, T ))\Ω′
of functions from W ((Rn × (0, T )) \ Ω′).
Let W
⊥
0 be the set of v ∈ V such that (u, v)0 = 0 for all u ∈ W 0
where (u, v)0 is the inner product in L2((Ω0×(0, T ))\Ω′). Let f be any
element ofW
⊥
0 and f0 be the extension of f by zero in (R
n\Ω0)×(0, T ).
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Denote by w(x, t) the solution of
− ih∂w
∂t
+Hw = f0 in (R
n × (0, T )) \ Ω′,
w(x, T ) = 0 in Rn \ Ω′(T ),
w
∣∣
∂Ω′
= 0.
Note that w(x, t) ∈ C((0, T ),
◦
H1(R
n\Ω(t))) since f0 ∈ L1((0, T ), L2(Rn\
Ω(t))). Let (u, w) be L2-inner product in (R
n × (0, T )) \ Ω′. By the
Green’s formula in (Rn × (0, T )) \ Ω′ we have
0 = (u, f0) =
(
u,
(− ih ∂
∂t
+H
)
w
)
= ih
∫
Rn\Ω0
u(x, 0)w(x, 0)dx,
for any u ∈ W ((Rn × (0, T )) \ Ω′), since −ih∂u
∂t
+ Hu = 0, u
∣∣
∂Ω′
=
0, u(x, 0) = 0 for Ω0 \ Ω(0). Since u(x, 0) ∈ H2(Rn \ Ω′) is arbitrary
on Rn \ Ω0 we get that
w(x, 0) = 0 on Rn \ Ω0.
Since w(x, t) satisfies −ih∂w
∂t
+ Hw = 0 in (Rn \ Ω0) × (0, T ) and
w(x, 0) = w(x, T ) = 0 for x ∈ Rn \ Ω0, we get, by Lemma 4.4, that
w(x, t) = 0 in (Rn \ Ω0)× (0, T ). Therefore the restrictions of w(x, t))
and of ∂
∂ν
w(x, t) to ∂Ω0 × (0, T ) are equal to zero in the distribution
sense (see [20], §24). Let v be any function from W ((Ω0× (0, T )) \Ω′).
Note that suppw(x, t) ⊂ (Ω0 × [0, T ]) \ Ω′.
Hence applying the Green’s formula over (Ω0 × (0, T )) \ Ω′ we get
(v, f)0 =
(
v,
(− ih ∂
∂t
+H
)
w
)
0
=
((− ih∂u
∂t
+Hv
)
, w
)
0
= 0
for any f ∈ W⊥0 . Here ( )0 is the L2-inner product in (Ω0× (0, T )) \Ω′
and we used that −ih∂u
∂t
+Hu = 0 and all boundary terms are equal
to zero.
Thus v ∈ W 0, i.e. for any ε > 0 there exists u(x, t) ∈ W0 such that
sup0≤t≤T [v − u]0 < ε. 
Now we can finish the proof of Theorem 4.3.
Let u′′(x, t) = g0(x)u
′(x, t) where g0(x) is the same as in (4.29).
Then u′′(x, t) satisfies −ih∂u′′
∂t
+ H ′′u′′ = 0 in (Rn × (0, T )) \ Ω′ and
A′′(x) = A(x), V ′′(x) = V (x) for x ∈ (Rn \ Ω0) × (0, T ) (cf. (4.29))
and Λ′′ = g−100 Λ
′g00 where g00 is the restriction of g0 to ∂Ω0 × (0, T ).
Let w = u(x, t)− u′′(x, t) = u(x, t)− g0(x)u′(x, t). Then
(− ih∂w
∂t
+
Hw
)
= 0 in (Rn \ Ω0)× (0, T ) and w(x, 0) = w(x, T ) = 0 on Rn \ Ω0.
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Hence, by Lemma 4.4, w(x, t) = 0 in (Rn \ Ω0)× (0, T ). Therefore,
(4.35) u
∣∣
∂Ω0×(0,T )
= u′′
∣∣
∂Ωo×(0,T )
and
∂u
∂ν
∣∣∣
∂Ω0×(0,T )
=
∂u′′
∂ν
∣∣∣
∂Ω0×(0,T )
for all u(x, t) and u′′(x, t) belonging to W ((Rn × (0, T )) \ Ω′). Using
the density lemma 4.5 we can extend (4.35) to all u, u′′ belonging to
W ((Ω0 × (0, T )) \ Ω′). Therefore Λ = Λ′′ on ∂Ω0 × (0, T ).
4.4. Aharonov-Bohm effect for time-dependent electromagnetic
potentials.
When considering AB effect we assume that B = curlA = 0, E =
−1
2
∂A
∂t
− ∂V
∂x
= 0 in (Ω0× (0, T )) \Ω′, where B,E are the magnetic and
electric fields, Ω′ is the union of all obstacles Ω′(t) ⊂ Ω0, 0 ≤ t ≤ T .
Since B = E = 0 we do not need to deal with the complicated X-
ray problems and we can substantially relax the restrictions on the
obstacles made in Theorem 4.1.
We shall consider the following class of domains in Rn × (0, T ) that
we shall denote by D(1):
Let 0 = T0 < ... < Tr = T . Denote by Dt0 the intersection of
D with the plane t = t0. Then for t0 ∈ (Tp−1, Tp), p = 1, ..., r, we
have Dt0 = Ω0 \ Ωp(t0), where Ω0 is a simply-connected domain in
Rn, Ωp(t0) =
⋃mp
j=1Ωpj(t0), Ωpj(t0) ∩ Ωpk(t0) = ∅ for j 6= k, Ωpj(t0) ⊂
Ω0, Ωpj(t0) are amooth domains (obstacles). Note that mp may be
different for p = 1, 2, ..., r. We assume that Ωp(t0) depends smoothly
on t0 ∈ (Tp−1Tp). We also assume that Dt0 depends continuously on
t0 ∈ [0, T ].
Note that some obstacles may merge or split when t0 crosses Tp, p =
1, ..., r − 1 (cf. Fig. 4).
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γ5
Ω(0)
Ω(1) Ω
(2)
Ω(3)
Ω(4)
Fig. 4. An example of a domain of class D(1). Obstacles Ω(3) and
Ω(4) merge, obstacles Ω(1) and Ω(2) split.
Note that for each t0 ∈ [0, T ] the domains D(1)t0 = D(1) ∩ {t = t0} are
connected. Thus the class of domains D(1) is too restrictive to exhibit
the electric AB effect.
We shall introduce a more general class of domains that we call D(2)
such that D
(2)
t0
= D(2) ∩ {t = t0} may be not connected on some finite
number of intervals in (0, T ).
An example of a domain of type D(2) is when we make holes in some
obstacles of D(1).
We shall prove first the electromagnetic AB effect in the case of
obstacles of the class D(1). Consider the Schro¨dinger equation (4.1) in
D(1), where
u(x, 0) = 0, x ∈ D(1)0 = D(1) ∩ {t = 0},
u
∣∣
∂Ωp(t0)
= 0, t0 ∈ [Tp−1, Tp], p = 1, ..., r.
Let
(4.36) α =
e
h
∫
γ
1
c
A(x, t) · dx− V (x, t)dt,
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where γ is a closed curve in D(1). Since we assume that B = curl a =
0, E = −1
c
∂A
∂t
− ∂V
∂x
= 0, the integral (4.36), called the electromagnetic
flux, depends only on the homotopy class of γ in D(1).
Let γ1, .., γl be the basis of the homology group of D
(1), i.e. any
closed curve in D(1) is homotopic to a linear combination of γ1, ..., γl,
with integer coefficients. Then the fluxes
αj =
e
h
∫
γj
1
c
A(x, t) · dx− V (x, t)dt, j = 1, ..., l,
determine the gauge equivalent class of electromagnetic potentials
(A(x, t), V (x, t)), i.e. (A(x, t), V (x, t)) and (A′(x, t), V ′(x, t)) are gauge
equivalent iff αj−α′j = 2pimj, mj ∈ Z, where α′j = eh
∫
γj
1
c
A′(x, t) ·dx−
V ′(x, t)dt.
As is §4.1. we shall introduce localized geometric optics type solu-
tions u(x, t) of the Schro¨dinger equation (4.1) in D(1) depending on a
large parameter k and satisfying the zero initial condition
(4.37) u(x, 0) = 0, x ∈ D(1)0 ,
and zero boundary conditions on the boundaries of obstacles
(4.38) u(x, t)
∣∣
∂Ω′
= 0,
where Ω′ ⊂ Rn×(0, T ) is the union of all obstacles Ωp(t), t ∈ [Tp−1, Tp], p =
1, ..., r, and D
(1)
0 = Ω0 \ Ω1(0), Ω1(0) = Ω′ ∩ {t = 0}. Such solutions
were constructed in [18]. Suppose t0 ∈ (Tp−1, Tp), 1 ≤ p ≤ r. Suppose
γ(x(1), t0) = γ0(t0) ∪ ... ∪ γd−1(t0) ∪ γd(x(1), t0) is a broken ray in Dt0
with legs γ0(t0), ..., γd−1(t0), γd(x
(1), t0), starting at point x
(0) ∈ ∂Ω0,
reflecting at ∂Ωp(t0) and ending at x
(1) ∈ D(1)t0 .
As in [18] we can construct an asymptotic solution as k → ∞ of
the form (4.15), where supp uN(x, t, ω) is contained in a small neigh-
borhood of x = γ(x(1), t0), t = t0. Note that (cf. [18]) one can find
u(N)(x, t) such that Lu(N) = −LuN = O( 1kN+1 ) in D(1), u(N)
∣∣
t=0
= 0,
and u(N)
∣∣
∂Ω′
= 0, u(N)
∣∣
∂Ω0×(0,T )
= 0 and such that u(N) = O( 1
kN−2
).
Here L is the left hand side of (4.1). Then
u = uN + u
(N)
is the exact solution of Lu = 0 in D(1), u
∣∣
t=0
= 0, x ∈ D(1)0 , u
∣∣
∂Ω′
= 0.
Let t0 ∈ (Tp, Tp+1) and let mp be the number of the obstacles in
D
(1)
t0
. It was proven in [13], [18] that u(x, t) has the following form in
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the neighborhood U0 of (x
(1), t0):
(4.39)
u(x, t) = c(x, t) exp
(
− imk
2t
2h
+ i
mk
h
ψd(x, t) +
ie
hc
∫
γ(x,t)
A(x, t) · dx
)
+O
(1
k
)
,
Here c(x(1), t0) 6= 0 and γ(x, t) is a broken ray in D(1)t that starts at
(y, t), (y, t) is close to (x(0), t0), and such that the first leg of γ(x, t) has
the same direction as γ0(t0).
Note the difference between the asymptotic solution (2.45) in §2.6
and the asymptotic solution (4.39). The broken ray γ =
⋃d
k=0 γk in
(2.45) is the projection to R2 of the broken ray γ˜ =
⋃d
k=1 γ˜k in R
2 ×
(0,+∞) having the time variable t as a parameter. The solution (4.39)
corresponds to a broken ray
⋃d
k=0 γk(t0) in the plane t = t0 with s =
x · ωk as a parameter on γk(t0). 
Let β be the ray x = x(0)+sθ, s ≥ 0, t = t0, starting at (x(0), t0) and
ending at (x(1), t0). Choose x
(1) ∈ Ω0 such that β does not intersect
Ω′ ∩ {t = t0}. We assume that Ω0 is large enough that such x(1) exists
(see Fig.5):
x(0)
x(1)
γ0(t0)
γ1(t0)
γ2(t0)
β(t0)
Ω1(t0)
Ω3(t0)
Ω2(t0)
Fig. 5. The broken ray γ = γ0(t0) ∪ γ1(t0) ∪ γ2(t0) and the ray β(t0)
belong to D
(1)
t0
= D(1) ∩ {t = t0}.
Let v(x, t) be a geometric optics type solution similar to (4.9) and
corresponding to the ray β. We have, as in (4.39):
(4.40)
v(x, t) = c1(x, t) exp
(
−imk
2t
2h
+i
mk
h
x·θ+ ie
hc
∫
β(x,t)
A(x, t)·dx
)
+O
(1
k
)
.
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We choose the initial value for a0(x, t, θ) (cf. (4.39)) near (x
(0), t0) such
that
c1(x
(1), t0) = c(x
(1), t0).
Consider |u(x, t) − v(x, t)|2 in a neighborhood {(x, t) : |x − x(1)| ≤
ε0, |t− t0| < ε0}.
As in §2.6 we get for a small neighborhood of (x(1), t0)
(4.41) |u(x, t, ω)− v(x, t, θ)|2 = |c(x(1), t0)|2 4 sin2 α(t0)
2
+O(ε),
where
α(t0) =
e
hc
(∫
γ(x(1),t0)
A(x, t0) · dx−
∫
β(x(1),t0)
A(x, t0) · dx
)
.
Note that α(t0) is the sum of the fluxes of those obstacles Ωpj(t0), 1 ≤
j ≤ mp, that are encircled by γ ∪ β. As in §2.6, varying γ and β at
least mp times we can recover αpj(t0) (modulo 2pin), 1 ≤ j ≤ mp, up
to a sign, where
(4.42) αpj(t0) =
e
hc
∫
γpj(t0)
A · dx, 1 ≤ j ≤ mp,
and γpj(t0) is a simple contour in D
(1)
t0
encircling Ωpj(t0), 1 ≤ j ≤ mp.
Note that αpj are the same for any t0 ∈ (Tp, Tp+1). We can repeat the
same arguments for any t0 6= T1, ..., Tp−1.
Our class of time-dependent obstacles is such that D
(1)
t0
is connected
for any t0 ∈ [0, T ]. It follows from this assumption that a basis of the
homology group ofD(1) is contained in the set γpj(tp), 1 ≤ j ≤ mp, tp ∈
(Tp−1, Tp), 1 ≤ p ≤ r, of “flat” closed curves that are contained in the
planes t=const.
Denote such basis by γ(1)(t(1)), ..., γ(l)(t(l)). Then any closed contour
γ in D is homotopic to a linear combination
∑l
j=1 njγ
(j)(t(j)) where
nj ∈ Z. Therefore the flux
(4.43)
e
h
∫
γ
1
c
A · dx− V dt =
l∑
j=1
njα
(j)(t(j)),
where α(j)(t(j)) = e
hc
∫
γ(j)(t(j))
A · dx.
Thus the fluxes α(j)(t(j)), 1 ≤ j ≤ l, mod 2pin, n ∈ Z, determine the
gauge equivalence class of (A(x, t), V (x, t)). Therefore computing the
probability densities of appropriate solutions we are able to determine
the gauge equivalence classes of electromagnetic potentials up to a sign.
The solution u(x, t, ω)−v(x, t, θ) in (4.41) is a solution of the Schro¨dinger
equation inD(1) with nonzero boundary conditions on ∂Ω0×(0, T ). The
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probability density |u(x, t, ω)−v(x, t, θ)|2 depends on the flux α(t0) but
this does not prove yet that the magnetic flux makes the physical im-
pact since u(x, t, ω) − v(x, t, θ) may be not a physically meaningful
solution. However, by the density lemma 4.5 there exists a physically
meaningful solution vε1 ∈ W0 such that
max
0≤t≤T
∫
D
(1)
t0
|u− v − vε1|2dx < ε1,
where ε1 is much smaller than ε > 0 in (4.41). Then∫
U0
|vε(x, t0)|2 = |c(1)(x(1), t0)|24 sin2 α(t0)
2
µ(U0) +O(ε),
where µ(U0) is the volume of U0, i.e.
∫
U0
|vε(x, t0)|2dx depends on
α(t0). Thus we proved AB effect since vε(x, t) is a physically meaningful
solution.
Example 4.1. Consider the domain shown in Fig.4. Let γp, 0 ≤
p ≤ 4, be simple closed curves encircling Ω(p). There is also a simple
closed curve γ5 that is not homotopic to any closed curve contained
in the plane t = const. Note that γ1 + γ2 ≈ γ3 + γ4 where ≈ means
homotopic. Also γ5 ≈ γ1 − γ3. Therefore γ0, γ1, γ2, γ3 is a basis of the
homology group of D(1).
Let αj be the fluxes corresponding to γj. Note that if γj is flat then
αj =
∫
γj
A · dx is a magnetic flux. However α5 = eh
∫
γ5
1
c
A · dx − V dt
is an electromagnetic flux. Since γ5 ≈ γ1 − γ3 we have that α5 =
(α1 − α3) (mod 2pin), n ∈ Z. 
4.5. Combined electric and magnetic AB effect.
In this subsection we consider domains of the class D(2) that will allow
to study the combined electric and magnetic AB effect (cf. Markovitch
et al [38] and [22]).
Example 4.2. We shall start with the example of the domain D =
(Rn× (0, T ))\Ω0 of class D(2) that was considered in §3 (see Fig.3). In
§3 we assumed that A(x) = 0. Now we shall consider the Schro¨dinger
equation of the form (4.26) with A(x, t), V (x, t) such that B = curlA =
0, E = −1
c
∂A
∂t
− ∂V
∂x
= 0 in D.
Denote by Q the cylinder Q = {R1 ≤ |x| ≤ R2, ε ≤ t ≤ T−ε}. Note
that Dt0 = D∩{t = t0} is connected for 0 ≤ t0 < ε and T −ε < t0 ≤ T
and has two connected components when ε ≤ t0 ≤ T − ε, one of them
being Q = {R1 ≤ |x| ≤ R2}.
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Since Q is simply-connected and curlA = 0 in Q, we can find
ϕ(x, t) ∈ C∞(Q) such that A(x, t) = ∂ϕ(x,t)
∂x
in Q.
Making the gauge transformation with the gauge e
ie
hc
ϕ(x,t), we can
replace (4.26) with a gauge equivalent equation such that Aˆ(x, t) = 0
in Q and Vˆ (x, t) = V (x, t) + 1
c
∂ϕ
∂t
. Thus ∂Vˆ (x,t)
∂x
= 0 in Q since E = 0,
and we get that Vˆ (x, t) = Vˆ0(t) in Q.
Therefore, without loss of generality we can, from the beginning,
assume V (x, t) = V0(t) in Q, A = 0 in Q.
The basis of the homology group forD consists of γ1 = {|x| = R2+1}
and of a closed curve δ1 in the (x1, t) plane that encircles the rectangle
{R1 ≤ x1 ≤ R2, ε ≤ t ≤ T − ε, x2 = 0}.
Potentials (A, V ), (A′, V ′) are gauge equivalent if
α1 − α′1 = 2pin1, n1 ∈ Z, α2 − α′2 = 2pin2, n2 ∈ Z,
where α1 =
∫
γ1
A(x) · dx, α′1 =
∫
γ1
A′(x) · dx, α2 =
∫
δ1
A(x) · dx −
V dt, α′2 =
∫
δ1
A′(x) · dx− V ′dt.
We shall prove that (A, V ), (A′, V ′) made a different physical impact
if either α1 − α′1 6= 2pin, ∀n ∈ Z, and α1 + α′1 6= 2pin, ∀n, or if
α1 − α′1 = 2pin1, and α2 − α′2 6= 2pin, ∀n ∈ Z. This will prove the
combined AB effect.
It follows from the results of §4.4 that (A, V ), (A′, V ′) have a different
physical impact if α1−α′1 6= 2pin, ∀n ∈ Z, and α1+α′1 6= 2pin, ∀n ∈ Z.
Suppose α1 − α′1 = 2pin1, n1 ∈ Z
Then for each t0 ∈ [0, T ] there exists g(x, t0) such that
e
c
A(x, t) =
e
c
A′(x, t)− ih∂g
∂x
g−1.
Using the gauge g(x, t) we transform
(
ih ∂
∂t
− H ′)u′ = 0 to (ih ∂
∂t
−
H ′′
)
u′′ = 0, where A′′(x, t) = A(x, t), i.e. H and H ′′ have the same
magnetic potentials in D \ Q. Since E = −1
c
∂A
∂t
− ∂V
∂x
= 0 and E ′′ =
−1
c
∂A′′
∂t
− ∂V ′′
∂x
= 0 we get that ∂V
∂x
− ∂V ′′
∂x
= 0. Hence V − V ′′ = 0 in
D \ Q since V = V ′′ = 0 for large |x|. Thus A = A′′, V = V ′′ outside
of Q, A = A′′ = 0 in Q, V = V0(t), V
′′ ≡ V ′′0 (t) in Q.
Note that α2 − α′2 = eh
∫ T−ε
ε
(V0(t)− V ′′0 (t))dt since H = H ′′ outside
of Q. If e
h
∫ T−ε
ε
V0(t)dt− eh
∫ T−ε
ε
V ′′0 (t)dt 6= 2pin, ∀n ∈ R, we shall prove
that V0(t), V
′′
0 (t) have different physical impacts.
We shall use the same arguments as in §3. The difference is that
A 6= 0, V 6= 0 outside of Q for u and u′′. We have u(x, T − ε) =
u′′(x, T − ε) for |x| > R2 since u(x, t) and u′′(x, t) satisfy the same
equation, and the initial and boundary conditions for u and u′′ are the
same when t < T − ε, |x| > R2. Suppose |u(x, t)| = |u′(x, t)| = R
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in U0, where U0 is the same as in §3. Using the polar representation
u = ReiΦ, u′′ = ReiΦ
′′(x,t), separating the real part, we get
hΦt =
h2
2m
(∆R− R|∇Φ|2) + eh
mc
A · ∇ΦR +
( e2
2mc2
A2 + eV
)
R
in U0. The equation for Φ
′′ is the same since R′′ = R. The initial
condition in U0 ∩ {t = T − ε} for Φ and Φ′′ are also the same since
u(x, T − ε) = u′′(x, T − ε). Therefore Φ = Φ′′ in U0. The continuation
of the proof is the same as in §3. 
Consider now the equation (4.26) in a general domain of the form
D(2), B = E = 0 in D(2). Let Qj , j = 1, 2, ..., d, be such that Qjt0 =
Qj ∩ {t = t0} is a bounded connected component of D(2)t0 = D(2) ∩ {t =
t0} for εj ≤ t0 ≤ T ′j , 0 < T ′1 < T ′2 < ... < T ′d < T, j = 1, ..., d.
As in the previous example, we may assume that A = 0 in Qj , V =
Vj(t) in Qj , 1 ≤ j ≤ d.
The basis of the homology group D(2) consists of the basis γ1, ..., γl
of the connected domain D(2) \⋃dj=1Qj and curves δ1, ..., δd similar to
δ1 in Example 4.2, passing through the holes Q1, ..., Qd.
Let αj =
e
h
∫
γj
1
c
A · dx − V dt, βk = eh
∫
δk
1
c
A · dx − V dt be the elec-
tromagnetic fluxes.
We shall show that (A, V ) and (A′, V ′) have a different physical im-
pact if
a) either αj − α′j 6= 2pin, ∀n ∈ Z and αj + α′j 6= 2pin, ∀n ∈ Z, for
some j, 1 ≤ j ≤ l,
or
b) αj − α′j = 2pinj , j = 1, ..., l and βk − β ′k 6= 2pink, ∀nk ∈ Z, for
some k, 1 ≤ k ≤ d.
Here α′j, β
′
k are fluxes for (A
′, V ′).
Assertion a) follows from the results of §4.4.
If αj − α′j = 2pinj, 1 ≤ j ≤ l, we can, as in Example 4.2, replace
(A′, V ′) by a gauge equivalent (A′′, V ′′) such that A = A′′, V = V ′′ in
D(2) \⋃dj=1Qj .
If β1−β ′1 6= 2pin, ∀n ∈ Z, then we obtain, as in the proof of Example
4.2, that |u(x, t)|2 6= |u′′(x, t)|2 for t > T ′1 and thus we prove the AB
effect.
If β1 − β ′1 = 2pin, n ∈ Z, but β2 − β ′2 6= 2pin, ∀n ∈ Z, we get that
u(x, t) = u′′(x, t) for T ′1 < t < T
′
2, but |u(x, t)| 6= |u′′(x, t)| for t > T ′2,
etc. Thus AB effect holds if βj − β ′j 6= 2pin, ∀n, for one of 1 ≤ j ≤ d.
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5. Gravitational AB effect
In this section we shall study the gravitational analog of the quantum
mechanical AB effect.
5.1. Global isometry.
Consider a pseudo-Riemannian metric
∑n
j,k=0 gjk(x)dxjkdxk with Lorentz
signature in Ω, where x0 ∈ R is the time variable, x = (x1, ..., xn) ∈
Ω, Ω = Ω0 \∪mj=1Ωj , Ω0 is simply connected, Ωj ⊂ Ω0, Ωj , 1 ≤ j ≤ m,
are obstacles (cf. subsection 3.3). We assume that gjk(x) are indepen-
dent of x0, i.e. the metric is stationary.
Consider a group of transformations (changes of variables)
x′ = ϕ(x),(5.1)
x′0 = x0 + a(x),
where x′ = ϕ(x) is a diffeomorphism of Ω onto Ω′ = ϕ(Ω) and a(x) ∈
C∞(Ω). Two metrics
∑n
j,k=0 gjk(x)dxjdxk and
∑n
j,k=0 g
′
jk(x
′)dx′jdx
′
k are
called isometric if
(5.2)
n∑
j,k=0
gjk(x)dxjdxk =
n∑
j,k=0
g′jk(x
′)dx′jdx
′
k,
where (x′0, x
′) and (x0, x) are related by (5.1).
The group of isomorphisms (isometries) will play the same role as
the gauge group for the magnetic AB effect.
Let
gu(x0, x) = 0 in R× Ω
be the wave equation corresponding to the metric g, i.e.
(5.3) gu
def
=
n∑
j,k=0
1√
(−1)ng0
∂
∂xj
(√
(−1)ng0gjk(x) ∂u
∂xk
)
= 0,
where g0 = det[gjk]
n
j,k=0, [g
jk(x)] = [gjk]
−1.
Solutions of (5.3) are called gravitational waves on the background
of the space-time with the metric g.
Consider the initial boundary value problem for (5.3) in R×Ω with
zero initial conditions
(5.4) u(x0, x) = 0 for x0 ≪ 0, x ∈ Ω,
and the boundary condition
(5.5) u
∣∣
R×∂Ω0
= f, u
∣∣
R×∂Ωj
= 0, 1 ≤ j ≤ m,
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where f ∈ C∞0 (R × ∂Ω0). Let Λg be the Dirichlet-to-Neumann (DN)
operator, i.e. Λgf =
∂u
∂νg
∣∣
R×∂Ω0
, where
(5.6)
∂u
∂νg
=
n∑
j,k=0
gjk(x)νj(x)
∂u
∂xk
( n∑
p,r=0
gpr(x)νpνr
)− 1
2
.
Here u(x0, x) is the solution of (5.3), (5.4), (5.5), ν(x) = (ν1, ..., νn) is
the outward unit normal to ∂Ω0, ν0 = 0.
Let Γ be an open subset of ∂Ω0. We shall say that boundary mea-
surements are taken on (0, T )×Γ if we know the restriction Λgf
∣∣
(0,T )×Γ
for any f ∈ C∞0 ((0, T )× Γ).
Consider metric g′ in Ω′ and the corresponding initial-boundary value
problem
g′u
′(x′0, x
′) = 0 in R× Ω′,(5.7)
u′(x′0, x
′) = 0 for x′0 ≪ 0, x′ ∈ Ω′,(5.8)
u
∣∣
R×∂Ω′0
= f, u′
∣∣
R×∂Ω′j
= 0, 1 ≤ j ≤ m′,(5.9)
where Ω′ = Ω′0 \
⋃m′
j=1Ω
′
j .
We assume that ∂Ω0∩∂Ω′0 6= ∅. Let Γ be an open subset of ∂Ω0∩∂Ω′0.
The following theorem was proven in [19] (see [19], Theorem 2.3).
Theorem 5.1. Suppose g00(x) > 0, g00(x) > 0 in Ω and (g
′)00 >
0, g′00 > 0 in Ω
′. Suppose Λgf
∣∣
(0,T )×Γ
= Λg′f
∣∣
(0,T )×Γ
for all f ∈
C∞0 ((0, T )× Γ). Suppose T > T0, where T0 is sufficiently large. Then
metrics g and g′ are isometric, i.e. there exists a change of variables
(5.1) such that (5.2) holds. Moreover, ϕ
∣∣
Γ
= I, a
∣∣
Γ
= 0.
If two metrics g and g′ in Ω and Ω′, respectively, are isometric, then
the solutions u(x0, x) and u(x
′
0, x
′) of the corresponding wave equations
are the same after the change of variables (5.1). Therefore isometric
metrics have the same physical impact.
Suppose two metric g and g′ are isometric in some neighborhood
V ⊂ Ω, V ∩∂Ω 6= ∅. Let Γ ⊂ V ∩∂Ω. There exists a local isomorphism
(5.10) x′ = ϕV (x), x
′
0 = x0 + aV (x)
that transforms g′ to the metric gˆ in V such that gˆ = g in V . Extend
the isometry (5.10) from V to Ω and denote by gˆ the image of g′ under
this map. Thus gˆ isometric to g′ in Ω and gˆ = g in V .
Theorem 5.2. The metrics g and gˆ are not isometric if and only if
the boundary measurements
(5.11) Λgf
∣∣
(0,T )×Γ
6= Λgˆf
∣∣
(0,T )×Γ
for some f ∈ C∞0 ((0, T )× Γ),
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Proof (cf. §2.1): Suppose g and gˆ are not isometric. If Λgf
∣∣∣
(0,T )×Γ
=
Λgˆf
∣∣∣
(0,T )×Γ
for all f ∈ C∞0 ((0, T )×Γ) then by Theorem 5.1 there exists
a map of the form (5.1) that transforms gˆ to g and such that
(5.12) ϕ
∣∣∣
Γ
= I, a
∣∣∣
Γ
= 0.
Since g = gˆ in V any such map satisfies (5.12). Thus g and gˆ are
isometric, i.e. we got a contradiction. Therefore if g and gˆ are not
isometric then (5.11) holds.
Vice versa, suppose g and gˆ are isometric, i.e. (5.1) holds. Then
for all solutions u(x0, x) and uˆ(xˆ0, xˆ) of equations (5.3), (5.4), (5.5)
and (5.7), (5.8), (5.9), respectively, we have u(x0, x) = uˆ(xˆ0, xˆ), where
(x0, x) and (xˆ
′
0, xˆ) are related by (5.1). Note that (5.12) also holds
since g = gˆ in V . Thus we have Λgf
∣∣
(0,T )×Γ
= Λgˆf
∣∣
(0,T )×Γ
for all
f ∈ C∞0 ((0, T ) × Γ). Therefore if (5.11) holds then g and gˆ are not
isometric.
It follows from (5.11) that non-isometric metrics g and gˆ (and there-
fore g and g′) have different physical impacts.
Note that the open set Γ can be arbitrary small. However the time
interval (0, T ) must be large enough: T > T0.
5.2. Locally static stationary metrics. Let g and g′ be isometric.
Substituting dx′0 = dx0+
∑n
j=1 axj (x)dxj and taking into account that
dx0 is arbitrary, we get from (5.1) and (5.2) that
(5.13) g′00(x
′) = g00(x),
(5.14) 2g′00(x
′)
n∑
j=1
axj (x)dxj + 2
n∑
j=1
g′j0(x
′)dx′ = 2
n∑
j=1
gj0(x)dxj .
Using (5.13) we can rewrite (5.14) in the form
(5.15)
n∑
j=1
1
g′00(x
′)
g′j0(x
′)dx′ =
n∑
j=1
1
g00(x)
gj0(x)dxj −
n∑
j=1
axj(x)dxj .
Let γ be an arbitrary closed curve in Ω, and let γ′ be the image of γ
in Ω′ under the map (5.1). Integrating (5.15) we get
(5.16)
∫
γ′
n∑
j=1
1
g′00(x
′)
g′j0(x
′)dx′ =
∫
γ
n∑
j=1
1
g00(x)
gj0(x)dxj ,
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since
∫
γ
∑n
j=1 axj (x)dxj = 0. Therefore the integral
(5.17) α =
∫
γ
n∑
j=1
1
g00(x)
gj0(x)dxj
is the same for all isometric metrics. 
A stationary metric g is called static in Ω if it has the form
(5.18) g00(x)(dx0)
2 +
n∑
j,k=1
gjk(x)dxjdxk,
i.e. when g0j(x) = gj0(x) = 0, 1 ≤ j ≤ n, x ∈ Ω.
Suppose the stationary metric g(x) in Ω is locally static, i.e. for
any point in Ω there is a neighborhood V such that the isometry x′0 =
x0 + aV (x), x
′ = x transforms the metric g restricted to V to some
static metric g′00(x)(dx
′
0)
2+
∑n
j,k=1 g
′
jk(x)dxjdxk, i.e. g
′
j0(x) = gjk(x)−
aV xj(x) = 0, 1 ≤ j ≤ n, x ∈ V .
Suppose that metric g is not globally static in Ω, i.e. there is no
a(x) ∈ C∞(Ω) such that x′0 = x0+a(x), x′ = x, transforms g to a static
metric g′ globally in Ω, i.e. g and g′ are not isometric. Then Theo-
rem 5.2 implies that Λgf
∣∣
Γ×(0,T )
6= Λg′f
∣∣
Γ×(0,T )
for some f ∈ C∞0 (Γ),
i.e. metric g and g′ have a different physical impact. This proves the
gravitational AB effect.
Note that
∫
γ
∑n
j=1
1
g00(x)
gj0(x)dxj = 0 for any γ ⊂ V if g is locally
isometric to a static metric in V . If g is not globally isometric to a
static metric then integral (5.17) may be not zero. It plays a role of
the magnetic flux for the magnetic AB effect and α in (5.17) depends
only on the homotopic class of γ when g is locally static.
This formulation of the gravitational AB effect was given by Stachel
in [46] who proved it for some explicit class of locally static but globally
not static metrics.
5.3. A new inverse problem for the wave equation. Let g and g′
be two stationary metrics in Rn \ ∪mj=1Ωj such that
(5.19) gjk(x) = g
′
jk(x) for |x| > R,
where R is large. Assume also that
(5.20) gjk(x) = ηjk + hjk(x) for |x| > R,
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where
hjk(x) = O
( 1
|x|1+ε
)
for |x| > R, ε > 0,
n∑
j,k=1
ηjkdxjdxk = dx
2
0 −
n∑
j=1
dx2j
is the Minkowski metric and hjk(x) = O(
1
|x|1+ε
), ε > 0, for |x| > R.
The following theorem is analogous to Theorem 4.3.
Theorem 5.3. Let gu = 0 and g′u
′ = 0 in (0, T )× (Rn \⋃mj=1Ωj),
where T > T0 (cf. Theorem 5.1). Suppose (5.19) and (5.20) hold.
Consider two initial-boundary value problems with the same initial con-
ditions
u(0, x) = u0(x), u
′(0, x) = u0(x),
ut(0, x) = u1(x), u
′
t(0, x) = u1(x), x ∈ Rn \
n⋃
j=1
Ωj,
u
∣∣
(0,T )×∂Ωj
= 0, u′
∣∣
(0,T )×∂Ωj
= 0, 1 ≤ j ≤ m,
u0(x) = u1(x) = 0 in BR \
m⋃
j=1
Ωj,
where BR = {x : |x| < R}. Suppose g00(x) > 0, g′00(x) > 0, g00(x) >
0, (g′)00 > 0 in Rn \⋃nj=1Ωj. If u0(x) ∈ ◦H1(Rn \⋃mj=1Ωj)), u1(x) ∈
L2(R
n \⋃mj=1Ωj) and if
u(T, x) = u′(T, x), ux0(T, x) = u
′
x0
(T, x), x ∈ Rn \BR,
for all u0(x) and u1(x), then metrics g and g
′ are isometric in Rn \
∪nj=1Ωj.
Proof: It follows from the existence and uniqueness theorem that
the solutions u(x0, x) and u
′(x0, x) belong toH1((0, T )×(Rn\
⋃n
j=1Ωj)).
Let v = u(x0, x) − u′(x0, x). Then gv = 0 in (0, T )× (Rn \ BR) and
v(0, x) = vx0(0, x) = 0, v(T, x) = vx0(T, x) = 0 for x ∈ Rn\BR. Extend
v(x0, x) by zero for x0 > T and x0 < 0 and make the Fourier trans-
form in x0 : v˜(ξ0, x) =
∫∞
−∞
v(x0, x)e
−ix0ξ0dx0. Then v˜(ξ0, x) belongs to
L2(R
n \BR) for all ξ0 ∈ R and satisfies the equation
L
(
iξ0,
∂
∂x
)
v˜(ξ0, x) = 0, x ∈ Rn \BR,
where L
(
iξ0, iξ
)
is the symbol of g.
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It follows from Ho¨rmander ([31]) that v˜(ξ0, x) = 0 in R
n \BR for all
ξ0. Therefore u(x0, x) = u
′(x0, x) for x0 ∈ (0, T ), x ∈ Rn \ BR. Then
u
∣∣
(0,T )×∂BR
= u′
∣∣
(0,T )×∂BR
∈ H 1
2
((0, T ) × ∂BR) and ∂u∂νg
∣∣
(0,T )×∂BR
=
∂u′
∂νg
∣∣
(0,T )×∂BR
∈ H− 1
2
((0, T ) × ∂BR) (cf. [20], §23), i.e. the boundary
measurements of u and u′ on (0, T )× ∂BR are the same.
Analogously to the proof of Lemma 4.5 one can show that u
∣∣
(0,T )×∂BR
and u′
∣∣
(0,T )×∂BR
are dense in H− 1
2
((0, T )× ∂BR). Hence the DN oper-
ators Λ and Λ′ are equal on (0, T )× ∂BR. Thus Theorem 5.1 implies
that g and g′ are isometric.
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