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LAN PROPERTY FOR AN ERGODIC DIFFUSION WITH JUMPS
ARTURO KOHATSU-HIGA, EULALIA NUALART AND NGOC KHUE TRAN
Abstract. In this paper, we consider a multidimensional ergodic diffusion with jumps
driven by a Brownian motion and a Poisson random measure associated with a compound
Poisson process, whose drift coefficient depends on an unknown parameter. Considering
the process discretely observed at high frequency, we derive the local asymptotic normality
(LAN) property.
1. Introduction
On a complete probability space (Ω,F ,P), we consider the d-dimensional process Xθ =
(Xθt )t≥0 solution to the following stochastic differential equation (SDE) with jumps
dXθt = b(θ,X
θ
t )dt+ σ(X
θ
t )dBt +
∫
Rd0
c(Xθt−, z) (N(dt, dz) − ν(dz)dt) , (1.1)
where Xθ0 = x0 ∈ Rd, Rd0 := Rd \ {0}, B = (Bt)t≥0 is a d-dimensional Brownian motion,
and N(dt, dz) is a Poisson random measure in (R+ × Rd0,B(R+ × Rd0)) independent of B,
with intensity measure ν(dz)dt satisfying λ :=
∫
Rd
ν(dz) < ∞. Let {F̂t}t≥0 denote the
natural filtration generated by B and N . The unknown parameter θ belongs to Θ, a closed
interval of R. The coefficients b : Θ × Rd → Rd, σ : Rd → Rd ⊗ Rd and c : Rd × Rd0 → Rd
are measurable functions satisfying condition (A1) below under which equation (1.1) has a
unique {F̂t}t≥0-adapted ca`dla`g solution Xθ. We denote by Pθ the probability law induced
by Xθ, and by Eθ the expectation with respect to Pθ. For fixed θ0 ∈ Θ and n ≥ 1, we
consider a discrete observation scheme at equidistant times tk = k∆n, k ∈ {0, ..., n} of the
jump diffusion process Xθ0 , which is denoted by Xn = (Xt0 ,Xt1 , ...,Xtn ), where ∆n ≤ 1 for
all n ≥ 1. We assume that the sequence of time-step sizes ∆n satisfies the high-frequency and
infinite horizon conditions: ∆n → 0 and n∆n →∞ as n→∞.
The aim of this paper is to prove the local asymptotic normality (LAN) property for estima-
tors of θ based on the observation Xn. As is well known, the LAN property is a fundamental
concept in asymptotic theory of statistics, which was introduced by Le Cam [22] and extended
by Jeganathan [14] to the local asymptotic mixed normality (LAMN) property. Initiated by
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Gobet [8], some techniques of Malliavin calculus have recently been proved to be a powerful
tool for the stochastic analysis of the log-likelihood ratio of diffusions. Concretely, Gobet [8]
obtained the LAMN property from discrete observations at high frequency on the interval
[0, 1] for multidimensional elliptic diffusion processes. For this purpose, the integration by
parts formula of the Malliavin calculus is applied in order to obtain an explicit expression
of the logarithm derivative of the transition density in terms of a conditional expectation in-
volving the Skorohod integral. To treat the negligible terms, upper and lower Gaussian type
bounds of the transition density are employed to show the convergence in probability to zero
of sums of conditional expectations. In the same direction, the LAN property was established
by Gobet [9] for multidimensional ergodic diffusions on the basis of discrete observations at
high frequency on an increasing interval. Later on, Gobet and Gloter [10] obtained the LAMN
property for integrated diffusions.
In the presence of jumps, several special cases have been studied. Precisely, the LAN
property is established for some Le´vy processes whose transition density can be expressed in
an explicit form. For instance, stable processes and normal inverse Gaussian Le´vy processes
(see [37, 16]). Aı¨t-Sahalia and Jacod [2] established the LAN property for a class of Le´vy
processes involving a symmetric stable process, using a quasi-explicit representation of the
density. The LAN property for Le´vy processes observed discretely at low frequency can be
found in [36, Proposition 4.1, Lemma 2.12]. Recently, Kawai [15] deals with some cases where
the solution and transition density are semi-explicit. This implies that a Taylor expansion
of the log-density with respect to the parameters can be obtained, which reduces the LAN
property to a classical central limit theorem with independent increments and a residual term.
This residual term depends strongly on estimates of the first and second derivatives of the
logarithm of the density of the process, which can be treated using the integration by parts
formula of Malliavin calculus.
More recently, using a similar approach as in [8], Cle´ment et al. [5] establish the LAMN
property for a stochastic process with jumps whose unknown parameters determine the jump
structure. The number of jumps on the observation time interval is supposed to be deter-
ministic and the corresponding jump times are given. As a consequence, upper and lower
Gaussian type bounds for the transition density can be obtained and then used to treat the
negligible terms.
Later, Cle´ment and Gloter [6] prove the LAMN property for an SDE driven by a cen-
tered pure jump Le´vy process whose Le´vy measure is an α-stable Le´vy measure near zero
with α ∈ (1, 2). For this, the authors verify the general sufficient conditions established by
Jeganathan [14], which are essentially based on the L2-regularity property of the transition
density. Therefore, the upper and lower bounds for the density are not required for treating
the negligible terms. The crucial point of the proof is the fact that using the time rescaling
property of stable processes, the asymptotic behavior of the transition density and the deriv-
ative of its logarithm are completely determined by the density of a centered α-stable Le´vy
process and its derivative. In fact, as in [8] these quantities can be represented in terms of
an expectation and a conditional expectation using the Malliavin calculus for jump processes
developed by Bichteler, Gravereaux and Jacod [4].
However, it seems that the validity of the LAN property for SDEs having a Brownian
driver and a general jump structure has never been addressed in the literature. The first
problem comes from the fact that the density function of the solution is not explicit in general.
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Secondly, the asymptotic behavior of the transition density and its logarithm derivative cannot
be easily determined as in the cases of [6] and [15]. As a consequence, the general sufficient
conditions in [14] cannot be used to show the LAN property for these general SDEs with
jumps. Another problem is that the behavior of the transition density changes strongly due
to the presence of jumps. In fact, one expects that the lower bound for the density of such
SDEs with jumps will be controlled by the exponential behavior of the jump process, and
that the upper bound will be controlled by the Gaussian behavior of the Wiener process. For
instance, we consider the one-dimensional Le´vy process (Xxt )t≥0 starting from x ∈ R defined
by
Xxt = x+Bt +
Nt∑
i=1
Yi,
where B = (Bt)t≥0 is a standard Brownian motion, N = (Nt)t≥0 is a Poisson process with
intensity λ > 0 independent of B, and (Yi)i≥0 are i.i.d. random variables independent of B
and N with probability density ϕλ . Here, ϕ(z) is the Le´vy density of the Le´vy process. It
can be shown that when ϕ is Gaussian, there exist constants C1, c1, C, c > 0 such that for
0 < t ≤ 1 and |y − x| sufficiently large, the transition density p(t, x, y) of Xxt satisfies
C1e
−λt exp
(
−c1|y − x|
√∣∣∣∣ln |y − x|t
∣∣∣∣
)
≤ p(t, x, y) ≤ C√
t
exp
(
−c|y − x|
√∣∣∣∣ln |y − x|t
∣∣∣∣
)
,
and when ϕ is exponential,
C1e
−λte−c1|y−x| ≤ p(t, x, y) ≤ C√
t
e−c|y−x|.
This shows that the upper and lower bounds of the density are of different characteristics
making impossible to implement the argument in Gobet [8], [9].
Our strategy is that in order to present the methodology used to prove the LAN property
in the non-linear case (1.1), it is essential to first well understand how the Malliavin calculus
approach works in the presence of jumps, and how the Gaussian type estimates for the
transition density conditioned on the jump structure can be derived and employed for a
simple Le´vy process defined by
X
θ,σ,λ
t = x0 + θt+ σBt +Nt − λt,
where N and B are as above, and the parameters θ, σ, and λ are unknown. In [18], we show
the LAN property for this simple Le´vy process.
In this paper, our result uses the Malliavin calculus with respect to the Brownian motion
initiated by Gobet [8], in order to obtain an explicit expression of the logarithm derivative
of the transition density. To deal with the expansion of the log-likelihood, one difficulty
is the fact that the conditional expectations are computed under the probability measure
Pθ(ℓ) coming from the Malliavin calculus, whereas the convergence is considered under the
probability measure Pθ0 6= Pθ(ℓ) where θ(ℓ) will be specified later on as a parameter value
close to θ0. To solve this problem, we use Girsanov’s theorem in order to change the measures
(see Lemma 3.5). The technical Lemma 3.6 is given in order to measure the deviations of the
Girsanov change of measure when the drift parameter changes.
Let us mention that the goal of this paper is to define situations where the jump process will
not “deform” the Gaussian nature of the statistical experiment. As commented before, this
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cannot be achieved by simply obtaining upper and lower bounds for the transition density.
Instead, we condition on the jump structure (number of jumps and amplitudes of jumps) and
use large deviation type results which guarantee that the Gaussian nature of the statistical
experiment will remain unchanged. Clearly, one can think of the reverse situation: That
is, the case where the tails of the Le´vy process are heavy enough to perturb the Gaussian
nature of the statistical experiment. Still, a central limit type theorem should be applicable
and therefore one may believe that the LAN property should still hold if enough moment
properties are assumed. More difficult to study are cases where the ellipticity condition is
not satisfied. In general, it is challenging to ascertain validity of the LAN property. We leave
as future research the study of these open problems. Here, to show the large deviation type
estimates (see Lemma 5.5), lower and upper bounds for the transition density conditioned on
the jump structure are strongly used.
This paper is organized as follows. In Section 2, we formulate the assumptions on equation
(1.1) and state our main result in Theorem 2.2. Furthermore, some examples are given.
Section 3 is devoted to give preliminary results needed for the proof of Theorem 2.2, such as
an explicit expression for the logarithm derivative of the transition density using the Malliavin
calculus. The proofs of these results are somewhat technical and are delayed to Appendices
in order to provide the proof of our main result in a streamlined fashion. We prove our
main result in Section 4. Finally, the proofs of some technical propositions and lemmas are
presented in Section 5, where the upper bounds for the transition densities and the large
deviation type estimates are obtained.
In this paper, we use
Pθ−→ and L(P
θ)−→ to denote the convergence in probability and in law
under Pθ, respectively. For x ∈ Rd, |x| denotes the Euclidean norm. |A| denotes the Frobenius
norm of the square matrix A, and tr(A) denotes the trace. ∗ denotes the transpose. The com-
pensated Poisson random measure is denoted by N˜(dt, dz) := N(dt, dz) − ν(dz)dt. Let Ẑ =
(Ẑt)t≥0 be a pure-jump Le´vy process associated with N(dt, dz), i.e., Ẑt =
∫ t
0
∫
Rd0
zN(ds, dz),
for t ≥ 0.
2. Assumptions and main result
We consider the following hypotheses on equation (1.1).
(A1) For any θ ∈ Θ, there exist a constant L > 0 and a function ζ : Rd0 → R+ of polynomial
growth in z with degree m ≥ 1, i.e., ζ(z) ≤ C(1 + |z|m) for some constant C > 0,
satisfying that
∫
Rd0
ζ2(z)ν(dz) <∞, such that for all x, y ∈ Rd, z ∈ Rd0,
|b(θ, x)− b(θ, y)|+ |σ(x)− σ(y)| ≤ L|x− y|, |b(θ, x)| ≤ L (1 + |x|) ,
|c(x, z) − c(y, z)| ≤ ζ(z)|x− y|, |c(x, z)| ≤ ζ(z)(1 + |x|).
(A2) The diffusion matrix σ satisfies an uniform ellipticity condition, that is, there exists a
constant c ≥ 1 such that for all x, ξ ∈ Rd,
1
c
|ξ|2 ≤ |σ(x)ξ|2 ≤ c|ξ|2.
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(A3) For all (x, z) ∈ Rd × Rd0 and i ∈ {1, . . . , d}, ci(x, z) 6= 0, and ci(x, 0) = 0. Moreover,
there exists a constant C > 0 such that for all z ∈ Rd0,
inf
x∈Rd
|c(x, z)| ≥ C|z|.
(A4) The functions b, σ and c are of class C1 w.r.t. θ and x. Each partial derivative ∂θb,
∂xib, ∂xiσ and ∂xic is of class C
1 w.r.t. x. Moreover, there exist positive constants
C, q, ǫ, independent of (θ, θ1, θ2, x, y, u, v, z) ∈ Θ3 × (Rd)4 × Rd0 such that
(a) |∂xib(θ, x)|+ |∂xiσ(x)| ≤ C, and |∂xic(x, z)| ≤ ζ(z);
(b) |h(·, x)| ≤ C (1 + |x|q) for h(·, x) = ∂θb(θ, x), ∂2xi,xjb(θ, x), ∂2xi,θb(θ, x) or ∂2xi,xjσ(x);
(c) |∂2xi,xjc(x, z)| ≤ Cζ(z) (1 + |x|);
(d) |∂θb(θ1, x)− ∂θb(θ2, x)| ≤ C|θ1 − θ2|ǫ (1 + |x|q);
(e) |∂θb(θ, x)− ∂θb(θ, y)| ≤ C|x− y|;
(A5) The process Xθ0 is ergodic, that is, there exists a unique invariant probability measure
πθ0(dx) such that as T →∞,
1
T
∫ T
0
g(Xθ0t )dt
Pθ0−→
∫
Rd
g(x)πθ0(dx),
for any πθ0-integrable function g : R
d → Rd′ . Moreover, ∫
Rd
|x|pπθ0(dx) < ∞, for any
p ≥ 0.
(A6) For any p ≥ 1, ∫
Rd0
|z|pν(dz) <∞.
(A7) There exist constants ρ1 > 0 and υ ∈ (0, 12) such that
∫
{|z|≤ρ1∆υn} ν(dz)→ 0 as n→∞.
(A8) (a) |det∇ψ(v)| ≥ η(z), and |∇ψ−1(v)u| ≥ |u|β(z) , where ψ(v) = f( v√1−|v|2+c(
v√
1−|v|2 , z))−
f( x√
1−|x|2 + c(
x√
1−|x|2 , z)), for |v| < 1, |x| < 1, and ψ
−1 is the inversion function
of ψ. Here, f(y) = y√
1+|y|2 , for y ∈ R
d, η(z) = C|z|31{|z|>1} + C1{|z|≤1}, and
β(z) = C|z|31{|z|>1} +C1{|z|≤1}.
(b) The matrix ∇fσ satisfies an ellipticity assumption in Rd. That is, for all x ∈ Rd,
inf
ξ∈Rd:|ξ|=1
|∇f(x)σ(x)ξ|2 > 0.
Interpretation of the above hypotheses: Lipschitz continuity and linear growth con-
ditions (A1) on the coefficients b, σ and c ensure the existence of a unique ca`dla`g and
adapted process Xθ = (Xθt )t≥0 solution to equation (1.1) on the filtered probability space
(Ω,F , {F̂t}t≥0,P) (see [13, Theorem III.2.32]). The drift coefficient is assumed to be un-
bounded, which will lead to a technical proof of upper bounds of the transition density con-
ditioned on the jump structure by using a transformation of equation (1.1) via the function f
defined in (A8)(a) (see Lemma 5.2). The case of a bounded drift coefficient will be discussed
in Subsection 4.4. Moreover, conditions on the jump coefficient (A1) and (A3)
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in order to control the upper and lower bounds of the jump amplitudes of the Le´vy process
(see the proof of Lemma 5.5).
To be able to apply the Malliavin calculus, the uniform ellipticity condition (A2) and
regularity conditions (A4)(a)-(e) on the coefficients are required. Condition (A6) related to
the finite moments of any order of the Le´vy measure is used to estimate the jump components.
Recall that ergodicity in the sense of (A5) was shown by Masuda in [25, Theorem 2.1]
for a class of jump diffusion processes. Several examples of ergodic diffusion processes with
jumps are given in [25, 26, 34]. Moreover, results on ergodicity and exponential ergodicity
for diffusion processes with jumps have been established by Masuda [25, 26]. In addition,
Kulik [19] provides a set of sufficient conditions for the exponential ergodicity of diffusion
processes with jumps without Gaussian part and gives some examples. More recently, Qiao
[32] addresses the exponential ergodicity for SDEs with jumps with non-Lipschitz coefficients.
However, ergodicity and exponentially ergodicity in these papers are understood in the sense
of [28], which are both stronger than in the sense of (A5).
Condition (A7) controls the behavior of small jumps of the Le´vy process, which is deter-
mined by the mass of the Le´vy measure or jump size distribution around the origin. Indeed,
this condition which is used in Lemma 4.8, expresses the fact that the small jumps do not
interfere with the Gaussian behavior of the transition density. This can be interpreted that
the jump component is “dominated” over by the Gaussian component in a small time in-
terval. This is the main restriction which implies that the total Le´vy measure is finite and
therefore we are dealing with the case where the jumps in (1.1) are given by a compound
Poisson process. We have preferred this presentation in order to point out that the general
problem for SDE driven by a general Le´vy process remains open.
Conditions (A1)-(A2) imply that the law of the discrete observation (Xθt0 ,X
θ
t1 , . . . ,X
θ
tn)
of the process (Xθt )t≥0 has a density in (Rd)n+1 that we denote by pn(·; θ). In particular,
pn(·; θ0) denotes the density of the random vector Xn.
In order to explain why we need the conditions (A8)(a) and (A8)(b), note that in the
classical Malliavin calculus one usually considers bounded smooth coefficients in order to prove
that the density of Xθt has Gaussian upper bounds. In the present case, the drift coefficient
has linear growth and therefore classical techniques do not apply. In [9], a Girsanov’s theorem
approach is used but this argument does not work here due to the presence of jumps. Instead,
we perform a change of variables V θt = f(X
θ
t ) so that the random variable V
θ
t has bounded
drift. Then Gaussian like estimates for Xθt can be obtained at the expense of these two
conditions. Additionally, we do not require a squared exponential moment condition or that
the coefficients have to be C1+α for some α > 0 like in [9]. We show in the next example that
these conditions may be easily verified in the following four classes of Le´vy measures.
Example 2.1. We assume d = 1 and c(x, z) = z in this example for simplicity.
1) Changing variables u := v√
1−v2 , it is easy to check that
8(√
z2 + 4 + |z|
)3 ≤ ψ′(v) ≤
(√
z2 + 4 + |z|
)3
8
,
for all |v| < 1. Then, the inverse function theorem implies that (ψ−1)′(v) = 1ψ′(ψ−1(v)) .
Therefore, condition (A8)(a) holds.
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2) Then f ′(x) = (1 + x2)−
3
2 > 0, for all x ∈ R. Thus, condition (A8)(b) holds.
3) Class 1: Assume ν(dz) has a support on {|z| ≥ C} for some constant C > 0. Then
condition (A7) holds for any ρ1, υ > 0 since
∫
{|z|≤ρ1∆υn} ν(dz) = 0, for n sufficiently large.
4) Class 2: Assume that ν(dz) = dz|z|1+α1{|z|≤1}, where α < 0. Condition (A6) holds since
for any p ≥ 1, ∫
R0
|z|pν(dz) = 2
p− α <∞.
Condition (A7) holds for any ρ1 > 0, υ > 0 since for n sufficiently large,∫ ρ1∆υn
−ρ1∆υn
ν(dz) = − 2
α
ρ−α1 ∆
−αυ
n ,
which tends to zero as n→∞.
5) Class 3: Assume that ν(dz) = C1ϕ(z)1{|z|>1}dz + C2|z|κ1{|z|≤1}dz for some constants
C1, C2 > 0, where ϕ is the standard Gaussian density and κ > −1. Condition (A6) holds
since for any p ≥ 1,∫
R0
|z|pν(dz) = C1√
2π
∫
{|z|>1}
|z|pe− |z|
2
2 dz + C2
∫
{|z|≤1}
|z|p+κdz
< C1(p− 1)!! + 2C2
p+ κ+ 1
<∞.
Condition (A7) holds for any ρ1 > 0, υ > 0 since for n sufficiently large,∫ ρ1∆υn
−ρ1∆υn
ν(dz) =
2C2
κ+ 1
ρκ+11 ∆
υ(κ+1)
n ,
which tends to zero as n→∞.
6) Class 4: Assume ν(dz) = C1ϕ(z)1{|z|>1}dz+C2|z|κ1{|z|≤1}dz for some constants C1, C2 >
0, where κ > −1 and ϕ is the Le´vy measure of a symmetric gamma process, that is, ϕ(z) =
αe−β|z||z|−1 for some α > 0 and β > 0. Condition (A6) holds since for any p ≥ 1,∫
R0
|z|pν(dz) = C1α
∫
{|z|>1}
|z|p−1e−β|z|dz + C2
∫
{|z|≤1}
|z|p+κdz
≤ C1α
βp+1
∫
{|z|>1}
|z|p−1 (p+ 1)!|z|p+1 dz + C2
∫
{|z|≤1}
|z|p+κdz
<
2C1α(p+ 1)!
βp+1
+
2C2
p+ κ+ 1
<∞,
where we have used the inequality e−x < p!xp , valid for any x > 0 and p ≥ 1.
Proceeding similarly as in example 4), condition (A7) holds for any ρ1 > 0, υ > 0.
The main result of this paper is the following LAN property.
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Theorem 2.2. Assume conditions (A1)-(A8). Then, the LAN property holds for the like-
lihood at θ0 with rate of convergence
√
n∆n and asymptotic Fisher information Γ(θ0). That
is, for all u ∈ R, as n→∞,
log
pn(X
n; θn)
pn(Xn; θ0)
L(Pθ0 )−→ uN (0,Γ(θ0))− u
2
2
Γ (θ0) ,
where θn := θ0+
u√
n∆n
, and N (0,Γ(θ0)) is a centered Gaussian random variable with variance
Γ (θ0) =
∫
Rd
(∂θb(θ0, x))
∗ (σσ∗)−1(x)∂θb(θ0, x)πθ0(dx).
Remark 2.3. To simplify the exposition, our result is established for the scalar parameter
case. The multidimensional parameter case can be treated using a decomposition on the com-
ponents of parameters and the same computations as the scalar parameter case.
Remark 2.4. In [18] we estimate the drift and diffusion parameters, and the jump intensity
of a simple Le´vy process. Therefore, Theorem 2.2 is a non-linear extension of the result in
[18] when the unknown parameter appears only in the drift coefficient.
Remark 2.5. We recover the same formula for the asymptotic Fisher information Γ(θ0) of
ergodic diffusion processes without jumps obtained by Gobet in [9, Theorem 4.1]. This comes
from the fact that the jump component is dominated over by the Gaussian component in a
small time interval, which will be seen in Section 4.
Remark 2.6. When the LAN property holds at θ0, convolution and minimax theorems can be
applied (see [11], [23]). On one hand, the asymptotically efficient estimators of the parameter
θ0 are defined in terms of the optimal asymptotic variance Γ(θ0)
−1 and the optimal rate of
convergence
√
n∆n. On the other hand, one can derive the lower bound for the asymptotic
variance of estimators given by Γ(θ0)
−1.
Let us mention that the question of asymptotic efficiency of the estimators based on discrete
observations of ergodic diffusions with jumps was solved e.g. by Shimizu and Yoshida [35] and
Mai [24]. The estimators in [35] are constructed from a contrast function which is based on a
discretization of the likelihood function associated to the continuous observations of an ergodic
diffusion with jumps whose drift and diffusion coefficients as well as its jump coefficient depend
on unknown parameters. The drift parameter of the Ornstein-Uhlenbeck processes driven by
a Le´vy process is dealt with in [24] where the estimators are constructed from a discretization
of the time-continuous maximum likelihood estimators. These estimators are asymptotically
efficient since their variance attains the lower bound given by Γ(θ0)
−1 with the optimal rate
of convergence (see [35, Theorem 2.1, Remark 2.2], [24, Theorem 3.5, Remark 3.6] and [24,
Theorem 4.6]). For other estimators for θ based on quasi-likelihood estimators see Masuda
[27] and Ogihara and Yoshida [30].
Example 2.7. 1) Consider the one-dimensional Ornstein-Uhlenbeck process with jumps de-
fined as
Xθt = x0 − θ
∫ t
0
Xθsds+ σBt +
∫ t
0
∫
R0
zN˜ (ds, dz),
where θ > 0, σ ∈ R0. Assume that the Le´vy measure satisfies condition (A6). Then Xθ is
ergodic in the sense of (A5). Furthermore, the invariant probability measure πθ(dx) can be
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computed explicitly (see [33, Theorem 17.5 and Corollary 17.9] and [25, Theorem 2.6]), and
satisfies
∫
R
|x|pπθ(dx) <∞, for any p ≥ 0. In particular,
Γ(θ) =
∫
R
x2
σ2
πθ(dx) =
1
2θ
(
1 +
1
σ2
∫
R0
z2ν(dz)
)
.
Notice that conditions (A1)-(A4) and (A8) hold. Assume further condition (A7). As
a consequence of Theorem 2.2, the LAN property holds with rate of convergence
√
n∆n and
asymptotic Fisher information Γ(θ0).
2) Consider the one-dimensional process
Xθt = x0 + θt+ σBt +
∫ t
0
∫
R0
zN˜(ds, dz),
where θ ∈ R and σ ∈ R0. Assume that the Le´vy measure satisfies conditions (A6) and (A7).
Notice that conditions (A1)-(A4) and (A8) hold. Then the LAN property holds with rate
of convergence
√
n∆n and asymptotic Fisher information Γ(θ0) =
1
σ2 . In this case, condition
(A5) is not needed since Γ(θ0) can be obtained without using the ergodicity assumption, but
thanks to the simple structure of the drift and diffusion coefficients (see (4.5) below).
As usual, constants will be denoted by C or c and they will always be independent of time
and ∆n but may depend on bounds for the set Θ. They may change of value from one line
to the next.
3. Preliminaries
In this section, we introduce some preliminary results needed for the proof of Theorem 2.2.
The proofs are given in the Appendix so that the reader can access the proof of the main
result in the next section.
In order to motivate the preliminary results to follow, recall that in order to deal with
the log-likelihood ratio in Theorem 2.2, we may use the Markov property to rewrite the
global likelihood function in terms of a product of transition densities and then apply a
mean value theorem. We start as in Gobet [8] by applying the integration by parts formula
of the Malliavin calculus on each interval [tk, tk+1] to obtain an explicit expression for the
logarithm derivative of the transition density. In order to avoid confusion with the observed
process Xθ, we introduce an extra probabilistic representation of Xθ for which the Malliavin
calculus will be applied. That is, we consider on the same probability space (Ω,F ,P) the
flow Y θ(s, x) = (Y θt (s, x), t ≥ s), x ∈ Rd on the time interval [s,∞) and with initial condition
Y θs (s, x) = x satisfying
Y θt (s, x) = x+
∫ t
s
b(θ, Y θu (s, x))du+
∫ t
s
σ(Y θu (s, x))dWu
+
∫ t
s
∫
Rd0
c(Y θu−(s, x), z) (M(du, dz) − ν(dz)du) ,
(3.1)
where W = (Wt)t≥0 is a Brownian motion, M(dt, dz) is a Poisson random measure with
intensity measure ν(dz)dt associated with a pure-jump Le´vy process Z˜ = (Z˜t)t≥0, i.e., Z˜t =∫ t
0
∫
Rd0
zM(ds, dz). Here, Z˜ is an independent copy of Ẑ, and M˜(dt, dz) :=M(dt, dz)−ν(dz)dt
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denotes the compensated Poisson random measure. The processes (B,N,W,M) are mutually
independent. In particular, we write Y θt ≡ Y θt (0, x0), for all t ≥ 0. That is,
Y θt = x0 +
∫ t
0
b(θ, Y θu )du+
∫ t
0
σ(Y θu )dWu +
∫ t
0
∫
Rd0
c(Y θu−, z)M˜ (du, dz). (3.2)
We will apply the Malliavin calculus on the Wiener space induced by W . Let D and δ
denote the Malliavin derivative and the Skorohod integral w.r.t. W on each interval [tk, tk+1],
respectively. We denote by D1,2 the space of random variables differentiable in the sense of
Malliavin, and by Dom δ the domain of δ. Notice that the Malliavin calculus adapted to
our framework is introduced, for instance, in [31]. Recall that for a differentiable random
variable F ∈ D1,2, its Malliavin derivative is denoted by DF = (D1F, . . . ,DdF ), where Di is
the Malliavin derivative in the ith direction W i of the Brownian motion W = (W 1, . . . ,W d),
for i ∈ {1, . . . , d}. For a Rd-valued process U = (U1, . . . , Ud) ∈ Dom δ, the Skorohod integral
of U is defined as δ(U) =
∑d
i=1 δ
i(U i), where δi denotes the Skorohod integral w.r.t. W i.
For any k ∈ {0, ..., n − 1}, under conditions (A1), (A2) and (A4)(a)-(c), the process
(Y θt (tk, x), t ∈ [tk, tk+1]) is differentiable w.r.t. x and θ, and we denote by (∇xY θt (tk, x), t ∈
[tk, tk+1]) and (∂θY
θ
t (tk, x), t ∈ [tk, tk+1]) the Jacobian matrix and vector, respectively (see
Kunita [20]). These processes are the solutions to the linear equations
∇xY θt (tk, x) = Id +
∫ t
tk
∇xb(θ, Y θs (tk, x))∇xY θs (tk, x)ds (3.3)
+
d∑
i=1
∫ t
tk
∇xσi(Y θs (tk, x))∇xY θs (tk, x)dW is +
∫ t
tk
∫
Rd0
∇xc(Y θs−(tk, x), z)∇xY θs (tk, x)M˜ (ds, dz),
∂θY
θ
t (tk, x) =
∫ t
tk
(
∂θb(θ, Y
θ
s (tk, x)) +∇xb(θ, Y θs (tk, x))∂θY θs (tk, x)
)
ds (3.4)
+
d∑
i=1
∫ t
tk
∇xσi(Y θs (tk, x))∂θY θs (tk, x)dW is +
∫ t
tk
∫
Rd0
∇xc(Y θs−(tk, x), z)∂θY θs (tk, x)M˜(ds, dz),
where σ1, ..., σd : R
d → Rd denote the columns of the matrix σ.
Moreover, the random variables Y θt (tk, x), ∇xY θt (tk, x), (∇xY θt (tk, x))−1 and ∂θY θt (tk, x)
belong to D1,2 for any t ∈ [tk, tk+1] (see [31, Theorem 3]). On the other hand, the Malliavin
derivative DsY
θ
t (tk, x) satisfies the following linear equation
DsY
θ
t (tk, x) = σ(Y
θ
s (tk, x)) +
∫ t
s
∇xb(θ, Y θu (tk, x))DsY θu (tk, x)du
+
d∑
i=1
∫ t
s
∇xσi(Y θu (tk, x))DsY θu (tk, x)dW iu +
∫ t
s
∫
Rd0
∇xc(Y θu−(tk, x), z)DsY θu (tk, x)M˜ (du, dz),
for s ≤ t a.e., and DsY θt (tk, x) = 0 for s > t a.e. By [31, Proposition 7], it holds that
DsY
θ
t (tk, x) = ∇xY θt (tk, x)(∇xY θs (tk, x))−1σ(Y θs (tk, x))1[tk ,t](s).
We consider the canonical filtered probability spaces (Ωi,F i, {F it}t≥0,Pi), i ∈ {1, . . . , 4}, as-
sociated to each of the four processes B,N(dt, dz),W andM(dt, dz) . Then, (Ω,F , {Ft}t≥0,P)
is the product filtered probability space of the four canonical spaces.
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We set Ω̂ = Ω1×Ω2, F̂ = F1⊗F2, P̂ = P1⊗P2, F̂t = F1t ⊗F2t , Ω˜ = Ω3×Ω4, F˜ = F3⊗F4,
P˜ = P3 ⊗ P4, and F˜t = F3t ⊗ F4t . Then, Ω = Ω̂× Ω˜, F = F̂ ⊗ F˜ , P = P̂⊗ P˜, Ft = F̂t ⊗ F˜t,
and E = Ê⊗ E˜, where E, Ê, E˜ denote the expectation w.r.t. P, P̂ and P˜, respectively. For all
A ∈ F˜ and x ∈ Rd, we set P˜θx(A) = E˜[1A|Y θtk = x]. We denote by E˜θx the expectation w.r.t.
P˜θx. That is, for all F˜-measurable random variables V , we have that E˜θx[V ] = E˜[V |Y θtk = x].
Under conditions (A1), (A2) and (A4)(a), for any t > s the law of Y θt conditioned on
Y θs = x admits a positive transition density p
θ(t − s, x, y), which is differentiable w.r.t. θ.
As a consequence of [8, Proposition 4.1], we have the following explicit expression for the
logarithm derivative of the transition density w.r.t. θ in terms of a conditional expectation.
Proposition 3.1. Under conditions (A1), (A2) and (A4)(a)-(c), for all k ∈ {0, ..., n − 1},
θ ∈ Θ, and x, y ∈ Rd,
∂θp
θ
pθ
(∆n, x, y) =
1
∆n
E˜θx
[
δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
) ∣∣∣Y θtk+1 = y] ,
where U θt (tk, x) = (DtY
θ
tk+1
(tk, x))
−1, t ∈ [tk, tk+1].
We have the following decomposition of the Skorohod integral appearing in the conditional
expectation of Proposition 3.1.
Lemma 3.2. Under conditions (A1), (A2) and (A4)(a)-(c), for all k ∈ {0, ..., n−1}, θ ∈ Θ,
and x ∈ Rd,
δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
)
= ∆n(∂θb(θ, Y
θ
tk
))∗(σσ∗)−1(Y θtk)
(
Y θtk+1 − Y θtk − b(θ, Y θtk)∆n
)
−Rθ,k1 +Rθ,k2 +Rθ,k3 −Rθ,k4 −Rθ,k5 −Rθ,k6 ,
where
R
θ,k
1 =
∫ tk+1
tk
∫ tk+1
s
tr
(
Ds
(
((∇xY θu (tk, x))−1∂θb(θ, Y θu (tk, x)))∗
)
σ−1(Y θs (tk, x))∇xY θs (tk, x)
)
duds,
R
θ,k
2 =
∫ tk+1
tk
((∇xY θs (tk, x))−1∂θb(θ, Y θs (tk, x)))∗ds
×
∫ tk+1
tk
(
(∇xY θs (tk, x))∗(σ−1(Y θs (tk, x)))∗ − (∇xY θtk(tk, x))∗(σ−1(Y θtk(tk, x)))∗
)
dWs,
R
θ,k
3 =
∫ tk+1
tk
(
((∇xY θs (tk, x))−1∂θb(θ, Y θs (tk, x)))∗ − ((∇xY θtk(tk, x))−1∂θb(θ, Y θtk(tk, x)))∗
)
ds
×
∫ tk+1
tk
(∇xY θtk(tk, x))∗(σ−1(Y θtk(tk, x)))∗dWs,
R
θ,k
4 = ∆n(∂θb(θ, Y
θ
tk
))∗(σσ∗)−1(Y θtk)
∫ tk+1
tk
(
b(θ, Y θs )− b(θ, Y θtk)
)
ds,
R
θ,k
5 = ∆n(∂θb(θ, Y
θ
tk
))∗(σσ∗)−1(Y θtk)
∫ tk+1
tk
(
σ(Y θs )− σ(Y θtk)
)
dWs,
R
θ,k
6 = ∆n(∂θb(θ, Y
θ
tk
))∗(σσ∗)−1(Y θtk)
∫ tk+1
tk
∫
Rd0
c(Y θs−, z)M˜ (ds, dz).
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We will use the following estimates for the solution to (3.1).
Lemma 3.3. Assume conditions (A1) and (A6).
(i) For any p ≥ 1 and θ ∈ Θ, there exists a constant Cp > 0 such that for all k ∈
{0, ..., n − 1} and t ∈ [tk, tk+1],
E
[∣∣∣Y θt (tk, x)− Y θtk(tk, x)∣∣∣p ∣∣Y θtk(tk, x) = x] ≤ Cp |t− tk| p2∧1 (1 + |x|p) .
(ii) For any function g defined on Θ×Rd with polynomial growth in x uniformly in θ ∈ Θ,
there exist constants C, q > 0 such that for all k ∈ {0, ..., n − 1} and t ∈ [tk, tk+1],
E
[∣∣∣g(θ, Y θt (tk, x))∣∣∣ ∣∣Y θtk(tk, x) = x] ≤ C (1 + |x|q) .
Moreover, all these statements remain valid for Xθ.
Assuming conditions (A1), (A2), (A4)(a)-(c) and (A6), and using Gronwall’s inequality,
one can easily check that for any θ ∈ Θ and p ≥ 2, there exist constants Cp, q > 0 such that
for all k ∈ {0, ..., n − 1} and t ∈ [tk, tk+1],
E
[∣∣∣∇xY θt (tk, x)∣∣∣p + ∣∣∣(∇xY θt (tk, x))−1∣∣∣p ∣∣∣Y θtk(tk, x) = x]
+ sup
s∈[tk,tk+1]
E
[∣∣∣DsY θt (tk, x)∣∣∣p ∣∣∣Y θtk(tk, x) = x] ≤ Cp, and
E
[∣∣∣∂θY θt (tk, x)∣∣∣p ∣∣∣Y θtk(tk, x) = x] (3.5)
+ sup
s∈[tk,tk+1]
E
[∣∣∣Ds (∇xY θt (tk, x))∣∣∣p ∣∣∣Y θtk(tk, x) = x] ≤ Cp (1 + |x|q),
where the constant Cp is uniform in θ. As a consequence, we have the following estimates,
which follow easily from (5.2), Lemma 3.3 and properties of the moments of the Brownian
motion.
Lemma 3.4. Under conditions (A1), (A2), (A4)(a)-(e) and (A6), for any θ ∈ Θ and
p ≥ 2, there exist constants Cp, q > 0 such that for all k ∈ {0, ..., n − 1},
E
[
−Rθ,k1 +Rθ,k2 +Rθ,k3
∣∣Y θtk(tk, x) = x] = 0, (3.6)
E
[∣∣∣−Rθ,k1 +Rθ,k2 +Rθ,k3 ∣∣∣p ∣∣Y θtk(tk, x) = x] ≤ Cp∆ 3p+12n (1 + |x|q) . (3.7)
We next recall Girsanov’s theorem on each interval [tk, tk+1].
Lemma 3.5. Assume conditions (A1)-(A2). For all θ, θ1 ∈ Θ, and k ∈ {0, ..., n−1}, define
the measure
Q̂
θ1,θ
k (A) = Ê
[
1Ae
− ∫ tk+1tk (b(θ,Xt)−b(θ1,Xt))
∗σ−1(Xt)dBt+
1
2
∫ tk+1
tk
|(b(θ,Xt)−b(θ1,Xt))∗σ−1(Xt)|2dt
]
,
for all A ∈ F̂ . Then Q̂θ1,θk is a probability measure and under Q̂θ1,θk , the process (B
Q̂
θ1,θ
k
t =
Bt +
∫ t
tk
σ−1(Xs)(b(θ,Xs)− b(θ1,Xs))ds, t ∈ [tk, tk+1]) is a Brownian motion.
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Lemma 3.6. Assume conditions (A1), (A2), (A4)(b) and (A6). Let θ, θ1 ∈ Θ such that
|θ− θ1| ≤ C√n∆n , for some constant C > 0. Then there exist constants C, q0 > 0 such that for
any random variable V , p > 1, and k ∈ {0, ..., n − 1},∣∣∣∣∣EQ̂θ1,θk
[
V
(
dP̂
dQ̂
θ1,θ
k
− 1
)∣∣∣Xθtk
]∣∣∣∣∣ ≤ C√n (1 + |Xθtk |q0)
∫ 1
0
(
EP̂α
[
|V |p
∣∣∣Xθtk]) 1p dα,
where E
P̂α
, α ∈ [0, 1], denotes the expectation under the probability measure P̂α defined as
dP̂α
dQ̂
θ1,θ
k
:= e
α
∫ tk+1
tk
(b(θ,Xt)−b(θ1,Xt))∗σ−1(Xt)dBt−α
2
2
∫ tk+1
tk
|(b(θ,Xt)−b(θ1,Xt))∗σ−1(Xt)|2dt.
Next, we recall a discrete ergodic theorem.
Lemma 3.7. [17, Lemma 8] Assume conditions (A1) and (A5). Consider a differentiable
function g : Rd → Rd′, whose derivatives have polynomial growth in x. Then, as n→∞,
1
n
n−1∑
k=0
g(Xtk )
Pθ0−→
∫
Rd
g(x)πθ0(dx).
We finally recall two convergence in probability results and a central limit theorem for
triangular arrays of random variables. For each n ∈ N, let (Zk,n)k≥1 and (ζk,n)k≥1 be two
sequences of random variables defined on the filtered probability space (Ω,F , {Ft}t≥0,P), and
assume that they are Ftk+1 -measurable, for all k.
Lemma 3.8. [7, Lemma 9] Assume that as n→∞,
(i)
n−1∑
k=0
E [Zk,n|Ftk ] P−→ 0, and (ii)
n−1∑
k=0
E
[
Z2k,n|Ftk
] P−→ 0.
Then as n→∞, ∑n−1k=0 Zk,n P−→ 0.
Lemma 3.9. [12, Lemma 4.1] Assume that as n→∞,
n−1∑
k=0
E [|Zk,n||Ftk ] P−→ 0.
Then as n→∞, ∑n−1k=0 Zk,n P−→ 0.
Lemma 3.10. [12, Lemma 4.3] Assume that there exist real numbers M and V > 0 such that
n−1∑
k=0
E [ζk,n|Ftk ] P−→M,
n−1∑
k=0
(
E
[
ζ2k,n|Ftk
]− (E [ζk,n|Ftk ])2) P−→ V, and
n−1∑
k=0
E
[
ζ4k,n|Ftk
] P−→ 0,
as n→∞. Then as n→∞, ∑n−1k=0 ζk,n L(P)−→ N +M , where N is a centered Gaussian random
variable with variance V .
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4. Proof of Theorem 2.2
In this section, the proof of Theorem 2.2 will be divided into three steps. We begin deriving
a stochastic expansion of the log-likelihood ratio using Proposition 3.1 and Lemma 3.2. The
second step deals with the main contributions by applying the central limit theorem for
triangular arrays to show the LAN property. Finally, the last step is devoted to treat the
negligible contributions of the expansion.
4.1. Expansion of the log-likelihood ratio.
Lemma 4.1. Assume conditions (A1), (A2) and (A4)(a)-(c). Then
log
pn(X
n; θn)
pn(Xn; θ0)
=
n−1∑
k=0
ξk,n +
u√
n∆3n
n−1∑
k=0
∫ 1
0
{
Z
4,ℓ
k,n + Z
5,ℓ
k,n + Z
6,ℓ
k,n
+ E˜
θ(ℓ)
Xtk
[
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3 −Rθ(ℓ),k4 −Rθ(ℓ),k5 −Rθ(ℓ),k6
∣∣∣Y θ(ℓ)tk+1 = Xtk+1]}dℓ,
(4.1)
where θ(ℓ) := θn(ℓ, u) := θ0 +
ℓu√
n∆n
, and
ξk,n =
u√
n∆n
∫ 1
0
(∂θb(θ(ℓ),Xtk))
∗ (σσ∗)−1(Xtk)
× (σ(Xtk ) (Btk+1 −Btk)+ (b(θ0,Xtk)− b(θ(ℓ),Xtk))∆n) dℓ,
Z
4,ℓ
k,n = ∆n (∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )
∫ tk+1
tk
(
b(θ0,X
θ0
s )− b(θ0,Xtk )
)
ds,
Z
5,ℓ
k,n = ∆n (∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )
∫ tk+1
tk
(
σ(Xθ0s )− σ(Xtk )
)
dBs,
Z
6,ℓ
k,n = ∆n (∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )
∫ tk+1
tk
∫
Rd0
c(Xθ0s−, z)N˜ (ds, dz).
Proof. By the Markov property and Proposition 3.1,
log
pn(X
n; θn)
pn(Xn; θ0)
=
n−1∑
k=0
log
pθn
pθ0
(∆n,Xtk ,Xtk+1)
=
n−1∑
k=0
u√
n∆n
∫ 1
0
∂θp
θ(ℓ)
pθ(ℓ)
(∆n,Xtk ,Xtk+1)dℓ
=
n−1∑
k=0
u√
n∆3n
∫ 1
0
E˜
θ(ℓ)
Xtk
[
δ
(
U θ(ℓ)(tk,Xtk)∂θY
θ(ℓ)
tk+1
(tk,Xtk )
) ∣∣∣Y θ(ℓ)tk+1 = Xtk+1] dℓ.
We next apply Lemma 3.2, and use equation (1.1) for the term Xtk+1 −Xtk coming from
the term Y
θ(ℓ)
tk+1
−Y θ(ℓ)tk in Lemma 3.2, to obtain the expansion of the log-likelihood ratio (4.1).
Thus, the result follows. 
In the next two subsections, we will show that ξk,n is the only term that contributes to
the limit and all the others terms are negligible. Therefore, the main term in the asymptotic
behavior is given by the Gaussian and drift components of equation (1.1).
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In all what follows, hypothesis (A5) and Lemma 3.7 will be used repeatedly without being
quoted.
4.2. Main contributions: LAN property.
Lemma 4.2. Assume conditions (A1), (A2), (A4)(a)-(d), (A5) and (A6). Then as n→
∞,
n−1∑
k=0
ξk,n
L(Pθ0 )−→ uN (0,Γ(θ0))− u
2
2
Γ (θ0) ,
where Γ(θ0) is defined in Theorem 2.2.
Proof. Applying Lemma 3.10 to ξk,n, we need to consider E
θ0 [ξrk,n|F̂tk ] for r ∈ {1, 2, 4}. This
conditional expectation equals E[ξrk,n|F̂tk ]. Therefore, it suffices to show that as n→∞,
n−1∑
k=0
E
[
ξk,n|F̂tk
]
Pθ0−→ −u
2
2
Γ(θ0), (4.2)
n−1∑
k=0
(
E
[
ξ2k,n|F̂tk
]
−
(
E
[
ξk,n|F̂tk
])2) Pθ0−→ u2Γ(θ0), (4.3)
n−1∑
k=0
E
[
ξ4k,n|F̂tk
]
Pθ0−→ 0. (4.4)
Proof of (4.2). Using the fact that E[Btk+1 −Btk |F̂tk ] = 0 and the mean value theorem for
vector-valued functions, we get that
n−1∑
k=0
E
[
ξk,n|F̂tk
]
= −u
2
n
n−1∑
k=0
∫ 1
0
ℓ (∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )
∫ 1
0
∂θb(θ(ℓ, α),Xtk )dαdℓ
= −u
2
2n
n−1∑
k=0
(∂θb(θ0,Xtk))
∗ (σσ∗)−1(Xtk )∂θb(θ0,Xtk)−H1 −H2,
where θ(ℓ, α) := θ0 +
αℓu√
n∆n
, H1 =
∑n−1
k=0 Hk,n, and
Hk,n =
u2
n
∫ 1
0
ℓ (∂θb(θ(ℓ),Xtk))
∗ (σσ∗)−1(Xtk )
∫ 1
0
(∂θb(θ(ℓ, α),Xtk )− ∂θb(θ0,Xtk )) dαdℓ,
H2 =
u2
n
n−1∑
k=0
∫ 1
0
ℓ (∂θb(θ(ℓ),Xtk )− ∂θb(θ0,Xtk ))∗ (σσ∗)−1(Xtk)∂θb(θ0,Xtk )dℓ.
Using hypotheses (A2) and (A4)(b), (d), we get that for some constants C, q > 0,
n−1∑
k=0
E
[
|Hk,n||F̂tk
]
≤ C|u|
ǫ+2
(
√
n∆n)ǫ
1
n
n−1∑
k=0
(1 + |Xtk |q) ,
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which, by Lemma 3.9, implies that H1
Pθ0−→ 0 as n→∞. Thus, so does H2 by using the same
argument. On the other hand, applying Lemma 3.7, we obtain that as n→∞,
1
n
n−1∑
k=0
(∂θb(θ0,Xtk))
∗ (σσ∗)−1(Xtk)∂θb(θ0,Xtk )
Pθ0−→ Γ(θ0), (4.5)
which gives (4.2).
Proof of (4.3). First, from the previous computations, we have that
n−1∑
k=0
(
E
[
ξk,n|F̂tk
])2
=
u4
n2
n−1∑
k=0
(∫ 1
0
ℓ (∂θb(θ(ℓ),Xtk))
∗ (σσ∗)−1(Xtk)
∫ 1
0
∂θb(θ(ℓ, α),Xtk )dαdℓ
)2
≤ Cu
4
n2
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0, which converges to zero in Pθ0-probability as n→∞.
Next, using properties of the moments of the Brownian motion, we can write
n−1∑
k=0
E
[
ξ2k,n|F̂tk
]
=
u2
n
n−1∑
k=0
(∂θb(θ0,Xtk ))
∗ (σσ∗)−1(Xtk)∂θb(θ0,Xtk) +H3 +H4 +H5,
where, setting θ(ℓ
′
) := θn(ℓ
′
, u) := θ0 +
ℓ
′
u√
n∆n
,
H3 =
u2
n
n−1∑
k=0
∫ 1
0
(∂θb(θ(ℓ),Xtk)− ∂θb(θ0,Xtk))∗ (σσ∗)−1(Xtk )∂θb(θ0,Xtk)dℓ,
H4 =
u2
n
n−1∑
k=0
∫ 1
0
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗(σσ∗)−1(Xtk)
(
∂θb(θ(ℓ
′
),Xtk )− ∂θb(θ0,Xtk)
)
dℓdℓ
′
,
H5 =
u2∆n
n
n−1∑
k=0
∫ 1
0
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗(σσ∗)−1(Xtk) (b(θ0,Xtk )− b(θ(ℓ),Xtk ))
×
(
b(θ0,Xtk )− b(θ(ℓ
′
),Xtk)
)∗
(σσ∗)−1(Xtk)∂θb(θ(ℓ
′
),Xtk )dℓdℓ
′
.
As for the term H1, using hypotheses (A2) and (A4)(b), (d), we get that H3,H4,H5 converge
to zero in Pθ0-probability as n→∞. Moreover, using again (4.5), we conclude (4.3).
Proof of (4.4). Basic computations yield
n−1∑
k=0
E
[
ξ4k,n|F̂tk
]
≤ Cu
4
n2
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0. The proof of Lemma 4.2 is completed. 
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4.3. Negligible contributions.
Lemma 4.3. Under conditions (A1)-(A8), as n→∞,
u√
n∆3n
n−1∑
k=0
∫ 1
0
{
Z
4,ℓ
k,n + Z
5,ℓ
k,n + Z
6,ℓ
k,n
+ E˜
θ(ℓ)
Xtk
[
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3 −Rθ(ℓ),k4 −Rθ(ℓ),k5 −Rθ(ℓ),k6
∣∣∣Y θ(ℓ)tk+1 = Xtk+1]}dℓ Pθ0−→ 0.
Proof. The proof is completed by combining the five Lemmas 4.4-4.8 below. 
Consequently, from Lemmas 4.1, 4.2 and 4.3, the proof of Theorem 2.2 is now completed.
Lemma 4.4. Under conditions (A1), (A2), (A4)(a)-(e), (A5) and (A6), as n→∞,
n−1∑
k=0
u√
n∆3n
∫ 1
0
E˜
θ(ℓ)
Xtk
[
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] dℓ Pθ0−→ 0.
Proof. It suffices to show that conditions (i) and (ii) of Lemma 3.8 hold under the measure
Pθ0 . We start showing (i). Applying Girsanov’s theorem, Lemma 3.6, (3.6), and (3.7) with
p = 2, we get that∣∣∣∣∣
n−1∑
k=0
u√
n∆3n
∫ 1
0
E
[
E˜
θ(ℓ)
Xtk
[
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] ∣∣∣F̂tk] dℓ
∣∣∣∣∣
≤
n−1∑
k=0
|u|√
n∆3n
∫ 1
0
∣∣∣∣∣EQ̂θ(ℓ),θ0k
[
(−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3 )
(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk
]∣∣∣∣∣ dℓ
≤ C|u|∆
1
4
n
n
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0. Observe that (3.7) remains valid under the measure P̂α defined
in Lemma 3.6. This shows Lemma 3.8(i). Similarly, applying Jensen’s inequality, Girsanov’s
theorem, Lemma 3.6, and (3.7) with p ∈ {2, 4}, we obtain that
n−1∑
k=0
u2
n∆3n
E
[(∫ 1
0
E˜
θ(ℓ)
Xtk
[
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] dℓ)2 ∣∣∣F̂tk
]
≤
n−1∑
k=0
u2
n∆3n
∫ 1
0
{
E
Q̂
θ(ℓ),θ0
k
[(
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3
)2 ∣∣∣Xtk]
+
∣∣∣∣∣EQ̂θ(ℓ),θ0k
[(
−Rθ(ℓ),k1 +Rθ(ℓ),k2 +Rθ(ℓ),k3
)2( dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk
]∣∣∣∣∣
}
dℓ
≤ Cu
2∆
1
4
n
n
n−1∑
k=0
(1 + |Xtk |q) ,
which concludes the desired result. 
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Lemma 4.5. Under conditions (A1), (A2), (A4)(b), (A5) and (A6), as n→∞,
n−1∑
k=0
u√
n∆3n
∫ 1
0
E˜
θ(ℓ)
Xtk
[
R
θ(ℓ),k
5
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] dℓ Pθ0−→ 0.
Proof. We proceed similarly as in the proof of Lemma 4.4. 
Lemma 4.6. Under conditions (A1), (A2), (A4)(b), (A5) and (A6), as n→∞,
n−1∑
k=0
u√
n∆3n
∫ 1
0
Z
5,ℓ
k,ndℓ
Pθ0−→ 0.
Proof. Clearly, for all n ≥ 1,
n−1∑
k=0
u√
n∆3n
∫ 1
0
E
[
Z
5,ℓ
k,n
∣∣F̂tk] dℓ = 0,
and by Lemma 3.3(i),
n−1∑
k=0
u2
n∆3n
E
[(∫ 1
0
Z
5,ℓ
k,ndℓ
)2 ∣∣∣F̂tk
]
≤ Cu
2∆n
n
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0. Thus, Lemma 3.8 concludes the desired result. 
Lemma 4.7. Assume conditions (A1), (A2), (A4)(b), (e), (A5) and (A6). Then as
n→∞,
n−1∑
k=0
u√
n∆3n
∫ 1
0
(
Z
4,ℓ
k,n − E˜θ(ℓ)Xtk
[
R
θ(ℓ),k
4
∣∣∣Y θ(ℓ)tk+1 = Xtk+1]) dℓ Pθ0−→ 0.
Proof. By the mean value theorem for vector-valued functions,
Z
4,ℓ
k,n − E˜θ(ℓ)Xtk
[
R
θ(ℓ),k
4
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] = ∆n (∂θb(θ(ℓ),Xtk ))∗ (σσ∗)−1(Xtk) (Mk,n,1 +Mk,n,2) ,
where
Mk,n,1 = − ℓu√
n∆n
∫ tk+1
tk
∫ 1
0
(
∂θb(θ0 +
αℓu√
n∆n
,Xθ0s )− ∂θb(θ0 +
αℓu√
n∆n
,Xtk)
)
dαds,
Mk,n,2 =
∫ tk+1
tk
(
b(θ(ℓ),Xθ0s )− b(θ(ℓ),Xtk )
)
ds
− E˜θ(ℓ)Xtk
[∫ tk+1
tk
(
b(θ(ℓ), Y θ(ℓ)s )− b(θ(ℓ), Y θ(ℓ)tk )
)
ds
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] .
Using (A2), (A4)(b), (e) and Lemma 3.3(i), we get that
n−1∑
k=0
|u|√
n∆n
E
[∣∣∣∣∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )Mk,n,1dℓ
∣∣∣∣ ∣∣∣∣F̂tk] ≤ Cu2√∆nn
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0. Therefore, by Lemma 3.9, we conclude that as n→∞,
n−1∑
k=0
u√
n∆n
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )Mk,n,1dℓ
Pθ0−→ 0.
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We next show that as n→∞,
n−1∑
k=0
u√
n∆n
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )Mk,n,2dℓ
Pθ0−→ 0.
Using Girsanov’s theorem, the Lipschitz condition on b, (A2), (A4)(b), and Lemmas 3.6
and 3.3(i), we obtain that∣∣∣∣∣
n−1∑
k=0
u√
n∆n
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk)E
[
Mk,n,2|F̂tk
]
dℓ
∣∣∣∣∣
=
∣∣∣∣ n−1∑
k=0
u√
n∆n
∫ 1
0
(∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk )
×
{∫ tk+1
tk
E
Q̂
θ(ℓ),θ0
k
[(
b(θ(ℓ),Xθ(ℓ)s )− b(θ(ℓ),Xθ(ℓ)tk )
)( dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk
]
ds
− E
Q̂
θ(ℓ),θ0
k
[∫ tk+1
tk
(
b(θ(ℓ), Y θ(ℓ)s )− b(θ(ℓ), Y θ(ℓ)tk )
)
ds
(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
)∣∣∣Xtk
]}
dℓ
∣∣∣∣
≤ C|u|∆n
n
n−1∑
k=0
(1 + |Xtk |q) ,
for some constants C, q > 0, which shows Lemma 3.8(i).
Finally, we proceed as in the proof of Lemma 4.4 to show that condition (ii) of Lemma 3.8
holds true. Thus, the result follows. 
Lemma 4.8. Assume conditions (A1)-(A8). Then as n→∞,
n−1∑
k=0
u√
n∆3n
∫ 1
0
(
Z
6,ℓ
k,n − E˜θ(ℓ)Xtk
[
R
θ(ℓ),k
6
∣∣∣Y θ(ℓ)tk+1 = Xtk+1]) dℓ Pθ0−→ 0.
Proof. First, by Girsanov’s theorem,
E
[
Z
6,ℓ
k,n − E˜θ(ℓ)Xtk
[
R
θ(ℓ),k
6
∣∣∣Y θ(ℓ)tk+1 = Xtk+1] ∣∣∣F̂tk] = −EQ̂θ(ℓ),θ0k
[
R
θ(ℓ),k
6
dP̂
dQ̂
θ(ℓ),θ0
k
∣∣∣Xtk
]
= 0,
where we have used the independence between R
θ(ℓ),k
6 and
dP̂
dQ̂
θ(ℓ),θ0
k
together with the fact that
E
Q̂
θ(ℓ),θ0
k
[R
θ(ℓ),k
6 ] = 0 and EQ̂θ(ℓ),θ0k
[ dP̂
dQ̂
θ(ℓ),θ0
k
|Xtk ] = 1. This shows that the term (i) of Lemma
3.8 is actually equal to 0 for all n ≥ 1.
We next show that condition (ii) of Lemma 3.8 holds. Cauchy-Schwarz inequality gives
n−1∑
k=0
u2
n∆3n
E
[(∫ 1
0
(
Z
6,ℓ
k,n − E˜θ(ℓ)Xtk
[
R
θ(ℓ),k
6
∣∣∣Y θ(ℓ)tk+1 = Xtk+1]) dℓ)2 ∣∣∣∣F̂tk
]
≤ 3u
2
n∆n
n−1∑
k=0
∫ 1
0
(D1 +D2 +D3) dℓ,
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where, setting ek(θ(ℓ)) := (∂θb(θ(ℓ),Xtk ))
∗ (σσ∗)−1(Xtk),
D1 = E
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
(
c(Xθ0s−, z)− c(Xtk , z)
)
N˜(ds, dz)
)2 ∣∣∣Xtk
 ,
D2 = E
E˜θ(ℓ)Xtk
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
(
c(Y
θ(ℓ)
s− , z) − c(Y θ(ℓ)tk , z)
)
M˜ (ds, dz)
)2 ∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
 ∣∣∣Xtk
 ,
D3 = E
[(
ek(θ(ℓ))
(∫ tk+1
tk
∫
Rd0
c(Xtk , z)N˜ (ds, dz)
− E˜θ(ℓ)Xtk
[∫ tk+1
tk
∫
Rd0
c(Y
θ(ℓ)
tk
, z)M˜ (ds, dz)
∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
]))2∣∣∣Xtk].
Using Burkho¨lder’s inequality, the Lipschitz property of c and Lemma 3.3(i), together with
hypotheses (A2), (A4)(b) and (A6), we get that for some constants C, q > 0,
3u2
n∆n
n−1∑
k=0
∫ 1
0
D1dℓ ≤ Cu
2∆n
n
n−1∑
k=0
(1 + |Xtk |q) .
Using Girsanov’s theorem, Burkho¨lder’s inequality, Lemmas 3.6 and 3.3(i), together with
hypotheses (A1), (A2), (A4)(b) and (A6), we obtain that for some constants C, q > 0,
D2 ≤ EQ̂θ(ℓ),θ0k
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
(
c(Y
θ(ℓ)
s− , z)− c(Y θ(ℓ)tk , z)
)
M˜(ds, dz)
)2 ∣∣∣Xtk

+
∣∣∣∣∣∣EQ̂θ(ℓ),θ0k
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
(
c(Y
θ(ℓ)
s− , z)− c(Y θ(ℓ)tk , z)
)
M˜(ds, dz)
)2(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk
∣∣∣∣∣∣
≤ C
(
∆2n +
∆n√
n
)
(1 + |Xtk |q) .
This implies that
3u2
n∆n
n−1∑
k=0
∫ 1
0
D2dℓ ≤ C
(
∆n +
1√
n
)
u2
n
n−1∑
k=0
(1 + |Xtk |q) .
Again, Girsanov’s theorem yields D3 = D3,1 +D3,2, where
D3,1 = EQ̂θ(ℓ),θ0k
[(
ek(θ(ℓ))
(∫ tk+1
tk
∫
Rd0
c(Xtk , z)N˜ (ds, dz)
− E˜θ(ℓ)Xtk
[∫ tk+1
tk
∫
Rd0
c(Y
θ(ℓ)
tk
, z)M˜ (ds, dz)
∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
]))2(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk],
D3,2 = EQ̂θ(ℓ),θ0k
[(
ek(θ(ℓ))
(∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
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− E˜θ(ℓ)Xtk
[∫ tk+1
tk
∫
Rd0
c(Y
θ(ℓ)
tk
, z)M(ds, dz)
∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
]))2∣∣∣Xtk].
Observe that |D3,1| ≤ 2(D3,1,1 +D3,1,2), where
D3,1,1 =
∣∣∣∣∣∣EQ̂θ(ℓ),θ0k
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
c(Xtk , z)N˜ (ds, dz)
)2(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk
∣∣∣∣∣∣ ,
D3,1,2 =
∣∣∣∣EQ̂θ(ℓ),θ0k
[(
E˜
θ(ℓ)
Xtk
[
ek(θ(ℓ))
∫ tk+1
tk
∫
Rd0
c(Y
θ(ℓ)
tk
, z)M˜ (ds, dz)
∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
])2
×
(
dP̂
dQ̂
θ(ℓ),θ0
k
− 1
) ∣∣∣Xtk]∣∣∣∣.
Using the same arguments as for the term D2, we get that for some constants C, q > 0,
3u2
n∆n
n−1∑
k=0
∫ 1
0
D3,1,1dℓ ≤ C√
n∆n
u2
n
n−1∑
k=0
(1 + |Xtk |q) .
Applying Lemma 3.6, Jensen’s inequality and (A1), (A2), (A4)(b) and (A6), we obtain
that for some constants C, q > 0,
3u2
n∆n
n−1∑
k=0
∫ 1
0
D3,1,2dℓ ≤ Cu
2
n∆n
√
n
n−1∑
k=0
(1 + |Xtk |q)
×
∫ 1
0
E
P̂α
E˜θ(ℓ)Xtk
(ek(θ(ℓ))∫ tk+1
tk
∫
Rd0
c(Y
θ(ℓ)
tk
, z)M˜ (ds, dz)
)4 ∣∣∣∣Y θ(ℓ)tk+1 = Xtk+1
 ∣∣∣Xtk
1/2 dℓ
≤ C√
n∆n
u2
n
n−1∑
k=0
(1 + |Xtk |q) .
Finally, it remains to treat D3,2. Multiplying the random variable inside the expectation
by 1Ĵ0,k + 1Ĵ1,k + 1Ĵ2,k , applying Lemma 5.5, and using the inequality e
−x < p!xp , valid for
any x > 0 and p ≥ 1, we get that for n large enough, for any α ∈ (υ + 3mγ + 3γ, 12),
α0 ∈ (14 , 12 − 3γ), ε ∈ (0, α0 − 3mγ), q > 1, and p ≥ 1,
3u2
n∆n
n−1∑
k=0
∫ 1
0
D3,2dℓ =
3u2
n∆n
n−1∑
k=0
∫ 1
0
(
M
θ(ℓ)
0 +M
θ(ℓ)
1 +M
θ(ℓ)
2
)
dℓ
≤ C
λ 2q∆ 1qn +∆2εn +
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
 u2
n
n−1∑
k=0
(1 + |Xtk |q1)
+ C
u2
n
n−1∑
k=0
(1 + |Xtk |q1)
∆−2mγ−1n e−C0 ∆2α−1n(1+|Xtk |2)3 +∆−2mγ− d2−1n e−C1 ∆2α0+6γ−1n(1+|Xtk |2)3

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≤ C
λ 2q∆ 1qn +∆2εn +
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
 u2
n
n−1∑
k=0
(1 + |Xtk |q1)
+ Cp!
(
∆−2mγ−1+(1−2α)pn +∆
−2mγ− d
2
−1+(1−2α0−6γ)p
n
)
u2
n
n−1∑
k=0
(1 + |Xtk |q1)
(
1 + |Xtk |2
)3p
,
for some constants C,C0, C1 > 0, q1 > 1. Note that the events Ĵ0,k, Ĵ1,k, Ĵ2,k, the constants
υ, γ and M
θ(ℓ)
0 ,M
θ(ℓ)
1 ,M
θ(ℓ)
2 are defined in Subsections 5.5 and 5.6.
Therefore, using hypothesis (A7) and choosing p ≥ 1 such that −2mγ − 1+ (1− 2α)p > 0
and −2mγ − d2 − 1 + (1− 2α0 − 6γ)p > 0, we conclude that as n→∞,
3u2
n∆n
n−1∑
k=0
∫ 1
0
D3,2dℓ
Pθ0−→ 0.
Thus, the desired proof is now completed. 
4.4. Bounded drift. The aim of this Subsection is to prove that the LAN property also holds
true for equation (1.1) when the drift is assumed to be bounded. For this, the assumptions
on the drift and jump coefficients are reformulated as follows.
(A1’) Same condition as (A1) except that |b(θ, x)| ≤ L(1 + |x|) and |c(x, z)| ≤ ζ(z)(1 + |x|)
are replaced by
|b(θ, x)| ≤ L, |c(x, z)| ≤ ζ(z).
(A8’) |det(Id + ∇xc(x, z))| ≥ η, and |∇ψ−1(v)u| ≥ |u|β , for some constants η, β > 0, where
ψ(v) = v + c(v, z) − x− c(x, z).
In this case, the LAN property also holds.
Theorem 4.9. Assume conditions (A1’), (A2)-(A7) and (A8’). Then, the statement of
Theorem 2.2 remains valid.
Proof. The proof follows along the same lines as that of Theorem 2.2 except that the estimates
(5.6) and (5.7) are now replaced by (5.8) and (5.9). 
5. Appendix
5.1. Proof of Proposition 3.1.
Proof. Let f : Rd → R be a continuously differentiable function with compact support.
Fix t ∈ [tk, tk+1]. The chain rule of the Malliavin calculus gives (Dt(f(Y θtk+1(tk, x))))∗ =
(∇f(Y θtk+1(tk, x)))∗DtY θtk+1(tk, x). Since the matrix DtY θtk+1(tk, x) is invertible a.s., we have
(∇f(Y θtk+1(tk, x)))∗ = (Dt(f(Y θtk+1(tk, x))))∗ U θt (tk, x), where U θt (tk, x) = (DtY θtk+1(tk, x))−1.
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Then, using the integration by parts formula of the Malliavin calculus on the interval
[tk, tk+1], we get that
∂θE˜
[
f(Y θtk+1(tk, x))
]
= E˜
[
(∇f(Y θtk+1(tk, x)))∗ ∂θY θtk+1(tk, x)
]
=
1
∆n
E˜
[∫ tk+1
tk
(∇f(Y θtk+1(tk, x)))∗ ∂θY θtk+1(tk, x)dt
]
=
1
∆n
E˜
[∫ tk+1
tk
(Dt(f(Y
θ
tk+1
(tk, x))))
∗ U θt (tk, x) ∂θY
θ
tk+1
(tk, x)dt
]
=
1
∆n
E˜
[
f(Y θtk+1(tk, x))δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
)]
.
Observe that by (3.5), the family ((∇f(Y θtk+1(tk, x)))∗ ∂θY θtk+1(tk, x), θ ∈ Θ) is uniformly inte-
grable. This justifies that we can interchange ∂θ and E˜. Note that here δ(V ) ≡ δ(V 1[tk ,tk+1](·))
for any V ∈ Dom δ. On the other hand, using the stochastic flow property, we have that
∂θE˜
[
f(Y θtk+1(tk, x))
]
=
∫
Rd
f(y)∂θp
θ(∆n, x, y)dy,
and
E˜
[
f(Y θtk+1(tk, x))δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
)]
= E˜
[
f(Y θtk+1)δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
) ∣∣∣Y θtk = x]
=
∫
Rd
f(y)E˜
[
δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
) ∣∣∣Y θtk = x, Y θtk+1 = y] pθ(∆n, x, y)dy,
which finishes the desired proof. 
5.2. Proof of Lemma 3.2.
Proof. From (3.3) and Itoˆ’s formula,
(∇xY θt (tk, x))−1 = Id −
∫ t
tk
(∇xY θs (tk, x))−1
(
∇xb(θ, Y θs (tk, x))−
d∑
i=1
(∇xσi(Y θs (tk, x)))2
)
ds
−
d∑
i=1
∫ t
tk
(∇xY θs (tk, x))−1∇xσi(Y θs (tk, x))dW is
+
∫ t
tk
∫
Rd0
(∇xY θs (tk, x))−1
(
Id +∇xc(Y θs−(tk, x), z)
)−1
(∇xc(Y θs−(tk, x), z))2ν(dz)ds
−
∫ t
tk
∫
Rd0
(∇xY θs (tk, x))−1
(
Id +∇xc(Y θs−(tk, x), z)
)−1∇xc(Y θs−(tk, x), z)M˜ (ds, dz),
which, together with (3.4) and Itoˆ’s formula again, implies that
(∇xY θtk+1(tk, x))−1∂θY θtk+1(tk, x) =
∫ tk+1
tk
(∇xY θs (tk, x))−1∂θb(θ, Y θs (tk, x))ds. (5.1)
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Then, using the product rule [29, (1.48)] and (5.1), we obtain that
δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
)
= δ
(
σ−1(Y θ· (tk, x))∇xY θ· (tk, x)(∇xY θtk+1(tk, x))−1∂θY θtk+1(tk, x)
)
= (∂θY
θ
tk+1
(tk, x))
∗((∇xY θtk+1(tk, x))−1)∗
∫ tk+1
tk
(∇xY θs (tk, x))∗(σ−1(Y θs (tk, x)))∗dWs
−
∫ tk+1
tk
tr
(
Ds
(
(∂θY
θ
tk+1
(tk, x))
∗((∇xY θtk+1(tk, x))−1)∗
)
σ−1(Y θs (tk, x))∇xY θs (tk, x)
)
ds
=
∫ tk+1
tk
((∇xY θs (tk, x))−1∂θb(θ, Y θs (tk, x)))∗ds
∫ tk+1
tk
(∇xY θs (tk, x))∗(σ−1(Y θs (tk, x)))∗dWs
−
∫ tk+1
tk
∫ tk+1
s
tr
(
Ds
(
((∇xY θu (tk, x))−1∂θb(θ, Y θu (tk, x)))∗
)
σ−1(Y θs (tk, x))∇xY θs (tk, x)
)
duds.
We next add and subtract the matrix ((∇xY θtk(tk, x))−1∂θb(θ, Y θtk(tk, x)))∗ in the first inte-
gral and the matrix (∇xY θtk(tk, x))∗(σ−1(Y θtk(tk, x)))∗ in the second integral. This, together
with the fact that Y θtk(tk, x) = Y
θ
tk
= x, yields
δ
(
U θ(tk, x)∂θY
θ
tk+1
(tk, x)
)
= ∆n(σ
−1(Y θtk)∂θb(θ, Y
θ
tk
))∗(Wtk+1 −Wtk)−Rθ,k1 +Rθ,k2 +Rθ,k3 .
(5.2)
On the other hand, by equation (3.2) we have that
Wtk+1 −Wtk = σ−1(Y θtk)
(
Y θtk+1 − Y θtk − b(θ, Y θtk)∆n −
∫ tk+1
tk
(
b(θ, Y θs )− b(θ, Y θtk)
)
ds
−
∫ tk+1
tk
(
σ(Y θs )− σ(Y θtk )
)
dWs −
∫ tk+1
tk
∫
Rd0
c(Y θs−, z)M˜ (ds, dz)
)
.
This, together with (5.2), conclude the desired result. 
5.3. Proof of Lemma 3.6.
Proof. Observe that
dP̂
dQ̂
θ1,θ
k
− 1 =
∫ 1
0
∫ tk+1
tk
(b(θ,Xt)− b(θ1,Xt))∗ σ−1(Xt)
(
dBt − ασ−1(Xt) (b(θ,Xt)− b(θ1,Xt)) dt
) dP̂α
dQ̂
θ1,θ
k
dα.
Consider the process W = (Wt, t ∈ [tk, tk+1]) defined by
Wt := Bt − α
∫ t
tk
σ−1(Xs) (b(θ,Xs)− b(θ1,Xs)) ds.
By Girsanov’s theorem, W is a Brownian motion under P̂α.
LAN PROPERTY FOR AN ERGODIC DIFFUSION WITH JUMPS 25
Using Girsanov’s theorem, Ho¨lder’s and Burkholder-David-Gundy’s inequalities, the mean
value theorem, and hypotheses (A2), (A4)(b), together with Lemma 3.3 (ii), we get that∣∣∣∣∣EQ̂θ1,θk
[
V
(
dP̂
dQ̂
θ1,θ
k
− 1
)∣∣∣Xθtk
]∣∣∣∣∣
=
∣∣∣∣∫ 1
0
EP̂α
[
V
∫ tk+1
tk
(b(θ,Xt)− b(θ1,Xt))∗ σ−1(Xt)dWt
∣∣∣Xθtk] dα∣∣∣∣
≤
∫ 1
0
(
EP̂α
[
|V |p
∣∣∣Xθtk]) 1p (EP̂α [∣∣∣∣∫ tk+1
tk
(b(θ,Xt)− b(θ1,Xt))∗ σ−1(Xt)dWt
∣∣∣∣q ∣∣∣Xθtk])
1
q
dα
≤ C√
n
(
1 + |Xθtk |q0
) ∫ 1
0
(
E
P̂α
[
|V |p
∣∣∣Xθtk]) 1p dα,
for some constants C, q0 > 0, where p, q > 1 and
1
p +
1
q = 1. Thus, the result follows. 
5.4. Transition density estimates. For any t > s and i ≥ 0, we denote by qθ(i)(t− s, x, y)
the transition density ofXθt conditioned onX
θ
s = x andNt−Ns = i, whereNt = N([0, t]×Rd),
t ≥ 0 is a Poisson process with intensity λ = ∫
Rd
ν(dz). That is,
pθ(t− s, x, y) =
∞∑
i=0
qθ(i)(t− s, x, y)e−λ(t−s)
(λ(t− s))i
i!
. (5.3)
For any t > s and i ≥ 1, we denote by qθ(i)(t − s, x, y; z1, . . . , zi) the transition density of
Xθt conditioned on X
θ
s = x,Nt − Ns = i and Λ̂[s,t] = {z1, . . . , zi}, where Λ̂[s,t] are the jump
amplitudes of Ẑ on the interval [s, t], i.e., Λ̂[s,t] := {∆Ẑu; s ≤ u ≤ t}.
We next show the upper bound estimates for the transition density qθ(0)(t − s, x, y) and
qθ(1)(∆n, x, y; z). For this, we transform equation (1.1) by introducing a new R
d-valued process
V θ = (V θt )t≥0 defined by V θt := f(Xθt ) =
Xθt√
1+|Xθt |2
. Notice that |V θt | < 1, for all t ≥ 0. On
the other hand,
∇f(x) = 1
(1 + |x|2) 32
(Id +A(x)) ,
where the matrix A(x) = |x|2Id − xx∗ is symmetric and non-negative definite, for all x ∈ Rd.
Moreover, it is easy to check that det∇f(x) = (1 + |x|2)− d2−1 > 0, for any x ∈ Rd.
By Itoˆ’s formula, V θ satisfies the following SDE with jumps
dV θt =
(
∇f(Xθt )b(θ,Xθt ) +
1
2
tr
{
∇2f(Xθt )σ2(Xθt )
}
−
∫
Rd0
∇f(Xθt )c(Xθt−, z)ν(dz)
)
dt
+∇f(Xθt )σ(Xθt )dBt +
∫
Rd0
(
f(Xθt− + c(X
θ
t−, z))− f(Xθt−)
)
N(dt, dz), (5.4)
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where Xθt =
V θt√
1−|V θt |2
and tr{∇2f(Xθt )σ2(Xθt )} = (tr{∇2fi(Xθt )σ2(Xθt )})i∈{1,...,d}. Observe
that the drift and diffusion coefficients of equation (5.4) are uniformly bounded and con-
tinuously differentiable with bounded partial derivatives. On the other hand, the diffu-
sion coefficient does not satisfy an uniform ellipticity condition but satisfies, by hypoth-
esis (A8)(b), an ellipticity assumption in all Rd. The new jump coefficient is given by
c˜(v, z) := f( v√
1−|v|2 + c(
v√
1−|v|2 , z)) − v, where |v| < 1. Note that when X
θ has a jump at
time τ with jump size c(Xθτ−,∆Ẑτ ), then V θ has the jump size c˜(V θτ−,∆Ẑτ ) at the same time.
For any t > s, we denote by qθ,V(0) (t − s, x, y) the transition density of V θt conditioned on
V θs = x and Nt − Ns = 0. Under conditions (A1), (A2), (A4)(a) and (A8)(b), by [21,
Corollary 3.25] and [3, Theorem 9 iii)], for any θ ∈ Θ, there exist constants c, C > 1 such
that for all 0 < t ≤ 1, and x, y ∈ Rd,
q
θ,V
(0) (t, x, y) ≤
C
td/2
e−
|y−x|2
ct . (5.5)
For any t > s, we denote by qθ,V(1) (t− s, x, y; z) the transition density of V θt conditioned on
V θs = x,Nt −Ns = 1 and Λ̂[s,t] = {z}. Then, qθ,V(1) (∆n, x, y; z) satisfies the following estimate.
Lemma 5.1. Under conditions (A1), (A2), (A4)(a) and (A8), for all θ ∈ Θ, there exist
constants C1, C2 > 0 such that for all x, y ∈ Rd, and z ∈ Rd0,
q
θ,V
(1) (∆n, x, y; z) ≤
C1β
d(z)
η(z)∆
d/2
n
e
− |y−x−c˜(x,z)|2
C2β
2(z)∆n ,
where η(z) and β(z) are defined in (A8)(a).
Proof. Using the Chapman-Kolmogorov equation and the fact that the distribution of the
jump time conditioned on Ntk+1 −Ntk = 1 is uniform on [tk, tk+1], together with (5.5), we get
that for some constants c, C > 1,
q
θ,V
(1) (∆n, x, y; z) =
1
∆n
∫ tk+1
tk
∫
Rd
q
θ,V
(0) (t− tk, x, v)qθ,V(0) (tk+1 − t, v + c˜(v, z), y)dvdt
≤ C
∆n
∫ tk+1
tk
∫
Rd
1
(t− tk)d/2
e
− |v−x|2
c(t−tk)
1
(tk+1 − t)d/2
e
− |y−v−c˜(v,z)|2
c(tk+1−t) dvdt.
We next use the change of variables u := ψ(v) := v + c˜(v, z) − x − c˜(x, z). Observe that
ψ(x) = 0 and the gradient satisfies det∇ψ(v) = det∇f( v√
1−|v|2 + c(
v√
1−|v|2 , z)) > 0, for all
|v| < 1 and z ∈ Rd0. Therefore, the mapping v 7→ ψ(v) admits an inverse function ψ−1. On
the other hand, det∇ψ(v) ≥ η(z), and using the mean value theorem there exists α ∈ (0, 1)
such that ∣∣ψ−1(u)− ψ−1(0)∣∣2 = ∣∣∇ψ−1(αu)u∣∣2 ≥ |u|2
β2(z)
,
where we have used hypothesis (A8)(a). Therefore,
q
θ,V
(1) (∆n, x, y; z)
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≤ C
∆n
∫ tk+1
tk
∫
Rd
1
(t− tk) d2
e
− |ψ−1(u)−ψ−1(0)|
2
c(t−tk)
1
(tk+1 − t)d/2
e
− |y−u−x−c˜(x,z)|2
c(tk+1−t)
1
|det∇ψ(v)|dudt
≤ C
η(z)∆n
∫ tk+1
tk
∫
Rd
1
(t− tk)d/2
e
− |u|2
cβ2(z)(t−tk)
1
(tk+1 − t) d2
e
− |y−u−x−c˜(x,z)|2
c(tk+1−t) dudt
=
Cβd(z)
η(z)∆n
∫ tk+1
tk
1
(c (β2(z)(t− tk) + tk+1 − t))d/2
e
− |y−x−c˜(x,z)|2
c(β2(z)(t−tk)+tk+1−t) dt.
Next, observe that
c
(
β2(z) ∧ 1)∆n ≤ c (β2(z)(t− tk) + tk+1 − t) ≤ c (β2(z) ∨ 1)∆n,
from where we deduce that
q
θ,V
(1) (∆n, x, y; z) ≤
Cβd(z)
η(z)((β2(z) ∧ 1)∆n)d/2
e
− |y−x−c˜(x,z)|2
c(β2(z)∨1)∆n ,
for some constant C > 0. Therefore, the desired result follows. 
Lemma 5.2. Under conditions (A1), (A2), (A4)(a) and (A8), for all θ ∈ Θ, there exist
constants c, C > 1 and C1, C2 > 0 such that for all t > s, x, y ∈ Rd, and z ∈ Rd0,
qθ(0)(t− s, x, y) ≤
C
(t− s)d/2 e
− |f(y)−f(x)|2
c(t−s) det∇f(y), (5.6)
qθ(1)(∆n, x, y; z) ≤
C1β
d(z)
η(z)∆
d/2
n
e
− |f(y)−f(x)−c˜(f(x),z)|2
C2β
2(z)∆n det∇f(y). (5.7)
Proof. Since det∇f(y) > 0, for all x, y ∈ Rd and t > s, we have that
P
(
Xθt ∈ dy
∣∣∣Xθs = x,Nt −Ns = 0) = P(V θt ∈ df(y)∣∣∣V θs = f(x), Nt −Ns = 0) ,
which, together with (5.5), implies that
qθ(0)(t− s, x, y) = qθ,V(0) (t− s, f(x), f(y)) det∇f(y) ≤
C
(t− s)d/2 e
− |f(y)−f(x)|2
c(t−s) det∇f(y).
This concludes (5.6). Similarly,
P
(
Xθtk+1 ∈ dy
∣∣∣Xθtk = x,Ntk+1 −Ntk = 1, Λ̂[tk ,tk+1] = {z})
= P
(
V θtk+1 ∈ df(y)
∣∣∣V θtk = f(x), Ntk+1 −Ntk = 1, Λ̂[tk ,tk+1] = {z}) ,
which, together with Lemma 5.1, implies that
qθ(1)(∆n, x, y; z) = q
θ,V
(1) (∆n, f(x), f(y); z) det∇f(y)
≤ C1β
d(z)
η(z)∆
d/2
n
e
− |f(y)−f(x)−c˜(f(x),z)|2
C2β
2(z)∆n det∇f(y).
Therefore, the desired result follows. 
Under the conditions in Subsection 4.4, the upper bound estimates of the transition den-
sities are as follows.
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Lemma 5.3. Under conditions (A1’), (A2), (A4)(a) and (A8’), for all θ ∈ Θ, there exist
constants C, c > 1, C1, C2 > 0 such that for all 0 ≤ t ≤ 1, x, y ∈ Rd, and z ∈ Rd0,
qθ(0)(t, x, y) ≤
C
td/2
e−
|y−x|2
ct , (5.8)
qθ(1)(∆n, x, y; z) ≤
C1
∆
d/2
n
e
− |y−x−c(x,z)|2
C2∆n . (5.9)
Proof. The estimate (5.8) follows from Azencott [1, page 478]. Using the change of variables
u := ψ(v) := v + c(v, z) − x − c(x, z), and condition (A8’), the proof of (5.9) follows along
the same lines as that of Lemma (5.1) and is therefore omitted. 
5.5. Expression of conditional expectations via transition densities. Consider the
events Ĵi,k = {Ntk+1 − Ntk = i} and J˜i,k = {Mtk+1 −Mtk = i}, for k ∈ {0, ..., n − 1} and
i ∈ {0, 1}, where Mt =M([0, t]×Rd), t ≥ 0 is a Poisson process with intensity λ. We denote
by Λ˜[s,t] the jump amplitudes of Z˜ on the interval [s, t], i.e, Λ˜[s,t] := {∆Z˜u; s ≤ u ≤ t}, and
by µ(dz) = ν(dz)λ the jump size distribution of Z˜.
For each k ∈ {0, ..., n − 1}, we consider the events
Âk,n =
{∣∣∣∣∣
∫ tk+1
tk
∫
Rd0
zN(ds, dz)
∣∣∣∣∣ ∈ [ρ1∆υn, ρ2∆−γn ]
}
,
A˜k,n =
{∣∣∣∣∣
∫ tk+1
tk
∫
Rd0
zM(ds, dz)
∣∣∣∣∣ ∈ [ρ1∆υn, ρ2∆−γn ]
}
,
where ρ1, υ are constants from hypothesis (A7), and ρ2, γ are some positive constants with
γ ∈ (0, 12 ). We then denote by Âck,n and A˜ck,n their corresponding complementary events.
Set I = {z ∈ Rd0 : ρ1∆υn ≤ |z| ≤ ρ2∆−γn } or I = {a ∈ Rd0 : ρ1∆υn ≤ |a| ≤ ρ2∆−γn }, and recall
that ek(θ) = (∂θb(θ,Xtk))
∗ (σσ∗)−1(Xtk ). As in [18, Lemma 2.2], we have the following
expressions for the conditional expectations in terms of the transition densities.
Lemma 5.4. Under conditions (A1), (A2) and (A4)(a), for all k ∈ {0, ..., n−1} and θ ∈ Θ,
E
Q̂
θ,θ0
k
[
1Ĵ0,k
(
ek(θ)E˜
θ
Xtk
[
1J˜1,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2∣∣∣Xtk]
=
∫
Rd
(
ek(θ)
∫
I q
θ
(1)(∆n,Xtk , y; a)c (Xtk , a)µ(da)e
−λ∆nλ∆n
pθ(∆n,Xtk , y)
)2
qθ(0)(∆n,Xtk , y)e
−λ∆ndy,
(5.10)
E
Q̂
θ,θ0
k
1Ĵ1,k
(
ek(θ)1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜0,k
∣∣∣∣Y θtk+1 = Xtk+1]
)2 ∣∣∣Xtk

=
∫
I
∫
Rd
(
qθ(0)(∆n,Xtk , y)e
−λ∆n
pθ(∆n,Xtk , y)
)2
qθ(1)(∆n,Xtk , y; a)e
−λ∆nλ∆n (ek(θ)c(Xtk , a))
2 dyµ(da),
(5.11)
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and
E
Q̂
θ,θ0
k
[
1Ĵ1,k
(
ek(θ)
(
1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜1,k
∣∣∣∣Y θtk+1 = Xtk+1]
− E˜θXtk
[
1J˜1,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
]))2∣∣∣Xtk]
=
∫
I
∫
Rd
(
ek(θ)
∫
I (c(Xtk , z)− c(Xtk , a)) qθ(1)(∆n,Xtk , y; a)µ(da)e−λ∆nλ∆n
pθ(∆n,Xtk , y)
)2
× qθ(1)(∆n,Xtk , y; z)e−λ∆nλ∆ndyµ(dz).
(5.12)
Proof. Using Bayes’ formula, we get that
E˜θXtk
[
1J˜1,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
]
=
E˜θXtk
[
c(Y θtk , Λ˜[tk ,tk+1])1{|Λ˜[tk,tk+1]|∈I}
1{Y θtk+1=Xtk+1}
∣∣∣J˜1,k] P˜θXtk (J˜1,k)
pθ(∆n,Xtk ,Xtk+1)
=
∫
I q
θ
(1)(∆n,Xtk ,Xtk+1 ; a)c (Xtk , a)µ(da)e
−λ∆nλ∆n
pθ(∆n,Xtk ,Xtk+1)
.
This, together with Bayes’ formula again, implies that
E
Q̂
θ,θ0
k
[
1
Ĵ0,k
(
ek(θ)E˜
θ
Xtk
[
1
J˜1,k
1
A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2∣∣∣Xtk]
= Q̂θ,θ0k
(
Ĵ0,k
∣∣Xtk)
× E
Q̂
θ,θ0
k
(ek(θ) ∫I qθ(1)(∆n,Xtk ,Xtk+1 ; a)c (Xtk , a)µ(da)e−λ∆nλ∆n
pθ(∆n,Xtk ,Xtk+1)
)2 ∣∣∣Ĵ0,k,Xtk
 ,
which implies (5.10). Similarly,
E
Q̂
θ,θ0
k
1Ĵ1,k
(
ek(θ)1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜0,k
∣∣∣∣Y θtk+1 = Xtk+1]
)2 ∣∣∣Xtk

= E
Q̂
θ,θ0
k
1
Ĵ1,k
(
ek(θ)1{|Λ̂[tk,tk+1]|∈I}
c
(
Xtk , Λ̂[tk,tk+1]
))2(qθ(0)(∆n,Xtk ,Xtk+1)e−λ∆n
pθ(∆n,Xtk ,Xtk+1)
)2 ∣∣∣Xtk

=
∫
I
E
Q̂
θ,θ0
k
(qθ(0)(∆n,Xtk ,Xtk+1)e−λ∆n
pθ(∆n,Xtk ,Xtk+1)
)2 ∣∣∣Ĵ1,k, Λ̂[tk ,tk+1] = {a},Xtk
 (ek(θ)c(Xtk , a))2
× Q̂θ,θ0k
(
Λ̂[tk ,tk+1] ∈ da, Ĵ1,k
∣∣∣Xtk)
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=
∫
I
∫
Rd
(
qθ(0)(∆n,Xtk , y)e
−λ∆n
pθ(∆n,Xtk , y)
)2
qθ(1)(∆n,Xtk , y; a)e
−λ∆nλ∆n (ek(θ)c(Xtk , a))
2 dyµ(da),
which shows (5.11). The proof of (5.12) follows along the same lines and is therefore omitted.

5.6. Large deviation type estimates. By abuse of notation, we consider the events Ĵ2,k =
{Ntk+1 −Ntk ≥ 2} and J˜2,k = {Mtk+1 −Mtk ≥ 2}. For i ∈ {0, 1, 2}, set
Mθi = EQ̂θ,θ0k
[
1
Ĵi,k
(
ek(θ)
(∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
− E˜θXtk
[∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
]))2∣∣∣Xtk].
In all what follows, to deal with the estimation of |ek(θ)|, hypotheses (A2) and (A4)(b)
will be used repeatedly without being quoted.
Recall that for the simple Le´vy process in [18], we used a large deviation principle by
conditioning on the number of jumps inside and outside the conditional expectation in order
to obtain the large deviation type estimates (see [18, Lemma 2.4]). For the non-linear model
(1.1), we need to obtain an analogue of [18, Lemma 2.4]. For this, we use the fact that the
study of the asymptotic behavior of the transition density leads us to study the behavior of
the transition density under the additional condition on the number of jumps which has to
be compared with another transition density with a different number of jumps. This is why
one needs to use lower bounds for the transition density and upper bounds for the transition
density conditioned on the jump structure in order to show the following large deviation type
estimates.
Lemma 5.5. Under conditions (A1)-(A3), (A4)(a), (b), (A6) and (A8), for any θ ∈ Θ
and n large enough, there exist constants C,C0, C1 > 0 and q1 > 1 such that for all α ∈
(υ + 3mγ + 3γ, 12 ), α0 ∈ (14 , 12 − 3γ), ε ∈ (0, α0 − 3mγ), q > 1, and k ∈ {0, ..., n − 1},
Mθ0 ≤ C (1 + |Xtk |q1)
∆−2mγn e−C0 ∆2α−1n(1+|Xtk |2)3 + λ 2q∆1+ 1qn +∆n
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
 ,
(5.13)
Mθ1 ≤ C (1 + |Xtk |q1)
(
∆−2mγn e
−C0 ∆
2α−1
n
(1+|Xtk
|2)3 + λ
2
q∆
1+ 1
q
n +∆
1+2ε
n
+∆n
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
+∆
−2mγ− d
2
n e
−C1 ∆
2α0+6γ−1
n
(1+|Xtk
|2)3
)
, (5.14)
Mθ2 ≤ Cλ
2
q∆
1+ 1
q
n (1 + |Xtk |q1). (5.15)
In particular, (5.15) holds for all n ≥ 1.
Proof. We start showing (5.13). Multiplying the random variable inside the conditional expec-
tation ofMθ0 by 1A˜k,n+1A˜ck,n
and 1J˜0,k+1J˜1,k+1J˜2,k , we get thatM
θ
0 ≤ 3(Mθ0,1+Mθ0,2+Mθ0,3),
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where for i ∈ {1, 2}, setting ∆Mk :=Mtk+1 −Mtk ,
Mθ0,i = EQ̂θ,θ0k
1Ĵ0,k
(
ek(θ)E˜
θ
Xtk
[
1J˜i,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2 ∣∣∣Xtk
 ,
Mθ0,3 = EQ̂θ,θ0k
1
Ĵ0,k
(
ek(θ)E˜
θ
Xtk
[
1{∆Mk>0}1A˜ck,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2 ∣∣∣Xtk
 .
By (5.10), we have that
Mθ0,1 =
∫
Rd
(
ek(θ)
∫
I q
θ
(1)(∆n,Xtk , y; a)c (Xtk , a)µ(da)e
−λ∆nλ∆n
pθ(∆n,Xtk , y)
)2
qθ(0)(∆n,Xtk , y)e
−λ∆ndy.
We next divide the dy integral in Mθ0,1 into the subdomains J1 := {y ∈ Rd : |f(y)− f(Xtk)| >
∆αn
(1+|Xtk |2)
3
2
} and J2 := {y ∈ Rd : |f(y)− f(Xtk)| ≤ ∆
α
n
(1+|Xtk |2)
3
2
}, where α ∈ (υ+3mγ+3γ, 12),
and call each integral Mθ0,1,1 and M
θ
0,1,2. Therefore, the estimation of M
θ
0,1 is divided into
two parts. The first one uses a large deviation type principle for the continuous process. The
other uses the fact that the jump term is significantly bigger than the continuous term. This
fact is obtained under condition (A3). We start bounding Mθ0,1,1. By (5.3),
pθ(∆n,Xtk , y) ≥
∫
I
qθ(1)(∆n,Xtk , y; a)µ(da)e
−λ∆nλ∆n. (5.16)
Then, using (A1), on I, |c(Xtk , a)| ≤ C∆−mγn (1 + |Xtk |) for some constant C > 0, and using
(5.6), together with the equality e−|x|2 = e−
|x|2
2 e−
|x|2
2 , valid for all x ∈ Rd, we get that
Mθ0,1,1 ≤ C∆−2mγn (1 + |Xtk |q1)
∫
J1
qθ(0)(∆n,Xtk , y)dy
≤ C∆−2mγn (1 + |Xtk |q1)
∫
J1
1
∆
d/2
n
e
− |f(y)−f(Xtk)|
2
c∆n det∇f(y)dy
≤ C∆−2mγn (1 + |Xtk |q1) e
− ∆
2α−1
n
2c(1+|Xtk
|2)3
∫
J1
1
∆
d/2
n
e
− |f(y)−f(Xtk)|
2
2c∆n det∇f(y)dy
≤ C∆−2mγn (1 + |Xtk |q1) e
− ∆
2α−1
n
2c(1+|Xtk
|2)3 ,
(5.17)
for some constants C > 0, c > 1, q1 > 1, since the dy integral is Gaussian and thus finite. We
next treat Mθ0,1,2. Observe that (5.3) yields(
pθ(∆n,Xtk , y)
)2
≥ qθ(0)(∆n,Xtk , y)e−λ∆n
∫
I
qθ(1)(∆n,Xtk , y; a)µ(da)e
−λ∆nλ∆n. (5.18)
Then, using hypothesis (A1), Fubini’s theorem and (5.7), we get that
Mθ0,1,2 ≤ C∆−2mγn (1 + |Xtk |q1) e−λ∆nλ∆n
∫
J2
∫
I
qθ(1)(∆n,Xtk , y; a)µ(da)dy
≤ C∆−2mγn (1 + |Xtk |q1)
∫
I
∫
J2
βd(a)
η(a)∆
d/2
n
e
− |f(y)−f(Xtk)−c˜(f(Xtk ),a)|
2
C2β
2(a)∆n det∇f(y)dyν(da),
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for some constants C,C2 > 0 and q1 > 1, since e
−λ∆n∆n ≤ 1.
Then, using the mean value theorem for vector-valued functions, we get that
|c˜(f(Xtk), a)|2 = |f(Xtk + c(Xtk , a))− f(Xtk)|2
=
∣∣∣∣(∫ 1
0
∇f(Xtk + ηc(Xtk , a))dη
)
c(Xtk , a)
∣∣∣∣2
=
∣∣∣∣∣
(∫ 1
0
1
(1 + |Xtk + ηc(Xtk , a)|2)
3
2
(Id +Aη) dη
)
c(Xtk , a)
∣∣∣∣∣
2
≥ C∆
6mγ
n
(1 + |Xtk |2)3
∣∣∣∣c(Xtk , a) + (∫ 1
0
Aηdη
)
c(Xtk , a)
∣∣∣∣2 (5.19)
=
C∆6mγn
(1 + |Xtk |2)3
{
|c(Xtk , a)|2 + 2
∫ 1
0
(c(Xtk , a))
∗Aηc(Xtk , a)dη
+
∣∣∣∣(∫ 1
0
Aηdη
)
c(Xtk , a)
∣∣∣∣2}
≥ C∆
6mγ
n
(1 + |Xtk |2)3
|c(Xtk , a)|2
≥ C3∆
2(υ+3mγ)
n
(1 + |Xtk |2)3
,
for some constant C3 > 0, since the matrix Aη ≡ A(Xtk +ηc(Xtk , a)) is non-negative definite.
Here, we have used the fact that on I, from (A1), |c(Xtk , a)| ≤ C∆−mγn (1 + |Xtk |), and from
(A3), |c(Xtk , a)| ≥ C|a| ≥ Cρ1∆υn for some constant C > 0.
On the other hand, on J2 we have that |f(y) − f(Xtk)| ≤ ∆
α
n
(1+|Xtk |2)3/2
. Thus, using the
inequality |u+v|2 ≥ |u|22 −|v|2, valid for all u, v ∈ Rd, together with the fact that α > υ+3mγ,
we deduce that for n large enough,
|f(y)− f(Xtk)− c˜(f(Xtk), a)|2 ≥
|c˜(f(Xtk), a)|2
2
− |f(y)− f(Xtk)|2
≥ C3∆
2(υ+3mγ)
n
2(1 + |Xtk |2)3
− ∆
2α
n
(1 + |Xtk |2)3
≥ C4∆
2(υ+3mγ)
n
(1 + |Xtk |2)3
,
for some constant C4 > 0. Therefore, using (A6), we obtain that for n large enough,
Mθ0,1,2 ≤ C∆−2mγn (1 + |Xtk |q1) e
−C5 ∆
2(υ+3mγ+3γ)−1
n
(1+|Xtk
|2)3
×
∫
I
∫
J2
β2d(a)
η(a)(2C2β2(a)∆n)d/2
e
− |f(y)−f(Xtk)−c˜(f(Xtk ),a)|
2
2C2β
2(a)∆n det∇f(y)dyν(da)
≤ C∆−2mγn (1 + |Xtk |q1) e
−C5 ∆
2(υ+3mγ+3γ)−1
n
(1+|Xtk
|2)3
∫
I
β2d(a)
η(a)
ν(da)
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≤ C∆−2mγn (1 + |Xtk |q1) e
−C5 ∆
2(υ+3mγ+3γ)−1
n
(1+|Xtk
|2)3
(∫
{|a|≤1}
ν(da) +
∫
{|a|>1}
|a|6d+3ν(da)
)
≤ C∆−2mγn (1 + |Xtk |q1) e
−C5 ∆
2(υ+3mγ+3γ)−1
n
(1+|Xtk
|2)3 ,
for some constant C5 > 0, since the dy integral is Gaussian and thus finite. This shows that
for n large enough and α ∈ (υ + 3mγ + 3γ, 12 ), for some constants C,C0 > 0,
Mθ0,1 ≤ C (1 + |Xtk |q1)∆−2mγn e
−C0 ∆
2α−1
n
(1+|Xtk
|2)3 . (5.20)
Next, using Jensen’s and Ho¨lder’s inequalities with p, q > 1 and 1p +
1
q = 1, and hypotheses
(A1) and (A6), it holds that
Mθ0,2 ≤ E
1
J˜2,k
(
ek(θ)
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
)2 ∣∣∣Y θtk = Xtk

≤
(
P
(
J˜2,k
∣∣∣Y θtk = Xtk)) 1q
E
(ek(θ)∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
)2p ∣∣∣Y θtk = Xtk
 1p
≤ Cλ 2q∆1+
1
q
n (1 + |Xtk |q1) . (5.21)
Next, using again Jensen’s and Ho¨lder’s inequalities, and (A1) and (A6), we get
Mθ0,3 ≤ E
1{∆Mk>0}1A˜ck,n
(
ek(θ)
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
)2 ∣∣∣∣Y θtk = Xtk

≤
E
(ek(θ)∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
)2p ∣∣∣Y θtk = Xtk

1
p
×
(
P
(
A˜ck,n,∆Mk > 0
∣∣Y θtk = Xtk)) 1q
≤ C∆
1
p
n (1 + |Xtk |q1)
(
P
(
A˜ck,n,∆Mk > 0
∣∣Y θtk = Xtk)) 1q ,
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where p, q > 1 and 1p +
1
q = 1. On the other hand, using Chebyshev’s inequality and (A6),
we have that for any κ ≥ 1,
P
(
A˜ck,n,∆Mk > 0
∣∣Y θtk = Xtk) = P(∣∣∣Z˜tk+1 − Z˜tk ∣∣∣ < ρ1∆υn, J˜1,k)
+P
(∣∣∣Z˜tk+1 − Z˜tk ∣∣∣ < ρ1∆υn, J˜2,k)+ P(∣∣∣Z˜tk+1 − Z˜tk ∣∣∣ > ρ2∆−γn ,∆Mk > 0)
≤ P
(∣∣∣Λ˜[tk ,tk+1]∣∣∣ < ρ1∆υn∣∣J˜1,k)P(J˜1,k) + (λ∆n)2 + (ρ−12 ∆γn)κ E [∣∣∣Z˜tk+1 − Z˜tk ∣∣∣κ]
≤ e−λ∆nλ∆n
∫
{|z|≤ρ1∆υn}
µ(dz) + (λ∆n)
2 +
(
ρ−12 ∆
γ
n
)κ ∫ tk+1
tk
∫
Rd0
|z|κν(dz)ds
≤ e−λ∆n∆n
∫
{|z|≤ρ1∆υn}
ν(dz) + (λ∆n)
2 + C∆γκ+1n
≤ e−λ∆n∆n
∫
{|z|≤ρ1∆υn}
ν(dz) + C (λ∆n)
2 ,
(5.22)
for some constant C > 0, where κ is chosen in order that γκ+ 1 > 2. Therefore,
Mθ0,3 ≤ C∆n
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
+ λ
2
q∆
1
q
n
 (1 + |Xtk |q1) ,
which, together with (5.20) and (5.21), shows (5.13).
We next show (5.14). As for the term Mθ0 , multiplying the random variable inside the
conditional expectation of Mθ1 by 1A˜k,n
+ 1
A˜ck,n
and 1
J˜0,k
+ 1
J˜1,k
+ 1
J˜2,k
, we have that Mθ1 ≤
4(Mθ1,1 +M
θ
1,2 +M
θ
1,3 +M
θ
1,4), where
Mθ1,1 = EQ̂θ,θ0k
[
1Ĵ1,k
(
ek(θ)
(
1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
− E˜θXtk
[
1J˜1,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
]))2∣∣∣Xtk],
Mθ1,2 = EQ̂θ,θ0k
1Ĵ1,k
(
ek(θ)E˜
θ
Xtk
[
1J˜2,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2 ∣∣∣Xtk
 ,
Mθ1,3 = EQ̂θ,θ0k
1
Ĵ1,k
1
Âck,n
(
ek(θ)
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
)2 ∣∣∣Xtk
 ,
Mθ1,4 = EQ̂θ,θ0k
1Ĵ1,k
(
ek(θ)E˜
θ
Xtk
[
1{∆Mk>0}1A˜ck,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
])2 ∣∣∣Xtk
 .
To bound Mθ1,3, using Jensen’s and Ho¨lder’s inequalities, and (A1), (A6), we have that
Mθ1,3 ≤
E
Q̂
θ,θ0
k
(ek(θ)∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
)2p ∣∣∣Xtk

1
p (
P
(
Âck,n, Ĵ1,k
∣∣Xtk)) 1q dℓ
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≤ C∆
1
p
n (1 + |Xtk |q1)
(
P
(
Âck,n, Ĵ1,k
∣∣Xtk)) 1q ,
where p, q > 1 and 1p +
1
q = 1. On the other hand, as (5.22), using Chebyshev’s inequality
and hypothesis (A6), we have that for any κ ≥ 1,
P
(
Âck,n, Ĵ1,k
∣∣Xtk) = P(∣∣∣Ẑtk+1 − Ẑtk ∣∣∣ < ρ1∆υn, Ĵ1,k)+ P(∣∣∣Ẑtk+1 − Ẑtk ∣∣∣ > ρ2∆−γn , Ĵ1,k)
≤ P
(∣∣∣Λ̂[tk ,tk+1]∣∣∣ < ρ1∆υn∣∣Ĵ1,k)P(Ĵ1,k) + (ρ−12 ∆γn)κ E [∣∣∣Ẑtk+1 − Ẑtk ∣∣∣κ]
≤ e−λ∆nλ∆n
∫
{|z|≤ρ1∆υn}
µ(dz) +
(
ρ−12 ∆
γ
n
)κ ∫ tk+1
tk
∫
Rd0
|z|κν(dz)ds
≤ e−λ∆n∆n
∫
{|z|≤ρ1∆υn}
ν(dz) + C (λ∆n)
2 ,
where κ is chosen in order that γκ+ 1 > 2. Therefore, for any q > 1,
Mθ1,3 ≤ C∆n
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
+ λ
2
q∆
1
q
n
 (1 + |Xtk |q1) .
Proceeding as for Mθ0,3, we also get that for any q > 1,
Mθ1,4 ≤ C∆n
(∫
{|z|≤ρ1∆υn}
ν(dz)
) 1
q
+ λ
2
q∆
1
q
n
 (1 + |Xtk |q1) .
We next bound Mθ1,1. For this, adding and subtracting the term
1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜1,k |Y
θ
tk+1
= Xtk+1
]
inside the square, we get that Mθ1,1 ≤ 2(Mθ1,1,1 +Mθ1,1,2), where
Mθ1,1,1 = EQ̂θ,θ0k
[
1
Ĵ1,k
(
ek(θ)
(
1
Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)
− 1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜1,k
∣∣∣∣Y θtk+1 = Xtk+1]))2∣∣∣Xtk],
Mθ1,1,2 = EQ̂θ,θ0k
[
1Ĵ1,k
(
ek(θ)
(
1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜1,k
∣∣∣∣Y θtk+1 = Xtk+1]
− E˜θXtk
[
1J˜1,k1A˜k,n
∫ tk+1
tk
∫
Rd0
c(Y θtk , z)M(ds, dz)
∣∣∣∣Y θtk+1 = Xtk+1
]))2∣∣∣Xtk].
Observe that Mθ1,1,1 ≤ 2(Mθ1,1,1,0 +Mθ1,1,1,2), where for i ∈ {0, 2},
Mθ1,1,1,i = EQ̂θ,θ0k
1Ĵ1,k
(
ek(θ)1Âk,n
∫ tk+1
tk
∫
Rd0
c(Xtk , z)N(ds, dz)E˜
θ
Xtk
[
1J˜i,k
∣∣∣∣Y θtk+1 = Xtk+1]
)2 ∣∣∣Xtk
 .
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By (5.11),
Mθ1,1,1,0 =
∫
I
∫
Rd
(
qθ(0)(∆n,Xtk , y)e
−λ∆n
pθ(∆n,Xtk , y)
)2
qθ(1)(∆n,Xtk , y; a)e
−λ∆nλ∆n (ek(θ)c(Xtk , a))
2 dyµ(da).
Again we divide the dy integral into the subdomains J1 := {y ∈ Rd : |f(y) − f(Xtk)| >
∆αn
(1+|Xtk |2)
3
2
} and J2 := {y ∈ Rd : |f(y)− f(Xtk)| ≤ ∆
α
n
(1+|Xtk |2)
3
2
}, where α ∈ (υ+3mγ+3γ, 12),
and call the terms Mθ1,1,1,0,1 and M
θ
1,1,1,0,2. In the same way the term M
θ
0,1,1 was treated,
using (5.18), (5.6) and hypothesis (A1), we obtain that
Mθ1,1,1,0,1 ≤ C∆−2mγn (1 + |Xtk |q1)
∫
J1
qθ(0)(∆n,Xtk , y)dy
≤ C∆−2mγn (1 + |Xtk |q1) e
− ∆
2α−1
n
2c(1+|Xtk
|2)3 ,
for some constants C > 0, c > 1 and q1 > 1. Next, (5.3) yields
pθ(∆n,Xtk , y) ≥ qθ(0)(∆n,Xtk , y)e−λ∆n . (5.23)
Then, as for the term Mθ0,1,2, using hypotheses (A1), (A3), (A6), and (5.7), we get that for
n large enough,
Mθ1,1,1,0,2 ≤ C∆−2mγn (1 + |Xtk |q1) e−λ∆nλ∆n
∫
I
∫
J2
qθ(1)(∆n,Xtk , y; a)dyµ(da)
≤ C∆−2mγn (1 + |Xtk |q1) e
−C0 ∆
2(υ+3mγ+3γ)−1
n
(1+|Xtk
|2)3 ,
for some constants C,C0 > 0 and q1 > 1. Therefore, the term M
θ
1,1,1,0 satisfies (5.20).
As for the term Mθ0,2, we have that M
θ
1,1,1,2 ≤ Cλ
2
q∆
1+ 1
q
n (1 + |Xtk |q1), for all q > 1 and for
some constants C > 0, q1 > 1.
We next treat Mθ1,1,2. Using (5.12), we have that
Mθ1,1,2 =
∫
I
∫
Rd
(
ek(θ)
∫
I (c(Xtk , z) − c(Xtk , a)) qθ(1)(∆n,Xtk , y; a)µ(da)e−λ∆nλ∆n
pθ(∆n,Xtk , y)
)2
× qθ(1)(∆n,Xtk , y; z)e−λ∆nλ∆ndyµ(dz).
We next fix α0 ∈ (14 , 12 − 3γ) and let ε ∈ (0, α0 − 3mγ). Consider the set
Ekz = {a ∈ I : |c(Xtk , z)− c(Xtk , a)| ≤ ∆εn, for all z ∈ I} .
We next split the integral inside the square of Mθ1,1,2 over the sets 1Ekz and 1(Ekz )c and call
both terms Mθ1,1,2,1 and M
θ
1,1,2,2. First, (5.16), (5.7) and hypothesis (A6) yield that
Mθ1,1,2,1 ≤ Ce−λ∆nλ∆1+2εn (1 + |Xtk |q1)
∫
I
∫
Rd
qθ(1)(∆n,Xtk , y; z)dyµ(dz)
≤ C∆1+2εn (1 + |Xtk |q1)
∫
I
∫
Rd
βd(z)
η(z)∆
d/2
n
e
− |f(y)−f(Xtk)−c˜(f(Xtk ),z)|
2
C2β
2(z)∆n det∇f(y)dyν(dz)
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≤ C∆1+2εn (1 + |Xtk |q1) . (5.24)
Next, to treat Mθ1,1,2,2, we divide the domain of the dy integral into two subdomains I1 :=
{y ∈ Rd : |f(y) − f(Xtk) − c˜(f(Xtk), z)| > ∆
α0
n
(1+|Xtk |2)3/2
} and I2 := {y ∈ Rd : |f(y) −
f(Xtk) − c˜(f(Xtk), z)| ≤ ∆
α0
n
(1+|Xtk |2)3/2
}, and call both terms Mθ1,1,2,2,1 and Mθ1,1,2,2,2. Then,
using hypotheses (A1), (A6), together with (5.16) and (5.7), we get that
Mθ1,1,2,2,1 ≤ C∆−2mγn (1 + |Xtk |q1) e−λ∆nλ∆n
∫
I
∫
I1
qθ(1)(∆n,Xtk , y; z)dyµ(dz)
≤ C∆−2mγn (1 + |Xtk |q1)
∫
I
∫
I1
βd(z)
η(z)∆
d/2
n
e
− |f(y)−f(Xtk)−c˜(f(Xtk ),z)|
2
C2β
2(z)∆n det∇f(y)dyν(dz)
≤ C∆−2mγn (1 + |Xtk |q1) e
− ∆
2α0+6γ−1
n
2C3(1+|Xtk
|2)3
∫
I
∫
I1
βd(z)
η(z)∆
d/2
n
e
− |f(y)−f(Xtk )−c˜(f(Xtk ),z)|
2
2C2β
2(z)∆n det∇f(y)dyν(dz)
≤ C∆−2mγn (1 + |Xtk |q1) e
− ∆
2α0+6γ−1
n
2C3(1+|Xtk
|2)3 ,
for some constants C,C2, C3 > 0. Next, (5.3) yields(
pθ(∆n,Xtk , y)
)2
≥ pθ(∆n,Xtk , y)
∫
I
qθ(1)(∆n,Xtk , y; a)µ(da)e
−λ∆nλ∆n.
Then, using hypothesis (A1) and (5.7), we obtain that
Mθ1,1,2,2,2 ≤ C∆−2mγn (1 + |Xtk |q1) e−λ∆nλ∆n
×
∫
I
∫
I2
∫
I
1(Ekz )cq
θ
(1)(∆n,Xtk , y; a)µ(da)
qθ(1)(∆n,Xtk , y; z)e
−λ∆nλ∆n
pθ(∆n,Xtk , y)
dyµ(dz)
≤ C∆−2mγn (1 + |Xtk |q1)
∫
I
∫
I2
∫
I
1(Ekz )c
βd(a)
η(a)∆
d/2
n
e
− |f(y)−f(Xtk )−c˜(f(Xtk ),a)|
2
C2β
2(a)∆n det∇f(y)ν(da)
×
qθ(1)(∆n,Xtk , y; z)e
−λ∆nλ∆n
pθ(∆n,Xtk , y)
dyµ(dz)
≤ C∆−2mγ−
d
2
n (1 + |Xtk |q1)
∫
I
∫
{|h|≤ ∆
α0
n
(1+|Xtk
|2)3/2
}
∫
I
1(Ekz )c
βd(a)
η(a)
e
− |h+c˜(f(Xtk ),z)−c˜(f(Xtk ),a)|
2
C3∆
1−6γ
n ν(da)
×
qθ(1)(∆n,Xtk , y; z)e
−λ∆nλ∆n
pθ(∆n,Xtk , y)
det∇f(y)dyµ(dz),
for some constants C,C2, C3 > 0, where we set h := f(y)− f(Xtk)− c˜(f(Xtk), z).
Next, using the same arguments as in (5.19), we get that
|c˜(f(Xtk), z)− c˜(f(Xtk), a)|2 = |f (Xtk + c(Xtk , z))− f (Xtk + c(Xtk , a))|2
≥ C∆
6mγ
n
(1 + |Xtk |2)3
|c(Xtk , z)− c(Xtk , a)|2
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≥ C∆
2(ε+3mγ)
n
(1 + |Xtk |2)3
,
for some constant C > 0, since |c(Xtk , z)− c(Xtk , a)| > ∆εn on (Ekz )c. Here, we have used the
following estimate, by (A1),
1 + |Xtk + η(c(Xtk , z) − c(Xtk , a))|2 ≤ 1 + 2
(
|Xtk |2 + |c(Xtk , z)− c(Xtk , a)|2
)
≤ C (1 + |Xtk |2 + (1 + |Xtk |2) (|z|2m + |a|2m))
≤ C∆−2mγn
(
1 + |Xtk |2
)
.
Thus, using |h| ≤ ∆α0n
(1+|Xtk |2)
3
2
and ε+ 3mγ < α0, we deduce that for n large enough,
|h+ c˜(f(Xtk), z) − c˜(f(Xtk), a)|2 ≥
|c˜(f(Xtk), z)− c˜(f(Xtk), a)|2
2
− |h|2
≥ C∆
2(ε+3mγ)
n
2(1 + |Xtk |2)3
− ∆
2α0
n
(1 + |Xtk |2)3
≥ C4∆
2(ε+3mγ)
n
(1 + |Xtk |2)3
,
for some constant C4 > 0. Therefore, using (5.16) and
∫
I
βd(a)
η(a) ν(da) <∞, for n large enough,
Mθ1,1,2,2,2 ≤ C∆
−2mγ− d
2
n e
−C4∆
2(ε+3mγ+3γ)−1
n
C3(1+|Xtk
|2)3 (1 + |Xtk |q1)
×
∫
I
∫
{|h|≤∆α0n }
qθ(1)(∆n,Xtk , y; z)e
−λ∆nλ∆n
pθ(∆n,Xtk , y, z))
det∇f(y)dyµ(dz)
≤ C∆−2mγ−
d
2
n e
−C4∆
2(ε+3mγ+3γ)−1
n
C3(1+|Xtk
|2)3 (1 + |Xtk |q1)
×
∫
{|u|≤∆α0n +1}
∫
I q
θ
(1)(∆n,Xtk , f
−1(u); z)µ(dz)e−λ∆nλ∆n
pθ(∆n,Xtk , f
−1(u))
du
≤ C∆−2mγ−
d
2
n e
−C4∆
2(ε+3mγ+3γ)−1
n
C3(1+|Xtk
|2)3 (1 + |Xtk |q1) ,
where we have used the change of variables u := f(y), and f−1 is the inverse function of f .
Since α0 > ε+ 3mγ, we deduce that for any α0 ∈ (14 , 12 − 3γ) and n large enough,
Mθ1,1,2,2 ≤ C∆
−2mγ− d
2
n (1 + |Xtk |q1) e
−C1 ∆
2α0+6γ−1
n
(1+|Xtk
|2)3 ,
for some constants C,C1 > 0, which together with (5.24) gives
Mθ1,1,2 ≤ C (1 + |Xtk |q1)
∆1+2εn +∆−2mγ− d2n e−C1 ∆2α0+6γ−1n(1+|Xtk |2)3
 ,
for any α0 ∈ (14 , 12 − 3γ), ε ∈ (0, α0 − 3mγ) and n large enough.
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Finally, as for Mθ0,2, we obtain that M
θ
1,2 +M
θ
2 ≤ Cλ
2
q∆
1+ 1
q
n (1 + |Xtk |q1), for all q > 1 and
for some constants C > 0, q1 > 1, which concludes the proof of (5.14) and (5.15). 
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