Abstract. We prove that every isometry between two combinatorial spaces is determined by a permutation of the canonical unit basis combined with a change of signs, provided the associated families are "2-regular" (a weakening of the barrier property for the maximal elements of a regular family). As a consequence, we show that in the case of Schreier spaces, all the isometries are given by a change of signs of the elements of the basis.
The most simple examples of regular families are the families [N] ≤n of all subsets of N of cardinality at most n for some fixed n ∈ N. More interesting examples are the Schreier family S := {F ∈ [N] <ω : |F | ≤ min F } ∪ {∅}
and its versions of higher order, which will be considered in Section 4. Given two combinatorial spaces X F and X G and a surjective isometry T : X * F → X * G between the corresponding dual spaces, we can use the classical fact that extreme points of the unit balls are preserved by T to analyze the expansion of each T e * i = j α i j e * j . That is the analysis we make in Section 3 to prove our main result (Theorem 12), which states that if the regular families F and G have an additional combinatorial property (which we call 2-regularity, see Definition 3), then for every i ∈ N, T e * i = ±e * π(i) for some permutation π : N → N. Since the adjoint operator of an isometry is an isometry, it follows in particular that any isometry T : X F → X G is such that T e i = ±e π(i) .
Together with the fact that surjective isometries between Banach spaces preserve extreme points of the unit balls, we are going to use extensively in our arguments the following description of the extreme points of the dual ball of a combinatorial space (see [2, 5] Let us observe that the dual of any combinatorial space has the CRSP (see [2] , [1] ), which means that any element of the unit ball is a sequentially convex combination of extreme points. So in particular the convex hull of extreme points is norm dense in the unit ball and this implies that any map between duals of combinatorial spaces sending extreme points to extreme points must be a contraction. Some of our results about operators between combinatorial spaces will be more general, relying only on the hypothesis that extreme points are sent to extreme points.
Classical examples of combinatorial spaces are the spaces X Sα associated to the so called generalized Schreier families S α , for α < ω 1 . As a consequence of our main result and specific properties of these families, we prove in Section 4 that any isometry T of X * Sα acts on the canonical unit basis as a change of signs, that it, T e * i = ±e * i for every i ∈ N.
We start with the combinatorial background for our results in the next section.
Combinatorial preliminaries

Let [N]
<ω denote the family of all finite subsets of N and by a family we mean always a family of finite subsets of N which contains all singletons. We denote by F M AX the family of maximal elements of F with respect to inclusion. 
An easy property shared by regular families and which will be frequently used is the fact that any element can be extended "to the right" to a maximal one:
Lemma 2. If F is a regular family and F ∈ F , then for every infinite set
Proof. Given F ∈ F \ F M AX and N ⊆ N infinite let F E 1 ∈ F and spread E 1 to some F 1 in such that a way that F F 1 ∈ F and
are done. If not, let F 1 E 2 ∈ F and spread E 2 to some F 2 in such that a way that
Repeat this process until getting some F ⊆ F n ∈ F M AX such that F n \ F ⊆ N. This will necessarily happen, as if not, (F n ) n will be a strictly increasing chain of elements of F converging to the infinite set Y = n∈N F n / ∈ F , contradicting the compactness of F .
In the proof of our main result we need the families to be 2-regular:
Notice that every regular family is 1-regular since all singletons belong to any regular family. However, 2-regularity, which is required for our main result, is not a consequence of regularity, as the following example shows: 
Moreover, the notion of n-regularity relates to that the classical notion of a barrier [3] :
Definition 5. Given a family F , we say that F M AX is a barrier if every infinite set
The definition of a barrier was first introduced by Nash-Williams [8] in the context of Ramsey theory and it coincides with the above definition in the particular case of a family F M AX of maximal elements of a given family F . See also [10] for more details on regular families and barriers. Let us show the following:
Proposition 6. F M AX is a barrier if and only if F is n-regular for every n ∈ N.
Proof. Assume F M AX is a barrier, and let n ∈ N and F ∈ [N] n such that F does not contain any proper subset that is in F M AX . Let N be any infinite set having F as its initial segment. From the barrier property, there is G ∈ F M AX such that G is an initial segment of N. Hence, since we cannot have that G F , we must have that F ⊆ G, and therefore F ∈ F . Conversely, given an infinite set N = {k 1 < k 2 < . . . }, we want to prove that some initial segment of N is in F M AX . Assume towards a contradiction that this does not hold. Note that {k 1 } ∈ F \ F M AX and we shall prove inductively that if
Let F n = {k 1 , . . . , k n }, n ≥ 1. If F n ∈ F , from the spreading and hereditary properties of F we obtain that for every
, from the spreading property it follows that no G F n+1 is maximal. Since F is (n + 1)-regular, it follows that F n+1 ∈ F . Therefore, we have that (F n ) is a sequence in F which contains no convergent subsequence in F . This contradicts the compactness of F , and the converse is proved. Now it follows from the compactness of F that there is n ≥ 1 such that F n inF , that is, N has an initial segment which is in F M AX .
We will use in Section 4 the well-known fact that the maximal elements of Schreier families form a barrier, see [3] .
Isometries between combinatorial spaces
Let T : X * F → X * G be an operator between duals of combinatorial spaces X F and X G , sending extreme points of the unit ball of X * F to extreme points of the unit ball of X * G . Our goal is to show that for any i ∈ N, T e * i is of the form j∈A i ±e * j , for finite subsets A i of N (Proposition 11). Then, assuming T is a surjective isometry and F and G are both 2-regular, that T e * i = ±e * π(i) , where π : N → N is a permutation of the natural numbers (Theorem 12). For the remainder of this section T will be fixed, and for any natural numbers i and j denote α i j := T e * i (e j ) where (e j ) j denotes the basis of X G and (e * i ) i the basis of X * F . In other words α i j is the coefficient of e * j that appears in the expansion of T e * i in the basis of (e * n ) n . Denote by Ext(X * F ) the set of extreme points of the unit ball of X * F . We are going to use the following description of the extreme points of the dual ball (see [2, 5] ):
, and for any F ∈ F M AX such that n ∈ F , there exists a unique
, contradicting the fact that j∈F e * j ∈ Ext(X * F ) and T preserves extreme points. Therefore there exists m ∈ F , m = n, such that k ∈ Supp(T e * m ). Consider (θ j ) j∈F a sequence of signs such that for any j ∈ F we have θ j α
as all θ j α j k are non-negative and at least two, namely α n k and α m k , are positive. On the other hand j∈F \{n} θ j e * j − θ n e * n is also an extreme point, hence
From (1), (2) , and the fact that α Proof. Pick F ∈ F M AX such that n ∈ F , and consider the extreme points j∈F θ j e * j , where (θ j ) j∈F are choices of signs. Since T ( j∈F θ j e * j ) is also an extreme point, it follows that
for all signs (θ j ) j∈F . Clearly this is only possible if α j k = 0 for all j ∈ F \ {n}.
Lemma 9. Suppose F is a regular family, and let n ∈ N with {n} / ∈ F M AX . Then we can find a sequence of finite sets n < G 1 < G 2 < ... such that for any i ∈ N,
Proof. By Lemma 2, we can find
and let Proof. Let k ∈ A \ F and consider the vector x ∈ X F defined as
Clearly x = 1 and x * ≥ |x * (x)| = 1 + ε. Proof. With the previous notations, we are going to show first that for any n ∈ N and any k ∈ N we have α
. Fix n ∈ N arbitrary and note first that if {n} ∈ F M AX then e * n is an extreme point, hence so is T e * n , and it follows that for any k ∈ N we have that T e * n (e k ) = α n k ∈ {−1, 0, 1}. When {n} / ∈ F M AX , assume towards a contradiction that there exists k ∈ N such that α
. We are going to consider separately two cases: when n belongs to a maximal set of size at least three, and when n belongs only to maximal sets of size two.
Case 1: There exists F ∈ F M AX such that n ∈ F and |F | ≥ 3.
In this case, construct a sequence as in Lemma 9, starting with
, and for any i ∈ N we have that G i ∪ {n} ∈ F M AX and |G i | ≥ 2, from Lemma 7 we conclude that there exists a
. . } and n = min E. However,
contradicting the fact that T ( j∈E e * j ) is an extreme point. , and from Case 1, applied to m, we obtain a contradiction. Hence, we may also assume that for any m > n, such that {n, m} ∈ F M AX , m only belongs to maximal sets of size 2. Construct a sequence of sets n < G 1 < G 2 < . . . as in Lemma 9. Then we must have that each G i is a singleton, so we obtain a sequence n < q 1 < q 2 < . . . such that {n, q i } ∈ F M AX for all i ∈ N. Also, from Lemma 7, we conclude that α
for all i ∈ N. From spreading we have that {q i , q j } ∈ F for all i < j, and since no q i belongs to a maximal set of size at least 3, it follows that actually {q i , q j } ∈ F M AX for all i < j.
for all i ∈ N. The argument works similarly if all α
, and obviously we can pick at least one of the two choices. For each i write T (e * p i ) = coordinates, we deduce that the support of y * i is some finite set C independent of i and that z * i is disjointly supported from k, from y * i and from all other z * j . Since C is finite we find i = j such that y * i = y * j , and we compute classical results on isometries of ℓ 1 . So let us assume that M is finite and the case when N is finite follows analogously by using T −1 instead of T . We will first show that for any m < k, T e * m and T e * k have disjoint supports.
Fix k / ∈ M. Clearly, if n ∈ N, then T (e * k ) = ±e * n , since e * n is an extreme point in X * G while e * k / ∈ Ext(X * F ). Hence, if n ∈ N and n ∈ SuppT e * k , then we must have |SuppT e * k | ≥ 2. Since Proposition 11 guarantees that T e * k = j∈A k ±e * j for some subset A k of N, Lemma 10 would imply that T e * k > 1, contradicting the fact that T is an isometry. Therefore T sends vectors supported on N \ M to vectors supported on N \ N. This implies that N is also finite and that for any n ∈ N, e * n ∈ {T e * m : m ∈ M}. Since T −1 is also an isometry, we have in fact that {e * n : n ∈ N} = {T e * m : m ∈ M}. This already guarantees that T e * m and T e * k have disjoint supports if m < k are both in M or if m ∈ M and k ∈ N \ M. Let us now consider m < k both in N \ M. Since F is 2-regular, there exists F ∈ F M AX such that {m, k} ⊆ F . It follows immediately from Lemma 8 that the supports of T e * m and T e * k are disjoint. Finally, knowing that T e * m and T e * k are disjointly supported for all m < k, from the fact that T is surjective we get that T e * k = e * π(k) for some permutation π : N → N, which concludes the proof.
The following example shows that a bounded operator that sends extreme points to extreme points and vectors of disjoint support to vectors of disjoint support is not necessarily given by a permutation of the basis.
Example 13. The map T defined on the dual of the Schreier space by T (e * n ) = e * 2n + e * 2n+1 , sends extreme points to extreme points, sends disjoint supports to disjoint supports, but is not induced by a signed permutation.
Proof. For n ≥ 1 any sum of e * i supported on some F such that |F | = min F = n has image supported on some
Corollary 14. Assume F , G are 2-regular families. Then TFAE:
Proof. (i) implies (ii) for any two Banach spaces. It follows from Theorem 12 that if T : X * F → X * G is an isometry, then there exists a permutation π : N → N such that T e * i = ±e * π(i) for all i ∈ N. Since T takes extreme points to extreme points, in particular we get that F ∈ F M AX if and only if
(iii) trivially implies (iv).
Finally, if π is a permutation of N such that G = {π(F ) : F ∈ F }, it is easy to see that T : X F → X G defined by T ( i λ i e i ) = i λ i e π(i) is an onto isometry.
Isometries of Schreier spaces
Definition 15. Given a countable ordinal α, we define the Schreier family of order α inductively as follows:
<ω : F ∈ S αn for some n ≤ min F } ∪ {∅}, if α is a limit ordinal and (α n ) n is a fixed increasing sequence of ordinals converging to α.
Note that the sequence of Schreier families (S α ) α<ω 1 depends on the choice of the sequences (α n ) n converging to each limit ordinal α. It is a well-known fact [3] that Schreier families are regular families and that S M AX α are barriers, so that we may apply the results from the previous section to these families.
Lemma 16. Let E and F be two maximal sets in S α , where α < ω 1 . If F is a spreading of E then min E = min F .
Proof. We are going to prove the statement by transfinite induction. It clearly holds true for S 1 , and assuming it holds for S β , for all β < α, we will prove it for S α .
Case 1: α is a successor ordinal, hence α = β + 1 for some β < ω 1 .
Let E = ∪ k j=1 E j for some E j ∈ S β , E j < E j+1 and {min E j : 1 ≤ j ≤ k} ∈ S. Since E is maximal, k = min E 1 = min E. Let σ : E → F be the order-preserving bijection and, since F is a spreading of E, then σ(n) ≥ n for every n ∈ E. In particular, F j := σ(E j ) ∈ S β , as S β is spreading, and {min F j : 1 ≤ j ≤ k} ∈ S, as S is spreading. Since F is maximal, we get that min F = min F 1 = k = min E.
Case 2: α is a limit ordinal. Let n < min E be such that E ∈ S αn . Since F is a spreading of E, we get that F ∈ S αn . The maximality of E and F in S α implies, by Lemma 2 of S αn , that they are both also maximal in S αn . By the inductive hypothesis, we get that min E = min F .
Theorem 17. Let T : X * Sα → X * Sα be an isometry. Then for any n ∈ N, T e * n = ±e * n .
Proof. Fix T : X * Sα → X * Sα , and from Theorem 12 we have that there exists a permutation π : N → N such that T e * n = ±e * π(n) . Assume towards a contradiction that the conclusion is not true, and let k 0 be the smallest integer such that p 0 := π(k 0 ) = k 0 . Note that from the proof of Theorem 12 follows that π sends maximal singletons to maximal singletons, and since {1} is the only maximal singleton in S α we have that
. From the minimality of k 0 we also have that p 0 > k 0 . Pick k 1 > k 0 such that p 1 := π(k 1 ) ≥ k 1 and p 1 > p 0 . Note that we can always do that, since any permutation will contain an increasing sequence, and we can go far enough along that sequence to pick a suitable k 1 . Continuing in this manner we construct infinite sequences {k 0 , k 1 , k 2 . . . } and {p 0 , p 1 , p 2 . . . } such that p i := π(k i ) and {p 0 , p 1 , p 2 . . . } is a spreading of {k 0 , k 1 , k 2 . . . }. From the barrier property, we can find an initial segment E ⊂ {k 0 , k 1 , k 2 . . . } such that E ∈ S M AX α . Since T sends extreme points to extreme points, and E ∈ S M AX α , it follows that π(E) ∈ S M AX α as well. Hence, from Lemma 16 we must have that min E = min π(E). That is, k 0 = p 0 , which contradicts the initial assumption. This finishes the proof.
Final remarks
Theorem 12 guarantees that all the isometries of a combinatorial space or its dual are determined by a permutation of the elements of the basis and a change of signs. Example 20. Given an increasing sequence (k n ) n such that k 0 = 0, let
<ω : |F | ≤ n, where k n−1 ≤ min F < k n }.
Then
Isom(X * F ) = {T ∈ B(X * F ) : ∃π ∈ S ∞ ∀n ∈ N (π(I n ) = I n and T (e * n ) = ±e * π(n) )},
Proof.
It is easy to see that F is hereditary and spreading, and to prove compactness one should follow similar arguments as to the Schreier families. Moreover, one easily sees that F M AX is a barrier.
Given an isometry T : X * F → X * F , by Theorem 12, there exists π ∈ S ∞ such that T (e * n ) = ±e * π(n) for every n ∈ N. Note that from the proof of Theorem 12 it follows that π(F ) ∈ F M AX iff F ∈ F M AX . On the other hand, F ∈ F M AX iff |F | = n for the unique n such that k n−1 ≤ min F < k n . It follows easily that π(I n ) = I n . Conversely, given any π ∈ S ∞ such that ∀n ∈ N π(I n ) = I n , we have that F = {π(F ) : F ∈ F }. Hence, if T (e * n ) = ±e * π(n) for every n ∈ N, one can take T to be the linear operator that takes e * n to e * π(n) and is is easy to see that T is an isometry.
