Abstract. We describe those binary quadratic operads generated by a twodimensional space that are isomorphic to their Koszul dual operads.
Introduction
Varieties of linear algebras defined by polylinear identities of degree 3 (e.g., associative, alternative, Novikov, Poisson, et al.) give rise to corresponding binary quadratic operads [1, 2] . The most common case in practice is related with varieties of algebras with one binary operation. The corresponding operads P are generated by 1-or 2-dimensional S 2 -module V (2) = P (2) . In this paper, we solve the following natural question: which binary quadratic operads P governing varieties of algebras with one binary operation are isomorphic to their Koszul dual operads P ! ? For example, it is well known that the operads of associative algebras As coincides with As ! , the same holds for the operad of Poisson algebras Pois. For the operad of (left) Novikov algebras Nov, it is known that Nov ! = Nov op , the opposite operad of right Novikov algebras [3] .
For dim V (2) = 1, 2, the isomorphism between P and P ! is possible only if S 2 -module V (2) is isomorphic to its skew transpose dual V (2) ∨ , i.e., the decomposition of V (2) into irreducible S 2 -modules is M + ⊕ M − , where M ± = ku ± are 1-dimensional spaces with (12)u ± = ±u ± .
We will explicitly describe self-dual operads P, i.e., those isomorphic to P ! . First, we split the operads that include self-dual ones into two disjoint classes. Operads of the first and second class are in one-to-one correspondence with the points of the Grassmannian G(2, 4) ⊂ P 5 and of G(2, 4) × S(1, 1), respectively. Here S(1, 1) ⊂ P 3 is the Segre variety representing P 1 × P 1 . Next, we determine equations defining explicitly those points in these varieties that correspond to self-dual operads. These equations turn to be linear (modulo quadratic relations defining Grassmannian and Segre variety).
In this paper, the base field k is of characteristic = 2, 3.
Binary quadratic operads
In this section, we mainly follow notations of [1] , where all necessary definitions may be found.
Let F be the free (symmetric) operad generated by a Z + -graded space V = n≥1 V (n), where V (n) = 0 for n = 2. (By the definition of an operad, dim F (1) = 1 since it necessarily contains the identity.) We will consider the most common case when dim V (2) = 2, and the symmetric group S 2 acts on V (2) by permutation of coordinates: V (2) = span (µ, µ ′ = (12)µ). Then
where (12) ∈ S 2 acts on V (2) ⊗ V (2) as id ⊗ (12). Suppose U is an S 3 -invariant subspace of F (3), and let I = I(U ) be the operad ideal of F generated by U . The quotient operad P = F /I is denoted by P(V, U ).
Given an operad P = P(V, U ), its Koszul dual operad P ! is defined as
is the orthogonal complement of U . Let us choose the following linear basis of F (3): 
The following statement is a standard exercise in the theory of characters.
Lemma 1 (c.f. [4] ). The S 3 -module F (3) has the following decomposition into irreducible S 3 -modules:
where M + is the trivial module, M − is the sign module, M 2 = π(2, 1) is the 2-dimensional irreducible S 3 -module determined by a partition (2, 1).
Let us determine how M ± and M 2 may be embedded into F (3). All coordinates below are in the basis e 1 , . . . , e 12 .
where
Proof. Let us prove (2) for example. The only 2-dimensional irreducible S 3 -module M 2 has the following structure: 
Suppose the images of
u i in F (3) are u i 2 , i = 1, 2, u 1 2 = x 1 e 1 + · · · + x 12 e 12 , u
Necessary and sufficient conditions of self-duality
Suppose an operad P = P(V, U ) is isomorphic to its Koszul dual. Then dim U = dim U ⊥ = 6. An isomorphism of binary operads P and P ! is determined by an S 2 -invariant isomorphism of linear spaces P(2) = V (2) and P ! (2) = V (2) ∨ . Such an isomorphism is determined by a map
∨ . The matrix of Γ(a, b) with respect to the bases e 1 , . . . , e 12 and f 1 , . . . , f 12 is also denoted by Γ(a, b). It is easy to compute that
. . .
Obviously, P ≃ P ! if and only if there exist a, b ∈ k, a 2 = b 2 , such that
The linear space U may be presented by a (6 × 12)-matrix (also denoted by U ) of coordinates with respect to the basis e 1 , . . . , e 12 . Then (2) may be rewritten as
assuming that rank U = 6. Moreover, the matrix U should determine an S 3 -invariant subspace of F (3). The latter condition together with Lemma 1 provides the following opportunities for the space U as for an S 3 -module:
Then the following conditions are equivalent:
Proof. Straightforward computation.
Corollary 1. If P = P(V, U ) is isomorphic to its Koszul dual operad P ! then U may not have a representation type (R1) or (R2).
Proof. If U is of type (R1) then u ± (x 1 , x 2 ) ∈ U for all x 1 , x 2 ∈ k. Lemma 4 implies U, U a,b = 0 is impossible.
For further needs, let us introduce matrices
If U is of type (R2) then there exist a matrix U ∈ M 3,4 (k) of rank 3 such that
this condition is necessary and sufficient for self-duality of P(V, U ) by Lemma 3(5). Up to row transformations, U may be chosen in one of the following forms:   t 1 1 0 0 t 2 0 1 0
For either of these U , (3) turns into a system of algebraic equations on t 1 , t 2 , t 3 with parameters a, b ∈ k. All four systems obtained are incompatible with the condition a 2 −b 2 = 0: we applied computer algebra system Singular [5] to compute a Gröbner basis of (3) together with additional relation (a 2 − b 2 )c − 1 for a new variable c to find all these ideals to be improper.
Then, up to row transformations, U is one of the following:
Consider the coefficients of U A 12 (a, b) U T as polynomials in variables t 1 , . . . , t 4 , a, b, a −1 , b −1 , c, and compute Gröbner basis of the ideal generated by these coefficients together with aa
Gröbner basis obtained consists of some polynomials in t 1 , . . . , t 4 and in a, b, a
Every solution of this system provides a matrix U which satisfies (3) for all a, b ∈ k. The first two polynomials split into linear factors:
This provides four subcases. Case 1.1: t 1 = t 2 , t 3 = t 4 . Then t 1 = t 2 = −t 3 = −t 4 as described in (U1). Case 1.2: t 1 + t 2 = 2, t 3 + t 4 = 2. Then t 1 = 2 − t 2 = −t 4 , t 3 = 2 − t 4 as described in (U2). Case 1.3: t 1 = t 2 , t 3 + t 4 = 2. Then t 4 = ±1, t 2 = t 1 = −t 4 , t 3 = 2 − t 4 . If t 4 = 1 then we obtain U as in Case 1.1. For t 4 = −1, this U is described by Case 1.2. Case 1.4: t 1 + t 2 = 2, t 3 = t 4 . Then t 4 = ±1, t 2 = 2 + t 4 , t 1 = −t 4 , t 3 = t 4 . Both these matrices are already described in Cases 1.1 and 1.2.
Case 2. Suppose U satisfies (3) for some a = 0, b = 0, and U may be transformed to t 1 0 t 2 1 t 3 1 t 4 0 .
It makes sense to consider this case for t 4 = 0 only since for t 4 = 0 this matrix may be transformed by row transformations to a matrix from Case 1. As in Case 1, we obtain the following solution:
These are the matrices described in (U1) and (U2) for t 3 = 1 and t 3 = −1, respectively. Case 3. Suppose U satisfies (3) for some a = 0, b = 0, and U may be transformed to either of 0 t 1 t 2 1 1 t 3 t 4 0 ,
It is enough to consider these matrices for t 4 = 0, they do not produce new solutions of (3). Case 4. Suppose U satisfies (3) for some a = 0, b = 0, and U may be transformed to 0 1 t 1 t 2 1 0 t 3 t 4 .
This case makes sense to consider for t 1 = t 2 = t 3 = t 4 = 0, this does not produce solutions of (3). Case 5. Suppose U satisfies (3) for ab = 0. Then
Straightforward computation shows A 12 + A Every 2 × 4 matrix U in Proposition 1 gives rise to a subspace of k 4 generated by its rows, so this statement actually describes a subset of the Grassmannian G = G(2, 4) ⊂ P 5 . Every point of G is defined by Plücker coordinates (p ij ) 1≤i<j≤4 : a subspace spanned by U of the form (4) has coordinates p ij = x i y j − x j y i . Recall that p ij satisfy Plücker identity p 12 p 34 − p 13 p 24 + p 14 p 23 = 0.
The following statement is an easy exercise in linear algebra. 3.1. Description of self-dual operads. Suppose U ⊂ F (3) is an S 3 -submodule isomorphic to 2M ± ⊕ 2M 2 . Then U is is spanned by u ± (1, 0), u ± (0, 1), u i 2 (x), u i 2 (ȳ), i = 1, 2, wherex,ȳ ∈ k 4 span a 2-dimensional subspace U of k 4 which may be identified with a point p = p(U ) of the Grassmannian G = G (2, 4) .
If U ⊂ F (3) is an S 3 -submodule isomorphic to M + ⊕ M − ⊕ 2M 2 then U is is spanned by u + (s 1 , s 2 ), u − (t 1 , t 2 ), u i 2 (x), u i 2 (ȳ), i = 1, 2, wherex,ȳ ∈ k 4 are encoded by the Plücker coordinates (p ij ) 1≤i<j≤4 of span (x,ȳ) ∈ G as above, and (s 1 , s 2 , t 1 , t 2 ) are encoded by a point in the Segre variety S = S(1, 1) ⊂ P 3 , S ≃ P 1 × P 1 . Such a point is given by coordinates (z kl ) 1≤k,l≤2 , Example. The operad Pois governing the variety of Poisson algebras in terms of one operation (see [6] ) belongs to X 3 ∩ X 4 with z 11 = z 22 = 1, z 12 = z 21 = −1, p 12 = 0, p 13 = p 14 = p 23 = p 24 = p 34 = 1.
