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General sentences that fit all contexts are not toomany. In this paper the constraint of gen-
erality is investigated for constructions between behavioral specifications. Constructions
informally represent algorithms, and the goal is to prove that generic constructions are
definable. In the end we draw a parallel between this work and the ‘‘theorems for free’’
for parametric functions in System F by showing how one can derive properties of generic
constructions solely from their generality.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction to specifications and refinement
Algebraic specifications are a paradigm that encompasses powerful techniques for representing systems as algebras and
their constraints as axioms. The generality of this frameworkmakes it applicable in all fields where one needs to confirm the
soundness of an implemented systemwith respect to some logical requirements. An important area of usability for algebraic
specifications is software development. In this field one easily arrives to the conclusion that good practices developed only
by empirical means are not always enough to guarantee the proper evolution and development of a correct software, and
hence the need for deductive reasoning based on a formal framework arises.
Typically an algebraic specification SP consists of a piece of syntax, represented by an algebraic signature Sig[SP], and a
class of algebrasMod[SP] for that signature, also called models, representing the semantics of the specification. One way to
define the class of algebras that form the semantics of the specification is to use the tools of universal algebra theory and
logic, by specifying a set of axioms that needs to be satisfied by those algebras.
A related issue studied by the algebraic specifications community is the task of representing programs. A program (or
a construction, in the terminology we will use in this paper) is represented by a function between the classes of models of
two specifications, i.e. it takes algebras from some input specification and creates algebras for some output specification.
We will write a construction as k : Mod[SPI]⇒Mod[SP], where SPI is the input specification in terms of which the models
of the output specification SP are built. In this paper, we will deal with a specific class of constructions, called persistent
constructions, i.e. those for which the output specification SP contains all the elements of the input specification SPI and in
addition some new elements that are implemented in terms of the information present in the input specification. However,
there is another class of constructions, namely forgetful constructions, for which the output specification contains only a part
of the elements from the input specification. Essentially, all interesting constructions can be represented as the composition
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of a persistent construction followed by a forgetful one, butwe claim that the interesting part of a construction is represented
by its persistent part.
In this paper we investigate the properties of generic constructions, a subclass of persistent constructions, between
behavioral specifications. Generic constructions are defined in such a way that they can be used not only in their local
context of definition but also in bigger contexts. The need for generic constructions arises from the fact that typically an
implementer has limited knowledge at the moment of writing the implementation. He does not know the exact details in
which the construction will be used and hence that should be developed with a high level of genericity in order to increase
reusability. Formally, the reusability pattern amounts to having amethod of lifting constructions from the original context of
their definition into the context of their actual usage. Such a technique is described in [4] and allows us to lift a construction
k : SPI⇒SP from the local context represented by SPI and SP to a global context represented by SPI ′ and SP ′. That means
that we are able to define k′ : SPI ′⇒SP ′ starting from k whenever the specifications from the local context are included in
those of the global context as it is appears from the following diagram:
SPI ′
k′ +3 SP ′
SPI
k
+3?

O
SP
?
O
All these ideas have already appeared in a form or another in the literature of algebraic refinements. Moreover it has been
studied howproperties of locally constructedmodels can be transferred to their global counterparts. Our goal is to show that
one can also derive new properties based on the genericity of the constructions. Because a generic construction is written
in isolation, in its local context, it must adhere to a defensive methodology in order to be ready for use in any global context,
i.e. in combination with any implementation of all the other components. Informally they should not interfere with the
properties of other components that are beyond their scope. This kind of reasoning, based on the encapsulation of module
implementations is captured by stability [14,4,13] and will be investigated in this paper.
The part dealingwith the characterization of genericity in terms of stability is a reconstitution of some older results about
stability, found in [14,4], in a relatively new framework for behavioral specifications, Bidoit and Hennicker’s Constructor-
based Observational Logic [2] (abbreviated COL). The enhanced power of expression allowed by COL introduces new details
to the theory of generic constructions that have not been studied before.
The part dealing with the definability of generic constructions is motivated by the similarities between stability and
parametricity [10]. Both stability and parametricity were invented to capture the phenomenon of abstraction barriers:
stability in the framework of algebraic specifications; and parametricity in second order lambda calculus, or System F
[6,10]. Informally, each of them represents a requirement on functions that manipulate data types, expressed in terms
of preservation of relations. Stability is a property of generic constructions which states that related models of the target
specification are constructed from related models of the source specification. Parametricity is a property of polymorphic
inhabitants of universally quantified types in System F which requires that type instantiation for related types produces
related results. We do not attempt to formalize the relation between these two concepts but rather use the apparent
similarities to guide our exploration in the algebraic specifications world so as to mimic older results obtained using
parametricity in second order lambda calculus. Something similar to the ‘‘theorems for free’’, noticed by Wadler in [16]
for System F, are used to ease correctness proofs of behavioral refinement for algebraic specifications.
Section 2 sets the framework for behavioral specifications, based on Bidoit and Hennicker’s Constructor-based
Observational Logic [2]. Based on that we define in Section 3 the notion of generic construction and study its main properties.
In that section we prove that genericity is equivalent to preservation of a certain kind of relations that the implemented
operations are definable in terms of the operations present in the input specification. These results are strengthened in
Section 4 based on the additional requirement that the specifications considered are closed under COL-isomorphisms. In
Section 5 we show how definability can be used to infer invariance properties for generically implemented operations. We
call these properties ‘‘theorems for free’’ because they are not derivable directly from the axioms of the specifications but
they are inferred from genericity similarly as the properties inferred by Wadler in [16].
2. Constructor-based observational logic
The Constructor-based Observational Logic was introduced in [2] by Bidoit and Hennicker, with the purpose to represent
in a simple manner the concepts of reachability and of observability at the signature level. These concepts are essential
requirements for specifying the properties of a data type using only first order formulas. The reachability constraint is
enforced by means of constructors which intuitively identify those elements in the carriers of algebras which are important
to the user. The observability constraint is given by observers which induce an observational equality between elements
representing the limit to which an user of the algebra can distinguish between elements.
We assume that the reader is familiar with the basic notions of algebraic specifications, like many-sorted signatures
Σ = (S,OP), where S is a set of sorts andOP is a set of operation symbols op : s1, . . . , sn → s, signature morphisms σ : Σ →
Σ ′ that map in a compatible way the sorts and the operations in the signatures, total Σ-algebras A = ((As)s∈S, (Aop)op∈OP),
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Σ-term models TΣ (X) over a set of variables X , and interpretations Iα : TΣ (X)→ A associated with a valuation α : X → A.
We say that a signature morphism is tight if it is surjective on sorts. To simplify writing we sometimes denote lists of sorts
like s1, . . . , sn by w and hence the profiles of the operations can be written as op : w → s. We also use the notation a : w
when we want to refer to a tuple of elements a1, . . . , an ∈ Aw = As1 × · · · × Asn . The value of a term t with variables from
X under a specific valuation α : X → Awill be written At [α] instead of Iα(t).
Algebras together with the usual homomorphisms form a category denoted Alg(Σ). For any signature morphism
σ : Σ → Σ ′, the reduct functor (_)σ : Alg(Σ ′) → Alg(Σ) is defined as usual by letting (A′σ )x = A′σ(x) for each
symbol x ∈ S ∪OP . The satisfaction relation betweenΣ-algebras and first-orderΣ-formulas is denoted by |HΣ and has the
standardmeaning as in first order equational logic.Wheneverwewill feel the need to emphasize thatwe refer to this version
of satisfaction rather than to behavioral satisfaction, defined below, we will use the name literal or standard satisfaction.
An algebraic relation, written ρ: A ↔ B, is an S-sorted binary relation ρ= (ρs)s∈S that commutes with the operations
from OP , i.e. for all op : w → s ∈ OP , for all a ∈ Aw and b ∈ Bw such that a ρw b we have that Aop(a) ρs Bop(b). We say
that a relation ρ: A ↔ B is bi-injective on a sort s if the elements related by ρs are in a one to one correspondence, i.e. for
all a0, a1 ∈ As and b0, b1 ∈ Bs whenever a0 ρs b0 and a1 ρs b0 we have that a0 = a1, and whenever a0 ρs b0 and a0 ρs b1
we have that b0 = b1. We say that a relation ρ: A ↔ B is bi-surjective on a sort s if all elements are related by ρs, i.e. for all
a ∈ As and b ∈ Bs we have that a ρs b.
Wewill now give the definition of a closed algebraic relation. The closedness principle will become important in the next
chapters as it intuitively allows the representation of ‘‘equivalence relation between different algebras’’. This notion is taken
from the synthesis work Sannella and Tarlecki did on behavioral refinements in [13].
Definition 1 (Closed Algebraic Relation). An algebraic relation ρ: A ↔ B is closed if for all a0, a1 ∈ A and b0, b1 ∈ B such
that a0 ρ b0, a0 ρ b1 and a1 ρ b0 we have that a1 ρ b1.
a1
??
??
??
??
b1
a0

b0
Before proceeding further with the introduction of the COL concepts we will make the remark that we will silently use
in proofs the assumption that the signature morphisms are inclusions. That assumption is only made in order to simplify
the writing and the results generalize without a problem also to cases where signature morphisms are not even injective.
Definition 2 (COL-signature). A constructor is an operation symbol cons : s1, . . . , sn → s with n ≥ 0. The result sort s of
cons is called a constrained sort. An observer is a pair (obs, i)where obs : s1, . . . , si, . . . , sn → s is an operation symbol with
1 ≤ i ≤ n. The distinguished argument sort si of obs is called a state sort (or hidden sort).
A COL-signatureΣObs consists of a signatureΣ = (S,OP), a set OPCons ⊆ OP of constructors and a set OPObs of observers
(obs, i)with obs ∈ OP .
The set SCons ⊆ S of constrained (or constructed) sorts (w.r.t. OPCons) consists of all sorts s such that there exists at least
one constructor in OPCons with range s. The set SLoose ⊆ S of loose sorts consists of all sorts which are not constrained, i.e.
SLoose = S \ SCons.
The set SState ⊆ S of state sorts (or hidden sorts, w.r.t. OPObs) consists of all sorts si such that there exists at least one
observer (obs, i) ∈ OPObs, obs : s1, . . . , si, . . . , sn → s. The set SObs ⊆ S of observable (visible) sorts consists of all sorts
which are not a state sort, i.e. SObs = S \ SState.
An observer (obs, i), where obs : s1, . . . , si, . . . , sn → s, is called a direct observer if s ∈ SObs otherwise is called an indirect
observer.
In the following, whenever we have a COL-signature ΣCOL we use Σ to refer to the underlying algebraic signature, i.e.
ΣCOL = (Σ,OPCons,OPObs).
The purpose of distinguishing constructors in a COL-signature is to define the set of important elements in an algebra
w.r.t. that COL-signature. These elements are defined with the aid of constructor terms, which are terms built from
constructors over variables of loose sort.
Definition 3 (Constructor Term). Let ΣCOL be a COL-signature, and let X = (Xs)s∈SLoose be a family of countably infinite sets
Xs of variables of sort s. For all s ∈ SCons , the set T (ΣCOL)s of constructor terms with ‘‘constrained result sort’’ s is inductively
defined as follows:
– Each constant cons :→ s ∈ OPCons belongs to T (ΣCOL)s.
– For each constructor cons : s1, . . . , sn → s ∈ OPCons with n ≥ 1 and terms t1, . . . , tn such that ti is a variable xi : si if
si ∈ SLoose and ti ∈ T (ΣCOL)si if si ∈ SCons , cons(t1, . . . , tn) ∈ T (ΣCOL)s.
The set of all constructor terms is denoted by T (ΣCOL).
The set of elements generated by interpreting the corresponding loose variables in all the constructor terms represents
the COL-generated part of an algebra.
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Definition 4 (ΣCOL-generated Part). Let ΣCOL be a COL-signature. For any Σ-algebra A ∈ Alg(Σ), the ΣCOL-generated part
of A is an S-sorted family of sets GenΣCOL(A) = (GenΣCOL(A)s)s∈S defined as follows.
Case s ∈ SLoose: GenΣCOL(A)s = As
Case s ∈ SCons: GenΣCOL(A)s = {a ∈ As | there exists a term t ∈ T (ΣCOL)s and a valuation α : X → A such that At [α] = a}.
TheΣCOL-generated algebra ofAdenoted by ⟨GenΣCOL(A)⟩ is theminimal subalgebra ofA that containsGenΣCOL(A). For a subset
B of Awewrite GenBΣCOL(A) to denote the minimal set generated as above that contains all elements from B. Accordingly, the
⟨GenBΣCOL(A)⟩ is the minimal subalgebra of A that contains GenBΣCOL(A).
Now we can look at the purpose of distinguishing observers. In a dual approach, these are used to define possible
observations. These are terms of visible result sort that have a slot for the observed element and potentially a finite number
of variables that hold the place for elements in the generated part.
Definition 5 (Observable Context). LetΣCOL be an observational signature, let X = (Xs)s∈S be a family of countably infinite
sets Xs of variables of sort s and let Z = ({zs})s∈H be a disjoint family of singleton sets (one for each state sort). For all
s ∈ SState and v ∈ SObs, the set C(ΣCOL)s→v of observableΣCOL-contextswith ‘‘application sort’’ s and ‘‘observable result sort’’
v is coinductively defined as follows:
1. For each direct observer (obs, i) with obs : s1, . . . , si, . . . , sn → v and pairwise different variables x1 : s1, . . . , xn : sn,
obs(x1, . . . , xi−1, zsi , xi+1, . . . , xn) ∈ C(ΣCOL)si→v .
2. For each observable context ctx ∈ C(ΣCOL)s→s′ , for each indirect observer (obs, i) with obs : s1, . . . , si, . . . , sn → s,
and pairwise different variables x1 : s1, . . . , xn : sn not occurring in ctx, ctx[obs(x1, . . . , xi−1, zsi , xi+1, . . . , xn)/zs] ∈
C(ΣCOL)si→v where ctx[obs(x1, . . . , xi−1, zsi , xi+1, . . . , xn)/zs] denotes the term obtained from ctx by substituting the
term obs(x1, . . . , xi−1, zsi , xi+1, . . . , xn) for zs.
With the aid of observable contexts one can define the observational equality on an algebra. The observational equality
is a reflexive relation defined on the whole carrier of an algebra which relates the elements which cannot be distinguished
by applying observable contexts instantiated with all combinations of generated elements.
Definition 6 (ObservationalΣCOL-equality). LetΣCOL be a COL-signature. For anyΣ-algebra A ∈ Alg(Σ), the observational
ΣCOL-equality on A is an S-sorted binary relation ≈ΣCOL,A= (≈ΣCOL,As)s∈S defined as follows. For all s ∈ S, two elements
a, b ∈ As are observationally equal w.r.t.ΣCOL, i.e. , a ≈ΣCOL,As b (or, for short, a ≈ΣCOL,A b), if and only if
Case s ∈ SObs: a = b
Case s ∈ SState: for all observable sorts v ∈ SObs , for all observable contexts ctx ∈ C(ΣCOL)s→v , and for all valuations
α : X → GenΣCOL(A)we have that Actx[α](a) = Actx[α](b).
Definition 7 (COL-satisfaction). The COL-satisfaction relation between Σ-algebras and first-order Σ-sentences is denoted
by |HΣCOL and is defined inductively on the structure of sentences by letting the equality symbol to be interpreted as
observational equality and quantification to consider only the elements from the generated parts of the algebras. We will
denote by Alg(ΣCOL, Ax) the class ofΣ-algebras that (behaviorally) satisfy the set of formulas Ax.
Even though the satisfaction relation can bedefined for all standardΣ-algebras only someof these are correct realizations
of the COL signatures.
Definition 8 (COL-algebra). Let ΣCOL be a COL-signature. A ΣCOL- algebra (also called COL-algebra) is a Σ-algebra A which
satisfies the following constraints induced byΣCOL.
– the reachability constraint: for any a ∈ ⟨GenΣCOL(A)⟩ there exists b ∈ GenΣCOL(A) such that a ≈ΣCOL,A b.
– observability constraint:≈ΣCOL,A is aΣ-congruence on ⟨GenΣCOL(A)⟩.
The class of all ΣCOL-algebras is denoted by AlgCOL(ΣCOL) and that of COL-algebras satisfying a set of axioms Ax is denoted
by AlgCOL(ΣCOL, Ax).
A COL-algebra which is equal to its generated subalgebra is called reachable. A COL-algebra for which the observational
equality is equal to identity is called fully-abstract. For a class of COL-algebrasAwe denote by RA(A) the subclass ofA that
contains all the algebras fromA that are both reachable and fully-abstract.
Definition 9 (Black Box Algebra). Let ΣCOL be a COL-signature and A be a ΣCOL-algebra. The black box of A is a COL-algebra
equal to the quotient algebra ⟨GenΣCOL(A)⟩/ ≈ΣCOL,A, and it is written also as BBΣCOL(A).
The black box algebra BBΣCOL(A) is a reachable and fully-abstract algebra which is COL-isomorphic to A. Moreover,
BBΣCOL(A) satisfies literally all the sentences that are satisfied behaviorally by A, i.e. BBΣCOL(A) |H e if and only if A |HΣCOL e.
The proof for these properties can be found [2].
The notion of morphism between two COL-algebras is different than the one between standard algebras. The main
difference is that COL-morphisms are relations instead of functions. Actually, it can be easily observed from the definition
below that the intention ofCOLmorphisms is to describe a standardmorphismbetween the black boxes of the corresponding
COL-algebras, that is a COL-morphism between A and B can basically be described by a standard morphism between
BBΣCOL(A) and BBΣCOL(B).
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Definition 10 (COL-algebra Morphism). Let ΣCOL be a COL-signature and let A, B be two ΣCOL-algebras. A COL-algebra
morphism h: A → B is an S-sorted family (hs)s∈S of relations hs⊆ ⟨GenΣCOL(A)⟩s×⟨GenΣCOL(B)⟩s with the following properties
for all s ∈ S:
– for all a ∈ ⟨GenΣCOL(A)⟩s , there exists b ∈ ⟨GenΣCOL(B)⟩s such that a hs b
– for all a ∈ ⟨GenΣCOL(A)⟩s, b, b′ ∈ ⟨GenΣCOL(B)⟩s , if a hs b, then (a hs b′ if and only if b ≈ΣCOL,B b′)
– for all a, a′ ∈ ⟨GenΣCOL(A)⟩s, b ∈ ⟨GenΣCOL(B)⟩s, if a hs b and a ≈ΣCOL,A a′, then a′ hs b
– for all op : w→ s ∈ OP , for all a ∈ ⟨GenΣCOL(A)⟩w and b ∈ ⟨GenΣCOL(B)⟩w , if a hw b then Aop(a) hs Bop(b).
For a given COL-signature ΣCOL the ΣCOL-algebras together with the ΣCOL-morphisms form a category. The identity
morphism idA on a ΣCOL-algebra A is given by the observational equality ≈ΣCOL,A. We denote by ≡ΣCOL the isomorphism
relation betweenΣCOL algebras, i.e. we write A ≡ΣCOL Bwhenever there exists a COL-isomorphism between A and B.
In order to present the COL as an institution (for a definition of institutions see [7]) we need to define the model
reducts along signature morphisms. As it has been observed in the literature, the reducts of COL-algebras along standard
signature morphisms are not always appropriate, i.e. they do not produce COL-algebras or they do not preserve the
behavioral satisfaction relation. The solution to this problem is to use only signature morphisms that are compatible with
the reachability and observability constraints imposed by the COL-signatures.
Definition 11 (Horizontal Signature Morphism). LetΣCOL andΣ ′COL be two COL signatures. A COL-signature morphism σCOL :
ΣCOL → Σ ′COL is a standard signature morphism σ : Σ → Σ ′ such that:
– if op ∈ OPCons then σ(op) ∈ OP ′Cons
– if op′ ∈ OP ′Cons with op′ : w′ → s′ and s′ ∈ σ(S) then there exists op ∈ OPCons such that σ(op) = op′
– if (op, i) ∈ OPObs then (σ (op), i) ∈ OP ′Obs
– if (op′, i) ∈ OP ′Obs with op′ : w′ → s′ and s′i ∈ σ(S) then there exists (op, i) ∈ OPObs such that σ(op) = op′.
It was proved in [2] that the satisfaction condition holds w.r.t. behavioral satisfaction for horizontal signaturemorphisms
and hence COL can be presented as an institution.
Proposition 1 (Satisfaction Condition for COL). Let ΣCOL and Σ ′COL be two COL-signatures and σ be a horizontal signature
morphism between them. Then for all Σ ′-algebras A′ and all first order formulas e we have that A′ |HΣ ′COL σ(e) if and only if
A′σ |HΣCOL e.
Proof. Our version of this proposition differs slightly from the one in [2] because we claim that its conclusion holds for all
algebras not just for COL-algebras. However the proof is the same so we do not reproduce it here. 
We will now turn our attention to a class of signature morphisms not so well behaved, but still rich in properties: the
vertical signature morphisms. Vertical signatures morphisms can add new constructors and observers and their reducts are
useful for information hiding, i.e. translating models that have richer generated parts and can be observed in more detail
into models that are smaller and more abstract. They were discussed in connection with refinement in papers like [8] by
Malcolm and Goguen and reinterpreted in the setting of COL by Bidoit and Hennicker in [3].
Definition 12 (Vertical Signature Morphism). Let ΣCOL and Σ ′COL be two COL-signatures. A vertical signature morphism σ
betweenΣCOL andΣ ′COL is a signature morphism σ : Σ → Σ ′ such that σ(SObs) ⊆ S ′Obs and σ(SLoose) ⊆ S ′Loose.
We will now prove some small results concerning the properties of vertical signature morphisms. Some of them are
known already for COL and some might be known for frameworks akin to COL. The two main characteristics of reducts
along vertical signature morphisms are that they have a smaller set of elements in the generated algebra and a coarser
observational equality. However, please have inmind that it is not always the case that reducts ofCOL-algebras along vertical
morphisms are COL-algebras.
Proposition 2 (Smaller Generated Algebras for Vertical Reducts). Let ΣCOL and Σ ′COL be two COL-signatures and σ be a
signature morphism between them such that σ(SLoose) ⊆ S ′Loose. Consider aΣ ′-algebra A′ and let A = A′σ . Then ⟨GenΣCOL(A)⟩ ⊆⟨GenΣ ′COL(A′)⟩σ .
Proof. If s ∈ SLoose then σ(s) ∈ S ′Loose and ⟨GenΣCOL(A)⟩s = As = A′σ(s) = ⟨GenΣ ′COL(A′)⟩σ(s) = (⟨GenΣ ′COL(A′)⟩σ )s.
If s ∈ SCons let X = (Xs)s∈SLoose be an infinite set of variables. Then for any term t ∈ TΣ (X)s we have a corresponding
Σ ′-term σ(t). This ensures us that ⟨GenΣCOL(A)⟩ ⊆ ⟨GenΣCOL(A′)⟩σ . 
Proposition 3 (Coarser Observational Equality for Vertical Reducts). Let ΣCOL and Σ ′COL be two COL-signatures and σ be a
vertical signature morphism between them. Consider a Σ ′COL-algebra A
′ and let A be a Σ-algebra such that A = A′σ . Then
≈Σ ′COL,A′ σ ⊆≈ΣCOL,A.
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Proof. Let≈ = ≈ΣCOL,A and≈′ = ≈Σ ′COL,A′ σ . We want to show that≈′ ⊆ ≈. For that consider s ∈ S and a, b ∈ A′σ(s) = As
such that a ≈′s b and a context ctx ∈ C(ΣCOL)s→v . We will show that for every valuation α : X → GenΣCOL(A) we have
that Actx[α](a) = Actx[α](b). Please notice that by using Proposition 2 the valuation α can be viewed as a valuation in the
generated algebra over A′, i.e. α : X → ⟨GenΣ ′COL(A′)⟩ and further more using the fact that A′ is a COL-algebra we can define
a valuation α′ : X → GenΣ ′COL(A′) such that α(x) ≈ α′(x) for all x ∈ X . Finally, using the fact that the σ -translation of ctx is
a congruent operation over A′ we ca easily see that Actx[α](a) = A′σ(ctx)[α′](a) = A′σ(ctx)[α′](b) = Actx[α](b). 
Using these two properties one can easily show that the satisfaction of simple formulas and COL-isomorphisms are
preserved by vertical reducts (see the proofs of the following propositions in [2,1])
Proposition 4 (One Way Preservation of COL-satisfaction). Let ΣCOL and Σ ′COL be two COL-signatures and σ be a vertical
signature morphism between them. Then for all Σ ′COL-algebras A
′ and all sentences e = ∀x.l = r we have that A′ |HΣCOL σ(e)
implies A′σ |HΣCOL e.
Proposition 5 (One Way Preservation of COL-isomorphisms). Let ΣCOL and Σ ′COL be two COL-signatures and σ be a vertical
signature morphism between them. For any twoΣ ′COL-algebras A
′, B′ such that A′ ≡Σ ′COL B′ if A′σ is aΣCOL-algebra then B′σ is
aΣCOL-algebra and A′σ ≡ΣCOL B′σ .
2.1. Refinement in COL
The general theory of specifications described in Section 1 can be particularized as follows.
Definition 13 (COL-specifications). A COL-specification SPCOL is constituted from a syntactic part of the specification
Sig[SPCOL] represented by a COL-signature and semantic part Mod[SPCOL] represented by a class of Sig[SPCOL]-algebras.
SPCOL is called a basic specification (written SPCOL = (ΣCOL, Ax)) if Sig[SPCOL] = ΣCOL andMod[SPCOL] = AlgCOL(ΣCOL, Ax).
We will frequently write SPCOL to denote the class of algebras that represents the semantics of the specification, i.e.
Mod[SPCOL]. Also, we assume implicitly that the signature of SPCOL isΣCOL and that the signature of SPICOL isΣ ICOL whenever
these are not explicitly named. The following standard operators for constructing structured specifications will be used
throughout the paper.
Definition 14 (Structured Specifications). Let SPCOL be a COL-specification, Σ ′COL be a COL-signature and φ : Σ → Σ ′ be a
standard signaturemorphism.Wedenote byφ(SPCOL) the translated specification alongφ forwhichwe haveSig[φ(SPCOL)] =
Σ ′COL andMod[φ(SPCOL)] = {A′ ∈ Mod(ΣCOL) | A′φ ∈ Mod[SPCOL]}.
Let SP0COL and SP
1
COL be twoCOL specifications on the sameCOL-signature.Wedenote by SP
0
COL+SP1COL the sum specification
for which we have Sig[SP0COL + SP1COL] = Sig[SP0COL] = Sig[SP1COL] andMod[SP0COL + SP1COL] = Mod[SP0COL] ∩Mod[SP1COL].
A behavioral refinement SPCOL SPICOL represents the process of implementing an output specification SPCOL in terms
of an input specification SPICOL via a construction that will map models of SPICOL to models of SPCOL. Behavioral refinements
have been studied extensively in the literature [14,12] and the discussion was actualized to COL in [1,3]. The notion of
refinement is based on that of construction which is defined as follows:
Definition 15 (Construction). Let SPCOL and SPICOL be twoCOL-specifications. ACOL construction k between SPICOL and SPCOL,
written k : SPICOL⇒SPCOL, is a function k : Mod[SPICOL] → Mod[SPCOL] that preserves COL-isomorphisms, i.e. for all
AI, BI ∈ Mod[SPICOL] such that AI ≡Σ ICOL BI we have that k(AI) ≡ΣCOL k(BI). We call the pair of specifications, SPICOL
and SPCOL, the context of the construction k.
The definition we use here is slightly different than the one used in [3]. The main difference is that we work with
constructions between specifications rather than just between full classes of models corresponding to a signature, and
hence our constructions are always total functions. The reason why we prefer to work with iso-preserving constructions,
by including the requirement directly in the definition of COL-constructions, is that this assumption typically simplifies the
proofs of correctness of refinements. Essentially, iso-preserving constructions allows one only to consider the reachable and
fully-abstract algebras of the input specification and those constructed from them when trying to prove the requirements
of the output specification. An example for such a simplification that is meaningful relative to the setting of this paper is
presented in Proposition 6.
Informally speaking there are two kinds of constructions, namely forgetful constructions and persistent construction.
Forgetful constructions act contravariantly to a signature morphism that connects the input and output specifications.
For a forgetful construction the signature of the output specification is included into that of the input specification and
the construction is actually a reduct along that inclusion morphism. According to Proposition 5, the reducts along vertical
signature morphisms: k : φ(SPCOL)⇒SPCOL defined as k(A′) = A′φ where φ is a vertical signature morphism, constitute
examples of forgetful COL-constructions.
Forgetful constructions correspond methodologically to a hiding operator on specifications and we will not investigate
them in this paper. Rather we will look at persistent constructions which correspond methodologically to the operation of
defining new elements in the output signature in terms of those present in the input signature. Persistent constructions
act covariantly to a signature morphism that includes the input signature into the output signature, and preserve the
interpretation of the symbols from their source signature.
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Definition 16 (Persistent Construction). Let Σ ICOL and ΣCOL be two COL-signatures and σCOL : Σ ICOL → ΣCOL be a sig-
nature morphism between them. A construction k : SPICOL⇒SPCOL is persistent if for all AI ∈ Mod[SPICOL] we have that
k(AI)σCOL = AI . If in addition σ is a tight signature morphism the construction will be called a tight construction.
In order to simplify the presentation we will sometimes omit to explicitly name the underlying signature morphism for
a persistent construction, but implicitly assuming the default name σCOL for a construction k, or σ ′COL for k
′.
3. Generic constructions
The purpose of lifting constructions to global contexts is to provide a way for modular development and reusability of
implementations. The technique was introduced in [4] for constructions between standard specifications, but we will adapt
it below for COL-specifications. We will consider the typical scenario in which a construction in a global context, given by
COL-specifications SPI ′COL and SP
′
COL, should be defined starting from a previously defined construction in a local context,
given by SPICOL and SPCOL. Our assumption for the rest of the paper is that wewill refer only to tight constructions, i.e. which
are persistent along a signature morphism that does not add new sorts.
The connection between signatures can be represented diagrammatically as a pushout in the category of algebraic
signatures, which will be called from now on a lifting pushout:
Σ I ′COL
σ ′COL / Σ ′COL
Σ ICOL σCOL
/
φ
O
ΣCOL
φ′
O
A lifting pushout is defined as a pushout in the category of standard signature morphisms such that σCOL and σ ′COL are
horizontal signature morphisms, and φ and φ′ are vertical signature morphisms. In [9] we have also investigated other
variants of lifting pushouts by working with different classes of fitting morphisms.
The process of lifting a construction k : SPICOL⇒SPCOL along a lifting pushout comprises of defining a construction
k′ : SPI ′COL⇒SP ′COL such that the following diagram commutes:
SPI ′COL
k′ +3
φ

SP ′COL
φ′

SPICOL k
+3 SPCOL
In order to simplify the presentationwewill look at liftings to canonical global contexts. Given a local context SPICOL and SPCOL,
and a lifting pushout as above, the canonical global context is formed by the specifications φ(SPICOL) and φ′(SPCOL). We will
look at how can one define a construction φ(k) : φ(SPICOL)⇒φ′(SPCOL) starting from a construction k : SPICOL⇒SPCOL such
that the following diagram commutes:
φ(SPICOL)
φ(k) +3
φ

φ′(SPCOL)
φ′

SPICOL k
+3 SPCOL
One can easily define φ(k) as a function between classes of algebras based on the standard way to amalgamate algebras
constrained by a pushout of algebraic signatures:
Σ I ′
σ ′ / Σ ′
Σ I σ
/
φ
O
Σ
φ′
O
It is well known that pushout squares of algebraic signatures have the amalgamability property, i.e. for every AI ′ ∈ Mod(Σ I ′)
and A ∈ Mod(Σ) such that AI ′φ = Aσ there exists a unique model A′, denoted by AI ′ ⊗ A, such that A′σ ′ = AI ′ and
A′φ′ = A.
Definition 17 (The Standard Lifted Construction). Consider a lifting pushout and let k : SPICOL⇒SPCOL be a persistent
construction. The standard lifted construction corresponding to k is a function k′ : φ(SPICOL)⇒Alg(Σ ′) defined as k′(AI ′) =
AI ′ ⊗ k(AI ′φ). We will sometimes write φ(k) for the lifted construction k′.
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It remains to be investigated under what conditions the lifted construction is a COL-construction. There are two main
requirements that need to be satisfied in order to obtain that φ(k) is a COL-construction in the global context, i.e. firstly
it needs to produce COL-algebras and secondly to preserve COL-isomorphisms between φ(SPICOL)-algebras. We define the
notion of generic construction which is a COL construction for which the standard lifting along vertical fitting pushouts is
also a COL-construction.
Definition 18 (Generic Construction). Let k : SPICOL⇒SPCOL be a persistent COL-construction. We say that k is a generic
COL-construction if for every lifting pushout, φ(k) is a COL-construction between φ(SPICOL) and φ′(SPCOL).
Please notice that the standard lifted construction of a generic construction is also a generic construction. That happens
basically because lifting pushouts compose, i.e. two lifting pushouts on top of each other give a lifting pushout. Therefore,
lifting a standard lifting of a construction is possible by doing the lifting of that construction across a composed lifting
pushout. Also, it is easy to see that the φ(k) is persistent whenever k is persistent, and φ(k) is tight whenever k is tight.
Before going any further we will present the typical scenario that involves the reusability of generic constructions. The
definition of generic constructions ensures us that the canonical liftings are also COL-constructions. We have reduced the
discussion to canonical liftings for simplicity reasons, but typically one wants to reuse a construction in more general
contexts. We will explain briefly how one can define a construction in such a context starting from the canonical one.
SPI ′COL
k′ +3
φ

SP ′COL
φ′

SPICOL k
+3 SPCOL
Proposition 6 (Lifting Constructions). Let k : SPICOL⇒SPCOL be a generic COL-construction, and two specifications SPI ′COL and
SP ′COL forming a global context connected by the following lifting pushout
Sig[SPI ′COL]
σ ′COL / Sig[SP ′COL]
Sig[SPICOL] σCOL /
φ
O
Sig[SPCOL]
φ′
O
If the following conditions are satisfied:
1. SPI ′COL ⊆ φ(SPICOL)
2. φ(k)(SPI ′COL) ∩ φ′(SPCOL) ⊆ SP ′COL
then k′ : SPI ′COL⇒SP ′COL, defined as k′(AI ′) = φ(k)(AI ′) for each AI ′ ∈ Mod[SPI ′COL], is a COL-construction.
Moreover, the following conditions represent an equivalent version of the ones above, but they are more appropriate for
practical use because they require inclusion proofs to be done for a smaller class of algebras.
1. RA(SPI ′COL) ⊆ φ(SPICOL)
2. φ(k)(RA(SPI ′COL)) ∩ φ′(SPCOL) ⊆ SP ′COL
Proof. The fact that k′ is a COL-construction is immediate from the fact that it is a restriction of the canonical lifting φ(k).
More explicitly, let AI ′ such that AI ′ ∈ SPI ′COL. Because k′(AI ′) = φ(k)(AI ′) and becauseφ(k) is a COL-constructionwe get that
k′(AI ′) ∈ φ′(SPCOL). Hence k′(AI ′) ∈ φ(k)(SPI ′COL)∩φ′(SPCOL) and by using the second condition we get that k′(AI ′) ∈ SP ′COL.
A similar line of reasoning can be used to prove that COL isomorphisms are preserved by k′.
The interesting part are the sufficient conditions that allow us to consider only the reachable and fully-abstract algebras
of the input specification from the global context. The simplification of the first condition is due to the fact that φ is a vertical
signaturemorphism, and hence it preserves COL-isomorphisms. The simplification of the second condition is due to the fact
that φ(k) is preserving COL-isomorphisms, by definition of COL-constructions. 
3.1. Correspondences
In order to ensure that a construction is a generic construction, i.e. that lifted constructions produce COL-algebras and
that they preserve COL-isomorphisms, one has to impose additional conditions on the initial construction. The idea is to
characterize generic constructions by means of preservation of relations. The motivation is that in order to be generic a
construction kmust preserve, not only the isomorphisms induced by its local context, but all such potential isomorphisms
for all possible contexts. Hencewewill define a notion of relation capable of capturing the essential features of isomorphisms
for vertical fitted contexts. As a side note, please notice that one could ensure that lifted constructions produce COL-algebras
by using relations that capture only the features of observational equalities, that are in particular defined on a single algebra,
but as we have explained above we value the ability of working with iso-preserving constructions (see the simplifications
presented by Proposition 6), and that is why we have embedded that requirement at the basis of our working framework.
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Definition 19 (Correspondence). Let ΣCOL be a COL-signature and A, B be two ΣCOL-algebras. A (vertical) correspondence ρ
between A and B is an algebraic relation between A and B that is:
– bi-injective on visible sorts
– bi-surjective on loose sorts.
If in addition the ρ is closed we call it a (vertical) closed correspondence. We call (vertical) correspondents via ρ any two
elements a ∈ A and b ∈ B such that a ρ b.
Please have in mind that the requirements a relation should satisfy in order to be a correspondence are not arbitrary.
In fact vertical correspondences mimic the characteristics of all isomorphisms in all vertically fitted contexts. Such
isomorphisms are always a one to one relation on visible sorts (hence the bi-injectiveness requirement), because visible sorts
do not change their nature under vertical fitting morphisms. Also, all elements of loose sorts must be related (hence the bi-
surjectiveness requirement) because the nature of loose sorts is not changed by vertical fitting morphisms. In a context that
is not vertically fitted, for example bymapping a loose sort to a constructed sort, an isomorphism could well have unrelated
elements of that sort because it must relate only those in the generated algebras. Therefore, there is an intimate relation
between the scope of reusability, in our case along vertical morphisms, and the kind of relations that locally characterize
reusability, in our case vertical correspondences. In [9] we discuss several other kinds of reusability and the correspondent
notions of relations that characterize them, but here we only present the vertical case.
Definition 20 (Correspondent Terms). Let ΣCOL be a COL-signature, A and B be two ΣCOL-algebras and let ρ be a
correspondence between A and B. We say that two terms t0 ∈ TΣ∪ALoose(X) and t1 ∈ TΣ∪BLoose(X) are correspondent via ρ,
written t0 ρ t1, if there exists a set of variables Y , two valuations α : Y → ALoose and β : Y → BLoose such that α(y) ρ β(y),
and a term t ∈ TΣ (X ∪ Y ) such that t[α] = t0 and t[β] = t1.
Basically, two terms with variables from X and elements from the loose carriers of A and B are correspondent if they
have the same ‘‘shape’’ (represented in the previous definition by the term t) and the loose elements that are present into
their body correspond one to another on similar positions. Themain consequence of this common shape over correspondent
elements is that two correspondent terms preserve their underlying relation, i.e. if t0 ρ t1 and a ρ b then At0(a) ρ Bt1(b).
Notice that in contrast to a COL-homomorphism (Definition 10), a correspondence is not required to be closed w.r.t.
the observational equalities of the correspondent algebras, i.e. if a0 ρ b and a1 ≈ΣCOL,A a0 it is not necessary that a1 ρ b.
However, we can prove that they should be compatible with the observational equalities.
Proposition 7 (Compatibility with Vertical Correspondences). Let ΣCOL be a COL-signature, A, B be two ΣCOL-algebras and
ρ: A ↔ B be a vertical correspondence between them. Then for every a0, a1 ∈ A and b0, b1 ∈ B such that a0 ρ b0, a1 ρ b1 and
a0 ≈ΣCOL,A a1 we have that b0 ≈ΣCOL,B b1.
Proof. To show that b0 ≈ΣCOL,B b1 we will pick any context ctx ∈ C(ΣCOL) and a valuation β : XLoose → GenΣCOL(B) and
we will prove that Bctx[β](b0) = Bctx[β](b1). For that we consider a corresponding valuation α : XLoose → GenΣCOL(A),
i.e. α(x) ρ β(x) for each x ∈ XLoose. Such a valuation exists because ρ is bi-surjective on loose sorts. We now apply the
context ctx to the valuation α and to a0 and a1 and we obtain that Actx[α](a0) = Actx[α](a1). Moreover, because α and
β correspond through ρ, we get that Actx[α](a0) ρ Bctx[β](b0) and Actx[α](a1) ρ Bctx[β](b1). Finally, because ρ is bi-
injective on visible sorts, from Actx[α](a0) = Actx[α](a1), Actx[α](a0) ρ Bctx[β](b0) and Actx[α](a1) ρ Bctx[β](b1) we get
that Bctx[β](b0) = Bctx[β](b1). 
Before going any further wewill explain briefly the reason for which our definitions and results from now onwill assume
that constructions are done along tight signature morphisms. Our main goal in this paper is to characterize genericity by
two kinds of local conditions, stability (see Theorem 2) and definability (see Theorem 3). The presentation of both these
results would be over complicated if we do not restrict ourselves to constructions along signatures morphisms that do not
add new sorts. Please have in mind that we are describing constructions that implement new operations, and the process of
implementing new sorts deserves a distinct study and hence we will keep these two features separated. Informally, one can
think that a definitional construction comprises of two phases, the first one deals with the definition of newly added carriers
while the second one deals with the definition of newly added operations. Therefore, we will work with tight constructions
from now on but we will point out the places where this assumption could have been dropped.
Now we can express locally, following the pattern already established in [14,4], a necessary and sufficient condition for
a COL-construction to be generic. We will show that genericity is equivalent to preservation of all closed correspondences.
Our result is slightly different from the ones obtained previously in the literature because it characterizes the ability of lifting
constructions to global contexts by preservation of closed correspondences rather than by means of plain correspondences.
We obtain a weaker result because we use constructions that can act on arbitrary specifications while other presentations
had implicit assumptions about the specifications used in the context of a construction. Later in this paper (see Section 4)
we will see that under the assumption that the input specification is iso-closed we can drop the closedness requirement,
and we will be able to characterize genericity in terms of plain correspondences.
Definition 21 (Stable Construction). Let k : SPICOL⇒SPCOL be a tight COL-construction. We say that k is stable if it extends
correspondences, i.e. for any SPICOL-algebras AI, BI and any correspondence ρ: AI ↔ BI we have that ρ is a correspondence
between k(AI) and k(BI). We say that k is closed-stable if it extends closed correspondences.
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We can now show that the requirement of closed-stability is sufficient for a tight COL-construction to be usable in
all global contexts that are vertically fitted. There are two main points to be proved when showing that a closed-stable
construction is generic. The first thing to prove is that the standard liftings are well defined, i.e. that they produce COL
algebras. Informally, that happens because observational equalities on algebras from vertically fitted contexts are closed
vertical correspondences, and hence they are preserved by newly added operations. The second thing to prove is that
standard liftings are iso-preserving, and that happens because COL-isomorphisms between algebras in vertically fitted
contexts are closed vertical correspondences, and hence they are preserved by closed-stable constructions.
Proposition 8 (Closed-stability Implies Genericity). Let k : SPICOL⇒SPCOL be a tight COL-construction. If k is closed-stable then
k is generic.
Proof. Consider a vertical lifting pushout as below:
Σ I ′COL
σ ′COL / Σ ′COL
Σ ICOL σCOL
/
φ
O
ΣCOL
φ′
O
We need to show that φ(k) is a COL-construction along σ ′COL between φ(SPICOL) and φ
′(SPCOL). For simplicity we will write
k′ instead of φ(k). Recall that we need to prove that k′ produces COL-algebras and that it preserves COL-isomorphisms.
First we will show that k′(AI ′) ∈ AlgCOL(Σ ′COL) for all AI ′ ∈ φ(SPICOL). Let AI = AI ′φ , A = k(AI) and A′ = k′(AI ′).
We claim that the constraints imposed by Σ I ′COL and Σ ′COL, on AI
′ and respectively A′, coincide, i.e. ⟨GenΣ I ′COL(AI ′)⟩ =⟨GenΣ ′COL(A′)⟩σ ′ and≈Σ I ′COL,AI ′ = ≈Σ ′COL,A′ σ ′ . Becauseσ ′COL is aCOL signaturemorphism, i.e. it does not addnewconstructors
or observers, we get that GenΣ I ′COL(AI
′) = GenΣ ′COL(A′)σ ′ and that ≈Σ I ′COL,AI ′ = ≈Σ ′COL,A′ σ ′ . We will additionally show that⟨GenΣ I ′COL(AI ′)⟩ = ⟨GenΣ ′COL(A′)⟩σ ′ and that≈Σ ′COL,A′ is a congruence on ⟨GenΣ ′COL(A′)⟩. For that let≈ denote the restriction≈Σ I ′COL,AI ′ to ⟨GenΣ I ′COL(AI ′)⟩. We can regard ≈ as a closed correspondence between AI and AI . Because k is closed-stable
we get that≈ is preserved by the operations added by σCOL. That means in particular that the elements produced by those
operations are still in ⟨GenΣ I ′COL(AI ′)⟩ and hence ⟨GenΣ I ′COL(AI ′)⟩ = ⟨GenΣ ′COL(A′)⟩σ ′ . Now, we can see that≈ is a congruence
on the generated algebra ⟨GenΣ ′COL(A′)⟩ by noticing that the operations that come fromΣ ′COL preserve≈ by default and the
ones added by σ preserve it due to stability.
Secondly we need to show that for all AI ′ ≡Σ I ′COL BI ′ we have k(AI ′) ≡Σ ′COL k(BI ′). For that let h be an isomorphism
between AI ′ and BI ′ and ρ be the correspondence equal to hφ . From the fact that k is closed-stable we get that ρ is preserved
by the added operations and because σ ′ is tight we can finally conclude that h is a COL-isomorphism between k′(AI ′) and
k′(BI ′). 
Please notice that in the proof of Proposition 8, we have used the tightness assumption. Basically, preservation of
correspondences tells us nothing about the relation between the interpretations of new sorts when the construction is not
tight. More specifically, we cannot be sure that an isomorphism between models of the input specification is automatically
an isomorphism between constructed models even if it behaves well with newly added operations.
To prove the necessity of stability for genericity we will follow the lines of the proof exposed in [14] by defining for each
closed correspondence ρ a global context in which ρ will become a COL-isomorphism. Then using genericity we will get
that such an isomorphism must be preserved in that global context, and hence ρ is preserved. The tightness assumption is
not really necessary for this result, but our definition of stability is dependent on it.
Proposition 9 (Genericity Implies Closed-stability). Let k : SPICOL⇒SPCOL be a tight COL-construction. If k is generic then k is
closed-stable.
Proof. Let AI and BI be two SPICOL models and let ρ be a closed correspondence between AI and BI . We will build a global
context Σ I ′COL and two Σ I
′
COL-isomorphic extensions AI
′ and BI ′ of AI and respectively BI such that the corresponding
isomorphism extends ρ.
We defineΣ I ′COL to be equal to (SI
′,OPI ′,OPI ′Cons,OPI
′
Obs)where
– SI ′ = SI ⊎ {bool}
– OPI ′ = OPI ⊎ {!a,b : s | (a, b) ∈ ρs, s ∈ SI} ⊎ {?b : s → bool | b ∈ Bs, s ∈ SIState} ⊎ {true, false : bool}
– OPI ′Cons = {!a,b : s | (a, b) ∈ ρs, s ∈ SICons} ⊎ {true, false : bool}
– OPI ′Obs = {(op, i) | op : s1, . . . , sn → s ∈ OPI, si ∈ SIState, 1 ≤ i ≤ n} ⊎ {?b : s → bool | b ∈ Bs, s ∈ SIState}
Please notice that we have defined the observers and constructors forΣ I ′ in such a way that the fitting morphism φ, i.e. the
inclusion fromΣ I toΣ I ′, is a vertical morphism, i.e. visible and loose sorts do not change their nature. From the definition
we can see that SI ′Loose = SILoose, SICons = SICons ⊎ {bool}, SI ′State = SIState and SI ′Obs = SIObs ⊎ {bool}.
Now, let us define AI ′ such that AI ′φ = AI and BI ′ such that BI ′φ = BI . For that we must define only the interpretation
of the additional symbols introduced by φ. We let the sort bool be interpreted canonically, i.e. AI ′bool = BI ′bool = {true, false},
and for the additional operations we use the following interpretation:
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AI ′: – !a,b = a for all (a, b) ∈ ρ
– ?b(a) = true if a ρ b and false otherwise
BI ′: – !a,b = b for all (a, b) ∈ ρ
– ?b(b′) = true if there exists a such that a ρ b and a ρ b′ and false otherwise.
Notice that both algebras AI ′ and BI ′ satisfy the reachability constraints imposed by Σ I ′COL because their reachable parts
consist of the elements that are linked by ρ, i.e. ⟨GenΣ I ′COL(AI ′)⟩ = domAI ′(ρ) and ⟨GenΣ I ′COL(BI ′)⟩ = domBI ′(ρ). Also, they
satisfy the observability constraint because all operations in the signature are observers and they preserve the observational
equality by default.
Now, we will show that the extension of ρ that is identity on bool, called ρ ′, is aΣ I ′COL isomorphism between AI
′ and BI ′
by checking all conditions of Definition 10 for all sorts s ∈ SI .
– For all a ∈ ⟨GenΣ I ′COL(AI ′)⟩s we get that there exists b ∈ BIs such that a ρs b and therefore b ∈ ⟨GenΣ I ′COL(BI ′)⟩s.
– For all a, a′ ∈ ⟨GenΣ I ′COL(AI ′)⟩s and b ∈ ⟨GenΣ I ′COL(BI ′)⟩s such that a ≈s a′ and a ρs b we have that ?b(a) =?b(a′) = true
and hence a′ ρs b.
– For all b and a0 ρs b0 we show that ?b(a0) =?b(b0). If ?b(a0) = true then a0 ρs b by definition and hence ?b(b0) = true.
If ?b(b0) = true we get that there exists a such that a ρs b0 and a ρs b and then because ρ is closed we get that a0 ρs b
and hence ?b(a0) = true.
– For all a ∈ ⟨GenΣ I ′COL(AI ′)⟩s and b, b′ ∈ ⟨GenΣ I ′COL(BI ′)⟩s such that a ρs b and b ≈s b′ we have that ?b
′
(a) =?b′(b) =
?b
′
(b′) = true and hence a ρs b′.
– For all a ∈ ⟨GenΣ I ′COL(AI ′)⟩s and b, b′ ∈ ⟨GenΣ I ′COL(BI ′)⟩s such that a ρs b and a ρs b′ we have that ?b0(a) =?b0(b) =?b0(b′)
for all b0 ∈ BI ′s and hence b ≈s b′.
– All the operations from OPI preserve ρ because it is a correspondence.
We have established that ρ ′ is an isomorphism between AI ′ and BI ′. Moreover, we can show that any COL-morphism h′
between AI ′ and BI ′must be equal toρ ′. To see that consider such a COL-morphism h′: AI ′ → BI ′. Because the interpretations
of the constructors must be related we get easily that ρ ′⊆h′. Now consider a ∈ ⟨GenΣ I ′COL(AI ′)⟩ and b ∈ ⟨GenΣ I ′COL(BI ′)⟩ such
that a h′ b. Because ⟨GenΣ I ′COL(BI ′)⟩ = domBI ′(ρ)we get that there exists a0 such that a0 h b. But from the properties of the
COL-morphisms that entails a ≈Σ I ′COL,AI ′ a0 and eventually that ?b(a) =?b(a0) = true, which implies to a ρ b. That proves
h′⊆ρ ′ and finally that h′=ρ ′.
Using the fact that k is a global construction and that AI ′, BI ′ ∈ φ(SPICOL)we get that k′(AI ′) ≡Σ ′COL k′(BI ′). But the reduct
of the COL-isomorphism between k′(AI ′) and k′(BI ′)must be also an isomorphism between AI ′ and BI ′, and hence it must be
equal to ρ ′whichwe have just proved is the unique COL-morphism between AI ′ and BI ′. Thereforewe get that the additional
operations added by σ preserve the relation ρ. 
We can now put together the two propositions concerning necessity and sufficiency of closed-stability for genericity, in
order to obtain a characterization of generic constructions by means of preservation of closed-correspondences.
Theorem 1 (Genericity is Equivalent to Closed-stability). Let k : SPICOL⇒SPCOL be a tight COL-construction. Then k is generic if
and only it is closed-stable.
Proof. A direct consequence of Propositions 8 and 9. 
The characterization of genericity (or globality as it appears in some texts) in terms of stability is not new. It appears
in [14,4,13] but in all these places it is discussed relatively to a simpler framework than COL.
3.2. Definability
This section sets the basis for obtaining useful properties of constructed models starting from the fact that they are built
via generic constructions. Informally, we can reason that in order to use a construction in any vertically fitted global context,
its definition must rely only on the information provided by the local input signature and eventually on the characteristics
of the fitting morphisms, that is on their verticality. Any supplementary assumptions about the source models can be
contradicted by a choice of context, so the implementer should not rely on them. Surprisingly enough, one can rely on
operations present in the syntax of the local input specification when defining generic constructions but cannot rely on
those implied by its semantics, i.e. on operations defined by axioms. For example, an universal quantified sentence satisfied
by a COL-algebra in a local context is not necessarily satisfied by an extension of that algebra to a vertically fitted context
(recall that COL-satisfaction is not translated both ways over vertical signature morphism). So, basically one cannot rely on
the restrictions imposed on local input models by axioms when defining a generic construction. One should use only the
information present in a COL signature, i.e. the operations and the details about the COL-constraints, whenwriting a generic
construction. This insight will lead us to characterize the generic constructions with the aid of a definability property. Before
proceeding to unravel this wewill make a little digression into the world of second order lambda calculus to point out that a
similar phenomenonhappens there: preservation of relations can be used to prove the definability of polymorphic functions.
50 M. Petria / Theoretical Computer Science 415 (2012) 39–59
Definability via parametricity
The observations enumerated in this subsection are not crucial for understanding the results presented in this paper,
but it helps to illustrate the intuition behind them: stability could be used for algebraic specifications similarly to how
parametricity is used in second order lambda calculus.
The second order lambda calculus was first developed by Girard [6] in the context of logic and was reinvented
independently a few years later by Reynolds [10] in the context of computer science as a simple framework for polymorphic
programming languages. Reynolds introduced the notion of relational parametricity [11], and proved an abstraction
theorem in order to explain semantically the difference between parametric polymorphism and ad-hoc polymorphism. A
polymorphic function is parametric, in the sense of Strachey [15], if it always uses the same algorithm, regardless of the type
it is applied to. This means that a parametric function does not make unnecessary assumptions, it uses only the information
available in its polymorphic type.
As a consequence of this generality, the number of parametric functions of a given polymorphic type can be quite
restricted. Reynolds used relations to formalize this principle of uniformity, and this led to the discovery of properties of
parametric functions that are derivable directly from their type, called by Wadler theorems for free [16]. Rather than giving
a definition for System F we will just recall the basic constructs with some examples. In System F we can write universally
quantified types like∀X .X×X → X . An inhabitant of this type f : ∀X .X×X → X can be instantiated for any typeA, obtaining
a term fA : A × A → A. Notice that, by using an informal semantics for System F, an inhabitant f : ∀X .X × X → X can be
considered as an element f ∈A∈Types(A×A → A), and therefore nothing forces uniformity of interpretation across various
types. Examples of inhabitants for this type are the first projection λx, y:X .x and the second projection λx, y:X .y which are
uniform, but also non-uniform polymorphic functions like λx, y:X .if (X = Nat) then x + 1 else x which acts differently for
natural numbers than for other types.
Relational parametricity [11] is a semantic constraint that distinguishes between the uniform, so-called parametric, and
the non-uniform inhabitants of types by requiring that whenever we instantiate an inhabitant of a universal type to related
types we obtain related results. In order to make this formal it is necessary to define the action of type constructors on
relations. For products, two pairs are related if the corresponding components are related; for functions, two functions are
related if they take related arguments to related results. In our case f : ∀X .X × X → X is parametric if for every relation
R ⊆ A × B, fA(R × R → R)fB. Now, it is easy to prove that the only parametric inhabitants of the type ∀X .X × X → X
are the two projections. This can be proved as follows. Let f : ∀X .X × X → X be a parametric function, and assume that
fBool(true, false) = true. Now, consider a type A and two elements of this type a, b : A; we will show fA(a, b) = a. For this we
take a relation R ⊆ Bool×A such that R = {(true, a), (false, b)} and due to parametricity we obtain fBool(true, false) R fA(a, b),
i.e. fA(a, b) = a. If fBool(true, false) = falsewe can also show that fA(a, b) = b for every a, b : A.
There are many known consequences of parametricity, especially definability results. For example: there is only one
parametric inhabitant of the type ∀X .X → X , namely the polymorphic identity function. Another classic example is that
the only parametric inhabitants of the type ∀X .(X → X)→ X → X are the definable terms λs : X → X .λ0 : X .sn(0), also
named the Church numerals.
Even though we do not look for a formal translation of these results in the setting of algebraic specifications, we will
investigate the idea that generic constructions should be definable.
3.3. Definability via stability
To express formally that stability implies definability we shall detail what we mean by definability in a COL-signature.
The definition of definability adheres to the assumption of tightness, similarly to the way stability was introduced only for
tight constructions. Basically, this means that we are interested in the definability of new operations that act on old sorts.
Definition 22 (Loose Definability). Let Σ ICOL and ΣCOL be two COL-signatures and let σCOL : Σ ICOL → ΣCOL be a tight
COL-signature morphism between them. Let op : s1, . . . , sn → s ∈ OP be an operation symbol and A be a ΣCOL-algebra.
We say that op is Σ I-loose definable on A if for every tuple a1, . . . , an, with ai ∈ Asi for i ∈ 1 . . . n, there exists a term
t ∈ TΣ I∪ALoose({x1, . . . , xn}) such that:
Aop(a1, . . . , an) = At [a1/x1, . . . , an/xn]
We will call the term t the defining term for op and a1, . . . , an. For a tight COL-construction k : SPICOL⇒SPCOL we say that k
is loose definable if all operations from OP areΣ I-loose definable on each algebra from k(SPICOL).
It might seem strange that the notion of definability just defined above does not make use of the features inherent
in COL; for example, an operation is definable only if it is definable on all arguments from the carriers, not only on the
‘‘relevant’’ ones, i.e. those from the generated algebras. Also, definability is expressed with respect to strict equality, not
with respect to observational equality. That happens not from mistake or from a lack of adequacy, but because we are
looking to characterize genericity in terms of definability. The notion of definability should be powerful enough to describe
the implemented operations in any vertically fitted global context, inwhich itmight happen thatmore elements are relevant
(see Proposition 2) or that the observational equality is finner (see Proposition 3) than in the local context (see Section 5.1
for an usage example of loose definability).
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Now, we can use this concept in order to so show that all closed-stable constructions are definable.
Proposition 10 (Closed-stability Implies Loose Definability). Let k : SPICOL⇒SPCOL be a tight COL-construction. If k is closed-
stable then k is loose definable.
Proof. Let A be a COL-algebra in k(SPICOL), i.e. there exists AI ∈ SPICOL such that k(AI) = A. Let op : w → s ∈ OP and a
tuple a ∈ Aw . We define the vertical correspondence ρ: AI ↔ AI that relates AI t [a] ρ AI t [a] for all t ∈ TΣ I∪AILoose({x}). Note
that ρ is a closed vertical correspondence because all elements from AILoose are related and also the fact that ρ ⊆ =makes
it closed and injective on visible sorts. Because k extends correspondences we get that AIop(a) = AI t [a] for some defining
term t . 
The previous proposition affirms definability as a property of closed-stable constructions and hence of generic
constructions. However, we want to get more from this approach by offering a sound and complete characterization of
genericity in terms of definability. For that we will look at how the defining terms vary for correspondent arguments, and
the answer we will get is that the defining terms must be also correspondent. The uniformity of defining terms w.r.t. a
correspondence is captured by the notion of uniform loose definabilitywhich is given as follows:
Definition 23 (Uniform Loose Definability). LetΣ ICOL andΣCOL be two COL-signatures and let σCOL be a tight COL-signature
morphism σCOL : Σ ICOL → ΣCOL. We say that an operation op : w → s ∈ OP is uniform Σ I-loose definable on a class A
of ΣCOL-algebras if for all closed Σ ICOL-correspondences ρ: AI ↔ BI with A, B ∈ A, where AI = Aσ and BI = Bσ , and all
correspondent tuples a ∈ AIw and b ∈ BIw there exist two ρ-correspondent definingΣ I-terms t0 ρ t1, where t0 is a defining
term for op and a and t1 for op and b.
For a tight COL-construction k : SPICOL⇒SPCOL we say that k is uniform Σ I-loose definable if all operations from OP are
uniformΣ I-loose definable on k(SPICOL).
One can now prove that uniform definability is sufficient to prove stability.
Proposition 11 (Uniform Loose Definability Implies Closed-stability). Let k : SPICOL⇒SPCOL be a tight COL-construction. If k is
uniform loose definable then k is closed-stable.
Proof. Let AI, BI be twoΣ ICOL-algebras and ρ: AI ↔ BI be a closed correspondence between them.Wewill denote by A and
B the constructed algebras k(AI) and k(BI). Also, consider an operation op : w→ s ∈ OP and two tuples a ∈ Aw and b ∈ Bw
such that a ρw b. Using the uniform definability assumption we get that there are two correspondent terms t0 ρ t1 such
that Aop(a) = At0 [a] and Bop(b) = Bt1 [b]. Because ρ is a Σ I correspondence we get that At0 [a] ρ Bt1 [b] and consequently
that the interpretations of op in A and B preserve the relation ρ. As that happens for every operation and related arguments
we get that ρ is aΣ-correspondence and therefore k extends ρ. 
We can produce a counterexample for the completeness of this method. It is not the case that any closed-stable
construction is uniform loose definable. The problem is that typically term generated relations, which could have been used
to prove the uniformity, are not closed and therefore are not necessarily extended by closed-stable constructions. However,
we will see in Section 4 that under the condition that the source specification is iso-closed we can recover from that and we
can prove that closed stability implies uniform definability. Therefore in the following counterexample it is crucial that the
source specification has a class of models which is not closed under behavioral isomorphisms.
Example 1 (Closed Stability Does Not Imply Uniform Definability). We will define a tight construction k : SPICOL⇒SPCOL that
is vertically closed stable but is not uniform loose definable.
LetΣ ICOL be the following signature:
sorts s, v
operations out : s → v
x00, x01, x10 : s
⊥ : v
constructors ⊥, x00, x01, x10
and letΣCOL be the signature that adds a constant x11 : s toΣ ICOL.
Now let SPICOL = {A, B}, i.e. the semantics of the specification is given just by the two COL-algebras A and B defined as
follows:
As = Bs = {c0, c1} and Av = Bv = {⊥}
Ax00 = c0, Ax01 = c0, Ax10 = c1
Bx00 = c0, Bx01 = c1, Bx10 = c0.
A construction k : SPICOL⇒SPCOL must implement x11 : s for each algebra AI ∈ SPICOL. Because we only have two algebras
in SPICOL we can define it directly by letting Ax11 = Bx11 = c1.
The defined construction is closed-stable because any closed algebraic relation ρ between A and B must obey c0 ρ c0,
c0 ρ c1, c1 ρ c0 by algebraicity and c1 ρ c1 by closedness. Therefore k extends all closed algebraic relations, i.e. it is generally
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closed-stable and in particular it is vertically closed stable. However, k is not uniformly definable, i.e. there is no term that
gets evaluated to c1 in both algebras.
4. Generic constructions on iso-closed classes
Typical specifications are at least iso-closed (closed under COL isomorphisms). In particular basic COL-specifications
induced by a set of axioms are iso-closed.We can draw some useful consequences about the nature of the defining terms for
constructions that are starting from an iso-closed specification. For example we will prove that generic constructions that
act on an iso-closed class can be characterize soundly and completely by stability, and also by uniform loose definability.
Furthermore, we will strengthen the definability result by showing that operations implemented under such conditions are
definable by a more restrictive kind of defining terms, that do not have loose elements in them.
First we will prove that under the requirement that the input specification is iso-closed we get a complete
characterization of genericity in terms of uniform definability. We will do that by showing that we can decompose any
correspondence into two closed-correspondences and that for constructions that start from iso-closed classes stability and
closed-stability are synonymous.
Proposition 12 (Decomposition of Correspondences). Let ΣCOL be a COL-signature, A, B be two ΣCOL-algebras and ρ be a
correspondence between them. Then there exists a COL-algebra Tρ such that A ≡ΣCOL Tρ ≡ΣCOL B, and two closed correspondences
ρA: A ↔ Tρ and ρB: Tρ ↔ B such that ρA; ρB=ρ .
Proof. Let Tρ contain all pairs that are linked by the relation ρ, i.e. (Tρ)s = {(a, b) | (a, b) ∈ ρs} for all s ∈ S. The operations
are defined component wise and we can see that Tρ is well defined as aΣ-algebra because ρ is algebraic. It is easy to check
that observational equality on Tρ decomposes, i.e. (a0, b0) ≈ΣCOL,Tρ (a1, b1) if and only if a0 ≈ΣCOL,A a1 and b0 ≈ΣCOL,B b1.
However using Proposition 7 it is sufficient for the observational equality to hold just on a position to enforce the equality of
the pair, i.e. a0 ≈ΣCOL,A a1 implies b0 ≈ΣCOL,B b1 and vice versa. Using that we can easily show that Tρ obeys the reachability
constraint because for each element in the generated algebra (a0, b0) ∈ ⟨GenΣCOL(Tρ)⟩ we can find an observational equal
element in the generated part (a1, b1) ∈ GenΣCOL(Tρ) just by focusing on finding the constructor term that evaluates to
something observationally equal to a0. The observability constraint trivially follows from the component wise preservation
of the observational equality.
To see that A ≡ΣCOL Tρ we define the COL-morphism h: A → Tρ as a0 h (a1, b1) if and only if a0 ≈ΣCOL,A a1 for elements
in the generated algebras. We can easily check all the conditions in the COL-morphism’s definition, and also that h is a
COL-isomorphism. Informally, that happens because we can view Tρ as an algebra that contains, with one or more than one
occurrences, every generated element of A.
Now we define two closed correspondences ρA and ρB, such that ρ=ρA; ρB, as a ρA (a, b) and (a, b) ρB b for all
(a, b) ∈ ρ. 
We can now prove that closed-stability is the same thing as stability for constructions that start from an iso-closed
specification.
Proposition 13 (Stability is Equivalent to Closed-stability). Let k : SPICOL⇒SPCOL be a tight COL-construction such that SPICOL
is iso-closed. Then k is stable if and only if it is closed-stable.
Proof. To prove that any correspondence is preserved we first decompose it into two closed vertical correspondences using
Proposition 12. The decomposition is done in SPICOL because the helper algebra, according to Proposition 12, is isomorphic
to the original algebras and because SPICOL is iso-closed. Therefore we can use closed-stability and obtain that they are
preserved, and finally that their composition is also be preserved. 
The previous proposition ensures that in the iso-closed case genericity is characterized by stability.
Theorem 2 (Genericity is Equivalent to Stability). Let k : SPICOL⇒SPCOL be a tight COL-construction such that SPICOL is iso-
closed. Then k is generic if and only it is stable.
Proof. This is a direct consequence of Theorem 1 and Proposition 13. 
Another improvement due to stability is that for iso-closed classes the uniform loose definability of generic constructions
becomes necessary.
Proposition 14 (Stability Implies Uniform Loose Definability). Let k : SPICOL⇒SPCOL be a tight COL-construction such that
SPICOL is iso-closed. Then k is uniform loose definable if it is stable.
Proof. Let AI, BI be two Σ ICOL-algebras, let op : w → s ∈ OP and let a ∈ Aw and b ∈ Bw be two correspondent elements
via a correspondence ρ: AI ↔ BI . We will denote by A and B the constructed algebras k(AI) and resp. k(BI). We define
another correspondence ρ0: AI ↔ BI that relates AI t0 [a] ρ0 BI t1 [b] for all ρ-correspondent t0 ∈ TΣ I∪AILoose({x}) and
t1 ∈ TΣ I∪BILoose({x}). Because k is stable it extends ρ0 we can conclude that there exists two ρ-correspondent terms t0, t1
that define op for a and resp. b. 
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With the previous propositionwe have proved that genericity is characterized, soundly and completely, by uniform loose
definability, and we will write these conclusions in the next theorem.
Theorem 3 (Genericity is Equivalent to Uniform Loose Definability). Let k : SPICOL⇒SPCOL be a tightCOL-construction such that
SPICOL is iso-closed. Then k is generic if and only it is uniform loose definable.
Proof. A direct consequence of Theorem 2, Propositions 11 and 14. 
We have seen already that genericity implies loose definability, which ensures that for any implemented operation we
can find a defining term that contain elements from the loose carriers of the algebras. While that result can still be exploited
to gain more information about the implemented operations that have a constrained result sort, it is almost useless for
reasoning about those that have a loose result sort. Using the requirement for closedness under behavioral isomorphisms
we can strengthen significantly the result and we can obtain that the defining terms must contain elements only from the
carriers of the visible sorts.
First we define a special kind of relations, named self-correspondences, and thenwewill show that these are preserved by
generic constructions, even though they are not vertical correspondences. As the name suggests, we will require that a self-
correspondence relates an algebra to itself, it only relates equal elements and it must relate all ‘‘relevant’’ visible elements.
Definition 24 (Self-correspondence). LetΣCOL be a COL-signature and let A be aΣCOL-algebra. A self-correspondence ρ on A
is an algebraic relation between A and A such that:
– a ρ b implies a = b
– ⟨Gendom(ρ)ΣCOL (A)⟩v ⊆ dom(ρv) for all v ∈ SObs .
In the previous definition we have used the notion of minimal generated part (see Definition 4), that is ⟨Gendom(ρ)ΣCOL (A)⟩ is
the minimal generated part that contains the elements from dom(ρ).
One can see that self-correspondences are in fact a special kind of predicates. This kind of predicates can be defined
algebraically by identifying the class of subalgebras that defines it. We will rapidly sketch some definitions but will not
use them further so we will not focus on them. We denote by loose subalgebras those subalgebras that preserve the
carriers of loose sorts. We denote by visible subalgebras those subalgebras that preserve the carriers of visible sorts. A self-
correspondence of a COL-algebra A is a visible subalgebra of a loose subalgebra of A. More succinctly, a self-correspondence
does not necessarily contain all elements of loose sorts, but all their visible outcomes.
We will now show that generic constructions that start from an iso-closed specification extend self-correspondences.
The proof is done by completing a self-correspondence to a standard correspondence, by relating each loose element to
itself. Because not all loose elements are guaranteed to be present in the original self-correspondence, we will have to force
them into the complete correspondence. But in order to reason about the original relation (recall that we want to prove that
its elements commute with newly added operations) we also want to keep track of those elements that were present in the
self-correspondence from the beginning. That is why we use a helper algebra in which the loose elements that were not in
the self-correspondence from the beginning will be tagged in order to distinguish them. So, our complete correspondence
will be defined on the helper algebra, and based on the fact that correspondences are extended by generic constructions,
and on the fact that the untagged elements form a stable partition of the complete correspondence, we will obtain that the
original self-correspondence is also preserved.
Proposition 15 (Extending Self-correspondences). Let k : SPICOL⇒SPCOL be a tight COL-construction such that SPICOL is iso-
closed. If k is a generic construction then k extends all self-correspondences.
Proof. Let AI ∈ SPICOL and ρ: AI ↔ AI be a self-correspondence. We need to show that ρ is an algebraic relation on
A = k(AI).
In order to prove the preservation of a self-correspondence by a generic construction we will base our arguments on the
preservation of vertical correspondences. Therefore, we will try to complete ρ to a vertical correspondence, i.e. one that is
bi-surjective on all loose sorts.We can easily obtain a vertical correspondence from ρ by extending it with all loose elements
and such an extension will be preserved by k. However, just by using that simple extension we are not able to infer that ρ
is preserved. For that we will construct a helper algebra T and do the completion on it in such a way that the elements in ρ
are distinctively marked.
Before proceeding any further please notice that ⟨Gendom(ρ)Σ ICOL (AI)⟩ is a Σ ICOL-algebra that is isomorphic to AI . Because ρ
is also relation on ⟨Gendom(ρ)Σ ICOL (AI)⟩, we will assume w.l.o.g. that AI = ⟨Gen
dom(ρ)
Σ ICOL
(AI)⟩ discarding the elements that are not
relevant neither to the algebra’s semantics nor to the relation ρ.
The helper algebra T will be defined as follows. On visible sorts it will be exactly like AI , i.e. Tv = AIv for all v ∈ SIObs.
On a hidden sort s it will contain two tagged copies for each element a ∈ AIs, and we will write a+ and a− to distinguish
these copies. It will also contain a copy for each element a in the domain of ρs which will be written simply as a. We will
call the elements we have described so far, both on visible and on hidden sorts, direct copies. In addition to the direct copies,
the hidden carriers will contain all the tagged terms over direct copies (the tagged terms areΣ-terms over the direct copies
that contain at least a tagged element). To sum up, the visible sorts are interpreted as in AI , while the hidden sorts contain
multiple direct copies (tagged and untagged) of the elements in AI and terms (only tagged) over these copies. Please remark
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that the only hidden untagged elements in T are those that are present in dom(ρ). That is true also for visible sorts, because
from the second requirement of the definition of self-correspondences and from our assumption that AI = ⟨Gendom(ρ)Σ ICOL (AI)⟩
we get AIv = dom(ρv) for all v ∈ SIObs. To conclude, on all sorts the elements in T are untagged if and only if they are in
dom(ρ). For all elements in T we can define a standard value, that belongs to AI , by forgetting the tags and evaluating the
obtained term in AI . We write tˆ ∈ AI for the standard value of t ∈ T .
The interpretation of the operations depends firstly on the result sort. If the result sort is visible, then Top(t) = AIop(tˆ). If
the result sort is hidden we treat two cases. If one of the arguments is tagged, either tagged direct copy or tagged term, then
the result will be a tagged term Top(t) = op(t). If none of the arguments is tagged the result will be untagged and obtained
by evaluating the operation on the arguments in AI , i.e. Top(a) = AIop(a). The defined algebra is obviously observationally
isomorphicwith AI , as it contains just additional copies of the already existing behaviors, and hence since SPICOL is iso-closed
the vertical correspondences on T are extended by k. Therefore, we can focus our attention on vertical correspondences on
T , and we will define one that contains the original self-correspondence ρ.
For that, let ρT : T ↔ T to defined as follows. First we want ρT to relate all untagged elements to themselves, and hence
we will have that a ρ a implies a ρT a for all a ∈ AI . Secondly, the tagged elements are related by changing the tags, i.e.
a+ ρT a− and a− ρT a+ for any direct tagged copies. Two tagged terms are related by ρT if and only if they have the same
structure but corresponding direct tagged copies in that structure have opposite tags. We can see easily that ρT is a vertical
correspondence on T . Themain property of ρT is that it does not relate any tagged element to itself; if one element is related
to itself it must be untagged and must be in dom(ρ), i.e. t ρT t implies t ∈ dom(ρ) and t ρ t for all t ∈ T .
Now consider an operation symbol op : w → s added by the tight signature morphismΣ ICOL → ΣCOL and let a, b ∈ AI
such that a ρ b. However because ρ is a self-correspondence we get that a = b and hence a ρ a. Furthermore, we obtain
that a ρT a and because k extends ρT we get that Top(a) ρT Top(a). Using the main property of ρT as described above we
get that Top(a) ρ Top(a) and also that Top(a) is untagged. Now, notice that the standard value function induces a vertical
correspondence ρ0: AI ↔ T , i.e. tˆ ρ0 t . This means that Aop(a) ρ0 Top(a) and moreover because Top(a) is untagged we get
its standard value is equal to itself, or in other words that Aop(a) = Top(a)which finally leads to Aop(a) ρ Aop(a). 
Preservation of self-correspondences improves the quality of the properties that can be inferred from genericity. We no
longer have to put all the loose elements into a relation in order to guarantee preservation, and therefore we can hope for a
better definability result. Recall that loose definability gives us a defining term that can contain an arbitrary number of loose
elements. The problemwith such a defining term is that is not useful for operations that have a loose result sort because they
are trivially loose definable. In the case of iso-closed specifications, generic constructions preserve self-correspondences, i.e.
predicates that are required to contain only some generated visible elements. Accordingly, we can change the definition of
definability so that defining terms for operations implemented via generic constructions depend only on those generated
visible elements, and do not depend on arbitrary loose sorts.
Definition 25 (Visible Definability). Let Σ ICOL and ΣCOL be two algebraic signatures and let σCOL be a tight COL-signature
morphism between them. Let op : s1, . . . , sn → s ∈ OP be an operation symbol and A be aΣCOL-algebra.
We say that op is visible definable on A if for every tuple a1, . . . , an, with ai ∈ Asi for i = 1 . . . n, there exists a term
t ∈ TΣ I∪V a1,...,an ({x1, . . . , xn}) such that:
Aop(a1, . . . , an) = At [a1/x1, . . . , an/xn]
where V a1,...,an is the indexed set of relevant visible elements, i.e. V a1,...,anv = ⟨Gena1,...,anΣ ICOL (AI)⟩v for all v ∈ SObs. The definition
extends as before to constructions.
Please notice that visible definability implies loose definability, as for any visible defining term one can find an equivalent
loose definable term.
Now we can prove that genericity implies visible definability, i.e. defining terms for operations depend only one the set
of relevant visible elements, and should no longer be dependent on elements of hidden loose sorts.
Proposition 16 (Genericity Implies Visible Definability). Let k : SPICOL⇒SPCOL be a tight COL-construction such that SPICOL is
iso-closed. If k is a generic construction then k is visible definable.
Proof. Let A be a COL-algebra in k(SPICOL), i.e. there exists AI ∈ SPICOL such that k(AI) = A. Let op : w → s ∈ OP and
a tuple a ∈ Aw . We define the self-correspondence ρ: AI ↔ AI that relates AI t [a] ρ AI t [a] for all t ∈ TΣ I∪V a({x}) where
V a is the set of reachable visible elements from a. Notice that this relation trivially satisfies the first requirement of self-
correspondences, and by including V a in it we make sure the second requirement is also satisfied. Now, because k is generic
it extends self-correspondences, by Proposition 15, we get that Aop(a) ρ Aop(a) and therefore that there exists a term t such
that Aop(a) = AI t [a]. 
It is not to be expected that genericity is immediately equivalent to some sort of uniform visible definability. For
uniformity one needs preservation of relations between different algebras, but self-correspondences do not offer that, they
are just predicates.
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5. Theorems for free
In this section we will use the properties of generic constructions in order to derive properties of constructed models
that do not come solely from the constraints imposed by axioms, but are direct consequences of genericity. Basically, the
fact that implemented operations are definable in terms of the operations present in the local input signature means that
when they are lifted to global contexts their behavior is indifferent to the additional complexity introduced by the global
context.
We will give two examples that illustrate the definability properties proved for generic constructions. The first example
shows how uniform loose definability can be exploited in proofs while the second example is based on the properties
derivable from visible definability. Loose definability is not to useful for operations that have a loose result sort, and hence
in our first example we will work with a specification of containers which has explicit constructor operations. On the other
hand, visible definability is especially helpful for loosely specified data types, and hence for our second example we will
adopt a specification of streams specified as loose sorts.
Before proceeding any further let us say that we will use the operator then to extend an already defined specification
with new sorts, operations and axioms. Formally, the operator SPCOL then SP ′COL is defined by applying a translation and then
a sum operator (see Definition 14), i.e. φ(SPCOL) + SP ′COL. Also, we will rely on the basic data types of booleans and natural
numbers, Bool and Nat that are partially specified below:
spec Bool
sorts Bool
operations true, false : Bool
. . .
end
spec Nat
sorts Nat
operations 0 : Nat , s : Nat → Nat
. . .
end
5.1. Example—container specification
For our first example we will use a specification of containers. This example will be used to show how definability can
ease the correctness proof for constructions.
Consider that we have a generic construction k : Container⇒RContainer between specifications Container and
RContainer defined below:
spec Container= Bool then
sorts Container, Elem
operations empty : Container
insert, remove : Elem, Container → Container
isIn : Elem, Container → Bool
constructors empty, insert
observers (isIn, 2)
axioms ∀x. isIn(x, empty) = false
∀x, y, c. isIn(x, insert(y, c)) = x = y ∨ isIn(x, c)
∀x, y, c. isIn(x, remove(y, c)) = x ≠ y ∧ isIn(x, c)
end
spec RContainer = Container then
operations replace : Elem, Elem, Container → Container
constructors empty, insert
observers (isIn, 2)
end
Our ultimate goal is to use definability in this local context in order to prove properties of a lifted construction in a global
context. Before introducing our global context let us analyze what we do already know by examining k. We do not know the
exact definition of k butwe know it is generic and therefore thatwe can rely on loose definability (implied by Proposition 10)
and on uniform loose definability (implied by Proposition 14).
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Loose definability ensures us that in each algebra of k(Container) the interpretation of replace equal to the interpretation
of a term containing only operations present in Sig[Container] and elements of loose sorts (the only loose sort is Elem).
Hence replace cannot produce arbitrary containers, but only those that can be obtained by inserting or removing elements
from its argument of sort Container . Uniform loose definability ensures us that in each algebra in k(Container)we can find
correspondent defining terms for corresponding arguments of replace.
Now consider that we want to reuse k in a richer context, i.e. one that has more generated terms and can distinguish
more details, represented by specifications HistoryContainer and RHistoryContainer defined as follows:
spec HistoryContainer = Nat + Bool then
operations
sorts Container, Elem
operations empty : Container
insert, remove : Elem, Container → Container
isIn : Elem, Container → Bool
perminsert : Container → Nat
history : Container → Nat
permhistory : Container → Nat
≈: Container, Container → Bool
constructors empty, insert, perminsert
observers (isIn, 2), (history), (permhistory)
axioms
∀x, y, c. x = y −→ isIn(x, insert(y, c)) = true
∀x, y, c. x ≠ y −→ isIn(x, insert(y, c)) = isIn(x, c)
∀x, y, c. x = y −→ isIn(x, perminsert(y, c)) = true
∀x, y, c. x ≠ y −→ isIn(x, perminsert(y, c)) = isIn(x, c)
∀x, y, c. remove(x, empty) = empty
∀x, y, c. x = y −→ remove(x, insert(y, c)) = c
∀x, y, c. x ≠ y −→ remove(x, insert(y, c)) = remove(x, c)
∀x, y, c. remove(x, perminsert(y, c)) = perminsert(y, c)
history(empty) = 0
∀x, c. history(insert(x, c)) = s(history(c))
∀x, c. history(perminsert(x, c)) = history(c)
permhistory(empty) = 0
∀x, c. permhistory(insert(x, c)) = permhistory(c)
∀x, c. permhistory(perminsert(x, c)) = s(permhistory(c))
∀c0, c1. c0 ≈ c1 ←→ ∀x. isIn(x, c0) = isIn(x, c1)
end
spec RHistoryContainer = HistoryContainer then
operations replace : Elem, Elem, Container → Container
constructors empty, insert, perminsert
observers (isIn, 2), (history), (permhistory)
axioms
∀x, y, c. permhistory(replace(x, y, c)) ≠ 0 −→
permhistory(replace(x, y, c)) = permhistory(c)
∀x, y, c0, c1. c0 ≈ c1 ∧ history(c0) = history(c1) −→
history(replace(x, y, c0)) = history(replace(x, y, c1))
end
Before going any further let us explain the additional characteristics introduced in the global context, based on
HistoryContainer, in comparison with the ones of the local context, based on Container. First, HistoryContainer has an
additional constructor perminsert whose semantics, given by the axioms, tells us that it produces containers with elements
that are not removable. Secondly, containers in the global context are not necessarily equal if they have the sameelements (in
fact this relation is captured axiomatically by the operation≈ and it is not the same as the observational equality induced by
the global context). In addition to having the same elements, two containers are observationally equal in the global context
if they also have the same insert history (of permanent and removable inserts). By choosing that global context we make
use of all the liberty given by a vertical signature morphism. More explicitly, we add new constructors and observations
without changing the nature of visible and loose sorts.
Our goal is to define a construction k′ in the global context based on k:
k′ : HistoryContainer⇒RHistoryContainer.
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Notice that the signatures of the presented specifications form a lifting pushout in the category of standard algebraic
signatures
Sig[HistoryContainer] σ ′ / Sig[RHistoryContainer]
Sig[Container]
σ
/
φ
O
Sig[RContainer]
φ′
O
and therefore we can use the canonical lifting φ(k) of k to the global context in order to define k′.
HistoryContainer
φ(k) +3
φ

RHistoryContainer
φ′

Container
k
+3 RContainer
In order to extend the canonical construction
φ(k) : φ(Container)⇒φ′(RContainer)
to a construction
k′ : HistoryContainer⇒RHistoryContainer
we need to prove the following two inclusions (see Proposition 6):
– RA(HistoryContainer) ⊆ φ(Container)
– φ(k)(RA(HistoryContainer)) ∩ φ′(RContainer) ⊆ RHistoryContainer.
The first inclusion requires a standard proof and we will not discuss it in too much detail. Basically we have to show that
reducts of RA(HistoryContainer) belong toContainer. Notice that typically, the reducts along vertical signaturemorphisms
are not even guaranteed to be COL-algebras. But, in our case one can prove that the property ∀x, c0, c1. c0 ≈ c1 −→
remove(x, c0) ≈ remove(x, c1) holds in the global context, which is sufficient to show that remove satisfies the observability
constraint for the local context. The reachability constraint is trivial because for any container c , from a generated algebra
w.r.t. the global context, we can find a container c0 generated onlywith the constructors of the local context such that c ≈ c0,
i.e. they have the same elements. The local axioms are then easily provable from the global ones.
The second inclusion is the point where we use the genericity of k. We need to show that
φ(k)(RA(HistoryContainer)) ∩ φ′(RContainer) ⊆ RHistoryContainer.
Consider an algebra in φ(k)(RA(HistoryContainer)) ∩ φ′(RContainer). We have to prove that most of the time the
permanent history of a container is the same after a replace operation. And, that for containers that have the same elements
if they also have the same history before replace they will have the same history after replace.
In order to prove that the permanent history after a replace operation is either 0 or is the same as before replace was
applied, one can use the loose definability property (see Proposition 10). Definability ensures us that for each tuple of
arguments there is a defining term for replace, containing only operations from the local input signature,which consequently
means that no permanent inserts appear in it. That leads us to the conclusion that the number of permanent inserts present
in the result of replace operation is either 0, if the defining term disregards its argument, or equal to the permhistory of its
argument.
To prove the second axiom one can use the uniform definability result from Proposition 14. That result says that one can
choose correspondent defining terms for correspondent arguments. Let c0 and c1 be two elements in our chosen algebra
such that c0 ≈ c1 and history(c0) = history(c1). Because c0 ≈ c1 it means that they are correspondent elements in the local
context(through the correspondence based on≈), and hence we can choose a common defining term for replace acting on
c0 and c1. Such a defining term can only apply similarly the operations insert and remove to the containers c0 and c1, which
means that the number of inserts will be equal for the containers obtained as a result of the replace operation.
Please notice that we have obtained the above results without knowing the exact implementation of k. We can easily
imagine an implementation for k by considering that for each A = k(AI) operation replace is defined for all tuples x, y, c as
Areplace(x, y, c) = Ainsert(x, Aremove(y, c))which actually replaces ywith x in a container c.We can easily see that k is uniformly
loose definable and therefore we can use Theorem 3 to infer that k is generic.
5.2. Example—stream specification
Wehave already applied the loose definability result for proving the first axiom in ourContainer example. The distinctive
value of visible definability is shown when we try to obtain properties for generically implemented operations that have a
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loose result sort. For that we will use a coalgebraic specification of streams as loose sorts.
spec Stream then
sorts Stream, Elem
operations hd : Stream → Elem
tl : Stream → Stream
observers hd
axioms
end
spec CutStream = Streamthen
sorts Stream, Elem
operations cut : Stream → Stream
end
Consider a generic construction k : Stream⇒CutStream. We will not repeat the scenario from the previous example
by looking at the properties of its canonical lifting in a particular global context but rather we will try to explain why the
name of the implemented function reflects its behavior. The property we are looking for is that a generically implemented
cut operation does in fact cut a finite number of elements from the head of the stream.
Applying loose definability for cut leads us to an unsatisfactory result. We would get that the defining terms can contain
any loose elements, that is arbitrary streams. Such a property does not restrict the results that can be produced by cut and
that is why for obtaining a meaningful property we will make use of visible definability.
Visible definability applied to cut means that defining terms are in fact formed only from hd, tl and visible elements. But,
because we have no way to build streams from visible elements we obtain that the defining terms are formed only from tl.
Please notice that we cannot put in correspondence any two streams, and hence we cannot apply uniform loose
definability to obtain that the amount of cutting is the same for all elements. Hence, it is not the case that generic
constructions between Stream and CutStream are in one to one correspondence with natural numbers, but they definitely
perform a cutting operation.
6. Conclusions and future work
The primary goal of this paper has been to characterize with local conditions the constructions that can be lifted in global
contexts. This kind of approach is based on previous work done by other researchers but it has at least three elements
of novelty. First, it applies the methodology of reusing constructions [4,5] to COL and it deals with the particular aspects
of that logic. Secondly, it characterizes the reusability of constructions not only by using stability as in [14] but also by
using definability. And finally, it makes an informal connection between stability, a concept from the theory of algebraic
refinements, and parametricity, a concept from the theory of polymorphic lambda calculus.
We have shown in our examples that without knowing the actual implementation of generic constructionswe can derive
useful properties about constructed models that are not a direct consequence of the constraints imposed by specifications.
This resembles the principle behind Wadler’s results that are best shown in the following quote from [16]:
Write down the definition of a polymorphic function on a piece of paper. Tell me its type, but be careful not to let me
see the function’s definition. I will tell you a theorem that the function satisfies.
We can paraphrase that, in order to be adapted to the theory of algebraic refinements, by saying:
Write down the definition of a generic construction on a piece of paper. Tell me its input signature and its output
signature but be careful not to let me see the construction’s definition. I will tell you a theorem that the construction
satisfies.
Amoredetailed investigation of genericity appears in [9], inwhich several variants of generic constructions are presented.
A point of further research remains to find out how to express those variants in an unified approach in the general language
of category theory, and to make the connection with polymorphic lambda calculus more formal.
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