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Resumo
A transmissa˜o de a´udios marcados digitalmente pelo meio acu´stico ainda e´ um
tema limitado na literatura. Poucos trabalhos nesta a´rea mostram bons resultados
frente a este tipo de transmissa˜o. Mesmo as te´cnicas de estado da arte, apresentam
limitac¸o˜es, na maioria das vezes relacionadas a` transpareˆncia da marca.
Neste trabalho, sa˜o pontuados os problemas causados pela reverberac¸a˜o acu´stica
no a´udio transmitido, como a ISI e a distorc¸a˜o do espectro de frequeˆncia. Uma
te´cnica de equalizac¸a˜o adaptativa e´ proposta para reduzir os efeitos danosos do ca-
nal acu´stico sobre o a´udio marcado e para melhorar a taxa de decodificac¸a˜o da
informac¸a˜o inserida. Pretende-se atrave´s do aumento da robustez da marcac¸a˜o, con-
seguir reduzir energia da marca d’a´gua e torna´-la mais transparente, sem abrir ma˜o
de boas taxas de decodificac¸a˜o.
A equalizac¸a˜o e´ feita baseada na proposta de [1], atrave´s de uma aproximac¸a˜o
do canal de transmissa˜o convolutivo e sua posterior inversa˜o, caracterizando uma
equalizac¸a˜o zero forcing. A estimac¸a˜o do canal e´ realizada em pequenos intervalos
de tempo por filtragem adaptativa, utilizando-se da sequeˆncia de sincronia da pro´pria
marca d’a´gua para treinar o filtro adaptativo. Treˆs algoritmos de filtragem adaptativa
sa˜o testados: LMS, NLMS e AFA. Testes em ambiente simulado e real sa˜o apresen-
tados comparando o desempenho da decodificac¸a˜o do sinal na˜o equalizado com os
sinais equalizados utilizando-se dos algoritmos de filtragem adaptativa citados.
Palavras Chave: marca d’a´gua digital, processamento de a´udio digital, comunicac¸a˜o
digital, canal acu´stico, equalizac¸a˜o, filtragem adaptativa.
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Abstract
The transmission of watermarked audio by acoustic channel is still a limited
theme in literature. Few studies in this area have shown good results against this type
of transmission. Even the state of the art techniches have limitations mostly related to
the transparency of the mark.
This work presents problems caused by acoustic reverberation in the audio
broadcast as the ISI and distortion of the frequency spectrum. An adaptive equaliza-
tion technique is proprosed to reduce the harmful effects of channel on watermarked
audios and to improve the decoding rate. It is intended by increasing the watermarking
robustness to reduce the watermark’s energy and to boost its transparency without
compromising good decoding rates.
The equalization is done based on the method proposed in [1] using an approx-
imation of the transmission convolutional channel and its subsequent reversal, char-
acterizing an zero forcing equalizer. The channel estimation is performed in small
intervals of time by adaptive filtering using the watermark’s synchronization sequence
itself to train the adaptive filter. Three adaptive filtering algorithms are tested: LMS,
NLMS and AFA. Tests on simulated and real environment are presented comparing
the decoding rates of a non equalized signal with signals that were equalized using
adaptive filtering algorithms cited.
Keywords: digital watermarking, digital audio processing, digital communica-
tion, acoustic channel, equalization, adaptive filtering.
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Capı´tulo1: Introduc¸a˜o
O modo como vemos os acontecimentos do mundo mudou radicalmente nas
u´ltimas de´cadas. A evoluc¸a˜o da tecnologia digital proporciona uma agilidade, comodi-
dade e rapidez na troca de dados entre indivı´duos ao redor de todo globo terrestre de
uma forma nunca antes imaginada. Somos bombardeados a cada minuto com milha-
res de novas informac¸o˜es que, grac¸as aos avanc¸os tecnolo´gicos, sa˜o retratadas com
uma enorme riqueza de detalhes. Isto fica ainda mais evidenciado quando considera-
se a miniaturizac¸a˜o dos computadores, que ha´ 30 anos ocupavam andares inteiros de
pre´dios e recentemente, com a popularizac¸a˜o dos smartphones, cabem nos bolsos.
Ou seja, hoje, pode-se interagir com pessoas e eventos que acontecem a milhares de
quiloˆmetros de distaˆncia.
As mı´dias digitais tem papel fundamental neste novo universo ciberne´tico em
que vivemos. Grande parte dos usua´rios da rede mundial de computadores utiliza a
Internet para visualizar ou compartilhar algum tipo de mı´dia digital, seja ela escrita
ou atrave´s de vı´deos, a´udio e imagens. Notı´cias de diversos jornais distribuı´dos nos
cincos continentes podem ser lidos ao alcance de um click, inclusive com conteu´dos
exclusivamente digitais como vı´deos e a´udios online. Mu´sicas e filmes podem ter um
alcance muito maior devido a sua exposic¸a˜o na grande rede. Ale´m disso, o formato
digital facilita a criac¸a˜o, edic¸a˜o e compartilhamento destas mı´dias sem perdas de qua-
lidade e com um baixo custo. Estas vantagens determinaram a morte de tecnologias
analo´gicas, como a fita VHS e o disco de vinil.
Pore´m, sob a o´tica da protec¸a˜o de direitos autorais, adulterac¸a˜o indevida de
documentos e compartilhamento de informac¸o˜es sigilosas, as mı´dias digitais ainda
apresentam graves falhas, que se tornaram fruto de intenso estudo nos u´ltimos tem-
pos. Dentro da questa˜o de seguranc¸a destacam-se treˆs to´picos que sa˜o: a integri-
dade dos arquivos, visto que estes podem ser editados digitalmente; confidenciali-
dade, o qual se refere a` falta de sigilo da informac¸a˜o, pois os conteu´dos disponı´veis
na grande rede sa˜o facilmente acessı´veis; e a disponibilidade, ja´ que ha´ possibilidade
de co´pias e distribuic¸a˜o de mı´dias de forma na˜o autorizada. A indu´stria da mu´sica
e cinematogra´fica, por exemplo, perde uma grande quantidade de dinheiro todos os
anos devido a distribuic¸a˜o e co´pia ilegal de mu´sicas e filmes.
Os dispositivos tradicionais de protec¸a˜o de direitos autorais e de conteu´do ja´
1
na˜o sa˜o suficientes para conter o avanc¸o dos hackers. O combate a` pirataria digital
se da´ atrave´s de mandados judiciais para o fechamento dos sites que compartilham
estes arquivos. Todavia, esta pra´tica se mostra muito onerosa e com pouca efica´cia,
dado que qualquer computador pessoal conectado a` Internet e equipado com um
gravador/leitor de mı´dia e´ capaz de copiar e distribuir conteu´dos sem que os autores
recebam qualquer royalty pela obra.
Esquemas de protec¸a˜o antigos, como a inserc¸a˜o de informac¸o˜es no cabec¸alho
dos arquivos podem ser contornados com a simples edic¸a˜o e transformac¸a˜o do ar-
quivo. O uso de criptografia para restringir o acesso do conteu´do a usua´rios que
possuem uma chave criptogra´fica correta tambe´m e´ utilizado com frequeˆncia. Pore´m,
apo´s decriptado, o conteu´do fica disponı´vel para a co´pia e distribuic¸a˜o a crite´rio do
usua´rio portador da chave [2].
Assim, ha´ a necessidade de se adotar um me´todo de protec¸a˜o que seja intrı´nse-
co ao pro´prio sinal de mı´dia. Mesmo com a edic¸a˜o ou co´pia do conteu´do a informac¸a˜o
deve persistir no arquivo. Neste cena´rio surge a marcac¸a˜o digital de conteu´dos como
mais uma forma de protec¸a˜o, a qual, apesar de ainda na˜o solucionar todos os proble-
mas de distribuic¸a˜o, integridade e confidencialidade, permite inserir uma assinatura di-
gital no conteu´do que pode ser utilizado em diversas aplicac¸o˜es como gerenciamento
de direitos digitais, monitoramento de difusa˜o, prova de adulterac¸a˜o, entre outras [2].
A informac¸a˜o inserida num sinal digital de mı´dia e´ chamada de marca d’a´gua di-
gital. O processo de marcac¸a˜o se da´ atrave´s da incorporac¸a˜o de uma mensagem que
conte´m as informac¸o˜es que se deseja inserir em um sinal hospedeiro, que pode ser um
a´udio, vı´deo ou imagem. A saı´da do processo e´ um sinal que conte´m a mı´dia marcada
com uma informac¸a˜o. A ideia e´ que o sinal marcado possa ser copiado, reproduzido,
editado e/ou transformado e a marca seja sempre detecta´vel e decodifica´vel por um
processo decodificador computacional. O processo decodificador e´ capaz de receber
o sinal com a marca d’a´gua e detectar e extrair a mensagem que foi inserida no sinal
hospedeiro. A Figura 1.1 mostra o esquema de inserc¸a˜o e extrac¸a˜o da marca.
Comumente te´cnicas de criptografia e esteganografia sa˜o utilizadas em con-
junto na inserc¸a˜o da marca d’a´gua digital. A criptografia tem o objetivo de ocultar o
significado da mensagem, enquanto a esteganografia se preocupa em ocultar a exis-
teˆncia da mensagem. Assim, a marca se torna menos perceptı´vel e mais segura, pois
fica escondida no sinal hospedeiro e so´ o portador da chave de criptografia e´ capaz
de fazer a decodificac¸a˜o.
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Figura 1.1: Esquema de inserc~ao e extrac~ao da marca
Estas caracterı´sticas tornam a marcac¸a˜o digital de mı´dia uma tecnologia ex-
tremamente interessante. Ale´m das aplicac¸o˜es na a´rea digital, existe um potencial
da marcac¸a˜o de a´udio ser utilizado em transmisso˜es via canal acu´stico. Ja´ que os
processos de incorporac¸a˜o, geralmente, levam em considerac¸a˜o as propriedades es-
teganogra´ficas da marca no sinal hospedeiro. Essa possibilidade abre um grande
leque de novas aplicac¸o˜es para marcac¸a˜o de a´udios. Portanto, basicamente ha´ duas
categorias de aplicac¸o˜es [1]:
 Aquelas orientadas a` copyright e protec¸a˜o de propriedade intelectual, que pre-
zam pela robustez e seguranc¸a da marca a` ataques maliciosos.
 Aquelas relacionadas com a transmissa˜o de dados, que miram na inserc¸a˜o com
uma grande capacidade de informac¸a˜o e alta transpareˆncia, adicionando valor a`
conteu´dos digitais. Pore´m na˜o ha´ necessidade de alta robustez a` ataque malici-
osos, somente a manipulac¸o˜es cla´ssicas de a´udio (como filtragem passa-baixa
e compressa˜o com perdas).
1.1: Problema
A marcac¸a˜o digital em sua esseˆncia pode ser visto como uma forma de comu-
nicac¸a˜o. E´ desejado comunicar uma mensagem do incorporador da marca para o
receptor da marcac¸a˜o, passando por um canal de transmissa˜o. E´ natural, portanto,
que o processo de marcac¸a˜o seja modelado semelhante a` um sistema deste tipo [3].
A partir do momento que o sinal e´ processado pelo incorporador ele esta´ sujeito a
ataques, que podem ser feitos de forma consciente, por um terceiro com intenc¸o˜es
male´ficas, ou pelo processamento natural do canal de transmissa˜o do a´udio. Estas
distorc¸o˜es, muitas vezes, interferem na marcac¸a˜o tornando-as indecifra´veis ou remo-
vendo a informac¸a˜o que tinha sido previamente inserida.
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Ha´ uma gama de estrate´gias bem desenvolvidas para o uso de marcac¸o˜es
em ambientes digitais em que o a´udio na˜o sofre modificac¸o˜es ou que e´ considerado
somente a reamostragem e compressa˜o do sinal, que sa˜o processamentos comuns
neste tipo de ambiente. Por outro lado, sa˜o poucos os estudos que consideram a con-
versa˜o DA/AD e transmissa˜o do a´udio pelo meio acu´stico [4]. O canal acu´stico apre-
senta um obsta´culo, pois cada ambiente apresenta uma determinada caracterı´stica
e resposta em frequeˆncia em cada instante de tempo devido a reverberac¸a˜o das on-
das sonoras, ademais ha´ o problema dos ruı´dos do ambiente que sa˜o imprevisı´veis e
podem assumir diversas formas.
Ja´ existem te´cnicas de marcac¸a˜o que conseguem sobreviver a` transmissa˜o pelo
canal acu´stico [1, 5, 6, 7, 8, 9]. Contudo, a a´rea da marcac¸a˜o digital apresenta um
paradigma que relaciona a transpareˆncia da marcac¸a˜o, a capacidade de armazenar
informac¸a˜o e a robustez da marca. O uso marca d’a´gua robusta, necessa´ria para
garantir a integridade da informac¸a˜o ao passar pelo canal de transmissa˜o, em geral,
introduz uma considera´vel degradac¸a˜o na qualidade do som, devido a` forc¸a da marca
em relac¸a˜o ao sinal hospedeiro [10].
Um grande desafio desta a´rea de estudo esta´ em tornar a marcac¸a˜o resistente
ao canal acu´stico de forma a facilitar a extrac¸a˜o da informac¸a˜o incorporada ao sinal
hospedeiro, pore´m de forma a minimizar os problemas relacionados a transpareˆncia
da marca frente ao a´udio utilizado como hospedeiro. A equalizac¸a˜o do canal acu´stico,
apresentada em [1], e´ uma alternativa interessante e original para este problema.
Propo˜e-se utilizar a filtragem adaptativa para seguir a estrate´gia proposta em [1] e as-
sim tentar obter uma marcac¸a˜o que tenha robustez a` transmissa˜o pelo canal acu´stico
e apresente um nı´vel de transpareˆncia maior que a marcac¸a˜o sem a equalizac¸a˜o.
1.2: Estrutura do relato´rio
No Capı´tulo 2, e´ apresentada a empresa na qual o trabalho foi desenvolvido e o
contexto no qual esta pesquisa e´ u´til para o desenvolvimento dos produtos e servic¸os
oferecidos pela organizac¸a˜o.
No Capı´tulo 3, e´ feita uma ra´pida revisa˜o sobre a marcac¸a˜o digital de a´udios,
lista-se algumas te´cnicas de incorporac¸a˜o e extrac¸a˜o da marca e seus respectivos
pontos fortes e fracos. Ale´m de citar os principais tipos de ataques, maliciosos ou na˜o,
que estes a´udios marcados podem sofrer.
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Em seguida, no Capı´tulo 4, e´ feito um aprofundamento sobre o problema e a
soluc¸a˜o proposta. A transmissa˜o pelo meio acu´stico de a´udios marcados digitalmente
e´ abordada sob o ponto de vista de sistemas de comunicac¸a˜o. Tambe´m e´ feito um
embasamento teo´rico sobre a equalizac¸a˜o e as ferramentas utilizadas para se chegar
a` soluc¸a˜o pretendida.
O Capı´tulo 5, explica conceitualmente o tipo de marcac¸a˜o escolhida e a te´cnica
utilizada para a equalizac¸a˜o do sinal transmitido pelo canal acu´stico.
O Capı´tulo 6 aborda a implementac¸a˜o da soluc¸a˜o e os problemas enfrentados
durante este processo.
No Capı´tulo 7 e´ apresentado os resultados alcanc¸ados com a te´cnica proposta
e a interpretac¸a˜o destes nu´meros.
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Capı´tulo2: A Certimarca e o contexto do trabalho
A empresa na qual se desenvolveu este trabalho e´ a Certimarca Soluc¸o˜es Tec-
nolo´gicas. A organizac¸a˜o surgiu em 2009 como uma spin-off da Suntech Intelligence,
empresa fornecedora de soluc¸o˜es de inteligeˆncia em comunicac¸o˜es, conhecida naci-
onalmente e internacionalmente pelas suas inovac¸o˜es e lı´der de mercado no Brasil
para interceptac¸a˜o legal, retenc¸a˜o de dados e gerenciamento de rede. Em 2011, a
Suntech Intelligence se tornou uma empresa do grupo Verint e a Certimarca passou a
ser incubada no ParqTec Alfa, em Floriano´polis.
A Certimarca oferece soluc¸o˜es para conexa˜o de conteu´dos digitais relevantes a
produtos e bens de empresas. Com foco no uso de dispositivos mo´veis para disponi-
bilizar dados e informac¸o˜es por meio de call-to-actions. Os produtos da empresa sa˜o
apresentados em treˆs linhas:
 Certibrand - Soluc¸o˜es voltadas para a checagem de caracterı´sticas de produtos,
tais como autenticidade, rastreabilidade e qualidade dos produtos, atrave´s de
co´digos 2D associados a cada item. Os produtos desta linha possuem um cliente
WEB para gesta˜o do conteu´do a ser disponibilizado e outro cliente mo´vel para a
apresentac¸a˜o dos conteu´dos relacionados aos produtos rastreados.
 Certidocs - Esta linha de servic¸os envolve soluc¸o˜es para a integridade, autenti-
cidade e confidencialidade de documentos fı´sicos em papel. Com co´digos 2D,
marcac¸o˜es “invisı´veis ”e tarjas criptografadas.
 Certicontent - As marcac¸o˜es de conteu´dos digitais, tais como vı´deos, a´udios e
imagens, sa˜o os produtos oferecidos nessa linha. Cada marcac¸a˜o e´ feita sob
demanda para cada tipo de aplicac¸a˜o.
Nos u´ltimos meses a equipe de pesquisa esteve envolvida com o desenvol-
vimento de marcac¸o˜es de a´udios com alta robustez destinadas ao fingerprinting de
a´udios confidenciais armazenados em reposito´rio na rede. A marca desenvolvida so-
brevive a` uma lista grande de ataques, inclusive a` conversa˜o DA/AD e transmissa˜o via
canal acu´stico.
A partir do desenvolvimento desta marcac¸a˜o, surgiu o interesse de integrar as
marcac¸o˜es digitais de a´udio com a linha Certibrand, utilizando marcas d’a´gua trans-
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mitidas via canal acu´stico. Pore´m, uma condic¸a˜o necessa´ria para a viabilidade deste
produto e´ a elevada transpareˆncia da marca para que a marcac¸a˜o na˜o interfira na ex-
perieˆncia do usua´rio final que deseja escutar o a´udio com a mais alta qualidade. As
marcac¸o˜es desenvolvidas ate´ enta˜o, na˜o contemplavam estas caracterı´sticas.
Estudos foram feitos e novas te´cnicas implementadas, pore´m os trabalhos de-
senvolvidos nesta a´rea com foco na transmissa˜o da marcac¸a˜o pelo canal acu´stico sa˜o
limitados, e ate´ o momento nenhuma te´cnica testada conseguiu cumprir os requisitos
de transpareˆncia e/ou robustez necessa´rios para a aplicac¸a˜o desejada.
Em [1] propo˜e-se uma nova abordagem para o problema da transmissa˜o via
canal acu´stico com o uso de equalizadores. Todos os algoritmos testados e pesqui-
sados apostam no me´todo de inserc¸a˜o da marcac¸a˜o como meio de sobreviveˆncia da
marca frente a transmissa˜o via acu´stica. A equalizac¸a˜o do a´udio transmitido e´ uma
nova forma de adicionar robustez ao sistema, independente do tipo de marcac¸a˜o que
se tenha.
Portanto, este trabalho pretende seguir a mesma linha proposta em [1], pore´m,
propondo mudanc¸as na forma da estimac¸a˜o do canal. Tambe´m, ha´ a intenc¸a˜o de tes-
tar a soluc¸a˜o em ambiente real, para avaliar se ha´ melhora nas taxas de decodificac¸a˜o
dos sinais marcados transmitidos em relac¸a˜o a um sistema que na˜o usa a equalizac¸a˜o.
E assim, verificar se, com o aumento da robustez, e´ possı´vel diminuir a energia de
marcac¸a˜o e obter uma marca d’a´gua mais transparente.
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Capı´tulo3: A´udio digital
O crescente uso da Internet aliado a` conversa˜o do a´udio analo´gico para o for-
mato digital possibilitou a distribuic¸a˜o em massa de a´udios com um custo muito pe-
queno. A manipulac¸a˜o dos a´udios tambe´m foi facilitada, de forma tal que qualquer
indivı´duo possa fazer o download de softwares de edic¸a˜o que permitem executar mi-
xagens, cortes, equalizac¸a˜o, alterar caracterı´sticas do som como pitch, volume, enfim,
criar em casa um estu´dio de edic¸a˜o com processos que antes so´ podiam ser feitos
atrave´s de uma aparelhagem muito complexa. E´ inega´vel que o formato digital de
a´udio tornou muito mais conveniente o armazenamento, transmissa˜o e manipulac¸a˜o
de sons.
No caso do antigo sistema de gravac¸a˜o analo´gico de som, as ondas sono-
ras eram capturadas atrave´s de um transdutor, geralmente representado por um mi-
crofone. Atrave´s deste transdutor, as ondas sa˜o traduzidas em um sinal ele´trico
contı´nuo e amplificadas por um dispositivo eletroˆnico chamado de amplificador. Em
seguida, esse sinal ele´trico e´ convertido, por outro transdutor, em um sinal magne´tico
ou mecaˆnico, dependendo do tipo de armazenamento (fita k7 ou disco de vinil, por
exemplo). Para se reproduzir o som, e´ necessa´rio um alto-falante que recebe uma
onda como um sinal ele´trico amplificado, o qual foi transformado por um transdutor
que interpretou o sinal do seu formato magne´tico ou mecaˆnico. O alto falante gera o
som como conhecemos, atrave´s de ondas de pressa˜o no ar [11]. Estes dois processos
sa˜o ilustrados na Figura 3.1.
Figura 3.1: Sistema de gravac~ao e reproduc~ao analogico de audio
O grande problema deste tipo de sistema e´ que cada vez que o a´udio e´ trans-
8
formado por processos analo´gicos ele e´ distorcido e se distancia do sinal que foi cap-
turado. Portanto, a cada co´pia e edic¸a˜o destes a´udios ocorre um desvio no sinal
original. Mesmo quando armazenado o sinal sofre estas distorc¸o˜es. No caso da fita
k7 distorc¸o˜es magne´ticas e no vinil desgaste dos sulcos por onde passam as agulhas.
Dessa forma, a vida u´til e a capacidade de replicabilidade destas mı´dias analo´gicas e´
muito limitada se comparadas com as mı´dias digitais [11].
Ja´ no sistema digital, e´ feita a mesma conversa˜o de ondas sonoras para ondas
ele´tricas, pore´m apo´s este processo, o a´udio e´ transformado em um vetor de bits, por
uma placa AD instalada num computador. A onda ele´trica e´ amostrada a uma dada
taxa, chamada taxa de amostragem, normalmente dada em Hertz. A resoluc¸a˜o da
conversa˜o e´ dada em bits per sample, ou seja, quantos bits compo˜e uma amostra do
sinal. O sinal representado por um vetor de bits pode ser replicado infinitas vezes que
na˜o sera´ distorcido. Essa forma de representac¸a˜o tambe´m facilita o processamento
e edic¸a˜o do som. Pore´m, mesmo no formato digital, e´ inevita´vel a distorc¸a˜o causada
pelos sistemas analo´gicos envolvidos no processo de gravac¸a˜o e reproduc¸a˜o, como
os microfones, alto falantes, placas DA/AD e a pro´pria transmissa˜o pelo meio acu´stico.
3.1: Marcac¸a˜o em a´udio digital
A mı´dia digital, seja ela vı´deo, a´udio ou imagem, pode ser vista como um sinal.
A marcac¸a˜o desta mı´dia consiste na incorporac¸a˜o de um sinal de informac¸a˜o dentro
do sinal de mı´dia, de forma que o conteu´do da mı´dia continue inteligı´vel. A replicabi-
lidade das mı´dias digitais permite que a marcac¸a˜o persista na mı´dia independente de
quantas vezes for copiada ou reproduzida. O campo da marcac¸a˜o digital de a´udios,
apresenta um grande desafio se comparada com a marcac¸a˜o digital de vı´deos e ima-
gens. O sistema auditivo humano tem uma sensibilidade muito apurada o que torna
mais difı´cil ocultar uma informac¸a˜o no a´udio do que numa imagem ou vı´deo. Ale´m
disso, o sinal de a´udio conte´m somente uma dimensa˜o de dados, o que dificulta a
inserc¸a˜o de bits sem a distorc¸a˜o na qualidade do som [12].
3.1.1: A´reas de pesquisa
As pesquisas na a´rea de marca d’a´gua em a´udio seguem diversas abordagens.
Geralmente, a aplicac¸a˜o define qual abordagem sera´ privilegiada e qual te´cnica de
marcac¸a˜o cumpre melhor os objetivos exigidos. Abaixo, sa˜o resumidas as proprieda-
9
des consideradas mais relevantes para algoritmos de marcac¸a˜o de a´udio digital [2, 3].
3.1.1.1: Transpareˆncia
Na maioria das aplicac¸o˜es, o algoritmo de inserc¸a˜o da marca deve inserir dados
sem afetar a qualidade perceptual do sinal hospedeiro, ou seja do a´udio original. A
transpareˆncia da marca em um sinal e´ maior, quanto maior for a fidelidade do a´udio
marcado ao sinal original.
3.1.1.2: Seguranc¸a
Dependendo da aplicac¸a˜o, pode ser deseja´vel que somente pessoas autoriza-
das sejam capazes de extrair a informac¸a˜o inserida pela marcac¸a˜o. A seguranc¸a do
processo de marcac¸a˜o e´ interpretada da mesma maneira que a seguranc¸a de cripto-
grafia e´ tratada. Nenhum indivı´duo, mesmo que saiba que o sinal esteja carregando
uma marca, deve ser capaz de extraı´-la sem a chave de criptografia correta.
3.1.1.3: Capacidade
A capacidade, ou payload, de uma marcac¸a˜o e´ o nu´mero de bits inseridos por
uma unidade de tempo, geralmente dada em bits por segundo. O payload da marca
d’a´gua e´ definido pelo tipo de aplicac¸a˜o e algoritmo utilizados na marcac¸a˜o.
3.1.1.4: Robustez
A robustez de um algoritmo e´ definido como a habilidade do detector da marca
d’a´gua de extrair a marca depois de manipulac¸o˜es, ou ataques ao sinal marcado.
Aplicac¸o˜es geralmente requerem robustez frente a um universo pre´-definido de ata-
ques. Por outro lado, em alguns algoritmos a robustez e´ completamente indesejada,
sa˜o os chamados algoritmos de marcac¸a˜o fra´geis, que procuram identificar se o sinal
passou por algum tipo de processamento em seu caminho ate´ o destinata´rio.
3.1.1.5: Algoritmos cego ou na˜o-cego
Em algumas aplicac¸o˜es, os algoritmos de detecc¸a˜o podem precisar do a´udio
hospedeiro original para extrair a marca, esta e´ a chamada detecc¸a˜o na˜o-cega. Pore´m,
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se a aplicac¸a˜o na˜o tem acesso ao sinal original, a extrac¸a˜o deve ser feita somente com
o sinal transmitido, essa e´ denominada detecc¸a˜o cega.
3.1.1.6: Complexidade e custo computacional
O principal problema te´cnico que envolve a complexidade dos algoritmos de
inserc¸a˜o e detecc¸a˜o de marcas e´ o requisito temporal. Enquanto em algumas aplica-
c¸o˜es a inserc¸a˜o e detecc¸a˜o deve ser feita em tempo real, em outras, o tempo na˜o e´
um fator crucial. Outro fator importante e´ o tipo de software e hardware nos quais a
implementac¸a˜o deve ser feita. E´ esperado que com o crescimento do uso dos disposi-
tivos mo´veis, a demanda por aplicativos para estas plataformas aumente. Contudo, ha´
de se considerar o poder de processamento e memo´ria destes aparelhos, que muitas
vezes, limita o tipo de aplicac¸a˜o ou algoritmo utilizado.
3.1.1.7: Efica´cia da inserc¸a˜o
A efica´cia de um sistema de marcac¸a˜o e´ a probabilidade de decodificac¸a˜o
da marca logo apo´s a inserc¸a˜o, ou seja, sem passar por ataques ou processamen-
tos. Essa definic¸a˜o implica que sistemas de marca d’a´gua podem apresentar efica´cia
abaixo de 100%. A efica´cia de 100%, apesar de ser almejada, so´ e´ alcanc¸ada a um
custo muito alto em relac¸a˜o a`s outras propriedades. Dependendo da aplicac¸a˜o, pode
ser aceita´vel sacrificar um pouco da efica´cia para ter uma performance melhor em
outras caracterı´sticas, como transpareˆncia e capacidade.
E´ importante ressaltar que qualquer que seja a te´cnica implementada ha´ sem-
pre um trade-off entre robustez, capacidade de transmissa˜o e transpareˆncia. Estas
treˆs caracterı´sticas podem ser colocados num triaˆngulo como o da Figura 3.2. Quando
se quer uma alta robustez deve-se abrir ma˜o de uma alta transpareˆncia da marca e
capacidade ou vice-versa. Isto acontece, porqueˆ uma alta robustez, geralmente, re-
quer uma marca com uma energia muito forte, que compromete a transpareˆncia, e/ou
a redundaˆncia da informac¸a˜o, que compromete a capacidade. Ja´ marcas com alta
capacidade de transmissa˜o, apresentam sinais de marcac¸a˜o muito densos, que tor-
nam mais difı´cil a tarefa de escondeˆ-los no sinais hospedeiros sem comprometer a
qualidade do a´udio.
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Figura 3.2: Tria^ngulo de trade-o
3.1.2: Te´cnicas de marcac¸a˜o em a´udio digital
A marcac¸a˜o digital de a´udio e´ algo relativamente recente, os primeiros algorit-
mos que tratavam do assunto surgiram perto do ano de 1996. Algumas te´cnicas que
foram desenvolvidas para a marcac¸a˜o de vı´deos e imagens foram adaptadas para o
uso em sinais de a´udio [2]. Aos poucos novos me´todos veˆm sendo testados e outros
melhorados atrave´s da utilizac¸a˜o das caracterı´sticas do a´udio e do sistema auditivo
humano. A seguir, revisa-se as ideias ba´sicas de algumas das te´cnicas mais conheci-
das na a´rea da marcac¸a˜o digital de a´udio.
3.1.3: LSB – Least significant bit
A te´cnica LSB foi uma das primeiras a ser estudada no mundo das marcas
d’a´gua digitais, dada a simplicidade de sua teoria e implementac¸a˜o [2]. Como o pro´prio
nome ja´ diz, esta abordagem se utiliza dos bits menos significativos das amostras do
som para esconder a informac¸a˜o. Para a maior seguranc¸a da marcac¸a˜o, muitas vezes
e´ gerada uma chave de criptografia que determina quais amostras sera˜o selecionadas
para a modificac¸a˜o dos bits menos significativos.
A decodificac¸a˜o e´ feita de forma similar. Atrave´s da chave secreta sa˜o seleci-
onadas as amostras que foram modificadas e sa˜o lidos os bits menos significativos.
Juntando todos os bits lidos e´ formada a informac¸a˜o que foi escondida no a´udio. Para
se aumentar a robustez e´ deseja´vel repetir a informac¸a˜o va´rias vezes em um mesmo
sinal.
A modificac¸a˜o dos bits menos significativos introduz no sinal um ruı´do branco
gaussiano aditivo de baixa intensidade. A sensibilidade do sistema auditivo humano
limita o nu´mero de bits que podem ser modificados imperceptivelmente [2]. A maior
vantagem deste me´todo e´ a alta capacidade de armazenagem de dados. Em um
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a´udio amostrado a 44 kHz e´ possı´vel armazenar 44 kbps usando somente um bit por
amostra. Por outro lado, a desvantagem evidente e´ a baixı´ssima robustez da marca.
A simples adic¸a˜o de ruı´do, conversa˜o DA/AD ou compressa˜o podem comprometer a
marcac¸a˜o.
3.1.4: Ocultamento de “eco”
A te´cnica de ocultamento por “eco” e´ bastante explorada na literatura, principal-
mente pelas suas caracterı´sticas que garantem uma alta qualidade do sinal marcado.
A transpareˆncia da marca e´ um ponto forte deste tipo de abordagem. Pode-se dizer
que a diferenc¸a ba´sica entre se ouvir um sinal de a´udio sem marcac¸a˜o e um marcado
com ocultamento por “eco”, e´ a mesma de se ouvir um som com fones de ouvido e
caixas de som. Com os fones so´ se ouve o som original, ja´ com as caixas se ouve o
som original somado com “ecos”, causados pela acu´stica de um ambiente [13].
Figura 3.3: Para^metros de inserc~ao do \eco"
A abordagem original descrita em [13], utiliza somente um pulso de “eco” deslo-
cado por um atraso , d0 ou d1 dependendo do bit que se quer inserir, e multiplicado
por um fator  de decaimento. Portanto, o a´udio e´ dividido em va´rias partes e em
cada parte e´ adicionado um “eco” com um atraso que representa o bit inserido. Na
detecc¸a˜o o sinal tambe´m e´ dividido e a identificac¸a˜o dos “ecos” se da´ pela ana´lise
do cepstrum de cada parte do sinal [13]. E´ verificado um grande pico no gra´fico do
cepstrum exatamente sobre o atraso que foi inserido durante a marcac¸a˜o, se o pico
esta´ em d0 o bit codificado e´ 0, caso esteja em d1 o bit e´ 1. Assim, apo´s verificar todos
os pedac¸os do a´udio, se tem a informac¸a˜o que foi inserida pelo processo de marcac¸a˜o
de a´udio digital.
13
Apesar da vasta literatura trazendo melhorias para esta te´cnica, a robustez da
marcac¸a˜o ainda e´ uma desvantagem se comparada a abordagens que utilizam o
domı´nio da frequeˆncia para esconder informac¸a˜o. Por estar inserida no domı´nio do
tempo a informac¸a˜o e´ facilmente corrompida pela compressa˜o, adic¸a˜o de ruı´do, entre
outros tipos de processamentos muito comuns no mundo do a´udio digital.
3.1.5: Codificac¸a˜o de fase
Os me´todos de codificac¸a˜o por fase se utilizam da falta de sensibilidade do
sistema de audic¸a˜o humano a mudanc¸as absolutas na fase de um sinal. A te´cnica
funciona substituindo a fase do inı´cio de um segmento por uma de duas fases de re-
fereˆncia. Estas fases de refereˆncia esta˜o relacionadas com os bits 0 e 1. Para manter
a distorc¸a˜o de fase no menor nı´vel possı´vel, sa˜o feitos ajustes nas fases dos segmen-
tos adjacentes para que a diferenc¸a relativa entre eles seja mantida. A inserc¸a˜o e´ feita
da seguinte forma:
1. O sinal original e´ dividido em pequenos segmentos cujo o tamanho e´ igual ao da
mensagem que se quer inserir;
2. A DFT e´ aplicada em cada segmento e e´ obtido um sinal complexo, com magni-
tude e fase;
3. A diferenc¸a entre fases adjacentes sa˜o calculadas;
4. A mudanc¸a de fase entre segmentos consecutivos e´ facilmente detecta´vel. Em
outras palavras, o valor absoluto da fase dos segmentos pode ser mudada,
pore´m a diferenc¸a relativa entre fases de segmentos adjacentes deve ser pre-
servada. Portanto, a informac¸a˜o so´ e´ inserida no vetor de fase do primeiro seg-
mento do sinal. Coloca-se uma fase de 90 para um bit 1 e -90 para um bit 0,
por exemplo;
5. Um novo sinal complexo e´ criado usando a nova fase do primeiro segmento e as
diferenc¸as originais entre as fases;
6. Usando a fase do novo sinal complexo e a magnitude do sinal complexo original,
aplica-se a IDFT e concatena-se os segmentos.
Para fazer a extrac¸a˜o o decodificador deve saber exatamente o tamanho do segmento.
Enta˜o e´ feita a DFT para se conseguir a fase do sinal e assim retirar a informac¸a˜o.
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Uma grande desvantagem deste me´todo e´ a baixa capacidade do algoritmo, visto que
a mensagem e´ inserida somente no primeiro segmento do sinal [14].
3.1.6: Espalhamento espectral
O me´todo de espalhamento em frequeˆncia e´ um exemplo de me´todo de correla-
c¸a˜o que insere uma sequeˆncia pseudoaleato´ria e detecta a marca d’a´gua calculando
a correlac¸a˜o entre a sequeˆncia de ruı´do pseudoaleato´rio e o a´udio marcado. Este
me´todo apresenta grande robustez frente a diversos ataques.
Figura 3.4: Um esquema tpico de inserc~ao do metodo de espalhamento em freque^ncia
O princı´pio desta te´cnica e´ espalhar uma sequeˆncia pseudoaleato´ria por todo
o sinal de a´udio. O ruı´do de banda larga pode ser espalhado tanto no domı´nio do
tempo quanto no transformado. Transformadas usadas frequentemente sa˜o a DCT,
DFT e DWT. A mensagem bina´ria da marca d’a´gua bipolar b = f 1;+1g e´ modulada
por uma sequeˆncia pseudoaleato´ria p(n) gerada por uma chave secreta. Enta˜o, a
marcac¸a˜o modulada r(n) = bp(n) e´ escalada de acordo com a energia requerida do
sinal hospedeiro s(n). O fator de escala  controla o compromisso entre robustez e
transpareˆncia da marca. Segundo mostrado na Figura 3.4, o sinal modulado e´ somado
ao a´udio original para produzir o a´udio marcado u(n) dessa forma:
u(n) = s(n) + r(n) (3.1)
Dado que a sequeˆncia pseudoaleato´ria p(n) e´ conhecida e pode ser gerada de novo
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atrave´s da chave secreta, as marcas sa˜o detectadas usando a correlac¸a˜o linear entre
u(n) e p(n):
c =
1
N
N 1X
i=0
u(i)p(i)
=
1
N
N 1X
i=0
s(i)p(i) +
1
N
N 1X
i=0
bp2(i) (3.2)
Sendo N o comprimento do sinal. Assume-se que o primeiro termo da Equac¸a˜o (3.2)
e´ muito pequeno, uma vez que s(n) e p(n) sa˜o descorrelacionados. Entretanto, na˜o e´
sempre o caso. Se o primeiro termo tiver magnitude similar ou maior que o segundo
termo, a detecc¸a˜o podera´ ser incorreta. Usando o valor da correlac¸a˜o c e um limite
pre´-definido  , as saı´das detectadas sa˜o:
m =
(
1 , se c > 
0 , se c  
3.2: Ataques e Processamentos Comuns
A digitalizac¸a˜o dos sinais sonoros traz muitas facilidades e comodidades, como
citado anteriormente. O armazenamento, distribuic¸a˜o e manipulac¸a˜o de a´udios e´ feita
de forma mais conveniente e fa´cil. Contudo, o processamento de a´udio digital, no
caso de arquivos marcados, pode ser feito de forma male´fica a fim de destruir a
marcac¸a˜o e impossibilitar decodificador de extrair a marca. Ou, mesmo que na˜o te-
nham a intenc¸a˜o, certos tipos de processamento de sinal podem interferir na marcac¸a˜o
feita no a´udio, tornando a marca ilegı´vel.
Dependendo da abordagem utilizada para inserir a marca, alguns tipos de pro-
cessamento sa˜o mais danosos que outros. Abaixo segue uma lista com categorias de
ataques baseadas no modo que o processamento afeta o a´udio [15].
 Dinaˆmicos – Mudam o perfil de intensidades do arquivo de a´udio. Aumentar
ou diminuir as intensidades sa˜o os ataques mais ba´sicos. Limitar, expandir e
comprimir sa˜o ataques mais complexos, pois introduzemmudanc¸as na˜o lineares;
 Filtros – Filtros aumentam ou cortam uma parte do espectro de frequeˆncia. Os
filtros mais ba´sicos sa˜o os passa-baixa e passa-alta. Equalizadores tambe´m
podem ser vistos como filtros, geralmente sa˜o usados para aumentar ou diminuir
partes do espectro;
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 Ambiente – Este grupo consiste de efeitos de a´udio que simulam o efeito de uma
sala. Os mais comuns sa˜o os efeitos de reverberac¸a˜o e atraso, que oferecem
uma vasta gama de paraˆmetros dependendo da qualidade do efeito;
 Conversa˜o – Arquivos de a´udio esta˜o sujeitos a mudanc¸as no formato. Faixas de
a´udio mono devem ser dobradas para uso em ambientes este´reo. Frequeˆncias
de amostragem podem variar de 8 kHz para 96 kHz, assim como a resoluc¸a˜o
que pode mudar de 16 para 24 bits por amostra, por exemplo;
 Compressa˜o com perdas – Algoritmos de compressa˜o de a´udio baseados em
efeitos psicoacu´stico sa˜o usados para reduzir a quantidade de informac¸o˜es de
a´udio por um determinado fator;
 Ruı´do – Ruı´do pode ser o resultado da maioria dos ataques aqui descritos. Mui-
tos dos componentes de hardware na cadeia de a´udio introduzem ruı´dos no
sinal. Entretanto, pode-se inserir ruı´do num sinal com o objetivo de destruir a
marca d’a´gua do a´udio;
 Modulac¸a˜o – Efeitos de modulac¸a˜o como vibrato (consiste na oscilac¸a˜o de uma
corda de um instrumento musical), efeito de coro, modulac¸a˜o de amplitude ou
efeito de flanging (quando a distaˆncia entre a fonte sonora, a a´rea refletora e
o ouvinte varia), presentes em softwares de edic¸a˜o de a´udio podem afetar a
marcac¸a˜o do sinal;
 Estreitamento do tempo, deslocamento de pitch e tempo – Estas manipulac¸o˜es
mudam o tamanho de um a´udio sem mudar o pitch ou mudam o pitch sem alte-
rar o tamanho do a´udio. Estes ataques tambe´m podem ser classificados como
ataques de distorc¸a˜o geome´trica. Sa˜o utilizados para sintonia fina ou ajuste de
partes de a´udio em janelas de tempo. Pitch e´ uma sensac¸a˜o auditiva na qual
um ouvinte atribui tons musicais para posic¸o˜es relativas a uma escala musical
baseada primariamente na frequeˆncia de vibrac¸a˜o [16]. Por outro lado, o tempo
e´ a velocidade ou o ritmo de um determinado som. O tempo e´ medido em beats
per minute, que indica quantas batidas devem ser tocadas por minuto;
 Ataques nas amostras – Este grupo consiste de algoritmos que na˜o sa˜o usa-
dos para manipulac¸a˜o de a´udio em ambientes normais. Sa˜o ataques que, em
sua maioria, teˆm objetivos nefastos em relac¸a˜o a marcac¸a˜o. Exemplos sa˜o
permutac¸a˜o de amostras e retirada de amostras de forma perio´dica ou na˜o.
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Capı´tulo4: O canal acu´stico e a equalizac¸a˜o adaptativa
A maioria das marcac¸o˜es de a´udio sa˜o desenhadas para sobreviver somente
a` ataques no mundo digital. Processos de conversa˜o de formato de arquivo, com-
pressa˜o e re quantizac¸a˜o sa˜o comuns neste tipo de ambiente. Por outro lado, poucas
sa˜o as marcac¸o˜es que consideram a transmissa˜o via canal analo´gico [4]. Tambe´m
sa˜o poucos trabalhos que se dedicam a entender os efeitos da conversa˜o DA/AD e da
transmissa˜o pelo meio acu´stico [10, 17]. Em geral, pode-se dizer que o sinal trans-
mitido por um canal acu´stico sofre com a adic¸a˜o de ruı´do, tanto nas placas DA/AD
e amplificadores, como do pro´prio ambiente acu´stico; modificac¸o˜es na energia, de-
vido aos amplificadores; modificac¸o˜es no espectro de frequeˆncia, pelas respostas em
frequeˆncia do microfone e caixas acu´sticas; e por fim distorc¸o˜es devido a reverberac¸a˜o
do som no ambiente [10].
Este trabalho pretende focar na reduc¸a˜o das distorc¸o˜es causadas pelas re-
verberac¸o˜es do som no ambiente e verificar se atrave´s dessa reduc¸a˜o e´ possı´vel
aumentar a robustez de uma marcac¸a˜o a` conversa˜o DA/AD e transmissa˜o pelo meio
acu´stico. Pretende-se com isso conseguir diminuir a energia da marcac¸a˜o, tornando-a
imperceptı´vel, pore´m mantendo um bom nı´vel de robustez a este tipo de manipulac¸a˜o
do a´udio.
Figura 4.1: Convers~ao DA/AD com transmiss~ao pelo canal acustico
4.1: Canal Acu´stico
O som e´ uma onda mecaˆnica de pressa˜o que se propaga de forma longitudinal.
Diferente das ondas de luz, o som necessita de ummeio para existir. Uma onda sonora
pode viajar por diversos meios e materiais, entre os mais comuns esta˜o o ar (meio
gasoso), a´gua (meio lı´quido) e metal (meio so´lido). Os sinais sonoros apresentam
caracterı´sticas como comprimento de onda, amplitude e frequeˆncia. A velocidade de
propagac¸a˜o das ondas depende do meio em que o som se desloca. Fatores como
a umidade, temperatura e tipo de interac¸a˜o entre as mole´culas do meio modificam a
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velocidade em que estas ondas viajam. As ondas sonoras tambe´m obedecem aos
mesmos fenoˆmenos gerais da propagac¸a˜o ondulato´ria, sofrendo reflexa˜o, refrac¸a˜o,
difusa˜o e difrac¸a˜o.
Devido a estes fenoˆmenos, o sinal de som emitido por uma fonte sonora na˜o e´
ideˆntico ao que chega num receptor. Quando uma onda sonora incide sobre um ma-
terial, parte da energia e´ absorvida e outra refletida. Dependendo das caracterı´sticas
da superfı´cie e da onda incidente, o som refletido e´ espalhado em direc¸o˜es aleato´rias
[18]. As ondas sonoras no interior de uma sala refletem em paredes e objetos, perdem
energia, mudam de direc¸a˜o e sofrem atrasos com a propagac¸a˜o no ar, construindo in-
terfereˆncias aditivas e destrutivas entre os sinais sonoros [19]. Um receptor, portanto,
recebe o sinal sonoro que percorre o caminho direto sem influencia de obsta´culos,
e uma parcela indireta, constituı´da de todas estas outras ondas que foram refletidas
pelo ambiente, e que chegam atrasadas e atenuadas. O som que viaja diretamente do
emissor ate´ o ouvinte contribui com a sensac¸a˜o de sonoridade, clareza e localizac¸a˜o,
ja´ as reflexo˜es que chegam atenuadas e atrasadas sa˜o responsa´veis pela percepc¸a˜o
de prolongamento do som [20].
Figura 4.2: Ondas reetem no ambiente e chegam atrasadas ao receptor
Basicamente, a reverberac¸a˜o em um ambiente pode ser caracterizada pela res-
posta ao impulso do ambiente [21]. Esta resposta representa um modelo de como
o som se comporta em relac¸a˜o a`quela exata posic¸a˜o no ambiente e aquele instante
de tempo. Variac¸o˜es no ambiente como mudanc¸a de lugar de objetos ou do recep-
tor/emissor, obsta´culos transitando e ate´ mudanc¸as na umidade e temperatura, podem
levar a diferentes respostas ao impulso para um mesmo ambiente [22].
A caracterı´stica de multipercurso dos sinais sonoros causa um efeito bem co-
nhecido dos sistemas de telecomunicac¸o˜es, a interfereˆncia intersimbo´lica. Esta distorc¸a˜o
e´ caracterizada pela interfereˆncia de um sı´mbolo transmitido em sı´mbolos seguintes.
Acontece em sistemas de propagac¸a˜o mu´ltipla e canais limitados em banda. Na Figura
4.3 podemos ver um exemplo do que esta distorc¸a˜o faz ao sinal. O sı´mbolo enviado e´
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espalhado no tempo de uma maneira que os pro´ximos pulsos que chegam ao receptor
sa˜o afetados pela contribuic¸a˜o do sı´mbolo anterior. Este efeito pode causar erros na
interpretac¸a˜o dos pulsos transmitidos.
(a) Pulsos enviados (b) Efeito do canal de transmiss~ao sobre os pulsos
Figura 4.3: ISI na transmiss~ao de pulsos
Existem algumas maneiras de reduzir os efeitos destas interfereˆncias. Uma ma-
neira muito rudimentar, e´ aumentar o atraso entre os pulsos enviados ate´ que toda a
contribuic¸a˜o de um pulso tenha se extinguido. Pore´m, essa soluc¸a˜o dificilmente e´ ado-
tada nos dias de hoje, pois os sistemas atuais requerem uma taxa de transmissa˜o cada
vez maior. A opc¸a˜o adotada neste trabalho e´ a equalizac¸a˜o, que pretende inverter o
efeito do canal convolutivo atrave´s de um filtro, tornando a resposta em frequeˆncia do
sistema plana.
Ale´m da reverberac¸a˜o, o receptor esta´ sujeito a interfereˆncia do ruı´do ambiente.
Ruı´do pode ser considerado todo som que na˜o e´ desejado e degrada o a´udio que se
deseja escutar. Estamos sujeitos ao ruı´do em qualquer ambiente que estivermos, seja
o ruı´do da ventoinha do computador, o barulho do ar-condicionado, pessoas falando,
etc.
Portanto, o canal acu´stico, num dado instante de tempo, pode ser modelado
como um filtro linear do tipo FIR seguido de um ruı´do aditivo [23].
u^(n) = s(n)  c(n) + (n) (4.1)
Em que c(n) e´ a resposta ao impulso do canal acu´stico num instante de tempo, s(n)
e´ o a´udio emitido, (n) representa o ruı´do ambiente e u^(n) e´ o a´udio resultante apo´s
passar pelo canal de transmissa˜o acu´stico.
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4.1.1: Estado da arte - Marca d’a´gua digital no canal acu´stico
A sobreviveˆncia da marcac¸a˜o digital em ambientes acu´sticos e´ um tema ainda
limitado na literatura. Poucos sa˜o os artigos que clamam a robustez da marcac¸a˜o de
a´udio e mostram os resultados de testes frente ao canal acu´stico, alguns exemplos
sa˜o: [1, 5, 6, 7, 8, 9] .
Em [6] e´ utilizado a LCM, para incorporar e extrair a marca mesmo em situac¸o˜es
de ataques extremos, como os geome´tricos de estreitamento de tempo e mudanc¸a de
pitch. A marca e´ incorporada na frequeˆncia com a DFT e mapeada para o domı´nio
logarı´tmico atrave´s da ferramenta de LCM. Ja´ em [5] um sistema de transmissa˜o de
informac¸o˜es via ra´dio para passageiros de automo´veis e´ proposto. A ideia e´ incorporar
ao a´udio do ra´dio uma marcac¸a˜o no domı´nio DCT. Outro que se utiliza do domı´nio DCT
para adicionar a marca ao sinal hospedeiro e´ [9].
A transformada discreta de Fourier e´ usada por [7], pore´m um esquema envol-
vendo o re-ordenamento dos bits de informac¸a˜o e´ feito para melhorar a robustez e a
transpareˆncia da marca. O autor em [8], desenvolve um sistema com dois alto falantes
para misturar a marca com o a´udio hospedeiro no ar em tempo real. O objetivo e´ via-
bilizar a marcac¸a˜o em concertos de mu´sica para que a marca seja recuperada por dis-
positivos mo´veis da plateia. Sua marcac¸a˜o e´ desenvolvida no domı´nio da frequeˆncia
por uma matriz bi-dimensional pseudoaleato´ria.
Todos os autores citados se utilizam de te´cnicas baseadas no espalhamento
de frequeˆncias abordado na Sec¸a˜o 3.1.6. A principal justificativa para o uso do es-
palhamento na frequeˆncia e´ sua robustez, se comparada com os outros me´todos de
marcac¸a˜o. O trabalho de [1] se diferencia pela elaborac¸a˜o de uma soluc¸a˜o ativa ale´m
do projeto da marcac¸a˜o. E´ proposto um equalizador para inverter os efeitos danosos
da reverberac¸a˜o em ambientes acu´sticos e assim tornar a marca mais robusta este
tipo de ataque.
4.2: Equalizac¸a˜o
A equalizac¸a˜o por filtragem visa reverter efeitos indesejados em um sinal que
passa por um canal na˜o ideal de transmissa˜o. Na pra´tica, poucos canais podem ser
considerados ideais com um espectro de frequeˆncia passa-tudo [24]. A maioria, pos-
sui atenuac¸o˜es e amplificac¸o˜es em diferentes frequeˆncias que modificam o sinal trans-
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mitido, muitas vezes descaracterizando-o e causando problemas como a ISI. Abaixo
segue um modelo ba´sico de transmissa˜o de dados atrave´s de um canal com equali-
zador.
Figura 4.4: Transmiss~ao com canal e equalizador
A intenc¸a˜o do equalizador Eq(z) e´ deixar a resposta em frequeˆncia do sistema
plana. Idealmente, o sinal que for transmitido chegara´ no destino sem distorc¸o˜es,
independente da sua banda de frequeˆncia. Isso significa que a resposta ao impulso
do conjunto C(z)  Eq(z) sera´ um impulso deslocado no tempo [25].
C(z)  Eq(z) = (z  D)
Eq(z) = (z D)
C(z)
(4.2)
Esta soluc¸a˜o e´ conhecida como zero forcing equalizer, pois visa compensar
completamente os efeitos do canal de transmissa˜o forc¸ando o erro introduzido pela
ISI a zero. O ZFE na˜o considera o ruı´do que pode ser adicionado ao sinal durante a
transmissa˜o. Portanto, se o canal apresentar nulos espectrais, o equalizador apresen-
tara´ um ganho enorme nessa faixa de frequeˆncia, na tentativa de inverter a atenuac¸a˜o
causada pelo nulo espectral. Este ganho, por sua vez, pode amplificar o ruı´do, se este
tiver componentes na faixa de frequeˆncia do nulo espectral [25, 23].
Uma alternativa que considera a introduc¸a˜o do ruı´do no sistema e´ a equalizac¸a˜o
pela minimizac¸a˜o do erro quadra´tico me´dio entre um sinal de treinamento e o sinal
filtrado pelo equalizador. Esta soluc¸a˜o e´ considerada um bom compromisso entre
minimizac¸a˜o da ISI e reduc¸a˜o dos efeitos male´ficos do ruı´do. Pois, o equalizador
desvia da soluc¸a˜o o´tima da Equac¸a˜o 4.2, na tentativa de compensar o ruı´do. Por isso,
num ambiente com ruı´do a func¸a˜o de transfereˆncia do equalizador na˜o e´ exatamente
a inversa do canal convolutivo [25].
Os dois tipos de equalizadores citados apresentam problemas quando as dis-
torc¸o˜es devidas a ISI e ao ruı´do sa˜o muito severas [23]. Para estas situac¸o˜es um
equalizador na˜o-linear chamado decision-feedback equalizer pode ser utilizado. Este
equalizador combina a soluc¸a˜o do MMSE com a realimentac¸a˜o atrave´s de um se-
gundo filtro adaptativo, que pretende utilizar a decisa˜o de sı´mbolos anteriores para
anular a interfereˆncia destes sı´mbolos sobre a decisa˜o dos sı´mbolos presentes [25].
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Os sistemas de equalizac¸a˜o podem ser classificados quanto ao seu modo de
operac¸a˜o, em adaptativos ou na˜o adaptativos. Os equalizadores na˜o adaptativos fo-
ram os primeiros a serem desenvolvidos e eram usados em sistemas em que o canal
era invariante. O equalizador na˜o tinha o poder de modificar seus coeficientes ao longo
do tempo e, portanto, tinha seu comportamento pre´-estabelecido mediante pre´vio es-
tudo do canal que iria ser equalizado. Ja´ os equalizadores adaptativos sa˜o mais re-
centes e consideram que o canal apresenta caracterı´sticas que variam ao longo do
tempo, e assim na˜o podem ser equalizados por um filtro esta´tico. E´ necessa´rio que os
coeficientes do equalizador se adaptem a`s mudanc¸as que ocorrem no canal ao longo
do tempo.
Assim como os sistemas de marca d’a´gua, os equalizadores adaptativos podem
ser divididos em cegos (autodidatas), e na˜o cegos (supervisionados). Os equalizado-
res na˜o cegos se utilizam de sinais de treinamento transmitidos periodicamente pelo
canal que se quer equalizar. Ao receber estes sinais modificados pelo canal, pode-se
estimar a influeˆncia do canal convolutivo no sinal de treinamento e, enta˜o, e´ possı´vel
adaptar os coeficientes do equalizador. Os equalizadores cegos na˜o dispo˜em de si-
nais de treinamento, por este motivo devem fazer a equalizac¸a˜o a`s cegas, justificando
seu nome. Nesta implementac¸a˜o, atrave´s das estatı´sticas do sinal emitido e do sinal
recebido e´ possı´vel estimar os efeitos do canal de comunicac¸a˜o e assim lidar melhor
com o sinal distorcido.
4.2.1: Filtragem Adaptativa
Dentro do processamento de sinais, um recurso muito utilizado e´ a filtragem.
Um filtro e´ um dispositivo que mapeia um sinal de entrada em um sinal de saı´da para
facilitar a ana´lise e extrac¸a˜o de informac¸o˜es contidas no sinal de entrada. Se o filtro e´
linear, o sinal de saı´da sera´ uma func¸a˜o linear do sinal de entrada. Os filtros podem ser
classificados em dois grandes grupos: os filtros invariantes no tempo e os variantes
[25].
Os invariantes, mante´m sua estrutura e paraˆmetros fixos ao longo do tempo e
independentes do ambiente e sinais de entrada. Estes filtros sa˜o usados quando se
tem uma ideia clara e definida das especificac¸o˜es requeridas pelo sistema. Uma vez
adquiridas estas especificac¸o˜es sa˜o necessa´rios treˆs passos para se obter um filtro,
sa˜o elas: a aproximac¸a˜o da especificac¸a˜o por uma func¸a˜o de transfereˆncia, a escolha
de uma estrutura apropriada e definic¸a˜o da forma de implementac¸a˜o do algoritmo.
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Problemas que na˜o tem especificac¸o˜es bem definidas ou que variam ao longo
do tempo sa˜o, geralmente, tratados com filtros adaptativos. Estes filtros sa˜o consi-
derados variantes, pois ha´ uma atualizac¸a˜o dos seus paraˆmetros ao longo do tempo
para atingir determinado requerimento. A variac¸a˜o dos paraˆmetros depende do sinal
de entrada, de um sinal de refereˆncia e do algoritmo de minimizac¸a˜o de erro adotado.
Esta dependeˆncia para atualizac¸a˜o dos paraˆmetros leva a outra consequeˆncia que e´
a na˜o linearidade deste tipo de filtro. Pore´m se analisarmos a transformac¸a˜o desem-
penhada por ele em um determinado instante congelado de tempo, pode-se verificar
a linearidade da operac¸a˜o, pois os sinais de saı´da sa˜o func¸a˜o linear dos sinais de
entrada.
Figura 4.5: Congurac~ao basica de um ltro adaptativo.
A Figura 4.5 mostra um exemplo ba´sico da estrutura que um filtro adaptativo
pode assumir. Percebe-se o sinal de entrada x(k) e o sinal desejado d(k), sendo
k e´ nu´mero da iterac¸a˜o. O sinal de erro e(k) e´ calculado como a diferenc¸a entre a
saı´da do filtro e o sinal de refereˆncia. Este erro e(k) e´ entrada de um algoritmo que
descreve certo desempenho esperado ou func¸a˜o objetivo, que determina a atualizac¸a˜o
necessa´ria nos coeficientes do filtro.
Segundo [25], a especificac¸a˜o de um sistema adaptativo descrito na Figura 4.5,
consiste de treˆs itens:
1. Aplicac¸a˜o - O tipo de aplicac¸a˜o depende dos sinais medidos do ambiente e es-
colhidos pelo projetista para serem os sinais de entrada e refereˆncia. Ha´ muitas
aplicac¸o˜es a`s quais este tipo de soluc¸a˜o e´ via´vel, entre elas esta´ o cancelamento
de eco, identificac¸a˜o de sistemas, beamforming adaptativo, equalizac¸a˜o e can-
celamento de ruı´do.
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2. Estrutura do filtro adaptativo - A estrutura do filtro influencia na complexidade
computacional do processo e no nu´mero necessa´rio de iterac¸o˜es para chegar a
um determinado nı´vel de desempenho esperado. Basicamente ha´ duas manei-
ras de se implementar um filtro digital adaptativo, e o que as distingue e´ a forma
da resposta ao impulso. Ha´ a resposta finita ao impulso e a resposta infinita ao
impulso. A saı´da de um filtro FIR e´ simplesmente a soma ponderada das u´ltimas
amostras de entrada. A ordem do filtro FIR indica sua memo´ria. Enquanto o filtro
IIR faz o mesmo procedimento, pore´m adiciona a soma ponderada de amostras
de saı´da passadas a` soma descrita acima. Portanto, o filtro FIR e´ considerado
na˜o recursivo e o IIR recursivo. A recursividade do IIR pode, muitas vezes, levar
a` instabilidade devido ao crescimento das amostras de saı´da que por sua vez
fazem os pesos do filtro crescerem exponencialmente, levando ao overflow.
3. Algoritmo - E´ o processo que determina o desempenho que se quer obter na
utilizac¸a˜o do filtro. O algoritmo e´ determinado pela definic¸a˜o do me´todo de busca
(ou algoritmo de minimizac¸a˜o), func¸a˜o objetivo e natureza do sinal de erro.
O objetivo ba´sico de um filtro adaptativo e´ achar um conjunto de coeficientes
(k) que minimize uma func¸a˜o F , que depende do sinal de entrada, do sinal de saı´da
e da refereˆncia, portanto F (x(k); y(k); d(k)). Os coeficientes (k) devem convergir para
um o(k) que fac¸a y(k) se aproximar ao ma´ximo de d(k), idealmente com erro igual a
zero. Os me´todos mais conhecidos e utilizados para esta minimizac¸a˜o sa˜o: o me´todo
de Newton, me´todos Quasi-Newton e o me´todo do gradiente [25]. O primeiro e´ um
me´todo que procura o mı´nimo de uma aproximac¸a˜o de segunda ordem da func¸a˜o
objetivo, usando uma fo´rmula de atualizac¸a˜o de paraˆmetros iterativa. Os me´todos
Quasi-Newton sa˜o uma simplificac¸a˜o do me´todo de Newton que se utiliza de recursi-
vidade para realizar a minimizac¸a˜o. E o me´todo do gradiente toma a direc¸a˜o oposta
ao vetor gradiente da func¸a˜o objetivo para achar o ponto de mı´nimo desta func¸a˜o.
O me´todo escolhido para implementac¸a˜o e´ o do gradiente, principalmente pela
baixa complexidade. Os me´todos de Newton e Quasi-Newton geralmente apresen-
tam uma maior taxa de convergeˆncia, pore´m sa˜o mais custosos computacionalmente,
ale´m de que os me´todos Quasi-Newton podem apresentar instabilidade devido a re-
cursividade utilizada nos ca´lculos [25].
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4.2.1.1: Filtro de Wiener
Uma das func¸o˜es de custo mais utilizadas e´ a do erro me´dio quadra´tico. Se-
guindo o exemplo da Figure 4.5, podemos defini-la assim:
F [e(k)] = "(k) = E[e2(k)] = E[d2(k)  2d(k)y(k) + y2(k)] (4.3)
Considerando o filtro com resposta ao impulso finita, temos que:
y(k) =
N 1X
i=0
wi(k)x(k   i) = wt(k)x(k) (4.4)
Sendo x(k) = [x(k); x(k 1); : : : ; x(k N+1)]t o vetor de entrada ew(k) = [w0(k); w1(k);
: : : ; wN 1(k)]t os coeficientes do filtro, em que N e´ o tamanho do filtro. Em um caso
linear com um filtro de coeficientes fixos e em um ambiente estaciona´rio podemos
reescrever a Equac¸a˜o 4.3 desta forma:
" = E[d2(k)]  2wtE[d(k)x(k)] +wtE[x(k)xt(k)]w
= E[d2(k)]  2wtp+wtRw (4.5)
Em que R e´ a auto correlac¸a˜o do vetor de entrada e p e´ a correlac¸a˜o cruzada entre
o sinal de refereˆncia e o sinal de entrada. O vetor gradiente do MSE relacionado aos
coeficientes do filtro e´:
gw =
r"
rw =  2p+ 2Rw (4.6)
Se igualarmos o vetor gradiente a zero e considerarmos R na˜o singular, os valores
o´timos dos coeficientes do filtro de Wiener sa˜o dados por:
wo = R
 1p (4.7)
Infelizmente, na pra´tica na˜o conhecemos com precisa˜o R e p. Uma estimac¸a˜o destas
matrizes e´ feita pelos algoritmos adaptativos e assim uma aproximac¸a˜o da soluc¸a˜o de
Wiener e´ alcanc¸ada.
4.2.1.2: LMS - Least Mean Square
O algoritmo de busca LMS tenta achar os coeficientes de um filtro adaptativo
capaz de minimizar o erro me´dio quadra´tico. Para isso, utiliza-se de simplificac¸o˜es
do me´todo do gradiente. O LMS e´ um dos me´todos mais utilizados devido a sua
baixa complexidade computacional, sua convergeˆncia em ambiente estaciona´rio e
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convergeˆncia, na me´dia, para a soluc¸a˜o de Wiener.
Toma-se o resultado da Sec¸a˜o 4.2.1.1 , a soluc¸a˜o de Wiener:
wo = R
 1p (4.8)
Sendo R = E[x(k)xt(k)], p = E[d(k)x(k)] e assumindo que d(k) e x(k) sa˜o conjunta-
mente estaciona´rios no sentido amplo. Se considerarmos o me´todo do gradiente, que
atualiza os coeficientes de acordo com o sentido contra´rio do gradiente multiplicado
por um passo de convergeˆncia, e estimac¸o˜es das matrizes R e p, denominadas R^ e
p^, temos:
w(k + 1) = w(k)  g^w(k)
= w(k) + 2(p^(k)  R^(k)w(k)) (4.9)
Em que g^w(k) representa uma estimac¸a˜o do gradiente da func¸a˜o objetivo em relac¸a˜o
aos coeficientes do filtro. Uma estimativa possı´vel para R^ e p^ e´:
R^ = x(k)xt(k) (4.10)
p^ = d(k)x(k) (4.11)
Pode-se assim definir a estimativa g^w(k) como:
g^w(k) =  2d(k)x(k) + 2x(k)xt(k)w(k)
= 2x(k)( d(k) + xt(k)w(k))
=  2e(k)x(k) (4.12)
Substitui-se g^w(k) na Equac¸a˜o 4.9 e obte´m-se :
w(k + 1) = w(k) + 2e(k)x(k) (4.13)
Que representa a equac¸a˜o de atualizac¸a˜o dos coeficientes do filtro segundo o algo-
ritmo LMS. O fator  e´ um passo de atualizac¸a˜o que deve ser escolhido cuidado-
samente, pois um valor muito pequeno pode fazer o algoritmo demorar a convergir,
enquanto um valor grande pode fazer os coeficientes convergirem de forma ra´pida,
pore´m com um erro em excesso grande, ou instabilizar o algoritmo.
O algoritmo nunca ira´ chegar a` soluc¸a˜o o´tima deWiener, devido a`s simplificac¸o˜es
e estimac¸o˜es assumidas para a realizac¸a˜o do me´todo. Todavia, os coeficientes do fil-
tro tendem a` soluc¸a˜o de Wiener com um erro mı´nimo.
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4.2.1.3: NLMS - Normalized Least Mean Square
Muitos algoritmos surgiram a partir de derivac¸o˜es do LMS, o NLMS ou LMS nor-
malizado e´ um destes me´todos. Variac¸o˜es de poteˆncia em x(k) levam a variac¸o˜es sig-
nificativas no ajuste dos coeficientes de w(k) no LMS. Na tentativa de melhorar o com-
portamento de convergeˆncia do algoritmo, buscou-se modificar o fator de atualizac¸a˜o
 de forma que este varie de acordo com o sinal de entrada x(k), minimizando o erro
instantaˆneo [25].
Faz-se a normalizac¸a˜o em relac¸a˜o a` poteˆncia de x(k), deixando a func¸a˜o de
atualizac¸a˜o dos vetores do filtro desta forma:
w(k + 1) = w(k) +

"+ xt(k)x(k)
e(k)x(k) (4.14)
O paraˆmetro " e´ um fator de seguranc¸a para na˜o haver divisa˜o por zero. E 
e´ introduzido para controlar desajustes, pois todas as derivac¸o˜es para a construc¸a˜o
deste algoritmo esta˜o baseadas em valores instantaˆneos do erros quadra´ticos e na˜o
no erro quadra´tico me´dio [25].
4.2.1.4: AFA - Adaptive Filter with Averaging
Outro me´todo que apresenta um custo computacional baixo e resultados satis-
fato´rios e´ o AFA. Este algoritmo leva em considerac¸a˜o os resultados de iterac¸o˜es pas-
sadas para atualizar os coeficientes do filtro. Toma-se a me´dia dos coeficientes passa-
dos para se determinar o coeficiente presente, assim como a me´dia da multiplicac¸a˜o
entre o sinal de entrada e o erro. Abaixo segue a func¸a˜o de atualizac¸a˜o dos coeficien-
tes do filtro:
w(k + 1) = w(k)  1
k
kX
i=1
e(i)x(i) (4.15)
Em que:
w(k) =
1
k
kX
i=1
w(i)
0:5 <  < 1
O desempenho deste algoritmo e´ comprovado por [26] e [27]. Suas principais vanta-
gens sa˜o a alta convergeˆncia e a simplicidade, tornando-o uma boa escolha para a
implementac¸a˜o em problemas que necessitam de baixa complexidade computacional
e ra´pida convergeˆncia.
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Capı´tulo5: Marca d’a´gua digital utilizando equalizac¸a˜o
adaptativa
Um sistema de marca d’a´gua digital e´ em sua esseˆncia um sistema de comu-
nicac¸a˜o [3]. Uma mensagem e´ modulada dentro de um sinal hospedeiro e trans-
mitida por um canal ate´ um receptor que faz a demodulac¸a˜o e decodificac¸a˜o desta
informac¸a˜o. Para este sistema, o a´udio hospedeiro e´ considerado um ruı´do e a marca
e´ a informac¸a˜o relevante que deve ser recuperada. O principal desafio dos sistemas
de marcac¸a˜o de a´udio digital e´ incorporar a marcac¸a˜o no som hospedeiro de forma
mais transparente possı´vel, robusta a` manipulac¸o˜es e com uma boa capacidade de
transmissa˜o de informac¸a˜o. Como foi citado na Sec¸a˜o 3.1, no projeto da marca d’a´gua,
sempre ha´ um maior compromisso com uma destas caracterı´sticas em detrimento das
outras.
Poucos trabalhos na a´rea de marcac¸a˜o de a´udio digital apresentam bons resul-
tados a transmissa˜o em ambiente acu´stico e os que conseguem provar sua robustez,
pecam na transpareˆncia da marca. Dado que, em geral, e´ difı´cil para os sistemas
de marcac¸a˜o conciliar a transpareˆncia com a robustez, e´ testado um dispositivo inde-
pendente a` marca para tentar anular a influeˆncia da ISI do canal acu´stico e com isso
alcanc¸ar uma melhor relac¸a˜o entre transpareˆncia e robustez. A equalizac¸a˜o se mostra
uma soluc¸a˜o para este problema, pois seu objetivo e´ tornar o espectro de frequeˆncia
do sistema de transmissa˜o plano, reduzindo a ISI e a distorc¸a˜o do espectro. O ca-
nal acu´stico apresenta diferentes respostas impulsivas para diferentes posic¸o˜es no
espac¸o e no tempo, por isso, o uso da filtragem adaptativa e´ indicada como meio de
estimar os efeitos do canal.
As caracterı´sticas dos sistemas de marcac¸a˜o apresentam boa compatibilidade
com os sistemas de equalizac¸a˜o adaptativa supervisionada, aquele que e´ necessa´rio
transmitir uma sequeˆncia de treinamento para estimar a influeˆncia do canal sobre
o sinal em questa˜o. E´ comum que marcac¸o˜es robustas apresentem dois tipos de
informac¸a˜o incorporadas no sinal hospedeiro, uma informac¸a˜o referente a` sincroniza-
c¸a˜o, devido a` ataques de dessincronizac¸a˜o, e outra a` mensagem que se quer trans-
mitir. A sequeˆncia de sincronizac¸a˜o e´ conhecida do processo extrator e e´ transmitida
periodicamente, para identificac¸a˜o do inı´cio e fim de cada marcac¸a˜o, e portanto, tem
potencial para ser utilizada como sinal de treinamento para a equalizac¸a˜o supervisi-
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onada. Assim, na˜o e´ necessa´rio interromper o a´udio hospedeiro para a transmissa˜o
de um sinal piloto de treinamento e pode-se atualizar a func¸a˜o de transfereˆncia do
equalizador periodicamente.
Em [1] e´ proposto um sistema inovador para aumentar a robustez da marcac¸a˜o
a` transmissa˜o no ambiente acu´stico incluindo, justamente, a equalizac¸a˜o do canal
para reduzir os efeitos da ISI. A soluc¸a˜o e´ formulada em dois passos, a estimac¸a˜o do
canal acu´stico, atrave´s de uma te´cnica denominada de RICE, e sua posterior inversa˜o.
Utiliza-se um filtro zero forcing, na˜o causal, com resposta finita ao impulso para equa-
lizar o canal. O autor mostra atrave´s de testes no canal acu´stico a reduc¸a˜o da BER de
0.2 para 9*10 4 quando o bitrate e´ de 100 bps, o que significa um excelente resultado.
Pore´m na˜o ha´ clareza das condic¸o˜es de realizac¸a˜o dos testes e na˜o ha´ indicac¸a˜o
sobre a forc¸a da marcac¸a˜o utilizada. O tempo necessa´rio para que cada estimac¸a˜o
de canal chegue a uma boa aproximac¸a˜o do canal real e´ de aproximadamente 2,5
segundos, que e´ um tempo muito longo na qual nenhuma informac¸a˜o u´til e´ transmi-
tida, apenas e´ feito o treinamento do equalizador. Ale´m disso, o autor considera a
marcac¸a˜o sempre sincronizada, o que inviabiliza a aplicac¸a˜o pra´tica da soluc¸a˜o, uma
vez que a conversa˜o AD/DA e a transmissa˜o do som pelo canal acu´stico e´ uma das
formas mais comuns de dessincronizac¸a˜o [17].
Com a substituic¸a˜o do me´todo de estimac¸a˜o de [1] por uma te´cnica de filtragem
adaptativa, procura-se fazer uma estimac¸a˜o mais ra´pida do canal e em intervalos de
tempo menores, para que a equalizac¸a˜o acompanhe as modificac¸o˜es que possam
acontecer no canal acu´stico e na˜o se desperdice tanta banda com o treinamento do
equalizador. Apesar da equalizac¸a˜o zero forcing na˜o ser a mais indicada para o caso
do canal de transmissa˜o acu´stico, devido ao problema com a intensificac¸a˜o do ruı´do,
averigua-se a existeˆncia ou na˜o de ganhos para o sistema com o uso desta soluc¸a˜o em
situac¸o˜es reais. O objetivo e´ facilitar o processo de decodificac¸a˜o, adicionando uma
maior robustez a transmissa˜o acu´stica do sinal e assim conseguir diminuir a energia
da marca ate´ um ponto que a torne inaudı´vel.
5.1: A marcac¸a˜o digital de a´udio
O esquema de inserc¸a˜o escolhido para ser implementado e´ o mesmo usado em
[1] e melhor descrita em [28]. E´ um me´todo aditivo, ou seja, que incorpora a marca
atrave´s da soma do sinal hospedeiro com o sinal de marcac¸a˜o. O autor propo˜e uma
marca focada na transmissa˜o de uma informac¸a˜o oculta em um sinal de a´udio e na˜o na
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protec¸a˜o de conteu´do, portanto a inaudibilidade da marca frente ao a´udio hospedeiro e´
privilegiada em relac¸a˜o a` robustez do sistema a` ataques e manipulac¸o˜es. A detecc¸a˜o
e´ feita a`s cegas, pois o sinal hospedeiro na˜o esta´ disponı´vel em sua forma original
para o detector, somente o sinal distorcido pela marcac¸a˜o.
Figura 5.1: Esquema de marcac~ao
Um esquema da marcac¸a˜o pode ser visualizado na Figura 5.1, para a ana´lise
do sistema de marcac¸a˜o o canal e´ considerado ideal. O sinal s(n) representa um sinal
portador, como uma mu´sica ou qualquer outro a´udio, que deve carregar a informac¸a˜o
que se deseja esconder, representada por ak. Este sinal por sua vez, passa por
uma modulac¸a˜o e pelo mascaramento psicoacu´stico que esconde a informac¸a˜o nas
frequeˆncias de s(n).
Para a extrac¸a˜o da informac¸a˜o, o mesmo processamento psicoacu´stico e´ feito,
pore´m desta vez sobre o sinal u^(n), ja´ que na˜o dispomos de s(n). As caracterı´sticas
psicoacu´sticas de s(n) e u^(n) podem ser consideradas muito similares ja´ que a con-
tribuic¸a˜o de energia da marcac¸a˜o sobre o sinal portador e´ muito pequena. Assim,
consegue-se inverter o efeito do mascaramento deixando as frequeˆncias em que a
informac¸a˜o foi inserida mais aparentes. Apo´s isso, o sinal v(n) passa por filtros de
Wiener, que realc¸am as frequeˆncias em que o sinal modulado se encontra. E por fim,
ha´ a demodulac¸a˜o e a decodificac¸a˜o que recupera a informac¸a˜o inserida no inı´cio do
processo.
5.1.1: Incorporador
O incorporador da marca e´ feito de forma muito simples com o auxı´lio do mas-
caramento psicoacu´stico. Em [28], a informac¸a˜o que se deseja esconder e´ traduzida
em sı´mbolos ak que sa˜o selecionado de um alfabeto A = fa0; :::; aK 1g de sı´mbolos. O
modulador conte´mK vetores pk(n), ortogonais e espalhados na frequeˆncia, e cada ve-
tor corresponde a um sı´mbolo ak. Portanto, o sinal de marcac¸a˜o r(n) e´ obtido atrave´s
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deste diciona´rio de acordo com a informac¸a˜o que se deseja inserir no a´udio. E´ im-
portante salientar que e´ utilizada uma sequeˆncia de sincronia, modulada da mesma
forma, antes de cada bloco de informac¸a˜o. A sincronizac¸a˜o e´ importante para o extra-
tor tomar conhecimento de onde inicia e termina uma marcac¸a˜o.
Para a construc¸a˜o do filtro H(z) e´ utilizada a modelagem psicoacu´stica do
a´udio s(n). Esta modelagem tira proveito das propriedades psicoacu´sticas do ou-
vido humano. Um limiar de mascaramento Ms(f) e´ criado a partir do modelamento
psicoacu´stico em janelas de N amostras do sinal s(n). O mo´dulo do filtro H(z) cor-
responde ao limiar de mascaramento em frequeˆncia Ms(f), e e´ atualizado a cada N
amostras. Finalmente, o sinal r(n) e´ filtrado por H(z) e adicionado ao a´udio portador
s(n), como mostrado abaixo:
u(n) = r(n)  h(n) + s(n) (5.1)
5.1.2: Extrator
O extrator da marca utiliza filtros de Wiener IIR na˜o causais, com intuito de
minimizar o MSE entre as sequeˆncias pseudoaleato´rias do alfabeto e as sequeˆncias
pseudoaleato´rias corrompidas com o a´udio hospedeiro, e assim, facilitar a extrac¸a˜o
da sequeˆncia p^k(n) que corresponde ao sı´mbolo a^k. Antes, o sinal u^(n) e´ recebido e
passa pelo processamento psicoacu´stico para gerar o filtro G(z). O limiar de mascara-
mento do sinal s(n) e u^(n),Ms(f) eMu^(f), respectivamente, podem ser considerados
muito parecidos devido a` influeˆncia que s(n) tem sobre u^(n). Portanto, considera-se
H 1(z) = G(z), e assim, G(z) inverte o efeito de mascaramento deixando o sinal r^(n)
mais aparente.
Para a realizac¸a˜o da filtragem de Wiener IIR na˜o causal, tem-se que [29]:
v(n) = g(n)  u^(n)  r(n) + (n) (5.2)
(n) = s(n)  g(n) (5.3)
Em que g(n) e´ a resposta ao impulso do filtro G(z) e u^(n) e´ u(n) distorcido pelo ca-
nal. Assumindo que (n) e r(n) sa˜o processos de me´dia nula, descorrelacionados e
aleato´rios, o filtro de Wiener IIR na˜o causal para realce e´ dado por [29]:
FW (ej!) =
Pr(e
j!)
Pr(ej!) + P(ej!)
(5.4)
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Em que Pr(ej!) e´ o espectro de poteˆncia de r(n) e Pv(ej!) = Pr(ej!) + P(ej!) e´ o
espectro de poteˆncia de v(n). Percebe-se que nas bandas de frequeˆncias em que
Pr >> P a magnitude da resposta e´ aproximadamente um, enquanto nas outras
bandas de frequeˆncias ha´ uma atenuac¸a˜o. Deste modo, ha´ um realce dos segmentos
do sinal em que cada sequeˆncia pk(n) foi inserida. E atrave´s da correlac¸a˜o pode-se
encontrar qual sı´mbolo ak do diciona´rio A foi adicionado naquela porc¸a˜o de sinal.
5.2: Equalizac¸a˜o com filtro zero forcing
Em [1] e´ apresentado uma equalizac¸a˜o do canal acu´stico atrave´s de um filtro
zero forcing. No artigo, o filtro e´ estruturado em duas fases. Primeiro uma estimac¸a˜o
do canal acu´stico atrave´s de um filtro FIR, para conhecer suas caracterı´sticas e seu
efeito no a´udio transmitido. E depois, e´ feita a inversa˜o do filtro de estimac¸a˜o com o
algoritmo de least squares.
A soluc¸a˜o desenvolvida em [1] na˜o apresenta compromisso com as variac¸o˜es
do canal acu´stico. O canal e´ considerado esta´tico durante o perı´odo entre duas
estimac¸o˜es e isto pode levar ate´ 5 segundos, que significa um longo perı´odo. A
estimac¸a˜o e´ feita atrave´s de um sinal de treinamento de tamanho considera´vel, aproxi-
madamente 2,5 segundos. Durante todo este tempo, a banda e´ utilizada para passar
informac¸o˜es irrelevantes para o extrator da marca, caracterizando um enorme des-
perdı´cio. A proposta e´ fazer esta estimac¸a˜o em perı´odos menores e, portanto, a pre-
missa de que entre estes perı´odos o canal e´ esta´tico pode ser aceita, ale´m de liberar
a banda de transmissa˜o para transmitir informac¸o˜es realmente relevantes.
5.2.1: Estimac¸a˜o do canal
Para a estimac¸a˜o do canal, usa-se a filtragem adaptativa em uma estrutura
propı´cia para a aproximac¸a˜o do canal. Esta estrutura pode ser vista pela Figura 5.2
que utiliza a mesma notac¸a˜o da Sec¸a˜o 4.2.1, com x(k), y(k), d(k) e e(k), sendo o sinal
de entrada do filtro adaptativo, sinal filtrado por w(k), sinal desejado e sinal de erro,
respectivamente.
A estrutura adaptada ao sistema de marcac¸a˜o digital de a´udio fica como de-
monstrado na Figura 5.3, em que u(n), e´ o sinal marcado, r(n) e´ o sinal de marcac¸a˜o,
que nesta Sec¸a˜o para fins de simplificac¸a˜o e´ considerado contendo somente a sequeˆn-
cia de sincronia, e e(n) e´ o sinal de erro. O ideal e´ que o mesmo sinal que passe pelo
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canal desconhecido seja a entrada do filtro adaptativo, pore´m isso na˜o e´ possı´vel de-
vido a` indisponibilidade do sinal hospedeiro no extrator, uma vez que o algoritmo de
marca d’a´gua utilizado e´ do tipo cego. A soluc¸a˜o e´ usar a sequeˆncia de sincronia, que
esta´ disponı´vel no extrator, como sinal de treinamento do filtro adaptativo. Assim, o
sinal hospedeiro e´ considerado um ruı´do no sinal de sincronia.
Figura 5.2: Sistema de identicac~ao
Figura 5.3: Sistema de identicac~ao baseado na marca d'agua
O sinal marcado apo´s passar pelo canal e´:
u^(n) = s^(n) + r^(n) + (n)
= c(n)  s(n) + c(n)  r(n) + (n) (5.5)
Em que s^(n) e r^(n) sa˜o verso˜es distorcidas pelo canal c(n) dos sinais s(n) e r(n)
e (n) e´ o ruı´do ambiente. Para desenvolver esta estimac¸a˜o, ignora-se os efeitos dos
mascaramentos psicoacu´sticos e considera-se s(n), r(n) e (n) independentes entre
si e com me´dia nula. Outra premissa adotada e´ que o canal e´ estaciona´rio durante
o perı´odo de estimac¸a˜o. Conforme a Figura 5.3 o sinal desejado e´ o sinal marcado
distorcido pelo canal acu´stico:
d(n) = u^(n) = s^(n) + r^(n) + (n) (5.6)
O sinal de entrada do filtro adaptativo e´:
x(n) = r(n) (5.7)
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E, portanto, o sinal de erro e´:
e(n) = u^(n)  w(n)  r(n) (5.8)
Em seguida, define-se s(n) = [s(n); s(n   1); : : : ; s(n   L + 1)]t e r(n) = [r(n); r(n  
1); : : : ; r(n L+1)]t como notac¸o˜es matriciais de s(n) e r(n) e os vetores c = [c0; c1; :::;
cL 1]t e w = [w0; w1; :::; wL 1]t, como os coeficientes do canal e filtro adaptativo, res-
pectivamente. A intenc¸a˜o e´ que os coeficientes do filtro adaptativo w se aproximem
ao ma´ximo dos coeficientes do canal c, e desta forma:
ctr(n)  wtr(n) (5.9)
Utiliza-se o crite´rio de minimizac¸a˜o do erro quadra´tico:
J(w) = E[e2(n)]
= E[u^2(n)]  2wtE[r(n)ctr(n)]  2E[r(n)ctr(n)]tw + 2wtE[r(n)rt(n)]w (5.10)
Pode-se reescrever os termos acima como:
E[u^2(n)] = 2u^ (5.11)
E[r(n)ctr(n)] = pr (5.12)
E[r(n)rt(n)] = Rr (5.13)
Em queRr e pr sa˜o, respectivamente, a aproximac¸a˜o da autocorrelac¸a˜o e da correlac¸a˜o
cruzada do sinal da marca d’a´gua com sua versa˜o distorcida pelo canal. Com isso a
superfı´cie de desempenho e´:
J(w) = 2u^   22prtw + 2wtRrw (5.14)
Derivando em relac¸a˜o aos coeficientes do filtro adaptativo e igualando a zero para se
obter o ponto de mı´nimo e o valor de mı´nimo da func¸a˜o de custo, chega-se a`:
wo = Rr
 1pr (5.15)
Jmin(w) = 
2
u^  wtopr (5.16)
Percebe-se enta˜o que os coeficientes do filtro adaptativo wo minimizam a superfı´cie
de desempenho e convergem para os coeficientes do filtro do canal de transmissa˜o c.
O filtro wo na˜o depende das caracterı´sticas do sinal hospedeiro. Isso comprova que e´
possı´vel fazer a estimac¸a˜o do canal, mesmo transmitindo a marca junto de um sinal
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hospedeiro.
5.2.2: Equalizac¸a˜o do canal
Na sequeˆncia e´ feito o mesmo procedimento descrito em [1] para a inversa˜o do
canal estimado. Considera-se que w(n) e´ uma boa estimac¸a˜o de c(n). O filtro FIR
w 1(n) e´ a estimac¸a˜o o´tima, pelo algoritmo de mı´nimos quadrados, do filtro inverso
que cancela os efeitos da ISI devido ao canal acu´stico. Para isso:
w(n)  w 1(n) = (n) (5.17)
A soluc¸a˜o final na forma matricial da soluc¸a˜o do mı´nimos quadrados e´ dada por:2664
w 10
...
w 1N 0w 1
3775 = (WtW) 1Wtd (5.18)
Em queN 0w eNw sa˜o os tamanhos dos vetores de estimac¸a˜ow 1 ew respectivamente,
W e´ a matriz Toeplitz de dimenso˜es (N 0w + Nw)xN 0w construı´da a partir da estimac¸a˜o
w e d = [0; : : : ; 0; 1; 0; : : : ; 0]t e´ a representac¸a˜o vetorial do impulso unita´rio atrasado
de N 0w=2 + 1 amostras [1, 25]. Em [30], ha´ um estudo mais aprofundado sobre a
formulac¸a˜o de equalizadores zero forcing com o algoritmo de least squares.
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Capı´tulo6: Implementac¸a˜o
A soluc¸a˜o desenvolvida foi implementada no ambiente do MatLab R devido a
familiaridade e facilidade com a programac¸a˜o nesta plataforma. Ale´m disso, o projeto
foi feito em cara´ter de proto´tipo, portanto, na˜o houve a exigeˆncia de cumprir requisitos
rı´gidos de tempo de processamento e alocac¸a˜o de memo´ria.
Devido a problemas com a implementac¸a˜o do mascaramento psicoacu´stico,
prevista em [1, 28], esta etapa da marcac¸a˜o foi retirada da soluc¸a˜o. Pore´m, isto na˜o
compromete os objetivos do projeto. A implicac¸a˜o da retirada desta etapa e´ que a
marca sem o mascaramento deve ter uma forc¸a menor para ser inaudı´vel aos ouvidos
humanos.
Este capı´tulo esta´ dividido em quatro sec¸o˜es que conte´m a explicac¸a˜o es-
pecı´fica de cada processo envolvido e representado no esquema simplificado da Fi-
gura 6.1.
Figura 6.1: Esquema geral do sistema implementado
6.1: Incorporador da marca
O primeiro passo foi implementar o sistema de marcac¸a˜o com o espalhamento
na frequeˆncia. O algoritmo de incorporac¸a˜o da marca e´ bastante simples e foi feito
como descrito na Sec¸a˜o 5.1.1. O sinal de informac¸a˜o b = [b(0); b(1); : : : ; b(K   1)]t e´
composta por uma sequeˆncia bina´ria, que representa a mensagem que sera´ inserida
no sinal hospedeiro s(n). A notac¸a˜o si(n) = [s(n); s(n+ 1); : : : ; s(n+ i  1)]t e´ utilizada
quando queremos representar um frame de s(n) com tamanho i. O alfabeto foi sim-
plificado e substituı´do por dois vetores de modulac¸a˜o p1 = [p(0); p(1); : : : ; p(Np  1)]t e
p0 = [ p(0); p(1); : : : ; p(Np 1)]t, que representam as sequeˆncias pseudoaleato´rias
de distribuic¸a˜o gaussiana branca. A sequeˆncia p1 e´ usada para representar o bit 1 e p0
para representar o bit 0. O sinal de sincronia sync = [sync(0); sync(1); : : : ; sync(Nsync 
1)]t tambe´m e´ uma sequeˆncia pseudoaleato´ria de distribuic¸a˜o gaussiana branca e e´
incorporado antes de cada mensagem modulada, assim se sabe quando comec¸a e
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termina cada marca. Nsync, Np e K representam o tamanho do vetor de sincronia, do
vetor de modulac¸a˜o de informac¸a˜o e da mensagem em bits, respectivamente. Por-
tanto, o sinal de marcac¸a˜o completo tem tamanho N = Nsync +K  Np. A Figura 6.2
mostra o esquema do incorporador implementado.
Figura 6.2: Esquema do incorporador da marca
Abaixo segue os passos utilizados para a incorporac¸a˜o:
1. A func¸a˜o de incorporac¸a˜o recebe como argumentos o a´udio hospedeiro s(n) e a
mensagem b.
2. E´ modulado o sinal da marcac¸a˜o com a sequeˆncia de sincronia sync seguida de
K sequeˆncias pb(k). O sinal de marcac¸a˜o completo e´ r = [synct;ptb(0);p
t
b(1); : : : ;
pb(K 1)t ]t.
3. A marca e´ multiplicada pelo fator de escala  e inserida no sinal hospedeiro
uN(n) = sN(n) + r.
4. Se for necessa´rio, outras marcac¸o˜es podem ser inseridas repetindo o processo
a partir do Item 2, com n = n+N .
5. A func¸a˜o retorna o sinal marcado e o nu´mero de marcac¸o˜es inseridas.
6.2: Canal de transmissa˜o
O efeito do canal acu´stico na transmissa˜o da marcac¸a˜o e´ simulado atrave´s da
modelagem digital deste canal de transmissa˜o, assim, pode-se isolar e controlar os
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efeitos introduzidos no sinal marcado. O uso do modelo economiza tempo e torna
os testes da soluc¸a˜o implementada mais a´geis e fa´ceis de mensurar. O modelo e´
Figura 6.3: Modelo do canal acustico
feito de forma aproximada atrave´s da transmissa˜o de um sinal ja´ conhecido pelas
caixas acu´sticas e sua posterior gravac¸a˜o por ummicrofone conectado ao computador.
O sinal transmitido deve ter componentes em toda a banda de frequeˆncia para que
os efeitos do canal sejam avaliados em todo espectro. Por isso, o sinal escolhido
para a transmissa˜o e´ um ruı´do branco. O canal convolutivo estimado e´ um filtro FIR
representado matricialmente por c^(n) = [c^0(n); c^1(n); : : : ; c^Nc^ 1(n)]
t. O ruı´do acu´stico
e´ capturado do ambiente e usado para criar um filtro que da´ forma ao ruı´do branco
gaussiano que e´ adicionado ao modelo. O co´digo para a modelagem foi implementado
em MatLab R por outro membro da empresa para testes da mesma natureza.
Na Figura 6.4, pode-se observar o espectro de poteˆncia de um sinal conhecido
passando pelo modelo e o mesmo sinal transmitido pelas caixas acu´sticas e gravado
por um microfone. O modelo e a gravac¸a˜o foram feitas na mesma posic¸a˜o relativa
entre o emissor do som e o receptor. A aproximac¸a˜o e´ considerada boa e va´lida para
testar a soluc¸a˜o, dada a proximidade das duas respostas.
Infelizmente, atrave´s deste me´todo na˜o se consegue isolar a influeˆncia acu´stica
da reverberac¸a˜o. O sinal que e´ transmitido passa, ale´m do canal acu´stico, pela con-
versa˜o AD e DA, cuja influeˆncia cria ruı´dos de quantizac¸a˜o, distorce a escala temporal,
provoca mudanc¸as no espectro de frequeˆncia do a´udio, principalmente devido a` res-
posta em frequeˆncia da caixa acu´stica e microfone [4, 10]. Pore´m, como o filtro adap-
tativo estima os efeitos aplicados sobre sinal de treinamento, a partir do momento que
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Figura 6.4: Espectro de pote^ncia do sinal gravado e sinal estimado pelo modelo
este e´ inserido no sinal hospedeiro ate´ sua gravac¸a˜o para decodificac¸a˜o, a influeˆncia
combinada da resposta em frequeˆncia das caixas acu´sticas, canal acu´stico e micro-
fone e´ equalizada pelo filtro zero forcing.
6.3: Equalizac¸a˜o zero forcing
O filtro zero forcing e´ desenvolvido em duas etapas. Primeiro, estima-se o canal
de transmissa˜o do a´udio com o auxı´lio da filtragem adaptativa que em seguida, e´
utilizado para inverter os efeitos do canal. Foram selecionados os treˆs algoritmos
descritos na Sec¸a˜o 4.2.1 para a estimac¸a˜o, sa˜o eles: LMS, NLMS e AFA. Os principais
motivos para a utilizac¸a˜o destes algoritmos foram a simplicidade e baixa complexidade
computacional.
Inicialmente, e´ feita a sincronia do sinal distorcido, tendo em vista que a con-
versa˜o DA/AD desloca o sinal no tempo. O filtro de Wiener IIR na˜o causal e´ construı´do
com o PSD do sinal de sincronia, que e´ previamente calculado, dividido pelo PSD do
frame u^Nsync(n), composto por Nsync amostras.
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WR(ej!) =
PSD(sync)
PSD(u^Nsync(n))
(6.1)
O filtro e´ truncado e aplicado sobre o frame u^Nsync(n) do sinal distorcido para
realce da marca de treinamento. Assim que e´ identificado o pico pela correlac¸a˜o e´ feita
a sincronizac¸a˜o das amostras. Se o pico na˜o for identificado, repete-se o procedimento
de confecc¸a˜o do filtro de Wiener e filtragem para o frame u^Nsync(n), com n = n+
Nsync
2
,
ate´ que o pico seja encontrado.
Sobre o frame u^Nsync(n) sincronizado sa˜o aplicados os algoritmos de filtragem
adaptativa para estimar o canal desconhecido. O sinal de sincronia e´ conhecido e
utilizado para avaliar a influeˆncia do canal sobre o sinal de sincronia transmitido. O
resultado da filtragem adaptativa e´ o filtro w(n) que e´ a aproximac¸a˜o do filtro c^(n),
empregado para simular os efeitos do ambiente acu´stico.
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Figura 6.5: Bit error rate medio x Ns para 100 audios
O nu´mero de iterac¸o˜es dos algoritmos e´ dado pelo tamanho do sinal de sin-
cronia Nsync, que foi escolhido empiricamente atrave´s de simulac¸o˜es. Deseja-se que
Nsync seja grande o suficiente para permitir a estimac¸a˜o do canal convolutivo e tambe´m
possibilitar a sincronizac¸a˜o do equalizador e do decodificador, e pequeno o suficiente
para na˜o desperdic¸ar a banda de transmissa˜o, pois, do ponto de vista do sistema de
comunicac¸a˜o, a sequeˆncia de treinamento e´ uma informac¸a˜o sem utilidade.
Para determinar Nsync, foi gerado o gra´fico da Figura 6.5 que relaciona esta
varia´vel com o objetivo final da marcac¸a˜o que e´ a menor BER possı´vel. Cem trechos
de mu´sicas dos mais variados estilos foram incorporadas com 2000 bits de informac¸a˜o
e diferentes tamanhos de sequeˆncias de treinamento. Assim, consegue-se avaliar o
impacto deNsync sobre a decodificac¸a˜o dos bits. Verifica-se que a partir deNsync = 400
ha´ uma estabilizac¸a˜o do erro, portanto e´ escolhido um valor acima deste.
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Em seguida, e´ feita a inversa˜o do filtro adaptativo, com o procedimento apre-
sentado na Sec¸a˜o 5.2.2, resultando no filtro FIR de equalizac¸a˜o w 1(n). Com isso, o
equalizador esta´ pronto para filtrar o frame u^N(n), de tamanho N , sendo iniciado um
novo processo de sincronizac¸a˜o, estimac¸a˜o e equalizac¸a˜o a cada marcac¸a˜o inserida.
Desta forma, a cada N amostras ha´ uma nova estimac¸a˜o do canal e um novo filtro de
equalizac¸a˜o.
Figura 6.6: Esquema do equalizador
As etapas para a confecc¸a˜o do equalizador adaptativo sa˜o:
1. A func¸a˜o recebe o sinal transmitido u^(n).
2. E´ calculado o PSD de sync e o PSD do frame u^Nsync(n), para criar o filtro de
Wiener IIR na˜o causal.
3. O filtro de Wiener e´ truncado e aplicado no frame u^Nsync(n) para o realce do sinal
sync.
4. Atrave´s do pico da correlac¸a˜o entre o frame u^Nsync(n) filtrado e sync e´ identificado
o local em u^Nsync(n) que o sinal de treinamento se encontra. Se o pico na˜o for
encontrado, repete-se os procedimentos a partir do Item 2, com n = n+ Nsync
2
.
5. O frame u^Nsync(n) sincronizado e´ conduzido ate´ os algoritmos adaptativos como
sinal desejado e sync como sinal de entrada.
6. O algoritmo adaptativo e´ aplicado com Nsync iterac¸o˜es para a estimac¸a˜o das
distorc¸o˜es sofridas por u^Nsync(n). Com isso, e´ obtido o filtro w(n), de tamanho
Nw, que deve ser a aproximac¸a˜o do canal convolutivo c(n).
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7. O filtro w(n) e´ invertido pelo me´todo de mı´nimos quadrados e se obte´m o filtro
zero forcing, w 1(n), com tamanho N 0w.
8. O frame u^N(n) que conte´m o marcac¸a˜o com o sinal de sincronia referente a
estimac¸a˜o e´ equalizado pelo filtro zero forcing.
9. O processo se repete, a partir do Item 2, com n = n+N , ate´ que todos os frames
do sinal distorcido que tenham marcac¸o˜es sejam equalizados.
10. A func¸a˜o retorna o sinal equalizado.
6.4: Extrator da marca
O sinal equalizado e´ utilizado para a extrac¸a˜o da mensagem que foi inserida no
sinal hospedeiro. Se a equalizac¸a˜o tiver sucesso, os efeitos do canal sobre o sinal
marcado sera˜o reduzidos e a decodificac¸a˜o sera´ facilitada.
Sincroniza-se a marcac¸a˜o novamente, conforme descrito na Sec¸a˜o 6.3, a filtra-
gem de Wiener realc¸a os frames em que o sinal de sincronia, sync, esta´ presente e
pelo pico da correlac¸a˜o se faz o ajuste necessa´rio para a sincronizac¸a˜o.
Em seguida, com o sinal sincronizado, parte-se para a extrac¸a˜o dos bits, com
n = n + Nsync. Utiliza-se o filtro de Wiener, construı´do com o PSD da sequeˆncia de
modulac¸a˜o p e o PSD do frame vNp(n) de tamanho Np, que conte´m a sequeˆncia de
modulac¸a˜o pb(k).
H(ej!) =
PSD(p)
PSD(vNp(n))
(6.2)
Apo´s o realce do sinal de modulac¸a˜o, e´ feita a correlac¸a˜o entre o sinal realc¸ado
e a sequeˆncia de modulac¸a˜o p. A partir do pico da correlac¸a˜o e´ decidido se o bit ali
presente e´ 1 ou 0. Se o pico for positivo, o bit e´ identificado como 1, se for negativo
e´ 0. A cada Np amostras um novo filtro de Wiener e´ calculado e o frame vNp(n),
com n = n + Np, e´ filtrado, assim outro bit e´ decodificado. O processo se repete por
mais K   1 vezes, ate´ que todos os bits tenham sido decodificados. Se houver outras
marcas no sinal, inicia-se um novo procedimento de decodificac¸a˜o pela sincronia da
marcac¸a˜o.
Para a extrac¸a˜o as etapas sa˜o:
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Figura 6.7: Esquema do extrator da marca
1. A func¸a˜o de extrac¸a˜o recebe como argumento o sinal equalizado v(n).
2. E´ calculado o PSD das sequeˆncias sync e p.
3. O PSD do frame vNsync(n), com tamanho Nsync, e´ calculado e utilizado junto com
o PSD de sync, para criar o filtro de Wiener IIR na˜o causal.
4. O filtro de Wiener e´ truncado e aplicado no frame vNsync(n) para o realce do sinal
sync.
5. Atrave´s do pico da correlac¸a˜o entre o frame vNsync(n) filtrado e sync e´ identificado
o local em vNsync(n) que o sinal de sincronia se encontra. Se o pico na˜o for
encontrado, repete-se os procedimentos a partir do Item 3 com n = n+Nsync=2.
6. Parte-se para a extrac¸a˜o da informac¸a˜o, com n = n + Nsync usando um novo
filtro de Wiener composto pelo PSD da sequeˆncia de modulac¸a˜o p, previamente
calculado, e o PSD do frame vNp(n) sincronizado, com tamanho Np.
7. O filtro de Wiener IIR na˜o causal e´ truncado e aplicado no frame vNp(n) para o
realce da sequeˆncia de modulac¸a˜o.
8. E´ feita a correlac¸a˜o entre o sinal realc¸ado e a sequeˆncia pseudoaleato´ria p.
9. Se o pico da correlac¸a˜o for positivo, se interpreta o bit como 1, caso contra´rio o
bit e´ 0. O processo se repete porK 1 vezes, a partir do Item 6, com n = n+Np,
ate´ que todos os bits sejam decodificados.
10. Se houver novas marcas no sinal v(n), uma nova sincronia e´ buscada, a partir
da posic¸a˜o final da u´ltima marcac¸a˜o encontrada. Reinicia-se os procedimentos
pelo Item 3.
11. A func¸a˜o retorna os bits decodificados.
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Capı´tulo7: Resultados
Neste capı´tulo sera˜o apresentados os resultados obtidos pela implementac¸a˜o
da soluc¸a˜o descrita nos capı´tulos anteriores. Foi desenvolvido um equalizador para
atuar em conjunto com a marca d’a´gua digital e inverter os efeitos da reverberac¸a˜o
do canal acu´stico, permitindo assim, sua transmissa˜o por este meio. Os resultados
obtidos com a implementac¸a˜o da soluc¸a˜o sera˜o apresentados em treˆs sec¸o˜es, duas
em ambiente simulado, destinadas a mostrar a robustez relacionada a` transpareˆncia
da marcac¸a˜o e a capacidade da soluc¸a˜o se adaptar a` diferentes canais, e outra com
a intenc¸a˜o de testar o equalizador no ambiente acu´stico real.
O objetivo da soluc¸a˜o e´ tornar a marca mais robusta a` transmissa˜o acu´stica.
Robustez e´ a qualidade que se da´ a algo que mante´m o desempenho esperado inde-
pendente das variac¸o˜es do ambiente. No caso da transmissa˜o de uma marca d’a´gua,
e´ esperado que se consiga extrair a informac¸a˜o inserida no a´udio hospedeiro sem er-
ros, apesar da influeˆncia do canal de transmissa˜o. Um indicador muito utilizado para
medir o desempenho de um sistema de comunicac¸a˜o, como e´ a marcac¸a˜o digital, e´ o
bit error rate. O BER aponta a taxa de bits decodificados de forma incorreta, quanto
maior o seu valor, pior e´ o desempenho do sistema.
Nos testes simulados foram utilizados 100 trechos de a´udios dos mais variados
estilos musicais, todos em WAV no formato PCM, com 16 bits por amostra, taxa de
amostragem de 44100 kHz e mono. Introduziu-se em cada trecho de a´udio 2000 bits
aleato´rios de informac¸a˜o. Os resultados sa˜o apresentados comparando o desempe-
nho do sistema sem equalizac¸a˜o com os sistemas equalizados utilizando a inversa˜o:
do canal real, que representa uma estimac¸a˜o o´tima do canal de transmissa˜o, dos ca-
nais aproximados pelos diferentes algoritmos de estimac¸a˜o implementados.
7.1: Variac¸o˜es do canal acu´stico
O canal de transmissa˜o acu´stico como exposto na Sec¸a˜o 4.1.1 apresenta varia-
c¸o˜es em suas caracterı´stica ao longo do tempo e espac¸o. As mudanc¸as no canal
convolutivo sa˜o causadas, principalmente, pela alterac¸a˜o na composic¸a˜o do ambiente
no qual as ondas transmitidas por um emissor reverberam ate´ chegar no receptor.
E´ deseja´vel que um sistema que tenha como objetivo estimar e inverter este efeito
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consiga aproximar canais de diferentes respostas impulsivas.
Verifica-se o potencial da soluc¸a˜o em equalizar o sistema de transmissa˜o em
diferentes posic¸o˜es, que consequentemente apresentam respostas ao impulso distin-
tas. Foram modeladas posic¸o˜es em 5 distaˆncias, com o receptor disposto com 0o e
90o em relac¸a˜o ao emissor. Quanto mais distante e mais obsta´culos existirem entre as
caixas de som e o gravador, mais o sinal de som marcado e´ atenuado em relac¸a˜o ao
ruı´do ambiente capturado pelo microfone. Portanto, ha´ um aumento da contaminac¸a˜o
do a´udio pelo ruı´do ambiente com o aumento da distaˆncia da gravac¸a˜o e mudanc¸a da
direc¸a˜o do microfone de 0o para 90o. Os modelos foram obtidos com a transmissa˜o
dos sons atrave´s de caixas acu´sticas gene´ricas e a gravac¸a˜o pelo microfone de um
celular Sony Xperia Arc R. A Tabela 7.1 mostra o desempenho do sistema na forma
de BER me´dio para os diferentes sistemas.
Dista^ncias 15 cm 30 cm 60 cm 90 cm 150 cm
A^ngulo 0o 90o 0o 90o 0o 90o 0o 90o 0o 90o
SEM EQ. 0.266 0.325 0.433 0.483 0.326 0.445 0.362 0.490 0.477 0.492
REAL 0.003 0.007 0.001 0.049 0.008 0.039 0.050 0.095 0.006 0.008
LMS 0.110 0.238 0.251 0.343 0.200 0.326 0.275 0.435 0.391 0.465
NLMS 0.187 0.235 0.289 0.338 0.263 0.291 0.256 0.449 0.405 0.484
AFA 0.073 0.181 0.214 0.271 0.216 0.251 0.244 0.439 0.338 0.432
Tabela 7.1: Bit error rate medio em relac~ao a dista^ncia e a^ngulo entre emissor e receptor
Percebe-se que ha´ uma melhora nas taxas de decodificac¸a˜o dos sinais que
passaram pela soluc¸a˜o proposta, sobretudo nas menores distaˆncias entre o emissor
e receptor. De acordo com o aumento da distaˆncia as taxas de erro va˜o subindo e
a equalizac¸a˜o tem a efica´cia reduzida na decodificac¸a˜o correta dos bits. Este com-
portamento tambe´m e´ verificado quando comparamos o sinal que foi obtido com o
microfone virado diretamente para a caixa acu´stica e o que foi obtido com o microfone
virado em 90o. Neste caso, as taxas de erro aumentam, pore´m, em geral, ainda ficam
abaixo das taxas de erro obtidas com o sistema sem equalizac¸a˜o.
Uma condic¸a˜o para o funcionamento da estimac¸a˜o do canal atrave´s da filtra-
gem adaptativa e´ que se consiga identificar a correlac¸a˜o entre o sinal transmitido pelo
canal e o sinal desejado. O aumento do ruı´do torna difı´cil para o sistema de estimac¸a˜o
encontrar a similaridade entre o sinal que chega ao microfone e o sinal de treina-
mento. Dessa forma, o estimador na˜o consegue aproximar de forma correta os efeitos
do canal acu´stico no sinal transmitido e por consequeˆncia a equalizac¸a˜o na˜o tem o
desempenho esperado.
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Esta condic¸a˜o tambe´m e´ necessa´ria para a sincronizac¸a˜o e decodificac¸a˜o, pois
estes processos fazem uso da operac¸a˜o de correlac¸a˜o entre o sinal transmitido e as
sequeˆncias pseudoaleato´rias de sincronizac¸a˜o e de informac¸a˜o. Isto explica o au-
mento do erro na extrac¸a˜o dos bits pelo sistema na˜o equalizado com o aumento da
distaˆncia e aˆngulo entre o emissor e receptor.
O sistema equalizado com a inversa˜o do canal real mante´m as baixas taxas
de erro nos diferentes canais modelados. A resposta em frequeˆncia do conjunto ca-
nal/equalizador, neste caso, deve ser plana e com ganho unita´rio, independente do
modelo que se esteja testando, portanto, o sinal na˜o sofre atenuac¸a˜o em relac¸a˜o ao
ruı´do quando e´ transmitido pelo canal simulado e tem a decodificac¸a˜o facilitada.
O modelo feito a` 15 cm com 0o entre emissor e receptor, que apresenta as
melhores taxas de decodificac¸a˜o, tanto para o sistema equalizado, quanto para o sis-
tema sem equalizac¸a˜o, sera´ utilizado nos testes seguintes, como meio de avaliar a
influeˆncia de outras varia´veis sobre a soluc¸a˜o implementada.
7.2: Robustez e transpareˆncia
Do ponto de vista da transpareˆncia, a marcac¸a˜o pode ser considerada um ruı´do
que e´ adicionado ao sinal hospedeiro. Quanto maior for a contribuic¸a˜o de energia
do sinal de ruı´do sobre o sinal hospedeiro, mais evidente para os ouvidos humanos
a marcac¸a˜o sera´, e portanto, menos transparente. O SNR, ou signal to noise ratio,
e´ usado para medir a relac¸a˜o de energia entre os sinais. Para sistemas de marca
d’a´gua, a nomenclatura signal to watermark ratio substitui o termo SNR. Este sera´ o
indicador para a transpareˆncia da marcac¸a˜o em relac¸a˜o a robustez.
Um gra´fico que relacione estes dois indicadores e´ utilizado para medir a ro-
bustez da marca para diversos nı´veis de transpareˆncia. O que se espera com a
equalizac¸a˜o e´ alcanc¸ar uma transpareˆncia maior para um mesmo nı´vel de robustez.
Na˜o foi adicionado ruı´do ambiente para este teste, pois o objetivo e´ verificar a in-
flueˆncia isolada da forc¸a da marcac¸a˜o sobre a decodificac¸a˜o dos bits. Com isso, a
situac¸a˜o o´tima de funcionamento da equalizac¸a˜o zero forcing e´ posta a` prova.
As curvas tomam uma forma crescente, quanto mais fraca e transparente for a
marcac¸a˜o, maior o erro na decodificac¸a˜o. Percebe-se que, como desejado, as curvas
que representam os sistemas com equalizador esta˜o abaixo da curva do sistema na˜o
equalizado. Isso significa que para uma mesma BER, a soluc¸a˜o proposta possibilita
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Figura 7.1: Bit error rate medio x SWR sem adic~ao de rudo
uma maior transpareˆncia ao conjunto. Contudo, quando a marca se torna muito trans-
parente, as taxas de erro dos sistemas que passam pela equalizac¸a˜o convergem para
a mesma BER do sistema sem equalizac¸a˜o, pois a interfereˆncia do sinal hospedeiro
sobre a marca d’a´gua se torna ta˜o forte que compromete o processo de estimac¸a˜o do
canal e de decodificac¸a˜o da marca.
Outro teste proposto, devido a`s limitac¸o˜es do equalizador zero forcing em lidar
com ambientes ruidosos, e´ relacionar a BER com elevac¸a˜o do ruı´do no canal. A
elevac¸a˜o do ruı´do e´ dada na forma de SNR e para estes testes o SWR das marcac¸o˜es
foi ajustado em torno de 25 dB.
Nota-se que com o ruı´do severo tanto o sistema que utiliza o equalizador quanto
o sem equalizac¸a˜o, na˜o conseguem extrair com sucesso a marca d’a´gua, a BER fica
em torno de 50%. Mas, a partir de 10 dB de SNR ha´ uma diminuic¸a˜o acentuada
da BER com o uso de equalizadores, enquanto o sistema sem equalizac¸a˜o reduz a
BER de forma muito mais suave. Pore´m, atrave´s da curva do sistema que e´ equa-
lizado pelo canal real, fica clara a limitac¸a˜o da filtragem zero forcing em ambientes
ruidosos, mesmo que o canal seja estimado de forma o´tima, por na˜o possuir nenhum
mecanismo para supressa˜o do ruı´do ambiente.
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Figura 7.2: Bit error rate medio x SNR para SWR = 25 dB
7.3: Teste em condic¸o˜es reais
Como teste final para a soluc¸a˜o e´ proposto verificar o desempenho do equali-
zador em condic¸o˜es reais de funcionamento. O sinal e´ marcado digitalmente atrave´s
do co´digo implementado em MatLab R, o resultado e´ um arquivo com extensa˜o WAV
contendo o a´udio com a marca d’a´gua. Em seguida, este a´udio e´ transmitido via cai-
xas acu´sticas conectadas ao computador, passando pelo ambiente acu´stico ate´ ser
capturado por um microfone que grava o som no formato WAV com a mesma taxa
de amostragem e resoluc¸a˜o do arquivo executado anteriormente pelo computador. O
a´udio contido neste arquivo passa pelo co´digo implementado para a estimac¸a˜o do ca-
nal pelo qual foi transmitido, e em seguida pelo processo de extrac¸a˜o e decodificac¸a˜o.
Ate´ agora, os efeitos convolutivos do canal de transmissa˜o e o ruı´do adicionado
no sistema, eram isolados e controlados. Na situac¸a˜o proposta, apenas a forc¸a da
marcac¸a˜o pode ser controlada. A conversa˜o DA/AD insere novas distorc¸o˜es no sinal,
nas quais a robustez da soluc¸a˜o ainda na˜o foi testada. Espera-se, que apesar destas
novas modificac¸o˜es no sinal transmitido, a soluc¸a˜o desenvolvida ainda traga ganhos
para o sistema na forma de uma menor BER.
Para simular o caso de uso real do sistema de marca d’a´gua foi utilizado caixas
acu´sticas gene´ricas para executar o a´udio e um celular para fazer a gravac¸a˜o. O celu-
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lar foi segurado com o microfone virado para as caixas acu´sticas a` aproximadamente
15 cm de distaˆncia, onde o ruı´do ambiente e´ reduzido em relac¸a˜o ao sinal de inte-
resse e o equalizador tem chances de um melhor desempenho. A informac¸a˜o inserida
conte´m 5000 bits divididos em marcac¸o˜es de 100 bits. A inserc¸a˜o foi feita em quatro
a´udios de estilos diferentes. Uma mu´sica com diversos instrumentos tocando simul-
taneamente, uma mu´sica com instrumento de corda, outra com um de sopro, e um
a´udio com um discurso lido por uma voz masculina. Foram feitos 6 ensaios com cada
a´udio para cada valor de SWR e as gravac¸o˜es foram feitas no ambiente de escrito´rio.
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Figura 7.3: Bit error rate medio x SWR em ambiente acustico real
Verifica-se que ha´ um ganho com o uso do equalizador. O sinal sem equalizac¸a˜o
apresenta taxas de decodificac¸a˜o de bits sempre pro´ximas a` 50%, enquanto os sinais
que passaram pela soluc¸a˜o proposta chegaram a apresentar taxas menores que 4%
de erro. As curvas acompanham a tendeˆncia crescente das curvas apresentadas na
Figura 7.1, com excec¸a˜o da curva que representa o sistema sem equalizac¸a˜o, que
na˜o apresentou taxas de erro menores que 30% e praticamente na˜o obteve sucesso
na extrac¸a˜o da informac¸a˜o.
A mu´sica pop marcada foi a que apresentou as maiores taxas de erro, devido a`
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grande faixa de espectro ocupada. Em contrapartida, os sons de flauta, viola˜o e o dis-
curso, apresentam sinais mais comportados, limitados a` faixas estreitas de frequeˆncia,
facilitando a identificac¸a˜o da marca.
Testes com um nu´mero maior de mu´sicas e canais sa˜o necessa´rios para ve-
rificar o desempenho da soluc¸a˜o em diferentes ambientes e em condic¸o˜es variadas.
Pore´m, nos sistemas testados, tanto em situac¸o˜es simuladas, quanto em situac¸a˜o real
de funcionamento, a equalizac¸a˜o apresentou uma diminuic¸a˜o dos efeitos male´ficos do
canal sobre o sinal transmitido, traduzidos em umamenor taxa de erro na decodificac¸a˜o
dos bits inseridos. Este ganho, pore´m e´ limitado, principalmente, pela forc¸a da marca-
c¸a˜o em relac¸a˜o ao sinal hospedeiro e pelo ruı´do ambiente introduzido no sistema.
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Capı´tulo8: Concluso˜es e Perspectivas
As mı´dias digitais teˆm um papel fundamental no mundo moderno. Seja para
trazer informac¸o˜es, lazer ou como meio de comunicac¸a˜o, as mı´dias eletroˆnicas foram
incorporadas ao cotidiano da maioria das pessoas. Elas trouxeram mais agilidade na
criac¸a˜o e divulgac¸a˜o de conteu´dos e facilitaram processos que antes eram impossı´veis
ou muito complexos de se fazer no mundo analo´gico. Ale´m disso, este tipo de mı´dia
pode ser reutilizado inu´meras vezes sem perda de qualidade do conteu´do, diferente
das mı´dias analo´gicas, que sofriam degradac¸a˜o a cada nova reproduc¸a˜o e co´pia.
Neste contexto, a protec¸a˜o de conteu´dos digitais e´ algo crı´tico, devido a` facili-
dade de co´pia e manipulac¸a˜o destes conteu´dos. Para ser mais um dispositivo contra a
ac¸a˜o ilegal de terceiros, novos estudos surgiram envolvendo te´cnicas de marcac¸a˜o de
mı´dias digitais. Neste tipo de protec¸a˜o uma informac¸a˜o e´ inserida imperceptivelmente
dentro de um sinal hospedeiro, que pode ser um vı´deo, imagem ou a´udio. Com isso,
a marca deve persistir no sinal de mı´dia transmitido, mesmo que esse seja copiado.
Estas caracterı´sticas tornam a marcac¸a˜o digital de a´udio uma ferramenta interessante
para aplicac¸o˜es que se utilizam do meio acu´stico para transmissa˜o.
A transmissa˜o de sinais marcados digitalmente pelo meio acu´stico, pore´m, re-
quer um nı´vel muito alto de robustez da marca. A conversa˜o DA/AD e os efeitos do
canal ambiente distorcem o sinal marcado e trazem dificuldades para a decodificac¸a˜o
correta da informac¸a˜o inserida. Neste trabalho, foi revisada a ac¸a˜o male´fica dos ca-
nais acu´sticos sobre sinais transmitidos. As ondas sonoras emitidas refletem nos
obsta´culos e percorrem diferentes caminhos no ambiente, e assim, chegam atrasa-
das e atenuadas no receptor. Por isso, o canal acu´stico pode ser considerado um
canal dispersivo e ha´ a ac¸a˜o da ISI sobre o sinal transmitido.
A soluc¸a˜o proposta para reduzir estes efeitos indesejados do canal acu´stico so-
bre o sinal marcado e´ a equalizac¸a˜o zero forcing. O canal de transmissa˜o e´ estimado
atrave´s de um filtro FIR, cuja a estimac¸a˜o e´ feita atrave´s da filtragem adaptativa com
os algoritmos LMS, NLMS e AFA, pois o canal e´ variante no tempo. E´ de se destacar
o fato de que a transmissa˜o do sinal hospedeiro na˜o precisa ser interrompida para a
transmissa˜o do sinal de treinamento do filtro adaptativo, para isso e´ utilizado a pro´pria
sequeˆncia de sincronia da marcac¸a˜o. Em seguida, e´ feita sua inversa˜o e sua aplicac¸a˜o
sobre o sinal transmitido, com intuito de deixar a resposta em frequeˆncia do sistema
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plana e anular a ISI. Apesar de reduzir os problemas com a ISI a equalizac¸a˜o zero for-
cing na˜o dispo˜e de nenhum recurso para a reduc¸a˜o do ruı´do presente na transmissa˜o
e pode enfrentar problemas se este estiver presente no sistema.
Contudo, nos testes e simulac¸o˜es feitas, a equalizac¸a˜o tornou o sistema mais
robusto, indicado pela diminuic¸a˜o da BER no processo de decodificac¸a˜o da informac¸a˜o
inserida no a´udio. Canais em diversas posic¸o˜es foram modelados e aplicados no
domı´nio digital sobre o sinal marcado para verificar o desempenho do equalizador
em condic¸o˜es diferentes. O equalizador trouxe ganhos se comparado com o sistema
sem equalizac¸a˜o, principalmente quando a distaˆncia entre emissor e o receptor e´ pe-
quena. Tambe´m, foi testada a efica´cia da soluc¸a˜o quando diferentes intensidade de
ruı´do incidem sobre o canal. Ha´ melhoras com o uso de equalizadores, pore´m, como
esperado, em sistemas muito ruidosos a BER se aproxima da decodificac¸a˜o feita sem
o processo de equalizac¸a˜o e a soluc¸a˜o perde a efica´cia. Outro fator limitante no uso
desta estrate´gia para a equalizac¸a˜o e´ a intensidade da marcac¸a˜o, tendo em vista que
para fazer a estimac¸a˜o do canal considera-se que a sequeˆncia de treinamento pode
ser identificada no sinal transmitido.
A soluc¸a˜o implementada, ainda foi posta a` prova em condic¸o˜es reais de funcio-
namento. Quatro a´udios foram marcados, transmitidos pelas caixas acu´sticas conec-
tadas ao computador e gravados por um celular no ambiente do escrito´rio, apo´s isso
o a´udio foi transferido para o computador e foi executado o algoritmo de equalizac¸a˜o
e decodificac¸a˜o do sinal. Nesta situac¸a˜o, o sinal esta´ exposto a`s distorc¸o˜es causa-
das pelo microfone, caixas acu´sticas e placas eletroˆnicas DA/AD, ale´m dos efeitos do
canal acu´stico. Pode-se dizer que a soluc¸a˜o proposta viabilizou a decodificac¸a˜o da
informac¸a˜o do sinal transmitido, ja´ que quando o sinal na˜o e´ equalizado as taxas de
erro de bits ficam em torno de 50%, pore´m, com a equalizac¸a˜o, consegue-se taxas
de erro menores que 10%. O aumento da robustez da marca permite a diminuic¸a˜o
da energia da marcac¸a˜o e um ganho na transpareˆncia, como era desejado. Pore´m, a
melhora no desempenho da BER ainda na˜o e´ suficiente para baixar a energia a ponto
de deixar a marcac¸a˜o inaudı´vel.
Os resultados foram satisfato´rios, tendo em vista que a te´cnica de marcac¸a˜o
na˜o foi desenvolvida para sobreviver a este tipo de ataque e a equalizac¸a˜o zero for-
cing e´ o tipo mais simples de equalizac¸a˜o e enfrenta dificuldades quando as distorc¸o˜es
causadas pela ISI e por ruı´do sa˜o severas. Apesar de na˜o atingir as taxas de erro apre-
sentadas em [1], o tempo necessa´rio para a estimac¸a˜o do canal, em que e´ transmitido
um sinal de treinamento, e´ reduzido. Ale´m disso, o mesmo sinal utilizado para o trei-
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namento do filtro adaptativo e´ usado para realizar a sincronia da marcac¸a˜o, que em
[1] e´ desconsiderada.
8.1: Perspectivas de trabalhos futuros
Ainda ha´ espac¸o para o aperfeic¸oamento do desempenho da equalizac¸a˜o apli-
cada para melhoria no sistema de marca d’a´gua digital transmitida por meios acu´sticos.
Como a BER alcanc¸ada e´ maior que zero, seria necessa´rio o uso de co´digos cor-
retores de erro, com o intuito de corrigir os bits decodificados de forma erroˆnea e
assim obter a mensagem completa e correta. Os co´digos corretores BCH, sa˜o de
fa´cil implementac¸a˜o e tem utilizac¸a˜o em diversas aplicac¸o˜es, entre elas sistemas de
comunicac¸a˜o e sistemas de marca d’a´gua digital. Para a aplicac¸a˜o em questa˜o, e´
razoa´vel a correc¸a˜o de ate´ 20% de bits inseridos. Acima disso, o payload da marcac¸a˜o
fica comprometido, pois e´ necessa´rio a transmissa˜o de muitos bits corretores para cor-
rigir poucos bits de informac¸a˜o u´til. Ademais ha´ de se solucionar o problema com a
implementac¸a˜o do mascaramento de frequeˆncias que pode melhorar a transpareˆncia
da marca. Tambe´m, pode-se aumentar a robustez do sistema com o uso da re-
dundaˆncia na marcac¸a˜o, ou seja, inserir va´rias vezes a mesma informac¸a˜o no sinal
hospedeiro, aumentando as chances de decodificac¸a˜o.
O sistema de marcac¸a˜o utilizado apresenta baixa robustez a` conversa˜o DA/AD
e transmissa˜o via canal acu´stico. O uso da equalizac¸a˜o trouxe claros benefı´cios a`
decodificac¸a˜o da marca em condic¸o˜es para as quais na˜o fora desenvolvida. Pode-
se estudar a implementac¸a˜o desta te´cnica em sistemas de marcac¸a˜o mais robustas,
desenhadas para enfrentar estes tipos de ataque.
Outra linha de trabalho seria a mudanc¸a do sistema de equalizac¸a˜o, pois a
soluc¸a˜o zero forcing e´ considerada a mais simples entre as opc¸o˜es de equalizac¸a˜o.
Pretende-se adaptar outros equalizadores mais avanc¸ados para o sistema de marca
d’a´gua, como o equalizador linear pela minimizac¸a˜o do erro quadra´tico me´dio e o
equalizador na˜o-linear com realimentac¸a˜o, o DFE, citados na Sec¸a˜o 4.2. Estes equa-
lizadores prometem melhores resultados, pois consideram a influeˆncia do ruı´do na
estimac¸a˜o do filtro de equalizac¸a˜o, e portanto, conseguem lidar com distorc¸o˜es mais
severas na transmissa˜o do sinal.
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