Abstract. We give a new proof of Shiota's theorem on Novikov's conjecture, which states that the K.P. equation characterizes Jacobians among all indecomposable principally polarized abelian varieties.
Introduction
Let C be a smooth complex curve, JC its Jacobian, Pic d C the Picard group of line bundles of degree d on C and , the image of C via the Abel-Jacobi embedding associated with an element of Pic ,1 C. Let X; be an i.p.p.a.v. (indecomposable, principally polarized, abelian variety) of dimension n, and let be a symmetric representative of the polarization.
We shall denote by a theta function associated with O X ; in particular, is naturally a nonzero section of O X .
The image of the morphism K : X ! j 2 j associated with the base-point-free linear system j2j is a projective variety which is called the Kummer variety of X; :
The Kummer variety of JC has a rich geometry in terms of trisecants and flexes which is a consequence of the equality are all different translations (via Abel and Riemann's theorems) of the previous equality. In particular, once distinct points ; ; are fixed, one has a family of trisecants parametrized by This property has been used to characterize Jacobians among all principally polarized abelian varieties (see [G] , [W] ). Welters' improvement of Gunning's theorem states that an i.p.p.a.v. X; is a Jacobian if and only if there exists an Artinian subscheme Y of X of length 3, such that the algebraic subset V = f2 j + Y K ,1 l for some line l j 2 j g has positive dimension at some point (if this is the case it turns out that V is isomorphic to the curve C: In this case, the image curve , is, up to translation, the curve whose parametric expression is
where " 2 C ; and each D i is viewed as a point of the universal cover of X via its natural identification with T 0 X:
Shiota's theorem
First, we observe that
(2.0) THEOREM 2.1 (Shiota [S] , conjectured by Novikov 
As we already mentioned, our proof consists in recovering the vanishing of the whole K.P. hierarchy from the equation P 3 = 0; i.e. in recovering the curve , from its third order approximation. We observe that P REMARK 2.4. We work with the K.P. differential equation for a theta function, which is an automorphic form associated with the polarization. If z andz are automorphic forms associated with the same polarization, there exists a point z 0 in V;where V is the universal cover of the abelian variety X;and a nowherevanishing holomorphic function gz on V;such thatz + z 0 = g z z : One might have P 3 = 0 and P 3 6 = 0 but, since
(so that formulation 2.3 of Shiota's theorem is independent of the theta function representing the polarization). 
we prove as in [A] that P m vanishes on W: by substituting the formulas above in the expression of P 3 and D 1 P 3 ;one sees that a has to equal 2 and by substituting in the expression of P m,1 (which is zero by inductive hypothesis), one sees that m,1 belongs to h; ; hence P m 2 h 2 ; ;
If h divides D 1 h; the variety W red is invariant under the D 1 -flow. Under this assumption, the hD 1 ; D 2 i -invariance of W red is a consequence of Lemma 3.5 and Lemma 3.8 below.
2
Let us now turn to the case dim sing = n , 2; is singular along W red :
(During the revision of the manuscript the preprint by Ein and Lazrsfeld [EL] appeared proving that the case sing = n , 2 does not actually occur. Therefore, Theorem 3.2, Lemma 3.6 and Lemma 3.7 below are no longer strictly necessary for the present proof). We want to prove the following. THEOREM 3.2. Let X; be an i.p.p.a.v. of dimension n: Suppose the divisor is singular along a reduced subvariety Z of codimension 1, and assume that the
This theorem is consequence of Lemma 3.5, Lemma 3.7 and Lemma 3.8 below; it will be proved later.
REMARK 3.3. We will make a strong use of the fact that Z has codimension 2 in X:It is clearly in general false that, if the K.P. equation holds, is D 1 -invariant in its singular points.
In view of the following general fact proved by J. Kollár in [Ko] the theta divisor cannot be 'too singular' along Z: 
Since P 3 is zero, D 2 P 3 and D 2 1 P 3 are also zero, and therefore we obtain 
Let us start with (a). Since D 3 is a combination of D 1 ; D 2 and a vector in T p Z; it follows that D 1 D 2 D 3 j Z = 0; for + + 6 0 : Therefore, the only nonzero terms in the restriction to Z of a derivative of P 3 are products of derivatives of of order at least 0 +1; as P 3 = ,
lower order terms' we obtain that the only nonzero term of D 2 0 ,2 
It follows that D 4 1 j Z = 0; and we may assume 0 4: We want to compute D 0 +1 1 P 3 j Z : Since any term of P 3 is a product of derivatives of of order i and j; where i + j 6 4; any term of D 0 +1 1 P 3 j Z is a product of derivatives of of order i and j; where i+j 6 0 +5 2 0 +2: Thus, since D 1 D 2 j Z = 0 for all + 6 0 ; any contribution to the restriction to Z of D 0 +1 1 P 3 must involve a D 3 ; therefore, by 2.0, 
if and 
Proof.
Step I (Shiota), we look for formal power series in t and ; f and as in the lemma. Since P 3 : : : = 2 P 3 : : : ; we can assume = 0: Let = maxfi j i;0 0g; f 0 = t and 0 t; x = i i;0 x t i, ; so that = f 0 0 mod: Note that P 3 0 = 0 ; in fact 0 = P 3 = t 2 P 3 0 mod: Note also that 0 0; x = ;0 x 6 0: It suffices to find constants and sections c i;j ; 0 6 i 6 , 1; 1 6 j; g i;j x 2 H We now proceed by induction: let l be a positive integer, and assume that we found constants c i;j ; for all 1 6 j 6 l , 1; i 6 , 1 ; and sections g i;j x; for all 1 6 j 6 l , 1; i ; such that 3. (3.9.4) Note thatP 3 is a symmetric C -bilinear operator and that P 3 r =P 3 r; r : If g = gt; does not depend on x; by a straightforward computation we obtaiñ P 3 g r; g s = g 2 P 3 r ; s P 3 t i r ; t j s = t i + j P 3 r ; s + i , j t i + j , 1 D 1 r s , D 1 s r (3.9.5)
We define g = gt; = l,1 j=0 f j t j and t; ; x = l,1 j=0 j t; x j ; so that = g + l 0 mod l+1 : Thus, by 3.9.5 the following equalities hold modulo l+1 : 0 = P 3 = P 3 g + l 0 = P 3 g + 2 P 3 g ; l 0 = g 2 P 3 + 2 l P 3 g ; 0 = g 2 P 3 + 2 l P 3 t 0 ; 0 : In particular we get g 2 P 3 = 0 mod l : Since g 2 t; = t 2 mod is nonzero, we get P 3 = 0 mod l : Since g 2 P 3 + 2 l P 3 t 0 ; 0 = 0 mod l+1 and (again) g 2 t; = t 2 mod we get P 3 t 0 ; 0 = 0 mod t 2 : (3.9.6) We now proceed by induction on i: assume that 0 t; x = i 0 , 1 i = 0 c i;l t i 0 t; x + x t i 0 ; modt i 0 +1 ; where 0 6 i 0 6 , 1: SinceP 3 0 ; 0 = P 3 0 = 0 ; by 3.9.5 we getP 3 t 0 ; t i 0 = 0 : Thus, by substitution in 3.9.6 and (again) by 3.9.5 we get that the following equalities hold modulo t +i 0 : 0 =P 3 t 0 ; i 0 ,1 i=0 c i;l 0 t i + x t i 0 =P 3 t 0 ; x t i 0 = P 3 t 0 0 ; x ; x t i 0 = , i 0 t + i 0 , 1 D 1 0 0 ; x x , D 1 x 0 0 ; x = , , i 0 t +i 0 ,1 0 0 ; x 2 D 1 x= 0 0; x : It follows that x= 0 0; x is D 1 -invariant; on the other hand, the zeroes of 0 0; donotcontain D 1 -integral curves, otherwise, by 3.8 (applied to 0 ; we would have ;0 x = 0 0 ; x = 0 : Thus x = c j 0 ;l 0 0; x :
It follows that 0 t; x = i 0 i = 0 c i;l t i 0 t; x modt i 0 +1 ; and we are done.
Step II, we prove that both f and can be assumed to be regular functions.
As 0; 0; 6 0 we are allowed to fix an x 0 such that 0; 0; x 0 6 = 0 and consider the formal power series qt; such that t; ; x 0 qt; = 1 : Consider ft; := ft; t; ; x 0 andt; ; x := t; ; x qt; : It is clear that t; ; x = ft; t; ; x: Ast; ; x 0 = 1 and t; ; x 0 are both convergent,f t; is also convergent. Since t; ; x andf t; are convergent, t; ; x is also convergent. Note that t dividesft; 0 = 0;ft; 0 6 0 and 0;0; 6 0; i.e. the properties of f and we need still hold forf and: 2 LEMMA 3.10. As usual, assume that P i = 0; for all i 6 m , 
Proof. If is not singular along W red we take k = and we define h as in 3.1.1. We proved that either P m j W = 0; or where h and k satisfy (i), (ii) and belong to the analytic completion of O X;p : We prove that h; k satisfy (iii). Then, takingh andk approximating h and k to the order j j 0; one has that (i), (ii) and (iii) hold. Thus, we can assume that h; k 2 O X;p : As there are no D 1 -invariant components of ; the element h does not divide D 1 h in O X;p ; likewise k does not divide D 1 k in O X;p ; (and similarly for D 2 and we can write
where " 1 ;" 1 ; " 2 ; " 2 are invertible, a;ã;b;b 1: Note that, by 3.0, we are allowed to assume a b;ã b : We denote by X 0 the hD 1 ; D 2 i -invariant minimal abelian subvariety of X:Since D 1 6 = 0 we have X 0 6 = 0; on the other hand W contains a translate of X 0 ; therefore X 0 6 = X:Note that W red is T 0 X 0 -invariant. Let X 00 be the complement of X 0 in X;relative to the polarization : This means that X 00 is the connected component containing zero of the kernel of the composite map X ! Pic 0 X ! Pic 0 X 0 :
Here the first map sends x to the class of x ,; and the second map is the natural restriction.
Let R := W X 00 red : Note that W red is the T 0 X 0 -span of R; i.e. W red = R + X 0 ; and that R has codimension 2 in X 00 : In the sequel we shall work on X 00 X 0 : Observe that is naturally a theta function also for ? O X via the sum map : X 00 X 0 ! X:In fact, as T 0 X 00 T 0 X 0 = T 0 X (canonically), there is a canonical identification of the universal cover of X 00 X 0 with the one of X which commutes with the isogeny : X 00 X 0 ! X;x 00 ; x 0 7 ! x 00 + x 0 :
In particular, this property allows us to write instead of ? while working on X 00 X 0 :
Let us fix general points b 2 R ; x 0 2 X 0 ; so that p := b; x 0 is a general point of We use Lemmas 3.9 and 3.10 to reach a contradiction. Our analysis is divided naturally in two cases which correspond to whether the variety R is not D 00 3 -invariant, or it is D 00 3 -invariant.
Let us first assume that R is not D 00 3 -invariant. Let us choose C in such a way that it meets R transversally only at b; @ 6 2 hT b R; D 00 3 i: This is possible because R has codimension 2 in X 00 : We have Y R = f = t = 0 g ; thus ,1 W red = f = t = 0g X 0 : It follows that i;0 6 0 for some i;
and, moreover, 0;0 x = 0 (otherwise we would not have j b+X 0 = 0: Because of Lemma 3.9 we have = ft; t; ; x; where f0; 0 = 0: We have ,1 W = f = 0 g f D 1 = 0 g f f = 0 g : Moreover, since f0; 0 = 0 ; it follows that ,1 W has codimension 1 in : This contradicts ,1 W red = f = t = 0 g X 0 : Let us now assume that R is D 00 3 -invariant. Choose C; depending on the point x 0 ; in such a way that it meets R transversally only at b; and C f x 0 g f k = 0 g ; where k is as in Lemma 3.10. Since the loci fh = 0g and fk = 0g are transverse by 3.10 (i) , and C meets R transversally at b; we may assume that is the restriction of h to C f x 0 g = C : We have that ,1 W red = f = 0g: Let = minfjj9i : i;j 6 0g: Note that, as C depends on x 0 ; i;j depends on x 0 : We want to prove that 0; = 0: For this it suffices to prove that D 1 D 2 0; x 0 = 0 ; for all and ;since the flow generated by D 1 and D 2 is dense in X 0 : Since 
