This paper investigates the sampling behavior of the quasi-maximum likelihood estimator of the Gaussian GARCH(1, 1) model. The rescaled variable (the ratio of the disturbance to the conditional standard deviation) is not required to be Gaussian nor independent over time, in contrast to the current literature. The GARCH process may be integrated (a + a = 1), or even mildly explosive (a + f > 1). A bounded conditional fourth moment of the rescaled variable is sufficient for the results. Consistent estimation and asymptotic normality are demonstrated, as well as consistent estimation of the asymptotic covariance matrix.
INTRODUCTION
Explicit models of heteroskedasticity have a long history in statistics and econometrics. Engle [9] proposed a popular time-series model of heteroskedasticity. His concept of autoregressive conditional heteroskedasticity (ARCH) literally revolutionized empirical work in financial economics, primarily in the modeling of stock returns, interest rates, and foreign exchange rates. ARCH specifies the conditional variance as a linear function of past squared disturbances, and suggests estimation by maximum likelihood. Recent contributions have extended the ARCH model to a wider class of specifications, the most important of which is the generalized ARCH (GARCH) model of Bollerslev [5] . The Gaussian GARCH(1, 1) model has become the workhorse of the industry, with the largest number of applications. For a recent survey of the enormous number of empirical applications of the ARCH methodology, see Bollerslev, Chou, and Kroner [71.
Despite the large empirical literature, there is a rather sparse literature investigating the sampling properties of the estimation techniques. Yet it is by no means obvious that the maximum likelihood estimator (MLE) will be mildly explosive GARCH processes. No conditions on the shape of the distribution are required other than conditional moment bounds, and the innovations are not required to possess a density.
As in Lumsdaine [12] , we are only able to prove the existence of a consistent root of the likelihood if we allow for IGARCH. For this result, we require that the conditional 2 + 6 moment of the rescaled variable is uniformly bounded. Restricting attention to nonintegrated GARCH models, we provide the first consistency proof for the quasi-maximum likelihood estimator. (Recall, Weiss [16] studied ARCH estimation.) Asymptotic normality is proved (again including the IGARCH case) by adding the assumption that the conditional fourth moment of the rescaled variable is uniformly bounded.
The order of this paper is as follows. Section 2 presents the model and the likelihood function. Section 3 provides two consistency proofs: one that allows for IGARCH processes and one that does not. Section 4 derives the large sample distribution theory for the quasi-MLE and demonstrates that a robust covariance matrix estimator is consistent for the asymptotic variance of the quasi-MLE. Section 5 concludes. The mathematical proofs are presented in the Appendix.
We use the following notation throughout the paper. IA = (tr(A'A))1/2 denotes the Euclidean norm of a matrix or vector, and A II r = (EIAr)A 'r denotes the Lr-norm of a random matrix or vector. All limits are taken as the sample size n diverges to positive infinity.
QUASI-LIKELIHOOD
Suppose that we observe some sequence I y,j with Since the likelihood need not be the correct density, it is typically referred to as a quasi-likelihood, although we will sometimes refer to it as a likelihood for brevity.
CONSISTENCY OF THE QUASI-MLE
It will be convenient at times to work with the unobserved variance processes 
U
The conditions imposed in (A. 1) are fairly weak, although they are probably not the weakest possible. It would be desirable to relax the strict stationarity of (i) to some form of weak dependence, such as mixing or near-epoch dependence, but this is beyond our technical capabilities. Strict stationarity does, however, greatly relax the universally made assumption of the preexisting literature that zt is independent and identically distributed. Condition (iii) might also be stronger than necessary. It trivially holds for i.i.d. data when E(z72+6) < Co for some 6 > 0. The strengthening to uniformity over the conditional expectation controls conditional heterogeneity.
Nelson [13] showed that an analog of condition (iv), E ln(/30 + aozh <0 is necessary and sufficient for the strict stationarity of zt. Note by Jensen's inequality that (iv) holds if 13 + ao c I and sup, p( [2] ) to verify the required conditions. Therefore, the main task involved in the proof is to show the finiteness of various moments, such as those of the log likelihood, the score, and higher order derivatives. These proofs are quite demanding because these functions are nonlinear functions of the underlying innovations, where the latter need not have finite second moments. Most expressions can be reduced, however, to ratios of geometric averages in the squared innovations, and these can be bounded in expectation.
One potential difficulty is that the observed likelihood process 1,t(0) is not a stationary process due to the presence of the startup condition. The unob-served process It(0) is, however, and this observation will be instrumental in our proof methods. This fact is stated in the following result, which is a generalization of the results of Nelson [13] The following lemma provides some basic results which will be used repeatedly in the subsequent proofs. With non-i.i.d. Zt, however, the conditional expectation is a random variable which (in principle) could take on values arbitrarily close to unity, which we need to exclude. The inequality in part (1) is sufficient for part (2), and this is the only place in the paper where we use part (1). Hence, if the bound in part (2) could be established using other means, then the inelegant part (1) could be avoided. We feel that the large role the bound (P plays in Lemma 4 and hence the resulting asymptotic theory is more an artifact of the proof of parts (1) and (2) of Lemma 4 than an important condition for distributional theory. It should be noted that the approach taken here differs fundamentally from the approach taken by the earlier literature. Lumsdaine [12] , for example, uses the theory of expectations of ratios of quadratic forms of independent random variables, which does not have an immediate generalization to the dependent case.
We now establish some further bounds on the ratio of the unobserved variance process hot to its "estimate" h,(6). Part of the difficulty in dealing with potentially IGARCH processes is that when I0 + ao = 1, Eh, (0) is infinite. Thus, it is necessary to always work with appropriately selected ratios of random variables. It turns out to be particularly important to be able to bound the ratio ho0/ht(6) and its inverse uniformly in 0 E 0. The most difficult element of the parameter vector 0 to handle is 3. Note that h,(0) is a weighted average of squares of the data, with ,3 controlling this weighting. Our method of establishing the needed bounds is to split the parameter space. Set We are now in a position to establish the pointwise convergence of the unobserved likelihood process. If we restrict attention to nonintegrated GARCH processes, we can establish the consistency of the quasi-MLE under the same conditions. Since this has not been established before, we state this result formally. 
ASYMPTOTIC NORMALITY OF THE QUASI-MLE
We now turn to the derivation of the large-sample distribution of the quasimaximum likelihood estimator. For this development, we need a stronger condition. We first establish a functional central limit theorem for the score function evaluated at 00, which implies the standard CLT required for the proof of asymptotic normality. This extra generality will not be used in this paper, but comes at no cost and could be useful in other applications. Let > denote weak convergence of probability measures with respect to the uniform metric, let W(r) denote a Brownian motion with covariance matrix I4, and let [.] denote integer part. 
CONCLUSION
Models of conditional heteroskedasticity are routinely used in applied econometrics. This paper has explored the distributional theory for one simple example -the Gaussian GARCH(1, 1) model with an intercept. The potential generalizations of this simple case are numerous. To state a few: inclusion of additional regressors, GARCH(p,q) models, non-Gaussian likelihoods, and various nonlinear GARCH models. Unfortunately, the methods used in this paper to analyze the Gaussian GARCH(1,1) model are quite cumbersome and may not easily generalize to more complicated models. We believe that different approaches may be required in such cases. This paper has shown that the Gaussian likelihood will consistently estimate the parameters of the GARCH(1, 1) model even if the rescaled variable is neither Gaussian nor independent. This is certainly an advance over the 40 SANG-WON LEE AND BRUCE E. HANSEN existing literature, which has universally assumed that the rescaled variable is independent. We are maintaining another important and unsatisfactory assumption, however. Throughout the analysis, we assumed that the true conditional variance is described by the GARCH equation. This is less than satisfactory, because most applied work implicitly views the GARCH equation as an approximation to the true conditional variance. It would be interesting to know the properties of the quasi-MLE when the true conditional variance does not satisfy the GARCH equation. This would be a challenging, yet rewarding, task for future research. 
