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“The man who can smile when things go wrong 
has thought of someone he can blame it on” 
Jones' law 
Risk transfer on the Murphy's Law 
 
 
 

 Abstract 
   ABSTRACT 
 
 
A number of modern  structures  characterized by a  relevant  impact and elegance often 
coupled with lightness and irregular shapes are dramatically exposed to the wind aerody‐
namic action, which becomes a key factor in their safety assessment. These structures are 
involved  into a global and complex design process  in which players  like the environment 
and social sciences join engineering in order to guarantee an optimal result under several 
aspects, not the last the economical aspect. In this background, it is not possible trusting 
into unreliable deterministic considerations, where the over‐engineering would assure the 
result. The attention  is now shifted  to overall  frameworks of Performance‐Based Design 
aimed to specific performance targets and their optimization. In particular, the criteria to 
ensure the achievement of the results are expressed in terms of risk of failure. 
This work of thesis presents a general framework for calculating all the possible structural 
damages  and  subsequently  economic  losses  after  a  natural  catastrophic  event.  The 
framework  is adjusted and applied  to  the specific case study of  the covering of  the Sta‐
dium of Braga in Portugal, where the hazard of a windstorm, the loads that the latter en‐
forces on  the covering,  the structural response,  the resulting damages and other conse‐
quences are hierarchically calculated. Particular emphasis, and original contribution of the 
work, is paid on the evaluation of the dynamic response of the structure. Pressure fluctua‐
tions on buildings produced by storms have a complex temporal and spatial organization 
and  their study, keeping under control  the whole physical phenomena,  is quite difficult. 
Accordingly, some suitable tools  like the orthogonal decomposition are adopted  in order 
to  handle  the  huge  amount  of  data. Moreover  a  consistent  and  operative  procedure 
aimed at enhancing the assessment of the aerodynamic wind pressure on the covering is 
provided. 
This work addresses a fundamental topic for the risk assessment; the results achieved by 
the duly application of the framework can be successfully transferred to other actors  in‐
volved in the management and the governmental processes devoted to natural hazards. 
6  Abstract   
 
 
 Acknowledgments 
   ACKNOWLEDGMENTS 
 
 
In a very funny comic strip on graduate students, a brave girl ventures on a perilous jour‐
ney  looking  for  the  legendary  lost dissertation,  just  to  find out  that  it was only a white 
parchment paper. Suddenly the voice of her advisor explains her that the treasure she was 
looking for lies not into the dissertation but in the journey itself. 
During the last three years I have focussed all my energies on the drawing up of this study, 
but only now that I have finished and I am going to write these words, I recognize myself 
in completely agreement with the comics. I have spent a lot of time and a lot of efforts to 
reach this goal and now  I realize what  I have really gained during my  journey: the great 
many people who have helped me, who have worked with me, who have simply talked to 
me, all of them have left something I will bring with me independently from my research, 
from the dissertation. 
For this precious treasure I found, I would like to thank my two tutors, Prof. Anna Saetta 
and Prof. Dieter Dinkler; they supervised my work and supported me during these years of 
academic research.  I owe my  thanks to Dr. Lazzari and Dr. Pontow, with whom  I shared 
stimulating  and  profitable  discussions  on  the  field  of wind  engineering  and  finite  ele‐
ments.  I would also  like  to express my  sincere gratitude  to  the  two coordinators of  the 
Doctoral School, Prof. Borri and Prof. Peil, as they give me the opportunity to live this en‐
riching experience within the international doctoral course. 
Now the list starts growing fast because all my colleagues and friends, all the people from 
whom I had the opportunity to learn a lot, both form scientific and personal point of view, 
all the people that have shared experiences with me in these three years are integral part 
of my treasure and I beg all of them to feel included in my huge thank I devote to them. 
Thank you. 
 
8  Acknowledgments   
 
 
 
 
 
 Contents 
   CONTENTS 
 
Abstract   .......................................................................................................................... 5 
Acknowledgments .................................................................................................................. 7 
Contents   .......................................................................................................................... 9 
List of Figures .......................................................................................................................13 
List of Tables  ........................................................................................................................19 
Chapter 1:  Risk assessment framework ...........................................................................21 
1.1  Introduction ...........................................................................................................21 
1.2  Natural disasters ....................................................................................................23 
1.2.1  Windstorms ....................................................................................................25 
1.3  Risk Framework ......................................................................................................26 
1.3.1  Catastrophe modelling ...................................................................................26 
1.3.2  Decision process criteria ................................................................................28 
1.3.3  Proposed risk assessment chain .....................................................................31 
1.3.4  Computation of risk ........................................................................................33 
Chapter 2:  Hazard on the stadium of Braga .....................................................................35 
2.1  Stadium description ...............................................................................................36 
2.1.1  Construction process ......................................................................................37 
2.2  Dynamic characterization ......................................................................................39 
10  Contents   
 
2.2.1  Full scale tests ................................................................................................39 
2.2.2  Natural frequencies and vibration modes ......................................................41 
2.2.3  Modal damping ratios ....................................................................................43 
2.3  Wind speed profile .................................................................................................44 
2.3.1  Meteorological data .......................................................................................45 
2.3.2  Topographic model ........................................................................................46 
2.3.3  Characterization of the wind speed profile ....................................................49 
2.4  Wind speed annual exceedance probability ..........................................................53 
Chapter 3:  Wind pressure load ........................................................................................57 
3.1  Principal Component Analysis ................................................................................58 
3.1.1  Proper Orthogonal Decomposition ................................................................59 
3.2  Pressure loads on the stadium roof .......................................................................63 
Chapter 4:  Numerical Model of the Stadium ...................................................................75 
4.1  Corotational truss element ....................................................................................75 
4.1.1  Truss implementation ....................................................................................75 
4.1.2  Non‐linear static and dynamic validation .......................................................78 
4.2  DKT plate element ..................................................................................................82 
4.2.1  Plate element implementation ......................................................................82 
4.2.2  Experimental results for the plate element ...................................................85 
4.3  OPT membrane triangle .........................................................................................86 
4.3.1  ANDES template .............................................................................................86 
4.3.2  Membrane implementation ...........................................................................88 
4.3.3  Membrane numerical results .........................................................................91 
4.4  Shell element .........................................................................................................92 
4.4.1  Material stiffness matrix ................................................................................93 
4.4.2  Geometric stiffness matrix .............................................................................94 
4.5  FEM analysis ...........................................................................................................97 
  Contents  11 
 
4.6  Frequency control ................................................................................................100 
4.7  Numerical resonance tests ...................................................................................103 
4.7.1  Results with load on EXC A ...........................................................................105 
4.7.2  Results with load on EXC B ...........................................................................108 
Chapter 5:  Damping in structures ..................................................................................111 
5.1  Structural damping ...............................................................................................111 
5.1.1  Rayleigh damping .........................................................................................114 
5.2  Aerodynamic damping .........................................................................................115 
5.2.1  Outline ..........................................................................................................116 
5.2.2  Model of an aeroelastic correction ..............................................................118 
5.2.3  Application to a single degree of freedom ...................................................123 
5.2.4  Vortex shedding in a chimney ......................................................................129 
5.2.5  Application to the roof of the stadium of Braga ..........................................133 
5.3  Full scale identification ........................................................................................136 
5.3.1  Random decrement method ........................................................................136 
Chapter 6:  Wind‐induced damage .................................................................................143 
6.1  Structural damage ................................................................................................145 
6.1.1  Damage on the cables ..................................................................................145 
6.1.2  Damage on the slabs ....................................................................................147 
6.2  Physiological damage ...........................................................................................149 
6.2.1  Visual discomfort due to roof’s vibration .....................................................151 
6.3  Risk on the stadium of Braga ...............................................................................152 
6.3.1  Computation of the wind‐induced damage .................................................152 
6.4  Mitigation device .................................................................................................161 
6.4.1  Design of the suitable damping force ..........................................................162 
6.4.2  Results after the mitigation device ..............................................................163 
Chapter 7:  Discussion and conclusions ..........................................................................165 
12  Contents   
 
Appendix A:  Bayes' rule ....................................................................................................169 
Appendix B:  Gumbel distribution .....................................................................................171 
Appendix C:  Pressure on a moving plate ..........................................................................173 
References   ......................................................................................................................179 
 
 
 
 
 
 
 
 
 List of Figures 
   LIST OF FIGURES 
 
 
Figure 1.1: The general risk management framework (Pliefke, Sperbeck, et al. 2007). ...... 23 
Figure 1.2: Number of occurrences of windstorm disasters: 1976‐2005 (EM‐DAT). ........... 27 
Figure 1.3: Number of victims of windstorm and related disasters per 100'000 inhabitants: 
1976‐2005 (EM‐DAT). ....................................................................................... 27 
Figure 1.4: Catastrophe model (Grossi and Kunreuther 2005) ............................................ 28 
Figure 1.5: Proposed risk chain. ........................................................................................... 31 
Figure 2.1: General views of  the Stadium of Braga: a) panoramic view; b) excavation; c) 
Dume city’s view; d) east grandstand............................................................... 36 
Figure  2.2:  Construction  phases:  a)  slab  element  position;  b)  cable  anchor;  c)  devices 
against the aeroelastic effects; d) overhanging aqueduct. .............................. 38 
Figure 2.3: Full scale dynamic test phases: a) impulsive test setting; b) accelerometers and 
exciting system position ................................................................................... 40 
Figure 2.4:  Instrumentation plan  for ambient vibration  test: a) plan of  locations; b) seis‐
mograph. .......................................................................................................... 42 
Figure  2.5:  Average  normalised  power  spectral  density  estimate  for  vertical  direction 
(Caetano et al. 2008). ....................................................................................... 42 
Figure 2.6: Identified modes based on the FDD method. .................................................... 43 
Figure 2.7: Wind speed measured at the meteorological station in Merelim. .................... 46 
Figure 2.8: Topographic model: a) view of the model; b) satellite view of the area. .......... 46 
Figure 2.9: Gradient wind speed. ......................................................................................... 49 
14  List of Figures   
 
Figure  2.10: Mean  wind  speed  interpolation:  a)  reference  height;  b,  c)  stadium  roof 
25 ൊ 50 ݉; d) gradient height. ........................................................................ 52 
Figure 2.11: Wind Rose over the stadium. ........................................................................... 53 
Figure 2.12: Extreme value Type 1 distribution: a) cumulative and annual exceedance dis‐
tribution; b) probability density function. ........................................................ 56 
Figure 2.13: Windstorm annual exceedance probability: a)  referred  to  the velocity pres‐
sure; b) referred to the wind speed in different wind directions. .................... 56 
Figure 3.1: Rigid  scaled model: a)  complete view of  the model; b) particular of  the  sta‐
dium. ................................................................................................................. 64 
Figure 3.2: POD analysis on the pressure coefficients. Mean values and standard deviation  
 .......................................................................................................................... 66 
Figure 3.3: POD analysis on the pressure coefficients. Mode number 1 ............................. 67 
Figure 3.4: POD analysis on the pressure coefficients. Mode number 2 ............................. 68 
Figure 3.5: POD analysis on the pressure coefficients. Mode number 3 ............................. 69 
Figure 3.6: Cumulative energy: a) with  respect  the  fluctuation  term; b) with  respect  the 
total energy. ..................................................................................................... 71 
Figure 3.7: POD analysis. Mean pressure and modes number 1, 2, 3. Wind direction 270° 
and 310°. .......................................................................................................... 72 
Figure 3.8: POD analysis. Mean pressure and modes number 1, 2, 3. Wind direction 350° 
and 40°. ............................................................................................................ 73 
Figure 4.1: Truss element: a) bar under axial load; b) deformation of the element. ........... 76 
Figure 4.2: Orthogonal projection operator. ........................................................................ 78 
Figure 4.3: Symmetrical prestressed two‐links structure. ................................................... 79 
Figure 4.4: Truss validation. Non‐linear static comparison. ................................................. 80 
Figure 4.5: Truss validation. Non‐linear dynamic comparison. ............................................ 81 
Figure 4.6: DKT triangular plate element. Geometry and degrees of freedom property. ... 82 
Figure 4.7: Plate validation. Cantilever under twist load. Mesh A. ...................................... 85 
Figure 4.8: Plate validation. Cantilever under twist load. Mesh B. ...................................... 86 
Figure 4.9: OPT triangular membrane element. Natural strains directions. ........................ 88 
Figure 4.10: Membrane validation. Non‐rectangular cantilever under skewed load .......... 92 
  List of Figures  15 
 
Figure 4.11: Natural vibration modes according to the State 0 configuration. Slabs elastic 
modulus ܧ=3.3 ܩܲܽ. ...................................................................................... 101 
Figure 4.12: Natural vibration modes according to the State 0 configuration. Slabs elastic 
modulus ܧ=16.4 ܩܲܽ. .................................................................................... 101 
Figure 4.13: Natural vibration modes according to the State 0 configuration. Slabs elastic 
modulus ܧ=32.8 ܩܲܽ. .................................................................................... 102 
Figure 4.14: Natural vibration modes according to the State 0 configuration. Slabs elastic 
modulus ܧ=49.2 ܩܲܽ. .................................................................................... 102 
Figure  4.15: Numerical  test  load  on  points  EXCA,  EXCB:  a‐c)  pressure  distribution;  b‐d) 
complete time history of the loads. ............................................................... 104 
Figure 4.16: Modes resulting from numerical test EXC A. ................................................. 105 
Figure 4.17: Power spectra and displacement time history of point A .............................. 106 
Figure 4.18: Power spectra and displacements on numerical test EXC A .......................... 106 
Figure 4.19: Power spectra and displacements on numerical test EXC A .......................... 107 
Figure 4.20: Modes resulting from numerical test EXC B. .................................................. 108 
Figure 4.21: Power spectra and displacements of point B ................................................. 108 
Figure 4.22: Power spectra and displacements on numerical test EXC B .......................... 109 
Figure 4.23: Power spectra and displacements on numerical test EXC B .......................... 110 
Figure 5.1: Rayleigh damping: damping ratio vs frequency. .............................................. 115 
Figure 5.2: Aerodynamic structural response. ................................................................... 118 
Figure 5.3: Aeroelastic structural response. ...................................................................... 120 
Figure 5.4: Steps of the aeroelastic correction. ................................................................. 122 
Figure 5.5: Idealized single degree of freedom. ................................................................. 124 
Figure 5.6: Response of a SDOF  system. Comparison between  the aeroelastic correction 
formulae. ........................................................................................................ 126 
Figure 5.7: Response of a SDOF system. Damping coefficient’s approximation. ............... 127 
Figure 5.8: Response of a SDOF system: Total energy. ...................................................... 129 
Figure 5.9: Vortex shedding in the cylinder wake: a) test sketch; b) CFD visualization of the 
Von Karman vortexes. .................................................................................... 130 
Figure 5.10: Vortex shedding CFD test. Lift force in the fixed body. .................................. 131 
16  List of Figures   
 
Figure 5.11: SDOF ‐ CFD comparison. Vertical displacement of the cylinder. .................... 131 
Figure 5.12: SDOF ‐ CFD comparison. Lift forces. ............................................................... 132 
Figure  5.13:  Response  time  history:  a)  simul.1  (without  any  damping);  b)  simul.2  (with 
aeroelastic  damping  only);  c)  simul.3  (with  structural  damping  only);  d) 
simul.4 (with both damping mechanisms). .................................................... 134 
Figure 5.14: Comparison in energetic terms between the different simulations: a) total en‐
ergy; b) energy ratio with respect to the first simulation. ............................. 135 
Figure 5.15: Operative scheme of the random decrement method. ................................. 138 
Figure 5.16: RDM analysis on the stadium roof. Simulation with only structural damping: a) 
vertical deflection  time history; b) displacement spectrum; c) average of  the 
randomdec signatures. ................................................................................... 140 
Figure  5.17: RDM  analysis  on  the  stadium  roof.  Simulation with  structural  and  aerody‐
namic damping: a) vertical deflection time history; b) displacement spectrum; 
c) average of the randomdec signatures. ....................................................... 141 
Figure 6.1: Major structural failures: a) Tacoma Narrow bridge (1940); b) Ferrybridge cool‐
ing towers (1965). ........................................................................................... 144 
Figure 6.2: Local damage index for the concrete slab resistance. ..................................... 149 
Figure 6.3: Roof vibration damage‐state brackets. ............................................................ 151 
Figure 6.4: Considered wind direction on the simulation events. ..................................... 153 
Figure 6.5: Displacement evolution on the stadium’s roof. Proper mode number 1. ....... 154 
Figure 6.6: Displacement evolution on the stadium’s roof. Proper mode number 2. ....... 154 
Figure 6.7: Displacement evolution on the stadium’s roof. Proper mode number 3. ....... 155 
Figure 6.8: Displacement evolution on the stadium’s roof. Proper mode number 4. ....... 155 
Figure 6.9: Roof vibration damage‐state brackets. ............................................................ 156 
Figure 6.10: Structural damage condition of the roof. ....................................................... 156 
Figure 6.11: External damping device: a) position of the devices; b) scheme of one mecha‐
nism. ............................................................................................................... 162 
Figure 6.12: Roof vibration damage‐state brackets after mitigation. ................................ 164 
Figure C.1: Reference systems considered in the element. ............................................... 173 
Figure C.2: Wind speed approaching the surface. ............................................................. 174 
  List of Figures  17 
 
Figure C.3: Velocity pressure resultant on the surface. ..................................................... 174 
Figure C.4: View of the Γ slice section. ............................................................................... 174 
Figure C.5: Velocity pressure acting on the surface’s projection. ...................................... 175 
Figure C.6: Pressure resultant decomposition. .................................................................. 175 
 
 
   
18  List of Figures   
 
 
 
 
 
 
 List of Tables 
   LIST OF TABLES 
 
 
Table 1.1: Top 10 most expensive wind‐induced disaster: 1974‐2003 (CRED 2004) ........... 26 
Table 2.1: Mechanical properties of the cables. .................................................................. 37 
Table 2.2: Natural frequencies of the roof structure calculated at design, constructed and 
identified .......................................................................................................... 41 
Table 2.3: Identified modal damping coefficients (%) .......................................................... 44 
Table 2.4: Wind Speed (WS) information at anemometer site. ........................................... 45 
Table 2.5: Anemometer height data – 1:1500 scale model. ................................................ 47 
Table 2.6: Wind speed results from the topographic scale model. ..................................... 48 
Table 2.7: (Simiu and Scanlan 1996) table 2.2.2, suburban terrain. .................................... 49 
Table 2.8: Measured wind speed profile. ............................................................................. 50 
Table 4.1: Truss validation. Test data. .................................................................................. 80 
Table 4.2: State 0 configuration varying the slab’s elastic modulus .................................... 99 
Table 4.3: Frequencies (Hz) comparison between different slabs stiffness ....................... 103 
Table 4.4: Summary of the results in resonance numerical test on point EXC A. .............. 105 
Table 4.5: Summary of the results in resonance numerical test on point EXC B. .............. 108 
Table 4.6: Dynamic characterization of the non‐linear numerical model of the roof. ....... 110 
Table 5.1: Damping models ................................................................................................ 113 
Table 5.2: Vortex shedding test data. ................................................................................ 132 
Table 5.3: Braga stadium data. ........................................................................................... 133 
Table 5.4: Damping set‐up and mode’s energy.................................................................. 133 
20  List of Tables   
 
Table 6.1: Steel cables damage‐state brackets. ................................................................. 146 
Table 6.2: Concrete slabs damage‐state brackets. ............................................................. 148 
Table 6.3: Roof vibration damage‐state brackets. ............................................................. 151 
Table 6.4: Simulation schedule. ......................................................................................... 152 
Table 6.5: Resume of the risk of collapse of the steel cables. ............................................ 158 
Table 6.6: Resume of the risk of cracking of the concrete slabs. ....................................... 159 
Table 6.7: Resume of the risk for induced fear due to the roof’s vibration. ...................... 160 
Table 6.8: Dynamic characteristics of the roof: single degree of freedom. ....................... 163 
Table 6.9: Characteristics of a single damping device. ....................................................... 163 
 
 
 
 Chapter 1:  Risk assessment framework 
CHAPTER  1 RISK ASSESSMENT FRAMEWORK 
 
 
1.1  Introduction 
INTRODUCTION 
During the last decade, we have witness an increasing societal concern on sustainable de‐
velopment, focused on the conservation of the environment, the welfare and safety of the 
individual  and  the  optimal  allocation  of  natural  and  economical  resources  (Faber  and 
Stewart 2003). The strategic action plans and the related policies developed by EU, USA 
and Japanese governments are based on a policy aimed to support Research‐Technologic 
& Developments  for  the Sustainable  improving of  the performances and enhancing  the 
quality of researches and application, not only in emerging sectors like renewable energy 
and CLIMTECH (Korhonen, Savolainen and Ohlstrom 2004), but also in maturing area like 
structural engineering and ICT as well. 
The adjective sustainable assumes a wide meaning, due to the many aspects it can be ap‐
plied to. Firstly, the impact on the environment in short and long time courses. Secondly, 
the implications in the improving of the life quality of the human individual, in a long list of 
issues, like the implementation of its performance and health, its life style and economic 
environment with a safe and responsible approach. 
This tough problem may easily be realized to be a complex decision problem highly influ‐
enced by the possible consequences of our actions and the probabilities that these conse‐
quences will occur, the product of which is known as risk. 
Every innovative process or, in a more general view, every new input gives back a certain 
degree of  risk  in  contrast  to  the  expected benefits.  It  is not  always possible  to  predict 
them with a considerable advance. Even the delay in reaching some benefit results could 
be unpredictable  and  could bring negative  consequences. However  taking  into  account 
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the  existence  of  risks  becomes  an  intrinsic  issue  in  each  action  a  policy maker,  a  re‐
searcher, an engineer, a taxi driver etc. have to deal with. 
In daily conversation risk is a rather common notion used interchangeably with words like 
chance,  likelihood and probability  to  indicate an uncertainty about  the  state of activity, 
item or issue under discussion (Faber 2007). For example talks are made about the risk of 
getting cancer due to cigarette smoking, the chance of succeeding in developing a vaccine 
against the HIV virus, likelihood of getting a “Royal Flush” in a Poker game and the prob‐
ability of a major earthquake occurring in Italy within the next decade, behind the recent 
events or the risk of another economic crisis. 
Even though  it may be understandable  from the context of discussion what  is meant by 
the different words,  in engineering decision making risk has  to be specifically addressed 
and understood as the expected consequences of an event associated with a given activ‐
ity, e.g. the construction, operation and decommissioning of a power plant. 
Considering an activity with only one event with potential consequences ܥ,  the risk R  is 
the probability ܲ  that  this event will occur multiplied with  the  consequences given  the 
event occurs i.e.: 
  R ൌ ܲ ൈ ܥ  (1.1) 
If ݊ events with consequences ܥ௜ and occurrence probabilities  ௜ܲ may result from the ac‐
tivity, the total risk associated with the activity is simply assessed through the sum of the 
risks from the individual events: 
  R ൌ෍ ௜ܲ ൈ ܥ௜
௡
௜ୀଵ
  (1.2) 
This definition of risk is consistent with the interpretation of risk used in the insurance in‐
dustry and from the socio‐economic and socio‐politic points of view.  
Risk may be given in a currency, or in amount of human fatalities. Most of the risk values 
could be converted into the amount of money to be spent to recover a failure or to reach 
a  result  in delay. Unwanted events, as well,  such as an environmental or human health 
impact, can be expressed by an amount of resources that need to be allocated to recover 
the environmental damage, or to heal the people involved. The value of a risk is the start‐
ing point to develop a strategy for managing. 
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Figure 1.1: The general risk management framework (Pliefke, Sperbeck, et al. 2007). 
According  to  (Pliefke,  Sperbeck,  et  al.  2007),  the  risk  assessment may  be  structured  in 
main areas as depicted  in Figure 1.1. Firstly, the research where a model to  identify the 
risk is developed; secondly, the calculation of a risk considering specific assumptions and, 
eventually, the risk treatment. The latter is the part with the strongest impact on the soci‐
ety  and  could be divided  in:  risk  communication;  risk  remediation  and  risk  recovery. A 
relevant  aspect  is  the  study of  the  risk perception due  to  an  action. The perception of 
people of an input could be very different among them and has to be considered. 
Risk assessment and the related risk management process can be established with a defi‐
nite  degree  of  acceptance. How  decisions  are  taken  and  the  general precautions  for  a 
given risk influence the way the society deals with any event of the everyday life. 
1.2  Natural disasters 
NATURAL  DISASTERS 
Today, the world  is facing disasters and other humanitarian emergencies on an unprece‐
dented  scale.  These  include  natural  and  human‐made  disasters,  such  as  earthquakes,  
windstorms, transport and industrial accidents; longer‐term disasters, such as famines and 
droughts; and situations creating mass displacement of people such as civil strife and con‐
flicts. 
According to  (CRED 2004), more than 9'000 natural disasters have been registered since 
1900. Of  these, about 80% have occurred over  the  last 30 years. More  than 255 million 
people were affected by natural disasters globally each year, on average, between 1994 
and 2003, ranging from of 68 million to 618 million. During the same period, these disas‐
ters claimed an average of 58'000 lives annually, with a range of 10'000 to 123'000. During 
the last decade disasters caused damage of an estimated US$ 67 billion per year on aver‐
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age, with a maximum of US$ 230 billion and a minimum of US$ 28 billion. The economic 
cost associated with natural disasters has increased 14‐fold since the 1950s. 
The human and economic  losses  caused by natural disasters  in 2008 were devastating. 
More  than 235'000 people were killed, 214 million people were affected and economic 
costs were over US$ 190 billion. The CRED's Emergency Database (EM‐DAT) recorded 354 
natural disasters in 2008, which is less than the 2000‐2007 yearly average number of 397. 
However,  the death  toll was  three  times higher  than  the  annual  average of 66’813  for 
2000‐2007, mainly caused by two major events: cyclone Nargis which killed 138'366 peo‐
ple  in Myanmar and the Sichuan earthquake  in China which caused the deaths of 87'476 
people. Disaster costs in 2008 were more than twice the US$ 82 billion annual average for 
2000‐2007 and were mainly attributed to the Sichuan earthquake in China (US$ 85 billion) 
and hurricane Ike in the U.S. (US$ 30 billion). 
Scientific predictions and evidence  indicates  that global climate change will  increase  the 
number of extreme events, creating more frequent and intensified natural hazards such as 
floods and windstorms. Population growth, urbanization and the inability of poor popula‐
tions to escape from the vicious cycle of poverty contribute to an increase in the number 
of people who are vulnerable to natural hazards, with a resulting increase of natural disas‐
ters and environmental emergencies. 
In the past, the major fraction of disaster management funding was generally assigned to 
disaster  relief,  instead of  reduction or prevention. Calculations of  risks and vulnerability 
assessments were a lower priority than response. With the increase in magnitude of disas‐
ter  impacts, especially  in  the  last decades, concern  is mounting over  inadequate aware‐
ness and prevention.  It has become  increasingly apparent  that a  relatively  small  invest‐
ment  in  disaster  preparedness  can  save  lives,  reduce  the  number  of  people  requiring 
emergency assistance and preserve vital economic assets, as well as reducing the cost of 
overall  relief  assistance  to disaster‐stricken  countries. Nowadays, most decision makers 
agree that the  integration of disaster preparedness, mitigation and prevention measures 
into policy development  is  fundamental  to  reducing  the vulnerability of human popula‐
tions to natural hazards. 
In accordance with CRED terminology, a disaster is: 
“A situation or event which overwhelms  local capacity, necessitating a request to the 
national or international level for external assistance, or is recognized as such by a mul‐
tilateral agency or by at  least two sources, such as national, regional or  international 
assistance groups and the media”. 
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The classification of disasters is a controversial and complex issue. A specific event can be 
catastrophic for an individual, but not for the community or for the society at large. In ad‐
dition,  categorizations also depend on whether economic  impact, mortality or  the geo‐
graphic scope is considered as the determining factor. 
In  EM‐DAT  four main natural  disaster  types  and  their  related disasters  are  considered, 
namely floods, droughts, windstorms and geological disasters. Floods and related disasters 
include  floods  (84%),  landslides  and mudflows  (13%)  and  avalanches  (3%). Windstorms 
include  storms  (31%),  typhoons  (20%),  cyclones  (16%), hurricanes  (13%), winter  storms 
(9%),  tornadoes  (7%) and  tropical storms  (4%). Geological disasters  include earthquakes 
(83%), volcanic eruptions  (16%) and  tidal waves  (1%). Droughts and related disasters  in‐
clude droughts (58%), extreme temperatures (21%) and wildfires (21%). 
1.2.1  Windstorms 
Windstorms 
Windstorms are among the most destructive disasters. They often cover very wide areas 
and can cause significant deaths, injuries, agricultural or property loss. 
Over the 1974‐2003 period, a total of 1'864 windstorms caused the death of 294'000 indi‐
viduals and affected1 more than 557 million. The ratio of affected to killed was of 1'899, 
significantly  less  than  for  floods but over 10  times more  than  for earthquakes or volca‐
noes. 
The most  lethal windstorm  of  the  last  30  years was  in Bangladesh  in  1991 with  about 
140'000  people  killed  (Jonkman  2005).  On  average,  each windstorm  affected  close  to 
300'000 people, although a windstorm  in China  in 2002 affected 100 million  (Stoltman, 
Lidstone and Dechano 2008). 
In many cases, flooding from heavy rains and wind surges has a greater impact on mortal‐
ity than that of the wind itself. However, collapsing buildings and wind‐strewn debris can 
account for many of the injuries experienced during windstorms. 
As shown in Table 1.1, richer countries tend to rank frequently in a listing of the most ex‐
pensive disasters, because of higher  insured  values of property  linked  to higher  labour 
costs for reconstruction. On the contrary, when expressing the losses by disaster category 
as a proportion of  the previous year's GDP,  the  top  ranking countries are all developing 
                                                                
1 People requiring immediate assistance during a period of emergency; it can also include 
displaced or evacuated people. 
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nations and no industrialized country figures in the top 10 of any disaster category. In this 
respect, windstorms represent the disaster category with the highest relative costs. 
Table 1.1: Top 10 most expensive wind‐induced disaster: 1974‐2003 (CRED 2004) 
Windstorm  Year 2003 US$ billion 
United States Hurricane Andrew 1992 39.43 
France  Winter storm 1999 12.24 
United States Tornado 1995 12.10 
Japan  Typhoon Mireille 1991 7.04 
Korea, DPR Typhoon Prapiroon 2000 6.58 
United States Hurricane Iniki 1992 6.57 
Western Europe  1990 6.49 
United States Hurricane Frederic 1979 5.84 
Caribbean Hurricane Hugo 1989 5.32 
United States Hurricane Isabel 2003 5.00 
Western Europe  Hurricane Vivian 1990 4.51 
Germany  Capella Gale 1976 4.21 
An overview  of  the worldwide  number  of wind‐induced  disasters  in  the  period  1976  – 
2005 and the related number of victims is shown in Figure 1.2 and Figure 1.3 respectively. 
The most affected regions are northern America, eastern Asia, western Europe and Aus‐
tralia. 
1.3  Risk Framework 
RISK  FRAMEWORK 
1.3.1  Catastrophe modelling 
Catastrophe  modelling 
Several  researchers  from  all  the  countries  in  the world  spend  a  lot of  energy  trying  to 
model natural and manmade disasters on ways they can be managed. Catastrophe model‐
ling is not embedded in one field or discipline. The science of assessing and managing ca‐
tastrophe  risk originates  from  the  field of property  insurance and  the science of natural 
hazards. Initially, tracking the events on a map in order to indicate their concentration of 
exposure, nowadays with Geographic Information Systems (GIS) software. 
In  their  risk management  approach, Grossi  and  Kunreuther  (2005)  indentify  four  basic 
components  of  a  catastrophe  model,  namely  hazard  inventory  vulnerability  and  loss 
(Figure 1.4). According to this general framework, the first step is to characterize the natu‐
ral hazard phenomena:  for  instance, a hurricane  is mainly characterized by  its projected 
path and wind speed. The physical quantity needs also to be related with the frequency of 
certain value or frequencies of events. 
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Figure 1.2: Number of occurrences of windstorm disasters: 1976‐2005 (EM‐DAT). 
 
 
Figure 1.3: Number of victims of windstorm and related disasters per 100'000 inhabitants: 1976‐2005 (EM‐DAT). 
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Figure 1.4: Catastrophe model (Grossi and Kunreuther 2005) 
Next, the model requires to collect data  in the  inventory or portfolio of elements at risk2 
(EaR) as accurately as possible. One of the most important parameters used to character‐
ize the inventory is the location of each element at risk. In addition to the element's loca‐
tion,  all  the  other  factors  that  could  help  in  estimating  the  vulnerability  should  be  in‐
cluded. For a building, these parameters include its construction type, its age, the number 
of stories, etc. 
The hazard and inventory modules enable the calculation of the vulnerability or suscepti‐
bility of damage of the elements at risk. Practically, this step quantifies the physical impact 
of the natural hazard phenomenon on the system. The vulnerability quantification  is the 
key factor of a catastrophe model. Some models use damage curves and relate structural 
damage  to a severity parameter, such as peak gust wind speed or spectral acceleration. 
Others allocate  the buildings  into damage‐state brackets,  for example  slight, moderate, 
extensive or complete damage. 
The  last  step  is  the  evaluation of  losses based on  the measure of  vulnerability.  In Risk 
Management it is used to refer to losses as direct, that can be directly related to the disas‐
ter, and  indirect, which occur with a  time shift.  Indirect  losses, or consequences, can be 
interpreted as the cost of missing in functionality of an EaR after the disaster has occurred. 
Furthermore,  the  losses  are  classified  into  economic, humanitarian,  ecological  and CSH 
(cultural, social, historical) consequences. As it is possible to assign a monetary value only 
to economic consequences  in a direct way, they will be referred to as tangible. All other 
classes of consequences are termed intangible (Pliefke, Sperbeck and Urban 2006). 
1.3.2  Decision process criteria 
Decision  process  criteria 
Given the assumption that every action implies determined consequences, this thesis will 
focus its attention on a particular action as a catastrophe, whose consequences would in‐
                                                                
2 A single or a group of persons or objects within the predefined System that are suscepti‐
ble and exposed to the impact of a Hazard. 
HAZARD
INVENTORY
VULNERABILITY LOSS
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deed be losses. When considering such an issue, the need is to foresee and limit the entity 
of the losses. 
Figure 1.4 presents a catastrophe model, where 4 key points are  issued  in  loss manage‐
ment.  Briefly,  in  the  hazard  component  physical  characteristics  of  the  catastrophe  are 
considered,  in  terms  of  intensity  and  return  period.  The  inventory  considers  how  and 
when the catastrophe acts on the system3; when the system is formed by a single EaR, the 
inventory is replaced by the hazard path. The last two milestones are the vulnerability and 
the consequent final losses. 
The vulnerability is certainly the key point in the model. Even though vulnerability is not a 
quantifiable physical value, in Figure 1.4 it is considered at the same level of other terms, 
which on  the contrary are  identifiable as numerical values. Vulnerability can be also  re‐
ferred  to as susceptibility  to damage. When using  this alternative definition,  it becomes 
clearer  the meaning  of  the  vulnerability:  the  underlying  physical  value  is  the  damage, 
while the susceptibility indicates the probabilistic value of its happening. 
A simplified model of the risk framework can be shown as a chain whose starting and end‐
ing rings are, respectively: 
CATASTROPHE ՜ LOSSES
The Catastrophe  is  the  specific event, with  the  intensity  it has had  in  the past, e.g.  the 
earthquake  in Kobe, the Hurricane Katrina; to foresee future scenarios,  it  is necessary to 
collect  information on the probability that a new catastrophe with the same  intensity to 
happen  again.  The  term Catastrophe  is  replaced by Hazard, which,  in  its definition,  in‐
cludes  the hazard  type  (earthquake,  flood, …),  the  intensity,  the  foreseen return period. 
The Losses, on the other end of the chain, are tangible, intangible, direct and indirect con‐
sequences due to the catastrophe. 
The  central  rings  of  the  chain  specify  the most  significant  values  determining  the  final 
losses. Damage has already been cited, but other values can be explained in details: in the 
forthcoming  sections,  the  loads acting on  the  structure/system, as well as  its  structural 
response. 
                                                                
3 The object of investigation for which all sources of Hazard are identified and Risk Analysis 
is being performed. The System  can be  composed by a  single building or  infrastructure 
element, a suburb of a city, a whole urban region or even an entire country. 
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Terms such “susceptibility”, “vulnerability”, and “robustness”, which confer a probabilistic 
uncertainty4 to the final result, need a dedicated consideration. In the risk schematization 
as “chain”, these terms define the relative mobility of the rings. When a deterministic rela‐
tion binds two different values, the rings can be considered as welded, while  if the rela‐
tionship includes an uncertainty, the rings can show a relative sliding. In this case, the final 
configuration of the chain would be defined with a degree of probability, without an abso‐
lute certainty. 
From this point of view, the model proposed by Grossi and Kunreuther  (Figure 1.4), and 
applied  to  a  single  building,  can  be  schematized with  just  two  rings, Hazard  and  Loss, 
whilst  the  relative variability  is defined only by  the Vulnerability5 of  the  system. Such a 
simplified model  is at  least as precise and reliable as more complex models, the missing 
information are related to the causes of the vulnerability, and how should it be calculated, 
issues that are left to the arbitrariness of the operator. 
If  the complete definition of  risk on a given  system  is  to be  followed  (1.2), an operator 
shall evaluate all  the potential dangerous events, even with  the  lowest probability, and 
consider  the potential damage. For  instance, estimating  the potential damages on a car 
travelling from home to the supermarket, both the risk of being hit by a pebble, or by a 
meteorite, should be considered. This approach can be valid in theoretical academic calcu‐
lations, while in the common practice, a reasonable approach is to fix thresholds for very 
low probable events, and for very low harmful as well. 
This approach, which seems perfectly reasonable, can be addressed as the major cause of 
the problems when calculating the risk. Even applying a scientific and “exact” method, in‐
deed,  there  are  still  arbitrary  and  subjective  decisions  to  be  taken  on  how  this  “low” 
should be, or on what to be considered negligible. 
Another key point to be taken into account, and that can be easily criticized, is the isola‐
tion of a system attacked by different catastrophic events. Isolating a system excludes in‐
deed the effects on the calculation from the “rest of the world”, whose  influence  is con‐
sidered negligible. Considering all the potential catastrophic events independently implies 
ignoring the possibility of different events to happen at the same instant. Of course, both 
these assumptions are incorrect. An easy solution is to extend the limits of the case study, 
and to  include the combined probabilities of different catastrophes. Even though a theo‐
retical mathematical model have been developed, its practical application is far to be the 
easiest choice. 
                                                                
4 A potential deficiency in any phase or activity of the modeling process that is due to the 
lack of knowledge. 
5 Indicates the total potential of a Hazard of a given intensity. 
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A key choice for the decision maker is to define a specific objective, to apply the simplest 
mathematical model in accordance with the available data, and to control the reliability of 
the results.  
1.3.3  Proposed risk assessment chain 
Proposed risk  assessment  chain 
To calculate in details and accuracy the risk of a catastrophic event, it is necessary to de‐
fine precisely a system, namely a detailed case study, and progressively defining the most 
accurate rings of the chain, with their interdependencies. 
 
Figure 1.5: Proposed risk chain. 
Focusing the attention on severe meteorological events, we can identify the Nature as the 
promoter of catastrophic events, and thus rely on meteorology for Hazard (H)  identifica‐
tion on the system. 
The  second  step  is  to understand how  the harmful event may act on  the  system, or  in 
other terms, which is the exposure of the system in respect of the event. The physical size 
to determine is the load (forces, pressures, accelerations) generated by the event, defined 
as Hazard Load  (HL). As defined by Grossi et al  (2005),  in simplified contexts the Hazard 
Load can be determined starting from the Exposure, whilst in complex systems it is neces‐
sary  to  consider  the  Inventory.  In other works, with different purposes and  considering 
other aspects, the terminology can differ. In the present work, the “exposure”  is defined 
as  the pathway  followed by  the catastrophic event when  reaching  the system. Hence, a 
possible solution to reduce the risk of natural catastrophes is to add an obstacle, or a bar‐
rier,  in  the expected pathway.  If such a barrier  is applied as a modification of  the given 
system, in the risk calculation the Hazard remains unchanged, while the Hazard Load var‐
ies, with a consequent change of the effects on the structure.  If the barrier  is outside of 
the system, as a different scenario, the exposure remains unchanged, whilst the reduction 
is applied as a reduction of the Hazard Intensity entering the system. 
H
NATURE
HL
EXPOSURE
EDP
MODEL
L
ROBUSTNESS
D
VULNERABILITY
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Once defined the loads applied to the structure, the second step is to calculate the struc‐
tural response to the event under examination. Following PEER, the structural response is 
defined as engineering demand parameter (EDP). Several methods are available to calcu‐
late the structural response, each with different advantages and precision levels: numeri‐
cal models, physical scale models, non destructive tests on the existing structures. Nowa‐
days, the gold standard, or at least the starting and support method, is the preparation of 
a numerical model (FEM for civil structures) which reproduces in details the structure and 
the binding conditions. This model would serve as a base on which to apply the load con‐
dition of the event under examination. 
The  connection  between  the  chain  rings HL  →  EDP  is  here  reported  as  the  numerical 
model FEM, which is described in details in chapter 4. FEM models, normally, do not sup‐
port any uncertainty in the results: starting from the initial data, an unambiguous result is 
achieved, following a deterministic relationship. Probabilistic numerical models are avail‐
able as well, but their complexity  is normally extremely high even with a  limited number 
of parameters. 
After  the  structural  response,  the next  step  is  the  calculation of  the  structural damage. 
The evaluation of Damage (D) is a crucial step in risk assessment, as it quantifies the physi‐
cal effect of the catastrophic event, in terms commonly understood from people without a 
decidedly  engineering  training.  While  the  EPD  gives  technical  information  as  stress‐
resultants, displacements, vibrations, the damage gives a more tangible and comprehen‐
sive  information, normally expressed with a scale of percentages: 0% no damage; 100% 
totally destroyed. 
In the risk chain, the step between EDP and D contains some levels of uncertainty, and it is 
suggested to the operator to express this parameter in damage‐stage brackets, as: slight, 
moderate, extensive, or complete damage.  In this point of the procedure, the term “vul‐
nerability”, as proposed by Grossi et al  (2005),  is considered. The term here  is meant as 
susceptibility to the damage, and can be considered starting from technical and detailed 
information, first of all the structural response. 
The  last ring of the chain  is the calculation of the robustness of a system, related as the 
ability of a considered system to sustain a given damage state subject to the prevailing ex‐
posure conditions, and  thereby  limit  the consequences of exposure events  to  the direct 
consequences (Faber 2007). 
Robustness is meant in generic terms, namely the system’s reaction to the given damage. 
It is possible, then, to evaluate direct and indirect losses (L), and it becomes easier to fa‐
cilitate the post‐catastrophe period. 
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1.3.4  Computation of risk 
Computation  of  risk 
In several situations, in the common life, probability is evaluated according the frequency 
probability definition, tallying the number times the event occurs divided by the number 
of experiments  that  is carried out. This approach  is normally used  in quality tests  in  the 
industry. When  considering  larger  scales,  e.g. when  studying  buildings,  infrastructures, 
dams,  in  engineering,  but  also when  characterizing  the  financial  situations  of  different 
countries, of migrations, in economy and social sciences, it is impossible to statistically es‐
timate  the probability of a given event. A  statistically  significant number of comparable 
events  is  indeed  lacking. Modern structural  reliability and  risk analysis are based on  the 
Bayesian interpretation of probability, where the lack of knowledge is treated by probabil‐
istic reasoning like other type of uncertainties. 
Applying the theorem of total probability and the Bayesian theory (see Appendix A), when 
assigning the conditional probabilities of the single events,  it becomes possible to calcu‐
late the risk for the system as the sum of all possible loss levels, multiplied by their prob‐
ability to happen. 
  R ൌ෍L௜ ڄ ܲሺL௜ሻ
௜
  (1.3) 
Covering the risk chain (Figure 1.5) in the opposite direction, from right to left, it is further 
possible  to write  the probability of  a  loss  level ܲሺܮ௜ሻ after  the determination of  all  the 
conditional probabilities ܲሺڄ | ڄሻ of the several chain rings, expliciting the mobility relation‐
ships yet hinted, multiplied by the probability of the hazard at the beginning of the chain. 
  ܲሺL௜ሻ ൌ෍ܲ൫L௜ ת D௝൯
௝
ൌ෍ܲ൫L௜|D௝൯ ڄ ܲ൫D௝൯
௝
  (1.4) 
  ܲ൫D௝൯ ൌ෍ܲ൫D௝ ת EDP௞൯
௞
ൌ෍ܲ൫D௝|EDP௞൯ ڄ ܲሺEDP௞ሻ
௞
  (1.5) 
  ܲሺEDP௞ሻ ൌ෍ܲሺEDP௞ ת HL௠ሻ
௠
ൌ෍ܲሺEDP௞|HL௠ሻ ڄ ܲሺHL௠ሻ
௠
  (1.6) 
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  ܲሺHL௠ሻ ൌ෍ܲሺHL௠ ת H௡ሻ
௡
ൌ෍ܲሺHL௠|H௡ሻ ڄ ܲሺH௡ሻ
௡
  (1.7) 
Substituting (1.4)‐(1.7) in (1.3), it is possible to obtain the complete formula for the calcu‐
lation of the risk due to natural catastrophes in continuous terms: 
R ൌ නL ڄ ݂ሺL|Dሻ ݂ሺD|EDPሻ ݂ሺEDP|HLሻ ݂ሺHL|Hሻ ݀H ݀HL ݀EDP ݀D ݀L  (1.8) 
Equation  (1.8)  is  the  integral  formula of  the  risk, where all  the  conditional probabilities 
ܲሺڄ | ڄሻ  have  been  substituted with  the  conditional  probability  density  function  ݂ሺڄ | ڄሻ. 
The formula, as here reported, with a multiple integral with the same number of values of 
the number of  the chain  rings, has been  firstly  reported by PEER,  in  the study of earth‐
quakes’ effects (Baker and Cornell 2003), but due to  its general nature can be applied  in 
other different fields (Paulotto, Ciampoli and Augusti 2004). 
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In this chapter a specific case study of a building usually subjected to windstorm events is 
presented. This building is the municipal football stadium of the city of Braga in Portugal, 
renowned all over  the world  for  its extraordinary  suspension covering  that  is extremely 
flexible and interesting in this context because it is easily stressed by the dynamic effects 
of the wind action. These features, combined with the huge amount of data produced by 
several experimental tests yield the roof of the stadium as an excellent example for calcu‐
lating the structural reliability through the application of the Risk Management Chain de‐
fined in chapter 1. All the ring chains of Figure 1.5 and their solution are described in this 
and in the following chapters. 
As a first step the definition of the system is required. Here below the detailed geometri‐
cal and mechanical  characteristics of  the  stadium are exposed highlighting  the adopted 
technology during the construction process of the roof. Moreover, two experimental set 
of  tests are presented and widely explained;  the  tests aim  to  characterize  the effective 
dynamic properties of the built‐up covering. Tests results offer the comparison checkpoint 
applied to validate the numerical models created and used within the present work (see 
chapter 4). 
The last part of the chapter provides an extensively explanation of the real wind phenom‐
ena that affect the stadium of Braga. Merging together real data collected on‐site with the 
results of a topographic scale model of the whole suburban area around the building, and 
conforming the outcomes to the same security level of the codes in force, it is possible to 
create a global wind speed profile variable with the point height and the wind direction. 
The wind  speeds  of  the  previous  profile  are  considered  the  hazard  intensity  of  events 
characterized by a return period of 100 years. All other events with different occurrence 
degrees  are  considered  by  using  statistical  relations  and  they  are  related  to  their  ex‐
ceedance annual probability (EAP) that will be named as hazard probability. 
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2.1  Stadium description 
STADIUM  DESCRIPTION 
The Braga Municipal Stadium is located in Dume, the northern suburb of the city. It lays as 
in an amphitheatre  inside the granite quarry of Monte Castro with a marvellous view on 
the  city. The architect Eduardo  Souto Moura  imagined  the  complex made up with only 
two grandstands on both sides of the  football pitch, one hollowed out  in the rock  (west 
stand), the other would rise up from the ground as the eastern space ending. Behind the 
goals nothing has to hide the quarry (south side) and the sight of Dume on the north side. 
 
(a) 
 
 
(b) 
 
 
(c) 
 
(d) 
Figure 2.1: General views of the Stadium of Braga: a) panoramic view; b) excavation; c) Dume city’s view; d) east 
grandstand. 
The entire complex has been built for the Euro Football Championship  in 2004 and  it  in‐
cludes, besides  the Stadium, a  sports pavilion and an Olympic  swimming pool. Builders’ 
purpose was  to  create  a  stadium big  enough  for hosting  30.000  spectators but,  at  the 
same time, that must be as simpler and cleaner as possible in the way to merge everything 
inside the hill. To reach this aim the whole area of the pitch acts  itself as a building with 
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two floors that include all the back services, the changing rooms and a parking garage. The 
rock excavation was one of the bigger problem come up against the engineers: in total 1.7 
million of ݉ଷof hard rock and gravel were excavated. But with any doubts the major chal‐
lenge  for the design team was the stadium’s roof,  identified as the most noticeable ele‐
ment in the whole complex. 
To achieve  the  final design  for  the  roof  several hypothesis were be proposed  (Furtado, 
Quinaz and Bastos 2005). Initially the idea was to build a continuous canopy‐style roof in‐
spired by ancient South American  Inca bridges, with dozens of steel strings  flying across 
the pitch. Afterwards this solution was modified due to illumination problem for the grass: 
the  slab was divided  in  two pieces  clamped directly  to  the  stands and  the  stripes have 
been replaced by couples of full locked coil cables. The current construction holds 34 cou‐
ples of  cables which  cover  the  total  span of 202 ݉ anchored  to  the  tops of  the grand‐
stands; over the wires there are two concrete slabs (126 ൈ 57 ݉ each) with two transver‐
sal  triangular  trusses suspended  from  the  inner border of each slab acting as a stiffness 
girder and also accommodating the floodlights and the loud speakers. 
2.1.1  Construction process 
Construction  process  
The  roof  (Afassociados  2001)  is  sustained by  a  set  of pairs  of  full  locked  coil  cables  at 
0.30 ݉ distance with a centre axis spaced at 3.75 ݉. The cables are engaged for 5 ݉  in‐
side  the concrete beams at  the  top of  the grandstands and anchored  (Figure 2.2b). This 
configuration provides a sliding support on every  two cables  for each slab panel  (Figure 
2.2a). The cables are made by hot dip galvanized high strength steel wires built by an inner 
core made by round wires and by one or more external  layers of Z shaped wires. The Z 
shape of the wires is specially made in order to have a self‐locking of the wires, obtaining a 
compact section. The main properties of  the cables,  taken  from  the producer database, 
are reported in Table 2.1. 
Table 2.1: Mechanical properties of the cables. 
tensile strength  ௨݂ ൌ 1570 ܯܲܽ
proof stress  ଴݂.ଶ௞ ൌ 1180 ܯܲܽ
Young’s modulus  ܧ ൌ 163 ܩܲܽ
elongation at break ߝ ൌ 4% on 250 ݉݉ gauge length
nominal strand diameter  ܦ௡ ൌ 88 ݉݉
effective area  ܣ௘௙௙ ൌ 5274 ݉݉ଶ
minimum break load  ܣܨ௠௔௫ ൌ 7720 ݇ܰ
working load  ܰ ൌ 3000 ൊ 3500 ݇ܰ
weight  ܹ ൌ 43.5 ݇݃/݉
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Special manifolds  joint the strands to the concrete slabs, they ensure free slipping  in the 
cable’s axial direction while the displacements in other directions are fixed. On the central 
span’s part (88 ݉) without any restraints with the slabs, several devices are placed in or‐
der to avoid aeroelastic effects (Figure 2.2c). 
 
(a) 
 
 
(b) 
 
 
(c) 
 
(d) 
Figure 2.2: Construction phases: a) slab element position; b) cable anchor; c) devices against the aeroelastic ef‐
fects; d) overhanging aqueduct. 
The cladding  is made by several composite panels with dimensions of 7.5 ൈ 2.4 ݉. Each 
piece is linked to the previous one through bolts and they make them sliding along the ca‐
bles by gravity. Afterward, when all the elements are correctly positioned, after full appli‐
cation of dead  load,  the panels were sealed  together with a concrete bonding material. 
Each panel is made by a one‐way ribbed plate (steel grad S355 J0) filled by reinforced con‐
crete (C30/37, ܧௗ
௖௢௡௖ ൌ 32.8 ܩܲܽ). The panels’ thickness is 24.5 ܿ݉. 
The stiffener girders placed on the slabs’ border line have the double role of increasing the 
stiffness of the roof  in the across‐cable direction and of supporting the technological de‐
vices  (Figure 2.1c). The girders are formed by triangular trusses with the base putted on 
the  top  side and with  a  service platform  sited on middle height. The  girders  are 3.5 ݉ 
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height and 2.5 ݉ depth; they are built with rectangular hollow section (steel grad S355 J0) 
with different sizes: 
• upper rods  ܴܪܵ 150 ൈ 150 ൈ 8 ݉݉ 
• lower rods  ܴܪܵ 200 ൈ 200 ൈ 10 ݉݉ 
• diagonals  ܴܪܵ 100 ൈ 100 ൈ 6 ݉݉ 
The roof shape is established by the 34 pairs of cables with total span of 212 ݉ divided in 
5 ൅ 5 ݉ of anchor inside the border girders, 57 ൅ 57 ݉ as a support for the two slabs and 
the central span of 88 ݉ without any other connection or dead load. The correct configu‐
ration, that is the displacement distribution, is determined by the self weight of cables and 
concrete  panels, which  do  not  improve  the  stiffness without  the  sealing,  and  are  de‐
pended by the actual cable initial length. This length is variable so the maximum displace‐
ment  is around 7.5 ݉ on  the north side and 1 ݉ more on  the other side,  to permit  the 
drainage of  rainwater  in  the embankment direction with one percent  grade. Two  large 
spouts  in stainless steel are suspended from the concrete slabs channel the water to the 
overhanging aqueducts (Figure 2.2d). 
2.2  Dynamic characterization 
DYNAMIC  CHARACTERIZATION 
The outstanding characteristics of  the stadium’s  roof has  required a wide and complete 
monitoring of every construction phase in order to ensure the validity of the static design 
and assumptions about the dynamic. The static monitoring system is based on a series of 
load cells  fitted up  in the cables anchorages to control the strain/stress situation on the 
roof, while  strain  gauges,  tilt meters  and  thermometers were  installed  in  the  concrete 
structures; other devices were placed in order to control the rock massif and the founda‐
tions  (load  cell  in  the  anchors  to  the  ground  and  in‐place  inclinometers). On  the  inner 
edges of the two slabs 6 accelerometers and pressure cells were also installed to observe 
the response of the roof to the wind action. 
2.2.1  Full scale tests 
Full  scale  tests  
The Design Office Afassociados commissioned the dynamic tests on the built‐up stadium 
to Prof. Majowiecki’s team (Majowiecky, Marini and Cosentino 2004) who divided the ex‐
periments  in  two different exciting  systems. Firstly an  impulse  load  test was performed 
releasing an heavy mass  linked  to  the  truss beam of  the  roof  (Figure 2.3a) and, starting 
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from  the obtained results,  the  team succeeded  into extrapolating  information  for a sec‐
ond set of tests. In this part the structure was excited by an approximately harmonic load 
provided by an electric engine which drove the covering into a resonance condition high‐
lighting its modal shapes and the natural frequencies. 
 
(a) 
 
(b) 
Figure 2.3: Full scale dynamic test phases: a) impulsive test setting; b) accelerometers and exciting system posi‐
tion. 
During  the  impulsive  test  the structure was excited by a point  load, by  releasing an ap‐
proximately 5 tons mass preliminary suspended to the roof. The impulsive force had to be 
relatively  small  for  safety  reasons. Hence  the  relative  structural  response was not  suffi‐
ciently wide and clear  to be used  for  the modal shapes and damping  identification. The 
main purpose of the test was to roughly identify the main natural frequencies of the struc‐
ture in order to focus the harmonic load on these values. Once the main natural frequen‐
cies of the roof were identified, in the second test series the main natural vibration modes 
were significantly excited by mean of resonant harmonic forces. For this purpose, differ‐
ent  excitation  frequencies were  tested,  close  to  the preliminary  identified ones,  til  the 
best fitting of the resonance frequency was reached for each mode.  
During the resonance test there were six accelerometers as part of the structural monitor‐
ing system  installed  in the stadium (Figure 2.3b). They were Tri‐axial Force Balance type, 
consisting  in a mass‐spring oscillator with optical mass pickoff sensing, working within a 
frequency range of 0 to 60 ܪݖ. Only the vertical acceleration component has been taken 
into account. It is enough to describe the behaviour of the most flexible vibration modes, 
which are substantially the wind excited ones, the vertical component being prevailing for 
these modes. The accelerations on  the 6  sensors were  simultaneously acquired and  re‐
corded during the tests at 250 ܪݖ frequency sampling. 
Results of both  impulsive and  resonance experimental  tests  can be  found  in  (Cosentino 
and Majowiecki 2004). 
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2.2.2  Natural frequencies and vibration modes 
Natural  frequencies  and  vibration  modes  
Starting from the previous outcomes, a second set of experimental tests based on ambi‐
ent wind excitation were provided by the team of Prof Caetano based on the extensively 
numerical analysis of the stadium during the design process (Caetano and Cunha 2001).  
The  identification of natural frequencies and vibration modes were based on an ambient 
vibration  test  in which  three  strong motion  recorders  (seismographs) were used. Figure 
2.4 shows a plan of the instrumentation consisting on a total of 42 measurement locations 
where  the accelerations with  respect a  reference  station  (mark 7: central points on  the 
west slab) were recorded  in succession. The test collected a 16 ݉݅݊ time series sampled 
at 100 ܪݖ at each location under the ambient excitation. In terms of recorded amplitude, 
peak  accelerations of  the order of 4 ݉݃ with  associated  root mean  square  lower  than 
1 ݉g  were  recorded,  indicating  a  very  low  level  of  oscillation  during  measurements 
(Caetano,  Cunha  and Magalhães,  Numerical  and  experimental  studies  of  Braga  sports 
stadium suspended roof 2008). 
Table 2.2: Natural frequencies of the roof structure calculated at design, constructed and identified 
  Frequency (Hz) Frequency (Hz) 
Mode  Design  Con‐
structed 
Identified Mode Design Con‐
structed 
Identified 
1  0.303  0.277  0.275 8 0.672 0.678  0.702 
2  0.322  0.305  0.293 9 0.691 0.712  0.737 
3  0.455  0.520  0.525 10 0.693 0.754   
4  0.470  0.532  0.537 11 0.712 0.844   
5  0.476  0.574  0.562 12 0.748 0.923   
6  0.516  0.610  0.635 13 0.802 1.045   
7  0.660  0.673  0.653 14 0.864 1.063   
Average  power  and  cross‐power  spectrum  density  functions  between  the  recorded  re‐
sponse at each location and the simultaneous response at the reference section were es‐
timated for the set of measurements, with a frequency resolution of 0.0061 Hz. These es‐
timates were used to identify natural frequencies and modal shapes, based wither on the 
conventional  peak  picking,  or  on  the  Frequency Domain Decomposition methods  (FDD) 
(Brincker, Andersen  and Moller  2000).  The  two  identification methods provided  similar 
estimates. Figure 2.5 shows the Average Normalized Power Spectral Density (ANPSD) func‐
tion  estimate based on  the  set of  42 measurements  along  the  vertical  direction  (Ljung 
1987). Columns 4 and 8 of Table 2.2 show the identified natural frequencies, and some of 
the corresponding identified modal shapes based on the FDD method are represented in 
Figure 2.6. 
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(a) 
 
(b) 
Figure 2.4: Instrumentation plan for ambient vibration test: a) plan of locations; b) seismograph. 
 
 
Figure 2.5: Average normalised power spectral density estimate for vertical direction (Caetano et al. 2008). 
The  results  here  presented  (Magalhães,  Caetano  e  Cunha  2006) were  obtained  in  the 
Laboratory of Vibrations and  Structural Monitoring of  the  Faculty of Engineering of  the 
University of Porto (ViBest/FEUP Portugal). The staff performed the analysis with ARTeMIS 
Extractor Pro of the database created during the dynamic tests of the stadium’s roof. 
The  analysis  identifies  the main  frequencies  of  the  structure  and  estimates  the modal 
shape configurations. Figure 2.6 represents the configurations of the first 9 identified mo‐
dal shapes. Due  to  the presence of  the slope  in  the  roof  to drainage  the  rainwater,  the 
structure is not perfectly symmetrical in relation to the middle axis parallel to the cables. 
This particular geometry  justifies  the existence of pairs of modes with close  frequencies 
and almost symmetrical configurations. 
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Mode 1 – ݂: 0.275 ܪݖ
 
 
Mode 2 – ݂: 0.293 ܪݖ
 
Mode 3 – ݂: 0.525 ܪݖ 
 
 
Mode 4 – ݂: 0.537 ܪݖ 
 
 
Mode 5 – ݂: 0.562 ܪݖ
 
Mode 6 – ݂: 0.635 ܪݖ 
 
 
Mode 7 – ݂: 0.653 ܪݖ 
 
Mode 8 – ݂: 0.702 ܪݖ Mode 9 – ݂: 0.737 ܪݖ 
 
Figure 2.6: Identified modes based on the FDD method. 
2.2.3  Modal damping ratios 
Modal  damping  ratios  
The  identification of modal damping ratios was developed as result of the preview three 
full scale tests on the structure. The results of those analyses are presented  in the Table 
2.3 (Magalhães, Caetano e Cunha 2006) (Caetano, Cunha and Magalhães, Numerical and 
experimental  studies  of  Braga  sports  stadium  suspended  roof  2008).  The  damping  ex‐
trapolations  from  the  free  vibration  (impulse)  test  are  reported  in  the  second  column. 
Given the small mass employed, relatively  low  levels of acceleration were measured, no 
greater than 15 ݉g, and the  identification of damping ratios from the free decay associ‐
ated with  the  first vibration modes was not possible using band pass  filtering  to  isolate 
free vibration modal responses. The estimations achieved by the application of Stochastic 
Subspace  Identification method SSI‐COV  (Peterson 2000) are also  reported on  the  third 
column of this table. On the other side, the results obtained with the harmonic  load test 
are sharper and more comprehensible. After that resonance was attained, the excitation 
was  suppressed  and  the  free  vibration  response was measured.  The  logarithmic decre‐
ment on  the acceleration graphs determines  the damping  ratios  reported on  the  fourth 
column. 
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Table 2.3: Identified modal damping coefficients (%) 
Mode  Free Vibration  Harmonic Ambient Vibration 
  Filter  SSI‐COV Filter FDD SSI‐COV  SSI‐DATA 
1  –  0.29  0.28 0.58 0.50 0.51 
2  –  0.37  0.27 0.52 0.42 0.48 
3  0.28  0.32  0.22 0.47 0.44 0.39 
4  0.25  0.22  – – 0.40 0.33 
5  –  0.44  – – 0.47 0.53 
6  0.34  0.36  0.43 0.35 0.54 0.47 
7  –  0.29  – – 0.28 0.73 
8  –  0.11  0.20 – 0.27 0.30 
9  –  0.18  – – 0.26 0.32 
10  0.20  0.18  – 0.25 0.26 0.29 
11  –  –  – 0.36 0.41 0.38 
Modal damping ratios were also  identified on the series recorded under ambient excita‐
tion, by  application of  an  enhanced  version of  the  FDD method on  the  average power 
spectrum matrix  formed  from  12  records,  16 minute  long,  collected  simultaneously  at 
mark 1 and 7 of Figure 2.4a. The exponential fitting of the envelope of the autocorrelation 
function associated with the autopower spectrum extracted from the singular values fol‐
lows. When  the damping  ratio  is  very  small,  very  long  time  records  are  required. As  a 
comparison, two different versions of the Stochastic  Identification method were applied. 
All those results are summarized on the last three columns of Table 2.3. 
It can be observed  that  the estimated modal damping based on ambient vibration  tests 
are reasonably correlated with each other and they are,  in general, of higher value than 
the corresponding estimates based on more conventional methods. This  fact can be ex‐
plained by the use of very long ambient vibration records that include particular periods in 
which the wind velocity was not negligible and which therefore added a part of aerody‐
namic damping. 
2.3  Wind speed profile 
WIND  SPEED  PROFILE 
In order  to determine  the effects of  the  surrounding  topography on  the average  speed 
and on the turbulence intensity arising from the airflow in the neighbourhood of the sta‐
dium, tests were undertaken  in a wind tunnel on a topographic model  in a scale 1:1500 
(Figure 2.8) and on a rigid aerodynamic model in a scale 1:400. The collected data match‐
ing  the meteorological  information  given  by  a  nearby  station  have  been  approximated 
with a continuous function recreating the mean wind speed and the turbulence informa‐
tion in any point surrounding the stadium. 
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2.3.1  Meteorological data 
Meteorological  data 
A  recent  automatic  meteorological  station  existed  in  Merelim,  approximately  2.5 ݇݉ 
Northwest from the stadium location; however, at the date of the project, only two and a 
half years of data were available. To obtain a description of the design wind speed at the 
construction site for a 100‐years return period, these few data were statistically processed 
and suitably corrected in order to align the maximum value to the codes prescriptions. The 
extreme value analysis of the anemometer data uses the Leiblen Method on independent 
gust velocities. The analysis for mode and dispersion was done on the square of the veloci‐
ties as this provides a better fit to the Fisher Tippet type‐1 distribution of extremes (RWDI, 
Wind tunnel study of a roof wind pressures, Braga Stadium 2001). 
The Aeolian measures, reported in Table 2.4, are referred to 16 sectors each of them col‐
lecting data  from  a window  of 22.5°  from North  in  clockwise  direction.  The measured 
wind  speeds  are  the  average of 10 minutes  sampling  at 10 ݉ height  starting  from  the 
ground  level. The other columns explicit the adjustment to project the data  into the ap‐
propriate design values,  in particular the smoothing places a  lower cut‐off at 71% of the 
maximum value. 
Table 2.4: Wind Speed (WS) information at anemometer site. 
section 
 
angle 
[° East] 
dispersion 
 
measured 
ሾ݉/ݏሿ 
WS +15% 
ሾ݉/ݏሿ 
adjusted 
ሾ݉/ݏሿ 
smoothed 
ሾ݉/ݏሿ 
1  0.0  5.8  19.1 21.9 27.3 28.8 
2  22.5  6.0  18.7 21.5 26.8 28.8 
3  45.0  5.5  17.4 20.0 24.9 28.8 
4  67.5  5.6  17.5 20.1 25.1 28.8 
5  90.0  6.5  19.4 22.3 27.8 28.8 
6  112.5  7.0  21.0 24.1 30.0 30.0 
7  135.0  7.7  23.3 26.8 33.4 33.4 
8  157.5  8.7  26.5 30.5 38.0 38.0 
9  180.0  8.3  27.8 32.0 39.0 39.9 
10  202.5  9.6  28.3 32.5 40.6 40.6 
11  225.0  9.1  27.5 31.6 39.4 40.2 
12  247.5  8.8  26.7 30.7 38.3 38.3 
13  270.0  8.0  24.4 28.1 35.0 35.0 
14  292.5  8.8  21.9 25.2 31.4 31.4 
15  315.0  8.1  20.1 23.1 28.8 28.8 
16  337.5  8.9  19.5 22.4 28.0 28.8 
all  360.0  8.4  26.7 30.7 38.2 38.2 
On Figure 2.7 the measured, adjusted and smoothed wind speed record are shown in ref‐
erence to the wind direction. The smoothed line (black dots) is now on considered as the 
measured gust wind speed at 10 ݉ height on the anemometer site. These values are used 
to calibrate the topographic scale model. 
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Figure 2.7: Wind speed measured at the meteorological station in Merelim. 
2.3.2  Topographic model 
Topographic  model 
All the collected information from the meteorological station, adjusted to comply with the 
standard in force (Eurocode_1‐1‐4 2005), were used as a reference in order to build a to‐
pographic model in a scale 1:1500 in RWDI laboratories in Canada. The model (Figure 2.8) 
reproduces the true terrain orography of the Stadium’s neighbourhood for a radius of al‐
most 3.6 ݇݉, including also the anemometer location. 
 
(a) 
 
(b) 
Figure 2.8: Topographic model: a) view of the model; b) satellite view of the area. 
The main goals of the test are the determination of the gradient wind speed ܩ and height 
ߜ that is the altitude over which there is no influence of the ground in the wind speed, and 
to give information of the wind speed profile in the stadium site. 
As a  first phase of the tests a set of sensors have been placed at different height  in the 
anemometer site in order to compare and tune the results with the in‐site measures. The 
founded gradient height  is ߜ ൌ 600 ݉ from the ground  level, a quite high value but still 
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compatible with  literature  data  (Dyrbye  and  Hansen  1996). Moreover,  the mean wind 
speed  ഥܷଵ଴ and the turbulence  intensity ܫ௨ were also collected  in the same place at 10 ݉ 
(true scale) height in 18 different directions: every 20°. 
Table  2.5  shows  the  turbulence  intensity  as well  as  the  ratio  between  the mean wind 
speed at the reference height (10 ݉) and the gradient wind speed ܩ. 
Table 2.5: Anemometer height data – 1:1500 scale model. 
section 
 
angle 
[° East] 
ഥܷଵ଴/ܩ 
 
ܫ௨ 
 
1  20 0.55 0.16 
2  40 0.48 0.21 
3  60 0.49 0.20 
4  80 0.53 0.20 
5  100 0.55 0.17 
6  120 0.55 0.18 
7  140 0.51 0.20 
8  160 0.49 0.20 
9  180 0.49 0.20 
10  200 0.46 0.17 
11  220 0.55 0.14 
12  240 0.50 0.19 
13  260 0.50 0.18 
14  280 0.47 0.21 
15  300 0.46 0.19 
16  320 0.47 0.21 
17  340 0.47 0.22 
18  360 0.57 0.19 
In order to assist the alignment from the true wind speed profile and the simulated one, 
two simplifying assumptions have been made: 
• the  ratio between gust peak velocity at  the  reference height and  the gradient wind 
speed is the same both in the model and the true scale; 
  ቆ ଵܷ଴௠
௚௨௦௧
ܩ
ቇ
௠௢ௗ௘௟
ൌ ቆ ଵܷ଴௠
௚௨௦௧
ܩ
ቇ
௥௘௔௟
  (2.1) 
• the turbulence intensities remain the same both in the model and the true scale. 
  ሺܫ௨ሻ௠௢ௗ௘௟ ൌ ሺܫ௨ሻ௥௘௔௟   (2.2) 
Using these assumptions it is possible to calculate the gradient wind speed varying the an‐
gle where the wind blows from. All steps are reported in Table 2.6. 
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Table 2.6: Wind speed results from the topographic scale model. 
section 
 
angle 
[° East] 
ଵܷ଴
௚௨௦௧ 
ሾ݉/ݏሿ 
ܫ௨ 
 
ഥܷଵ଴ 
ሾ݉/ݏሿ 
ഥܷଵ଴/ܩ 
 
ܩ 
ሾ݉/ݏሿ 
1  20 28.8  0.16 18.5 0.55 33.6 
2  40 28.8  0.21 16.6 0.48 34.6 
3  60 28.8  0.20 16.9 0.49 34.6 
4  80 28.8  0.20 16.9 0.53 32.0 
5  100 29.3  0.17 18.4 0.55 33.5 
6  120 31.2  0.18 19.1 0.55 34.7 
7  140 34.4  0.20 20.2 0.51 39.7 
8  160 38.2  0.20 22.5 0.49 45.9 
9  180 39.9  0.20 23.5 0.49 47.9 
10  200 40.5  0.17 25.4 0.46 55.2 
11  220 40.3  0.14 27.0 0.55 49.2 
12  240 38.9  0.19 23.4 0.50 46.8 
13  260 36.5  0.18 22.4 0.50 44.7 
14  280 33.4  0.21 19.3 0.47 41.0 
15  300 30.5  0.19 18.3 0.46 39.9 
16  320 28.8  0.21 16.6 0.47 35.3 
17  340 28.8  0.22 16.3 0.47 34.6 
18  360 28.8  0.19 17.3 0.57 30.3 
Starting from the gust wind speed measured  in‐situ, the correct correlation between the 
different sections  from Table 2.4  to Table 2.6  is obtained with  linear  interpolations. The 
mean velocities are computed by using the standard relation: 
  ܷ௚௨௦௧ ൌ ഥܷሺ1 ൅ ݃ ܫ௨ሻ  (2.3) 
where the turbulence indices have been measured in the scale model and the peak coeffi‐
cient is  ݃ ൌ 3.5. The last column reports the gradient wind speed as a simple division of 
the previous two columns.  
The maximum found value is 55.2 ݉/ݏ when the wind blows from 200° East. This value is 
consistent with  literature  values,  in particular  (Simiu  and  Scanlan 1996),  (Holmes 2001) 
propose the exponential equation: 
 
ഥܷ൫ݖ௚൯
ܩ
ൌ ቀ
ݖ௚
ߜ
ቁ
ఈ
  (2.4) 
In the case of the Stadium of Braga, the reference height is ݖ௚ ൌ 10 ݉, to which it is pos‐
sible to assign the mean wind speed  ഥܷ൫ݖ௚൯ ൌ 25.0 ݉/ݏ according to the obtained values 
and  the Portuguese and European Standards. The considered gradient height ߜ and  the 
exponent ߙ are written in Table 2.7 in the case of suburban terrain. The resultant values of 
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gradient wind speeds ܩ are generic, based on studies  in the United States; nevertheless  
they are  suitable worldwide and  they do not give any  relation with  the wind direction. 
These observations justify the great gap between the maximum and minimum value of ܩ, 
but it is a big comfort that the values given from the American National Standard and from 
the ASCE are close to the obtained maximum and minimum values reported in Table 2.6. 
Table 2.7: (Simiu and Scanlan 1996) table 2.2.2, suburban terrain. 
(Davenport 1965) ߙ ൌ 0.28 ߜ ൌ 400 ݉ ܩ ൌ 70.2 ݉/ݏ 
(American National Standard A58.1 1982) ߙ ൌ 0.22 ߜ ൌ 366 ݉ ܩ ൌ 55.6 ݉/ݏ 
(ASCE 7‐02 2002) ߙ ൌ 0.14 ߜ ൌ 366 ݉ ܩ ൌ 41.8 ݉/ݏ 
Concluding,  the  found  peak  wind  gradient  speed  ܩ ൌ 55.2 ݉/ݏ  is  considered  reliable 
likewise the adopted procedure. Figure 2.9 shows the variation of that value changing the 
wind  directions  (original,  dashed  line); moreover  a  cut‐off  filter  at  71% ڄ ܩ௠௔௫  and  a 
smoothing process have been also done following the same criteria used by OAP for the 
meteorological data (adjusted, continuous line). 
Figure 2.9: Gradient wind speed. 
2.3.3  Characterization of the wind speed profile 
Characterization  of  the wind  speed  profile 
The second goal of the wind tunnel tests is to find out some parameters in order to build 
the wind speed profile in the stadium location. To this aim, specific comparative tests have 
been made  linking  the  topographic  scale model  (scale 1:1500) and a aerodynamic  scale 
model (scale 1:400). In both the scale models, sensors gauge the wind speed in 18 differ‐
ent directions in four major heights: the reference height 10 ݉, the stadium’s roof interval 
height 25 ൊ 50 ݉ and the gradient wind speed at 600 ݉. It should be borne in mind that 
the stadium  itself was not  inserted  in  the  topographic scale model because at  that  time 
the project was not concluded yet. After a careful set‐up, where the two models’ output 
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have been aligned under the assumption that considers equal the gust peak velocities at 
the  stadium’s  roof height,  the complete wind speed  information have been available. A 
resume of the final data is reported in Table 2.8, where for every direction, the mean ve‐
locities and the turbulence intensities are noted down. Obviously the turbulence intensity 
over the gradient height is zero. 
Table 2.8: Measured wind speed profile. 
section 
 
angle 
[° East] 
ഥܷଵ଴ 
ሾ݉/ݏሿ 
ܫ௨ଵ଴ 
 
ഥܷଶହ 
ሾ݉/ݏሿ 
ܫ௨ଶହ 
 
ഥܷହ଴ 
ሾ݉/ݏሿ 
ܫ௨ହ଴ 
 
ܩ 
ሾ݉/ݏሿ 
1  20  18.5  0.16 19.5 0.14 21.4 0.13  33.6 
2  40  16.6  0.21 20.2 0.17 21.1 0.15  34.6 
3  60  16.9  0.20 18.9 0.17 19.8 0.15  34.6 
4  80  16.9  0.20 17.5 0.17 18.9 0.16  32.0 
5  100  18.4  0.17 18.5 0.17 20.0 0.16  33.5 
6  120  19.1  0.18 19.8 0.20 22.4 0.17  34.7 
7  140  20.2  0.20 21.0 0.20 23.8 0.17  39.7 
8  160  22.5  0.20 27.0 0.18 29.1 0.17  45.9 
9  180  23.5  0.20 27.3 0.18 29.4 0.17  47.9 
10  200  25.4  0.17 30.8 0.18 36.3 0.14  55.2 
11  220  27.0  0.14 31.7 0.12 33.0 0.11  49.2 
12  240  23.4  0.19 29.8 0.12 31.0 0.11  46.8 
13  260  22.4  0.18 26.3 0.15 28.2 0.14  44.7 
14  280  19.3  0.21 22.7 0.15 24.5 0.14  41.0 
15  300  18.3  0.19 24.0 0.15 25.5 0.15  39.9 
16  320  16.6  0.21 20.7 0.14 22.7 0.13  35.3 
17  340  16.3  0.22 19.4 0.14 21.3 0.13  34.6 
18  360  17.3  0.19 17.4 0.14 19.1 0.13  30.3 
The complete set of data collected in the Wind Tunnel laboratories (RWDI) are useful for 
building  a  continuous wind  speed profile with  the mean  velocities  as  a  function of  the 
wind direction ߠ  and  the  altitude  ݖ.  The wind  speed has been  approximated using  the 
power  low  formulae,  that  is  simpler  and handy  to be  adapted  to  the  available data,  in 
which some special features are included through making variable the exponent ߙ and the 
wind speed  ഥܷ௥௘௙ at reference height (ݖ௥௘௙ ൌ 10 ݉). 
  ഥܷሺݖ, ߠሻ ൌ ഥܷ௥௘௙ሺߠሻ ቆ
ݖ
ݖ௥௘௙
ቇ
ఈሺ௭ሻ
  (2.5) 
Using the best approximation, the equation’s exponent is considered linearly variable with 
the altitude: 
  ߙሺݖሻ ൌ 0.235 െ 0.00075 ቆ
ݖ
ݖ௥௘௙
ቇ  (2.6) 
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while the reference wind speed follows the angle dependence as it was pointed out in the 
experimental results. In this case the best interpolation function is the Gaussian‐like equa‐
tion, see Figure 2.9, through the relation: 
  ഥܷ௥௘௙ሺߠሻ ൌ ഥܷ଴ ൅ ܣ ڄ ݁ି௕ሺఏିఏబሻ
మ
  (2.7) 
where the coefficients are: 
• ഥܷ଴ ൌ 18 ݉/ݏ 
• ܣ ൌ 7.5 ݉/ݏ 
• ܾ ൌ 0.000235 
• ߠ଴ ൌ 210° 
Generally speaking,  ഥܷ௥௘௙ should be a cyclic function, that means it should be applicable for 
each positive or negative value of ߠ; by the way, the choice of a Gaussian‐like function al‐
lows a very good fitting of peaks values, around ߠ ൎ 210°, even if it loses trustworthiness 
in the tails. Moreover the interpolation function (2.5) is suitable inside the gradient height 
specifically over a minimum height ݖ௥௘௙, actually ݖ א ሼ10 ; 600 ݉ሽ. The boundary condi‐
tions of this kind of approximation can be written as: 
  30° ൑ ߠ ൏ 390°  (2.8) 
  ݖ௥௘௙ ൑ ݖ ൏ ߜ  (2.9) 
If the angle overcomes these limits, a round angle translation have to be applied, while for 
heights  lower to 10 ݉ the wind speed  is considered constant, equal to the reference ve‐
locity. 
Figure 2.10 shows the approximation on the  four major heights.  It can be seen the very 
good fitting, especially in the lower levels, for the South‐West winds cause the peak values 
have been taken as high weighted constrains  in the way to manage more accurate  input 
data on the strongest events. On the contrary, the smaller wind speeds are not well fitted; 
this is due to the imposed threshold which fixes the minimum value to be not smaller than 
the 71% of  the heaviest value. The enforced constrain,  fixed  from  the design  team Ove 
Arup and Partners, mean  to  give  less  confidence  to  very  low  values of measured wind 
speed, probably produced by a short testing period collecting data  in the meteorological 
station in Merelim. 
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(a) 
 
 
(b) 
 
 
(c) 
 
(d) 
Figure  2.10: Mean wind  speed  interpolation:  a)  reference  height;  b,  c)  stadium  roof  25 ൊ 50 ݉;  d)  gradient 
height. 
Concerning  the gust peak wind  speed,  the used  simplified  formula  remains  (2.3)  (Simiu 
and Scanlan 1996), where any relation between the turbulence index ܫ௨ and the wind di‐
rection ߠ has been noted (see Table 2.8). In this case the interpolation function is the fol‐
lowing exponential equation: 
  ܫ௨ሺݖሻ ൌ 0.195 ڄ ݁
ି଴.଴଻ହቆ ௭௭ೝ೐೑
ቇ
  (2.10) 
which best fits the average of the ܫ௨ values in Table 2.8. 
As  a  last  comment,  a  resuming  description  of  the wind  intensity  at  the  stadium's  roof 
height is depicted in Figure 2.11 using a wind rose graph. In the picture, the blue triangles 
represent  the mean wind  speed  through different directions, while  the  light blue parts 
correspond to the atmospheric turbulence. It can be easily noted that the strongest wind 
events  come  from South  ‐ Southwest,  i.e. when  the  storms appear  from  the  top of  the 
quarry,  and  become  slightly  lower  going  toward West.  Further  analyses,  aimed  on  the 
worst scenario and presented on chapter 6, are focused on these wind direction.  
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Figure 2.11: Wind Rose over the stadium. 
2.4  Wind speed annual exceedance probability 
WIND  SPEED  ANNUAL  EXCEDANCE PROBABILITY  
In general and specially in this case, the reference wind speed is based upon data collected 
during the recent past: usually years more than decades; by the way, using that term it is 
implied an expectation for the future values. The  implicit condition  is that the global cli‐
mate conditions will not change  in  the  future.  In other words, estimating extreme wind 
events do not consider effects such the global warming or the greenhouse effects (Dyrbye 
and Hansen 1996). Due to that reason, the characterization of extreme winds should be 
always coupled with some statistical distribution of the presented values, giving a meas‐
ure of the uncertainties taken into account. 
The wind loads on almost every structure is related to the velocity pressure ݍ and a good 
statistical  representation,  and normally  adopted,  for windstorms  is  the Type 1 extreme 
value distribution or Gumbel distribution taking ݍ as random variable: 
  ݍ ൌ
1
2
ߩܷଶ  (2.11) 
in which ρ  is  the air density and ܷ  is  the mean wind speed. The cumulative distribution 
function of the annual velocity pressure ܨ௤ଵ is given by: 
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  ܨ௤ଵሺݍሻ ൌ exp ቈെexpቆെ
ݍ െ ߙ௤
ߚ௤
ቇ቉  (2.12) 
where ߙ௤ and ߚ௤ are the location and scale parameters, respectively, that characterize the 
Type 1 extreme‐value distribution  (see appendix B). Typical  values of  these parameters 
lead to Eurocode’s constant ܭ௤ ൌ ߚ௤/ߙ௤ ൌ 0.2. 
The probability density function (pdf) and the main statistics like the mean value and the 
standard deviation, of (2.12) are: 
  ௤݂ଵሺݍሻ ൌ
1
ߚ௤
exp ቈെ
ݍ െ ߙ௤
ߚ௤
െ expቆെ
ݍ െ ߙ௤
ߚ௤
ቇ቉  (2.13) 
  ߤ௤ଵ ൌ ߙ௤ ൅ 0.5772 ߚ௤  (2.14) 
  ߪ௤ଵ ൌ
ߨ
√6
ߚ௤  (2.15) 
The cumulative density function referred to a ܰ‐years event, which fit the same distribu‐
tion, is a simple shifting of (2.12); thus: 
  ߤ௤ே ൌ ߤ௤ଵ ൅ ߚ௤ lnሺܰሻ  (2.16) 
  ߪ௤ே ൌ ߪ௤ଵ  (2.17) 
According to the previous relations, the velocity pressure ݍሺ݌ሻ, calculated with an annual 
exceedance probability equal to ݌ ൌ 1 െ ܨ௤ଵሺݍሻ, can be calculated as: 
  ݍሺ݌ሻ ൌ ߙ௤ െ ߚ௤ lnሺെ lnሺ1 െ ݌ሻሻ  (2.18) 
In particular, dividing (2.18) by the 100‐years velocity pressure ݍଵ଴଴, a proportional coeffi‐
cient between the unknown and known velocity pressure is obtained:  
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ݍሺ݌ሻ
ݍଵ଴଴
ൌ
1 െ ܭ௤ lnሺെ ݈݊ሺ1 െ ݌ሻሻ
1 െ ܭ௤ lnሺെ ݈݊ሺ0.99ሻሻ
  (2.19) 
According to Eurocode 1, the square root of the last equation is used to calculate the cor‐
rective coefficient ܥ௤ that transform a reference wind speed  ଵܷ଴଴  into a generic velocity 
ܷሺ݌ሻ related to a different annual exceedance probability ݌ and consistent return period 
௥ܶ ൌ 1/݌; the latter simplified relation is effective only for small probabilities. 
  ܷሺ݌ሻ ൌ ܥ௤ ଵܷ଴଴ ൌ ඨ
1 െ ܭ௤ lnሺെ lnሺ1 െ ݌ሻሻ
1 െ ܭ௤ lnሺെ lnሺ0.99ሻሻ
  ଵܷ଴଴  (2.20) 
Turning  the  problem  around,  given  a  reference wind  speed  ଵܷ଴଴  related  to  its  annual 
probability of exceedance ݌ଵ଴଴ ൌ 1/ ௥ܶ ൌ 0.01, it is possible to calculate the annual prob‐
ability of exceedance ݌ of any other wind speed ܷሺ݌ሻ: 
   ݌ ൌ 1 െ exp ቈെexp ቆ
1 െ ܣଵ଴଴ܥ௤ଶ
ܭ௤
ቇ቉  (2.21) 
In  which  the  coefficient  ܣଵ଴଴ ൌ 1 െ ܭ௤ lnሺെ lnሺ0.99ሻሻ.  Comparing  (2.12)  and  (2.21), 
where ݌ ൌ 1 െ ܨ௤ଵ and applying  the Eurocode constrain ܭ௤ ൌ ߚ௤/ߙ௤ ൌ 0.2,  the  two dis‐
tribution parameters ߙ௤ and ߚ௤  can be directly  related  to a  reference velocity pressure 
associated to a return period of ܰ‐years. 
  ߙ௤ ൌ
ݍே
1 െ ܭ௤ ln ቀെ ln ቀ1 െ
1
ܰቁቁ
 
(2.22) 
  ߚ௤ ൌ
ݍே ܭ௤
1 െ ܭ௤ ln ቀെ ln ቀ1 െ
1
ܰቁቁ
  (2.23) 
Figure  2.12  shows  the  cumulative  distribution  function  (2.12)  the  annual  exceedance 
probability (2.21) and the probability density function (2.13) adjusted to the specific case 
of the Stadium of Braga. On the abscissa axis the ratio between different velocity pressure 
and the reference one ( ௥ܶ ൌ 100 years) is plotted. 
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Finally the annual exceedance probability curves changing the wind  intensity are plotted 
in Figure 2.13. Looking at Figure 2.13a  it  is easy to note the exponential decrement of ݌ 
increasing the wind load in terms of velocity pressure. While Figure 2.13b shows the prob‐
ability of hazard ݌ in relation to the wind speed (hazard intensity) for different wind direc‐
tions. Results of the last graph are used for the estimation of the structural risk of failure 
of the roof in chapter 6. 
 
(a) 
 
(b) 
Figure 2.12: Extreme value Type 1 distribution: a) cumulative and annual exceedance distribution; b) probability 
density function. 
 
(a) 
 
(b) 
Figure 2.13: Windstorm annual exceedance probability: a)  referred to the velocity pressure; b) referred to  the 
wind speed in different wind directions. 
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Once  the hazard  (H) on  the stadium of Braga  is defined,  the  second  step  in  the  risk as‐
sessment chain  (Figure 1.5) aims  to convert  the windstorm effects  into  loads  (HL)  to be 
applied directly on the stadium roof. The exposure of the stadium to windstorms depends 
on  the  specific  surrounding  nearby  the  structure;  in  particular  changing,  the  incoming 
wind direction, different obstacles are encountered by the flow and different vortexes are 
generated. The exposure analysis should duly  take  into account all  the aspects  that can 
change the HL such the topography contiguous to the stadium. 
In reference to the present case study, there are two mean possibilities to perform such 
transformation: 
• the Computation Wind Engineering (CWE) analysis; 
• the straight measure of physical quantities over a scale model in wind tunnel tests. 
CWE is a part of computational fluid dynamics (CFD), widely investigated at the moment, 
however the lack of specific codes or effective prescriptive instruments prevents its diffu‐
sion in civil engineering, where it is advisable to measure aerodynamic forces or pressures 
directly  in  scale model.  As  a  consequence,  it  appears  evident why modern  structures, 
more and more complicated and  sensitive  to  fluid‐structure  interactions, are often  sup‐
ported by expensive scale model tests, given that CWE analyses are still deficient in their 
reliability and applicability. 
In  this  section  results of a wind  tunnel  test of  the Stadium of Braga  carried out by  the 
RWDI (2001) are presented. The measured data is a complete set of pressure coefficients 
fields  in  time and  space domain  for 36 wind directions. Particular attention  is paid pre‐
senting an efficient method  to manage  this huge amount of data  re‐elaborating  the ex‐
perimental pressure fields, neglecting all the ineffective information and leaving the most 
relevant coherent structures only. 
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3.1  Principal Component Analysis 
PRINCIPAL  COMPONENT  ANALYSIS 
Huge amounts of data need special approximation and synthesis  techniques  to  improve 
their  comprehension  and  a quick  comparison between  results. Pionering  studies  in  the 
field were issued at the beginning of the last century by Karl Peterson, who developed the 
principal component analysis (PCA) (Pearson 1901) and  later by Michael Loève, who pro‐
duced a systematic  investigation of generic orthogonal decomposition (Loève 1955). The 
pervasive successful and use of PCA  let the creation of many techniques appear specific 
for  different  field  of  application.  Specific  techniques  are  the  discrete  Karhunen–Loève 
transform (KLT), the Hotelling transform, the singular value decomposition (SVD) and the 
proper  orthogonal  decomposition  (POD).  POD  techniques,  in  particular,  are  extensively 
applied  in wind engineering applications, when data  sets are pressure distribution on a 
surface; therefore, a particular emphasis is given to this approach. 
PCA is a powerful tool used in exploratory data analysis in predictive models, as it involves 
a mathematical procedure  that  transforms a number of possibly related variables  into a 
smaller number of  independent  variables  called principal  components. The most of  the 
variability  is considered by the first principal component, and each following component 
accounts for as much of the remaining variability as possible. The technique  involves the 
calculation of  the eigenvalue decomposition of a data covariance matrix, generally after 
mean centring the data for each attribute. 
PCA is the simplest of the true eigenvector‐based multivariate analyses. It can be seen as a 
mean to reveal the  internal structure of the data set, keeping the  information which ex‐
plains the variance of the dataset  itself.  If a multivariate dataset  is visualised as a set of 
coordinates in a high‐dimensional data space (1 axis per variable), PCA is a mean to supply 
the user with a lower‐dimensional picture, a shadow of this object when viewed from its 
most informative viewpoint (Wikipedia PCA), to achieve a representation which should be 
easier to comprehend. Mathematical definitions can be founded  in (Jolliffe 2002), where 
PCA is described as an orthogonal linear transformation that transforms the data to a new 
coordinate system such that the greatest variance by any projection of the data comes to 
lie on the first coordinate (first principal component), the second greatest variance on the 
second coordinate, and so on. The first principal component (the eigenvector with lowest 
frequency) will  correspond  to  a  line  that passes  through  the mean  and minimizes  sum 
squared error with  those points.  Subsequently principal  components  correspond  to  the 
same concept after all correlations with the previous principal component have been sub‐
tracted out  from  the points. Hence,  the  sum of all  the eigenvalues  is equal  to  the  sum 
squares distance of the points with their mean divided by the number of dimensions. 
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PCA can thus be considered as the optimum transform  for compressing a set of high di‐
mensional  vectors  into  a  set of  lower dimensional  vectors  and  then  reconstructing  the 
original set. The applicability is limited by the assumptions (Shlens 2005) made in its deri‐
vation, which are: 
• Assumption on Linearity:  it  is assumed  that  the observed data set  is  linear combina‐
tions of certain basis.  
• Assumption on the statistical importance of mean and covariance: PCA uses the eigen‐
vectors of the covariance matrix and it only finds the independent axes of the data un‐
der the Gaussian assumption. 
• Assumption that large variances have important dynamics: PCA performs a coordinate 
rotation that aligns the transformed axes with the directions of maximum variance. It 
is assumed that the principal components with larger variance correspond to interest‐
ing dynamics and lower ones correspond to noise. 
Essentially, PCA  involves only rotation, scaling and sorting.  In particular sorting the com‐
ponents can be widely used for dimensionality reduction  in a data set by retaining those 
characteristics that contribute most to its variance, by keeping lower‐order principal com‐
ponents  and  ignoring higher‐order ones.  Such  low‐order  components  contain  the most 
important physical  aspects of  the phenomena.  This particular  feature  is widely used  in 
many points of the present work. 
3.1.1  Proper Orthogonal Decomposition 
Proper  Orthogonal  Decomposition  
Some of the  first researchers who  investigated the complex  fluctuating pressure pattern 
on buildings using eigenvector analysis are:  (Armitt 1968) during his  study on  the wind 
pressure fields on the West Burton cooling tower, (Lee 1975) for the systematic studies on 
prismatic  bluff  bodies,  (Best  and  Holmes  1983),  (Kareem  and  Cermak  1984),  (Holmes 
1990) focalized on applications to isolated low‐rise buildings. 
Although  there  are  no  doubts  about  the  incredible  synthesis  feature  of  the  POD  tech‐
niques and the consequent computational consuming saving, the physical meaning of the 
eigenvector modes  is still a controversial  issue. Initially Armitt suggests that there are no 
reasons  to  suppose  that  the  spatial variation pressure  field due  to one cause has  to be 
necessarily orthogonal with  respect  to  that due  to other causes;  the mathematical con‐
straints of orthogonality are too strong to describe the nature’ behaviour. Another draw‐
back is the relationship between the total number of modes found in the analysis and the 
number of pressure  cells.  It  is  implied  that  the number of points or panels  considered 
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must be high enough to describe the modal forms in a exhaustive manner, but for the in‐
vestigation purposes only the  lower modes are considered, the higher ones with  low en‐
ergy will just complete the mathematical system of equations. 
Nevertheless, Holmes (1990) notes that the separated physical causes implies zero corre‐
lation between  the modes, so  the orthogonal  techniques are  the most  indicated  to  find 
such uncorrelated forms. For  instance, during his study of wind effects on a circular silo, 
the superposition of the first two proper modes with the mean pressure distribution and 
its rate of change with angular position are shown. Similar considerations are reported by 
several authors,  (Vickery 1993),  (Gilliam, et al. 2004), who  resume all  the wind  fields by 
the  combination of  few modes. Afterwards Holmes  (1997) partially  reviews his position 
pointing out that any physical interpretation of the proper modes could be misleading or 
fictitious in many cases. 
A very helpful contribute in fixing conflicting opinions is exposed in a very exhausting pa‐
per by Tamura (1999) when he demonstrates that the first proper modes always represent 
the mean pressure distribution and how this feature creates an heavy constrain for other 
modes which must be orthogonal to the first one. An author’s opinion deals to apply the 
decomposition only on the fluctuating wind pressure nil mean. Using this precaution, the 
physical interpretation of the POD modes can be discussed but not at all generalized. 
Writing about  the problem of generalizing wind  loads, Davenport  (1995)  suggests  three 
space functions which control the magnitude of the responses: the POD, powerful for the 
synthesis, the influence lines and the natural frequency mode shapes. When the eigenvec‐
tors of the covariance matrix (proper modes) are closed to the other representations, they 
boost some stress resultant  (force/moment) diagram or some  instability shape.  In  those 
cases  the modes  can  be  considered  separately  ((Holmes  1990),  (Tamura,  et  al.  1999)), 
otherwise the wind load must be written as the combination of modes. 
Theoretical aspects 
Pressure  fluctuations on buildings  in natural  gradient  flows produced by  storms have  a 
complex  temporal and  spatial  structure and  its  study,  keeping under  control  the whole 
physical phenomena,  is quite difficult. One help  in  tackling  this  issue  is provided by  the 
POD techniques (Loève 1955) that offers the double benefit to decompose the turbulent 
flow  field  ݌෤ሺݔ, ݐሻ  in  uncorrelated  proper modes,  that  have  to  be  simply  summed  each 
other, and to extract the space dependant information, stored in load surfaces, from the 
time histories, which includes the wind action dynamics. 
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  ݌ሺݔ, ݐሻ ൌ ݌ҧሺݔሻ ൅ ݌෤ሺݔ, ݐሻ  (3.1) 
  ݌෤ሺݔ, ݐሻ ൌ ෍ܽ௞ሺݐሻ ߶௞ሺݔሻ
ெ
௞ୀଵ
  (3.2) 
The  first  feature  allows  sorting  all  the  ݇‐modes  following  energetic  criteria,  the  lower 
modes include most of the signal’s energy and they must be taken into account, while the 
other can be neglected. This consideration permits to characterize the phenomena with a 
physical quantity  (total amount of energy) and not by means of modelling discretization 
(total number of pressure cells). 
The second feature allows to focus directly to the pressure waves ߶௞ሺݔሻ, one for each ݇‐
mode, which are superimposed as a load on the structure. Every wave has an independent 
dynamic represented by the ܽ௞ሺݐሻ vectors, which maintain the units of the pressure field. 
The key aspect of (3.2) consists into computing the energy ܧ௞ stored inside ܽ௞ሺݐሻ and in‐
cluding it inside the proper mode. In this way the eigenvector is turned in a static pressure 
surface. 
  ݌෤௞ሺݔሻ ൌ ඥܧ௞ ڄ ߶௞ሺݔሻ  (3.3) 
  ܧ௞ ൌ
1
ܶ
න ܽ௞
ଶሺݐሻ ݀ݐ
்
଴
  (3.4) 
where ݌෤௞ሺݔሻ  is the equivalent pressure surface related to the ݇‐mode, ܶ ൌ ሺܰ െ 1ሻ݀ݐ  is 
the signal’s length, ܰ is the number of trials with time step ݀ݐ. In the discrete calculus the 
integral  is changed by  the sum symbol. The coordinate vector of a mode  is rewritten as  
ܽ௞ሺݐሻ ൌ ඥܧ௞ ݑ௞ሺݐሻ, where  the  energy  is  ܧ௞ ൌ ߣ௞ ݀ݐ/ܶ,  ߣ௞  are  the  eigenvalues  of  the 
zero‐time‐lag  covariance matrix of  the process and ݑ௞ሺݐሻ are  the dimensionless  coordi‐
nate. With those remarks (3.3) can be written as: 
  ݌෤௞ሺݔሻ ൌ ඨߣ௞
݀ݐ
ܶ
ڄ ߶௞ሺݔሻ ൌ ඨ
ߣ௞
ܰ െ 1
ڄ ߶௞ሺݔሻ  (3.5) 
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In order to visualize this expression an  ideal situation  is presented when a proper mode 
߶௞ሺݔሻ is stressed by a simple harmonic wave ܽ௞ሺݐሻ ൌ ܣ cos ሺ߱ݐሻ. The energy of the signal 
is half of the square of the wave amplitude ܧ ൌ ܣଶ/2, thus the equivalent static pressure 
(3.5) is the eigenvector multiplied by the 70% of the amplitude:  ݌෤௞ሺݔሻ ൌ ܣ/√2 ڄ ߶௞ሺݔሻ. 
Starting with the latter dimensional expression of the proper modes, some comments on 
the use of the POD can be done. First of all the proper modes ߶௞ሺݔሻ are computed as the 
eigenvectors of the covariance matrix, so they are defined apart  from a constant  factor. 
This constant makes the modes be unitary respect their energies but the signs remain un‐
defined. Two different modal  compositions  are possible  in order  to  find  the equivalent 
static pressure field: algebraic and geometric sum. 
In  the  algebraic  composition  every  pressure modes  (3.5)  is  simply  added  to  the mean 
pressure distribution. In this case the sign variation forces the user to consider many com‐
binations to reach the conservative solution. 
  ݌௘௤
௔௟௚ሺݔሻ ൌ ݌ҧሺݔሻ ൅෍േ݌෤௞ሺݔሻ
ெ
௞ୀଵ
  (3.6) 
This form can become easily expensive because there are 2ெ possible combinations, but it 
is the safest. 
On  the other  side, a geometric  sum  implements  the  square  root of  the  sum of  squares 
(SRSS). In this case the sign does not affect the result. The final combinations are just the 
mean pressure field plus or minus the calculated equivalent pressure fluctuation: 
  ݌௘௤
௚௘௢ሺݔሻ ൌ ݌ҧሺݔሻ േ ඨ෍ ݌෤௞
ଶሺݔሻ
௞
  (3.7) 
The second equation is more handy and direct. It follows the same synthesis concept used 
to  remove  the  time dependence of  the  field on  the modes merging. The drawbacks are 
the addition of safety coefficient to reach suitable security levels and the sign levelling. 
The geometric combination  (3.7)  is normally suggested on standards and codes with the 
gust  peak  factor  technique,  e.g.  (Eurocode_1‐1‐4  2005)  (CNR‐DT_207‐08),  where  the 
equivalent  static wind pressure  field  is obtained by  the mean  values plus  the amplified 
standard deviation of the field. 
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  ݌௘௤
௚௣௙ሺݔሻ ൌ ݌ҧሺݔሻ േ ݃ ڄ ߪሺݔሻ  (3.8) 
where ݃ is the amplification factor, extensively discussed in (Davenport 1964) and (Solari 
1990), and ߪሺݔሻ  is  the  standard deviation distribution  through  the  surface. Mathemati‐
cally the equality of the geometric modal composition with the standard deviation can be 
demonstrated. 
  ߪሺݔሻ ൌ ඨ෍ ݌෤௞
ଶሺݔሻ
௞
  (3.9) 
Relation (3.9) reveals the pointlessness of performing the orthogonal decomposition if the 
final output should be the equivalent pressure field (3.8). Computing the standard devia‐
tion directly from the original data makes much more sense than perform the POD analy‐
sis and subsequently apply (3.7). 
3.2  Pressure loads on the stadium roof 
PRESSURE  LOADS  ON  THE  STADIUM  ROOF  
The dynamic nature of the wind fluctuations, as well as the geometric non‐linear nature of 
the  structure, prevents  the designer  from  studying  the  structural  response with  simple 
static or  frequency domain analyses.  In order  to estimates  the  structural  response with 
the highest degree of precision, a set of time domain dynamic analyses are provided.  
Wind load on the stadium roof provided by a complete set of pressure time histories cov‐
ering  the whole  surfaces, expressed  in  terms  the  reference  kinetic pressure ݍ௥௘௙ which 
depends on the extreme wind intensity (hazard intensity from section 2), and the pressure 
coefficients ܥ௣. 
  ݌ሺ࢞, ݐሻ ൌ ݍ௥௘௙ܥ௣ሺ࢞, ݐሻ  (3.10) 
The pressure coefficients are derived  from a wind  tunnel  study on a  rigid  scaled model 
carried out by  the RWDI  laboratories  in Canada  (RWDI 2001).  In  such a process, all  the 
time and space correlations between different points or at different time are included into 
the ܥ௣ fields and assumed unrelated to main wind speed. In these tests the stadium and 
the nearby surrounding were carefully reproduces with length scale of 1:400 (Figure 3.1a). 
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The wind pressure on the two slabs was measured along 36 directions, 10° spaced, start‐
ing from the true North going through the East direction (clockwise). During each test, 200 
pressure taps were installed globally: 60+60 on the upper surfaces and 40+40 on the lower 
surfaces (Figure 3.1b). According to the measured wind speed profile (see chapter 2), the 
pressure coefficients were referenced to the mean kinetic pressure measured at the gra‐
dient height that is 600 ݉ in full scale. 
 
(a) 
 
(b) 
Figure 3.1: Rigid scaled model: a) complete view of the model; b) particular of the stadium. 
Acquisition was made at 512 samples per seconds for almost 24 ݏ, under the effect of the 
wind  tunnel  test  speed,  at  equivalent  gradient  height, of  approximately 14.6 ݉/ݏ.  The 
time scaling of the samples  is obtained combining the  length scale ߣௗ ൌ 1/400 with the 
appropriate velocity scale ߣ௩ ൌ 14.6/ ഥܷ଺଴଴, where the gradient wind speed varies with the 
wind  direction  according  (2.7).  Considering  the  minimum  and  maximum  value  of 
ഥܷ଺଴଴ ൌ 40 ൊ 55 ݉/ݏ  (Figure  2.10d),  corresponding  to  the  length  scale  range  ߣ௧ ൌ
1/145 ൊ 1/107,  the  true  time  step of  the  series  is ݀ݐ ൌ 0.28  ൊ 0.21 ݏ  function of  the 
wind direction. Converting  the whole  series by using  these values  implies arranging ex‐
treme wind pressure fields with constant gradient speed for 45 ൊ 60 minutes that are un‐
realistic events. For that reason the FEM model has been  loaded with small parts of the 
entire signals. In the analyses all the time parameter are referred to the true scale. 
In order to obtain the net pressure distribution on a suitable mesh grid, comparable to the 
structural mesh of the slabs, all the pressure time histories have been interpolated by us‐
ing the NURBS technique (Piegl and Tiller 1997). In this way it was possible to convert the 
6 ൈ 10 pressure  taps of  the upper surfaces and  the 4 ൈ 10 of  the  lower one  into a  fine 
mesh of 13 ൈ 35 points for each surface and both sides. In the interpolation, a quadratic 
spline was used  in  the along‐the‐cable direction  (6/4 ՜ 13 points); while a cubic spline 
was used in the across‐the‐cable direction (10 ՜ 35 points). All the interpolation process 
have  been  duly  checked,  paying  attention  to  improve  the  resolution  of  the  input  data 
maintaining unchanged the boundary conditions. 
Pressure loads on the stadium roof  Section 3.2  65 
 
All data collected have been treated using the POD (see section 3.1) in order to assist the 
implementation into the Finite Element code. For each direction, 2 ൈ 35 ൈ 13 ൌ 910 time 
series with 12200  trials each are available. This huge amount of data  is very difficult  to 
handle, thus, for each direction, it was decided to taking out the mean pressure field and 
to manipulate the pressure fluctuation using (3.2).  
Considering for instance the wind blowing from behind the quarry (ߠ ൌ 220°), Figure 3.2 
depicts the mean pressure and the standard deviation fields. The symmetric distribution 
of all the pressures coefficients appears evident; this is due to the symmetric morphology 
of the structure as well as the symmetric load case. From this direction, the air slides over 
the quarry and over  the slab on  the right hand side and hit  the opposite one. The peak 
values  in the standard deviation graph  indicate the highest  level of turbulence when the 
flow knocks the second slab. 
Following just these two preliminary data set (mean and st.dev pressure fields) it appears 
that the simplest way to predict the structural response is to model only a single stripe of 
the roof slicing the slabs within two consecutive cables gaps. By using suitable boundary 
conditions  to  reproduce  a  plane  stress  system  it  should  be  possible  replacing  the  slab 
shells with  equivalent  2  dimensional  beam  elements  and  to  estimate  the  response  as‐
sumed constant in the across‐the‐cable direction. This procedure can be satisfactory con‐
sidering  just  the mean  pressure  field which  includes  only  the  71%  of  the  total  energy; 
while  the pressure  fluctuation  that  is  the 29% of  the  total energy, summarized with  the 
standard deviation is anything but an average over the time of the real signal. During the 
real time domain  load process there will never be a single  instance where the wind  load 
follows the distribution shown in Figure 3.2. 
Decomposing  the wind  fluctuation part  into orthogonal modes by using  the  POD  tech‐
nique,  it appears evident  the different pressure configurations superimposed during  the 
load procedure. Figure 3.3 shows the first mode that  includes the 22% of the fluctuation 
energy corresponding to a 6% with respect to the total energy. It is clear how the cylindri‐
cal behaviour of the structure is invoked in this symmetrical load. The modes distribution 
is totally similar to the standard deviation distribution. The only differences are  into the 
smoothes  in  left‐slab ܥ௣ and  in the value. It  is worthy underline that the values reported 
on the level curve view are not pressure coefficients but the average values obtained with 
(3.3); in order to obtain the real distribution it is necessary multiply these values and the 
time history of the mode. 
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Figure 3.2: POD analysis on the pressure coefficients. Mean values and standard deviation. 
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Figure 3.3: POD analysis on the pressure coefficients. Mode number 1. 
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Figure 3.4: POD analysis on the pressure coefficients. Mode number 2. 
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Figure 3.5: POD analysis on the pressure coefficients. Mode number 3. 
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On the contrary, starting from modes 2 on the across‐the‐cable relative pressure distribu‐
tions assumes more and more  importance sign of the great relevance of the complete 3 
dimensional behaviour of the roof. The second mode  (Figure 3.4) summarizes 5% of the 
total wind energy alone. Its distribution involve only the bending moment of the left slab 
in the across‐the‐cable direction: an effect completely neglected using a simplified stripe 
model or  loading a complete roof by using the standard deviation distribution. The third 
mode  (Figure  3.5)  emphasizes more  this  aspect  drawing  2 waves  (3  peaks)  on  a  slab, 
charging the shape complexity with a reduction in the energy ratio: 2% of the total. 
The previous discussion provides evidence for the huge advantage in using the POD tech‐
nique (section 3.1.1) in analysing pressure fluctuations due to wind action. As already ex‐
plained, this method highlights the hidden structure inside complex signals like a complete 
time‐domain pressure field. The proper modes analysis helps to assess the  loads charac‐
teristics thus  it helps  in designing a suitable numerical model of the structure. In the fol‐
lowing chapters, the same technique will be used also to evaluate the structural response 
when the output data are expressed in time series. In this view the POD can be used either 
for the input or the output data in a time‐domain numerical analyses. 
Another  interesting  feature of  the orthogonal decomposition  concerns  the modes'  time 
series. Considering that the pressure coefficients decomposed into proper modes have the 
same source, that is a wind excitation, it makes sense thinking that all comprise the same 
or at least similar frequency content. The feeling is confirmed applying the Fourier Trans‐
form to the modes' time histories, extracting in this way the modal spectra. Figure 3.3‐3.5 
depicts the spectra corresponding to the  lower modes globally consistent with a generic 
Von Karman power spectrum (Von Kármán 1948): 
 
݊ܵ
ߪଶ
ൌ
݊ܣ
ሺ1 ൅ ܤ݊௣ሻ௤
  (3.11) 
where the parameters ܣ and ܤ fix intensity and position, while the exponential ݌ and ݍ fix 
the curve's shape. Logical consequence of  this  feature  is  that, even when  the  frequency 
information  of  the modes  are  not  available,  it  is  possible  substituting  completely  the 
mode's fluctuations with a unique straightforward spectrum. Generating new time series 
using the superposition of elementary waves (Shinozuka and Jan 1972) (Rossi, Lazzari and 
Vitaliani 2004) starting from a spectrum (3.11) and applying those signal to the pressure 
modes (3.3) means rebuild a complete pressure field in the time domain, perfectly equiva‐
lent to the one measured in the wind tunnel test (Olivato, et al. 2010). 
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In the present work the time‐domain pressure coefficients are available, thus there  is no 
need  to generate new signal starting  from  the Von Karman spectra. The POD analysis  is 
made  in order to better understand the  input signals, but also to compress the  informa‐
tion, neglecting  less  important data. Starting  from 910  time series corresponding  to  the 
910 pressure taps uniformly distributed over the two slabs, the POD analysis output are 
910  proper modes  and  the  corresponding  910  time  series  (see  section  3.1.1).  A  great 
benefit of the orthogonal decomposition  is sorting the proper modes with the energetic 
criteria. Figure 3.6 shows the cumulative energy reached considering a certain number of 
mode. In the following analyses only the firsts 40 modes are considered, this means to in‐
clude the 91% of the fluctuation energy corresponding to the 97% of the total one (mean 
+ fluctuation). In terms of memory allocation, the 97% of the pressure field is reproduced 
storing less than the 5% of the input data; then when it is required the pressure field is re‐
build by using (3.2).  
 
(a) 
 
(b) 
Figure 3.6: Cumulative energy: a) with respect the fluctuation term; b) with respect the total energy. 
The presented results of the POD analysis are referred to a single wind direction, that  is 
220° with respect the North. Obviously, the whole discussion can be extended to all direc‐
tions. As an example, Figure 3.7 and Figure 3.8 show the application of the POD technique 
in terms of the mean pressure distribution and the firsts proper modes for other four an‐
gles: 270°, 310°, 350°, 40° respectively. 
Looking at the graphs, it can be seen that when the wind blows from a later side, e.g. 270°, 
310°, 350°, the edge effects are predominant and the distribution of pressures  is  located 
on  the  first edge encountered by  the  flow.  In particular, during events coming  from  the 
across‐the‐cable direction (310°) the pressure distribution as well as the fluctuation is lo‐
cated only on the first part of the slabs. When the flow comes from an open field and  it 
founds the two airfoils as first obstacle, the produced vortexes are big enough to jump the 
whole covering, without affecting the back part of the slabs. 
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Figure 3.7: POD analysis. Mean pressure and modes number 1, 2, 3. Wind direction 270° and 310°. 
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Figure 3.8: POD analysis. Mean pressure and modes number 1, 2, 3. Wind direction 350° and 40°. 
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Another  interesting comment should be done comparing the pressure distribution  in the 
opposite directions 220°  (Figure 3.2‐3.5) and 40°  (Figure 3.8).  In  the  first  case  the wind 
comes from the top of the quarry, while in the second case it comes from the ground floor 
and hit the whole 45 ݉ of grandstand.  In the  latter  the mean pressure affects both  the 
slabs  in analogous manner, while  the  fluctuation  is  still greater on  the  second  slabs en‐
countered by the flow: the 1st and 2nd mode are very similar while only the 3rd one is dif‐
ferent. 
As  the  last note,  it should be stressed  that  the presented POD analyses  regard only  the 
loads applied by a windstorm: considerations about load shapes, e.g. symmetries, cannot 
be expected in the structural response, in terms of displacements velocities etc., because 
the  roof  is  flexible enough  to  filtering all  the  input  signals giving back mainly  its modal 
shapes. Details about this aspect are given in Chapter 4. 
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In many  cases  the  constructions may be  considered  as  continuous mechanical  systems 
composed by an infinite number of degrees of freedom. Accordingly, it is necessary inte‐
grating the differential equations of equilibrium  in order to  find the structural behaviour 
due  to  the effects of external  loads. Nevertheless,  this  kind of approach  is usually  very 
complicated or even  impossible  if we  think  to advanced geometries,  special boundaries 
conditions  or  unsettled  material  properties.  Practical  aspects  require  simplified  ap‐
proaches allowing at least an approximated analysis of the structure. The most known and 
used method  in  structural  engineering  is  the  finite  element  method  that  reduces  the 
whole domain  into a finite number of degrees of freedom approximating the actual geo‐
metrical and mechanical properties. Using this method a revision of the equations of equi‐
librium into an algebraic system of equations is possible. 
4.1  Corotational truss element 
COROTATIONAL  TRUSS  ELEMENT  
In this section a rapid overview about the truss finite element technology is reported. Ac‐
cording to the corotational procedure,  it  is possible to write a very simple element using 
the engineering strain. The formulation, as well as the notation,  is based on the work of 
Crisfield (1991) . 
4.1.1  Truss implementation 
Truss   implementation 
Considering a straight bar with  length ܮ and cross section ܣ  loaded by an axial  force ݍ,  
according to the Hooke’s law for elastic materials with linear stress/strain relation, the vir‐
tual work relationship using the engineering strain produces: 
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   ݍ ൌ ܣߪா ൌ ܣܧ
ݑ
݈଴
ൌ ܧܣߝҧ  (4.1) 
where ߝҧ  is the engineering strain and  it  is assumed as a fixed value for the axial stiffness 
ܧܣ (Figure 4.1a). 
a)   b)  
Figure 4.1: Truss element: a) bar under axial load; b) deformation of the element. 
Figure 4.1b shows the deformation process of a general truss element, where a point ܲ in 
the reference configuration,  identified by the position vector ࢘૙, moves  into the current 
position ܲԢ defined by the vector  ࢘࢔: 
   ࢘࢔ ൌ ࢘૙ ൅ ࢛  (4.2) 
In the same way the nodal evolution during the deformation is: 
  ࢞࢔ ൌ ࢞૙ ൅ ࢖  (4.3) 
where the initial coordinates and the nodal displacements are: 
  ࢞࢕ ൌ ሼݔଵ, ݕଵ, ݖଵ, ݔଶ, ݕଶ, ݖଶሽ்  (4.4) 
  ࢖ ൌ ሼݑଵ, ݒଵ, ݓଵ, ݑଶ, ݒଶ, ݓଶሽ்  (4.5) 
Applying the corotational formulation, all the geometrical information, displacements and 
derivatives,  are  referred  to  a  set  of  corotational  axes which  rotate with  the  element. 
Therefore, the engineering strain is given by: 
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்࢖࢒  (4.6) 
In the above equation the subscript ݈ is related to the local corotated frame, and ܮ଴ is the 
element  length  in  the  reference  configuration. Applying  (4.6)  to  the principle of  virtual 
work, the corotated internal forces can be written as: 
  ࢗ࢏࢒ ൌ න
ߪ
ܮ଴
ࢉ࢒ ݀ ଴ܸ ൌ ܣߪࢉ࢒  (4.7) 
In order to assemble all the internal forces of the whole domain, the transformation to a 
common reference system is necessary. Using the standard transformation matrix proce‐
dure we obtain: 
  ࢗ࢏ ൌ ࢀ்ࢗ࢏࢒ ൌ ܣߪࢀ்ࢉ࢒  (4.8) 
where the transformation matrix is expressed in terms of the three unit vector establish‐
ing the corotational frame ࢋ૚, ࢋ૛, ࢋ૜: 
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ې
  (4.9) 
Looking to (4.9) and the definition of ࢉ࢒ in (4.6), it appears evident that there is no need to 
explicitly compute ࢋ૛ and ࢋ૜, so  it  is unimportant which assumption  is used to build and 
update the frame (Crisfield 1997). 
The  local  tangent stiffness matrix  is obtained writing  the variation of  the  internal  forces 
(4.8) to give: 
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  ߜࢗ࢏ ൌ ߜࢀ்ࢗ࢏࢒ ൌ ܣߪ
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൨ ߜࢋ૚  (4.10) 
where  the  Boolean matrix ࡲ ൌ ሾെࡵ૜ , ࡵ૜ሿ்  is  composed  by  two  identity matrices.  The 
variation of the unit vector ࢋ૚ related to the nodal  increment ߜ࢖૛૚ can be written using 
the  projection  operator Զ௘భ ൌ ൣࡵ૜ െ ࢋ૚ࢋ૚
ࢀ൧ which  levels  all  the  vector  onto  a  plane  or‐
thogonal to ࢋ૚ (Figure 4.2). 
 
Figure 4.2: Orthogonal projection operator. 
  ߜࢋ૚ ൌ
߲ࢋ૚
߲࢖૛૚
ൌ
1
ܮ௡
Զ௘భߜ࢖૛૚  (4.11) 
Noting  that  ߜ࢖૛૚ ൌ ࡲ்ߜ࢖  (Crisfield  1991)  and  inserting  (4.11)  into  (4.10),  the  tangent 
stiffness matrix is obtained: 
  ࡷ࢚ ൌ
߲ࢗ࢏
߲࢖
ൌ
ܣߪ
ܮ௡
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ܮ௡
൤࡭ െ
1
ܮ௡ଶ
ࢉሺ࢞ᇱሻࢉሺ࢞ᇱሻࢀ൨  (4.12) 
4.1.2  Non‐linear static and dynamic validation 
Non‐ l inear  static  and  dynamic  validation 
In order to validate the implemented element, the main results of Kwan (2000) and Castel‐
lari et al.  (2004) with their basic example are reproduced.  In the beginning,  it  is recalled 
the basic assumption of  the problem with  the analytical solution, and  it  is subsequently 
presented the numerical comparison. 
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Figure 4.3: Symmetrical prestressed two‐links structure. 
Figure 4.3 shows the test example formed by two symmetric straight bars, restrained on 
nodes A and C, and  free  to move  in  the horizontal and  vertical direction  in  the  central 
node B. In the present tests the symmetry of the initial configuration is maintained in the 
elements’ properties and  loads. Thus, the system  is completely described by the vertical 
displacement ݓ resulting from external vertical force ܲ on the central node. The bars are 
prestressed by the initial load  ଴ܶ and maintain the axial elastic stiffness ܧܣ throughout all 
the  loading process. With  the hypothesis of  linear elastic material,  referred  to  the engi‐
neering strain, the static deflection w, produced by ܲ  is given by the vertical equilibrium 
equation in the deformed configuration: 
 
ܧܣ
ܮ଴
ଷ ݓ
ଷ ൅
2 ଴ܶ
ܮ଴
ݓ െ ܲ ൌ 0  (4.13) 
where ܮ଴ is the original undeformed length of the bars. All the detailed steps can be found 
in (Castellari, Lazzari and Saetta 2004). 
The  dynamic  characteristic  of  the  bars,  in  terms  of  period  of  oscillation  of  the  central 
node, are obtained by imposing the kinetic equilibrium of the vertical forces of half‐system 
(ܲ/2 ൅ ܦ െ ܴ ൌ 0). Considering a constant mass per unit  length ߤ, the D’Alembert force 
for one element is given by: 
  ܦ ൌ න ߤ ൬
ݔ
ܮ଴
ݓሷ ൰ ݀ݔ
௅బ
଴
ൌ
ߤܮ଴
2
ݓሷ   (4.14) 
While  imposing momentum equilibrium of each cable with respect the central node, the 
vertical kinetic reaction at the support is obtained. 
  ܴ ൈ ܮ଴ ൌ න ߤ ൬
ݔ
ܮ଴
ݓሷ ൰ ሺܮ଴ െ ݔሻ ݀ݔ
௅బ
଴
՜ ܴ ൌ
ߤܮ଴
6
ݓሷ   (4.15) 
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Table 4.1: Truss validation. Test data. 
cable axial stiffness ܧܣ ൌ 556 ݇ܰ
initial undeformed length  ܮ଴ ൌ 1.143 ݉
mass per unit length  ߤ ൌ 4.6415 ൈ 10ିଶ ݇݃/݉
initial pretension  ݐ଴ ൌ 3.5586 ݇ܰ
Substituting (4.14) and (4.15) into the overall vertical equilibrium relationship leads to the 
equation of motion of the free undamped prestressed two‐links: 
  ݓሷ ൅
3ݐ଴
ߤܮ଴
ଶ ݓ ൅
3
2
ܧܣ
ߤܮ଴
ସ ݓ
ଷ ൌ 0   (4.16) 
In  the  case of  concentrated mass ܯ  in  the  central node  (lumped  system)  the previous 
equation becomes: 
  ݓሷ ൅
2ݐ଴
ܯܮ଴
ݓ ൅
ܧܣ
ܯܮ଴
ଷ ݓ
ଷ ൌ 0   (4.17) 
According to the data of the example chosen by Kwan (2000) (see Figure 4.3), a static and 
a dynamic tests are made in order to validate the element formulation described in 4.1.2. 
Table 4.1 reports all the system information. 
 
Figure 4.4: Truss validation. Non‐linear static comparison.  
Figure 4.4 shows the results of a non‐linear static test, where the external point  force P 
has been increased from 50 to 500 ܰ starting from the original straight configuration. It is 
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evident  that  the simulation with  the  finite element code Kratos, where  the element has 
been  implemented, perfectly  reproduces  the  third order  approximation of  the  solution 
(4.12) drawn here with the dashed line. 
A second set of tests have been made comparing the non‐linear dynamic behaviour of the 
element during a  free oscillation. The  tests aim  to  certify  the good performance of  the 
truss element as well as the Newmark’s time integration scheme, implemented following 
(Bathe 1996). Figure 4.5 displays the results  in terms of frequency ratios of a set of free 
oscillations starting from different initial displacements ݓ଴. The frequencies ݂ of the oscil‐
lations are related to the natural  frequency of the system,  i.e. the asymptotic  frequency 
associated with  infinitesimal  amplitude. When ݓ ՜ 0    the  third  order  terms  of  (4.16), 
(4.17) are negligible,  this means  that  the natural  frequencies  for consistent and  lamped 
masses are: 
  ௡݂௖௢௡௦ ൌ
1
2ߨ
ඨ
3ݐ଴
ߤܮ଴
ଶ            ,           ௡݂
௟௨௠௣ ൌ
1
2ߨ
ඨ
2ݐ଴
ܯܮ଴
  (4.18) 
The results reported in Figure 4.5 are related to a concentrated mass in the central node. 
In this test (see Table 4.1) the lamped mass is ܯ ൌ 5.305 ൈ 10ିଶ ݇݃. The analytical solu‐
tion has been found by solving (4.17). 
 
Figure 4.5: Truss validation. Non‐linear dynamic comparison.  
Figure  4.5  shows  a  perfect  matching  of  the  results  for  small  initial  displacements 
(ݓ଴ ൏ 100 ݉݉), while errors up to 3% appear for  larger deflections.  It should be noted 
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that for such values the hypothesis of small strains is not suitable anymore, thus either the 
numerical or the analytic solution can be hardly applied without considering special mate‐
rial non‐linear features. 
4.2  DKT plate element 
DKT  PLATE ELEMENT  
In this section an overview of the Discrete Kirchhoff Theory (DKT) triangular plate‐bending 
element is reported. Particular attention is given to the concept with some remarks of the 
main  features of this element and the  implementation of the stiffness matrix. An exten‐
sive treatment of this formulation can be found  in (Batoz, Bathe and Ho 1980) and (Pian 
and Tong 1969). The element have been found the most effective 9 degrees of freedom 
triangular element available for bending analysis of thin plates. Comparable results can be 
also obtained with the hybrid stress model (HSM) despite the first element  is somewhat 
computational superior to the last one. 
4.2.1  Plate element implementation 
Plate  element   implementation 
The element uses the small displacement theory of plates with the Kirchhoff hypothesis: 
'points of the plate originally on the normal to the undeformed middle surface remain on 
straight line normal to the deformed middle surface'. With this assumption, the displace‐
ment components ሺݑ, ݒ, ݓሻ of a point ܲሺݔ, ݕ, ݖሻ are 
 
Figure 4.6: DKT triangular plate element. Geometry and degrees of freedom property.  
  ݑ ൌ ݖߚ௫ሺݔ, ݕሻ, ݒ ൌ ݖߚ௬ሺݔ, ݕሻ, ݓ ൌ ݓሺݔ, ݕሻ   (4.19) 
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where ݓ  is the transversal displacement and the rotations of the normal are ߚ௫ ൌ െݓ,௫ 
ߚ௬ ൌ െݓ,௬ in the Kirchhoff plate theory (Gallagher 1975). Considering the bending strains 
linear through the thickness ࢿ࢈ ൌ ݖࣄ, where ࣄ ൌ ൣߚ௫,௫ ; ߚ௬,௬ ;  ߚ௫,௬ ൅ ߚ௬,௫൧
்
  is   the vector 
of curvatures, the strain energy is 
  ܷ ൌ
1
2
න ࣄࢀࡱ࢈ࣄ ݀ݔ ݀ݕ
஺
  (4.20) 
For  the present work,  the case of  isotropic homogeneous plates of constant  thickness ݄ 
leads to the simplest appearance of the elasticity matrix, that is 
  ࡱ࢈ ൌ
ܧ݄ଷ
12ሺ1 െ ߥଶሻ
൦
1 ߥ 0
ߥ 1 0
0 0
1 െ ߥ
2
൪  (4.21) 
depending only to the Young's modulus ܧ and the Poisson's ratio ߥ. 
According to the formulation of the DKT element, special assumptions are made. Namely, 
it is assumed that the deflection ݓ maintains a cubic variation along the sides of the trian‐
gle, while the rotations ߚ௫ and ߚ௬ vary quadratically over the element. The first statement 
is mathematically written by imposing the variation of the deflection in the mid‐node ݇ of 
side ݆݅ as: 
  ݓ,௦௞ ൌ െ
3
2݈௜௝
ݓ௜ െ
1
4
ݓ,௦௜ ൅
3
2݈௜௝
ݓ௝ െ
1
4
ݓ,௦௝  (4.22) 
The Kirchhoff hypothesis for thin plates is imposed along the sides, i.e. 
  ࢽ ൌ ൤
ߚ௫ ൅ ݓ,௫
ߚ௬ ൅ ݓ,௬
൨ ൌ ૙ at corners  (4.23) 
  ߚ௦௞ ൅ ݓ,௦௞ ൌ 0 at mid nodes  (4.24) 
Lastly,  a  linear  variation  of  the  rotation ߚ௡  (middle  surface  in ݊ െ ݖ  plane)  is  imposed 
along the sides, i.e.: 
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  ߚ௡௞ ൌ
1
2
൫ߚ௡௜ ൅ ߚ௡௝൯ at mid nodes  (4.25) 
All these assumptions guarantee that the Kirchhoff hypothesis is satisfied along the entire 
boundary ߲ܣ (Figure 4.6). 
In order  to write an explicit  form of  the stiffness matrix,  the expression of ߚ௫ and ߚ௬  in 
terms of  the nodal dof ࢁ ൌ ൣݓଵ ߠ௫ଵ ߠ௬ଵ ݓଶ ߠ௫ଶ ߠ௬ଶ ݓଷ ߠ௫ଷ ߠ௬ଷ൧
்
  is needed. Using  some 
simple geometrical relation to relate the ݊, ݏ directions with ݔ, ݕ, and the parametric nota‐
tion, Batoz et al. (1980) found: 
 
ߚ௫ ൌ ࡴ࢞ࢀሺߦ, ߟሻࢁ 
ߚ௬ ൌ ࡴ࢟ࢀሺߦ, ߟሻࢁ 
(4.26) 
Hence, following the standard displacement formulation of the finite element method, the 
element curvature is written in terms of the nodal degrees of freedom by using the strain‐
displacement transformation matrix: 
  ࣄ ൌ ࡮ࢁ  (4.27) 
  ࡮ሺߦ, ߟሻ ൌ
1
2ܣ
൦
ݕଷଵܪ௫,క
் ൅ ݕଵଶܪ௫,ఎ்
െݔଷଵܪ௬,క
் െ ݔଵଶܪ௬,ఎ்
ݕଷଵܪ௫,క
் ൅ ݕଵଶܪ௫,ఎ் െ ݔଷଵܪ௬,క
் െ ݔଵଶܪ௬,ఎ்
൪  (4.28) 
Finally, the stiffness matrix of the DKT element is: 
  ࡷ஽௄் ൌ 2ܣන න ࡮ࢀࡱ࢈࡮ ݀ߦ ݀ߟ
ଵିఎ
଴
ିଵ
଴
  (4.29) 
The exact numerical integration of (4.29) is obtained using three integration points at the 
mid nodes. The last statement is suitable only for constant material properties and thick‐
ness over the whole element. 
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In a subsequent paper, Batoz (1982) makes explicit the expression of the stiffness matrix. 
With a rotated  local coordinate system aligned to one side and using the decomposition 
presented  in  (Joseph and Rao 1979),  it  is possible  to  rewrite  (4.29) without  integration; 
obviously, maintain the condition of constant properties. 
4.2.2  Experimental results for the plate element 
Experimental  results  for  the  plate element 
The standard benchmark of a rectangular cantilever under a twist moment  is presented. 
Figure 4.7 and Figure 4.8 show a rectangular plate, composed by two triangular elements, 
fully clamped on one side, twisted by a pair of forces on the opposite side. The two tests 
differ only for the mesh orientation. The figures plot the deflection ݓ of one free corner 
for  increasing  length ܮ of  the  cantilever. The  comparison  is made between  the original 
DKT plate element  (Batoz, Bathe and Ho 1980) drawn with  the circle marks,  the  incom‐
patible BCIZ1 element  (Bazeley, et al. 1965) drawn with diamond marks, and the bench‐
mark  values  obtained  using  16  rectangular  elements  (Robinson  1978)  drawn with  the 
dashed  line. The results obtained using  the element  implemented  in  this work of Thesis 
are plotted with  the continuous  line, which perfectly  reproduces  the original  results ob‐
tained with the DKT element. 
 
Figure 4.7: Plate validation. Cantilever under twist load. Mesh A. 
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Figure 4.8: Plate validation. Cantilever under twist load. Mesh B. 
4.3  OPT membrane triangle 
OPT  MEMBRANE TRIANGLE 
The optimal  (OPT) membrane  triangle with drilling  freedom  is  a 3 nodes plane  triangle 
with 9 degrees of freedom studied by Felippa and co‐workers in a student term project at 
the beginning of the 1990s  (Felippa 2003). The main goal of the project was to build an 
"optimal" version of LST‐3/9R  (linear strain  triangle with 3 nodes and 9 degrees of  free‐
dom including rotations) using the direct fabrication approach, with the ANDES template. 
The approach consists into the superposition of components (or multifield subspaces) of a 
finite  element  under  suitable  orthogonality  conditions. Detail  on  this  approach  can  be 
found in (Felippa 2000). 
4.3.1  ANDES template 
ANDES  template 
The ANDES (acronym for assumed natural deviatoric strains)  is a variant of ANS formula‐
tion (Park and Stanley 1986) developed by Felippa and Militello (1991). In the framework, 
assumptions are made only in the deviatoric portion of the element strains; it is required 
that the integral over the element of that portion turns to zero. This assumption produces 
a splitting into the main portion of the strains which is left to be determined variationally 
from assumptions on the  limit stress field, and the high order stiffness which  include the 
deviatoric assumed strains. 
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Decomposition of the element stiffness matrix 
Let ࡷ  the element stiffness matrix, ࢛  the element degrees of  freedom and ࢌ  the corre‐
sponding element node forces. The procedure starts by splitting the stiffness matrix  into 
the basic and higher order part: 
  ࡷ࢛ ൌ ሺࡷ࢈ ൅ ࡷࢎሻ࢛ ൌ ࢌ  (4.30) 
The basic stiffness matrix, which is usually rank deficient, is constructed for convergence; 
while the higher order stiffness matrix  is constructed for stability and accuracy. A similar 
decomposition was  first obtained by Bergan and Nygård  (1984)  in  the derivation of  the 
free  formulation  (FF),  immediately  applied  in  triangular membrane  (Bergan  and  Felippa 
1985) and plates elements (Felippa and Bergan 1987). 
In his unified  formulation, Felippa precises  that ࡷ௕  is  formulation  independent and  it  is 
entirely defined by an assumed constant stress state working on  the element boundary 
displacements; no knowledge of  the  interior displacements  field  is necessary. The other 
term has the form ࡷ௛ ൌ ߙࡷ௛ଶଶ where ߙ is a scaling factor. 
Construction of the basic stiffness matrix ࡷ௕ (from Box 2 in (Militello and Felippa 1991)) 
1. Assume a  constant  stress  field ࣌ഥ  inside  the element,  than  the associated boundary 
tractions are ࣌ഥ௡ ൌ ࣌ഥ ڄ ࢔, where ࢔  is the unit external normal on the element bound‐
ary ܵ. 
2. Assume  the boundary displacement ࢊ over ܵ;  this  field can be described by a stan‐
dard interpolation of nodal freedoms: ࢊ ൌ ௗ࢛ܰ. 
3. Construct the lumping matrix ࡸ that consistently assembles the boundary traction  ࣌ഥ௡ 
into element node forces ࢌത conjugate to ࢛ in the virtual work sense: 
  ࢌത ൌ න ௗܰ௡
ௌ
࣌ഥ௡ ݀ܵ ൌ ࡸ࣌ഥ  (4.31) 
4. In  the  above,  ௗܰ௡  are  boundary‐system  projection  of  ௗܰ  conjugate  to  the  surface 
tractions  ࣌ഥ௡. 
5. The basic stiffness matrix is obtained as: 
  ࡷ௕ ൌ
1
ܸ
ࡸࡱࡸ்  (4.32) 
88  Chapter 4  Numerical Model of the Stadium  
 
6. where ࡱ is the stress‐strain constitutive matrix of elastic muduli, which is assumed to 
be constant over the element volume ܸ. 
Construction of ࡷ௛ by the ANDES formulation (from Box 3 in (Militello and Felippa 1991)) 
1. The first step is the selection of the reference lines where natural strain‐gage locations 
are to be computed. By appropriate interpolation express the element natural strains 
ࣕ in terms of the strain gage readings ࢍ at those locations ࣕ ൌ ࡭ఢࢍ, where the strain 
field in natural coordinates must include all constant strain states. 
2. The  relation between natural and Cartesian  strains  can be  computed at each point 
using a projection tensor ࢿ ൌ ࢀࣕ ൌ ࢀ࡭ఢࢍ ൌ ࡭ࢍ. 
3. Relate  the natural strain gage  readings ࢍ  to  the node degrees of  freedom ࢍ ൌ ࡽ࢛, 
where Q is a strain gage to node displacement transformation matrix. There are sev‐
eral  techniques  to  build  such matrixes:  the most  simple  is  the  direct  interpolation 
over the reference lines. 
4. Split  the Cartesian  strain  field  into mean  (volume  averaged)  and deviatoric  strains: 
ࢿ ൌ ࢿത ൅ ࢿௗ ൌ ሺ࡭ഥ ൅ ࡭ௗሻࢍ. 
5. Assembling ࡭ௗ and ࡽ into a single strain displacement matrix ࡮ௗ ൌ ࡭ௗࡽ, the higher 
order stiffness matrix is given by: 
  ࡷ௛ ൌ ߙන ࡮ௗ
்ࡱ࡮ௗ
௏
ܸ݀  (4.33) 
4.3.2  Membrane implementation 
Membrane  implementation 
 
Figure 4.9: OPT triangular membrane element. Natural strains directions.  
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Following the ANDES template,  in order to build the element, the first step  is the defini‐
tion of the natural strains directions. In agreement with the development of the DKT plate 
element (section 4.3) and as  illustrated  in Figure 4.9, the chosen strains follow the three 
sides. At each point of the triangle the natural strains vector  is composed by the strains 
along the three directions: 
  ࣕ ൌ ሾ߳ଵଶ ߳ଶଷ ߳ଷଵሿ்  (4.34) 
which is related to the Cartesian strains by the strain‐gage transformation ࢿ ൌ ࢀࢋࣕ: 
൥
ߝ௫௫
ߝ௬௬
2ߝ௫௬
൩ ൌ
1
4ܣଶ
቎
ݕଶଷݕଵଷ݈ଶଵଶ ݕଷଵݕଶଵ݈ଶଷଶ ݕଵଶݕଷଶ݈ଷଵଶ
ݔଶଷݔଵଷ݈ଶଵଶ ݔଷଵݔଶଵ݈ଶଷଶ ݔଵଶݔଷଶ݈ଷଵଶ
ሺݕଶଷݔଷଵ ൅ ݔଷଶݕଵଷሻ݈ଵଶଶ ሺݕଷଵݔଵଶ ൅ ݔଵଷݕଶଵሻ݈ଶଷଶ ሺݕଵଶݔଶଷ ൅ ݔଶଵݕଷଶሻ݈ଷଵଶ
቏ ൥
߳ଵଶ
߳ଶଷ
߳ଷଵ
൩  (4.35) 
Using the same transformation, the natural material matrix is defined by: 
  ࡱ࢔ࢇ࢚ ൌ ࢀࢋࢀ ࡱ࢓ ࢀࢋ  (4.36) 
where, recalling the same symbols of (4.21), 
  ࡱ࢓ ൌ
ܧ݄
1 െ ߥଶ
൦
1 ߥ 0
ߥ 1 0
0 0
1 െ ߥ
2
൪  (4.37) 
According to the direct fabrication approach, the element stiffness matrix is decomposed 
into basic ࡷ࢈ and high order ࡷࢎ parts, which are simply added to obtain the result. The 
basic stiffness  takes care of consistency, while  the high order  takes care of stability and 
accuracy. To  fulfil  correctly  the  template,  the  two parts  should be  two orthogonal  sub‐
spaces. 
The  explicit  expression  of  the  basic  stiffness matrix  (4.32)  is  published  in  (Bergan  and 
Felippa  1985) where  force‐lumping matrix  is  expressed  is  (4.38).  The  choice  of  the pa‐
rameter ߙ௕ depends on specific element formulation. Particularly when ߙ௕ ൌ 0 the basic 
stiffness (4.32) becomes the total stiffness matrix of the CST‐3/6C, in which the drilling ro‐
tations vanish. Other special cases are the OPT: ߙ௕ ൌ 3/2,   and the retrofitting LST with 
ߙ௕ ൌ 4/3. In these cases and with constant thickness and isotropic material, the matrix ࡸ 
can also be directly related to the mean strain‐displacement matrix ࡮૙ ൌ ࡸࢀ/ܸ. 
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   ࡸ ൌ
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6
ݔଷଶሺݔଷଵ െ ݔଵଶሻ
ߙ௕
6
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ۑ
ۑ
ۑ
ۑ
ې
  (4.38) 
The high order matrix is obtained by the higher order stiffness ࡷࣂ in terms of the hierar‐
chical rotation ࣂ෩ rotated by the transformation matrix ࢀ෩ࣂ࢛, times a scaling factor: 
  ࡷ௛ ൌ
3
4
ߚ଴ ࢀ෩ࣂ࢛
ࢀ ࡷࣂ ࢀ෩ࣂ࢛  (4.39) 
For  isotropic materials, the optimality  leads to ߚ଴ ൌ
ଵ
ଶ
ሺ1 െ 4ߥଶሻ. The transformation ma‐
trix is necessary to relate the final stiffness to the three corner dofs  ࣂ෩ ൌ ࢀ෩ࣂ࢛࢛ࡾ: 
  ࣂ෩ ൌ
1
4ܣ
൥
ݔଷଶ ݕଷଶ 4ܣ
ݔଷଶ ݕଷଶ 0
ݔଷଶ ݕଷଶ 0
ݔଵଷ ݕଵଷ 0
ݔଵଷ ݕଵଷ 4ܣ
ݔଵଷ ݕଵଷ 0
ݔଶଵ ݕଶଵ 0
ݔଶଵ ݔଶଵ 0
ݔଶଵ ݕଶଵ 4ܣ
൩
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ݑଵ
ݒଵ
ߠ௭ଵ
ݑଶ
ݒଶ
ߠ௭ଶ
ݑଷ
ݒଷ
ߠ௭ଷے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
  (4.40) 
ࡷࣂ  includes the deviatoric natural strain patterns, that means the change from constant 
states. A complete derivation is reported in the Appendix A of (Felippa 2003). 
  ࡷఏ ൌ ܣ݄൫ࡽ૚૛
ࢀ ࡱ࢔ࢇ࢚ࡽ૚૛ ൅ ࡽ૛૜
ࢀ ࡱ࢔ࢇ࢚ࡽ૛૜ ൅ ࡽ૜૚
ࢀ ࡱ࢔ࢇ࢚ࡽ૜૚൯  (4.41) 
Matrices ࡽ࢏  relates  the natural  strains  to  the deviatoric  rotations  following  the  relation 
ࣕ ൌ ࡽࣂ෩. 
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Applying  a  linear  interpolation  over  the  nodal  values,  ࡽ ൌ ࡽ૚ߦଵ ൅ ࡽ૛ߦଶ ൅ ࡽ૜ߦଷ  and 
evaluating the previous at the midpoints: 
 
ࡽ૚૛ ൌ
1
2
ሺࡽ૚ ൅ ࡽ૛ሻ 
ࡽ૛૜ ൌ
1
2
ሺࡽ૛ ൅ ࡽ૜ሻ 
ࡽ૜૚ ൌ
1
2
ሺࡽ૜ ൅ ࡽ૚ሻ 
(4.42) 
where the corner matrices are written as function of 9 dimensionless parameters. For the 
OPT triangle, the parameters values are: ߚଵ ՜ ߚଽ ൌ ሾ1, 2, 1, 0, 1,െ1,െ1,െ1,െ2ሿ. 
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  (4.43) 
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  (4.44) 
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  (4.45) 
4.3.3  Membrane numerical results 
Membrane  numerical  results  
The membrane part of the shell element  is tested according to the benchmark proposed 
firstly by Cook  (1974).  In  the  test, a non‐rectangular quadrilateral element,  clamped on 
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one side, is skewed by unitary load (ܲ ൌ 1.0) distributed over the whole left side. The test 
data,  as well  as  the  results  are  given  in  Figure 4.10.  The  comparison  is made between 
three elements obtained with the proposed template: 
• CST (constant strain triangle), αୠ ൌ 0, 
• LST‐Ret (retrofitting linear strain triangle), αୠ ൌ 4/3, 
• OPT (optimal membrane triangle), αୠ ൌ 3/2, 
• OPT+DKT (presented formulation). 
The implemented element differs from the OPT only because it already includes the bend‐
ing part of the shell. 
Results show the same trend of the three high order elements, while the simple CST re‐
quires a  finer mesh  to  reach acceptable  results.  It  should be noted  that  the LST‐Ret  re‐
quires one drilling freedom to be fixed, otherwise the stiffness matrix turns singular, and 
there  is no analytical  solution  for  the  test:  it can be only  said  that  the asymptote of all 
elements is ݒ஼ ൌ 23.956. 
 
Figure 4.10: Membrane validation. Non‐rectangular cantilever under skewed load. 
4.4  Shell element 
SHELL  ELEMENT  
Developing shell elements is one of the greatest issues in Finite Element Analysis. A huge 
amount of papers have been published on this subject (see the review in (Zienkiewicz and 
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Taylor  2005)),  but mainly  three  approaches  can  be  identified  for  the  creation  of  these 
elements: 
1. a particular bi‐dimensional shell theory is used (classical shell theory); 
2. three‐dimensional  continuum equations  are used  and discretised  (degenerated  solid 
approach); 
3. plate bending and membrane element stiffness are superimposed and assembled in a 
global coordinate system. 
Although  the hypothesis underlying  the classical  shell  theory and  the degenerated  solid 
approach are the same, the reduction to resultant form  is usually carried out analytically 
in the first choice and numerically in the latter (Belytschko, Liu and Moran 2000). The de‐
generated solid approach was pioneered by Ahmad,  Irons and Zienkiewicz  (1970); a non 
linear version of the theory was offered By Hughes and Liu  (1981), while the generalisa‐
tion of  the  classical  shell  theory, extensively exposed  in  (Fung and  Sechler 1974),  is  re‐
cently  risen again  thanking Simo and  Fox  (1989),  (1990) who,  starting  from  the mathe‐
matical basis of the Cosserat (1909) and the Rodrigues’ rotation tensor, build a geometri‐
cal exact shell element for large rotations. 
The third method has gained great attention  for the  linear analysis  in the 1960s and re‐
cently has come back as  the most popular when combined with  the corotational  theory 
(Felippa and Haugen 2005), or used to define macro‐elements (patch) taking advantage of 
the simplest flat elements (Oñate and Flores 2005). The derivation of flat elements is sim‐
pler  and  computationally more  efficient  than  the  curved ones.  The  triangular  shell ele‐
ment presented and used  in this study  is obtained by the superposition of the DKT plate 
element (section 4.2) and the OPT membrane element (section 4.3) following the  indica‐
tion and some clever suggestions of Khosravi et al. (2007). 
4.4.1  Material stiffness matrix 
Material  stiffness  matrix 
Coupling  the membrane  and  the bending part,  the  strain‐displacement  relationship be‐
comes: 
  ቂ
ࢿ࢓
ࢿ࢈
ቃ ൌ ൤
࡮࢓ ૙
૙ ࡮࢈
൨ ൤
ࢊ࢓
ࢊ࢈
൨ ൌ ࡮૙ ൤
ࢊ࢓
ࢊ࢈
൨  (4.46) 
where the 18 element degrees of freedom have been rearranged in order to maintain the 
two parts disconnected. In (4.46) the total strain‐displacement matrix is composed by the 
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bending part ࡮࢈ taken from (4.27) and the membrane part ࡮࢓. In order to write a unique 
matrix, the basic and higher order matrices of the OPT are merged into: 
  ࡮࢓ ൌ
1
ܸ
ࡸࢀถ
௕௔௦௜௖
൅
3
2
ඥߚ଴ࢀࢋሺࡽ૚ߦଵ ൅ ࡽ૛ߦଶ ൅ ࡽ૜ߦଷሻࢀ෩ࣂ࢛ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௛௜௚௛௘௥ ௢௥ௗ௘௥
  (4.47) 
Relations (4.46) and (4.47) show the advantage of using two simple flat elements, thus the 
mix terms turn to be zero. Another important note is that the OPT is an energetically or‐
thogonal element, then the integral of the higher order strains over the domain is zero. 
For  isotropic material and constant  thickness,  the material matrix ࡰ૙ and  therefore  the 
material stiffness matrix ࡷ૙ follows the same appearance of ࡮૙. Thus: 
  ࡰ૙ ൌ ൤
ࡱ࢓ ૙
૙ ࡱ࢈
൨  (4.48) 
Recalling (4.21) and (4.37): 
  ࡷ૙ ൌ න ࡮૙
ࢀࡰ૙࡮૙ ݀ܣ
஺
ൌ ൤
ࡷ࢓ ૙
૙ ࡷ࢈
൨  (4.49) 
In  the  implemented  code,  the  stiffness matrix  is  arranged  to  keep  track  the  normally 
sorted nodal degrees of freedom ࢊ ൌ ൣݑଵ, ݒଵ, ݓଵ, ߠ௫ଵ, ߠ௬ଵ, ߠ௭ଵ, … ൧
்
; this is made multiply‐
ing (4.49) by a indices matrix: ࡷ૙
ࢇ࢘࢘ࢇࢍࢋࢊ ൌ ࡵࢀ ࡷ૙ ࡵ. 
4.4.2  Geometric stiffness matrix 
Geometric  stiffness  matrix 
The tangent stiffness matrix in a non‐linear code is composed by the material stiffness and 
the geometric stiffness, also called stress stiffness. The latter takes into account the work 
done  by  the  internal  forces  in  the  deformed  configuration.  In  this  framework  only  the 
membrane  forces  ൣ ௫ܰ, ௬ܰ, ௫ܰ௬൧  are  considered making  such  a work, while  the  bending 
moments are neglected (Belytschko, Liu and Moran 2000). The work is calculated as con‐
stant membrane forces acting through the strains; thus the strain energy stored  into the 
element is: 
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  ܷ ൌ ௅ܷ ൅ ܷఙ ൌ නሾߝ௫ ߝ௬ ߛ௫௬ሿ ቎
௫ܰ
௬ܰ
௫ܰ௬
቏ ݀ܣ
஺
  (4.50) 
In the previous equation the membrane strains associated with the deflections ݑ, ݒ, ݓ are 
written following the Green‐Lagrange strains: 
  ൥
ߝ௫
ߝ௬
ߛ௫௬
൩ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ ൫ݑ,௫൯ ൅
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൫ݑ,௫ଶ ൅ ݒ,௫ଶ ൅ ݓ,௫ଶ൯
൫ݒ,௬൯ ൅
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2
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2
൫ݑ,௫ݑ,௬ ൅ ݒ,௫ݒ,௬ ൅ ݓ,௫ݓ,௬൯ے
ۑ
ۑ
ۑ
ۑ
ې
  (4.51) 
The  initial terms  in  (4.51) are the engineering strains and, multiplied by the axial  forces, 
produce the linear work  ௅ܷ; while the geometric part of the work ܷఙ, related to the stress 
stiffness ࡷ࣌, arises from the high order strain terms: 
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ێ
ۍ
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૙૛ ૙૛
௫ܰ ௫ܰ௬
௫ܰ௬ ௬ܰ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ۏ
ێ
ێ
ێ
ێ
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ݑ,௫
ݑ,௬
ݒ,௫
ݒ,௬
ݓ,௫
ݓ,௬ے
ۑ
ۑ
ۑ
ۑ
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 ݀ܣ
஺
  (4.52) 
where ૙૛ is a zeros 2 ൈ 2 matrix. 
Since the formulations of both DKT plate bending and OPT membrane elements are based 
on  the  assumptions on  strains,  there  are no  explicit definition of  the  internal displace‐
ments ݑ, ݒ and ݓ. The solution adopted by Khosravi et al. (2007) is to use the shape func‐
tions  of  other  elements with  the  same degrees  of  freedom.  Particularly  the BCIZ plate 
bending  (Bazeley, et al. 1965) and LST‐Ret membrane elements  (Felippa 2003) have  the 
same degrees of freedom corresponding with DKT and OPT elements. The adopted shape 
functions are give in (4.56), (4.57) and (4.58). 
Using  (4.56),  (4.57) and  (4.58),  it  is possible  to make explicit  the derivatives of  the dis‐
placement  functions  needed  in  (4.52)  by  invoking  inverse  of  Jacobian  matrix  of 
isoparametric elements: 
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  ࢛,࢞ ൌ ࡶ࢚ି૚ࡳ ൤
ࢊ࢓
ࢊ࢈
൨  (4.53) 
where the Jacobian and the derivatives of shape functions are considered as function of ߦଶ 
and ߦଷ, imposing ߦଵ ൌ 1 െ ߦଶ െ ߦଷ.  
  ࡶ࢚ି૚ ൌ ቎
ࡶି૚ ૙૛ ૙૛
૙૛ ࡶି૚ ૙૛
૙૛ ૙૛ ࡶି૚
቏ with ࡶ ൌ ቂ
ݔ,కమ ݕ,కమ
ݔ,కయ ݕ,కయ
ቃ  (4.54) 
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ۑ
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  (4.55) 
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The final expression for the geometric stiffness matrix is: 
  ࡷ࣌ ൌ 2ܣන ࡳࢀࡶିࢀ ࡺ෩ ࡶି૚ࡳ ݀ߦଶ݀ߦଷ
஺
  (4.59) 
where ࡺ෩  is the 6 ൈ 6 matrix taken from (4.52). The expression of ࡷ࣌ given in (4.59) corre‐
sponds to the separated sets of nodal displacements ሾࢊ࢓, ࢊ࢈ሿࢀ; the matrix implemented 
into the code is rearranged in the same way of (4.49). 
4.5  FEM analysis 
FEM  ANALYSIS 
Several authors have studied  the evolution  in  the design of  the stadium’s roof adjusting 
step by step the assumptions and, after various experimental tests, the final input data for 
the FEM analysis were carried out. The numerical model used in the present work is quite 
simple but very sensitive  to some parameters which have been  tested until  the conver‐
gence of the results. The cables are modelled with geometrically non‐linear rod elements 
implemented using the Total Lagrangian formulation (Crisfield 1991) explained  in section 
4.1. The material behaviour is assumed linear elastic following the constructor’s specifica‐
tions (Tensoteci). The two concrete slabs are reproduced using corotational shell elements 
(see section 4.4), which allow small deformations in relation to the rotated configuration. 
Details  on  the  used  elements  can be  found  following  the  studies  of  Professors  Felippa 
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(2003), Bathe (Batoz, Bathe and Ho 1980) and Ganesan (Khosravi, Ganesan and Sedaghati 
2007). The third component  is  identified by the border steel girders, which are modelled 
for  reproducing accurately  the  real  structure using  standard  truss elements.  In order  to 
read  all  the  following  results  in  a  correct  way,  some  considerations  on  the  adopted 
scheme have been specified. 
After the total application of the dead  loads, a stable configuration  is the first  important 
goal to reach, because the almost entirety of the structural stiffness is provided by the ca‐
bles and in the way they are placed. Later on it will be referred on this first reference con‐
figuration by  the name “state 0”. The builders  installed all  the wires set without special 
pretension more than the needed value to bear their self weight, varying the length to fa‐
cilitate the required slope in the across‐the‐cable direction (ൎ 1%) to permit the drainage 
of rainwater. This particular feature implies a drawback because, varying the lengths with 
the same plane span (212 ݉), different  initial arch heights result and this  implies a vari‐
able  stiffness on  the wires  set.  In  this way  the  roof  is narrowly asymmetric across‐the  ‐
cables direction, that is not so relevant in terms of displacements but more significant as 
stiffness distribution. On the valley side, the North side, the cables are more stretched and 
less stiffed; hence, it is expected that structure crisis starts from this side. 
The numerical model  is created drawing wires with parabolic  initial geometry, as an ap‐
proximation of the catenary, with maximum height variable form 4.2 ݉ to 7.2 ݉ form val‐
ley  to  the quarry. The dead  load has smoothed  this difference  in  level to  the  final slope 
from 7.0 ݉ to 8.0 ݉ in the state 0. 
The slabs were built by assembling several concrete panels in situ (Figure 2.2d) and, after 
the positioning, the two covers have been merged into two continuous solids. These steps 
have to be taken into account during the analysis because the shell elements are jointed 
together in the same nodes since the very beginning of the simulation. This distinctiveness 
makes uncertain the determination of uniform material  law attribution for the concrete, 
in  particular  the  value  for  the  elastic modulus  ܧ௖௢௡ௗ   which  should  vary  in  a  range  of 
0 ൊ 32.8 ܩܲܽ corresponding to divided panels and to perfect continuity respectively. The 
comparison between several analyses with different modulus’ values in the way to reach 
the state 0 configuration are summarized in Table 4.2, where the low sensitivity of the sys‐
tem on this parameter appears. 
The connection between the slabs and the cables is realized using ring‐type joints that fix 
the lateral and vertical displacements while allows the along‐the‐cable relative movement. 
Building the numerical model, the first trial was made inserting an ordinary Master‐Slave 
constraint  in  the model  fixing  the  relative nodes’ displacement Δܻ – Δܼ and  leaving  re‐
lease  the  displacement Δܺ.  The  directions  are  referred  to  the  global  reference  system 
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where ܺ is the main cable directions, positive from East to West; ܻ is the across‐the‐cable 
direction, positive from North to South; while ܼ is the upward vertical direction. It must be 
noted that those links are not equivalent to the real joints, in fact the true free path is in 
the  tangent of  the  cable direction  and not  in  the projection  to  the horizontal. This  ap‐
proximation  inserts a  little  locking but the relative stiffness of the shells  is small  in refer‐
ence  to  the cables stiffness, thus  this effect does not appear. The maximum relative Δܺ 
from slabs’ nodes to the correspondent wires’ nodes remains near 16 ܿ݉ with all the con‐
crete elastic modulus.  Subsequently an  improved model has been used,  substituting all 
the links with small truss elements, 30 ܿ݉ long, with modified mechanical parameters to 
better simulate the real connection. 
Table 4.2: State 0 configuration varying the slab’s elastic modulus 
ܧ/ܧௗ  ݀௠௔௫
௩௔௟௟௘௬ ሾ݉ሿ  ݀௠௔௫
௤௨௔௥௥௬ ሾ݉ሿ  Δܺ௠௔௫
௦௟௜௣ ሾܿ݉ሿ  ௠ܶ௔௫ ሾ݇ܰሿ ܯ௫௫௦௟௔௕ ሾ݇ܰ݉ሿ  ܯ௬௬௦௟௔௕ ሾ݇ܰ݉ሿ 
1/100  6.99  7.98 16.10 6830 1.36 1.31 
1/50  6.98  7.97 16.00 6820 2.61 2.00 
1/20  6.98  7.96 15.90 6820 6.40 3.18 
1/10  6.98  7.96 15.90 6810 15.48 4.49 
1/5  7.00  7.97 16.00 6810 24.90 6.61 
1/2  7.03  7.98 16.00 6840 62.60 13.50 
1  7.07  8.01 16.00 6890 119.50 23.04 
Table 4.2 reports some characteristic values of the dead load configuration (state 0) calcu‐
lated with different trials where only the value of the concrete elastic modulus has been 
varied. The measure of ܧ௖௢௡  is expressed as a ratio with respect  to  the design value  for 
concrete class C30/37 (EN 206‐1): ܧ௖௢௡ௗ ൌ 32.8 ܩܲܽ. In the columns, the maximum vertical 
displacements of the slabs are reported with a range ݀௠௔௫
௩௔௟௟௘௬ ൊ ݀௠௔௫
௤௨௔௥௥௬ corresponding to 
the values taken on the North (the valley) and on the South (quarry) side of the Stadium.  
The almost 1 meter of difference between the range  is due to the drainage of the water 
toward the quarry  (see section 2.1). The  fourth column shows  the maximum slip Δܺ௠௔௫
௦௟௜௣  
between cables and slabs: the slip test aim to evaluate the quality of the joints estimating 
a possible additional damping due to the friction of the two materials. On the fifth column 
the maximum axial force in a pair of cables is reported; the most excited cables are always 
in the valley side because they are the straightest for geometrical conditions. 
From the exposed results,  it appears evident that the stiffness of the slabs, expressed  in 
terms of their Young modulus, does not change the final loaded configuration; in this pre‐
liminary step the slabs’ self weight  is the major  load. The  last two columns highlight the 
bending moment values on the slabs  in both the principal directions. The amount of ex‐
ternal forces which load on the shells grows increasing the elements’ stiffness as a reflec‐
tion  on  common  physical  structural  behaviour.  It  is  obvious  that  the  panels  cannot  be 
melted until the state 0 is not reached, so the trials with the higher ܧ are not truthful. In 
the present work, the slabs are inserted in the numerical model with two continuous sur‐
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faces with constant elastic modulus ܧ௖௢௡ ൌ 656 ܯܲܽ, equal to 1/50 of the design value. 
This hypothesis  is only used  to get  to  the  reference  configuration, while  for  the  service 
loads, like the wind load, an increased value is restored. 
4.6  Frequency control 
FREQUENCY CONTROL 
In reference to the mechanical features on the state 0 configuration, the value of the con‐
crete elastic modulus on the complete and homogeneous roof  is still decisive for the dy‐
namic  characterization of  the  structure. Even  if  it has been demonstrated on Table 4.2 
that this value is not worthy for the static configuration, it will be shown that this parame‐
ter greatly modifies the natural frequency and, sometimes, even the modal shapes. 
A  sensitivity  analysis of  the  concrete Young modulus  is  referred  around  the  theoretical 
value for undamaged concrete C30/37: ܧ௖௢௡ௗ ൌ 32.8 ܩܲܽ, a safeguard Code value that in‐
cludes some coefficients to protect against the uncertainties. Starting from this reference, 
many  linear eigenvalue analyses with different elastic modulus values have been carried 
out covering a wide open windows of trials: 0 ൏ ܧ௖௢௡ ൏ 2 ܧ௖௢௡ௗ . The terms of comparisons 
are  the natural  frequencies and  the modal  shapes,  trying  to  find  the best  fitting  to  the 
identified results of the experimental tests (Figure 2.6). It is interesting noting that in dif‐
ferent trials the order of the modal shape can change. 
Figure 4.11 to 14 show four trials resulted from the corresponding linear eigenvalue prob‐
lem starting  from  the state 0 configuration. On different  trials, all but  the slab modulus 
value  remains  constant.  In  different  trials  the  modulus  value  is  respectively  set  on 
ሼ10% ; 50% ; 100% ; 150%ሽ ܧௗ.  This  great  variability  is  necessary  for  the  uncommon 
construction  process which provides  to  join  together  the  slabs’  panels with  a  concrete 
casting in a very flexible support that is the set of 34 pairs of cables at 40 ݉ with respect 
the ground  level. Recent visual surveys pointed out a  lot of cracks and damages on  the 
cover surfaces, just a few years after the construction. The main results of different tests 
are summarized in the Table 4.3, which takes the identified natural frequencies from the 
ambient test as sample. 
The first two natural vibration modes involve the cylindrical behaviour of the roof, so basi‐
cally the cables stiffness; due to that reason every trial is able to find the suitable profile. 
By the way, the frequency check shows that best calibration between masses and stiffness 
is obtained for very low elasticity modulus values, around 10% ܧௗ. However, this first re‐
sult does not find evidences on the further modes. On the contrary, the lowest values of ܧ 
sets all the eigenvectors in a wrong order,  and moreover they emphasize local instabilities 
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Figure 4.11: Natural vibration modes according to the State 0 configuration. Slabs elastic modulus ܧ ൌ 3.3 ܩܲܽ. 
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Figure 4.12: Natural vibration modes according to the State 0 configuration. Slabs elastic modulus ܧ ൌ 16.4 ܩܲܽ. 
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Figure 4.13: Natural vibration modes according to the State 0 configuration. Slabs elastic modulus ܧ ൌ 32.8 ܩܲܽ. 
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Figure 4.14: Natural vibration modes according to the State 0 configuration. Slabs elastic modulus ܧ ൌ 49.2 ܩܲܽ. 
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Table 4.3: Frequencies (Hz) comparison between different slabs stiffness. 
mode  Identified  ܧ ൌ 3.3 ܩܲܽ ܧ ൌ 16.4 ܩܲܽ ܧ ൌ 32.8 ܩܲܽ ܧ ൌ 49.2 ܩܲܽ 
1  0.275  0.273 0.301 0.324 0.339 
2  0.293  0.286 0.313 0.335 0.350 
3  0.525  0.338 0.410 0.432 0.448 
4  0.537  0.387 0.429 0.453 0.471 
5  0.562  0.401 0.458 0.554 0.623 
6  0.635  0.455 0.528 0.592 0.644 
7  0.653  0.488 0.672 0.724 0.766 
8  0.702  0.600 0.689 0.747 0.795 
9  0.737  0.617 0.722 0.781 0.828 
evolving on the slabs as it is shown in Figure 4.11 modes 7‐8. All the other trials are able to 
reach the correct order on the modal shapes proofed by the  full scale tests  (see section 
2.2), with slightly differences on the frequency values. It can be also noted that the 5th and 
6th modal shapes which stressed  the  transversal stiffness of  the structure, which means 
involving  only  the  slabs,  are well  approximated with  the  full  theoretical  value  or  even 
greater. The last three shapes affect the stiffness in both directions; they are better fitted 
with intermediate value around 50% ܧௗ. 
Concluding it seems evident that the two slabs do not have an homogeneous behaviour in 
both the principal directions; the huge cylindrical flexibility has produced many transversal 
cracks with  the  consequential  stiffness  reduction  ܧ௦௟௔௕
௟௢௡௚ ؆ ሺ0.1 ൊ 0.2ሻܧௗ, while  on  the 
other direction the concrete’s mechanical characteristics seem been remained unchanged 
ܧ௦௟௔௕
௧௥௔௦௩ ؆ ሺ1.0 ൊ 1.2ሻܧௗ. 
4.7  Numerical resonance tests 
NUMERICAL RESONANCE  TESTS 
The preliminary models are successfully used to characterise mechanically and geometri‐
cally the roof, moreover the results of standard linear eigenvalue analysis around the ref‐
erence configuration former shown allow focussing  into a deeper  investigations on a re‐
stricted windows of frequencies. With all the available data, newer enhanced models are 
created in order to develop complete non‐linear dynamic analyses aimed to accurately re‐
produce  the  full scale  test carried out  in  the  last years. The analyses are performed  im‐
plementing  several  subroutines  in  the open  source  code Kratos  (KRATOS) developed by 
the group of Prof. Oñate among the CIMNE in Barcelona (CIMNE). The code allows inter‐
acting with every step of the solving process with pleasant features in the performance of 
complex load time histories. 
The  first numerical  tests  reproduce  the  resonance  load  experiments  carried out by  the 
Prof. Majowiecky’s team on the built‐up structure (Cosentino and Majowiecki 2004). The 
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two tests (see section 2.2) apply an oscillating force using an unbalance motor on the cor‐
ner and mid‐span points of the west slab: respectively EXCA, EXCB (see Figure 2.3), varying 
the applied  loading frequency  in order to excite all the structural frequencies of the sta‐
dium’s roof. The structural responses were caught and reported by six accelerometers on 
the  two edges of  the slabs. The  load  is applied  in  the numerical simulations with a bell‐
shape distribution of pressure (Figure 4.15a,c) on the selected  loaded points;  in this way 
several singularities are avoided and the convergence of the solution is improved. 
(a) 
 
(b) 
(c) 
 
(d) 
Figure 4.15: Numerical test load on points EXCA, EXCB: a‐c) pressure distribution; b‐d) complete time history of 
the loads. 
The exciting pressure follows the formulae: 
  ݌ሺݐሻ ൌ ܣ sin൫2ߨ ݂ҧ ڄ ݐ൯  (A.1)  
where the amplitude ܣ is linear increasing for the first 30 seconds of simulation up to the 
maximum value 2 ڄ 10ିସ ܯܲܽ, the value  is referred to the top of the bell; while the ap‐
plied  frequency ݂ҧ  is constantly  increasing  from 0.1 to 0.5 ܪݖ during test EXCA and  from 
0.2  to  1.0 ܪݖ  during  the  second  trial  (see  Figure  4.15b,d).  The  simulations  are  both 
10 ݉݅݊ long. 
After the solution by numerical simulations, a complete characterisation of the results  is 
possible. The following sections show the modal shapes with relevant identified frequen‐
cies pointed out by the orthogonal decomposition of the vertical displacements of the two 
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slabs.  It  is worthy to highlight that the applied  loads are nil mean,  in this way numerical 
fakes are avoided (see section 3.1). 
The modes pointed out on Figure 4.16 and Figure 4.20 are compared with those experi‐
mentally  identified showed  in Figure 2.6;  the comparisons are specified  in  the  third col‐
umn in the summary tables. Other figures show the power spectra and the time histories 
of the maximum displacements. It can be noted from the displacement graphs that each 
modes remain frozen until the approach of the applied load frequency to the natural fre‐
quency of  the mode ݂ҧ ൌ ௞݂. Besides,  it  is evident  that energetically higher modes boost 
higher peak displacements. The energy  ratio distribution  is  reported on  the  second  col‐
umn of the summary tables. 
4.7.1  Results with load on EXC A 
Results  with   load  on  EXC  A 
In the first test the  load  is applied on the North corner of the West slab. The  intent is to 
stimulate asymmetrical deformations of the roof, in particular the first two modes where 
concrete slabs stiffness is less significant. 
Table 4.4: Summary of the results in resonance numerical test on point EXC A. 
Mode  Energy ratio Mode shape type Frequencies recognized 
1  46.82% 2 0.277
2  34.53% 3 0.380
3  8.63% 5 0.433 ; 0.277 ; 0.262 
4  5.43% 6 0.505 ; 0.393 ; 0.380 
5  1.26% 4 0.393 ; 0.505 
6  1.01% 9 0.637 ; 0.733 
 
 
 
   
 
 
   
Figure 4.16: Modes resulting from numerical test EXC A. 
EXCA numerical test ‐ mode n. 1 EXCA numerical test ‐ mode n. 2 EXCA numerical test ‐ mode n. 3
EXCA numerical test ‐ mode n. 4 EXCA numerical test ‐ mode n. 5 EXCA numerical test ‐ mode n. 6
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The energetic comparison between modes shows a high predominance of the first two of 
them, as a sign of the correct procedure in the test development. The recognized modes 
have  shape  similar  to  the  second and  third  in Figure 2.6, while  the  first and  fourth are 
missing; this aspect is easily explained noting that the load (Figure 4.15a) is applied on the 
same corner that boosts the modes 3 and 4. It can be demonstrated that loading the other 
corner of  the same slab  the other  two modal shapes will be awaken. The other pointed 
out modes of this trial have very  low energy, but still the procedure  is able to reproduce 
the correct frequencies (see also test B). 
Figure 4.17 depicts the displacement and the awaken frequencies of the loaded corner of 
the west grandstand resulting from the simulation. The maximum deflection is about half 
a meter. 
 
Figure 4.17: Power spectra and displacement time history of point A 
 
 
 
 
 
 
 
 
Figure 4.18: Power spectra and displacements on numerical test EXC A. Modes 1, 2. 
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Figure 4.19: Power spectra and displacements on numerical test EXC A. Modes 3, 4, 5, 6. 
Figure 4.18‐19 show  the  first six modes of the  test EXC A. As already mentioned, the ݊‐
mode  is highlighted only when  the  load  frequency approach  the ݊௧௛ natural  frequency. 
The reducing displacement amplitude depicted at the end of the graphs is not an effect of 
some external dissipation device, but is due to the shifting in the load frequency. 
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4.7.2  Results with load on EXC B 
Results  with   load  on  EXC  B  
The second test is carried out applying the resonance load in the mid span of the west slab 
(see  Figure  4.15c).  Being  the  complementary  trial with  respect  EXC  A,  in  this  case  the 
symmetric modal shapes are stimulated. 
Table 4.5: Summary of the results in resonance numerical test on point EXC B. 
Mode  Energy ratio Mode shape type Frequencies recognized 
1  24.62% 5 0.433 ; 0.277 ; 0.263 
2  18.75% 1,2 0.277 ; 0.263 ; 0.433 
3  17.96% 3,4,6 0.505 ; 0.393 ; 0.380 
4  17.63% 3,4 0.393 ; 0.380 ; 0.505 
5  9.34% 1,2,5 0.263 ; 0.277 ; 0.433 
6  8.49% 3,4,6 0.505 ; 0.380 ; 0.393 
 
   
   
Figure 4.20: Modes resulting from numerical test EXC B. 
Table 4.5 and Figure 4.20 give the same  information of the corresponding Table 4.4 and 
Figure 4.16 of the previous test. In this case the most energetic modes are the symmetric 
ones, which are stiffer: the latter consideration makes clear the reduction to almost 0.2 ݉ 
of  the maximum deflection as depicted  in Figure 4.21. However,  comparing Figure 4.17 
and 4.21 it must be considered that the graphs measure different points. 
 
Figure 4.21: Power spectra and displacements of point B 
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Figure 4.22: Power spectra and displacements on numerical test EXC B. Modes 1 to 5. 
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Figure 4.23: Power spectra and displacements on numerical test EXC B. Mode 6. 
In this trial the energetic ratios are quite spread between the first six modes (Figure 4.22‐
4.23) and,  in contrast with EXC A test, the first two couple are correctly  identified  jointly 
(1‐2, 3‐4) with slight differences in the frequencies due to the non perfect symmetry of the 
structure in the across the cable direction. 
Resuming, the two numerical dynamic tests allow us to carefully characterise the natural 
frequencies of the model (Table 4.6) considering all the geometrical non linearity. All this 
data,  including the  little gaps  in comparison to the full scale characterisation, have to be 
taken as a reference on the evaluation of following results in chapter 6. 
Table 4.6: Dynamic characterization of the non‐linear numerical model of the roof. 
mode  1  2 3 4 5 6 
݂ ሺܪݖሻ   0.263  0.277 0.380 0.393 0.433 0.505 
߱ ሺݎܽ݀/ݏሻ   1.652  1.740 2.388 2.469 2.721 3.173 
ܶ ሺݏሻ   3.802  3.610 2.632 2.545 2.309 1.980 
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The importance of damping is becoming increasingly significant as buildings are becoming 
taller  and more  flexible. Modern  high‐rise  buildings  designed  to  satisfy  lateral  drift  re‐
quirements  still may oscillate excessively during wind  storms. The  level of  these oscilla‐
tions may be not significant enough to cause structural damage, but may cause discomfort 
to the building occupants, i.e. it may exceed the serviceability limit states. Damping in en‐
gineering  structures  is, however,  the most uncertain parameter  in  the prediction of  the 
dynamic response  if compared with the elastic and  inertial ones. There are two principal 
reasons for this: the variety of mechanisms contributing to damping and the rarity of reli‐
able data on damping characteristics of different structures. Concerning  the  former,  the 
sources of damping of structures are various and not well understood; the task of finding a 
suitable model and  its associated damping forces  is a continuous concern  in engineering 
research. The latter reason refers to the additional uncertainties introduced by the analy‐
sis and  interpretation of data of full scale structural tests. Any accurate  information con‐
cerning the damping values, at the design stage, may certainly alleviate a major source of 
uncertainty routinely experienced by designers of wind sensitive structures. 
In  this  section,  problems  regarding  the  structural  aerodynamics  and  the  evaluation  of 
damping coefficients are presented. 
5.1  Structural damping 
STRUCTURAL  DAMPING 
Structural damping is a measure of energy dissipation in a vibrating structure that results 
in bringing it to a stillness state. The damping capacity is defined as the ratio of the energy 
dissipated  in one cycle of oscillation  to  the maximum amount of energy accumulated  in 
the  structure  in  that  cycle  (Letchford, et al. 2002). There are as many damping mecha‐
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nisms as  there are modes of converting mechanical energy  into heat: among  the major 
there  are  material  damping,  friction  damping  and  soil‐structure  interaction.  Material 
damping dissipates energy by micro‐cracking within the structural matrix of the material. 
Friction damping  refers  to damping  caused by  relative movement of  structural  compo‐
nents, such as movement within bolted connections (Gaul and Nitsche 2001), or relative 
motion between structural frameworks and internal partitions in buildings. Damping from 
soil‐solid interaction depends on both the foundation type and the underlying soil charac‐
teristics (Gazetas and Mylonakis 1998). 
The material damping  contribution  comes  from  a  complex molecular  interaction within 
the material, thus the damping is dependent on the type of material, method of manufac‐
turing and final finishing processes. The complexity of the situation is further enhanced by 
the simple  reality  that material properties often differ  from sample  to sample,  resulting 
possibly in significant differences in energy losses among distinct members of a structural 
system. The equation of motion  in  structural dynamics usually describes a macroscopic 
behaviour, while material  damping  processes  arise  from microscopic  phenomena.  This 
conflict in the scales leads to a search for phenomenological theories for the representa‐
tion of  structural damping  (Yuan 2002). The  interfacial damping mechanism  is  the Cou‐
lomb  friction  between members  and  connections  of  a  structural  system,  and  between 
structural components like partitions and exterior facade. Welded connections tend to re‐
duce the contribution of interfacial damping as compared to the bolted connections. Soil‐
structure  interaction also contributes towards the overall damping depending on the soil 
characteristics. 
In order to avoid all these uncertainties in the damping design stage, in engineering prac‐
tice an equivalent viscous damping model is used for the sake of simplicity as it lends to a 
linear equation of motion. This applies  to mechanical systems subject to slow motion  in 
both  liquids and gases, such as shock absorbers, sliding bearings and tune mass damper, 
for  instance. The viscous damping coefficient  is either assigned on  the basis of  the con‐
struction material, e.g. steel or concrete, or  it  is evaluated using a system  identification 
technique. A  logarithmic  decrement of  a  free  vibration  test  is  one  such  approach. Any 
source of nonlinearity is obscured in this approach and consequences of such an assumed 
model are either  ignored or disregarded. This  concept has been extended  to  represent 
equivalent  viscous damping, whereby  the energy dissipated by  a nonlinear  system  in  a 
steady‐state vibration is equated to the energy dissipated by an equivalent viscous system 
(Pekcan, Mander and Chen 1999). 
In contrast, Coulomb damping or dry friction arises through the motion of a body along a 
dry surface. In this case, the friction which is otherwise constant depends to a large extent 
upon the contact pressure and the friction coefficients. This type of friction can also occur 
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in compression  joints  (e.g. bolts and rivets).  It  is the  internal  friction within the material 
itself which generates structural or hysteretic damping. The damping force arising at the 
joints may be also included in this model. The resulting forces depend in the main on the 
strains or displacements in the structure. The term “hysteretic damping” (Inaudi and Kelly 
1995)  trunks  from  the consideration  that  these damping effects can be deduced experi‐
mentally from the hysteresis perceptible in a load‐displacement diagram of a body subject 
to harmonic excitation. When the material is of the linear‐elastic type, the damping forces 
are assumed to be proportional to the elastic forces and point in the opposite direction to 
the velocity. 
Some of the commonly used damping models can be described by 
  ௗ݂ሺݔ, ݔሶ ሻ ൌ ܽݔሶ |ݔሶ |ఏିଵ  (5.1) 
where  ௗ݂ሺݔ, ݔሶ ሻ is the damping force, ݔ, ݔሶ  are the position and its first derivative and ܽ is 
the  damping  coefficient;  the  value  of  ߠ  determines  the  damping  model  (Argyris  and 
Mlejnek 1991). 
Table 5.1: Damping models 
Damping model    damping force  damp. ratio   
Linear viscous damping  ߠ ൌ 1  ௗ݂ ൌ ܿݔሶ   ߦ ൌ
ܿ
2݉߱
 
 
Coulomb damping  ߠ ൌ 0  ௗ݂ ൌ ߤ signሺݔሶሻ  ߦ ൌ
2ߤ
ߨ݉߱ଶܣ
 
 
Quadratic damping  ߠ ൌ 2  ௗ݂ ൌ ݍݔሶ |ݔሶ |  ߦ ൌ
4ݍܣ
3ߨ݉
 
 
Table 5.1 shows some typical damping models: ܿ, ݍ and ߤ are the linear viscous, quadratic 
and Coulomb damping coefficients  respectively, ݉, ߱ are  the mass and  the circular  fre‐
quency respectively while ܣ is the amplitude of the motion. 
It is important to note that the linear viscous damping ratio is independent of amplitude, 
whereas  Coulomb  and  quadratic  damping  ratios  are  respectively  inversely  and  directly 
proportional to amplitude of motion. For narrowly damped systems, where all three pre‐
ceding damping mechanisms may coexist, a first order approximation for the total damp‐
exponential
linear
exponential
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ing of the system can be obtained by fitting data to (5.1). Such a model may bring out use‐
ful  information  regarding  the  inherent damping mechanisms  in  a  system which  experi‐
ences different types of damping sources. 
5.1.1  Rayleigh damping 
Rayleigh  Damping 
None of the damping models mentioned above offers an exact description of damping in 
engineering structures, excluding a small number of buildings provided with a finite num‐
ber of damping devices where real viscous dynamic properties can be measured. In most 
cases, different models of damping should be applied simultaneously. Consequently, de‐
signers are led to substitute an equivalent viscous damping model in place of rather com‐
plex  damping mechanisms.  However,  the  substituting model  should  ensure  the  same 
amount of dissipation as in the original damping mechanism. 
The most used  form of damping  in  the mathematical model  for dynamic  response of a 
structure  is proportional to the stiffness and mass of the structure. This  is referred to as 
Rayleigh damping (Clough and Penzien 1993). Both modal and Rayleigh damping are used 
in order to avoid the need to form a damping matrix based on the physical properties of 
the real structure. 
  ܿ ൌ ܽ଴݉ ൅ ܽଵ݇  (5.2) 
  ߦ௡ ൌ
ܽ଴
2߱௡
൅
ܽଵ߱௡
2
  (5.3) 
Equations (5.2) and (5.3) report the expression of the damping coefficient ܿ (or matrix  in 
multidimensional  systems)  and  the  relation  between  damping  ratio  ߦ  and  circular  fre‐
quency ߱. The latter is shown graphically in Figure 5.1. 
It is to note that the two Rayleigh damping factors, ܽ଴ and ܽଵ, can be evaluated by the so‐
lution  of  a  pair  of  simultaneous  equations  if  the  damping  ratios  ߦ௠  and  ߦ௡  associated 
when  two  specific circular  frequencies ߱௠, ߱௡ are known. Usually, due  to a  lack of de‐
tailed information about the variation of damping ratio with frequency, it is assumed that 
the same damping ratio coefficient applies to both control frequencies, i.e. ߦ௠ ؠ ߦ௡ ൌ ߦ. 
Accordingly, (5.4) gives the mass and stiffness proportionality factors that satisfy (5.3) with 
a unique frequency. 
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Figure 5.1: Rayleigh damping: damping ratio vs frequency. 
  ቄ
ܽ଴
ܽଵ
ቅ ൌ
2ߦ
߱௠ ൅ ߱௡
ቄ
߱௠߱௡
1 ቅ  (5.4) 
Applying the latter proportional damping matrix derivation procedure in practice, it is rec‐
ommended that ߱௠ should be taken as the fundamental frequency of the multi‐degrees 
of  freedom  system and  that ߱௡  is  set among  the higher  frequencies of  the modes  that 
contribute significantly to the dynamic response. The derivation ensures that the desired 
damping ratio is obtained for these two modes; then as shown by Figure 5.1, modes with 
frequencies between these two specified frequencies will have somewhat lower values of 
damping ratio, while all modes with frequencies greater than ߱௡ will have damping ratios 
that increase above ߦ௡ monotonically with frequency. The final results of this situation en‐
sure that the responses of very high frequency modes are effectively eliminated by their 
high damping ratios. 
5.2  Aerodynamic damping 
AERODYNAMIC  DAMPING 
In addition to structural damping, some structures exhibit significant aerodynamic damp‐
ing that  is when the surrounding flux starts to  influence the motion. Large positive aero‐
dynamic damping may be exhibited by structures such as large roofs, where large volumes 
of air are displaced by the structures’ motion. Aerodynamic damping may become signifi‐
cantly negative for other structures at various wind speeds, leading to aerodynamic insta‐
bilities. A complete overview of  these effects can be  found  in  (Simiu and Scanlan 1996) 
with particular attention to bridges and high‐rise buildings. The aerodynamic damping, as 
well as the structural damping, usually exhibits significant amplitude dependence, for that 
reason its importance increase when talking about extreme vents analyses. 
combined
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5.2.1  Outline 
Outline 
The principal sources of fluctuating pressure and the corresponding forces are divided into 
three types. In the first the pressure variation follows the variation of the stream velocity 
according  to  the quasi‐steady  theory  in natural  turbulence  stream  flow. The  second ap‐
pears following the separation and reattachment of the vortexes (vortex shedding), then 
the body  itself generates an unsteady flow and thus unsteady pressures.  In the  last type 
the movement of the structure itself modify the fluctuating pressure and forces; this is the 
case of the aerodynamic damping. 
The concept of quasi‐steady theory essentially implies that for every instant during the os‐
cillations, the aerodynamic forces remain the same as the forces on a rigid segment of the 
body at the same angle of attack. This assumption has been shown to hold good for large 
reduced velocities where the wavelengths associated with the frequencies of aerodynamic 
loading are  several  times  the  representative width of  the building.  In  this  situation,  the 
approaching  flow  can be assumed  to be  locally  steady. The aerodynamic damping on a 
segment of  a building  is determined  from  sectional  aerodynamic  characteristics  for  the 
corresponding angle of attack  in terms of pressure and force coefficient and the relative 
velocity. 
The assumptions of this theory are the most common  in the prescription of the national 
standards in wind loads. The variation of the fluctuation pressure is supposed equal to the 
variation of the longitudinal wind speed: 
  ݌ሺݐሻ ൌ ܥ௣௢
1
2
ߩܷሺݐሻଶ (5.5) 
where ܥ௣௢ is the quasi‐steady pressure coefficient and ܷሺݐሻ ൌ ഥܷ ൅ ݑԢሺݐሻ is the velocity of 
the flow composed by a mean and a fluctuation term. The mean pressure value should be 
calculated as: 
  ݌ҧ ൌ ܥ௣௢
1
2
ߩሺ ഥܷଶ ൅ ߪ௨ଶሻ ؆ ܥҧ௣
1
2
ߩ ഥܷଶ (5.6) 
According to the quasi‐steady assumptions the turbulent intensity is small and negligible if 
compared with mean wind speed, and also the pressure coefficient is approximated with 
the mean pressure coefficient ܥҧ௣. 
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Subtracting  (5.6)  from  (5.5),  the  fluctuating  time dependent pressure ݌ᇱሺݐሻ  is obtained, 
from which a quasi‐steady relationship between the mean square values of the pressure 
fluctuation and the wind velocity fluctuation (Holmes 2001): 
  ݌ᇱഥ ଶ ൌ ܥҧ௣ଶߩଶ ഥܷଶݑᇱഥ
ଶ
(5.7) 
and  the  corresponding peak pressure used  in many  codes and  standards  related  to  the 
peak gust wind speed: 
  ݌̂ ൌ ܥҧ௣
1
2
ߩ ෡ܷଶ (5.8) 
The  quasi‐steady  theory  is  generally  not  applicable  in  the  low  reduced  velocity  range 
where the evaluation of aerodynamic damping must be based on unsteady aerodynamics. 
This can be accomplished through a free oscillation or forced oscillation test. 
More  in general the equation of motion of an aerodynamically excited structure  is given 
by the relation: 
  ݉ݑሷ ൅ ܿݑሶ ൅ ݇ݑ ൌ ݂ሺݐ, ݑ, ݑሶ , ݑሷ ሻ  (5.9) 
The left hand side of the equation represents typical inertial, damping and stiffness forces 
acting on the structure, whereas the right‐hand side of the equation denotes the aerody‐
namic forcing function which  is dependent on time, space and  its derivatives. Typically ݑሷ  
and ݑ are known to have insignificant influence on building response due to the relatively 
small value of the aerodynamic mass and stiffness in comparison with that of the building. 
On the contrary the ݑሶ  term, depending on  its sign, contributes with positive or negative 
values  increasing  aerodynamic damping on  structures  (Kareem  and Gurley 1996).  Since 
the aerodynamic damping  is due  to building motion,  it  is manifested  in  the along‐wind, 
across‐wind and torsional directions. 
If a structure oscillates, for example, in a flowing medium, forces arise which depend upon 
the motion of the system in the same way as damping forces do. If we also include the ex‐
ternally applied aerodynamic or hydrodynamic forces in this group of forces, we are led to 
the unusual concept of negative damping. In fact, a phenomenon can occur which appears 
strange at first sight: an oscillating structure may extract energy from the flow,  in which 
case the oscillation is not damped, as in the presence of positive damping which consumes 
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energy, but  incited, as would arise  from a  so‐call negative damping model. Well‐known 
examples of the above phenomena are the vibration (and collapse) of an open air trans‐
mission  line,  suspension bridge and  cooling  towers or  the  flutter of aeroplanes and  car 
wheels. For the latter phenomena the name aeroelasticity has been coined. 
5.2.2  Model of an aeroelastic correction 
Model of  an  aeroelastic  correction  
Aerodynamic forces 
Dealing with wind as an element of a wider and more complex atmospheric and meteoro‐
logical system, the analysis of wind actions and their effects on the structures is based on 
the evaluation of the wind speed ܷ in the considered site. 
In a  fixed and non‐deformable structure  the wind  load can be given by a set of aerody‐
namic  forces ࡲ࢙. Assuming  that  the  structure  is  subject  to displacements caused by  the 
wind action, resulting in small deflections, so that the state of the system can be identified 
with the initial configuration, the response ࡾ may be assessed with the classical methods 
of  the  structural  analysis.  This  response  is  classified  as  static  in  case  of  very  rigid  and 
damped structures, while for flexible and narrowly damped structures the response has to 
be treated as dynamic. 
Figure  5.2  shows  the procedure  to  transform  the wind  speed ࢁ  into  the  structural  re‐
sponse ࡾ. 
 
Figure 5.2: Aerodynamic structural response. 
The aerodynamic forces depend on the shape, the dimensions and the orientation of the 
construction and on non‐structural elements in relation to the wind direction. Moreover, 
the  forces depend on  the mean  velocity  and  the  turbulence of  the wind,  and  they  are 
closely related to the Reynolds number and the roughness of the surfaces, especially for 
constructions or elements with rounded surfaces (CNR‐DT_207‐08 2008). Under these as‐
sumptions, the wind load is simply due to the velocity pressure of a fluid in motion: 
  ݌ ൌ
1
2
ߩݒଶ (5.10) 
aerodynamic dynamic
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where p is the velocity pressure, ߩ is the density of the fluid (1.25 ݇݃/݉ଷ for the air) and 
ݒ is the wind speed nearby the surface. In the present study, only the pressure normal to 
the surface  is considered,  i.e. generated by the component of the velocity orthogonal to 
the surface, thus friction phenomena are neglected. 
Equation (5.10) is difficult to be applied in this direct form, since it requires the evaluation 
of all the velocities nearby each point of the surface. Therefore, all the flux  lines and the 
local vortices derived from the presence of a body  immersed  in a fluid should be exactly 
known. Actually, a detailed evaluation of the fluid field  is possible through CFD analyses, 
which nevertheless  imply other uncertainties and troubles,  like for  instance the mesh di‐
mension,  the  blockage  of  the  flow,  error  estimators  etc.  (Coleman  and  Stern  1997), 
(Franke, et al. 2004). 
In  standard design  approaches,  (5.10)  is usually  transformed defining  the pressure  that 
acts on a surface as the product of a unique reference kinetic pressure ࢗ࢘ࢋࢌ ൌ ߩࢁ૛/2 and 
a field of the so‐called pressure coefficients ܥ௣ variable throughout the points of the struc‐
ture. All Standards define the reference kinetic pressure ࢗ࢘ࢋࢌ ൌ ࢗ࢘ࢋࢌሺݖሻ, in terms of refer‐
ence wind speed ܷሺݖሻ at the height ݖ of the considered point, and specify the pressure 
coefficients only for the most common shapes, referring to detailed wind tunnel tests for 
the other cases. Therefore, (5.10) is usually expressed as: 
  ݌ ൌ ݍ௥௘௙ሺݖሻ ڄ ܥ௣ (5.11) 
It is worth noting that the dimensionless value of the pressure coefficient depends on the 
value considered  for  the  reference kinetic pressure. The Standards and  the  laboratories 
have to specify the measured height of the wind speed to reduce the pressure to a dimen‐
sionless value as well. 
Aeroelastic forces 
Dealing with very  flexible and narrowly damped  structures, characterized by an aerody‐
namic shape sensitive to wind actions, the structural displacements and velocities may be 
sometimes so  large to produce wind‐structure  interaction phenomena, called aeroelastic 
or  feedback effects. These effects modify  the acting wind speed ࢜,  the aerodynamic ac‐
tions ࡲ࢙ and the response ࡾ. These phenomena are normally modelled assuming that on 
the  structure  the wind produces global actions ࡲ ൌ ࡲ࢙ ൅ ࡲࢇ, where ࡲ࢙ are  the aerody‐
namic actions supplied by the wind on the structure supposed as fixed, while ࡲࢇ are the 
aeroelastic or auto‐excited actions due  to  the  structure’s motion.  In view of  these  con‐
cepts, Figure 5.3 illustrates the evolution of the scheme of Figure 5.2. 
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Figure 5.3: Aeroelastic structural response. 
By definition, the aeroelastic forces cannot be directly determined, since they are related 
with the structure oscillations, which modify the acting flux and consequently the aerody‐
namic  forces  that  the wind would  produce  on  a  fixed  body.  For  simple  structures  and 
scarcely  sensitive  to  this  interaction,  the  codes usually  suggest  an  equivalent  static  ap‐
proach, in which the aerodynamic forces are amplified by a dynamic coefficient. For more 
particular  cases  the  simplified methods are not exhaustive,  therefore  requiring detailed 
analyses which often make use of flexible scaled models analysed in the wind tunnel. Nev‐
ertheless,  these  extremely  expensive  tests  imply  considerable  difficulties  in  post‐
processing  the  results:  in particular,  the experimental  results cannot be directly used  in 
the definition of numerical model  loads, since  the  tests provide  the complete structural 
response and not the values of the applied  forces, with high uncertainties regarding the 
real safety coefficient of the structure. 
Proposed corrective approach 
From the above considerations concerning aerodynamic and aeroelastic forces it is possi‐
ble to derive a simple and effective approach, to correct the aerodynamic data provided 
by the wind tunnel tests on rigid models, in order to numerically approximate the aeroe‐
lastic effects of wind‐structure interaction. With this regard, two remarks are necessary to 
justify the suggested procedure: 
Remark 1 
The  importance of  taking  into account  the aeroelastic effects as an  improvement of 
the aerodynamic forces depends on the entity of the structure’s displacements for the 
dynamic load condition under consideration. 
Remark 2 
Equation (5.11) for the assessment of the pressure produced by an acting wind corre‐
lates the intensity of the action only to the kinetic loading ࢗ࢘ࢋࢌ. It is assumed that the 
pressure coefficients ܥ௣ are not dependent on the variation of the acting wind speed. 
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Concerning these remarks,  it should be emphasized that the present approach  is not de‐
voted to the substitution of the fluid‐structure coupled analysis, but it is able to describe 
its effects with a minimal effort. 
Starting from (5.10), it should be highlighted that the velocity wind pressure on a surface 
is unambiguously determined by the orthogonal component of the acting wind speed, ne‐
glecting the friction effects, as already mentioned. Also, (5.11) relates the same local pres‐
sure acting on the structure to the reference  loading, that  identifies the  intensity of the 
meteorological event, and to the pressure coefficients, that summarize the effects of local 
turbulence.  Thus,  the  combination of  the  two  relationships  allows  calculating  the wind 
speed on the structure point by point: 
  ࢖ ൌ
1
2
ߩ࢜ଶ ൌ
1
2
ߩࢁଶ ڄ ܥ௣  (5.12) 
  ࢜ ൌ ටܥ௣ ڄ ࢁ  (5.13) 
It is worth underlining that the pressure coefficients ܥ௣ obtained by an aerodynamic wind 
tunnel test performed on a rigid model can be considered equivalent to those obtained by 
a test carried out on a flexible model of the same structure loaded with a weak wind ac‐
tion. In such a hypothesis, (5.13) gives the local wind speed on the real structure. This ex‐
pression is particularly useful if whole time histories of ܥ௣ values, related to the gradient 
wind speed, are available. 
Summarizing, given  the  two aforementioned assumptions,  it  is possible  to  consider  the 
pressure coefficients measured  in a rigid model equivalent  to the values measured on a 
flexible model with  low wind speeds  (remark 1, Figure 5.4a). Afterwards,  the varying‐in‐
time  local velocity  is calculated as a  function of the wind outer the structure and of the 
quantities ܥ௣ሺ࢞, ݐሻ assumed independent from the wind intensity (remark 2, Figure 5.4b). 
Such a  local velocity  is applicable  to a numerical model of  the  flexible  structure  (Figure 
5.4c). 
More  in detail,  let us  consider  a  surface  loaded by  an orthogonal wind with  velocity ࢜ 
moving  through  the  air with  velocity ࢛ሶ .  The  effective  pressure  acting  on  the  element, 
which includes the aeroelastic effects, is given by: 
  ࢖ࢇ ൌ 1/2 ߩሺ࢜ െ ࢛ሶ ሻଶ  (5.14) 
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Figure 5.4: Steps of the aeroelastic correction. 
In  (5.14)  the difference of velocities  is written  in vector  form due  to  the generic  lack of 
alignment of the two components. Moreover, it is worth underling the absence of correc‐
tive coefficients, since the two velocities are exactly those acting on the surface. 
From (5.14), the two contributions of the fluid‐structure  interaction force may be  identi‐
fied: 
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  ࢖ࢇ ൌ
1
2
ߩ|࢜|ଶᇣᇧᇤᇧᇥ
௔௘௥௢ௗ௬௡௔௠௜௖
െ
1
2
ߩ2ሺ࢜ · ࢛ሶ ሻ ൅
1
2
ߩ|࢛ሶ |ଶᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௔௘௥௢௘௟௔௦௧௜௖
  (5.15) 
From this operation, it is clear that the first term is the external pressure measured in the 
aerodynamic tests in the wind tunnel, while the other two terms constitute the aeroelastic 
correction. 
The  terms of  (5.15) have  to be additionally  corrected,  since  in  the  transformation  from 
pressure to force acting on the element, the terms must be multiplied by the area stricken 
by the flux. This is calculated as the projection of the total area on the plane orthogonal to 
the velocity direction. 
The first term of (5.15) contains the definition of the velocity orthogonal to the element, 
thus the pressure has to be multiplied by the total area (Figure 5.4b). In the second term, 
the  inner product between  the  velocities  is  ሺ࢜ · ࢛ሶ ሻ ൌ |ݒ| ڄ |ݑሶ |cos߰,  i.e.  the product be‐
tween two components orthogonal to the surface, where ߰ is the angle between the ele‐
ment velocity and its normal vector. The reference area is again the total area of the ele‐
ment. The third term is referred to the velocity ࢛ሶ  of arbitrary direction. The force normal 
to  the surface  is a  function of  the normal component  |ݑሶ |cos߰. With  this  further correc‐
tion, the fluid‐structure  interaction force acting on an element of area ܣ may be written 
as: 
  ࡲ ൌ ݌௔ୄܣ ൌ ൬
1
2
ߩ|࢜|ଶ െ
1
2
ߩ2ሺ࢜ · ࢛ሶ ሻ ൅
1
2
ߩ|࢛ሶ |ଶ cosଶ ߰൰ܣ  (5.16) 
5.2.3  Application to a single degree of freedom 
Application to  a  single  degree  of  freedom  
In this section a schematic single degree of freedom system subjected to a harmonic load 
condition is investigated. In order to visualize the benefits of this formulation the solutions 
of the equation of motion without and with aerodynamic correction are compared. 
Starting from the general equation of motion (5.9), a simple system reproducing a wind‐
type load analysis is considered. The system (Figure 5.5) is completed represented by the 
total mass ݉ of the building,  the main circular  frequency ߱ ൌ ඥ݇/݉ and  the structural 
damping ratio ߦ. With the purpose of applying a fluctuating wind‐type  load (5.11), a har‐
monic excitation is chosen, simplifying the general ݂ሺݐ, ݑ, ݑሶ , ݑሷ ሻ, which depend on the dis‐
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placement and its derivatives, with a harmonic excitation ݂ ൌ ܳ sin ഥ߱ݐ with frequency  ഥ߱ 
and amplitude ܳ ൌ ߩܣ ௥ܷ௘௙
ଶ ܥҧ௣/2 affecting a general area ܣ: 
  ݂ሺݐሻ ൌ
1
2
ߩܣ ௥ܷ௘௙
ଶ ܥ௣ሺݐሻ ൌ
1
2
ߩܣ ௥ܷ௘௙
ଶ ܥҧ௣ sin ഥ߱ݐ  (5.17) 
 
Figure 5.5: Idealized single degree of freedom. 
In  (5.17)  it  is assumed  to preliminarily know  the pressure coefficients time series. These 
assumptions are consistent with an ideal design process in which the structure is actually 
well represented by its first mode and a wind tunnel test on rigid model returns harmonic 
pressure coefficients. Under these hypotheses, the standard equation of motion including 
the structural viscous damping can be written as a linear second order ordinary differen‐
tial equation with constant coefficients: 
  ݑሷ ሺݐሻ ൅ 2ߦ߱ݑሶ ሺݐሻ ൅ ߱ଶݑሺݐሻ ൌ ߱ଶ
ܳ
݇
sin ഥ߱ݐ  (5.18) 
The  total  response  consists  of  a  transient  response  which  damps  in  accordance  to 
expሺെߦ߱ݐሻ, and  the  steady‐state  response which will  continue  indefinitely  (Argyris and 
Mlejnek 1991). From the engineering point of view the steady‐state harmonic response is 
the more interesting part. The analytical solution is composed by: 
  ݑ௧௥௔௡௦௜௘௡௧ ൌ ሺܽଵ cosωDt ൅ ܽଶ sinωDtሻ݁ିஞன୲  (5.19) 
  ݑ௦௧௘௔ௗ௬ ൌ ݑ௦௧
ሺܾଵ sin ഥ߱ݐ െ ܾଶ cos ഥ߱ݐሻ
ܾଵ
ଶ ൅ ܾଶ
ଶ   (5.20) 
force
f (t,u,u,u)
stiffness k
damping c
mass m
displacement u
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where the coefficients are ܾଵ ൌ 1 െ ߚଶ, ܾଶ ൌ 2ߦߚ, while ߚ ൌ ഥ߱/߱  is the ratio of the ap‐
plied  loading  frequency  ഥ߱  and  the  natural  free‐vibration  frequency ߱; ߱஽  is  the  free‐
vibration  frequency  of  the  damped  system  and  ݑ௦௧ ൌ ܳ/݇  is  the  displacement  which 
would  be  produced  by  the  loading  statically  applied.  The  remaining  coefficients  in  the 
transient response are given by the imposition of the initial conditions. For example, giving 
the initial displacement ݑ଴ and velocity ݑሶ ଴ we have: 
  ܽଵ ൌ ݑ଴ ൅ ݑ௦௧
ܾଶ
ܾଵ
ଶ ൅ ܾଶ
ଶ  (5.21) 
  ܽଶ ൌ
1
߱஽
ቆݑሶ ଴ ൅ ܽଵߦ߱ െ ഥ߱ݑ௦௧
ܾଵ
ܾଵ
ଶ ൅ ܾଶ
ଶቇ  (5.22) 
The  ratio of  the  resultant harmonic steady‐state  response amplitude ߩ  to  the static dis‐
placement which would be produced by the force ܳ is called dynamic magnification factor 
DMF (Clough and Penzien 1993), thus: 
  ܦܯܨ ൌ
ߩ
ݑ௦௧
ൌ ሾሺ1 െ ߚଶሻଶ ൅ ሺ2ߦߚሻଶሿିଵ/ଶ  (5.23) 
Equations (5.20) and (5.23) are referred to the standard equation of motion (5.18) without 
any modification due  to  the  fluid‐structure  interaction. A modified  expression of  (5.18) 
can be obtained applying (5.14) on the right‐hand‐side: 
  ݉ݑሷ ൅ ܿݑሶ ൅ ݇ݑ ൌ
1
2
ߩܣሺݒ െ ݑሶ ሻଶ ڄ ܵ௩ି௨ሶ   (5.24) 
using  the  local wind  speed ݒ  from  (5.13) and extracting  the  sign of  the modified  force: 
ܵ௩ି௨ሶ ൌ signሺݒ െ ݑሶ ሻ.  In  ordinary  analyses  the  local  wind  speed  is  always  greater  than 
structure  velocity  (ݒ ൐ ݑሶ );  in  those  cases  it  can  be  impose ܵ௩ି௨ሶ ൌ signሺݒሻ ؠ signሺܥ௣ሻ, 
simplifying the calculation. 
Equation (5.24) is written introducing the velocity dependent correction in the force term. 
An equivalent version of the equation can be obtained modifying the damping coefficient 
on the  left‐hand‐side. Expanding the force in (5.24) and rearranging the terms, the other 
version of the equation of motion can be rewritten as: 
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  ݉ݑሷ ൅ ൬ܿ ൅ ߩܣݒܵ௩ି௨ሶ െ
1
2
ߩܣݑሶ ܵ௩ି௨ሶ ൰ ݑሶ ൅ ݇ݑ ൌ
1
2
ߩܣݒଶܵ௩ି௨ሶ   (5.25) 
In the latter, the non‐linear form of the aerodynamic correction is explicit. The new damp‐
ing  coefficient  is no‐more  constant  (containing ݒ ൌ ݒሺݐሻ), moreover  it  includes  the un‐
known  terms  ݑሶ   and  ܵ௩ି௨ሶ .  A  close‐form  solution  of  (5.24)  or  (5.25)  is  difficult  to  be 
achieved, and it will not be of practical interest because it will depend on the exact pres‐
sure coefficient function. Besides, (5.24) and (5.25) are quite simple to solve numerically 
using, for instance, the well‐known Newmark algorithm (Newmark 1959). 
 
Figure 5.6: Response of a SDOF system. Comparison between the aeroelastic correction formulae. 
Figure 5.6 shows an application of the developed method to a SDOF system with the fol‐
lowing  characteristics: ݉ ൌ 3 ܭ݃, ߱ ൌ 2.24 ݎܽ݀/ݏ,  ߚ ൌ 1.23,  ߦ௦ ൌ 0, ܳ ൌ 1.65 ܰ.  The 
dashed  line  represents  the  analytical displacement  evolution of  the un‐damped  system 
((5.19)+(5.20));  the marked and continuous  lines  represent  the displacement of  the sys‐
tem  including  the aerodynamic  correction  in  the  two presented  forms  (5.24) and  (5.25) 
respectively.  It appears evident  that  there are no differences when  the modification af‐
fects the force or the damping term. By the way,  is must be noted that  in general multi‐
degree‐of‐freedoms  system  the  two  equations  involve  different  non‐linear  solver 
schemes. 
For  the sake of simplicity, according  to many real application of  this approach,  if we as‐
sume  that during  all  the  simulation  the peak  structural  velocity ݑሶ௠௔௫ will  remain much 
smaller than the local wind speed ݒ௠௔௫, further approximation can be done in (5.25). First 
of all, ܵ௩ି௨ሶ  can be replaced by signሺݒሻ, than the quadratic term in the damping coefficient 
may be neglected without losing accuracy. Afterwards, the approximated linear equation 
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of motion  including the structural and aerodynamic damping coefficients can be written 
following the relation in (5.26). 
  ݑሷ ሺݐሻ ൅ 2ሺߦ௦ ൅ ߦ௔ሻ߱ݑሶ ሺݐሻ ൅ ߱ଶݑሺݐሻ ൌ ߱ଶ
ܳ
݇
sin ഥ߱ݐ  (5.26) 
where the forces are given by the wind tunnel tests and the aerodynamic damping coeffi‐
cient  is  expressed  in  terms  of  damping  ratio with  respect  to  the  critical  damping.  The 
aerodynamic  damping  ratio  (5.27)  is  function  of  the  local  velocity,  i.e.  it  is  a  time‐
dependent variable: 
  ߦ௔ሺݐሻ ൌ
ߩܣݒሺݐሻ
2݉߱
  (5.27) 
In the special case of periodic load signal similar to (5.17), ߦ௔ could be approximated with 
the mean value in time as expressed in (5.28). 
  ߦҧ௔ ൌ
ߩܣ
2݉߱
1
ܶ
නݒሺݐሻ ൌ
ߙܳ
݉߱ݒ௠௔௫
  (5.28) 
In case of a harmonic excitation, like in (5.17), ߙ ൌ 0.763.  
 
Figure 5.7: Response of a SDOF system. Damping coefficient’s approximation. 
As a simple view of the magnitude of the latter coefficient, Figure 5.7 shows the different 
displacement response from the previous example. The continuous  line reports the non‐
linear solution  found applying  (5.25), the same as  in Figure 5.6, while the marked  line  is 
0 5 10 15 20 25 30 35 40
‐0.5
0
0.5
time [s]
di
sp
la
ce
m
en
t [
m
]
mod. damping
approx damp
128  Chapter 5  Damping in Structures  
 
made  by  (5.26)  using  the mean  aerodynamic  damping  coefficient  ratio  ߦҧ௔ ൌ 9%  from 
(5.28).  
From  this  comparison  appears  that  the  transient  responses  remain different, while  the 
steady‐state part, which appears during the last part of the simulation, is well fitted by the 
linear solution using the mean aerodynamic damping correction. 
Energy estimation 
In a dynamic process, the total energy is measured as the sum of the kinetic energy ܧ௞௜௡ 
plus the strain energy (or internal force energy) ܧ௦௧௥: 
  ܧ௞௜௡ሺݐሻ ൌ
1
2
݉ ݑሶ ሺݐሻଶ  (5.29) 
  ܧ௦௧௥ሺݐሻ ൌ න ߪሺݐሻ ߝሺݐሻ ݀Ω
Ω
  (5.30) 
while the external work ܹ fed into the system during a certain time is: 
  ܹሺݐሻ ൌ න ݂ሺ߬ሻ ݀ݑሺ߬ሻ
௧
଴
  (5.31) 
In the previous expressions ߪ and ߝ are the stress and strain defined inside the domain Ω 
and ߬ is the time parameter which goes for 0 to ݐ. 
In  an  undamped  system  lacking  in  external  forces,  the  total  energy  remain  constantly 
equal to the energy given from the initial conditions ݑ଴, ݑሶ ଴. For instance, the initial energy 
in the single degree of freedom system described in Figure 5.5 is simply: 
  ܧ଴ ൌ
1
2
݉ݑሶ ଴ଶ ൅
1
2
݇ݑ଴ଶ  (5.32) 
Adding a non‐conservative time‐dependent external force ݂ሺݐሻ the total energy varies ac‐
cording to (5.31). It is strongly pointed out that the external work ܹ depends not only by 
the external force ݂ሺݐሻ, but also from the point motion ݑሺݐሻ, ݑሶ ሺݐሻ during the load process. 
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  ܧሺݐሻ ൌ
1
2
݉ ݑሶ ሺݐሻଶ ൅
1
2
݇ ݑሺݐሻଶ ൌ ܧ଴ ൅ න ݂ሺ߬ሻ ݀ݑሺ߬ሻ
௧
଴
  (5.33) 
Figure 5.8 shows the total energy trend referred to the previous example where the initial 
energy is set to 0. The dashed line illustrates the external work fed into the system while 
the continuous and marked lines show the total energy related to the solutions of (5.25) 
and (5.26) respectively. It can be seen that the equivalent aeroelastic damping coefficient 
(5.28) well approximates  the complete non‐linear solution  in  the steady‐state phase, al‐
though it underestimates the energy loss in the initial transient phase. 
 
Figure 5.8: Response of a SDOF system: Total energy. 
5.2.4  Vortex shedding in a chimney 
Vortex  shedding  in  a  chimney 
In this section, the classical experiment of vortex shedding in a chimney subjected to the 
harmonic  lift  load due  to  the  cyclic  separation of  the Von Karman vortices  is presented 
(Figure 5.9a). The  test aims  to assess  the order of magnitude of  the additional aerody‐
namic damping ߦ௔ usually neglected in standard civil engineering design processes, and to 
validate  the  simplified proposed approach  in approximating  the  coefficient  through  the 
comparison with a 2D CFD simulation of a physical problem. 
The test is set up in two steps. Initially the chimney is kept fixed into an incoming flow and 
the  lift force coefficient  is measured. Subsequently, the across‐wind translational degree 
of  freedom  ݑ  is  released,  Figure  5.9a, maintaining  the  other  boundary  conditions  un‐
changed. In this case a complete fluid‐structure interaction is considered; thus a direct to‐
tal response monitoring is available. 
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a) 
 
b) 
Figure 5.9: Vortex shedding in the cylinder wake: a) test sketch; b) CFD visualization of the Von Karman vortexes. 
The test aims to assess the order of magnitude of the additional aerodynamic damping ߦ௔ 
usually neglected in normal civil engineering design processes, and to validate the simple 
proposal approach in approximating that coefficient. 
The experiment is carried out numerically with the support of the open source code Kra‐
tos developed at CIMNE Barcelona. In references (Dadvand 2007), (Larese, et al. 2008) the 
theoretical aspects of the code and a complete series of benchmarks for the validation of 
the code for CFD and multi‐physics analyses are reported. 
It is assumed that the structure is a cylinder with diameter ܦ, 1 ݉ height, and a rigid sur‐
face;  the  incoming  flow has uniform mean velocity ܷ;  the elastic deflection of  the body 
are  the  same  throughout  its  length,  the  body  possesses  no  structural  damping  in  the 
across‐wind direction and is rigidly constrained in the along‐wind direction. Under the ac‐
tion of the vortices shed in its wake the cylinder will be driven periodically. Near the vor‐
tex frequency, related to the Strouhal number, large displacement occur and the body be‐
gins to interact strongly with the flow. 
During the first part of the analysis, when the body is fixed, the across‐wind force per unit 
length is measured (see Figure 5.9b). According to standard nomenclature, this is called lift 
force per unit depth and is expressed as: 
  ܨ௅ ൌ
1
2
ߩܷଶܦܮܥ௅ sin ഥ߱ݐ  (5.34) 
Figure 5.10 shows the resulted  lift force that reach the suitable harmonic form after the 
first stabilizing period, almost 20 ݏ. Results of this preliminary test are taken as input pa‐
rameter for further simulations. In this context, the fix‐body CFD test is considered as sub‐
stituting an eventual wind  tunnel  test on  rigid body. Further  free oscillation  test will be 
u
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explained comparing the results from free‐body CFD simulations and the aeroelastic cor‐
rection approximation (5.25) giving (5.34) as input load. Input data for the simulations are 
reported in Table 5.2. 
 
Figure 5.10: Vortex shedding CFD test. Lift force in the fixed body. 
Regarding the chimney top section, Figure 5.11 shows the displacement time histories us‐
ing the present simplified approach, depicted with the continuous line, compared with the 
CFD  results  represented by  the marked dotted  line. Moreover  the  two horizontal  lines, 
corresponding to a displacement of about േ0.1 ݉, are the maximum amplitude of the re‐
sponse  obtained  by  performing  an  analysis without  taking  into  account  the  aeroelastic 
correction.  In such a hypothesis  the solution  is significantly different  from  the  results of 
the CFD analysis.  
 
Figure 5.11: SDOF ‐ CFD comparison. Vertical displacement of the cylinder. 
On the contrary, it is worth noting a proper fitting of the steady‐state response obtained 
by using  the proposed method  applying  (5.25) with  the CFD numerical  simulation until 
about 60 ݏ when  the  cylinder’s motion  starts  to  synchronize with  the  vortexes. At  this 
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time, the motion adjusts physically the vortexes separation point changing the lift forces. 
When such aeroelastic instability starts, the required assumption of steady pressure coef‐
ficients  is not valid anymore (Figure 5.12) and the simplified approach  is no more a suit‐
able method. 
Table 5.2: Vortex shedding test data. 
domain size  40 × 30 m
number of elements  42500
element type  fluid ASGS
fluid solver  monolithic solver ALE
time step  Δݐ = 0.025 s
duration of the first part of simulation (fixed body) ௙ܶ௜௫ = 60.00 s
duration of the second part of simulation (free body) ௙ܶ௥௘௘= 200.00 s
cross section diameter  D = 1.00 m
reference length  L = 1.00 m
mass  m = 20.00 kg
stiffness  k = 88.28 N/m
structural circular frequency  ߱ = 2.10 rad/s
structural damping ratio  ߦ௦௧ = 0.00 %
wind speed  U = 1.50 m/s
air density  ߩ = 1.25 kg/m3
lift force coefficient CL = 1.35
vortex circular frequency  ഥ߱ = 2.49 rad/s
A complete treatment of the vortex shedding can be found e.g. in (Vickery and Basu 1983), 
(Dyrbye and Hansen 1996) or (Simiu and Scanlan 1996). 
It is worthy underline that interest of the author in the present work of thesis is to dem‐
onstrate the ability of the proposed approach to properly represent the behaviour of such 
a system before the vortex shedding trigger, which is a phenomenon requiring specific ap‐
proaches to be treated. 
 
Figure 5.12: SDOF ‐ CFD comparison. Lift forces. 
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5.2.5  Application to the roof of the stadium of Braga 
Application to  the  roof of  the  stadium  of  Braga 
In the following, four analyses of the present case study are presented. The tests differ in 
the  combination  of  structural  and  aeroelastic  damping  taken  into  consideration.  The 
structural damping ratio is fixed to 0.5%. This value was experimentally obtained through 
a  harmonic  load  test  carried  out  on  the  built‐up  stadium  (Cosentino  and Majowiecki 
2004). Analyses 2 and 4, which  include aeroelastic damping, have been  solved by using 
(5.25). The experimentally measured pressure coefficients are referred to the kinetic pres‐
sure calculated with the gradient wind speed. The presented numerical simulations take 
into consideration the wind blowing from a direction of 220° starting from the true North, 
with gradient wind speed of 30 ݉/ݏ. All the tests information is reported in Table 5.3. 
Table 5.3: Braga stadium data. 
roof size (2 slab ×) 57.0 × 126.0 m
central gap (without slabs)  88.0 m
roof height  ܪ௥ = 45.0 m
gradient height (estimated)  ߜ = 400‐600 m
roof mass  ܯ = 10.5×103 t
principal frequency ߱ଵ = 1.70 rad/s
structural damping ratio  ߦ௦௧ = 0.50 %
reference wind speed  U = 30.00 m/s
reference wind direction  ߠ = 220.00° rad/s
Table 5.4 sums up  the damping contributions and  the energy distributions between  the 
modes. The modal decomposition has been made using the Proper Orthogonal Decompo‐
sition  (POD)  of  the  response  displacement  fluctuations  (see  section  3.1).  It  should  be 
noted that the slope of the roof for the rainwater drainage implies the not perfect symme‐
try of the roof in relation to the middle axis parallel to the cables. This particular geometry 
justifies the existence of couples of modes with close frequencies and almost symmetrical 
configurations (see section 4.6). For  instance the values of the first two natural frequen‐
cies are 0.263 and 0.277 ܪݖ respectively. As  reported  in Table 5.4,  the  first  two modes 
incorporates about the 85% of the total fluctuation energy. The following response time 
histories are referred to the vertical displacement of the roof resulting from the analysis of 
the first and second proper mode. 
Table 5.4: Damping set‐up and mode’s energy. 
simulation  ߦ௦௧  ߦ௔ ߣଵ ߣଶ ߣଷ 
1  no  no 59% 26% 6% 
2  no  yes 54% 33% 6% 
3  0.5 %  no 53% 31% 6% 
4  0.5 %  yes 50% 35% 7% 
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a) 
 
b) 
 
c) 
 
d) 
Figure 5.13: Response time history: a) simul.1 (without any damping); b) simul.2 (with aeroelastic damping only); 
c) simul.3 (with structural damping only); d) simul.4 (with both damping mechanisms). 
Figure 5.13a  reproduces  the  vertical displacement and  velocity of  the  roof without any 
damping coefficient. The increase of magnitude due to resonance effects is clearly shown. 
In this test the fact that the displacement and velocity does not increase indefinitely, but 
tends to an asymptote, is the consequence of the geometrical non‐linear behaviour of the 
structure. 
By considering damping coefficients, the maximum displacement  is reduced until almost 
50% with respect to the undamped system. Figure 5.13b includes only the effects of the 
aeroelastic damping and the resulting values are comparable with those depicted in Figure 
5.13c that refers to the case of a constant structural damping ߦ௦௧ ൌ 0.5%. This means that 
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the effect of taking into account the aeroelastic damping for this structure with this wind 
speed can be considered equivalent to the effect of the structural damping. 
The last graph, Figure 5.13d, includes both the mechanisms, i.e. structural and aeroelastic 
damping, but obviously the total amount of dissipation is less than the sum of the consid‐
ered damping mechanisms taken separately. 
Finally, Figure 5.14 shows the comparison in energetic terms between the different simu‐
lations.  In particular  Figure 5.14a highlights  the  time  gap,  almost 150 ݏ, needed  to  the 
structure for synchronizing its motion with the wind load. Simulation 1 in the same graph 
illustrates the total amount of energy added in the system by the wind excitation. Simula‐
tions 2, 3, 4 quantify  the dissipation’s  levels given by different damping hypotheses.  In 
Figure 5.14b,  the same dissipation’s  levels are evidenced  in  terms of ratios with  respect 
the total energy (simulation 1). 
The energy comparison evidences the remarkable increment of dissipation due to aeroe‐
lastic component of damping. For the adopted reference wind speed (30 ݉/ݏ), an  incre‐
ment of roughly 0.3% of damping ratio is available. Further analyses, carried out by apply‐
ing the ultimate design wind speed  ௥ܷ௘௙
௎௅ௌ ൌ 55 ݉/ݏ, have provided values of aeroelastic 
damping  ratio of  the  same magnitude with  respect  to  the  structural damping.  In  those 
cases the damping coefficients should be considered twice the measured structural value. 
 
Figure 5.14: Comparison  in energetic terms between  the different simulations: a) total energy; b) energy ratio 
with respect to the first simulation. 
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5.3  Full scale identification 
FULL  SCALE IDENTIFICATION 
The intricate nature of different damping mechanisms produces uncertainties even in the 
interpretation of data obtained from full‐scale test in structures. Problems of such investi‐
gation  are  related  to  the  identification  and  separation of  the mechanisms  further  than 
their characterizations with the minimum amount of parameters (Li, et al. 2000). 
There are  two main  techniques  for determining damping  in  full‐scale structures:  free vi‐
bration, also  referred as ambient excitation, and  forced excitation.  In  the  free vibration 
case, ambient conditions are used to allow the structure to oscillate, usually as result of 
wind excitation, thus the change of frequency and damping of models oscillating  in wind 
can be observed. This method  is mainly used to  identify motion‐dependent aerodynamic 
forces  in  case  of  bridge  aeroelasticity.  The  force  excitation  requires  active  excitation 
through some form of mechanical device inducing a resonant response. An exhaustive dis‐
cussion about  the  theoretical aspects  can be  found  in  (Clough and Penzien 1993) while 
(Littler 1995) reports several results and discussion in an application to tall buildings. 
Having been performed a full scale‐test with the suitable excitation, and the response of 
the structure in terms of the motion parameters is available, significant difficulties in pre‐
dicting damping from that data still remains. The two most common techniques used to 
find the damping ratio are the autocorrelation decay and the random decrement analysis 
(Letchford, et al. 2002). The main problem with the autocorrelation decay  is the require‐
ment of  self‐stationary  signals which  is very difficult  to achieve with ambient  tests. The 
random decrement method,  instead, overcome the requirement of self‐stationarity sam‐
ples by the superposition of a large number of short samples. On the other side, the force 
excitation  technique  surmounts  these problems and also has  the advantage of allowing 
the  determination  of  the  amplitude  dependence  in  the  damping  ratio.  These  feature 
makes the force excitation the best available technique even if is surely more expensive. 
5.3.1  Random decrement method 
Random decrement method 
The random decrement method (RDM) was originally developed to extract free‐decay re‐
sponse data from the  in‐situ response of a dynamic system subjected to ambient excita‐
tions. RDM was empirically developed at first by Cole (1968) (1973) analyzing experimen‐
tal data for applications  in the aerospace  industry. The technique aims to determine the 
damping of a dynamic  system extracting  the  signature  from  the ensemble averaging of 
segments of the response of the system (Ku, Cermak and Chou 2007). The requirement of 
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specific  initial condition  for each  segment  in  the averaging procedure  raises a  signature 
which  is  filtered  from all  the signal components except  the  free vibration of  the system 
from an  initial displacement. Damping estimates should then be extracted from this free 
vibration decay (signature). The originality of the RDM is that the system identification can 
be  obtained  knowing  only  its  response.  This marks  a main  improvement  between  this 
method and other time‐domain methods. 
A randomdec signature is simply the trace formed by a waveform averaging a number of 
specially selected segments  from an observed  time history. Thinking about  the dynamic 
response of a structure as the time‐domain signal, at time ݐ ൅ ݐ଴, it should consist of three 
components: 
1‐ the step response from the initial displacements at time ݐ଴; 
2‐ the impulse response function (IRF) yielded from the initial velocity at time ݐ଴; 
3‐ the  random  response  from  the excitation applied  to  the  structure  in  the period be‐
tween  ݐ଴ and ݐ ൅ ݐ଴. 
These three parts of the response can be denoted in the following equation: 
  ݔሺݐ ൅ ݐ଴ሻ ൌ ݔሺݐ ൅ ݐ଴ሻ|௫ሺ௧బሻ ൅ ݔሺݐ ൅ ݐ଴ሻ|௫ሶሺ௧బሻ ൅ ݔሺݐ ൅ ݐ଴ሻ|௙ሺ௧ሻ  (5.35) 
In the basic idea of the RDM, the previous response is considered as the sum of a deter‐
ministic  component, which  corresponds  to  the  free  vibration  terms  (points  1‐2),  and  a 
random component, which correspond to the forced vibration  (point 3). The objective  is 
to  remove  the  random  component  in  order  to  obtain  the  typical  free  vibration  decay 
curve, from which the damping ratio ߦ can be estimated. 
With  respect  to  the  great  variety  of  possibilities  for  the  resultant  signature,  the most 
popular, and  the easier, choice  is  to specify only  the  initial amplitude  for  the segments. 
The RDM is demonstrated in principle in Figure 5.15, where the components of the signal 
are ensemble averaged separately to illustrate the progression of the signal from a forced 
vibration to free vibration decay. 
If we pick a  constant  time  segment  from  the  response history every  time  the  response 
amplitude reaches a selected value ܺ଴, we obtain a number of response history segments 
of equal lengths ߬ that begin with the trigger amplitude ܺ଴. Figure 5.15 shows some of the 
segments taken from a response history. The first segment begins at time ݐଵ and ends at 
ݐଵ ൅ ߬. The whole segment can be denoted as ܺ଴ሺݐଵ ൅ ߬ሻ. The average of ܰ segments  is 
denoted as ߜேሺ߬ሻ and it is given in (5.36). 
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Figure 5.15: Operative scheme of the random decrement method. 
  ߜேሺ߬ሻ ൌ
1
ܰ
෍ܺ଴ሺݐ௜ ൅ ߬ሻ
ே
௜ୀଵ
  (5.36) 
As the number ܰ increases, the part of the responses in each segment that corresponds to 
the initial velocity (impulse response) will be averaged out since the sign of the initial ve‐
locity appears alternatively. The random parts of each segment are also averaged out be‐
cause of the random nature of the response, as shown  in Figure 5.15. This means to as‐
sume that the average of the random response  is zero  (5.38). An assumption often con‐
sidered acceptable. 
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What  is  left after the average  is the response due to the  initial displacement step  input. 
This output can be denoted ߜሺ߬ሻ, known as the randomdec signature (He and Fu 2001). It 
is expected that the random terms will have zero mean when a large number of segments 
are averaged. These considerations may not be valid for non‐linear systems. However,  if 
the system experiences some non‐linear behaviour, the signature may still be close to the 
free vibration decay curve of a linear system. 
The above description fits well a single‐degree‐of‐freedom  (SDOF) systems or systems  in 
which one mode dominates the response. Even though the idea of the hypothesis is valid, 
the criteria for selecting the level of the amplitude threshold and window duration of the 
segments are not well supported and rest on the responsibility of the designer or the data 
analyst (Huerta, Roesset and Stokoe 1998). 
This intuitive explanation is present in the great part of the available literature, and seems 
to  be  reasonable  for  linear  systems.  The  technique has  the  advantage  over  the use  of 
autocorrelation or  spectral methods  in  that  it  is not encumbered by  the  limitation con‐
cerning  input amplitude and  resolution,  respectively. Theoretically  the  technique should 
be valid only for a linear single degree of freedom system, permitting the superposition of 
different  segments  and  with  a  stationary  Gaussian  white  noise  excitation  to  validate 
(5.38). However, Jeary (1992) and other researchers have found the method appropriate 
for nonlinear systems, and He et al. (2001) have extended the application to multi degrees 
of freedom systems. Nevertheless, the presence of non‐linearities, as well as the non sta‐
tionary external force, requires considerable number of segments, thus a large data set in 
order to produce suitable results. 
Concluding,  the damping  estimation obtained  from  the  randomdec  signature  as  an  ap‐
proximation of the free vibration decay of the system does provide reasonable results  in 
many applications. However, the requirement of a uniform value for the  initial condition 
of each segment prejudices the expected value of the excitation, and the term in (5.38) is 
not necessarily zero  in the average. Mathematically, Vandiver et al.  (1982) have demon‐
strated  that  the assumption  is actually correct only  for  the case where  the excitation  is 
stationary Gaussian white noise. For most applications,  random decrement  is applied  to 
narrow‐banded  systems with  relatively wide‐banded  excitation.  Fur  such  cases  a white 
noise approximation  is acceptable, and  the  intuitive explanation  is appropriate,  through 
not rigorously correct. 
The application of the Random Decrement Method on the simulation of the behaviour of 
the stadium of Braga  roof  is shown  in Figure 5.16 and Figure 5.17, where  the structural 
damping  is considered alone or  increased by  the aerodynamic part  (see section 5.2)  re‐
spectively. 
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Figure 5.16: RDM analysis on  the stadium  roof. Simulation with only structural damping: a) vertical deflection 
time history; b) displacement spectrum; c) average of the randomdec signatures. 
The first simulation (Figure 5.16) describe the behaviour of the roof under the effect of a 
windstorm  coming  from  Southwest  (ߠ ൌ 270°), with  the  gradient wind  speed  equal  to 
30 ݉/ݏ  for more  than half an hour continuously. The simulation  include only  the struc‐
tural  part  of  the  damping mechanism  inserted  in  the model  following  the  relation  of 
Rayleigh damping reported in (5.4), imposing ߦ௦௧ ൌ 0.5% on the first and sixth natural fre‐
quency.  Figure  5.16a  reports  the  evolution  of  the  vertical  deflection  of  the  roof  corre‐
sponding to the first proper mode (see section 3.1) in the time domain, while Figure 5.16b 
highlights the related first natural frequency. In order to perform the RDM and extract the 
randomdec signatures, the initial shifted position ܺ଴ and the signal length ߬ have to be fix. 
In this case the chosen initial position is ܺ଴ ൌ 0.25 ݉ and the length is ߬ ൌ 200 ݏ depicted 
in Figure 5.16a with the dashed line and the grey band respectively. The randomdec signa‐
tures ߜሺ߬ሻ to be averaged are pieces of the full displacement time history covered by the 
grey band every time the signal rich the level ܺ଴. Finally, Figure 5.16c shows the superpo‐
sition of all ߜሺ߬ሻ, in light grey, and the resulting average plotted with the bold black line. 
The envelope of  the averaged  signal  indicates  the  free vibration decay of  the  structure 
with usual exponential function which starts from ܺ଴ and damps with the 0.5%. 
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Figure 5.17: RDM analysis on the stadium roof. Simulation with structural and aerodynamic damping: a) vertical 
deflection time history; b) displacement spectrum; c) average of the randomdec signatures. 
The  latter simulation  (Figure 5.17)  runs  through  the same steps of  the previous,  just  in‐
cluding also the aeroelastic correction on the damping coefficient as described in section 
5.2.2. According to the qualitative results shown in Figure 5.13 and Figure 5.14 which re‐
produce the same test but with shorter period, and referring to the simulations 3‐struct 
damp and 4‐struct+aeroel, it is expected that the introduction of the aerodynamic damp‐
ing will increase the damping ratio of almost the 50%. The extrapolation of the free vibra‐
tion decay by using the RDM highlights a quantitative value of the total damping ratio of 
0.7% (Figure 5.17c), which is in line with the expected value. 
Concluding, all the tests and simulations presented in this section demonstrate that, when 
large volumes of air are displaced by the motion of a flexible roof, the increment of damp‐
ing coefficient  including the aeroelastic component  is suitable and  it can be correctly re‐
produced by the proposed method. 
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 Chapter 6:  Wind‐induced damage 
CHAPTER  6 WIND‐INDUCED DAMAGE 
 
 
Windstorms or gales  in general have always been source of severe problems  for human 
beings causing damages  to buildings and other structures or  infrastructures.  In  the past 
century, the preferred solution, and actually the only effective mitigation system, was to 
build  heavy  masonry  constructions  for  the  major  community  building,  for  instance 
churches and public warehouses, which could offer refuge to the inhabitants during catas‐
trophic events  (Holmes 2001).  Increasing  the self weight  is a good way out  to resist  the 
wind forces, even though it can generate more problems for the static and also to poten‐
tial seismic action. 
It should be noted that during the  last centuries the  interest  in wind engineering and af‐
terwards  the major discoveries and  innovations, has always  come  immediately after an 
impressive structural failure. A spectacular example is the aeroelastic instabilities such as 
the stall flutter  introduced as a topic  in civil engineering after the  impressive collapse of 
the  Tacoma  Narrow  bridge  (Figure  6.1a)  in  the Washington  State  in  1940  (Billah  and 
Scanlan 1991). Other renowned bridge failures are the Tay Bridge in Scotland (1879), and 
the Brighton Chain Pier in England (1836). 
Moving to large structures besides the long‐span bridges, on November 1st 1965 a strong 
wind blew against the cooling towers at the Ferrybridge power station (Figure 6.1b), creat‐
ing a windward and a leeward of four tower each. As the wind pushed past the towers in 
the windward row,  it was funnelled through the spacing between them onto the second 
row of  towers. The generated pressure created a vibration  force  that  tended  to  lift  the 
towers off their foundation causing the collapse of three cooling towers (Schlager 1994). 
These events  together with other major windstorms, which have originated damages  in 
large scale affecting whole countries, are  important for their role  in promoting  investiga‐
tion and understanding  in wind  loads on structures. Moreover  the  increasing  interest of 
many insurance company involved in natural hazards confirms the importance in the crea‐
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tion of suitable design approach for wind‐resistant structures given their crucial potential 
financial losses in case of their failure. 
 
(a) 
 
(b) 
Figure 6.1: Major structural failures: a) Tacoma Narrow bridge (1940); b) Ferrybridge cooling towers (1965). 
Damage estimation is extremely sensitive to the considered of building or the storage con‐
tents (Elements of Risk) in relation of the Hazard Intensity (see chapter 1 for definitions), 
which is the wind speed for the present case study. The description of such relation can be 
done in several ways, for instance using the vulnerability curves like in (Leicester 1981) or 
(Khandury and Morrow 2003), but in every case it is crucial the definition of a comparison 
value expressed as damage index (D). Relations (6.1) and (6.2) give common definitions of 
the damage index in case it is referred to a building or to the stored contents respectively. 
  ܦሺbuildingsሻ ൌ
repair cost
initial value
  (6.1) 
  ܦሺgoodsሻ ൌ
insured value
replacement cost
  (6.2) 
For fully‐engineered structures, the relation (6.1) should be split firstly counting the num‐
ber of damaged structural members or components  for a given event, and  then moving 
into an economical context estimating the  losing  in monetary terms. The distinction can 
be visualized looking at the last two rings of the risk assessment chain proposed in section 
1.3 (Figure 1.5). 
Looking only at the engineering part, usually the failure of each component is assumed to 
be independent with respect the others, taking into account that all of them are designed 
to resist the same wind load. The fractional damage to the entire building is proportional 
to the failed components. Considering all the components with the same probability dis‐
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tribution of strength, which is correct if the whole project is designed following the same 
code’s prescriptions, then the vulnerability curve can be simply derived from the cumula‐
tive distribution of strength of any element (Holmes 2001). 
6.1  Structural damage 
STRUCTURAL  DAMAGE 
The roof of the Stadium of Braga is structurally constituted by a set of load‐bearing cables 
and two concrete slabs. Assessing the effects of wind gales, in this section the thresholds 
for engineering parameters are defined considering the effects that the overcoming these 
values will produce in terms of global damage. 
The stress distribution of the bearing cables that holds the two covers  is statically deter‐
mine, thus a failure of pairs of cables could not be supported with any kind of redistribu‐
tion and parts of the roof would collapse. For that reason the cables failure behaviour  is 
considered extremely brittle with few intermediate damage‐brackets before the collapse. 
On the other side, the slabs are designed as a continuum solidus on many flexible supports 
that means that exceeding the ultimate bending resistance on some section leads to pos‐
sible  redistributions of  loads  subjected  to  the  slab  stiffness. However  the  two  concrete 
slabs are slightly reinforced then the bending resistance reserve is quite low. The damage 
index for this parameter  is set not allowing the exceedance of the ultimate design resis‐
tance of the slabs and focusing on the roof cracking, as a warning of something not work‐
ing properly. 
6.1.1  Damage on the cables 
Damage  on  the  cables  
According to the Italian company (Tensoteci) which has provided the full‐locked steel ca‐
bles, the guaranteed break load is not lower than 7720 ݇ܰ for each cable (see Table 2.1). 
However multiplying directly the effective cable’s area by the proofed stress and dividing 
the results by the partial factor for resistance of the cross section ߛெ ൌ 1.15, following the 
Eurocode  prescription,  a  rather  lower  design  value  of  the  resistance  to  tension  forces 
௖ܰ௕,ோௗ is obtained: 
  ோܰௗ
ଵ௖௕ ൌ
ܣ௘௙௙ ڄ ଴݂.ଶ௞
ߛெ
ൌ 5410 ݇ܰ  (6.3) 
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The latter value of resistance of the cables should be also reduced considering a particular 
aspect of the construction process. As already mentioned in section 2.1, the two slabs lay 
on a set of cables arranged  in pairs  (Figure 2.2a), however all the calculations are made 
modelling only a single rod with a double cross section: that means that total resistance 
force of the modelled rods should be two times (6.3); the conditional mood implies ideal 
conditions for all the construction process. 
Looking at  the anchorage  (Figure 2.2b),  it appears evident  that a non perfect matching 
into  the  two  tensile  processes must  be  taken  into  account. A differential  initial  tensile 
state in the cables implies a different stiffness between the two cables, meaning that the 
total axial  force will not be shared equally, as  the stiffer cable, with higher  initial stress, 
will carry more than half force. Numerical simulations demonstrate that considering a dif‐
ferential initial tensile state of 10%, which is a quite large number almost imputable to a 
human error, makes a force distribution in the cables of േ3% with respect of half the to‐
tal force. 
Concluding,  an  imperfection during  the  construction process of  the  steel  cables  can be 
considered reducing (6.3) by a coefficient ܿ௜௠௣ ൌ 1.03. The axial force resistance of each 
pair of cables taken as ultimate limit value for the risk analysis is: 
  ோܰௗ ൌ 2
ோܰௗ
ଵ௖௕
ܿ௜௠௣
ൌ 10500 ݇ܰ  (6.4) 
Without considering further security design coefficients in the load combinations reported 
in the standards’ prescriptions, the  limit value of the axial force on the cables guarantee 
alone a coefficient ߛ ൌ 1.5 with respect the break load tested by the cable supplying firm. 
Table 6.1: Steel cables damage‐state brackets. 
Level n.  Damage Criteria Description
0  none  ௗܰ௠
௖௕ ൌ 0 no damage
3  extensive  ௗܰ௠
௖௕ ൑ 2 breaking of a pair of cables
4  complete  ௗܰ௠
௖௕ ൐ 2 collapse of the roof
Table 6.1 reports the damage state brackets as described in the catastrophe model of sec‐
tion 1.3.1. In this case the damage state is related only to the number of cables  ௗܰ௠௖௕  which 
exceed the resistance value (6.4). As already mentioned a cable failure  is not acceptable 
for the security of the stadium, as  it will  lead to the collapse of the roof. The considered 
damage‐state brackets for this parameter include only the possibility of failure of a single 
pair of cables as an intermediate level before the total collapse, however even this occur‐
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rence denotes an extensive damage of the structures. Levels of slight and moderate dam‐
age are not considered for the cables failure scenario. 
6.1.2  Damage on the slabs 
Damage  on  the  slabs  
The actual covering over the grandstands is made by two concrete slabs supported by the 
set of  steel  cables.  The  slabs  supply  the  functional part of  the  roof,  i.e. protecting  the 
spectators from the sun and from the rain, but also the structural part because the bend‐
ing  resistance of  the shells  joins  together  the set of cables and provide a homogeneous 
dynamic behaviour. Details about  the  functional and  structural  features of  the concrete 
slabs are reported in chapter 2 and chapter 4. 
The concrete slabs are built with three layers laid one on the top of the other. On the bot‐
tom, just over the cables, there is a layer of cold rolled steel sheets without any significant 
bending stiffness within the global roof, but which guarantees a transversal axial constrain 
for the cable set even without the concrete filling. Over this  layer, 24.5 ܿ݉ of reinforced 
concrete slab are placed, while on the top of the covering package there  is a waterproof 
layer. The slabs are realized using concrete type C30/37 according to the European Code 
EN 206‐1 with 1 ൅ 1߶12 /20ܿ݉  reinforced bars  in both directions: hence,  the designed 
value of the resistance to bending moments, equal in both in ݔ and ݕ directions, is: 
  ܯோௗ ൌ േ46.67 ݇ܰ݉/݉  (6.5) 
As already mentioned,  the achievement of  the previous value denotes a heavy  state of 
damage in the structure and even if this does not involve the direct collapse of the roof, it 
means the loss of the bending resistance of the shells. In other words, the threshold (6.5) 
is fixed as a limit for the effectiveness of the adopted numerical model and then the suit‐
ableness of  the obtained  results. Consequently  the  lower value  indicating  the  trigger of 
the cracking state in the concrete layer is taken into account: 
  ܯ௖௥ ൌ േ34.14 ݇ܰ݉/݉  (6.6) 
This chapter is focussed on the damages caused by a windstorm of certain intensity on the 
roof of  the Stadium of Braga. The  slabs will be  considered damaged when  the bending 
moment on a part of the surfaces overload the cracking bending moment (6.6). Clearly the 
forming of  cracks on  a  small portion of  surface,  especially  around  the  edges, does not 
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compromise the covering functionality as a shelter for the spectators; however increasing 
the damaged area can produce the complete destruction of the concrete, open gaps in the 
waterproof  layer and subsequently  the modification of  the global behaviour of  the  roof 
with undesirable effects. At the end, a wide‐ranging cracked area could drive to the col‐
lapse. 
Mathematically, the definition of the damage index of the bending moment parameter is 
divided into two levels: local and global. The local damage index ݀௜ (Figure 6.2) is defined 
for every infinitesimal piece of area of the two surfaces; it is calculated as a function of the 
maximum bending moment of the local area following the condition: 
   ݀௜ ൌ ൞
0 ܯ ൑ ܯ௖௥
ܯ െܯ௖௥
ܯோௗ െ ܯ௖௥
ܯ௖௥ ൏ ܯ ൏ ܯோௗ
1 ܯ ൌ ܯோௗ
  (6.7) 
While the global index (6.8) is simply the integral over the whole surface ܣ of (6.7). 
  ܦ௚௟ ൌ
1
ܣ
න ݀௜ ݀ܣ
஺
  (6.8) 
Following  the  same procedure adopted  for  the  cables, Table 6.2  identifies  the damage‐
state brackets defining the type of damage expected for each level. The criteria of subdivi‐
sion use the total amount of damaged area calculated by (6.8). 
Table 6.2: Concrete slabs damage‐state brackets. 
Level n.  Damage Criteria Description
0  none  ܦ௚௟ ൌ 0% no damage
1  slight  ܦ௚௟ ൏ 5% cracked zones only along the edges
2  moderate  5% ൑ ܦ௚௟ ൏ 15% one evident cracked zone than need to be repaired 
3  extensive  15% ൑ ܦ௚௟ ൏ 50% general damage state all over the roof 
4  complete  ܦ௚௟ ൒ 50% bending resistance no more effective 
It should be noted that only the configurations where the cracked zones are located along 
the edges of the two slabs are accepted in the lowest damage‐state brackets. The choice 
concerns the operative mechanism of each slab which has to tie the cables and ensure a 
jointly behaviour of the structure; this  is guaranteed even  if the borders are harmed but 
not  if the damage condition split one surface  into small pieces. For the  latter occurrence 
only  the moderate  and extensive brackets  are  indicated, no matter which  is  the  global 
damage index. 
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Figure 6.2: Local damage index for the concrete slab resistance. 
6.2  Physiological damage 
PHYSIOLOGICAL  DAMAGE  
During  the planning of a building  it  is  really  important  to  take  into account  specific pa‐
rameters about the comfort and the acceptance of its use for the public. In addition to se‐
curity aspects and  limitation of  the  structural damage due  to unpredictable events,  the 
appearance of threats caused by high noise or the sudden movement of the roof, and that 
can  lead  to panic, are  issued  to be managed. This  topic  that could  seem  less  important 
than structural design will be fundamental in all the big opera hosting many people. 
Considering structural vibrations, the perceptions that such vibrations produce on human 
beings  immediately come to mind. Several national codes and numerous publications at‐
tempt to find the best criteria, or at  least the most realistic, for the physiological effects 
due to vibrations. However, this topic is actually too large and there are too many consti‐
tutive parameters  for  an  effective  common description.  Even  if  an  approach  should be 
suitable  for  pedestrian  footbridges, bell  towers,  chimneys  or masts,  the  details  change 
from  case  to  case  especially  when  focussed  the  affected  people  inside  the  buildings 
(Bachman, Ammann and Deischl, et al. 1994). 
The human reaction to vibrations is strongly related to the surrounding circumstances. Dif‐
ferent degrees of personal discomfort arise when  influenced by parameters such as  the 
position of the affected person, standing sitting or lying, or the carry out activity, the oc‐
currence  in  a  day  and  several  others  (Bachman  and  Ammann  1987). Obviously,  in  the 
same external conditions, the intensity of perception depends also on the objective physi‐
cal vibration parameters  such as  the amplitude of  the movement,  in  terms of displace‐
ment, velocity or acceleration, the exposure time and the vibration frequency. 
In the common practice of the civil engineering, the control about the  limitations of the 
vibrations on any structure  is applied on  the  floor movement where pedestrian walk or 
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host  like  for  footbridges  (Zivanovic,  Pavic  and  Reynolds  2005)  or  high‐rise  buildings 
(Burton, et al. 2006). Similarly,  since  recent  years,  specific  studies devoted  to disorders 
caused by the wind flow channelled through the buildings have started. In fact such flows 
in  urban  environment  could  be  dangerous  for  pedestrians  (Stathopoulos  2009).  These 
concerns enter in the set of the comfort issue and the aim is to evaluate the impediments 
that some situations and events bring in the daily activities of the people. 
Another very recent field of study is indeed the valuation of the risk caused by panic situa‐
tions.  In such cases, many people taking part  in the same activity stand  in the same psy‐
chological  condition or  threat or uneasiness, but  these  situations do not have objective 
reasons in the real environment. 
In previous sections, mechanical parameters of the structure’s resistance have been tho‐
roughly defined. Experimental data show that the roof is so flexible that even in rare and 
extreme  situations  it  can  easily  pass  resistance  tests,  notwithstanding  the  presence  of 
movements in the order of magnitude of one meter. The effect that here it should be con‐
sidered  is  if such a movement, with  frequencies detectable by  the human eye, with  fre‐
quency  in  the order of seconds, can generate a  feeling of anxiety  that may  lead  to  fear 
and/or panic in the crowd. 
Looking for Code’s prescription regarding this topic, the second part of Standard DIN 4150 
deals with the effects of vibrations from mostly external sources on people  in residential 
building. The frequencies considered range from 1 to 80 Hz. Measured vibration quantity 
(displacement, velocity, acceleration) serve as input for an empirically derived intensity of 
perception, called ܭܤ value and defined as: 
  ܭܤ ൌ ݀
0.8 ݂ଶ
ඥ1 ൅ 0.032 ݂ଶ
  (6.9) 
where ݀ is the displacement amplitude (mm) and ݂ is the vibration frequency (Hz). Other 
equations similar to  (6.9) relates ܭܤ with velocity and acceleration  further than the  fre‐
quency. 
Equation  (6.9)  implies  that generally,  fixed an  intensity of perception value,  the  relation 
between  displacements  and  tolerable  frequencies  assumes  the  shape  of  an  hyperbola 
function ܭܤ ן ݀ ڄ ݂ఈ, in which the proportionality coefficient and the exponent are typi‐
cal for every specific situation. In the previous, the DIN Standard 4150 is focussed on the 
comfort threshold that persons can stand when the floor under their feet start oscillating. 
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6.2.1  Visual discomfort due to roof’s vibration 
Visual  discomfort  due  to  roof’s  vibration 
Considering  the effects  that a wind  storm  should produce during  a  sporting or  cultural 
event, when case study of the stadium of Braga is full of spectators, it is relevant to eva‐
luate the safety conditions on the stadium. Figure 6.3 and Table 6.3 show the acceptable 
values of displacement amplitude and vibration frequency of the roof in order to not gen‐
erate fear or panic in the public. 
 
Figure 6.3: Roof vibration damage‐state brackets. 
The acceptance criteria divide the whole domain into five damage states from 0 to 4. For 
roof’s vibrations with maximum amplitude  lower  than 5 ܿ݉ no  relevant oscillations are 
noticed, hence the damage‐state level is considered zero. On the other extreme, for oscil‐
lations greater than 1 ݉ it is considered that the movement would produce panic on the 
public  with  consequent  high  probability  of  a  dangerous  evacuation.  The  intermediate 
damage‐states follow the definition of the intensity of perception function (6.10) where all 
the coefficients have been inserted directly in the ܭܤ values. 
  ܭܤ ൌ ݂݀ଶ ൌ ቐ
0.01 slight damage
0.04 moderate damage
0.10 extensive damage
  (6.10) 
Table 6.3: Roof vibration damage‐state brackets. 
Level n.  Damage Criteria Description
0  none  ݀ ൏ 0.05 ݉ no relevant oscillations
1  slight  ܭܤ ൏ 0.01 small oscillation
2  moderate  ܭܤ ൏ 0.04 visible oscillations: disturbing
3  extensive  ܭܤ ൏ 0.10 evident oscillations: start fear
4  complete  ݀ ൒ 1.0 ݉ dangerous oscillations: panic in the crowd 
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6.3  Risk on the stadium of Braga 
RISK  ON  THE  STADIUM  OF  BRAGA 
Following  the definitions given  in chapter 1 on  the  risk analysis, all  the steps of  the  risk 
management chain of Figure 1.5 have been carefully  treated  in  the  last chapters of  this 
work allowing to calculate the risk that a certain level of damage in the roof of the stadium 
of Braga will occur. The  complete  computation  implies  the  simulation of  several events 
with different annual exceedance probability of occurrence, calculating for each test the 
damage levels of the roof for both structural and psychological damages. The applied for‐
mulae of risk is the simplified version given in (1.2) which does not need the explicit defini‐
tion of probability density distribution, since all the uncertainties are globally stored  into 
the probability that these events will happen. 
Table 6.4: Simulation schedule. 
Wind direction  ߠ ൌ 220° ߠ ൌ 270° ߠ ൌ 310° ߠ ൌ 350° ߠ ൌ 40° 
100‐years wind speed  55.13 ݉/ݏ 46.19 ݉/ݏ 40.74 ݉/ݏ 39.35 ݉/ݏ 39.20 ݉/ݏ 
Hazard Intensity  Annual Exceedance Probability 
(b.l. wind speed)  p  p p p p 
ܷ ൌ 10 ݉/ݏ    1.0000  1.0000 1.0000 1.0000 1.0000 
ܷ ൌ 20 ݉/ݏ   1.0000  1.0000 1.0000 1.0000 1.0000 
ܷ ൌ 30 ݉/ݏ   0.9998  0.9248 0.5572 0.4286 0.4155 
ܷ ൌ 40 ݉/ݏ   0.6125  0.1050 0.0141 0.0073 0.0068 
ܷ ൌ 50 ݉/ݏ   0.0538  0.0019 0.0001 0.0000 0.0000 
ܷ ൌ 60 ݉/ݏ   0.0017  0.0000 0.0000 0.0000 0.0000 
Table 6.4 details the schedule of the set of tests made over the stadium of Braga. Consid‐
ering five directions of the wind from Southwest to Northeast, namely 220° 270° 310° 350° 
and 40° with respect the North (Figure 6.4), six simulations with different possible events 
are run. The events are characterized by gradient wind speed, according to the definitions 
given  in  chapter  2, which  increase  from 10  to  60 ݉/ݏ.  For  each  event  the  annual  ex‐
ceedance probability  is calculated using  (2.21) where  the  reference 100‐years event has 
been taken from Figure 2.10d and written on the second row of the table. Hence the haz‐
ard intensity depends only by wind speed, but the probability of the hazard is related also 
to the direction of the wind. 
6.3.1  Computation of the wind‐induced damage 
Computation  of  the  wind‐ induced damage 
In  order  to  better  explain  the  obtained  results,  one  single  trial  is  here  extensively  de‐
scribed, pointing out how the resulting values have been obtained; afterwards three con‐
clusive  tables summarize  the  risk  induced by windstorms events. Usually,  in  the applied 
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literature, the risk is expressed in monetary terms, however it is expressed here just as a 
pure number indicating the sum of several damage level. The correct interpretation of the 
values is left to the last chapter during the conclusions. 
The considered simulation is taken assuming a windstorm coming from the West direction 
(ߠ ൌ 270°) and the reference wind speed at the gradient height equal to 30 ݉/ݏ. Looking 
at Table 6.4, this event has the probability of occurrence of 92.5% every year. 
 
Figure 6.4: Considered wind direction on the simulation events. 
Figure 6.5‐6.8 show the first  four proper modes of the displacement field resulting from 
the simulation: the theory of the decomposition into proper modes is explained in section 
3.1.  These  graphs  highlight  the  deflection  evolution  during  the  event  in  time  and  fre‐
quency domain. Using this graphic, it appear handy the extrapolation of a limited number 
of maximum vertical displacement with relative frequency of oscillation  in order to com‐
pute the intensity of perception (6.10). Figure 6.9 illustrate the damage levels for the vis‐
ual effects due to the roof motion. The diamond markers  indicate the couples of deflec‐
tion/frequency values related to 15 different modes of which just the first four are visual‐
ized. From that graph  it can be assessed that the visual damage state for the considered 
event is 2‐moderate, since it is the worst level reached by the markers. 
From the structural point of view, Figure 6.10 depicts the damage levels on the cables and 
on the slabs jointly. Regarding the event under exam, the maximum tensile force in a pair 
of cables  is 6693 ݇ܰ,  less  than  the reference value 10500 ݇ܰ as reported  in  (6.4),  thus 
none  of  the  steel  cables  overcome  the  resistance  and,  according  to  the  Table  6.1,  the 
damage state is 0‐none. Differently, the slab conditions show evident zones depicted with 
light grey where  the bending moment exceeds  the cracking  limit  (6.6) and also zones  in 
dark grey where the bending moment exceeds the resistance of the slabs (6.5). According 
to the definitions in (6.7) and (6.8), the global damage index of the slabs for the events is 
45.31% which corresponds to a level 3‐extensive in Table 6.2. 
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valley side quarry side
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Figure 6.5: Displacement evolution on the stadium’s roof. Proper mode number 1. 
 
Figure 6.6: Displacement evolution on the stadium’s roof. Proper mode number 2. 
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Figure 6.7: Displacement evolution on the stadium’s roof. Proper mode number 3. 
 
Figure 6.8: Displacement evolution on the stadium’s roof. Proper mode number 4. 
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Figure 6.9: Roof vibration damage‐state brackets. 
 
Figure 6.10: Structural damage condition of the roof. 
The previous explanation  illustrate the way how  is has been calculate the three different 
levels of risk in the stadium’s roof. Table 6.5‐6.7 resume the results of all the analyses.  
Looking deeply at the obtained results some comments can be done. Firstly, Table 6.5 re‐
ports that the probability of failure of the steel cables bearing the whole roof is zero. This 
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data  is  certainly  comforting  for  the  spectators who  can watch  all  the  football matches 
surely that anything will fall to their heads without a clear forewarning. On the other side, 
a technician  is rightly prudent reading that the risk of collapse  for every  intensity of the 
gales  is zero, especially when he notes that the maximum axial force on the cables does 
not change of a single kilo Newton during the 30 trials. 
Investigating these results, it can be noted that the design process of the roof provides no 
intermediate constraints on  the cables;  this choice  implies  foreseeable huge deflections 
without  an  addition  of  stress  in  the  cables.  The  first  and  energetically most  important 
modes of vibration have an antisymmetric shape, thus a vibration through the stable con‐
figuration  does  not  imply  any  relevant  elongation  leading  to  an  increasing  of  stress.  It 
should be also noted that the structure satisfies several Code’s prescription regarding the 
safety against the collapse, and even a minimal increase in the resistance cross‐sections of 
the cables knocks down the risk of collapse of some order of magnitude. 
A complete different situation appears from Table 6.6. The cracking situation of the two 
concrete  slabs has  roused anxiety  since  the earlier  construction processes, because  the 
covering  is evidently  too big with  respect  its  thickness. The worries  find confirmation  in 
the presented results. The flexible supports, given by the set of cables, impose unaccept‐
able deflections for the slabs, therefore an impressive amount of cracks appear even with 
the weakest live loads and they rise very fast increasing the windstorm intensity. The grey 
zones depicted in Figure 6.10 illustrate a typical situation with a normal storm. 
The extensive cracking damage state, noted for all the normal load conditions, justifies the 
choice  of modelling  the  structures  imposing  one‐half  of  the  designed  concrete  elastic 
modulus. The choice was  initially  related  to  the natural  frequency  comparison between 
the full‐scale test and the simulations (see section 4.6), and it found confirmation in these 
final results when plotting the bending moment contours. 
The  serviceability  constraints  pointed  out  in  section  6.2  are  summarized  in  Table  6.7 
where the highest value of intensity of perception ܭܤ is highlighted for each event, speci‐
fying  the maximum deflection amplitude and  related  frequency of vibration. Differently 
from the structural components, this damage parameter is highly influenced by the inten‐
sity of the windstorms: for every direction the weaker events produce small oscillations, 
identified with the lower damage states; while increasing the wind speed gives rise to lar‐
ger oscillation with an almost direct proportionality. The described behaviour  is evident, 
but  it  is  really  important  to underline  that a  correct  structural design  should avoid any 
problem  for  the  component’s  resistance  caused  by  wind‐induced  loads,  while  specific 
mitigation devices are suitable in order to limit the displacements in the serviceability limit 
states. 
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Table 6.5: Resume of the risk of collapse of the steel cables. 
Wind direction: 220° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum axial 
force ሾ݇ܰሿ 
Nୢ୫
ୡୠ  
 
Damage level 
(Table 6.1)  
Risk on cables 
 
10.0  1.0000  6693.0 0 0‐none 0.0000 
20.0  1.0000  6693.0 0 0‐none 0.0000 
30.0  0.9998  6693.0 0 0‐none 0.0000 
40.0  0.6125  6693.0 0 0‐none 0.0000 
50.0  0.0538  6693.0 0 0‐none 0.0000 
60.0  0.0017  6693.0 0 0‐none 0.0000 
Wind direction: 270° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum axial 
force ሾ݇ܰሿ 
Nୢ୫
ୡୠ  
 
Damage level 
(Table 6.1)  
Risk on cables 
 
10.0  1.0000  6693.0 0 0‐none 0.0000 
20.0  1.0000  6693.0 0 0‐none 0.0000 
30.0  0.9248  6693.0 0 0‐none 0.0000 
40.0  0.1050  6693.0 0 0‐none 0.0000 
50.0  0.0019  6693.0 0 0‐none 0.0000 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 310° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum axial 
force ሾ݇ܰሿ 
Nୢ୫
ୡୠ  
 
Damage level 
(Table 6.1)  
Risk on cables 
 
10.0  1.0000  6693.0 0 0‐none 0.0000 
20.0  1.0000  6693.0 0 0‐none 0.0000 
30.0  0.5572  6693.0 0 0‐none 0.0000 
40.0  0.0141  6693.0 0 0‐none 0.0000 
50.0  0.0001  6693.0 0 0‐none 0.0000 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 350° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum axial 
force ሾ݇ܰሿ 
Nୢ୫
ୡୠ  
 
Damage level 
(Table 6.1)  
Risk on cables 
 
10.0  1.0000  6693.0 0 0‐none 0.0000 
20.0  1.0000  6693.0 0 0‐none 0.0000 
30.0  0.4286  6693.0 0 0‐none 0.0000 
40.0  0.0073  6693.0 0 0‐none 0.0000 
50.0  0.0000  ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 40° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum axial 
force ሾ݇ܰሿ 
Nୢ୫
ୡୠ  
 
Damage level 
(Table 6.1)  
Risk on cables 
 
10.0  1.0000  6693.0 0 0‐none 0.0000 
20.0  1.0000  6693.0 0 0‐none 0.0000 
30.0  0.4155  6693.0 0 0‐none 0.0000 
40.0  0.0068  6693.0 0 0‐none 0.0000 
50.0  0.0000  ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Total wind‐induced risk on the steel cables:  0.0000 
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Table 6.6: Resume of the risk of cracking of the concrete slabs. 
Wind direction: 220° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Global damage 
index east slab 
Global damage 
index west slab 
Damage level 
(Table 6.2)  
Risk on slabs 
 
10.0  1.0000  31.86% 18.62% 3‐extensive 3.0000 
20.0  1.0000  30.77% 18.69% 3‐extensive 3.0000 
30.0  0.9998  34.84% 21.63% 3‐extensive 2.9994 
40.0  0.6125  61.20% 30.13% 4‐complete 2.4500 
50.0  0.0538  87.08% 55.76% 4‐complete 0.2152 
60.0  0.0017  91.08% 70.98% 4‐complete 0.0068 
Wind direction: 270° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Global damage 
index east slab 
Global damage 
index west slab 
Damage level 
(Table 6.2)  
Risk on slabs 
 
10.0  1.0000  32.70% 18.49% 3‐extensive 3.0000 
20.0  1.0000  37.23% 17.93% 3‐extensive 3.0000 
30.0  0.9248  45.31% 15.50% 3‐extensive 2.7744 
40.0  0.1050  49.88% 26.62% 3‐extensive 0.3150 
50.0  0.0019  54.12% 47.06% 4‐complete 0.0076 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 310° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Global damage 
index east slab 
Global damage 
index west slab 
Damage level 
(Table 6.2)  
Risk on slabs 
 
10.0  1.0000  32.20% 18.58% 3‐extensive 3.0000 
20.0  1.0000  34.13% 18.17% 3‐extensive 3.0000 
30.0  0.5572  39.30% 20.04% 3‐extensive 1.6716 
40.0  0.0141  52.41% 43.99% 4‐complete 0.0564 
50.0  0.0001  68.31% 62.55% 4‐complete 0.0004 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 350° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Global damage 
index east slab 
Global damage 
index west slab 
Damage level 
(Table 6.2)  
Risk on slabs 
 
10.0  1.0000  31.57% 18.62% 3‐extensive 3.0000 
20.0  1.0000  31.56% 19.78% 3‐extensive 3.0000 
30.0  0.4286  32.46% 36.34% 3‐extensive 1.2858 
40.0  0.0073  51.66% 60.23% 4‐complete 0.0292 
50.0  0.0000  ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Wind direction: 40° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Global damage 
index east slab 
Global damage 
index west slab 
Damage level 
(Table 6.2)  
Risk on slabs 
 
10.0  1.0000  31.74% 18.59% 3‐extensive 3.0000 
20.0  1.0000  32.22% 18.56% 3‐extensive 3.0000 
30.0  0.4155  31.17% 22.35% 3‐extensive 1.2465 
40.0  0.0068  72.01% 41.00% 4‐complete 0.0272 
50.0  0.0000  ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ 
Total wind‐induced risk on the concrete slabs:  43.0855 
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Table 6.7: Resume of the risk for induced fear due to the roof’s vibration. 
Wind direction: 220° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum intensity of perception 
݀ ሾ݉ሿ  ݂ ሾܪݖሿ   ܭܤ 
Damage level 
(Table 6.3) 
Risk for 
vibrations 
10.0  1.0000  0.016 0.510 0.004 0‐none 0.0000 
20.0  1.0000  0.041 0.380 0.006 0‐none 0.0000 
30.0  0.9998  0.323 0.277 0.025 2‐moderate 1.9996 
40.0  0.6125  0.379 0.383 0.056 3‐extensive 1.8375 
50.0  0.0538  0.703 0.397 0.111 4‐complete 0.2152 
60.0  0.0017  0.692 0.390 0.105 4‐complete 0.0068 
Wind direction: 270° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum intensity of perception 
݀ ሾ݉ሿ  ݂ ሾܪݖሿ   ܭܤ 
Damage level 
(Table 6.3) 
Risk for 
vibrations 
10.0  1.0000  0.019 0.510 0.005 0‐none 0.0000 
20.0  1.0000  0.126 0.280 0.010 1‐slight 1.0000 
30.0  0.9248  0.313 0.267 0.022 2‐moderate 1.8496 
40.0  0.1050  0.861 0.273 0.064 3‐extensive 0.3150 
50.0  0.0019  1.121 0.283 0.090 3‐extensive 0.0057 
60.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
Wind direction: 310° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum intensity of perception 
݀ ሾ݉ሿ  ݂ ሾܪݖሿ   ܭܤ 
Damage level 
(Table 6.3) 
Risk for 
vibrations  
10.0  1.0000  0.020 0.510 0.005 0‐none 0.0000 
20.0  1.0000  0.115 0.277 0.009 1‐slight 1.0000 
30.0  0.5572  0.241 0.380 0.035 2‐moderate 1.1144 
40.0  0.0141  1.087 0.273 0.081 3‐extensive 0.0423 
50.0  0.0001  1.702 0.273 0.127 4‐complete 0.0004 
60.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
Wind direction: 350° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum intensity of perception 
݀ ሾ݉ሿ  ݂ ሾܪݖሿ   ܭܤ 
Damage level 
(Table 6.3) 
Risk for 
vibrations 
10.0  1.0000  0.020 0.510 0.005 0‐none 0.0000 
20.0  1.0000  0.113 0.380 0.016 2‐moderate 2.0000 
30.0  0.4286  0.245 0.380 0.035 2‐moderate 0.8572 
40.0  0.0073  0.998 0.273 0.075 3‐extensive 0.0219 
50.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
Wind direction: 40° 
Wind speed 
ሾ݉/ݏሿ  
Annual exc. 
probability 
Maximum intensity of perception 
݀ ሾ݉ሿ  ݂ ሾܪݖሿ   ܭܤ 
Damage level 
(Table 6.3) 
Risk for 
vibrations 
10.0  1.0000  0.021 0.510 0.005 0‐none 0.0000 
20.0  1.0000  0.116 0.273 0.009 1‐slight 1.0000 
30.0  0.4155  0.391 0.263 0.027 2‐moderate 0.8310 
40.0  0.0068  0.789 0.263 0.055 3‐extensive 0.0204 
50.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
60.0  0.0000  ‐ ‐ ‐ ‐ ‐ 
Total wind‐induced risk for the roof’s vibration:  14.1170 
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6.4  Mitigation device 
MITIGATION  DEVICE 
The results obtained  in the previous set of simulations point out the  impact of the wind 
action on the safety of all the structural components of the roof. On balance,  it appears 
that  the structure  is so  flexible  to avoid any  increment of stress caused by  the dynamic 
wind  loads. Actually  the  tensile  force  on  the  cables  does  not  change  in  any  simulated 
event  (Table 6.5); while  the  slabs  are  in  an  extensive  state of  cracking  even under  the 
permanent load conditions and just a slight dynamic wind pressure enlarge the damaged 
zone until covering all the surfaces (Table 6.6). The  last comment brings through the ac‐
ceptance of  the actual situation as a design  input  thus a structural model should simply 
include a reduction in the bending stiffness of the concrete slabs. 
Hypotheses to restore a suitable non‐cracking state on the concrete layers, or at least lim‐
iting  the extension,  should  include  large modification  in  the original project applying an 
additional  load bearing  stiffer  structure  to  support or  substitute  the  set of  steel  cables. 
Otherwise it can be considered to considerably increase the slab thickness which will pro‐
duce also an  increasing of permanent  loads;  the  latter  suggestion  implies  the  complete 
demolition and rebuilding of the whole covering. These kinds of variations cannot be con‐
sidered as risk reduction on the stadium’s roof, because they completely change the origi‐
nal system and this is not provided in the present work. 
Looking at  the serviceability  load conditions, Table 6.7 shows  the  true  limitations of  the 
roof of  the  stadium of Braga  as  a  result of dynamic  actions. Under  an  increasing wind 
pressure,  the produced oscillations start easily  to synchronize  themselves with  the wind 
fluctuation amplifying dangerously the deflections. The effect could compromise the reli‐
ability of  technological devices hanged up  to  the  roof, spotlights and  loud speakers, be‐
sides the possibility of creating fear on the spectators. 
Differently  from  the  stress  limitation on  the  concrete  slabs,  the  reduction of oscillation 
amplitude is easily achievable and attractive. The mitigation system can be composed by a 
set of external damping devices which avoids any resonance effect by limiting the oscilla‐
tion amplitude starting from the very beginning of the phenomenon. The devices should 
be installed at the very end of the two slabs in the nearness of the truss‐beams where the 
deflections are greater and thus the damping effect will be enhanced. 
More in detail, the external damping devices have to apply a vertical visco‐elastic force to 
the roof central span keeping one end anchored to the ground floor (Figure 6.11). Consid‐
ering the dimensions of the stadium and the maintenance service needed for this kind of 
devices,  it appear suitable to  install the damping devices under the ground  level and  link 
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them with  the  covering  by using  a  set  of  ropes  almost  40 meters  long.  There  are  two 
comments to do on the proposed devices. Firstly, it can be assumed that the ropes will be 
not always  fixed  to  the devices but  installed with electric hoists on  the  roof;  the  ropes 
should be unrolled and  linked to the damping devices only when necessary.  In this way, 
the usual aspect of the stadium will be not modified from the original idea chosen by the 
architect, without any connection  in  the middle of  the  span. As a drawback,  it must be 
noted that linking the damping devices with flexible ropes halves the efficiency of the ex‐
ternal damping forces, which could work only when the ropes are stretched that is when 
the oscillation drives the roof to going up. Moreover,  in order to  let the devices working 
properly during several cycles, a set of torsion spring have to be inserted to maintain the 
ropes perfectly straights during the compression phases, that means when the roof is go‐
ing down; without these mechanisms the breaking force will not be ready for the change 
of direction. 
 
Figure 6.11: External damping device: a) position of the devices; b) scheme of one mechanism. 
6.4.1  Design of the suitable damping force 
Design  of  the  suitable  damping  force 
The design of the damping device is made as a function of the maximum force it should be 
able to apply. In order to define the required value, the complete structure is globally sim‐
plified with a single degree of freedom which oscillates vertically under the dynamic wind 
action. The process of  simplification  leads  to apply all  the mass of  the  roof  to  the  first 
natural frequency calculating the equivalent stiffness related to the first modal shape. 
Table 6.8  reports all  the dynamic  characteristics of  the  single degree of  freedom which 
globally replace the stadium roof, moreover, the maximum expected motion parameters, 
namely displacement velocity and acceleration, obtained from the simulations  in section 
6.3, are reported. By using these data, it is possible an estimation of the maximum internal 
force of the system: 
1
2
3
4
5
6
7
8
visco‐elastic
damping device
torsion spring
electric hoist
a) b)
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Table 6.8: Dynamic characteristics of the roof: single degree of freedom. 
mass  M = 10.50×106 kg
structural circular frequency  ߱ = 1.74 rad/s
stiffness  K = 31.80×106 N/m
structural damping ratio  ߦ௦௧ = 0.50 %
damping coefficient C = 0.18×106 N∙s/m
maximum deflection  ݖ௠௔௫ = 1.00 m
maximum velocity ݖሶ௠௔௫ = 0.50  m/s
maximum acceleration  ݖሷ௠௔௫ = 1.50 m/s
2
 
  ܯݖሷ௠௔௫ ൅ ܥݖሶ௠௔௫ ൅ ܭݖ௠௔௫ ؆ 48000 ݇ܰ  (6.11) 
Starting from the previous reference value, it has been decided to design the visco‐elastic 
damping devices which apply a maximum damping force of 10000 ݇ܰ globally: almost 1/5 
of the internal force of the system. Following the indications of a producer company (FIP) 
for non‐linear viscous damper, the total force could be split into elastic and viscous com‐
ponents assigning the 90% to the latter part. 
  ܨௗௗ ൌ ݇ௗௗ ڄ ݖᇣᇤᇥ
ଵ଴%
൅ ܿௗௗ ڄ ݖሶఈᇣᇧᇤᇧᇥ
ଽ଴%
 
(6.12) 
Sharing the total force into 8 points (see Figure 6.11a), Table 6.9 reports the attributes of a 
single device (Figure 6.11b): 
Table 6.9: Characteristics of a single damping device. 
Maximum force  ܨௗௗ = 1.25×10
3 kN
Elastic constant  ݇ௗௗ = 1.25×10
2 kN/m
Viscous damping coefficient  ܿௗௗ = 1.25×10
3 kN∙s/m
exponent  ߙ = 0.15
6.4.2  Results after the mitigation device 
Results  after  the  mitigation  device 
The mitigation device system formerly described is designed with the purpose of limiting 
the  oscillation  amplitude  without  modifying  the  global  behaviour  of  the  roof:  modal 
shapes and natural  frequencies. Consequently,  it has been  chosen  to  relate  the braking 
forces mainly on the velocity of the structure by using the viscous damping, and to share 
the total force into middle span points further than the four corners. The obtained results 
are  in  line with  the  intentions confirming a significant  reduction  in  the motion vibration 
maintaining unaffected  the global dynamic performance of  the roof,  i.e. without any  in‐
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creasing  of  stress  in  the  steel  cables  but  also without  a  considerable  reduction  of  the 
cracking state in the two slabs. 
 
Figure 6.12: Roof vibration damage‐state brackets after mitigation. 
Figure 6.12 reports the damage levels for visual comfort. The simulation follows the same 
input used for Figure 6.9 with the addition of the set of damping devices (Figure 6.11). The 
dark markers are  referred  to  the mitigated  results, while  the  light ones are  taken  from 
Figure 6.9. It can be noted that all the markers maintain the same frequency but they are 
shifted  to  the  left,  toward  lower deflection  amplitude.  In  the depicted  case  (ߠ ൌ 270°, 
ܷ஻௅ ൌ 30 ݉/ݏ), the  lowering of the damage curve  is not big enough for a  jump  into the 
lower brackets; however  in several other  trials  the mitigation system drives  to  jumps of 
one or even two damage levels. 
Filling Table 6.1 with the values of intensity of perception ܭܤ reduced by the effects of the 
damping devices, the new value of total wind induced risk for the roof’s vibration equal to 
9.3300  is obtained. Comparing  the  two quantities  it  can be  assessed  that  the designed 
mitigation system produces a  risk  reduction  for visual comfort of  the 33%.  It  is stressed 
that the two pure values of risk: 14.1170 and 9.3300 are meaningless without a suitable 
quantification in physical or monetary terms of the damage levels. Nevertheless, imposing 
the same conditions and criteria for the two set of simulations, these values are certainly 
comparable, giving significance to the efforts accomplished for the risk reduction. 
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All scientific disciplines,  including civil engineering, have recently risen the consciousness 
that  any  activity performed  to  achieve benefits  involves  a  certain degree of  risk. Given 
that it is difficult, rather than impossible, a reliable prediction of the perils with a consid‐
erable advance, a general formulation of the risk management provides the best executive 
tool supporting the decision‐making process defining the order of precedence. The crucial 
step  is  the  intrinsic multidisciplinary  character of  the  topic, which  involves  actors  from 
several different fields and backgrounds; this feature drives to a fast growth of misunder‐
standings and confusion both in relationships and in the substance. 
In the present dissertation a wide review of several schemes of risk assessment has been 
made.  It  has  been  shown  how  a  direct  entry  of  the  risk management  chain  provides 
clearer results, mostly because the chain rings represent specific physical quantities which 
have to be calculated in sequence from different technicians. A great advantage is that, in 
a single step, the technician should worry only about the connectors between the previ‐
ous and the following steps, input and output, without bearing in mind the whole context. 
This  feature means modularity,  reliability,  and  rapidity  of  execution.  The  complete  risk 
management process is clarified by an application to a real building appropriate for an ex‐
tensive structural investigation. 
The case study aims to assess the effects of wind actions on the covering of the stadium of 
Braga, Portugal.  The  attention  is  focussed on  severe windstorms, hence  identifying  the 
Nature as promoter of the catastrophes, and investigating the exposure of the stadium to 
harmful wind events. The procedure demands the definition of physical quantities which 
explain how much the system is affected by the hazard, no matter how. In the case study, 
wind  loads on  the  stadium’s  roof, expressed  in  terms of pressure on  the  two  slabs, are 
computed by using a combination of true meteorological data and wind tunnel tests car‐
ried out during the real design process. 
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Particular emphasis is given to the introduction of some preliminary concepts about data 
analysis and data storing, explaining the attractive features of the proper orthogonal de‐
composition (POD), extensively adopted both in pre‐ and post‐processing. POD technique 
is successfully used for the manipulation of the wind tunnel pressure fluctuations achiev‐
ing a versatile data  set  for  the  finite element analyses. Moreover,  the  same orthogonal 
decomposition  is used  to show  the structural motion highlighting  the modal shapes and 
the evolution of the motion in time and frequency domain. 
The central part of the thesis is the development and the set‐up of a complete numerical 
model of the roof. The model uses the subroutines of the research code Kratos in which a 
couple of finite elements have been implemented, namely a truss and a shell element. In 
particular, the shell element  includes a good consistency of  important results of the  last 
twenty years in the computational research, like the DKT theory and the ANDES template, 
merging the components with the direct fabrication approach and projecting everything in 
a corotational formulation.  It has been proofed that the numerical model  is able to per‐
fectly reproduce the dynamic behaviour of the roof with a simple adjustment of the con‐
crete elastic modulus  in order  to  take  into account  the  cracking  state of  the  slabs. The 
mentioned dynamic characteristics are compared with  the  full‐scale  tests carried out by 
two teams on the built‐up stadium. 
Furthermore, the thesis addresses a consistent and operative procedure aimed at assess‐
ing the aerodynamic damping on the stadium’s roof. The assessment consists in a linear‐
ised truncation of the damping coefficient, which provides good results in flexible covering 
structures when the  incoming flow remains much bigger than the structural motion. The 
enhancement  provides  an  increment  of  50%  to  100%  of  damping  ratio  respect  to  the 
original value, which takes into account only the structural damping mechanisms. The big‐
ger values are related to greater wind speeds; this means that neglecting the whole phe‐
nomenon  implies  a  considerable  over‐design  of  load  bearing  components  especially  in 
flexible coverings. The reliability of the obtained results has been successfully tested with 
a  specific patch  test, where  the estimation of  the motion of  a  cylindrical  chimney  sub‐
jected to a constant wind speed is compared with results from a CFD analysis. In the latter 
test, the main goal is to demonstrate the ability of the proposed damping linearization to 
properly represent the behaviour of the system before the vortex shedding starts, which is 
a phenomenon that does not involve long‐span roofs. 
The last developed step of the risk management chain is the definition and the quantifica‐
tion of  the damage  states on  the  roof. Three different  scenarios have been considered, 
namely: failure of the steel cable, failure of the concrete slabs and severe oscillations of 
the whole roof. The different damage scenarios are used to quantify the risk levels sepa‐
rately, because it is not possible to fulfil the complete risk quantification without the defi‐
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nition and  the computation of  the  losses.  In  fact,  it  is  the  last chain ring, named Losses, 
that  converts  and  joins  all  the  separated damage  states  into  a  unique monetary  value 
which, when related to a period of occurrence, returns the Risk. The monetary aspects are 
left to future investigation and not treated within the present work; on the contrary, the 
risk is quantified with pure values requiring a conversion table to be used by the decision 
maker. Another prospect for the obtained values is considering an alternative scenario, for 
instance  a modification of  the  system,  in order  to mitigate  the  resulting  risk of  failure. 
Maintaining unchanged all the boundary conditions, a comparison of resulting risk values 
in  terms  of  percentage  fractals  is  suitable  even without  the  conversion  into monetary 
terms. 
The  results show completely different behaviours of  the  first  two damage scenarios,  re‐
lated  to ultimate  resistance of  structural components, and  the  third  scenario  related  to 
problems of serviceability.  In particular,  it can be noted that an appropriate over dimen‐
sioning of  the  steel  cables,  following  the European  Standards’ prescriptions, makes any 
detailed risk investigation fruitless because the usual safety coefficients for loads and ma‐
terials pull down the risk values of several order of magnitude. The situation of the con‐
crete slabs’ damage  is slightly different because the constant damage state  is the conse‐
quence of a precise design choice and it is not properly related to the wind action. 
More  interesting results are obtained  looking for the mitigation of oscillations which can 
cause fear or panic to the public. Simulation outcomes clarify the period of occurrence of 
different  intensity  of  perception, making  clearer  the  definition  of  acceptance  criteria. 
Moreover, the design of a suitable set of damping devices has proved its reliability into a 
reduction of oscillation in global terms of about one third. The quantification of the effects 
of  the  proposed mitigation  systems  has  been  possible  by  applying  the  risk  approach, 
which turns out to be an interesting method for complete costs‐benefits analyses. 
Concluding,  it should be remarked  that  the calculation of risk proposed  in  this study re‐
mains at a stage of structural risk, missing the computation of the possible consequences 
caused  by windstorms.  A  desirable  improvement  consists  in  integrating  the  procedure 
with socio‐economic aspects, in order to conclude the risk management chain producing a 
complete result. 
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In the Bayesian interpretation the probability P(A) of the event A is formulated as a degree 
of belief that A will occur. The degree of belief  is a reflection of the state of mind of the 
individual person  in  terms of experience and preferences. The Bayesian  statistical  inter‐
pretation of probability is personal‐dependent but the subjectivity should be based on ex‐
perience from previous trials, like in the frequentistic definition of P(A), as well as consid‐
ering the objective nature of the problem, like in the classical definition (Faber 2006). 
Given two sets A and B with assigned probabilities P(A) and P(B) respectively, the condi‐
tional probability of B given A is defined as: 
  ܲሺܤ|ܣሻ ൌ
ܲሺܣ ת ܤሻ
ܲሺܣሻ
  (A.1) 
where ܣ ת ܤ is the intersection sets that proves ܲሺܣሻ is greater than zero. 
Considering  that  the whole  set Ω ൌ ܣଵ ׫ ܣଶ ׫ …ܣ௡  composed by ݊ mutually  exclusive 
subsets ܣ௜, and let ܺ be an arbitrary se; the total probability theorem provides: 
 
ܲሺܺሻ ൌ ܲሺܺ ת ܣଵሻ ൅ ܲሺܺ ת ܣଶሻ ൅ ڮ ܲሺܺ ת ܣ௡ሻ  
  ൌ ܲሺܺ|ܣଵሻܲሺܣଵሻ ൅ ܲሺܺ|ܣଶሻܲሺܣଶሻ ൅ڮ ܲሺܺ|ܣ௡ሻܲሺܣ௡ሻ 
(A.2) 
From (A.1) it is ܲሺܺ|ܣ௜ሻܲሺܣ௜ሻ ൌ ܲሺܺ ת ܣ௜ሻ ൌ ܲሺܣ௜|ܺሻܲሺܺሻ, implying that: 
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  ܲሺܣଵ|ܺሻ ൌ
ܲሺܺ|ܣ௜ሻ
ܲሺܺሻ
ܲሺܣ௜ሻ  (A.3) 
The above formula presents the denominator for the Bayes' rule: 
   ܲሺܣ௜|ܺሻ ൌ
ܲሺܺ|ܣ௜ሻܲሺܣ௜ሻ
∑ ܲ൫ܺ|ܣ௝൯ܲ൫ܣ௝൯௝
  (A.4) 
showing how one conditional probability depends on  its  inverse.  In other terms,  it  is de‐
rived how the probability ܲሺܣ௜|ܺሻ of an event ܣ௜ given observed evidence ܺ is related to 
the probability of that evidence given the event ܲሺܺ|ܣ௜ሻ. 
Using (A.4), the priory probability of an event ܲሺܣ௜ሻ is updated by the observation of the 
evidence ܺ defining the posteriori probability ܲሺܣ௜|ܺሻ. 
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The Gumbel distribution, also known as the extreme value Type 1 distribution, is the most 
widely applied statistical distribution for problems in civil engineering. Applications of the 
distribution  includes  the  frequency  analysis of  the most  important natural hazards,  i.e. 
floods windstorms earthquake, joint with other risk‐based engineering like offshore struc‐
tures and nuclear power plants, but also totally different fields, for instance queues in su‐
permarkets, horse racing, etc. (Kotz and Nadarajah 2000). 
The distribution, named after  the German mathematician E.J. Gumbel,  is used  to deter‐
mine  the distribution of  the maximum  values of  samples  from different other distribu‐
tions. Its major application area is in forecasting that extreme natural disasters will occur, 
given maximum events intensity of the past years. 
The cumulative distribution function is expressed in reference of two parameters: the loca‐
tion parameter ߙ and the scale parameter ߚ: 
  ܲሺݔሻ ൌ exp ൤െexp ൬െ
ݔ െ ߙ
ߚ
൰൨  (B.1) 
while its probability density function is: 
  ݂ሺݔሻ ൌ
1
ߚ
exp ൤െ
ݔ െ ߙ
ߚ
െ exp ൬െ
ݔ െ ߙ
ߚ
൰൨  (B.2) 
Other typical statistics that summarize a statistical distribution are the mean value, vari‐
ance, skewness and kurtosis, defined in the Gumbel distribution as: 
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  ߤ ൌ ߙ െ ߛߚ  (B.3) 
  ߪଶ ൌ
ߨଶ
6
ߚଶ  (B.4) 
  ߛଵ ൌ െ
12√6 ߞሺ3ሻ
ߨଷ
  (B.5) 
  ߛଶ ൌ
12
5
  (B.6) 
where ߛ is the Euler‐Mascheroni constant equal to 0.5772 and ߞሺ3ሻ is the Apéry constant 
equal to 1.2020569. 
Defining the random variable ݔ as the annual extreme value, (B.3) and (B.4) return the an‐
nual mean and variance values. An extension of the extreme value distribution allows the 
calculation of these statistics referred to a general ܰ‐years extreme values following: 
  ߤே ൌ ߤ ൅ ߚ lnሺܰሻ  (B.7) 
  ߪேଶ ൌ ߪଶ  (B.8) 
The Gumbel distribution  is  just  the  first of Fisher‐Tippet extreme value distribution:  the 
others are the Fréchet (or Type 2) and Weibull (or Type 3) distribution. 
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A  small plane  element placed on  a Cartesian  reference  system  is now  considered.  The 
element is loaded by a pressure field due to a wind action with wind speed ࢛ and the ver‐
tical  velocity of  the  plate ࢎሶ :  the  resultant of  the  two  velocities  is  called  effective wind 
speed ࢛ െ ࢎሶ  with intensity ݓ and direction ࢔. For simplicity, it is considered valid the ap‐
proximation  that  reduce  the degrees of  freedom  from 6  to 3:  just  the vertical displace‐
ment and the 2 rotation with respect the horizontal axis ൛ࢎ , ࢎ૜,ࢻൟ for the static part; be‐
sides the dynamic variables of the position are also considered ൛ࢎሶ  , ࢎሷ ൟ. 
In  this  context  two  frames  are  taken  into  account  (Figure  C.1):  the  global  frame 
ሼࢋ૚, ࢋ૛, ࢋ૜ሽ with ࢋ૜ the vertical direction apposite to the gravity and the  local frame sys‐
tem ሼ࢚૚, ࢚૛, ࢚ሽ with ࢚ the unit vector normal to the surface. 
Π: slice plane including ࢋଷ and ࢚ 
 
angles between the unit vectors: 
ࢋଵ࢚૚෣ ൌ ߠଵ  
ࢋଶ࢚૛෣ ൌ ߠଶ  
ࢋଷ࢚෢ ൌ ߠ  
Figure C.1: Reference systems considered in the element. 
Imaging that the wind blows from a general direction ࢔, it is possible to write the wind ve‐
locity ࢛ with reference to the global frame as the simple decomposition into the three di‐
rections: 
  ࢛ ൌ ݑଵࢋଵ ൅ ݑଶࢋଶ ൅ ݑଷࢋଷ  (C.1) 
te3
e2
t 2
t 1
e1
θ
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Moreover, it is also possible coupling the two horizontal components ݑଵ and ݑଶ by placing 
on the plane with basis ࢋଵଶ, ࢋଷ (Figure C.2). 
Ξ: slice plane including ࢋଷ and ࢔ 
 
࢛ ൌ ݑଵଶࢋଵଶ ൅ ݑଷࢋଷ  
ݑଵଶ ൌ ඥݑଵ
ଶ ൅ ݑଶ
ଶ  
ࢋଵଶ ൌ ௨భ
௨భమ
ࢋଵ ൅ ௨మ
௨భమ
ࢋଶ  
Figure C.2: Wind speed approaching the surface. 
The  resulting pressure  force of  the wind action ࡲሺ࢛ െ ࢎሶ ሻ  can be projected  into  the or‐
thogonal and parallel the plate directions (Figure C.3). In this case the force is thought ly‐
ing on the Γ surface that includes the unit vectors ࢙, ࢚ which are the orthogonal basis and 
࢔ the effective wind direction. 
Γ: slice plane including ࢚ and ࢔ 
 
angle between the unit vectors: 
࢚ ࢔ෞ ൌ ߰  
 
ܣ: plate’s area 
Figure C.3: Velocity pressure resultant on the surface. 
In order to compute the resultant pressure on the plate, a visual simplification of the 3D 
sketches can be done by align the Π and Γ surfaces on more simple 2D sketches (Figure 
C.4), having  in mind that the definition of the directions and the relatives angles remain 
the previous and they have to be treated with the vector algebra. 
angles between the unit vectors: 
ࢋଵଶ · ࢚ ൌ sin ߠ  
ࢋଷ · ࢚ ൌ cos ߠ  
࢔ · ࢚ ൌ cos߰  
Figure C.4: View of the Γ slice section. 
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The effective wind speed  ࢛ െ ࢎሶ  is now computed as: 
  ࢛ െ ࢎሶ ൌ ݑଵଶࢋଵଶ ൅ ൫ݑଷ െ ሶ݄ ൯ࢋଷ  (C.2) 
  ݓ ൌ ฮ࢛ െ ࢎሶ ฮ ൌ ටݑଵଶ
ଶ ൅ ൫ݑଷ െ ሶ݄ ൯
ଶ
  (C.3) 
  ࢔ ൌ
ݑଵଶ
ݓ
ࢋଵଶ ൅
ݑଷ െ ሶ݄
ݓ
ࢋଷ  (C.4) 
The velocity pressure of the flux due to the effective wind speed is ݍ and acts on the pro‐
jection of the plate surface with area ܣ along the direction ࢔ (Figure C.5). 
kinetic pressure:  ݍ ൌ ଵ
ଶ
ߩݓଶ 
 
projected area:    ܣ cos߰ 
Figure C.5: Velocity pressure acting on the surface’s projection. 
  ܨ ൌ ݍ ڄ ܣሺ࢔ · ࢚ሻ ൌ ݍܣ cos߰  (C.5) 
It is now possible to split the resultant force into the along the plane and orthogonal the 
plane direction (Figure C.6). As a first assumption  it  is not considered any friction on the 
plate, hence the parallel component of the aerodynamic force is neglected when comput‐
ing the resultant force on the plate. 
ܨ ࢔ ൌ ܨצ࢙ ൅ ୄܨ ࢚  
ܨצ ൌ ܨ sin߰ ൌ ܨ ሺ࢔ · ࢙ሻ → negl. 
ୄܨ ൌ ܨ cos߰ ൌ ܨ ሺ࢔ · ࢚ሻ  
 
Figure C.6: Pressure resultant decomposition. 
Finally the resultant force acting on the plate which corresponds to the aerodynamic pres‐
sure is written as: 
Aψ
A cosψ
F
q
t
nψ
F s
F
F
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  ୄܨ ൌ
1
2
ߩݓଶ ܣ ሺ࢔ · ࢚ሻଶ  (C.6) 
  ݌ ൌ
ୄܨ
ܣ
ൌ
1
2
ߩݓଶ ሺ࢔ · ࢚ሻଶ  (C.7) 
 
݌ ൌ
1
2
ߩݓଶ ቈ
ݑଵଶ
ݓ
ሺࢋଵଶ · ࢚ሻ ൅
ݑଷ െ ሶ݄
ݓ
ሺࢋଷ · ࢚ሻ቉
ଶ
ൌ
1
2
ߩݓଶ ቈ
ݑଵଶ
ݓ
sin ߠ ൅
ݑଷ െ ሶ݄
ݓ
cos ߠ቉
ଶ
 
(C.8) 
 
݌ ൌ
1
2
ߩݑଵଶଶ sinଶ ߠ ൅
1
2
ߩ2ݑଵଶ൫ݑଷ െ ሶ݄ ൯ sin ߠ cos ߠ  
൅
1
2
ߩ൫ݑଷ െ ሶ݄ ൯
ଶ
cosଶ ߠ 
(C.9) 
Following the Maclaurin Series of the trigonometric functions around the position ߠ ՜ 0: 
  sinଶ ߠ ൌ ߠଶ െ
1
3
ߠସ ൅
2
45
ߠ଺ ൅ڮ  (C.10) 
  cosଶ ߠ ൌ 1 െ ߠଶ ൅
1
3
ߠସ െ
2
45
ߠ଺ ൅ ڮ  (C.11) 
  sin ߠ cos ߠ ൌ ߠ െ
2
3
ߠଷ ൅
2
15
ߠହ ൅ ڮ  (C.12) 
it is possible rewrite (C.9) as: 
  ݌ ؄
1
2
ߩݑଵଶଶ ߠଶ ൅
1
2
ߩ2ݑଵଶ൫ݑଷ െ ሶ݄ ൯ߠ ൅
1
2
ߩ൫ݑଷ െ ሶ݄ ൯
ଶ
ሺ1 െ ߠଶሻ  (C.13) 
      177 
 
  ݌ ؄
1
2
ߩݑଵଶଶ ቆߠ ൅ 2
ݑଷ െ ሶ݄
ݑଵଶ
ቇ ߠ ൅
1
2
ߩ൫ݑଷ െ ሶ݄ ൯
ଶ
ሺ1 െ ߠଶሻ  (C.14) 
 
݌ ؄      
1
2
ߩݑଵଶଶ  ߠ ڄ ߠ ൅
1
2
ߩݑଵଶଶ 2
ݑଷ െ ሶ݄
ݑଵଶ
ڄ ߠ
൅     
1
2
ߩ൫ݑଷ െ ሶ݄ ൯
ଶ
    െ      
1
2
ߩ൫ݑଷ െ ሶ݄ ൯
ଶ
ߠଶ 
(C.15) 
Further approximation induces to neglect the terms depending on ߠଶ, moreover assuming 
that  in normal condition the wind speed has only the horizontal component, that means 
ݑଷ ൌ 0, the approximated pressure is: 
  ݌ ؄
1
2
ߩ ሶ݄ ଶ െ ߩݑଵଶ ሶ݄ ߠ  (C.16) 
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