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HAAGERUP PROPERTY FOR WREATH PRODUCTS
CONSTRUCTED WITH THOMPSON’S GROUPS
ARNAUD BROTHIER
Abstract. Using recent techniques introduced by Jones we prove that a large family of
discrete groups and groupoids have the Haagerup property. In particular, we show that
if Γ is a discrete group with the Haagerup property, then the wreath product ‘Q2Γ¸ V
obtained from the group Γ and the usual action of Thompson’s group V on the dyadic
rational Q2 of the unit interval has the Haagerup property.
A` Ce´cile
1. Introduction
In the 1930s Ore gave necessary and sufficient conditions for a semi-group to embed in
a group, see [Mal53]. Similar properties can be defined for categories leading to calculus
of left fractions providing the construction of a groupoid (of fractions) and in particular
groups, see [GZ67]. Among other R. Thompson’s groups F ď T ď V arise in that way
by considering the categories of binary forests, binary affine forests and binary symmetric
forests respectively, see [Bro87, CFP96] and [Bel04, Jon18] for the categorical framework.
Recently, Jones discovered a very general process that constructs a group action πΦ :
GC ñ XΦ from a functor Φ : C Ñ D starting from a category C admitting a calculus
of left fractions and where GC is the group of fractions associated to C (and a fixed
object) [Jon17, Jon18]. The action remembers some structure of the category D and, in
particular, if the target category is the category of Hilbert spaces (with isometries for
morphisms), then the action πΦ is a unitary representation. This provides large families
of unitary representations of the Thompson’s groups [BJ19a, BJ19b, ABC19, Jon19].
We name πΦ : GC ñ XΦ Jones’ actions and more specifically Jones’ representations if
D is the category of Hilbert spaces. Certain coefficients of Jones’ representations can
be explicitly computed via algorithms which makes them very useful for understanding
analytical properties of groups of fractions. This article uses for the first time Jones’
machinery for proving that new classes of groups (and groupoids) satisfy the Haagerup
property.
Recall that a discrete group has the Haagerup property if it admits a net of positive
definite functions vanishing at infinity and converging pointwise to one [AW81], see also
the book [CCJJA01] and the recent survey [Val17]. It is a fundamental property having
applications in various fields such as group theory, ergodic theory, operator algebras, K-
theory, etc. The Haagerup property is equivalent to Gromov’s a-(T)-meanability (i.e. the
group admits a proper isometric action) and, as suggested by Gromov’s terminology, it is
a strong negation of Kazhdan’s Property (T): a discrete group having both properties is
necessarily finite [Gr93]. A deep theorem of Higson and Kasparov relates the Haagerup
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property and K-theory: a group having the Haagerup property satisfies the Baum-Connes
conjecture (with coefficients) and thus the Novikov conjecture [HK01]. The class of groups
with the Haagerup property contains amenable groups but also many others as it is closed
under taking free products and even graph products [AD13]. However, it is not closed
under taking extensions and in particular under taking wreath products. We call wreath
product a group of the form ‘XΓ ¸ Λ where Γ,Λ are groups, X is a Λ-set, ‘XΓ is the
group of finitely supported maps from X to Γ and the action Λ ñ ‘XΓ consists in shifting
indices using the Λ-set structure of X . It is notoriously a difficult problem to prove that a
wreath product has the Haagerup property or not. Cornulier, Stalder and Valette showed
that, if Γ and Λ are discrete groups with the Haagerup property, then so does the wreath
product ‘gPΛΓ ¸ Λ but also ‘gPΛ{∆Γ ¸ Λ where ∆ is a normal subgroup of Λ satisfying
that the quotient group Λ{∆ has the Haagerup property [CSV12]. See also [Cor18] where
the later result was extended to commensurated subgroups ∆ ă Λ. However, no general
criteria exists for wreath products like ‘XΓ¸ Λ where X is any Λ-set.
In this article we consider wreath products built from actions of Thompson’s groups.
There have been increasing results on analytical properties of Thompson’s groups F ď
T ď V : Reznikoff showed that Thompson’s group T does not have Kazhdan’s Property
(T) and Farley proved that the larger Thompson’s group V has the Haagerup property
[Rez01, Far03]. Using Jones’ actions, Jones and the author have built a net of positive
definite coefficients on V that converges pointwise to one and vanish at infinity but only
for the intermediate Thompson’s group T thus reproving partially the result of Farley
[BJ19a]. Using again Jones’ machinery we define a new net of coefficients that now
vanish at infinity on the larger group V . Our techniques are very robust and we can
modify the construction of those coefficients in order to adapt our strategy to semi-direct
products where V is the group acting. This leads to the following result:
Theorem A. If Γ is a discrete group with the Haagerup property, then so does the wreath
product ‘Q2Γ ¸ V for the classical action of Thompson’s group V on the set of dyadic
rational Q2 of r0, 1q.
Wreath products obtained in Theorem A were not previously known to have the Haagerup
property and are the first examples of groups that were proved to satisfy an analytic
property using Jones’ machinery. Note that if Γ is finitely presented, then so does the
wreath product by [Cor06]. Using the theorem of Cornulier and ours we obtain the first
examples of finitely presented wreath products that have the Haagerup property such
that the group acting (here V ) is nonamenable or the base space (here Q2) is not finite.
We are grateful to Yves de Cornulier for making this observation.
The proof is made in three steps. Step one: we construct a family of functors starting
from the category of binary symmetric forests (the category for which Thompson’s group
V is the group of fractions) to the category of Hilbert spaces giving us a net of positive
definite coefficients on V . We prove that this net is an approximation of the identity
satisfying the hypothesis of the Haagerup property and thus reproving Farley’s result
that V has the Haagerup property [Far03]. Step two: given any group Γ we construct
a category with a calculus of left fractions whose group of fractions is isomorphic to the
wreath product ‘Q2Γ¸ V. The group of fractions’ structure of V gives that any element
v P V is described by a pair of trees and a bijection between their leaves. For the larger
group ‘Q2Γ¸ V we have a similar description with an extra data being a labeling of the
leaves with elements of the group Γ. Step three: given a unitary representation of Γ and
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a functor of step one we construct a functor starting from the larger category constructed
in step two and ending in Hilbert spaces. This provides a net of coefficients for the wreath
product indexed by representations of Γ and functors of step one. We then extract from
those coefficients a net satisfying the assumptions of the Haagerup property.
Step two is not technically difficult but resides on the following key observation: Given
any functor Ξ : F Ñ Gr from the category of forests to the category of groups we obtain,
using Jones’ machinery, an action αΞ : V ñ GΞ of Thompson’s group V on a certain
limit group GΞ. We observe that there exists a category CΞ whose group of fractions is
isomorphic to the semi-direct product GΞ¸αΞV and this observation works more generally
whatever the initial category is, see Remark 2.5. Moreover, the category CΞ and its group
of fractions have very explicit forest-like descriptions allowing us to extend techniques
built to study Thompson’s group V to the larger group of fractions of CΞ. By choosing
wisely the functor Ξ we obtain that the group of fractions of CΞ is isomorphic to ‘Q2Γ¸V.
This procedure shows that certain semi-direct products G ¸V (or more generally G ¸GD
where GD is a group of fractions) have a similar structure than V (resp. GD) and thus we
might hope that certain properties of V (resp. GD) that are not necessarily closed under
taking extension might still be satisfied by G ¸ V (resp. G ¸ GD). Note that a similar
construction of groups of fractions was observed by Brin, using Zappa-Sze´p products of
groups and monoids, where he constructed a braided version of the Thompson’s group V
and was used and systematized by Witzel and Zaremsky [Bri07, WZ18].
The main technical difficulty of the proof of Theorem A resides in steps one and three; in
particular in showing that the coefficients are vanishing at infinity. In step one, we define
functors from binary symmetric forests to Hilbert spaces such that the image of a tree
with n ` 1 leaves is a sum of 2n operators that we apply to a fix vector obtaining a sum
of 2n vectors. To this functor we associate a coefficient for Thompson’s group V where
a group element described by a fraction of symmetric trees with n ` 1 leaves is sent to
2n ˆ 2n inner products of vectors. We show that if the fraction is reduced and n goes to
infinity, then most of those inner products are equal to zero implying that the coefficient
vanishes at infinity. In step three we adapt this strategy to a larger category where leaves
of trees are decorated with element of the group Γ that requires the introduction of more
sophisticated functors. This extension of step one is not straightforward. One of the
main difficulty comes from the fact that fractions of decorated trees are harder to reduce.
For example, there exists a sequence of tree tn with n leaves such that
gntn
tn
is a reduced
fraction where gn has only one nontrivial entry equal to a fix x P Γ (see Section 2.3.1
for notations). If we forget gn, then the fraction
tn
tn
corresponds to the trivial element
of Thompson’s group F . Therefore, a naive construction of a functor that would treat
independently data of trees and elements of Γ cannot produce coefficients that vanishes
at infinity since it will send
gntn
tn
to a nonzero quantity depending only on x.
The argument works identically for countable and uncountable discrete groups Γ. Inter-
estingly, the coefficients of Thompson’s group V appearing in step one are not the one
constructed by Farley nor the one previously constructed by the author and Jones but co-
incide when we restrict those coefficients to the smaller Thompson’s group T , see Remark
3.8, [Far03, BJ19a].
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The proof of Theorem A is based on a category/functor approach that is even more
natural to use for studying groupoids and which leads to stronger results. In order to ease
the lecture of this article we choose to present first a complete proof of Theorem A that
contains all essential ideas that we then adapt to the framework of groupoids and other
group cases. Moreover, the proofs can be generalized in a straightforward way to k-ary
forests instead of binary forests. This leads to the following theorem:
Theorem B. Let Γ be a discrete group with the Haagerup property, k ě 2 and let θ : ΓÑ
Γ be an injective group morphism. This defines a larger monoidal category C (see Section
2.3.1) whose objects are the natural numbers and morphisms from n to m are k-ary forests
with n roots, m leaves together with a permutation of the leaves and a labeling of the leaves
with elements of Γ. It satisfies the identity Yk ˝ g “ pθpgq, e, ¨ ¨ ¨ , eq ˝ Yk where g P Γ and
Yk is the unique k-ary tree with k leaves.
If GC is the universal groupoid of C, then it has the Haagerup property.
If GSFk is the universal groupoid of the category of k-ary symmetric forests, then an easy
observation (see Section 5.3) is that the automorphism group GSFkpr, rq of the object
r is isomorphic to the Higman-Thompson’s group Vk,r, see [Hig74, Bro87]. Moreover,
if Gk denotes the universal groupoid of the category C obtained from a group Γ, the
identity morphism θ “ id : Γ Ñ Γ and k-ary symmetric forests, then the automorphism
group Gkpr, rq of the object r is isomorphic to the wreath product ‘Qkp0,rqΓ¸ Vk,r where
Vk,r ñ Qkp0, rq is the usual action of Higman-Thompson’s group Vk,r on the set of k-adic
rational inside r0, rq. We obtain the following corollary that generalizes Theorem A:
Corollary C. Let Γ be a discrete group with the Haagerup property and consider the
usual action of the Higman-Thompson’s group Vk,r on the set Qkp0, rq of k-adic rational
inside r0, rq for k ě 2, r ě 1. Then the wreath product ‘Qkp0,rqΓ ¸ Vk,r has the Haagerup
property.
Apart from the introduction this article contains four other sections and a short appendix.
In Section 2 we introduce all necessary background concerning groups of fractions and
Jones’ actions. We then explain how to build larger categories from functors and how
their group of fractions are isomorphic to certain wreath products. In Section 3, we prove
that Thompson’s group V has the Haagerup property by constructing an explicit family
of functors. By modifying those functors we prove Theorem A in Section 4 that we extend
to a larger class of groups, see Corollary 4.6. In Section 5, we adopt a groupoid approach.
We introduce all necessary definitions and constructions that are easy adaptations of the
group case. We then prove Theorem B and deduce Corollary C. In a short appendix we
provide a different description of Jones’ actions using a more categorical language.
Acknowledgement. We warmly thank Sergei Ivanov, Richard Garner and Steve Lack
for enlightening discussions concerning category theory. We are grateful to Yves de Cor-
nulier and Vaughan Jones for very constructive comments on an earlier version of this
manuscript and to Dietmar Bisch, Matt Brin and Yash Lodha for their enthusiasm and
encouragements.
2. Preliminaries
2.1. Groups of fractions. We say that a category C is small if its collections of objects
and morphisms are both sets. The collection of morphisms of C from a to b is denoted by
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Cpa, bq. If f P Cpa, bq, then we say that a is the source and b the target of f . As usual we
compose from left to right, thus the source of g ˝ f is the source of f and its target the
target of g. If we write g ˝ f we implicitly assume that g is composable with f meaning
that the target of f is equal to the source of g.
2.1.1. General case. We explain how to construct a group from a small category together
with the choice of one of its object. We refer to [Jon18] for details on this specific
construction and to [GZ67] for the general theory of calculus of fractions.
Let C be a small category and e an object of C satisfying:
(1) (Left-Ore’s condition at e) If p, q have same source e, then there exists h, k such
that hp “ kq.
(2) (Weak left-cancellative at e) If pf “ qf for p, q with source e and common target,
then there exists g such that gp “ gq.
We say that such a category admits a calculus of left fractions in e.
Proposition 2.1. Let GC be the set of pairs pt, sq of morphisms with source e and common
target that we quotient by the equivalence relation generated by pt, sq „ pft, fsq. Denote
by
t
s
the equivalence class of pt, sq that we call a fraction. The set of fractions has a group
structure satisfying
t
s
t1
s1
“ ft
f 1s1
for any f, f 1 satisfying fs “ f 1t1;
ˆ
t
s
˙´1
“ s
t
and
t
t
“ 1.
We call GC the group of fractions of pC, eq or of C if the context is clear.
Proof. Given two pairs pt, sq, pt1, s1q as above there exists by Ore’s condition at e some
morphisms f, f 1 satisfying fs “ f 1t1. We write pt, sqf,f 1pt1, s1q the product giving pft, f 1s1q.
We claim that
ft
f 1t1
only depends on the classes
t
s
and
t1
s1
. Consider another pair of mor-
phisms g, g1 satisfying gs “ g1t1 and observe that pt, sqg,g1pt1, s1q “ pgt, g1s1q. By Ore’s
condition at e there exists h, k such that hfs “ kgs. Observe that
hf 1t1 “ hfs “ kgs “ kg1t1.
By the weak cancellation property at e there exists b such that bhf 1 “ bkg1. Moreover,
since hfs “ kgs we have bhfs “ bkgs and thus by the weak cancellation property at e
there exists a such that abhf “ abkg. We obtain the equalities:
(1) bhf 1 “ bkg1;
(2) abhf “ abkg.
Observe that
ft
f 1s1
“ bhft
bhf 1s1
“ bhft
bkg1s1
by p1q
“ abhft
abkg1s1
“ abkgt
abkg1s1
by p2q
“ gt
g1s1
.
This proves the claim. The rest of the proposition follows easily. 
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When C satisfies the property of above for any of its object we say that it admits a calculus
of left fractions. This is then the right assumptions for considering a groupoid of fractions,
see Section 5.1. We will be mostly working with categories of forests defined below and
refer to [CFP96, Bel04] for more details about this case. Note that those categories satisfy
stronger axioms as they are cancellative and admits a calculus of fractions (at any object).
2.1.2. Categories of forests and Thompson’s groups. Let F be the category of finite or-
dered rooted binary forests whose objects are the natural numbers N :“ t1, 2, ¨ ¨ ¨ u and
morphisms Fpn,mq the set of forests with n roots and m leaves. We represent them
as diagram in the plane R2 whose roots and leaves are distinct points in R ˆ t0u and
R ˆ t1u respectively and are counted from left to right starting from 1. A vertex v of a
tree has either zero or two descendants vl, vr that are placed on the top left and top right
respectively of the vertex v. The edge joining v and vl (resp. vr) is called a left edge (resp.
a right edge). We compose forests by stacking them vertically so that p ˝ q is the forest
obtained by stacking on top of q the forest p where the ith root of p is attached to the ith
leaf of q. We obtain a diagram in the strip Rˆ r0, 2s that we rescale in R ˆ r0, 1s. This
is a category admitting a calculus of left fractions. We consider the object 1 and thus
morphism with source 1 are trees. The associated group of fractions GF is isomorphic to
Thompson’s group F . For any n P N, 1 ď i ď n we consider the forest fi,n, or simply fi
if the context is clear, the forest with n roots and n ` 1 leaves where the ith tree of fi,n
has two leaves. Note that every forest is a finite composition of such forests fi,n.
Notation 2.2. We write T the collection of all finite ordered rooted binary trees and by
Y “ f1,1 the unique tree with two leaves and I the unique tree with one leaf that we call
the trivial tree. By tree we always mean an element of T.
Consider now the category of symmetric forests SF with objects N and morphisms
SFpn,mq “ Fpn,mq ˆ Sm where Sm is the symmetric group of m elements. We call
an element of SFpn,mq a symmetric forest and, if n “ 1, a symmetric tree. Graphically
we interpret a morphism pp, σq P SFpn,mq as the concatenation of two diagrams. On
the bottom we have the diagram explained above for the forest p in the strip R ˆ r0, 1s.
The diagram of σ is the union of m segments rxi, xσpiq ` p0, 1qs, i “ 1, ¨ ¨ ¨ , m in Rˆ r1, 2s
where the xi are m distinct points in Rˆ t1u such that xi is on the left of xi`1. The full
diagram of pp, σq is obtained by stacking the diagram of σ on top of the diagram of p such
that xi is the ith leaf of p. We interpret the morphism pp, σq as the composition of the
morphisms pf, σq ˝ pp, idq where f is the trivial forest with m roots and m leaves (thus m
trivial trees next to each other) and id is the trivial permutation. By identifying σ with
pf, σq and p with pp, idq we obtain that pp, σq “ σ ˝ p. We already define compositions of
forests in the description of the category F . The composition of permutations is the usual
one. It remains to explain the composition of a forest with a permutation. Consider a
permutation τ of n elements and a forest p with n roots and m leaves and let li be the
number of leaves of the ith tree of p. We define the composition as:
p ˝ τ “ Spp, τq ˝ τppq,
where τppq is the forest obtained from p by permuting its trees such that the ith tree of τppq
is the τpiqth tree of p and Spp, τq is the permutation corresponding to the diagram obtained
from τ where the ith segment rxi, xτpiq`p0, 1qs is replaced by lτpiq parallel segments. This
is a category admitting a calculus of left fractions whose group of fractions associated to
pSF , 1q is isomorphic to Thompson’s group V . Hence, any element of V is an equivalence
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class of a pair of symmetric trees
τ ˝ t
σ ˝ s. Observe that
τ ˝ t
σ ˝ s “
σ´1 ˝ τ ˝ t
s
. Hence, any
element of V can be written as
σ ˝ t
s
for some trees t, s and permutation σ.
Let Z{mZ be the cyclic group of order m identified as a subgroup of the symmetric
group Sm and consider the subcategory AF Ă SF of affine forests where AFpn,mq “
Fpn,mq ˆ Z{mZ. It is a category admitting a calculus of left fractions and the group
of fractions associated to the objet 1 is isomorphic to Thompson’s group T . We will
often identify F and AF as subcategories of SF giving embeddings at the group level
F Ă T Ă V .
We say that a pair of symmetric trees pτ ˝ t, σ ˝ sq is reduced if there are no other pairs
pτ 1 ˝ t1, σ1 ˝ s1q in the same class such that t1 has strictly less leaves than t.
We equipped SF with a monoidal structure b that is n bm “ n ` m for objects n,m
and the tensor product of two symmetric forests pσ ˝ fq b pσ1 ˝ f 1q “ pσ b σ1q ˝ pf b f 1q
consists in concatenating the two diagrams horizontally such that pσ ˝ fq is placed to the
left of pσ1˝f 1q. This monoidal structure of SF confers a monoidal structure on the smaller
category F but not on AF as a product of cyclic permutations is in general not a cyclic
permutation.
2.2. Jones’ actions.
2.2.1. General case. Consider a small category C admitting a calculus of left fractions in
a fixed object e, any other category D whose objects are sets and a covariant functor
Φ : C Ñ D. Consider the set of morphisms with source e that we endow with the order
t ď s if there exists f such that s “ ft. Note that it is a directed set precisely because
C satisfies Ore’s condition in e. Given t P Cpe, bq, we form the set Xt a copy of Φpbq and
consider the directed system pXt : t a morphism with source eq with maps ιftt : Xt Ñ Xft
given by Φpfq. Let X be the inductive limit that we write limÝÑt,ΦXt to emphasize the
role of Φ. It can be described as
tpt, xq : t P Cpe, bq, x P Φpbq, b P obpCqu{ „
where „ is the equivalence relation generated by pt, xq „ pft,Φpfqpxqq. We often denote
by
t
x
the equivalence class of pt, xq and call it a fraction. The Jones’ action is an action
of the group of fractions GC on X defined by the formula:
t
s
¨ r
x
:“ pt
Φpqqpxq for p, q satisfying ps “ qr.
We write it πΦ : GC ñ X .
Remark 2.3.
Note that if C admits a calculus of left fractions (at any objects), then we can adapt the
construction and obtaining an action of the whole groupoid of fractions, see Section 5.
By replacing Xt by DpΦpeq,Φptargetptqqq in the construction we no longer need to assume
that the objects of the category D are sets. This was the original definition of Jones
[Jon18].
A similar construction can be done for contravariant functors Φ : C Ñ D. We would then
have an inverse system instead of a directed system.
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2.2.2. The Hilbert space case: representations and coefficients. We will be interested by
two specific cases. Let D “ Hilb be the category of complex Hilbert spaces with isometries
for morphisms. Consider a functor Φ : C Ñ Hilb. We often write Ht “ Xt the Hilbert
space associated to t P Cpe, bq. The inductive limit has an obvious pre-Hilbert space
structure that we complete into a Hilbert space and denote by HΦ “ limÝÑt,ΦHt. The map
πΦ : GC ñ HΦ is then a unitary representation. We write UpHΦq the unitary group of
the Hilbert space HΦ. We equip Hilb with the classical monoidal structure b.
Let H be the Hilbert space Φpeq associated to the chosen object e that we consider as the
subspace Hid of HΦ where id P Cpe, eq is the identity morphism. Note that if ξ is a vector
of H and g “ t
s
P GC is a fraction, then
(2.1) xπΦ
ˆ
t
s
˙
ξ, ξy “ xΦpsqξ,Φptqξy.
We will be considering exclusively those kind of coefficients that can be easily computed
if one understand well the functor Φ. In particular, if Φpnq is a space constructed via
a planar algebra, like in [Jon17, ABC19, Jon19], then the coefficient of above can be
computed using the skein theory of the planar algebra giving us an explicit algorithm, see
also [Ren18, GS15].
2.2.3. The group case. Let D “ Gr be the category of groups with injective group mor-
phisms for morphisms and consider a functor Φ : C Ñ Gr . We often write Γt “ Xt the
group associated to a morphism t P Cpe, bq. The inductive limit limÝÑt,Φ Γt is usually denoted
GΦ and has a group structure. Moreover, the Jones’ action πΦ : GC ñ GΦ is an action by
group automorphisms. We equipped Gr with the monoidal structure b such that Γ1bΓ2
is the direct product of the groups Γ1 and Γ2 and if σi : Γi Ñ Λi, i “ 1, 2 are group mor-
phisms then σ1 b σ2 is the group morphism satisfying pσ1 b σ2qpg1, g2q “ pσ1pg1q, σ2pg2qq.
Functors of this form were considered in [BS19].
2.2.4. Monoidal functors. We will mainly consider monoidal functors from the category
of forests F into Hilb or Gr . Observe that the forest fi,n can be written using tensors as
Ibi´1 b Y b In´i. If Φ : F Ñ D is a monoidal tensor, then Φpnq “ Φp1qbn and Φpfi,nq “
idbi´1bΦpY qb idn´i. Since any forest is the composition of some fi,n we obtain that Φ is
completely characterized by the objet Φp1q and the morphism ΦpY q : Φp1q Ñ Φp1qbΦp1q.
If D “ Hilb we often write H :“ Φp1q and R :“ ΦpY q. Note that R is then an isometry
from H to HbH. If D “ Gr, then we often write the functor Ξ : F Ñ Gr with Γ :“ Ξp1q
and S :“ ΦpY q that is an injective group morphism from Γ to Γ ˆ Γ.
Given a monoidal functor Φ : F Ñ D we have a Jones’ action πΦ : F ñ X . Assume
that D is a symmetric category like Hilb and Gr. We can then extend this action into an
action of the larger Thompson’s group V via the formula
(2.2)
θ ˝ t
σ ˝ s ¨
s
x
:“ t
Tenspθ´1σqx, where Tenspκqpx1 b ¨ ¨ ¨ b xnq “ xκ´1p1q b ¨ ¨ ¨ b xκ´1pnq.
The formula (2.1) becomes:
xπΦ
ˆ
θ ˝ t
σ ˝ s
˙
ξ, ξy “ xTenspσqΦpsqξ,TenspθqΦptqξy
for ξ P Φp1q.
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Here is another interpretation of the extension of the Jones’ action to the larger Thomp-
son’s group V : We extend the monoidal functor Φ : F Ñ D in the unique way into
a monoidal functor Φ : SF Ñ D satisfying Φp1q “ Φp1q,ΦpY q “ ΦpY q and where
Φpσq “ Tenspσq for a permutation σ. We then perform the Jones’ construction applied
to Φ. We have an inductive limit of spaces Hσ˝t with t a tree and σ a permutation. But
observe that Hσ˝t embeds inside Ht via Φpσ´1q and thus the limit Hilbert space for the
functor Φ can be canonically identified with the one of Φ since any morphism of SF with
source 1 (i.e. a symmetric tree) is smaller than a morphism of F with source 1 (i.e. a
tree). The Jones’ action for Φ for the larger group of fractions GSF satisfies that
πΦ
ˆ
θ ˝ t
σ ˝ s
˙
s
x
“ σ
´1θt
x
“ t
Φpθ´1σqx “
t
Tenspθ´1σqx
as in (2.2).
2.3. Construction of larger groups of fractions. This section explains how to achieve
step 2 described in the introduction: given a functor Ξ : F Ñ Gr we construct a category
CΞ whose group of fractions is isomorphic to the semi-direct product G ¸V where V ñ G
is the Jones’ action induced by Ξ.
2.3.1. Larger groups of fractions. Consider a group Γ and define the monoidal functor
Ξ : F Ñ Gr with Ξp1q “ Γ and ΞpY q “ S : ΓÑ Γˆ Γ an injective group morphism. Set
G :“ limtPT,Ξ Γt the inductive limit group w.r.t. this functor where
Γt :“ tpg, tq, g P Ξptargetptqqu
that is a copy of Γn when t is a tree with n leaves. We have a Jones’ action πΞ : F ñ G
that we extend to an action πΞ : V ñ G as explained above. Since πΞ is an action by
group automorphisms we can construct the semi-direct product G ¸piΞ V. Let us give to
G ¸piΞ V a description as a group of fractions.
Define the category C :“ CΞ with object N and set of morphisms Cpn,mq :“ Fpn,mq ˆ
Sm ˆ Γm. We identify Fpn,mq (resp. Sm and Γm) as morphisms in Cpn,mq (resp. in
Cpm,mq). A morphism is identified with an isotopy class of diagrams that are vertical
concatenation of forests, permutations and direct product of elements in Γ.We previously
explained what are the diagrams for forests and permutations and how the composition
works. An element g “ pg1, ¨ ¨ ¨ , gmq P Γm is the diagram consisting of placing n dots
on a horizontal line labeled from left to right by g1, g2, ¨ ¨ ¨ , gm. If f P Fpn,mq, then the
diagram g ˝ f is represented by the forest f whose jth leaf is labeled by gj. If p P Fpm, kq
is another forest, then the diagram p ˝ g is represented by the forest p whose jth root is
labeled by gj. We set the rules of compositions as:
f ˝ g :“ Ξpfqpgq ˝ f, @f P Fpn,mq, g P Γn
σ ˝ pg1, ¨ ¨ ¨ , gnq “ pgσ´1p1q, ¨ ¨ ¨ , gσ´1pnqq ˝ σ, @gi P Γ, σ P Sn
This indeed defines associative compositions for morphisms and provides a categorical
structure to C. Define a monoidal structure b on C such as n bm :“ n `m for objects
and the tensor product of morphisms corresponds to horizontal concatenation from left
to right as for SF . The following proposition follows from the definitions of calculus of
left fractions:
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Proposition 2.4. The category C admits a calculus of left fractions. Its group of fractions
GC associated to the object 1 is isomorphic to the semi-direct product G ¸piΞ V constructed
via the functor Ξ : F Ñ Gr .
Proof. The two axioms of calculus of left fractions are trivially satisfied by C. Let us build
an isomorphism from G ¸piΞ V to GC. Consider v P V and g P G . There exists a large
enough tree t such that v “ t
σs
and g P Γt where s is another tree and σ a permutation.
To emphasise that we consider the representative of g inside Γt we write g as a fraction
t
gt
. Define the family of maps:
Pt : p t
σs
,
t
gt
q ÞÑ gtt
σs
.
Those maps are compatible with the directed systems associated to V,G and GC. Indeed
if f is a (symmetric) forest, then
t
σs
“ ft
fσs
and
t
gt
“ ft
Ξpfqpgtq . Our maps satisfy the
following:
Pftp ft
fσs
,
ft
Ξpfqpgtqq “
Ξpfqpgtqft
fσs
“ fgtt
fσs
“ gtt
σs
“ Ptp t
σs
,
t
gt
q.
The limit map limÝÑt Pt defines a group isomorphism from G ¸piΞ V onto GC. 
Every element of V can be written as a fraction
σt
s
where t, s are trees with the same
number of leaves and σ is a permutation. Similarly, using composition of morphisms
inside the category CΞ, we observe that any element of GC can be written as a fraction
σgt
s
“ gt
σ´1s
like in V but where we labeled the leaves of t with elements of the group Γ.
Remark 2.5. We have explained how to construct a category CΞ from a functor Ξ :
F Ñ Gr starting from the category of forests such that the group of fractions of CΞ is
isomorphic to the semi-direct product obtained from the Jones’ action induced by Ξ. This
process is very general and we can replace the category F by any other small category
D admitting a calculus of left fractions at a certain object e P obpDq. Indeed, consider
a functor Ξ : D Ñ Gr and the associated Jones’ action αΞ : GD ñ GΞ where GD is the
group of fractions of pD, eq. Define a new category CΞ with object obpCΞq “ obpDq and
morphisms CΞpa, bq “ Dpa, bq ˆ Ξpbq for a, b objects. As before we identify Dpa, bq and
Ξpbq as morphisms of CΞ from a to b and from b to b respectively. The composition of
morphisms of CΞ are defined such that
f ˝ g “ Ξpfqpgq ˝ f, for f P Dpa, bq, g P Ξpaq, a, b P obpCΞq.
One can check that CΞ is a small category admitting a calculus of left fractions at e whose
associated group GCΞ is isomorphic to the semi-direct product GΞ ¸GD.
Notation 2.6. We often write v an element of V , g an element of Γ or Γn and vg an
element of GC .
We explain how to extend a Jones’ action to a larger category. Assume we have a monoidal
functor Φ : F Ñ D into a symmetric category. This defines a Jones’ action π : F ñ X
that can be extended to an action of V as we saw in Section 2.2.4. Let us explain how
this same process allow us to extend π to an action of the even larger category CΞ. Write
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X :“ Φp1q and assume we have an action by automorphisms ρ : Γ ñ X . We extend π to
the group of fractions GC as follows:
(2.3) π
ˆ
gσt
s
˙
s
x
“ t
Tenspσ´1qρbnpg´1qx
for t, s trees with n leaves, σ P Sn and g P Γn.
Formula 2.3 can be obtained as follows: Extend the functor Φ into a functor Φ : C Ñ D
such that Φp1q “ Φp1q,ΦpY q “ ΦpY q and Φpσq “ Tenspσq,Φpgq “ ρpgq, σ P Sn, g P Γ.
We observe that for any morphism gσt of C with source 1 we have that gσt ď t and thus
we can identify the inductive limit X obtained with Φ with the inductive limit obtained
with Φ. Therefore,
π
ˆ
gσt
s
˙
s
x
“ gσt
x
“ pgσq
´1gσt
Φppgσq´1qx “
t
Tenspσ´1qρbnpg´1qx
which recovers Formula 2.3.
2.3.2. Isomorphism with a wreath product. We end this subsection by giving a precise
description of GC for a specific choice of functor but first recall the classical action of V
on r0, 1q.
A standard dyadic partition of r0, 1q is a finite number of half-open intervals I1 “
r0, d2q, I2 “ rd2, d3q, ¨ ¨ ¨ , In “ rdn, 1q where di are dyadic rationals. Consider g “ τ ˝ t
σ ˝ s P
V and the standard dyadic partitions pI1, ¨ ¨ ¨ , Inq and pJ1, ¨ ¨ ¨ , Jnq of r0, 1q associated to
the trees s and t respectively. The element g acting on r0, 1q is the unique piecewise linear
function with positive constant slope on each Ik that maps Iσ´1piq onto Jτ´1piq for any
1 ď i ď n.
Put Q2 the set of dyadic rational in r0, 1q and observe that the action of V on r0, 1q
restricts to an action on Q2. Consider the group ‘Q2Γ of finitely supported map from Q2
to Γ and the Bernoulli shift action V ñ ‘Q2Γ defined by the formula pv ¨ gqpdq “ gpv´1dq
for v P V, g P ‘Q2Γ, d P Q2.
Proposition 2.7. Consider the map S : Γ Ñ Γ ˆ Γ, g ÞÑ pg, eq, the associated monoidal
functor Ξ : F Ñ Gr and the limit group G :“ limÝÑtPT,Ξ Γt. There is a group isomorphism
from G onto ‘Q2Γ that intertwines the Jones’ action πΞ : V ñ G and the Bernoulli shift
action V ñ ‘Q2Γ described above. In particular, the group of fractions GC associated to
C :“ CΞ is isomorphic to the semi-direct product ‘Q2Γ¸ V .
Proof. Fix a tree t with associated partition d1 “ 0 ă d2 ă ¨ ¨ ¨ ă dn ă dn`1 “ 1.
The inclusion td0, d1, ¨ ¨ ¨ , dnu Ă Q2 provides an embedding of Γt inside ‘Q2Γ. Those
embeddings are compatible with the directed structure of the groups Γt and thus provides
an embedding of the limit group G inside ‘Q2Γ. This embedding is clearly surjective
since any element of ‘Q2Γ has finite support and thus belongs to (the image of) Γt for
t large enough. The rest of the proposition follows from the description of the action
V ñ Q2. 
3. Thompson’s group V has the Haagerup property
Using Jones’ representations we show that Thompson’s group V has the Haagerup prop-
erty by constructing explicitly a net of positive definite coefficients vanishing at infinity
and converging pointwise to one.
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3.1. The family of isometries, functors, representations and coefficients. Con-
sider H :“ ℓ2pMq whereM is the free monoid generated by countably many free generators
ta0, b0, a1, b1, ¨ ¨ ¨ u with trivial word e and write a “ a0, b “ b0. Let pδx, x P Mq be the
standard orthonormal basis of ℓ2pMq. Identify Hbn with ℓ2pMnq and thus the standard
orthonormal basis of Hbn consists in Dirac masses δw where w is a list of n words in
letters ai, bi. Write Mj :“ xai, bi : 0 ď i ď jy the submonoid of M for j ě 0. For any real
0 ď α ď 1 we set β :“ ?1´ α2 and define the isometry
Rαpδxq “
#
αδe,e ` βδa,b if x “ e;
αδxaj ,xbj ` βδxaj`1,xbj`1 if e ‰ x PMjzMj´1, j ě 0
.
Let Φα : F Ñ Hilb be the associated monoidal functor with Φαp1q :“ H,ΦαpY q “ Rα and
let πα : V Ñ UpHαq be the associated Jones’ representation.
Define the coefficient
φα : V Ñ C, v ÞÑ xπαpvqδe, δey.
Observe that if v “ σ ˝ t
s
, then
(3.1) φαpvq “ xΦαpsqδe,TenspσqΦαptqδey
where Tenspσqξ1 b ¨ ¨ ¨ b ξm :“ ξσ´1p1q b ¨ ¨ ¨ b ξσ´1pmq.
3.2. Interpolation between the trivial and the left regular representations. It
is easy to see that the representations π0 and π1, that we restrict to the cyclic space
generated by δe, are unitary equivalent to the left regular representation λV and to the
trivial representation 1V respectively. In particular, limαÑ1 φαpvq “ 1 for any v P V . By
definition, φα is positive definite for any α. Therefore, it is sufficient to show that φα
vanishes at infinity for any 0 ă α ă 1 to prove that V has the Haagerup property.
From now on we fix 0 ă α ă 1 and suppress the subscript α so writing R,Φ, π, φ instead
of Rα,Φα, πα, φα.
3.3. The set of states. Consider an ordered rooted binary tree t P T with n leaves.
Put Vptq the set of trivalent vertices of t that is a set of order n ´ 1 and let Stateptq :“
tVptq Ñ t0, 1uu be the set of maps from the trivalent vertices of t to t0, 1u that we call
the set of states of t. Consider the map Rp0q : H Ñ Hb H such that Rp0qδe “ αδe,e and
Rp0qδx “ αδxaj ,xbj if e ‰ x PMjzMj´1, j ě 0. Similarly define the map Rp1q : HÑ HbH
such that Rp1qδe “ βδa,b and Rp1qδx “ βδxaj`1,xbj`1 and thus R “ Rp0q ` Rp1q. Given
a state τ P Stateptq, we consider the operator Rpτq : H Ñ Hbn defined as follows. If
t “ fjn´1,n´1 ˝ fjn´2,n´2 ˝ ¨ ¨ ¨ fj2,2 ˝ f1,1 and if νk is the unique trivalent vertex of fjk,k, then
Rpτq “ pidbjn´1´1bRpτpνn´1qq b idn´1´jn´1q ˝ ¨ ¨ ¨ ˝ Rpτpν1qq.
Here is an example: consider the following tree with vertices ν1, ν2 :
t “ ν2
ν1
.
If τpν1q “ 1, τpν2q “ 0, then Rpτq “ pRp0q b idq ˝ Rp1q. Hence, Rpτqδe “ αβδaa,ab,b.
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By definition of the functor Φ we obtain the formula
Φptq “
ÿ
τPStateptq
Rpτq.
If we apply the operator Φptq to the first vector of the orthonormal basis we get
Φptqδe “
ÿ
τPStateptq
ατδW pt,τq
where ατ is a constant depending on the state τ and W pt, τq is a list of words M (one
word per leaf). For example, if t is the tree of the figure of above, then
Φptqδe “ α2δe,e,e ` αβδa,b,e ` βαδaa,ab,b ` β2δaa1,ab1,b.
If t has n leaves and |tv P V ptq : τpvq “ 0u| “ m, then ατ “ αmβn´m´1, the general
formula being
ατ “ α|τ´1p0q|
?
1´ α2|τ
´1p1q|
.
If σ P Sn is a permutation, then
(3.2) Φpσ ˝ tqδe “
ÿ
τPStateptq
ατδσW pt,τq,
where σW pt, τq is the list of words permuted by σ.
General strategy for proving that φ vanishes at infinity: Consider a fraction
v “ σ ˝ t
t1
. We obtain that
(3.3) xπpvqδe, δey “
ÿ
τPStateptq
ÿ
τ 1PStatept1q
ατατ 1xδW pt1,τ 1q, δσW pt,τqy.
If t has n ` 1 leaves, then the coefficient of above is a sum of 2n ˆ 2n inner products of
vectors. Our strategy is to prove that most of them are equal to zero when
σt1
t
is reduced
and n goes to infinity, that is σW pt, τq ‰ W pt1, τ 1q for most pairs of states pτ, τ 1q.
Let us describe the jth word W pt, τqj. Consider the jth leaf ℓ of the tree t and let Pj
be the geodesic path from the root of t to this leaf. Denote by ν1, ¨ ¨ ¨ , νk the trivalent
vertices of this path listed from bottom to top and let e1, ¨ ¨ ¨ , ek be the edges such that
the source of ei is νi and its target νi`1 for 1 ď i ď k´ 1 while ek goes from νk to the leaf
ℓ. We have
(3.4) W pt, τqj “ yp1qyp2q ¨ ¨ ¨ypkq such that
ypiq “
#
agpiq if ei is a left edge
bgpiq if ei is a right edge
and gt,τ,jpiq “ gpiq “
iÿ
k“1
τpνkq ´ 1
taking the convention that a´1 “ b´1 “ e.
From this description we obtain the following lemma:
Lemma 3.1. The map τ P Stateptq ÞÑW pt, τq is injective.
Observe that if r :“ maxpi : τpνsq “ 0 for all s ď iq, then W pt, τqj “ ypr ` 1qyp2q ¨ ¨ ¨ypkq
with ypr ` 1q “ a or b. Hence, the word W pt, τqj remembers the part of the path after
the r ` 1th vertex. This motivates the following decomposition:
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Notation 3.2. If τ is a state of the tree t, then we define zτ as the largest rooted subtree
of t satisfying that τpνq “ 0 for any (trivalent) vertex ν of zτ (that is a vertex of zτ that
is not a root or a leaf). Denote by fτ the unique forest satisfying that t “ fτ ˝ zτ .
Our observations show that the list of words W pt, τq remembers the forest fτ .
3.4. An equivalence relation on the set of vertices. From now on we consider an
element v P V that we write as a fraction v “ σ ˝ t
t1
where t, t1 are trees with n leaves and
σ is a permutation that we interpret as a bijection from the leaves of t to the leaves of
t1. We define an equivalence relation on the set of trivalent vertices of the tree t which
depends on the triple pt, t1, σq.
Definition 3.3. Consider two trivalent vertices ν, ν˜ of t. Assume that there exists a
trivalent vertex ν 1 of t1 and two leaves ℓ, ℓ˜ of t that are descendant of ν, ν˜ respectively
satisfying:
(1) the leaves σpℓq and σpℓ˜q are descendant of ν 1;
(2) the distance (for the usual metric where an edge is of length one) between ν and
ℓ (resp. ν˜ and ℓ˜) is equal to the distance between ν 1 and σpℓq (resp. ν 1 and σpℓ˜q).
In that case we say that ν is equivalent to ν˜ and write ν „ ν˜.
It is easy to see that „ defines an equivalence relation. The next proposition implies that
there are very few pairs of states pτ, τ 1q for which
xRpτ 1qδe,TenspσqRpτqδey ‰ 0
implying that many inner products appearing in xπpσ ˝ t
t1
qδe, δey (see Formula 3.3) are
equal to zero.
Proposition 3.4. Consider the fraction
σ ˝ t
t1
and a state τ P Stateptq. Assume that
there exists a state τ 1 P Statept1q such that σW pt, τq “ W pt1, τ 1q. We have the following
assertions:
(1) The state τ is constant on equivalence classes of vertices under the relation „,
i.e. τpνq “ τpν˜q if ν „ ν˜;
(2) If ν is a vertex of fτ and the fraction
σ ˝ t
t1
is reduced, then there exists ν˜ ‰ ν in
fτ such that ν˜ „ ν;
(3) There is at most one state τ 1 P Statept1q satisfying σW pt, τq “ W pt1, τ 1q. In that
case we have ατ “ ατ 1.
Proof. Proof of (1). Consider vertices ν, ν˜ of t that are equivalent under the relation „.
Denote by ℓ, ℓ˜ and ν 1 as in Definition 3.3. The equality σW pt, τq “ W pt1, τ 1q together
with Formula 3.4 imply that τpνq “ τ 1pν 1q and τpν˜q “ τ 1pν 1q.
Proof of (2). Assume that ν is a vertex of fτ and that there are no other ν˜ such that
ν „ ν˜. We will show that the fraction σ ˝ t
t1
is necessarily reducible. Let s be the subtree
of t with root ν and whose leaves are all the leaves of t descendant of ν. Note that since
ν is a trivalent vertex the tree s has at least two leaves. For any geodesic path c starting
at ν and ending at some leaf ℓ we consider the unique geodesic path c1 of t1 ending at
σpℓq of same length than c. The equality σW pt, τq “ W pt1, τ 1q implies that the distance
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between ℓ and a root of fτ is equal to the distance between σpℓq and a root of fτ 1 and thus
c1 is necessarily contained inside fτ 1. Let s
1 be the reunion of all those images of paths c1.
By assumption they all start at one vertex ν 1. Necessarily, s1 is a tree. If not we would
have that the equivalence class of ν is not reduced to a point. The map σ restricts to a
bijection from the leaves of s to the leaves of s1. An induction on the number of leaves of
s implies that σ respects the order of the leaves, i.e. the ith leaves of s is sent by σ to the
ith leaf of s1 for any i. Moreover, the equality σW pt, τq “ W pt1, τ 1q implies that the two
trees s and s1 are necessarily isomorphic ordered rooted binary trees (where the roots are
ν and ν 1). This implies that we can reduce the fraction
σ ˝ t
t1
by removing s and s1 on top
and bottom respectively. Since s is nontrivial we obtain a contradiction.
Proof of (3). By Lemma 3.1 there are most one τ 1 P Statept1q satisfying σW pt, τq “
W pt1, τ 1q. Let us assume we are in this situation for a fixed pair pτ, τ 1q. If fτ is trivial
(is a forest with only trivial trees), then W pt, σq is a list of trivial words and thus so
does W pt1, τ 1q implying that fτ 1 is trivial. Therefore, ατ “ αn´1 “ ατ 1 where n is the
number of leaves of t. Assume that fτ is non-trivial and consider a vertex ν of fτ that is
connected to a leaf by an edge. Let rνs be the equivalence class of ν w.r.t. the relation „ .
Consider all geodesic paths c contained in fτ starting at a root and ending at a leaf that
are passing through an element of rνs. Define the images c1 of each of those paths inside
fτ 1 as explained in Proof of (2) and putW the set of all last trivalent vertices (i.e. trivalent
vertices connected to a leaf) of paths c1. It is easy to see thatW is equal to an equivalence
class rν 1s for a certain vertex ν 1 of fτ 1. The definition of the equivalence relation „ implies
that σ restricts to a bijection from the set of leaves that are descendant of vertices in
the class rνs to the set of leaves that are descendant of vertices in the class rν 1s. The
order of the class rνs is equal to the number of leaves that are children of vertices in rνs
divided by two and thus rνs and rν 1s have same order. By (1), we have that the states τ
and τ 1 take a unique value (0 or 1) for any element of rνs and rν 1s that is τpνq “ τ 1pν 1q.
Consider the forests f˜ , f˜ 1 that are the subforests of fτ , fτ 1 obtained by removing the set
of vertices rνs, rν 1s and edges starting from them respectively. By applying our process
to f˜ , f˜ 1 we are able to show that αpfτ , τq “ αpfτ 1, τ 1q where αpfτ , τq “ αAβB for A (resp.
B) the number of vertices of fτ for which τ takes the value 0 (resp. 1). The forest fτ
and fτ 1 have necessarily the same number of vertices and thus so does zτ and zτ 1. Since
ατ “ αpfτ , τqαN where N is the number of vertices of z, we obtain that ατ “ ατ 1. 
3.5. Splitting the sum over rooted subtrees. We want to split the sum
Φptqδe “
ÿ
τPStateptq
ατδW pt,τq
by using rooted subtrees of t. Let Eptq be the set of all rooted subtrees of t (including
the trivial one). If z P Eptq, then consider all state τ P Stateptq satisfying that zτ “
z, see Notation 3.2. Denote by Statept, zq this set of states. We obtain the following
decomposition:
(3.5) Φptqδe “
ÿ
zPEptq
ÿ
τPStatept,zq
ατδW pt,τq.
Given z P Eptq we consider the unique forest f “ fz satisfying that t “ fz ˝ z and a
state τ P Statept, zq. For any trivalent vertex ν of z we have that τpνq “ 0 and there are
npzq ´ 1 of them if npzq denotes the number of leaves of z. If a leaf ν of z is a trivalent
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vertex of t (i.e. is not a leaf of t), then necessarily τpνq “ 1 by maximality of z “ zτ . Let
bpzq be the number of those. Then τ can take any values on the other vertices of t, that
are the vertices of f that are not leaves of z (trivalent vertices of f that are not roots of
f). Note that there are nptq ´npzq ´ bpzq such vertices and we set mpzq this number and
V1pfq those trivalent vertices. We obtain the formula:
ατ “ αnpzq´1βbpzqα1pfq
where α1pfq is a monomial in α, β of degree mpzq that only depends on τ |V1pfq.
For example,
if t “ ν2
ν1
ν3 ν4
and z “ Y , then fz “
ν2
ν3 ν4 .
We obtain that npzq “ 2, nptq “ 5, bpzq “ 1, mpzq “ 2 and V1pfzq “ tν3, ν4u. If τ P
Statept, zq, then necessarily τpν1q “ 0, τpν2q “ 1 and τ can take any values at ν3 and ν4.
Equality (3.5) becomes
(3.6) Φptqδe “
ÿ
zPEptq
αnpzq´1βbpzq
ÿ
τPStatept,zq
α1pfzqδW pt,τq.
Notation 3.5. Write Statept, zq` the set of states τ satisfying that zτ “ z and such that
there exists τ 1 P Statept1q for which σW pt, τq “ W pt1, τ 1q.
Proposition 3.4 implies that:
(3.7) φpvq “
ÿ
zPEptq
α2npzq´2β2bpzq
ÿ
τPStatept,zq`
α1pfzq2.
The following lemma provides a useful bound on the second part of the sum (3.7).
Lemma 3.6. If v “ σ ˝ t
s
is a reduced fraction, then for any z P Eptq, we have that
(3.8)
ÿ
τPStatept,zq`
α1pfzq2 ď pα4 ` β4q
mpzq
2 .
Proof. Fix z P Eptq and τ P Statept, zq`. Let f “ fz be the unique forest satisfying that
t “ f ˝ z. It is easy to see that if ν P V1pfq and ν „ ν˜ with ν˜ P Vptq, then necessarily
ν˜ belongs to V1pfq. We partition V1pfq as a union of equivalence classes rν1s, ¨ ¨ ¨ , rνks
w.r.t. the relation „ where ν1, ¨ ¨ ¨ , νk is a set of representatives. Let mj be the number
of elements in the class rνjs and note that mpzq “
řk
j“1mk. We obtain that α1pfzq “
αm1τ,1 ¨ ¨ ¨αmkτ,k where
ατ,j :“
#
α if τpνjq “ 0
β otherwise
.
Therefore, ÿ
τPStatept,zq`
α1pfzq2 “
ÿ
τPStatept,zq`
α2m1τ,1 ¨ ¨ ¨α2mkτ,k .
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A state τ P Statept, zq` is thus completely characterized by its values at ν1, ¨ ¨ ¨ , νk. There
are at most 2k such states. Hence we obtainÿ
τPStatept,zq`
α1pfzq2 ď
ÿ
κ
κp1qm1 ¨ ¨ ¨κpkqmk
where κ runs over all maps from t1, ¨ ¨ ¨ , ku to tα2, β2u. This sum is then equal tośk
j“1ppα2qmj ` pβ2qmj q and thus
(3.9)
ÿ
τPStatept,zq`
α1pfzq2 ď
kź
j“1
ppα2qmj ` pβ2qmj q.
Note that we have
(3.10) pα2qm ` pβ2qm ď pα4 ` β4q
m
2 for any m ě 2.
Indeed, assume that α ě β and set ρ :“ β
4
α4
that is in p0, 1s. Consider the function
gpxq :“ p1` ρqx´p1` ρxq for x ě 1. We have g1pxq “ logp1` ρqp1` ρqx´ logpρqρx that is
strictly positif for any x ě 1 since logpρq ď 0 and logp1 ` ρq ą 0. Therefore, g is strictly
increasing and thus gpm{2q ě gp1q “ 0 for anym ě 2.We obtain that 1`ρm{2 ď p1`ρqm{2
and thus Inequality (3.10) by multiplying by α2m for any m ě 2.
By Proposition 3.4 we have that mj ě 2 for any 1 ď j ď k. Therefore, Inequalities (3.9)
and (3.10) imply that
ÿ
τPStatept,zq`
α1pfzq2 ď
kź
j“1
pα4 ` β4q
mj
2 “ pα4 ` β4q
mpzq
2 .

Consider the map
hpnq :“ 1
2
log2p
n
2
q,
where log2 is the logarithm in base 2. We now split rooted subtrees z P Eptq in two
categories: the ones satisfying mpzq ą hpnq and the others. Observe that
(3.11)
ÿ
zPEptq
mpzqąhpnq
α2npzq´2β2bpzq
ÿ
τPStatept,zq`
α1pfzq2 ď
ÿ
zPEptq
α2npzq´2β2bpzqpα4`β4q
hpnq
2 “ pα4`β4q
hpnq
2 .
This term tends to zero as n goes to infinity. So we only need to consider the rest of
rooted subtrees for which mpzq ď hpnq.
Lemma 3.7. We have the inequalityÿ
τPStateptq
mpzτ qďhpnq
α2τ ď α2hpnq.
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Proof. We start by proving that there exists a subset of vertices A Ă Vptq having hpnq
elements that is contained in the vertex set of any rooted subtree z P Eptq satisfying that
mpzq ď hpnq, i.e.
|
č
zPEptq
mpzqďhpnq
Vpzq| ě hpnq.
Consider the longest path c P Pathptq that is a geodesic path starting from the root of t
and ending at one leaf. We claim that the length |c| of this path is larger than 2hpnq ` 1.
Assume by contradiction that any path in t has length less than 2hpnq. This implies that
t is a rooted subtree of the full rooted binary tree having 22hpnq leaves all at distance 2hpnq
from the root. This tree has 22hpnq´ 1 vertices that is 2log2pn{2q´ 1 “ n{2´ 1. Since t has
n´ 1 vertices we obtain a contradiction.
Therefore, there exists a path c P Pathptq of length larger than 2hpnq ` 1. The path c
contains at least 2hpnq trivalent vertices of t. Consider a rooted subtree z P Eptq such that
mpzq ď hpnq. There are at most hpnq`1 vertices of c that are not inside z. Those vertices
are necessarily the one at the end of c that are the hpnq ` 1 last one. Therefore, Vpzq
contains at least the hpnq first vertices of c. This proves that there is a subset A Ă Vptq
of hpnq elements contained in every rooted subtree z P Eptq for which mpzq ď hpnq.
Therefore, if τ is a state on t satisfying that mpzτ q ď hpnq, then τpνq “ 0 for any ν P A.
Therefore,
ÿ
τPStateptq
mpzτ qďhpnq
α2τ ď α2|A|
ÿ
γ
α2γ,
where γ runs over every maps from VptqzAÑ t0, 1u and where αγ “ α|γ´1p0q|β |γ´1p1q|. Butř
γ α
2
γ “ 1 and thus
ÿ
τPStateptq
mpzτ qďhpnq
α2τ ď α2hpnq.

3.6. End of the proof. For v “ σ ˝ t
s
a reduced fraction with trees having n leaves we
have the following:
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φpvq “
ÿ
zPEptq
α2npzq´2β2bpzq
ÿ
τPStatept,zq`
α1pfzq2 by (3.7)
ď
ÿ
zPEptq
α2npzq´2β2bpzqpα4 ` β4q
mpzq
2 by Lemma 3.6
ď
ÿ
zPEptq
mpzqąhpnq
α2npzq´2β2bpzqpα4 ` β4q
hpnq
2 `
ÿ
zPEptq
mpzqďhpnq
ÿ
τPStatept,zq
α2τ
ď
¨
˚˝˚ ÿ
zPEptq
mpzqąhpnq
α2npzq´2β2bpzq
˛
‹‹‚pα4 ` β4q
hpnq
2 ` α2hpnq by Lemma 3.7
ď
¨
˝ ÿ
zPEptq
α2npzq´2β2bpzq
˛
‚pα4 ` β4qhpnq2 ` α2hpnq
ď pα4 ` β4q
hpnq
2 ` α2hpnq since
ÿ
zPEptq
α2npzq´2β2bpzq “ 1.
Since limnÑ8 hpnq “ 8 and 0 ă α, α4` β4 ă 1, we obtain that limnÑ8 supV zVn |φpvq| “ 0
where Vn is the subset of V of elements that can be written as a fraction of symmetric
trees with less than n´ 1 leaves. Since pVnqn is an increasing sequence of finite subsets of
V whose union is equal to V we obtain that φ vanishes at infinity.
Remark 3.8. We have proven that for any 0 ă α ă 1 the map φα : V Ñ C is a
positive definite function that vanishes at infinity. Moreover, limαÑ1 φαpvq “ 1 for any
v P V implying that V has the Haagerup property. This theorem was first proved by
Farley where he defined a proper cocycle on V with value in a Hilbert space [Far03].
Using Schoenberg Theorem applied to the square of the norm of this cocycle we obtain
a one parameter family of positive definite maps fα : V Ñ C, 0 ă α ă 1 satisfying that
fαpvq “ α2npvq´2 where npvq is the minimum number of leaves for which v is described
by a fraction of symmetric trees with npvq leaves. In [BJ19a], Jones and the author
constructed a family of positive definite maps on V that coincide with the maps of Farley
when restricted to Thompson’s group T , see [BJ19a, Remark 1], but do not vanishes at
infinity on the group V . A similar observation shows that the restriction to T of our
maps φα coincide with the maps of Farley. However, those three families of maps no
longer coincide on the whole group V .
4. A class of wreath products with the Haagerup property
Following the preliminary section we consider a group Γ, an injective morphism S : Γ Ñ
Γˆ Γ, the associated monoidal functor
Ξ : F Ñ Gr,Ξp1q “ Γ,ΞpY q “ S
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and category CΞ “ C. Write GC the group of fractions of the category C with favorite
object 1 that contains Thompson’s group V and direct products of Γ.
4.1. Constructions of unitary representations. Given a representation of Γ and an
isometry R : H Ñ HbH we want to construct a representation of the larger group GC. To
do this we will define a monoidal functor Ψ : CΞ Ñ Hilb and then use Jones’ technology.
We start by explaining how to build such a functor.
Proposition 4.1. There is a one to one correspondance between monoidal functors Ψ :
CΞ Ñ Hilb and pairs pρ, Rq satisfying the properties:
(1) ρ : ΓÑ UpHq is a unitary representation;
(2) R : H Ñ Hb H is an isometry;
(3) R ˝ ρpgq “ pρb ρqpSpgqq ˝ R, @g P Γ.
The correspondance is given by
Ψ ÞÑ pρΨ,ΨpY qq
where ρΨpgq :“ Ψpgq for all g P Γ.
Proof. Consider a monoidal functor Ψ and the associated couple pρ, Rq. The two first
properties come from the fact that morphisms of Hilb are isometries. The third property
results from the computation of ΨpY ˝gq and the equality Y ˝g “ Spgq˝Y for g P Γ. Since
any morphism of CΞ is the composition of tensor products of g P Γ, Y and permutations
we have that those properties completely characterized Ψ and are sufficient. 
Note that a functor Ψ as above satisfies the equality
Ψpfq ˝ ρbnpgq “ ρbmpΞpfqpgqq ˝Ψpfq, @f P Fpn,mq, g P Γn.
Assumption: From now one we assume that Spgq “ pg, eq and thus the group of fractions
GC is isomorphic to ‘Q2Γ ¸ V by Proposition 2.7. We will build specific coefficients for
GC using Jones’ representations arising from Proposition 4.1.
4.2. Constructions of coefficients. From any coefficient of Γ and coefficient φα of V
(as constructed in Section 3.1) we build a coefficient of the larger group GC » ‘Q2Γ¸ V .
Let φΓ : ΓÑ C be a positive definite function on Γ. There exists a unitary representation
pκ0,K0q and a unit vector ξ P K0 such that
φΓpgq “ xξ, κ0pgqξy for any g P Γ.
Define K :“ K0 ‘CΩ where Ω is a unit vector and extend the unitary representation κ0
as follows:
κpgqpη ‘ µΩq “ pκ0pgqηq ‘ µΩ for any g P Γ, η P K0, µ P C.
Hence, κ is the direct sum of κ0 and the trivial representation 1Γ. Let K
8 be the infinite
tensor product bkě1pK,Ωq with base vector Ω. In other words K8 is the completion of
the directed system of Hilbert spaces pKbn, n ě 1q with inclusion maps ιn`pn : Kbn Ñ
Kbn`p, η ÞÑ η b Ωbp for n, p ě 1. For any g P Γ we define the following map:
κ8pgqpbkě1ηkq “ bkě1κpgqηk
for an elementary tensor bkě1ηk such that ηk “ Ω for k large enough. This formula defines
for any n a unitary representation of Γ on Kbn. This family of representations is compat-
ible with the directed system of Hilbert spaces and thus defines a unitary representation
κ8 : ΓÑ UpK8q.
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Consider 0 ď α ď 1 and the map Rα : H Ñ H b H defines in Section 3.1. As before we
write M “ xai, bi : i ě 0y and Mj “ xai, bi : 0 ď i ď jy the free monoids for j ě 0 with
trivial word e and put a “ a0, b “ b0. Recall that H “ ℓ2pMq and
Rαpδxq “
#
αδe,e ` βδa,b if x “ e
αδxaj ,xbj ` βδxaj`1,xbj`1 if e ‰ x PMjzMj´1, j ě 0
where β :“ ?1´ α2.
We can now build a monoidal functor from C to Hilb and a coefficient for its group of
fractions GC. Define the Hilbert space L :“ K8 b ℓ2pMq and the map: R “ RφΓ,α : L Ñ
Lb L as follows:
Rpη b δeq “ αpη b δeq b pξ b δeq ` βpη b δaq b pξ b δbq
Rpη b δxq “ αpη b δxaj q b pξb|x|`1 b δxbj q ` βpη b δxaj`1q b pξb|x|`1 b δxbj`1q,
where e ‰ x PMjzMj´1, j ě 0, η P K8. Note that by flipping tensors we have the formula
Rpη b δxq “ pη b ξb|x|`1q bRαpδxq for x P M, η P K8.
Define the unitary representation ρ :“ κ8 b 1 : ΓÑ UpLq such that
ρpgqpη b ζq “ κ8pgqpηq b ζ
for any g P Γ, η P K8, ζ P ℓ2pMq.
The following proposition is straightforward:
Proposition 4.2. The pair pρ, Rq verifies the assumptions of Proposition 4.1. Hence,
there exists a unique monoidal functor Ψ “ ΨφΓ,α : CΞ Ñ Hilb satisfying that
Ψp1q “ L,ΨpY q “ RφΓ,α and Ψpgq “ ρpgq for any g P Γ.
Let us apply the Jones’ construction to the functor Ψ “ ΨφΓ,α of the proposition. We
obtain a Hilbert space LφΓ,α and a unitary representation of the group of fractions of
C “ CΞ that is: πφΓ,α : GC Ñ UpLφΓ,αq. We now build a coefficient for GC. Consider the
unit vector ξ b δe P L view as a vector of the larger Hilbert space L “ LφΓ,α and set
ϕφΓ,α : GC Ñ C, vg ÞÑ xπφΓ,αpvgqξ b δe, ξ b δey.
Lemma 4.3. Let t be a tree and τ a state on t. Decompose t as fτ ˝ zτ (see Notation
3.2). Consider the geodesic path in fτ starting at a root and ending at the jth leaf and
its subpath with same start but ending at the last right edge of the path. If this subpath is
empty (has length zero), we set Ljpτ, tq “ Ljpτq “ 1. Otherwise, we set Ljpτ, tq “ Ljpτq
the length of this subpath. We have that
Ψptqpξ b δeq “
ÿ
τPStateptq
ατξ
bLpτq b δW pt,τq
(up to the identification Lbn » pK8qbn b ℓ2pMnq) where
ξbLpτq :“ ξbL1pτq b ¨ ¨ ¨ b ξbLnpτq P pK8qbn
and where W pt, τq is the list of words in the free monoid M defined in Section 3.3.
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The proof follows from an easy induction on the number of vertices of fτ . Rather than
proving it we illustrate the formula on one example. Consider the following tree:
ν2
ν1
ν3 ν4
.
Define the state τ such that τpν1q “ 0, τpν2q “ 1, τpν3q “ 0, τpν4q “ 1. We then have that
zτ “ Y and fτ “ t2b I where t2 is the full rooted binary tree with 4 leaves all at distance
2 from the root. Since τ takes the value 0 twice and the value 1 twice we obtain that
ατ “ α2β2. Following each geodesic path from the root to the jth leaf and considering
the state τ at each vertex we obtain that W pt, τq “ paa, ab, ba1, bb1, eq. The geodesic path
in fτ from a root to the first leaf is a succession of tow left edges. So the subpath ending
with a right edge is trivial and thus has length zero. We then put L1pτq “ 1. The second
subpath is a left edge followed by a right edge and thus L2pτq “ 2. Looking at the other
leaves we obtain that L1pτq “ 1, L2pτq “ 2, L3pτq “ 1, L4pτq “ 2, L5pτq “ 1. Applying
the formula of the proposition we get that the τ -component of Φptqpξ b δeq is equal to
α2β2pξ b δaaq b pξ b ξ b δabq b pξ b δba1q b pξ b ξ b δbb1q b pξ b δeq.
Another way to compute Ljpτq is to look at the longest subword of W pt, τqj starting at
the first letter and ending at the last b-letter. If this words is trivial (there are no b-letter)
we put Ljpτq “ 1. Otherwise, Ljpτq is the length of this word.
4.3. Coefficients vanishing at infinity and the Haagerup property. The next
proposition proves that a large class of coefficients on GC vanish at infinity.
Proposition 4.4. Consider a discrete group Γ and a positive definite map φΓ : Γ Ñ C
satisfying that there exists 0 ď c ă 1 such that |φΓpgq| ď c for any g ‰ e and that vanishes
at infinity. If 0 ă α ă 1 and ϕ “ ϕφΓ,α is the coefficient built in Section 4.2, then it
vanishes at infinity.
Proof. Consider trees t, t1 with n leaves, a permutation σ P Sn and g “ pg1, ¨ ¨ ¨ , gnq P Γn.
Write v “ σt
t1
P V and vg “ gσt
t1
P GC. Recall that any element of GC can be written in
that way. Fix 0 ă ε ă 1 and assume that |ϕpvgq| ě ε. Let us show that there are only
finitely many such vg.
By definition of the coefficients we have that |ϕpvgq| ď
śn
j“1 |φΓpgjq|. Since the map
φΓ : ΓÑ C vanishes at infinity and |ϕpvgq| ě ε we obtain that there exists a finite subset
Z Ă Γ such that g P Zn.
Observe that |ϕpvgq| ď |φαpσt
t1
q| where φα : V Ñ C is the coefficient built in Section 3.1.
We proved in Section 3 that φα vanishes at infinity, therefore there exists N ě 1 such that
(4.1)
σt
t1
“ θtN
s
for some tree s and permutation θ where tN is the full rooted binary with 2
N leaves all
at distance N from the root
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The next claim will show that the fraction
gσt
t1
can be reduced as a fraction
g1θtN 1
s
for
some N 1. To do this we need to show that if gj is nontrivial, then the geodesic path inside
t ending at the jth leaf is mainly a long path with only left edges. Set Pj the geodesic
path from the root of the tree t to the jth leaf of t and write PRj its subpath starting at
the root and ending at the last right edge.
Claim: We have the inequality
(4.2) |ϕpvgq| ď p|PRj | ` 1qmaxpα2, |φpgjq|q|P
R
j |
for any 1 ď j ď n.
Proof of the claim: Lemma 4.3 states that
Φptqξ b δe “
ÿ
τPStateptq
ατξ
bLpτq b δW pt,τq.
Therefore,
ϕpvgq “ xΦpt1qξ b δe,ΦpgσqΦptqξ b δey
“
ÿ
τPStateptq
ÿ
τ 1PStatept1q
xατ 1ξbLpτ 1q b δW pt1,τ 1q,ΦpgσqατξbLpτq b δW pt,τqy
“
ÿ
τPStateptq
ÿ
τ 1PStatept1q
xατ 1ξbLpτ 1q b δW pt1,τ 1q, ατ pκpgqξqbσLpτq b δσW pt,τqy
“
ÿ
τPStateptq
ÿ
τ 1PStatept1q
ατ 1ατ
nź
i“1
φΓpgiqLipτqxδW pt1,τ 1q, δσW pt,τqy.
By Propostion 3.4, we have that given a state τ P Stateptq there are at most one τ 1 P
Statept1q such that W pt1, τ 1q “ σW pt, τq and in that case ατ “ ατ 1. This implies that
|ϕpvgq| ď
ÿ
τPStateptq
α2τ
nź
i“1
|φΓpgiq|Lipτq.
Fix 1 ď j ď n and consider the set of vertices of the path PRj that we denote from bottom
to top by ν1, ν2, ¨ ¨ ¨ , νq. Our convention is that the last vertex νq is the source of the last
edge of PRj and thus |PRj | “ q. Define
Sk “
$’&
’%
tτ P Stateptq : τpν1q “ 1u if k “ 0;
tτ P Stateptq : τpν1q “ ¨ ¨ ¨ “ τpνkq “ 0, τpνk`1q “ 1u if 1 ď k ď q ´ 1;
tτ P Stateptq : τpν1q “ ¨ ¨ ¨ “ τpνqq “ 0u if k “ q.
Observe that
ÿ
τPSk
α2τ “
#
α2kβ2 if 0 ď k ď q ´ 1
α2q if k “ q .
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Moreover, if τ P Sk for 0 ď k ď q, then Ljpτq “ q ´ k. Therefore,
|ϕpvgq| ď
ÿ
τPStateptq
α2τ
nź
i“1
|φΓpgiq|Lipτq
ď
ÿ
τPStateptq
α2τ |φΓpgjq|Ljpτq “
qÿ
k“0
ÿ
τPSk
α2τ |φΓpgjq|Ljpτq
“
q´1ÿ
k“0
α2kβ2|φΓpgjq|q´k ` α2q|φΓpgjq|
ď
q´1ÿ
k“0
maxpα2, |φΓpgjq|qq `maxpα2, |φΓpgjq|qq`1
ď pq ` 1qmaxpα2, |φΓpgjq|qq.
This proves the claim.
We now explain how to reduce our fraction
gσt
s
. Let J be the set of j such that gj ‰ e.
The claim together with the inequality |ϕpvgq| ě ε and |φΓpxq| ď c ă 1 for a fixed c imply
that there exists Q ě 1 such that |PRj | ď Q for any j P J. It means that the geodesic
path Pj from the root of t to its jth leaf with j P J is the concatenation of a first path
PRj of length less than Q ending with a right edge and a second path which consists on
a succession of left edges. Using the rules of composition of morphisms in the category
CΞ we can write gσt in a different fashion as follows. First observe that gσ “ σgσ where
gσ P Γn whose ith component is gσpiq. Second we make the group elements go down in the
tree using the relation px, eqY “ Y x for x P Γ. We apply this relation to any nontrivial
group element gj, j P J along the second part of the path Pj that is a succession of left
edges. We obtain that gσt “ fσ1g1t1 for some f, σ1, g1, t1 satisfying that σt “ fσ1t1 and
such that g1 P Zn1 for some n1 ď n. We can choose t1 for which every leaf is at most at
distance Q from the root and thus can be seen as rooted subtree of the complete binary
tree tQ that has 2
Q leaves all of them at distance Q from the root. We obtain that
vg “ fσ
1g1tQ
f 1t2
.
Using (4.1), we obtain that vg can be reduced as a fraction
g1σ1tU
t2
where U “ maxpN,Qq
and g1 P Zn1 where n1 “ 2U . Since Z is finite there are only finitely many such fractions
implying that ϕ vanishes at infinity. 
We are now able to prove one of the main theorems of this article.
Theorem 4.5. If Γ is a discrete group with the Haagerup property, then so does the
wreath product ‘Q2Γ¸ V .
Proof. Fix a discrete group Γ with the Haagerup property. By Proposition 2.7 the wreath
product ‘Q2Γ ¸ V is isomorphic to the group of fractions GC and thus it is sufficient to
prove that this later group has the Haagerup property. Consider a finite subset X Ă GC
and 0 ă ε ă 1. Since X is finite there exists n and a finite subset Z Ă Γ such that
X Ă Xn where Xn is the set of fractions vg :“ gσt
s
where t, s are trees with n leaves,
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g “ pg1, ¨ ¨ ¨ , gnq P Zn and σ P Sn. Fix ε1 ą 0 the unique positive number satisfying that
p1 ´ ε1q2n`n2 “ 1 ´ ε. Since Γ has the Haagerup property there exists a positive definite
map φΓ : ΓÑ C vanishing at infinity satisfying that |φΓpxq| ą 1´ ε1 for any x P Z.
Since Γ is discrete we can further assume that there exists 0 ă c ă 1 satisfying that
|φΓpxq| ď c for any x P Γ, x ‰ e. Indeed, if φΓpgq “ xξ, κpgqξy for some representation
pκ,Kq we consider pκ ‘ λΓ,K ‘ ℓ2pΓqq where λΓ is the left regular representation of the
discrete group Γ. Given any angle θ we set η :“ cospθqξ‘sinpθqδe and define the coefficient
ψθpgq “ xη, pκ‘ λqpgqηy, g P Γ. Note that η is a unit vector and that
ψθpgq “
#
cospθq2φΓpgq if g ‰ e
1 if g “ e .
We then replace φΓ by ψθ for θ sufficiently small.
Consider the map φα : V Ñ C of Section 3.1 with parameter α “ 1 ´ ε1 and denote by
ϕ “ ϕφΓ,α the associated coefficient of GC . By Proposition 4.4, the map ϕ vanishes at
infinity on GC . Consider vg P X and observe that
|ϕpvgq| ě α2n´2
nź
j“1
|φΓpgjq|n ě p1´ ε1q2n´2p1´ ε1qn2 ě p1´ ε1q2n`n2 “ 1´ ε.
Hence, for any finite subset X Ă GC and 0 ă ε ă 1 there exists a positive definite map
ϕ : GC Ñ C vanishing at infinity and satisfying that |ϕpvq| ě 1 ´ ε for any v P X. This
implies that GC has the Haagerup property. 
We obtain the following corollary concerning more general functors Ξ.
Corollary 4.6. Consider a discrete group Γ and an injective endomorphism θ P EndpΓq.
Define the monoidal functor
Θ : F Ñ Gr,Θp1q “ Γ,ΘpY qpgq “ pθpgq, eq, g P Γ.
Let πΘ : V ñ GΘ and GΘ ¸ V be the associated Jones’ action and semi-direct product.
If Γ has the Haagerup property, then so does GΘ ¸ V.
Proof. Recall that GΘ ¸ V is isomorphic to the group of fractions G associated to the
category CΘ, see Proposition 2.4. We will build a larger category C such that its group
of fractions contains G and has the Haagerup property. We first enlarge the group Γ to
make θ onto which will be achieved with the next two claims.
Claim 1: There exists a larger group Γ1 containing Γ, an endomorphism θ1 P EndpΓ1q
and an isomorphism j : ΓÑ Γ1 satisfying:
(1) j ˝ θpgq “ g for all g P Γ;
(2) θ1|Γ “ θ.
In particular, j realizes an isomorphism of subgroups:
j : pθpΓq Ă Γq Ñ pΓ Ă Γ1q.
Let xΓ|Ry be a presentation of Γ where R is a set of relations that can be written as
1 “ wpg1, ¨ ¨ ¨ , gnq where g1, ¨ ¨ ¨ , gn P G and w is a monomial. We identify R with
the set of words wpg1, ¨ ¨ ¨ , gnq. Let X be a set of representatives of the quotient space
Γ{θpΓq. Then Γ admits a presentation xθpΓq Y X|Rθ Y RXy where Rθ is the set words
wpθpg1q, ¨ ¨ ¨ , θpgnqq where wpg1, ¨ ¨ ¨ , gnq is a word in R and RX is a set of words of the
form vpθpg1q, ¨ ¨ ¨ , θpgmq, x1, ¨ ¨ ¨ , xkq with gi P Γ, xj P X Y X´1. Let X˜ be a copy of
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the set X and fix a bijection x P X ÞÑ x˜ P X˜ . Consider the group Γ˜ with presen-
tation xΓ Y X˜|R Y R˜Xy where R˜X is the set of words vpg1, ¨ ¨ ¨ , gm, x˜1, ¨ ¨ ¨ , x˜kq where
vpθpg1q, ¨ ¨ ¨ , θpgmq, x1, ¨ ¨ ¨ , xkq is a words of RX . We identify the chain θpΓq Ă Γ Ă Γ˜ with
the chain
xθpΓq|Rθy Ă xθpΓq YX|Rθ YRXy Ă xΓY X˜|R Y R˜Xy
in the obvious way. Consider the morphism
j0 : xθpΓq YXy Ñ xΓY X˜y, θpgq ÞÑ g, x ÞÑ x˜, g P Γ, x P X,
where xθpΓq Y Xy denotes the free group with generators θpΓq Y X . This map exists
by universal properties, is an isomorphism and defines a map j on the quotient groups:
j : xθpΓq YX|Rθ YR0y Ñ xΓY X˜|R Y R˜0y.
This realizes an isomorphism of inclusions of groups:
j : pθpΓq Ă Γq Ñ pΓ Ă Γ˜q such that jpθpgqq “ g, @g P Γ.
Set Γ1 :“ Γ˜ and θ1 :“ jθj´1 and observe that they satisfy the assertion of the claim.
Claim 2: There exists a larger group Γ containing Γ and an automorphism θ : Γ Ñ Γ
satisfying that θ|Γ “ θ.
Set Γ0 :“ Γ and θ0 :“ θ. Consider the new inclusion Γ Ă Γ1 and the injective morphism
θ1 P EndpΓ1q satisfying that θ1pΓ1q “ Γ. We iterate the construction of Claim 1 to
pΓ0 Ă Γ1, θ1q and obtain a chain of groups pΓn, n ě 0q and injective morphisms θn : Γn Ñ
Γn, n ě 0 satisfying θnpΓnq “ Γn´1 and θn|Γn´1 “ θn´1 for any n ě 1. Moreover, we obtain
a limit group Γ :“ YnΓn and a limit morphism θ : Γ Ñ Γ. By construction θ is injective
since each θn is. Moreover, θ is surjective since Γn is contained in its range for any n ě 1.
Therefore, θ is an automorphism of the group Γ. This proves the claim.
Define the monoidal functor
Θ : F Ñ Gr,Θp1q “ Γ,ΘpY qpgq “ pθpgq, eq, g P Γ.
Let CΘ be the associated category and G :“ GCΘ the associated groups of fractions, see
Section 2.3. We have a group embedding of G :“ GCΘ inside G where G is the group
of fractions associated to the functor Θ of the corollary. Indeed, elements of G can be
written as fractions
g ˝ t
σ ˝ s with t, s trees, σ a permutation and g in Γ
n if t has n leaves.
But this defines a fraction of G as well since Γ Ă Γ. This inclusion is well defined because
the restriction of ΘpY q to Γ is equal to ΘpY q.
We now show that we can assume that θ is the identity automorphism id. Consider a
different monoidal functor that is:
Υ : F Ñ Gr,Υp1q “ Γ,ΥpY qpgq “ pg, eq, g P Γ.
Let CΥ and GΥ be the associated category and group of fractions. We have that G
is isomorphic to GΥ. Indeed, given a fraction
g ˝ t
σ ˝ s of GΥ where t has n leaves and
g “ pg1, ¨ ¨ ¨ , gnq we associate θtpgq ˝ t
σ ˝ s where
θtpg1, ¨ ¨ ¨ , gnq :“ pθd1pg1q, ¨ ¨ ¨ , θdnpgnqq
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and where dj denotes the distance from the root to the jth leaf of the tree t. Observe
that this map agrees with the two directed systems of GΥ and G and defines a group
morphism. It is a group isomorphism because θ is.
By assumption Γ has the Haagerup property and is discrete. Note that Γ is an inductive
limit of groups Γn where Γn is isomorphic to Γ for any n ě 0. This implies that Γ is
discrete and moreover has the Haagerup property by [CCJJA01, Proposition 6.1.1]. The
semi-direct product ‘Q2Γ¸ V is isomorphic to the group of fractions GΥ by Proposition
2.7 and has the Haagerup property by Theorem 4.5. Therefore, G » GΘ ¸ V has the
Haagerup property since it embeds inside GΥ. 
5. Groupoid approach and generalization of the main result
In this section we adopt a groupoid approach rather than a group approach. We include
all necessary definitions and constructions that are small modifications of the group case
previously explained in the preliminary section. This leads to proofs of Theorem B and
Corollary C.
5.1. Universal groupoids. We refer to [GZ67] for the general theory on groupoids and
groups of fractions. We consider categories C for which we can define a calculus of left
fractions that are those satisfying an axiom due to Ore and a weak version of cancellation
property.
Definition 5.1. A small category C admits a calculus of left fractions if:
‚ (left-Ore’s condition) For any pair of morphisms p, q with same source there exists
some morphisms r, s satisfying rp “ sq;
‚ (Weak right-cancellative) If pf “ qf where p, q have same source and target, then
there exists g such that gp “ gq.
To any category C can be associated a universal (or sometime called enveloping) groupoid
pGC, P q together with functor P : C Ñ GC . The groupoid GC has same object than C
and morphisms are signed path inside the category C, that are composition of morphisms
and formal inverse of morphisms of C. The next proposition shows that if C admits a
calculus of left fractions then any morphism of GC can be written as P ptq´1P psq for some
morphisms of t, s of C with same target and thus justifies the terminology. The proof can
be found in [GZ67, Chapter I.2].
Proposition 5.2. If C admits a calculus of left fractions, then any morphism of GC can
be written as P ptq´1P psq for t, s morphisms of C (having common target). If we write
t
s
:“ P ptq´1P psq we obtain that ft
fs
“ t
s
for any morphism f of C. Moreover, we have
the following identities:
t
s
t1
s1
“ ft
f 1s1
for any f, f 1 satisfying fs “ f 1t1; and
ˆ
t
s
˙´1
“ s
t
.
We say that GC is the groupoid of fractions of C.
Remark 5.3. A perfect analogy to Ore’s work on embedding a semi-group into a group
would be to have that the functor P : C Ñ GC is faithful and that morphisms of GC
can be expressed as formal fractions of morphisms of C. This happens exactly when
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C is cancellative and satisfies left-Ore’s condition, see [DDGKM15, Proposition 3.1.1].
However, for our study we do not need to have a faithful functor to the universal groupoid
and only demand a calculus of left fractions.
Remark 5.4. If we fix an object e of C, then the group of fractions GC associated to
pC, eq is the automorphism group GCpe, eq inside the universal groupoid GC.
5.2. Jones’ actions of groupoids. Consider a small category C with a calculus of left
fractions and a functor Φ : C Ñ D. For any morphism f of C we consider the space
Xf that is a copy of Φptargetpfqq. We equipped the set of morphisms of C with the
order f ď f 1 if there exists p such that pf “ f 1. Note that elements are comparable if
and only if they have same source. For any object a P obpCq we obtain a directed system
pXf , sourcepfq “ aq with limit space Xa. Let X˜ :“ ‘aPobpCqXa be their direct sum (inside
the category of sets that is a disjoint union). The set X˜ can be described by equivalence
classes of pairs pf, xq with f P Cpa, bq, x P Φpbq and a P obpCq where the equivalence
relation is generated by pf, xq „ phf,Φphqxq. Write f
x
such a class that we call a fraction
and observe that Xa corresponds to the fractions
f
x
for which sourcepfq “ a. Consider an
element of the universal groupoid GC that we can write as a fraction of morphisms
f
f 1
. If
h
x
is in Xa and that sourcepf 1q “ a, then we define the composition:
f
f 1
¨ h
x
“ pf
Φpqqx where pf
1 “ qh.
Hence, any fraction
f
f 1
P GC defines a map fromXsourcepf 1q to Xsourcepfq.We write π
ˆ
f
f 1
˙
h
x
“
pf
Φpqqx and say that pπ, X˜ q is the Jones’ action of the groupoid GC on X˜ .
An example of particular interest for us is when D is the category of Hilbert spaces Hilb .
Given a functor Φ : C Ñ Hilb we build a Hilbert space H˜ “ ‘aPobpCqHa that is the
direct sum of Hilbert spaces Ha which are the completion of tpf, ξq : f P Cpa, bq, ξ P
Φpbq, b P obpCqu{ „ for objects a P obpCq. We equip H˜ with the inner product xξ, ηy “ř
aPobpCqxξa, ηay where ξa, ηa are the components of ξ, η in Ha. Given a fraction
f
f 1
with
f P Cpa, bq, f 1 P Cpa1, b1q we define a partial isometry π
ˆ
f
f 1
˙
on H˜ with domain Ha1
and range Ha satisfying π
ˆ
f
f 1
˙
f 1
ξ
“ f
ξ
. We say that pπ, L˜ q is a representation of the
groupoid GC .
5.3. Important examples. If we consider SFk the category of k-ary symmetric forests,
then it is a category that admits a calculus of left fractions for k ě 2 where SF2 “ SF is
the category of binary symmetric forests we worked with all along this article. Observe
that the group of automorphisms GSFkpr, rq can be represented by pairs of symmetric
k-ary forests with both r ě 1 roots and the same number of leaves. This is one classical
description of the so-called Higman-Thompson’s group Vk,r [Hig74, Bro87]. Hence, the
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groupoid GSFk contains (in the sense of morphisms) every Higman-Thompson’s group Vk,r
for a fixed k ě 2.
We consider larger categories made of symmetric forests and groups. Fix k ě 2 and
consider a group Γ together with an injective morphism θ : ΓÑ Γ. Define the morphism
Sk : ΓÑ Γk, g ÞÑ pθpgq, e, ¨ ¨ ¨ , eq. We can now proceed as in Section 2.3.1 for constructing
a monoidal functor Θ : SFk Ñ Gr and a larger category Cpk, θ,Γq. The only difference
being that morphisms of SFk are all composition of tensor products of the trivial tree I
and the unique k-ary tree Yk (instead of the binary tree Y ) that has k leaves. We then
set Θp1q “ Γ,ΘpYkq “ Sk and the definition of the larger category Cpk, θ,Γq becomes
obvious. It is a category that admits a calculus of left fractions. By adapting Proposition
2.7 we obtain the following:
Proposition 5.5. Consider k ě 2 and the identity automorphism θ “ id. Let Ck be the
category Cpk, id,Γq and put Gk its universal groupoid. If r ě 1, then the automorphism
group Gkpr, rq of the object r is isomorphic to the wreath product ‘Qkp0,rqΓ ¸ Vk,r for
the classical action of the Higman-Thompson’s group Vk,r on the set Qkp0, rq of k-adic
rationals in r0, rq.
Remark 5.6. Note that given a fixed k ě 2, we have that two objects r1, r2 of the
universal groupoid GSFk are in the same connected component if and only if r1 “ r2
modulo k ´ 1. In that case the automorphism groups of the objects r1 and r2 inside
GSFk are isomorphic (conjugate the first automorphism group by any morphism f P
GSFkpr1, r2q) and thus Vk,r1 » Vk,r2. The same argument applies to the wreath products
where we consider the larger universal groupoid associated to Ck :“ Cpk, id,Γq leading
to isomorphisms between wreath products ‘Qkp0,rqΓ ¸ Vk,r. In particular, if k “ 2, then
all Higman-Thompson’s groups V2,r (and wreath products ‘Q2p0,rqΓ ¸ V2,r) are mutually
isomorphic but this is no longer the case when k is strictly larger than 2.
5.4. Haagerup property for groupoids. Haagerup property was defined for measured
discrete groupoids by Anantharaman-Delaroche in [AD12]. Her work generalizes two
important cases that are countable discrete groups and measured discrete equivalence
relations. Our case is slightly different as fibers might not be countable. However, since
the set of objects is countable we can study our groupoid in a similar way than a discrete
group and avoid any measure theoretical considerations.
Let G be a small groupoid with countably many objects. We recall what are represen-
tations and coefficients for G. Identify G with the collection of all morphisms of G. A
representation pπ,L q of G is a Hilbert space L equal to a direct sum ‘aPobpGqLa and a
map π : G Ñ BpL q such that πpgq is a partial isometry with domain Lsourcepgq and range
Ltargetpgq. A coefficient of G is a map φ : G Ñ C, g ÞÑ xη, πpgqξy for a representation
pπ,L q and some unit vectors ξ, η P L . The coefficient is positive definite (or is called
a positive definite function) if η “ ξ. Note that equivalent characterizations of positive
definite functions exist in this context but we will not need them. We define the Haagerup
property as follows:
Definition 5.7. A small groupoid G with countably many objects has the Haagerup
property if there exists a net of positive definite functions on G that converges pointwise
to one and vanish at infinity.
Assume that G has countable fibers and is as above. Let µ be any strictly positive prob-
ability measure on G. Then we can equip pG, µq with a structure of a discrete measured
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groupoids, see [AD12]. The two notions of coefficients and positive definite functions
coincide for G and pG, µq. Moreover, G has the Haagerup property in our sense if and
only if pG, µq does in the sense of Anantharaman-Delaroche [AD12] which justifies our
definitions. The following property is obvious.
Proposition 5.8. Let G be a small groupoid with countably many objects. Consider a
subgroupoid G0 in the sense that obpG0q Ă obpGq and G0pa, bq Ă Gpa, bq for any objects
a, b of G0. If G has the Haagerup property, then so does G0 and in particular every group
Gpa, aq (considered as a discrete group) for a P obpGq.
Proof of Theorem B and Corollary C. Consider a discrete group Γ with the Haagerup
property and an injective morphism θ : Γ Ñ Γ. This defines a map Sk : Γ Ñ Γk, a
category C “ Cpk, θ,Γq with universal groupoid GC as explained above. Note that GC is
a small category with set of object N that is countable. Let us prove that GC has the
Haagerup property.
We prove the case k “ 2. The general case can be proved in a similar way. By the proof of
Corollary 4.6 there exists a larger discrete group Γ Ą Γ with the Haagerup property and
an automorphism θ : Γ Ñ Γ such that θ|Γ “ θ. Moreover, the category C associated to
pΓ, θq embeds into the category C associated to pΓ, θq and so does the universal groupoid
GC inside GC. Hence, by Proposition 5.8, it is sufficient to prove that GC has the Haagerup
property. Therefore, we can assume that θ is an automorphism. But then the category C
is isomorphic to the category associated to Γ and the identity automorphism id : Γ Ñ Γ
as it is proved in Corollary 4.6. Therefore, we can assume that θ “ id .
Consider a pair pρ, Rq constructed from a positive definite coefficient φΓ : ΓÑ C vanishing
at infinity and an isometry Rα for some 0 ă α ă 1 as in Section 4.2. Assume that there
exists 0 ď c ă 1 such that |φΓpgq| ă c for any g ‰ e. This defines a functor Ψ : C Ñ Hilb
that provides a representation pπ, L˜ q of the universal groupoid GC satisfying that
π
ˆ
gσf
f 1
˙
f 1
ξ
“ pf
Tenspσ´1qρbnpg´1qΨpqqξ
for f, f 1 forests with n leaves, σ P Sn and g P Γn. Consider the unit vector
ηN,φΓ,α :“ N´1{2 ‘Nn“1 ξ b δe
for N ě 1 and where ξ is the vector satisfying φΓpgq “ xξ, κ0pgqξy, see Section 4.2.
By following the same proof than Proposition 4.4 we obtain that the coefficient ϕN,φΓ,α
associated to ηN,φΓ,α and pπ, L˜ q vanishes at infinity. Fix a net of positive definite functions
pφi : ΓÑ C, i P Iq satisfying the hypothesis of the Haagerup property such that |φipgq| ă
ci for any g ‰ e for some 0 ď ci ă 1. The net of coefficients pϕN,φi,α, N ě 1, i P I, 0 ă
α ă 1q on the groupoid GC satisfies all the hypothesis required by the Haagerup property.
This proves Theorem B.
Consider the category C built with a discrete group Γ with the Haagerup property, the
identity morphism θ “ id : ΓÑ Γ and the category of k-ary forests SF k. By Proposition
5.8 we have that the group GCpr, rq of automorphisms of the object r in the universal
groupoid of C is isomorphic to the wreath product ‘Qkp0,rqΓ ¸ Vk,r. We proved that
GC has the Haagerup property thus so does GCpr, rq (by Proposition 5.8) which implies
Corollary C. 
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Appendix A. Categories and groups of fractions
We end this article by providing an alternative description of Jones’ actions using a more
categorical language. We do not give details and only sketch the main steps. This was
explained to us by Sergei Ivanov, Richard Garner and Steve Lack. We are very grateful
to them.
We keep the notation of Section 2.2 and thus Φ : C Ñ D provides a Jones’ action
πΦ : GC ñ X with X “ limÝÑt,ΦXt. Let pGC, P q be the universal groupoid of C with
functor P : C Ñ GC. Let pe Ó Cq be the comma-category of objects under e whose objects
are morphisms of C with source e and morphism triangles of morphisms of C (e.g. if
C “ F , e “ 1, then objects and morphisms of p1 Ó Fq are trees and forests respectively).
This category comes with a functor pe Ó Cq Ñ C consisting in only remembering the
target of morphisms (e.g. sending a tree to its number of leaves and keeping forests for
morphisms). The composition of functors Φ˜ : pe Ó Cq Ñ C Ñ D provides a diagram
of type pe Ó Cq in the category D and the colimit (if it exists) corresponds to our limit
X . Assume that the left Kan extension LanP pΦq : GC Ñ D of Φ along P exists. Then
one can prove that LanP pΦqpeq is isomorphic to the colimit of Φ˜ and is thus isomorphic
to X . But then LanP pΦq sends GCpe, eq » GC in the automorphism group of X which
corresponds to the Jones’ action πΦ.
Using this construction, if we only want a map from the group of fractions GC to the
automorphism group of an object, then we don’t need to require that objects of D are
sets. Actions of the whole universal groupoid GC can be constructed in a similar way. In
order to make this machinery working we need to have a target categoryD with sufficiently
many colimits in order to have a Kan extension of our functor.
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