Abstract-A method for object recognition, invariant under translation, rotation, and scaling, is addressed. The first step of the method (preprocessing) takes into account the invariant properties of the normalized moment of inertia and a novel coding that extracts topological object characteristics. The second step (recognition) is achieved by using a holographic nearest-neighbor algorithm (HNN), in which vectors obtained in the preprocessing step are used as inputs to it. The algorithm is tested in character recognition, using the 26 upper case letters of the alphabet. Only four different orientations and one size (for each letter) were used for training. Recognition was tested with 17 different sizes and 14 rotations. The results are encouraging, since we achieved 98% correct recognition. Tolerance to boundary deformations and random noise was tested. Results for character recognition in "real" images of car plates are presented as well.
I. INTRODUCTION
Invariant-object recognition (IOR), whose aim is to identify an object independently of its position (translated or rotated) and size (larger or smaller), has been the object of an intense and thorough study. In the last several years, an increasing number of research groups have proposed a great variety of IOR methods. Among them, we can find a number of optical techniques [6] , [17] , boundary-based analysis via Fourier descriptors [9] , [12] , neural-network models [1] , [5] , [7] , [18] , [19] , invariant moments [2] , [11] , [13] , and genetic algorithms [14] . However, most of these methods are too computationally expensive or are not invariant under the three types of transformations: scaling, rotation, and translation. 1 In this contribution, we report a simple method for object recognition that achieves excellent invariance under translation, rotation, and scaling. The method has two steps: preprocessing and recognition. The first takes into account the moment of inertia of the object and a novel coding that extracts topological object characteristics. The second step is done by using a holographic nearest-neighbor algorithm (HNN), where vectors obtained in the preprocessing stage are used as inputs to it. Learning and recall with the HNN algorithm is extremely fast. Initially, we considered two dimensional (2-D) binary images and tested our algorithm for invariant-character recognition. The method could be extended easily for multilevel images, and we present the results in recognition of characters in the real images (grey scale) of car plates.
In Section II, we will describe the preprocessing stage of our model. In Section III, we introduce the HNN algorithm and discuss the way this is used in IOR. In Section Iv, we will present results that show the ability of our model to recognize the 26 letters of the alphabet regardManuscript received October 23, 1996 less of size and position (translation and rotation). In Section V, we briefly describe related work in IOR. Conclusions and future work will be the object of the last section.
II. PREPROCESSING
In invariant pattern-recognition models, preprocessing is defined as the extraction of appropriate invariant features that are then used for recognition by a classification system. The invariant features in our work are real numbers that are fed as vectors to the classification system. Fig. 1 illustrates the way that feature vectors are created.
The moment of inertia of the image is first calculated. In general, the moment of inertia quantifies the inertia of a rotating object by considering its mass distribution. The moment of inertia is normally calculated by dividing the object into N -small pieces of mass The moment of inertia depends on the position of the axis of rotation and on the shape and mass of the rotating object. It is invariant under translation and rotation. A bidimensional image is not an object with mass, but we can represent it by a continuous function f (x; y) in which each pixel of the image can be considered a particle with mass equal to the value of the intensity of the pixel. For binary images, the moment of inertia of the object with respect to its centroid (central moment of inertia) is
where Cx; Cy are the centroid coordinates, xi; yi the image pixel coordinates of the object, and N the total number of pixels in the object. Translation and rotation invariance is achieved by calculating the central moment of inertia. On the other hand, by dividing I I I by N 2 (we will name it I I I N ), scaling invariance is achieved. It was found empirically that dividing by N 2 gives better results (in recognition) than dividing by just N [22] . It is also worth remarking that due to the finite resolution of any digitized image, a rotated object may not conserve the number of pixels intact, so I I I may vary. Using I I I N reduces this problem, too. The possibility that two or more different images have the same or very close I I I N may generate a real problem for classification. To circumvent this problem, we generalize the idea of Watanabe [23] , and propose a simple heuristic method able to extract invariant topological characteristics. This is based on the fact that the circle is the only geometrical shape that is naturally and perfectly invariant to rotation (in 2-D). The first part of the heuristic considers the number of intensity pixel changes on a circular boundary of some radius inside the object as it crosses it. This simple coding scheme extracts the topological characteristics of the object regardless of its position, orientation, and size. Moreover, to obtain a more robust representation, we use several proportionally arranged circles over each object. However, in some cases, two different objects could have the same or very similar radial coding (for example, letters M M M and N N N , see Figs. 2-4). In the second part of the heuristic, we take into account the difference in size of the two largest arcs (for each circle) that are not part of the object. These correspond to d 1 and d 2 in Fig. 3 . For achieving size normalization, we divide this difference by the circumference.
The methodology to obtain the radial coding of a binary 2-D object can be summarized as follows: 1) Obtain the centroid of the object.
2) Generate K equidistant concentric circles C i around the centroid. The spacing is equal to the distance between the centroid and the furthest pixel of the object divided by K . 3) For each circular boundary, count the number of intensity changes (zero to one or one to zero) that occur in the image. This is Ri . 4) For each circle, obtain the two largest arcs that are not part of the object (we assume a known value for object and background). Measure each arc by counting the number of arc pixels, obtain the difference, and divide by the circumference. This is D i = E . In summary, we define three sets of invariant features to be obtained in the preprocessing stage: 1) normalized central moment of inertia; 2) radial coding; and 3) differential radial coding. All these features are invariant to translation, rotation, and scaling, and together, they provide a robust feature set for the recognition or classification stage.
III. HOLOGRAPHIC NEAREST NEIGHBOR
The recognition stage uses a holographic nearest-neighbor (HNN) algorithm that is based on the principles of the holographic associative memory (HAM) [20] . The main motivations for using this technique are as follows.
1) Unlike other neural-network architectures, learning and recall with the HAM is very fast (see Section IV).
2) The HNN algorithm has, in general, a better performance (recognition rate) than a simple nearest-neighbor technique. As in optical holography, the HNN algorithm bases its operation on the principle of unfolding information of different phases in a single plane (see [20] ).
The external data field is represented by the stimulus-response set S S where si are scalars defining the stimulus-response field, M is the number of input variables, and s M+1 is the associated response. Each input real variable is mapped to polar variables by means of the sigmoidal relationship i = 2 1 + e (0s )= 01 (2) where and are the mean and standard deviation for each of these variables. Equation (2) maps each s i to phase values between zero and 2.
The HNN algorithm is similar to the well-known nearest-neighbor algorithm (NN) [13] . This latter algorithm is based on the idea that the minimum Euclidean distance between the input and each training vector can be used to classify the input vector. Moreover, to prevent the domination of a subgroup of features, the NN algorithm normalizes these features. The normalization consists of subtracting the mean from each feature variable and dividing the result by the standard deviation of the corresponding feature in the training set.
In our model, we calculate the mean () and standard deviation () for each variable on the complete set of training vectors (all classes). Furthermore, once and are evaluated, the real components of each vector are mapped to a phase domain. Thus, we end up with q-phase vectors of dimension M . When a new pattern is presented to the HNN, it decides which is the best match by finding the minimum distance between that new pattern (t) and training phases (exp) for each variable. More clearly, among the q-phase vectors, we find the minimum
Working with phases instead of real numbers, and calculating the mean () and standard deviation () for each variable on the complete set of training vectors makes the HNN algorithm superior to the normal NN algorithm [22] .
IV. EXPERIMENTAL STUDY AND RESULTS
The algorithm was tested in character recognition using the 26 upper-case letters of the alphabet. Four different orientations and only one size were used for training. Recognition was tested with 17 different sizes and 14 rotations for each size.
A. Learning
In order to obtain an increased noise tolerance, during the learning stage, we consider four different orientations for each character. Thus, we have only 104 input patterns (26 × 4) for the learning process. Each training vector is formed by 17 positive numbers, using eight circles for the radial coding in this case. The first one is the normalized central moment of inertia (I I IN ), the next eight are the number of intensity pixel changes when the eight circles are intersected by the letter (R 0 11 1R 7 ), the next seven are the normalized differences of the largest seven circles (D 0 11 1D 6 ), and finally, the last number is the letter identifier. As an example, Table I shows the training vectors for letters A A A; F F F ; M M M , and T T T .
B. Recognition
We generated 238 experimental images (17 different sizes and 14 different rotations) for each one of the 26 letters. The largest letter has 100 × 100 pixels, and the smallest has 20 × 20 pixels. Fig. 6 shows a few of the generated images of the letter E E E. During recognition, each one of the 238 images for each one of the 26 characters is presented to the HNN. It is important to mention that most of the characters used to test the method present certain degree of noise or deformation. This noise is intrinsically produced during the transformation of the letters to other sizes and orientations. Moreover, different amounts of noise can be added to the letters to be recognized. The noise was applied to the boundary (Fig. 7) or randomly (Fig. 8) . The boundary noise simulates the effect of deformations in the object boundary, although it is difficult to measure the exact degree of deformation. The random noise is generated by changing the value of pixels inside the object in a random (uniform) manner, where the percentage of altered pixels is varied from 10% to 90%.
C. Results
The obtained results are shown in Table II . As we can see, invariantobject recognition is obtained with almost 100% accuracy on images with sizes between 100 × 100 and 45 × 45 pixels. The performance of the model decreases slightly for smaller letters. However, this problem was solved by adding a second group of training vectors for letter sizes between 30 × 30 and 20 × 20 pixels. We used another 104 training patterns for small letters, and the performance for this range (25 × 25-20 × 20) is shown in Table II [22] .
Noisy images (see Figs. 7 and 8) are recognized correctly by our model as well, indicating the robustness of it. An accuracy of 98% is obtained, with images having up to 60% of random noise.
As was mentioned before, both preprocessing and recognition are computationally efficient. The system was tested in an IBM RS6000-H50 workstation with the following results. The mean time for the preprocessing stage, including the moment of inertia and the radial coding, is 0.105 462 s, with a standard deviation of 0.0187 s. 
D. Multilevel Images
The methodology for IOR can be extended from binary images to multilevel images. For this, before the IOR method is applied, the image is made binary using a technique based on the intensity histogram of the image. Assuming a single object in the image, the intensity histogram will usually be bimodal, with one peak corresponding to the object and other to the background. So we apply a simple histogram-based segmentation (binarization) using a threshold at the following intensity value [3] :
T h = m 0 k 2 (max 0 min) constant that is obtained empirically. The proposed methodology for IOR has been applied for recognizing characters in car plates [8] . In this case, the images have 256 gray levels and are binarized using the previous method. For this application, we segmented the plate in the image, and we automatically isolated the area in which each character is located. So, as in the previous experiments, we can assume that there is a single object in the image to be recognized, and in this case, it is a single character. The system was tested with 90 images of car plates obtained under natural-illumination conditions. Fig. 9 shows an example of an image of a car plate, and Fig. 10 shows the segmented characters with the circles used to obtain the radial coding. The recognition results (assuming the segmentation of the characters is correct) are similar to those obtained with the artificially generated characters, with nearly 90% correct recognition.
V. RELATED WORK
A number of IOR methods have been proposed in the literature. These can be classified as: optical techniques [6] , [17] , boundary-based analysis via Fourier descriptors [9] , [12] , neural-networks models [1] , [5] , [7] , [18] , [19] , invariant moments [2] , [11] , [13] , and genetic algorithms [14] .
It is important to mention recent IOR research based on optical techniques such as composite-harmonic filters [17] or scale, translation, and in-plane rotation (STIR)-invariant transformations [4] . The former filters involve the Mellin radial harmonics for scale invariance [16] , the logarithmic harmonics for projection invariance [15] , and the circular harmonics for rotation invariance [10] . Fang and Hausler [4] introduced a new class of transforms that achieve STIR invariance simultaneously. In their approach, an intensity function S(x; y) is mapped into a one-dimensional (1-D) frequency-spectrum function. Later, Ghahramani, and Patterson [6] proposed a higher dimensional version of the STIR-invariant transforms in conjunction with an orthonormalization technique in an optical neural-network resonator. Computer simulations show that these types of techniques perform well and have excellent noise tolerance. However, the major disadvantage is their heavy computational requirements.
Boundary-based analysis using discrete Fourier transforms has been proposed as an alternative to IOR [9] , [12] . Algorithms based on this kind of analysis are called Fourier descriptors and basically, invariance is obtained by normalizing the frequency representation of the image shape. This is done easily via the discrete Fourier-transform properties but only on uniform contours of the shape. Madaline structures for translation-invariant recognition [1] , the self-organized neocognitron [5] , and high-order neural networks [7] , [18] , [19] , are examples of IOR neural-based methods. The self-organized neocognitron is a further extension of the cognitron originally proposed by Fukushima in 1975 [5] . This learning machine has the ability to learn with no teacher, and when learning is completed, it obtains a structure similar to the hierarchical model of the visual nervous system. Although the work of Fukushima is a major advance in the understanding of visual processing in our brain, from an engineering point of view, its major drawback is that it is unable to cope with large translations and rotations in the image. Furthermore, the number of cells in this model increases almost linearly with the number of objects to be recognized, making the training process very slow.
High-order networks (HON's) have been utilized recently for invariant recognition [7] , [19] . In this type of model, one has to encode the properties of invariance in the values of the synaptic weights. In other words, the known relations between pixels of the images are used, and the invariance is directly constructed in the network. A third-order network has been proposed [18] , in which combinations of triplets of image pixels are used as invariant relations. The triplets form triangles representing similar angles (; ; ) in any transformation of the same image. The weights are restricted in such a way that all the combinations of three pixels defining similar triangles are connected to the output with the same weight. The number of combinations of possible triplets increases in a nonlinear proportion to the number of input data. This is the main disadvantage of this approach.
IOR based on moments and invariant functions of moments is another popular invariant-recognition scheme. In 1962, Hu [11] , introducing nonlinear combinations of regular moments, derived a set of seven composed moments with translation, scaling, and rotation-invariant properties. However, the moments proposed by Hu do not possess orthogonal properties, making reconstruction of the input image computationally difficult. To overcome this problem, Teague [21] suggested orthogonal moments based on the general properties of orthogonal polynomials. In general, it has been shown by Teague and other researchers [21] that in terms of information redundancy, orthogonal moments (Legendre, Zernike, and pseudo-Zernike) perform better than any other type of moments. In terms of overall performance, Zernike and pseudo-Zernike moments outperform the others [13] . But in general, the main disadvantage of using these methods is that the moment computation is too computationally intensive.
A genetic classifier system, able to correctly classify all the letters of the alphabet, has been proposed by McAulay et al. [14] . This classifier system has only scaling and translation-invariant properties and some robustness against certain distortions and noise. Finding an efficient mapping of the 2-D image into the classifier system rules is one of the main difficulties of this approach. Watanabe [23] proposed a direct coding using four strings representing projected views in four directions: horizontal, vertical, ordinary diagonal, and auxiliary diagonal. These strings are formed considering the number of runs of blacks in each row in the corresponding direction string and are compressed to show variations only. This coding is an efficient way to extract topological characteristics, but it is only invariant to scaling and translation, not to rotation.
VI. CONCLUSION
In this work, a novel method to recognize 2-D objects invariant to size, translation, and rotation is reported. This method takes advantage of the properties of the normalized central moment of inertia and a coding scheme that extracts invariant topological characteristics of 2-D objects. The method is easy to understand and implement, and compared to other methods, computer requirements are negligible.
Recognition is made by means of a holographic NN algorithm. In the work reported here, only 104 patterns representing 26 letters are used for training. Regardless of its position, the HNN is able to correctly recognize orientation, size, and any upper-case letter with 17 different sizes and 14 different rotations, including some noise added randomly or to the boundary. The method is extended to handle multilevel images and applied for character recognition in images of car plates.
In summary, we have described an IOR model that is robust, computationally fast, and easy to implement.
Future work will be done in testing the model with different 2-D objects and in using other classification techniques in the recognition stage.
