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ON ESTIMATE OF THE NORM OF THE
HOLOMORPHIC COMPONENT OF A MEROMORPHIC
FUNCTION IN FINITELY CONNECTED DOMAINS
Abstract. In this paper we extend Gonchar-Grigorjan type esti-
mate of the norm of holomorphic part of meromorphic functions in
finitely connected Jordan domains with C2 smooth boundary when
the poles are in a compact set. A uniform estimate for Cauchy type
integral is also given.
§1. Introduction
Landau investigated regular functions in the unit disk D with ‖f‖∂D 6 1
where ‖.‖∂D denotes the sup norm over the boundary ∂D of D. He showed
that the absolute value of the sum of first n coefficients of Maclaurin
series for such functions has order of growth log n (see [11], pp. 26-28).
L.D. Grigorjan generalized this in the following sense, see [7]. Consider
meromorphic functions in the unit disk with poles in some fixed compact
subset of the unit disk. Then the growth of the norm on the unit circle of
sum of the principal parts is log n. It is easy to see that the case when the
origin is the only pole yields Landau’s result. More generally, on simply
connected domains with smooth boundary, when there is no restriction on
the location of the poles, then we get linear growth for the norm (instead
of log n; see [6]).
Let us introduce the sup norm of meromorphic functions f on a domain
D as follows:
‖f‖∂D := sup
{
lim sup
ζ→z
|f (ζ)| : z ∈ ∂D
}
.
In [5] A.A. Gonchar and L.D. Grigorjan proved the following theorem.
Theorem. Let D ⊂ C be a simply connected domain and its boundary be
C1 smooth. Let f : D → C∞ be a meromorphic function on D such that
it has m different poles. Denote fr the sum of principal parts of f (with
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fr (∞) = 0) and let fh denote the holomorphic part of f in D. Denote
the total order of the poles of f by n. Then f = fr + fh and there exists
C1 (D) > 0 depending on D only such that
‖fh‖∂D 6 C1 (D)m (1 + log n) ‖f‖∂D .
Later, it was proved in [8] that on finitely connected domains if the
poles can be anywhere, then the growth of the norm is linear again.
The results mentioned above have several applications in e.g. Pade´
approximation (see e.g. [1, 12]), estimating Faber polynomials (see [17]
and [10]) or polynomial inequalities (see, e.g. [9]).
We are going to extend this Theorem on finitely connected domains
when the poles are in a compact set (see also [8] and [7]).
§2. Auxiliary tools
We put D (z, r) := {w ∈ C : |z − w| < r}. We denote Green’s function
of domain G ⊂ C∞ with pole at a by gG (., a), for potential theory we
refer to [15] and [16]. If v = (v1, v2) ∈ R
2, then we use ‖v‖ :=
√
v21 + v
2
2 =
|v1 + iv2|. If Γ is a Jordan curve or union of finitely many Jordan curves,
then ExtΓ denotes the unbounded component of C \ Γ. If H ⊂ C is a
compact set, then the exterior boundary of H is the boundary of the
unbounded component of C \H. If w is a complex number, then argw :=
w/ |w| (if w 6= 0) and arg 0 := 0.
Lemma 1. Let G ⊂ C∞ be a finitely connected domain and its boundary
Γ := ∂G be finite union of C2 smooth Jordan curves. Let Z ⊂ G be a
closed set.
Then there exist ρ1 > 0, C2 > 0 such that for all a ∈ Z and ρ ∈ (0, ρ1)
the set {gG (z, a) = ρ} is finite union of smooth Jordan curves and if z is
such that gG (z, a) = ρ, then gradgG (z, a) 6= 0 and
1
C2
dist (z,Γ) 6 gG (z, a) 6 C2dist (z,Γ) . (1)
Furthermore, there exists C3 > 0 such that for a, b ∈ Z and z ∈ G with
gG (z, a) , gG (z, b) < ρ1, we have
1
C3
gG (z, b) 6 gG (z, a) 6 C3gG (z, b) . (2)
Proof. Let r0 > 0 be so small that for all 0 < r 6 r0 we have that
D(z, r) ∩ Γ is a single Jordan arc and D (z, r) ∩ G is a simply connected
domain for all z ∈ Γ, and r0 <
1
2dist(Z,Γ) and r0 is less than 1/4 times
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the distance between the different components of Γ and we also require
that the normal vectors n(z′) to Γ at z′ ∈ D (z, r) ∩ Γ pointing inward
with unit length satisfy
|n (z′)− n (z)| <
pi
16
. (3)
Since G is finitely connected, any gG(z, a) has finitely many critical
points (see [2], p. 76 and [3], p. 410). Moreover, since ∂G is also C2 smooth,
the union of these critical points for a ∈ Z stays away from ∂G at posi-
tive distance. Indeed, suppose indirectly that: zn → z∞ (∂G is compact),
an → a∞ (a∞ ∈ Z since Z is closed on C∞) and gradgG(zn, an) = 0.
Then, choosing a suitable subsequence, gG(z, an) converges locally uni-
formly to gG(z, a∞) in a neighborhood of z∞, say D (z∞, r) ∩G. We also
know that gradgG(z, an) converges locally uniformly to gradgG(z, a∞) on
D (z∞, r) ∩ G, they extend continuously to D (z∞, r) ∩ Γ and they are
uniformly bounded (for all n and z ∈ D (z∞, r) ∩G).
It follows using standard steps that gradgG (z, a) is continuous when
z ∈ G ∪ Γ \ Z, a ∈ Z. Indeed, continuity is obvious if z ∈ G \ Z, a ∈ Z. If
z ∈ Γ and an ∈ Z arbitrary, an → a∞, we do the following. Let Γ0 be the
component of Γ containing z and Γ1 be a C
2 smooth Jordan curve inG such
that Γ1 ⊂ {ζ ∈ G : dist (ζ,Γ0) < r0}. LetG2 be the domain determined by
Γ0 and Γ1, i.e. if Γ1 ⊂ IntΓ0, then G2 = IntΓ0∩ExtΓ1 and let G
+
2 := IntΓ0,
otherwise G2 = IntΓ1 ∩ ExtΓ0 and let G
+
2 := ExtΓ0 ∪ {∞}. Now apply-
ing Riemann mapping theorem and the Kellogg-Warschawski theorem (see
e.g. [14], Theorem 3.6, p. 49), we obtain a conformal map ϕ from G+2 onto
D such that ϕ (Γ0) = ∂D, ϕ (Γ1) ⊂ D is a Jordan curve, and ϕ is a con-
formal map from G2 onto ϕ (G2) and ϕ is C
2 smooth on the closure of
G2. Consider ψn (w) := gG
(
ϕ−1 [w] , an
)
and ψ∞ (w) := gG
(
ϕ−1 [w] , a∞
)
.
They are harmonic on w ∈ ϕ (G2) and have zero value on the unit circle,
so we can extend all these functions by reflection principle, to some fixed
domain G3 where ∂D ⊂ G3. We know that ψn (w) − ψ∞ (w) → 0 uni-
formly when w ∈ ϕ (Γ1) ⊂ ∂G2 and by reflection principle. this holds on
∂G3 \ ϕ (Γ1) too, hence on the whole ∂G3. Since ∂D is compact subset of
G3, grad (ψn (w)− ψ∞ (w))→ 0 uniformly in w ∈ ∂D and the C
2 smooth-
ness of ϕ (and ϕ−1) shows gradgG (z, an) → gradgG (z, a∞) as n → ∞,
uniformly in z ∈ Γ0, hence for all z ∈ Γ.
These imply that gradgG(z∞, a∞) = 0, which contradicts that ∂G is C
2
smooth.
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Therefore, there exists r1 > 0 (we may assume that r1 < r0) such that
for any z ∈ Γ, the closure of D (z, r1) does not contain any critical points
of gG(·, a), a ∈ Z.
Consider the infimum and supremum of
{‖gradgG(ζ, a)‖ : a ∈ Z, ζ ∈ G, dist(ζ,Γ) < r1} ,
and it is easy to see that they are finite and positive. Hence there exist
C2 > 0, r2 > 0 such that for all z ∈ G, dist(z,Γ) < r2, a ∈ Z, we have (1).
If we apply this step twice and take C3 = C
2
2 , then we obtain (2). 
In the following Lemma, for definiteness, we assume that imaginary part
of logarithm (of a nonzero complex number) is in [0, 2pi).
Lemma 2. Let now G be a bounded, simply connected domain with C2
smooth boundary, and ϕ be a conformal mapping from G onto D.We define
the following conformal projection: if ζ ∈ G, ϕ(ζ) 6= 0, then let
ζ∗ = ζ∗(ϕ; ζ) := ϕ−1 [exp iℑ logϕ(ζ)] .
This mapping is uniformly continuous away from ϕ−1[0]. Furthermore,
there exists C4 = C4(G) > 0 such that for any ζ ∈ G with ϕ(ζ) 6= 0 and
η ∈ ∂G we have the following “reverse triangle” inequality:
|ζ − ζ∗|+ |ζ∗ − η| 6 C4 |ζ − η| . (4)
Proof. The Kellogg-Warschawski theorem implies that ϕ and ϕ′ extend
continuously to G. Denote by
M1 := inf {|ϕ
′(ζ)| : |ζ| < 1} , M2 := sup {|ϕ
′(ζ)| : |ζ| < 1} ,
hence 0 < M1 6 M2 < ∞. The mapping ζ 7→ ζ
∗ is well defined (if
ϕ(ζ) 6= 0), and exp iℑ logϕ (ζ) is continuous (when ζ ∈ G \ ϕ−1 (0)).
Therefore the uniform continuity follows. As for the “reverse triangle”
inequality, let ξ ∈ D, ξ 6= 0, ξ∗ := arg ξ = ξ/ |ξ| and |η1| = 1 be arbitrary.
It is easy to see that |ξ∗ − η1| 6 2 |ξ − η1| and |ξ − ξ
∗| 6 |ξ − η1|. Let us
note that if ξ = 0 and |ξ∗| = 1, |η1| = 1, then |ξ
∗ − η1| 6 2 |ξ − η1| and
|ξ − ξ∗| = |ξ − η1|. In any case, we have |ξ − ξ
∗| + |ξ∗ − η1| 6 3 |ξ − η1|.
Now we use the conformal mapping ϕ and the substitutions ξ = ϕ(ζ),
ξ∗ = ϕ(ζ∗) and η1 = ϕ(η). Obviously, |ζ − ζ
∗| 6 M2 |ξ − ξ
∗|, |ζ∗ − η| 6
M2 |ξ
∗ − η1| and M1 |ξ − η1| 6 |ζ − η|. Therefore, |ζ − ζ
∗| + |ζ∗ − η| 6
M2 (|ξ − ξ
∗|+ |ξ∗ − η1|) 6 3M2 |ξ − η1| 6
3M2
M1
|ζ − η| . We established the
“reverse triangle” inequality. 
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Fig. 1. G and some of the attached, simply connected sets E (ζ, r3).
Furthermore, it follows from the proof that (4) holds when ϕ (ζ) = 0,
ζ∗ is any point from ∂G and η ∈ ∂G.
§3. Main results
Main tool is an estimate for a Cauchy type integral. Its importance is
mentioned in [5] and similar estimates were also established by Ko˝va´ri and
Pommerenke in [10] (see also [17], p. 185).
Proposition 1. Let G ⊂ C∞ be a finitely connected domain and its bound-
ary Γ := ∂G be finite union of C2 smooth Jordan curves. Let Z ⊂ G be a
closed set. Then there exists ρ2 > 0 such that for all 0 < ρ < ρ2, γρ(a) =
{w ∈ G : gG (w, a) = ρ} is finite union of C
2 smooth Jordan curves (for
any a ∈ Z) and
C5 := sup

|log (ρ)|−1
ˆ
γρ(a)
|dw|
|w − z|
: a ∈ Z, z ∈ Γ, ρ2 > ρ > 0

 <∞.
Proof. We use r0, r1, r2 introduced in the proof of Lemma 1.
There exists r3 > 0 such that r3 < r0 and for every ζ ∈ Γ and r > 0,
r < r3 there exists a simply connected domain E (ζ, r) such that E (ζ, r) ⊂
D (ζ, r) ∩ G, ∂E (ζ, r) is a C2 smooth Jordan curve, D (ζ, 0.99r) ∩ G ⊂
E (ζ, r) and the boundaries coincide in the sense: ∂E (ζ, r)∩Γ = ∂E (ζ, r)∩
D (ζ, 0.99r) where D (ζ, 0.99r) means the closed disk here. We may assume
that r3 < r1, r2. Sometimes we call E (ζ, r)’s attached domains.
Fix ζ ∈ Γ arbitrarily. Let ϕ = ϕ (ζ; z) = ϕ (ζ, r3; z) be a conformal map
from E (ζ, r0) onto D. Note that ϕ, ϕ
′ extend continuously to ∂E (ζ, r),
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Fig. 2. Two “sectors” in the conformal projection.
this follows from the Kellogg-Warschawski theorem. Since Γ is compact,
{z ∈ G ∪ Γ : dist (z,Γ) 6 r3/4}
is also compact therefore disks with centers from this set and with radii
r3/2 cover this set. Because of compactness, there is a finite set E , E ⊂ Γ
such that⋃
{D (ζ, r3/2) : ζ ∈ E} ⊃ {z ∈ G ∪ Γ : dist (z,Γ) 6 r3/4}
and since the length of Γ is finite, we may require that each (open) arc
from Γ \ E has length r3/2 at most. Then⋃
{E (ζ, r3) : ζ ∈ E} ⊃ {z ∈ G ∪ Γ : dist (z,Γ) 6 r3/4}
and for all z ∈ Γ there exists E1 ⊂ E consisting of at most two points
such that D (z, r3/4) can be covered with disks with radii r3/2 with those
centers, D (z, r3/4) ⊂
⋃
{D (ζ, r3/2) : ζ ∈ E1}, and the disk can be also
covered with the corresponding simply connected domains: D (z, r3/4) ⊂⋃
{E (ζ, r3) : ζ ∈ E1}
Let
C6 := inf {|ϕ
′ (ζ; z)| : ζ ∈ E , z ∈ E (ζ, r3)} ,
C7 := sup {|ϕ
′ (ζ; z)| : ζ ∈ E , z ∈ E (ζ, r3)} .
It is easy to see that 0 < C6 6 C7 <∞.
We use the conformal maps ϕ (ζ; z) where ζ ∈ E to compare any point
on the Green level lines with the boundary Γ of G as follows.
Consider the “sectors”
{w ∈ D : 0 6 |w| < 1, argw = argϕ (ζ; z) , z ∈ ∂E (ζ, r3) ∩ Γ}
where ζ ∈ E .
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Fig. 3. Conformal projection.
These are closed sets in D and we take inverse images of the “semi-open
sectors”:
H := ∪ζ∈EHζ ,
Hζ :=
{
ϕ−1 [ζ;w] : 0 < |w| 6 1, argw = argϕ(ζ; z),
z ∈ IntΓ (∂E(ζ, r3) ∩ Γ)
}
,
where IntΓ (.) means the relative interior to Γ. By construction, Hζ ∩G is
an open set, H covers Γ (Γ ⊂ H) and H ∩G is an open set too. Therefore
there exists r4 > 0 such that dist (Γ, G \H) > r4 where r4 depends on G
only. We may assume that r4 < r3/4. We obtain the following conformal
projection property:
if z ∈ G, dist (z,Γ) < r4, then ∃ζ ∈ E : z
∗ = ϕ−1 [ζ, argϕ (ζ; z)] ∈ Γ. (5)
Note that the choice of ζ is local: if z can be projected conformally using
ϕ−1 [ζ, argϕ (ζ; .)], then the same mapping is defined and can be applied
in a neighborhood of z. Obviously, this projection z 7→ z∗ is continuous
(with fixed ζ). This conformal projection is depicted on Figure 3.
We show that there exists r5 > 0 such that for all z ∈ Γ there exists
ζ ∈ E such that D (z, r5) ∩ G ⊂ Hζ , in other words, the same projection
can be applied in a uniformly large neighborhood of arbitrary boundary
point. Let hζ (z) := dist (z, (G ∪ Γ) \Hζ) (z ∈ C, ζ ∈ E), this hζ (.) is
continuous, hence D (z, hζ (z)) ⊂ Hζ . Put h (z) := max (hζ (z) : ζ ∈ E)
which is continuous too. Since Hζ ’s cover Γ, for all z ∈ Γ there exists
ζ ∈ E such that hζ (z) > 0. Hence h (z) > 0, and is continuous on the
compact Γ, therefore inf {h (z) : z ∈ Γ} > 0. Let r5 be the minimum of
this inf and r4, obviously r5 depends only on G and is independent of ρ.
Now we show that the level lines of ℜ logϕ (ζ; ·) and gG(·, a), a ∈ Z
are “almost parallel” if we are close to Γ. We need to estimate the angles
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made by the level lines of ℜ logϕ (ζ; ·) and gG(·, a). It is well known that
if f and g are holomorphic functions, then the level lines of ℜf and ℜg
make angle
arccos
〈gradℜf, gradℜg〉
‖gradℜf‖ ‖gradℜg‖
= arccos
ℜ(f ′g′)
|f ′||g′|
. (6)
We need the following two assertions: the ρ-level lines of gG converge
uniformly to Γ as ρ → 0, and similar uniform convergence holds for the
tangents of those. More precisely,
sup {dist (z,Γ) : gG(z, a) = ρ} → 0
uniformly in a ∈ Z, and if n(z0) denotes the normal vector to Γ at z0 ∈ Γ
pointing inward with unit length, then ∀ε ∃ρ3 > 0 ∀a ∈ Z, ∀ z ∈ G,
∃ z1 ∈ Γ, gG (z, a) < ρ3, |z − z1| < ρ3 we have∣∣∣∣ gradgG(z, a)‖gradgG(z, a)‖ − n (z1)
∣∣∣∣ < ε.
This first assertion follows from (1).
For the second assertion, consider gradgG(z,a)‖gradgG(z,a)‖ close to Γ (dist (z,Γ)<
r4). It is a continuous function in z (for any fixed a ∈ Z) and can be
extended continuously to Γ, because Γ is C2-smooth. As z → z1 where
z1 ∈ Γ is fixed, this function will tend to n (z1), because the gradient of
Green’s function on the boundary is pointing inward. The uniformity in
a ∈ Z follows using the continuity in a and the compactness of Z.
This second assertion, with the conformal projection z∗ gives that for
all ε > 0 and ζ ∈ E there exists ρ4 = ρ4 (ζ) > 0 such that for all a ∈ Z,
z ∈ G with gG(z, a) < ρ4, z ∈ E (ζ, r0) and z
∗ (z) = ϕ−1 [ζ, argϕ (ζ; z)] we
have ∣∣∣∣ gradgG1(z, a)‖gradgG1(z, a)‖ − n (z∗(z))
∣∣∣∣ < ε. (7)
Similar argument can also be applied for the conformal map ϕ (ζ; z), be-
cause ℜ logϕ (ζ; z) is a Green’s function of E (ζ, r3). This yields that for
all ε > 0 and ζ ∈ E there exists ρ5 = ρ5 (ζ) > 0 such that for all z ∈ G
with z ∈ E (ζ, r3), dist(z,Γ) < ρ5 we have∣∣∣∣ gradℜ logϕ (ζ; z)‖gradℜ logϕ (ζ; z)‖ − n (z∗(z))
∣∣∣∣ < ε. (8)
Now we combine (1), (7) and (8) with ε = 1/16. Whence there exists
ρ6 > 0 (actually, ρ6 = min (ρ5 (ζ) , C2ρ4 (ζ) : ζ ∈ E)) such that for all
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a ∈ Z, ζ ∈ E , z ∈ G with dist (z,Γ) < ρ6, z ∈ E (ζ, r3) we have∣∣∣∣ gradℜ logϕ (ζ; z)‖gradℜ logϕ (ζ; z)‖ − gradgG(z, a)‖gradgG(z, a)‖
∣∣∣∣ < 18 . (9)
Now we are going to estimate the integral in the proposition. Fix z ∈ Γ
arbitrarily. There exists ζ ∈ E such that D (z, r5) ∩ G ⊂ Hζ . If ρ is small
(ρ < ρ6), then γρ(a) ∩D (z, r5) is a single Jordan arc (if not empty) and
γρ(a)\D (z, r5) is union of finitely many Jordan arcs and curves. Moreover,
since the length |γρ(a)| of γρ(a) tends to the length |Γ| of Γ as ρ → 0
uniformly in a ∈ Z (see (7)), the gradients of Green’s functions close to
Γ are bounded. In particular, there exists C8 > 0 such that for all a ∈ Z,
0 < ρ 6 ρ6, we have |γρ(a)| 6 C8 |Γ|.
We split the integral in the Proposition into two integrals as follows:
denote by γ(1) the Jordan arc γρ(a) ∩D (z, r5) and by γ
(2) the remaining
part of γρ(a), γ
(2) = γρ(a)\D (z, r5). On γ
(2), the estimate is easy: ζ ∈ γ(2),
so |z − w| > r5 and ˆ
γ(2)
|dw|
|z − w|
6 C8|Γ|
1
r5
which is bounded from above for all small ρ (0 < ρ 6 ρ6).
On γ(1), we use the “conformal projection” (on Hζ) to change the inte-
gration from w ∈ γ(1) to w∗ ∈ Γ and the comparison of the angles between
gradients (see (9)) to transfer the arc length measure on γ(1) onto Γ and
we estimate it there as follows. First,ˆ
γ(1)
|dw|
|w−z|
6
ˆ
γ(1)
C4
|dw|
|w−w∗|+ |w∗−z|
6 C4
ˆ
γ(1)
|dw|
C−12 ρ+ |w
∗−z|
, (10)
where we used the “reverse triangle” inequality (4), and by (1), |w − w∗| >
dist(w,Γ) > 1C2 ρ. We will continue this estimate later by applying the
substitution w = w (w∗).
We may assume that γ(1) is parametrized by t with respect to arc length,
w = w(t), |dw| = dt, and we may assume that the direction of iw′(t) and
the direction of the gradient of gG(·, a) at w(t) coincide, i.e.
(ℜ(iw′(t)),ℑ(iw′(t))
=
1
‖gradgG (w (t) , a)‖
(
∂
∂x
gG (w (t) , a) ,
∂
∂y
gG (w (t) , a)
)
.
(11)
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We need an upper estimate of the modulus of the derivative of w as a
function of w∗, that is, a lower estimate on the modulus of the derivative
of w∗ (w (t)).
d
dt
w∗(w (t))=
d
dw
ϕ−1 [ζ; exp iℑ logϕ (ζ;w)]
=
1
ϕ′ (ζ;w∗)
· exp (iℑ logϕ (ζ;w)) i ·
d
dt
ℑ logϕ (ζ;w(t))
(12)
Here, the modulus of the first factor is bounded from below by 1/C7, the
second factor has modulus one. To estimate the third factor from below,
we write
d
dt
ℑ logϕ (ζ;w (t)) = ℑ
d
dt
logϕ (ζ;w (t))
= −ℜ
(
i
ϕ′ (ζ;w (t))
ϕ (ζ;w (t))
· w′(t)
)
.
(13)
Here we compare iw′(t) with gradgG1(·, a) and
(
ϕ′
ϕ
)
with gradℜ logϕ as
follows. If ϕ = u+ iv, then
ϕ′
ϕ
=
ux + ivx
u+ iv
=
uxu+ vxv
u2 + v2
+ i
uvx − vux
u2 + v2
=
uxu+ vxv
u2 + v2
− i
uyu+ vyv
u2 + v2
,
and
gradℜ logϕ = grad
1
2
log(ϕϕ¯) =
(
uxu+ vxv
u2 + v2
,
uyu+ vyv
u2 + v2
)
.
Now using (11) we can continue (13)
= −ℜ
(
(iw′ (t))
(
uxu+ vxv
u2 + v2
+ i
uyu+ vyv
u2 + v2
))
= −〈(ℜ (iw′(t)) ,ℑ (iw′(t))) , (gradℜ logϕ)(w(t))〉
= −‖(gradℜ logϕ)(w(t))‖〈
(ℜ (iw′(t)) ,ℑ (iw′(t))) ,
(gradℜ logϕ) (w (t))
‖(gradℜ logϕ) (w (t))‖
〉
.
Here, the factor in front of the scalar product is bounded from below:
‖(gradℜ logϕ) (w (t))‖ =
∣∣∣∣∣ϕ
′ (w (t))
ϕ (w (t))
∣∣∣∣∣ =
∣∣∣∣ϕ′ (w (t))ϕ (w (t))
∣∣∣∣ > C6
and C6 is positive.
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In the scalar product there are two unit vectors and by (9), their distance
is at most 1/8 (small). Therefore the scalar product is at least 1 − 1128 .
Summarizing these lower estimates for the factors appearing in (12), we
can write ∣∣∣∣ ddtw∗ (w (t))
∣∣∣∣ > 1C7C6
(
1−
1
128
)
.
Therefore we can use this estimate in (10) and continue it with
6 C4
C7
C6
(
1−
1
128
)−1 ˆ
γ
(1)
∗
|dw∗|
C−12 ρ+ |w
∗ − z|
,
where w∗ runs through γ
(1)
∗ =
{
w∗ = w∗ (ζ;w) : w ∈ γ(1)
}
⊂ Γ. For sake
of convenience, we change notation η = w∗ (and |dη| = |dw∗|), this way
we have to estimate
= C4
C7
C6
128
127
ˆ
γ
(1)
∗
|dη|
C−12 ρ+ |η − z|
.
Now we use that γ
(1)
∗ ⊂ D (z, r5) ∩ Γ ⊂ ∂E (ζ, r3) ∩ Γ and (3) so the
tangents of Γ at z′ ∈ ∂E (ζ, r3) ∩ Γ and at z1 differ at most
pi
16 , and if we
use arc length parametrization of γ
(1)
∗ , η = η(s), with z = η(0), then
cos
( pi
16
)
|s| 6 |η(s)− z| 6 |s|.
We also have an upper estimate for the length of γ
(1)
∗ :
∣∣∣γ(1)∗ ∣∣∣ 6 2r5cos(pi/16) .
Therefore we can continue the estimate again (with C9 = C4
C7
C6
128
127 )
6 2C9
2r5/ cos(pi/16)ˆ
0
ds
C−12 ρ+ cos (pi/16) s
=
2C9
cos pi16
log
(
1 + C2
2r5
ρ
)
6 |log ρ|
2C9
cos pi16
+
2C9
cos pi16
log ((1 + C2) 2r5) .
So summing up the estimates on γ(2) and on γ(1), the proposition is proved.

Using this proposition we can prove the main result of this paper.
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Theorem 1. Let D ⊂ C∞ be a finitely connected domain and its boundary
Γ := ∂D be finite union of C2 smooth Jordan curves. Let Z ⊂ D be a closed
set. Let f : D → C∞ be a meromorphic function on D such that all its
poles are in Z. Denote fr the sum of principal part of f (with fr (∞) = 0)
and let fh denote the holomorphic part of f in D. Denote the total order
of the poles of f by n. Then f = fr+fh and there exists C = C (D,Z) > 0
depending on D and Z only such that if n > 2 we have
‖fr‖∂D , ‖fh‖∂D 6 C log (n) ‖f‖∂D . (14)
Proof. We may assume that D is bounded domain. We consider the level
lines of gD (., a): {w ∈ D : gD (w, a) = ρ} (where a ∈ Z) and by Proposi-
tion 1, if ρ is small enough, or, with ρ = 1/n, and n > 1/ρ2 then these are
finite union of smooth Jordan curves. It is easy to see that there is an outer
curve and all the other curves are lying inside. Fix the orientation of the
Jordan curves such way that the outer curve is directed counterclockwise
and the other curves lying inside it are directed clockwise. Therefore the
interior of this contour is contained in D.
Moreover, there is ρ7 > 0 such that if dist (z,Γ) < ρ7, z ∈ G, then for
all a ∈ Z, gG (z, a) < ρ1. This follows from the upper (right) estimate in
(1), and ρ7 depends only on D and Z.
Fix a ∈ Z and consider γ := {w ∈ D : gD (w, a) = 1/n}.
We use the Bernstein-Walsh estimate for meromorphic functions (for the
polynomial case, see e.g. [15] p. 156, or on p. 624 of the english translation
of [4]), so we write for w ∈ γ
|f (w)| 6 ‖f‖Γ exp
(∑
b
gD (w, b)
)
where the sum is taken for all poles b of f counting order of the poles.
We assume that 1n < C2ρ7, therefore gG (z, b) < ρ1 (for all b ∈ Z), hence
we can apply (2) to estimate gD (w, b) with gD (w, a) and continue the
estimate
6 ‖f‖Γ exp (nC3gD (w, a)) = ‖f‖Γ e
C3 .
Now we apply Cauchy integral formula for f as follows: we use f = fh+fr
decomposition and if z is on the outer boundary of Γ, then we apply Cauchy
integral formula on unbounded domain for fr (see e.g. [3], p. 223 or [13],
volume I, p. 318) and in other cases, we apply Cauchy integral formula for
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holomorphic functions. This way we can write for z ∈ Γ
fr (z) =
1
2pii
ˆ
γ
f (w)
w − z
dw.
This fr is a rational function with fr (∞) = 0 and it is easy to see that fr
coincide with the sum of principal parts. We can estimate fr as follows at
z using Proposition 1
|fr (z)| 6
1
2pi
‖f‖γ
ˆ
γ
1
|w − z|
|dw| 6
eC3
2pi
‖f‖Γ · C5 log n.
Using fh = f − fr and the assumption n > 2, there exists C10 > 0
independent of n such that
eC3
2pi
C5 (log n) + 1 6 C10 log n.
Setting n1 := max
(
2, ρ−12 , (C2ρ7)
−1
)
, estimate (14) is proved for fr and
fh when n > n1.
If 2 6 n < n1, then fix any a0 ∈ Z. Denote the order of the pole of f at
a0 by n0 (if f is holomorphic at a0, then we let n0 = 0). Consider
f∗ (ε; z) := f (z) +
ε
(z − a0)
n0+n1−n
.
Then f∗ (ε; z) is a meromorphic function such that sum of principal parts is
f∗r (ε; z) = fr (z)+
ε
(z−a0)
n0+n1−n
, holomorphic part is the same (f∗h (ε; z) =
fh (z)) and as ε→ 0, then ‖f
∗ (ε; .)‖∂D → ‖f‖∂D, ‖f
∗
r (ε; .)‖∂D → ‖fr‖∂D.
Applying the previous case for f∗ (ε; .) and then letting ε→ 0, we obtain
the theorem (with C = C10 log (n1) / log 2). 
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