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This thesis presents three works that revolve around improving the learning and usage of
deep model features in computer vision.
The first work is about improving style transfer, which is a generative artistic method that
leverages pretrained deep model features. Style transfer boils down to a distribution match-
ing problem, where the generated image must match the feature distribution of the style
image within the same hidden layers of the pretrained model. To that end, we propose using
statistical moments as metrics for assessing distribution matching. Current style transfer
methods match the feature distributions using second order statistics, which has two major
limitations: 1.) they cannot match the third or higher order moments, 2.) they cannot
match the non-linear relationships between the dimensions. We propose two new methods
of style transfer that address both of these limitations respectively, and significantly increase
the quality in the mid-level and high-level textures of the style transfer.
The second work is a semi-supervised contrastive learning method we call hierarchical
contrastive learning. The essence of contrastive learning is to differentiate between pairs
of images that are deemed similar or not. There is much literature that shows contrastive
learning helps deep models learn a rich set of features, which are useful for downstream
tasks. Our method expands this technique on a granular level. Rather than learn a binary
categorization of similar or dissimilar pairs, our method trains the model to understand a
hierarchy of similarities between pairs of images. We hypothesize that such a learning scheme
improves the representative quality of the features. Our analysis shows that our method
outperforms current self/semi-supervised methods on transfer learning from ImageNet to
other image datasets.
The third work improves the interpretability of the deep model features on sparse image
data. We integrate a decomposition method known as shift-invariant probabilitic latent
component analysis (PLCA) into deep convolutional neural nets (CNNs). Hence we call
our method Deep PLCA. Intuitively, PLCA decomposes image data into local structures
(kernels), and their spatial locations (latent components). Compared to PLCA, Deep PLCA
achieves the same reconstruction performance, and also has two key advantages: 1.) it
generalizes to unseen data, 2.) it converges faster.
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CHAPTER 1: INTRODUCTION
Deep learning is a powerful field of study with applications that are becoming more in-
tegral to our society. The essence of deep learning is to learn a set of features that model
some data. Before deep learning, feature quality was really at the mercy of our ability to
articulate the feature itself. The power of deep learning comes from the ability to transcend
human articulation and simply learn features that are needed to approximate some physical
phenomenon. However the field deep learning is still young, and there are many areas to
improve its learning methods. This thesis presents three works that aim to improve the
utilization, granularity, and interpretability of the deep model features in computer vision.
Two obvious methods to improve feature quality are to a.) improve the model, or b.)
improve the dataset. A third method is to improve the learning algorithm, which is what this
thesis focuses on. These improvements are achieved by leveraging some structure inherent
in the visual data, such as higher-order statistics, similarity hierarchy, and non-negativity.
We also show the direct applications of these improvements, which include improved image
generation, better performance in downstream tasks, and improved interpretability.
In the following sections, we discuss the background and related works to the three sub-
fields of deep learning that we study, which are style transfer, contrastive learning, and
probabilistic latent component analysis (PLCA). We also briefly discuss our work in these
subfields. The next three chapters discuss our three works in depth, which are improve-
ments and evaluation metrics for style transfer quality, a more granular form of contrastive
learning, and integrating (PLCA) into deep models for improved interpretability.
1.1 STYLE TRANSFER
In 2015, [1] introduced neural style transfer (NST), a powerful image generation technique
that uses a pretrained convolutional neural network (CNN) to merge the content of one
image with the style of another. There are currently many methods of style transfer, but
since they were the first to introduce it, we refer to their algorithm as the traditional style
transfer method. Content is defined as the semantic information of an image (i.e., a dog
sitting on a porch), while style is defined as the textural information of an image (i.e., rough,
smooth, colorful, etc.).
At a high level, the procedure for neural style transfer is to optimize the image we are
generating (generated image) with respect to a content loss and a style loss of the neural
network. The content loss is defined simply as the element-wise difference between the
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corresponding feature maps of the content image and the generated image, and we usually
define this difference with the mean squared error (MSE). The style loss on the other hand
has many different interpretations. The traditional method [1] defined the style loss as the
difference between the Gramian matrix of the feature maps between the style image and the
generated image, but the derivation and meaning of this formula were unclear at the time.
For a while much of NST, specifically regarding the question “what is style?”, remained
a mystery. This led to the development of [2] which showed that style can be interpreted
simply as the distribution of features, and that style loss is the distance between feature
distributions of the style image and the generated image. Their work also showed that [1]’s
definition of style loss was a second order statistics method for discriminating between the
features. Despite this realization, contemporary methods still continue to use distribution
matchings based on first order or second order statistics. While they are fast and cheap, these
methods are insufficient because they cannot fully discriminate between any two probability
distributions. Thus under certain conditions, these methods cannot fully extract the style
from the style image and transfer them to the generated image.
1.1.1 An overview of current methods
We now briefly discuss the current methods of NST, which can be grouped into two
main categories: 1.) fast methods, 2.) improving quality and control. Despite the work in
improving quality and control, none of them aim to improve the real essence of style transfer,
which is distribution matching.
1.1.2 Fast methods
Traditional style transfer is a slow and iterative optimization process, taking up to a few
minutes to complete. Thus, there have been several works focusing on improving the speed
of style transfer by approximating the style loss with cheaper statistical metrics.
Unmixed second order statistics A popular method is to match the mean and variance
of the features. Examples include batch normalization statistics matching [2, 3], instance
normalization [4, 5], conditional instance normalization [6], and adaptive instance normal-
ization [7, 8]. All these methods can be classified as distribution matching using unmixed
second order statistics. Note that we emphasize unmixed because under multivariate dis-
tribution matching, the component’s moments are matched independently. In other words,
they do not aim to match the covariance between the features.
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Due to their speed, style transfer with unmixed second order statistics is one of the most
popular methods for commercial use. It has also found its way in other fields of machine
learning. One notable example is [8]’s StyleGAN, a generative adversarial network that uses
the adaptive instance normalization formulation [7, 8] of style to produce higher quality fake
data.
Mixed second order statistics Even though traditional style transfer [1] presented their
style loss as the mean squared error of the Gramian matrices, it is mathematically equivalent
to matching the mixed raw second order statistics. In simpler terms, it matches uncentered
covariances of the features.
[9] extends off of this idea by matching the centered covariances of the generated features
with the style features. Similarly to [7], they take a pretrained autoencoder and perform
linear transformations to match the covariance of the features at various layers of the au-
toencoder. Compared to [1], their algorithm produces similar results and is significantly
faster. However, it is not as fast as unmixed second order statistic methods.
Deep generative modeling Other works that aim to improve the speed of style transfer
use neural networks that can perform style transfer in one forward pass: [6, 10, 11, 12].
Such methods are even faster than the first order statistics methods mentioned earlier, but
the drawbacks are: (a) they are qualitatively worse and produce less diverse style transfers,
and (b) they specialize in a finite amount of styles (i.e. they cannot be applied to styles
they have not trained on). [5] addressed the issue of quality and diversity by integrating the
unmixed second order statistics methods, namely instance normalization, into their neural
network architecture.
1.1.3 Quality and control
There have also been works that aim to improve the quality and control over the style
transfers. [13] extend their traditional style transfer algorithm to allow fine-grained control
over the spatial location, color, and spatial scale. [5] provides a method to improve the
diversity of style transfers.
[14] stabilizes traditional style transfer by adding histogram losses. They also provide
methods for localized control of style transfer using multi-resolution (pyramidal) image tech-
niques.
While these methods do indeed improve style transfer quality, they are more or less en-
hancements to the same distribution matching methods. In fact, [15] recently made a com-
3
prehensive review of current style transfer methods, and they still regard the [1]’s traditional
method as the gold standard today.
Furthermore, these works in quality and control do not provide any statistical metrics for
quality. Rather, they provide figures showing examples of undesirable artifacts, and show
how their methods remove them.
1.1.4 Our contributions
All current methods match the style with second order statistics. Thus, they are unable
to match the distributions for higher order moments. They are also unable to match any
non-linear relationships that may exist between the dimensions in the distributions. We
propose two new methods of style transfer that address both of these problems and improve
the distribution matching, and subsequently style transfer quality.
There is also a clear lack of quantitative metrics in style transfer literature that are needed
to assess quality. We propose using the L1 distance between the distributions moments
such as the mean, variance, covariance, and skewness. Through numerous style transfer
experiments, we provide a visual analysis that show strong correlations between these metrics
and visual characteristics of the style transfer.
1.2 CONTRASTIVE LEARNING
Representation learning in computer vision typically falls under two categories; self-
supervised learning (learning features with no labels), or supervised learning (learning with
labels). We typically employ these methods based on the data that we can gather. Ideally,
we prefer data with labels, to which we employ supervised learning, and with partial or no
labels, to which we employ self-supervised methods. We explore a type of representation
learning method known as contrastive learning that can be configured to both self-supervised
learning, and supervised learning. In essence, contrastive learning is a method that learns
to organize the pair-wise instances of a dataset.
There is much literature on contrastive learning, and [16] provides a comprehensive overview
of its history. However, we will also briefly discuss the major breakthroughs here. In 2005,
Le-Khac et al. [17] first established contrastive learning as a discriminative model that learns
to map semantically close objects near each other in some feature space and dissimilar ob-
jects far away from each other. They also established the discriminatve model as a siamese
network where the features of both objects are learned from the same model parameters.
The initial contrastive loss function by [17] was an energy-based equation that simply tried
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to minimize the Euclidean distance between features of dissimilar objects and maximize it
for features of similar objects. Then in 2019 and 2020, Facebook and Google [18], [19], [20],
[21] proposed new contrastive learning frameworks called MoCo and SimCLR respectively
that defined contrastive learning as minimizing the negative log-likelihood of positive feature
similarities against all other feature similarities within a batch. In simple terms the con-
trastive formulation changed from a batch-independent loss function to a batch-dependent
one. This greatly increased its stability and performance, and is the current definition of the
contrastive formulation to date. We will discuss this formulation in detail in chapter 3.
Consequently, contrastive learning is relatively expensive in terms of computation and
memory compared to the standard cross entropy classification training. [20], [21] also showed
that this new batch-dependent contrastive loss formulation requires larger batch sizes and
longer training in order to have the same competitive accuracy as cross entropy learning.
For reference, the standard benchmark for image classification models is to train them on
Imagenet for approximately 100 epochs with a batch size of 256. SimCLR, requires its
models to train for hundreds of epochs with batch sizes ranging from 1000 to 8000 in order
to achieve similar classification accuracies. It is worth noting however that SimCLR is a
self-supervised method and does not depend on class labels.
Contrastive learning is largely used as a self-supervised framework in computer vision,
where positive pairs are generated using image augmentations such as AutoAugment[22].
In this paper we call these types of similarities instance similarities. However, contrastive
learning can be configured to a supervised learning method as well.
In 2020, Google also introduced supervised contrastive learning (SupCon) [23], which used
both class pairs (objects which are different instances, but share the same class) and instance
pairs as the positive pairs in contrastive learning. Their work showed that SupCon can
outperform standard cross-entropy training in terms of classification accuracy. However,
its transfer learning performance is on par with that of standard cross-entropy. In this
work, we aim to improve the transfer quality in contrastive learning. We hypothesize that
by bundling class and instance pairs together as positive pairs, the model can no longer
discriminate between these two types of similarities, which does not transfer well to other
datasets. We then propose that feature representation quality could be improved if the
model was also trained discriminate not only between negative and class/instance pairs, but
also between class and instance pairs. Thus, our work investigates a more granular form of
contrastive learning, which discriminates between these hierarchies of similarities. We call
this work hierarchical contrastive learning (HierCon).
We find that in computer vision, HierCon comes in second against SimCLR and SupCon, in
terms of classification accuracy on the trained dataset, but achieves the highest performance
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in transfer learning.
1.3 PROBABLISTIC LATENT COMPONENT ANALYSIS (PLCA)
Decomposition algorithms such as [24, 25, 26, 27] have been developed for feature ex-
traction and dimensionality reduction in machine learning. Principal Component Analysis
(PCA) [24], is a linear decomposition method that projects data into a smaller space in
which features are de-correlated. Independent Component Analysis (ICA) [25], is another
of such linear methods that aims at extracting independent components.
Although PCA and ICA are promising in reconstructing the data from projected compo-
nents, interpretation of their extracted features is not straightforward. In fact, data used
in majority of machine learning applications such as image and audio data sets contain
only non-negative values which makes it difficult to interpret the negatively valued features
extracted by PCA or ICA. This issue has been well addressed by non-negative matrix fac-
torization (NMF) method, [26], that extracts and reconstructs data from low-dimensional
non-negative features. The non-negative extracted features not only are interpretable, but
also can be used for projecting the high dimensional data into a low-dimensional space. [28]
extended NMF into a probabilistic framework for decomposition of probability densities.
This probabilistic decomposition framework has three important advantages 1.) Probability
space, by definition, is non-negative which guarantees the interpetibility of extracted compo-
nents 2.) Downstream machine learning models (such as classifiers or clustering algorithms)
benefit from the probabilistic representation of the decomposed densities 3.) Proposed de-
composition is shift-invariant and therefore is able to extract the spatially invariant features.
Shift-invariant Principal Latent Component Analysis (PLCA) proposed by [28] is a prob-
abilistic extension of NMF that decomposes probability densities into smaller probabilistic
features that occur at various spatial positions within the input densities.
The interpretability of the features learned by PLCA is highly desirable for deep learning.
Our work integrates PLCA into the architecture of deep convolutional neural nets (CNNs),
which forces a non-negative constraint on the convolution kernel and feature map. This
makes the interpretability of both the convolution kernel and feature map as easy as directly
plotting a heat map of their values. This integration of PLCA into deep models, which we
call DeepPLCA, allows for a interpretable decomposition of images that is fast, and can also
generalize to unseen images.
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CHAPTER 2: EVALUATING AND IMPROVING STYLE TRANSFER
QUALITY
We propose statistical metrics for assessing style transfer quality and two new methods
that improve the mid-level and high-level textures of the style transfer.
2.1 BACKGROUND
Let x∗,xc,xs represent the generated image, content image, and style image respectively.
Let the feature maps of x∗,xc,xs in layer l of our CNN be denoted by F
l,Pl,Sl ∈ RMl×Nl
respectively, where Nl is the dimension of the features in layer l and Ml is the height times
the width of the feature map. For this paper, let us call the rows of Fl,Pl,Sl as features.
Intuitively, a feature can be interpreted as a “pixel” of the feature map.
In neural style transfer, we optimize the generated image with respect to the following
loss.
L = αLstyle + (1− α)Lcontent (2.1)
Here, α is a weight term that balances between the style loss and content loss.
The content loss Lcontent is the weighted sum of the content layer losses Llcontent, which are














The style loss Lstyle is defined as a weighted sum of the style layer losses Llstyle, which are
defined as the distribution errors between the style’s features and the generated image’s






Mean Variance Covariance Skewness
‖µF − µS‖1 ‖σF − σS‖1
∑
i,j
∣∣[ΣF ]i,j − [ΣS]i,j∣∣ ‖γF − γS‖1
Table 2.1: Style transfer quality metrics
2.2 USING MOMENTS TO MEASURE DISTRIBUTION MATCHING
In this work, we propose using statistical moments for assessing style transfer quality.
Recall for some hidden layer l, Fl,Sl ∈ RMl×Nl are the feature distributions of the gener-
ated image and style image respectively.
Let µF ∈ RNl , σF ∈ RNl ,ΣF ∈ RNl×Nl , γF ∈ RNl represent the mean, variance, covariance,
and skewness of the generated features respectively. Note that skewness is the standardized
third moment: γF = E[(Fl − µF )3]/σ3F . Likewise, let µS ∈ RNl , σS ∈ RNl ,ΣS ∈ RNl×Nl , γS ∈
RNl represent the mean, variance, covariance, and skewness of the style features.
We measure the L1 distance between corresponding moments of the generated features
and style features (the covariance is treated as a vector in this case). When we perform style
transfer using multiple hidden layers, we take the sum of the corresponding metrics.
2.3 DISTRIBUTION MATCHING METHODS
We analyze 5 distribution matching methods in total, which we list and describe here.
The first three methods are second order statistic methods that are meant to represent all
current methods of style transfer, including the traditional method, as well as various batch
and instance normalization methods. The last two methods are the new methods that we
propose. The fourth method is the unmixed Wasserstein distance, and the fifth method uses
a neural network discriminator to define a dynamic distribution loss.
Mean and variance (M1M2)
Mean square error of the means and variances of the distributions. This loss is meant
to represent the batch normalization loss in [2, 3], and the various instance normalization
methods in [4, 5, 6, 7, 8].
Llstyle[Fl,Sl] = MSE[µF , µS] + MSE[σF , σS] (2.6)
Mixed second raw moment (CoRawM2, Traditional)
Mean square error of the raw second moments (uncentered variances) of the distributions.
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This is equivalent to the mean squared error of the Gramian matrix, which is the traditional
style transfer method.
gram(X) = X>X (2.7)
Llstyle[Fl,Sl] = MSE[gram(Fl), gram(Sl)] (2.8)
Mean and covariance (M1Covar)
Mean square error of the means and covariances of the distributions. This method is
analagous to [9], which also tries to match the covariance. However [9] matches the covari-
ance by performing linear transformations in the hidden layers of an autoencoder, instead
of using the covariance as a style loss.
Llstyle[Fl,Sl] = MSE[µF , µS] + MSE[ΣF ,ΣS] (2.9)
Wasserstein distance (Wass)
Optimizing over the Wasserstein distance can match univariate distributions perfectly. This
method computes the unmixed Wasserstein distance between the two distributions. Uni-
variate distributions are a special case for the Wasserstein distance because they are easy to
compute.







where sort(x, i) is the the i’th smallest element in x.
Neural net discriminator (Disc)
Using a deep net discriminator allows us to match distributions at arbitrarily high mo-
ments as well as match any non-linear relationships between the dimensions for multivariate
distributions.
Let θl represent the discriminator for layer l. θl is a 3-layer fully connected network with
ReLU activation and spectral normalization [29]. The discriminator’s input and output
dimensions are Nl and 1 respectively. The discriminator takes in the features and outputs a























Figure 2.1: Model architecture of the discriminator style transfer
image. More specifically, sigmoid(θ(x)) and 1 − sigmoid(θ(x)) represent the probabilities
that x came from the style image and generated image respectively.
The discriminator’s style loss is the negative log likelihood that it thinks the generated
features are style features.
Llstyle[Fl,Sl] = − log(sigmoid(θ(Fl)) (2.12)
.
For every optimization step in the style distribution loss, we perform one optimization
step for the discriminator, which is the binary cross entropy of the generated features and
style features.
BCE[Fl,Sl] = − log(sigmoid(θ(Sl))− log(1− sigmoid(θ(Fl)) (2.13)
2.4 PRELIMINARY EXPERIMENTS ON SIMPLE DISTRIBUTIONS
In order to get a clearer view on the performance of these distribution matching methods,
we ran them on three simple distributions; a 1-D normal distribution, a 1-D gamma distribu-
tion, and a 2-D normal distribution. See Tables 2.2, 2.3, and 2.4. Each target distribution is
composed of 5000 independent samples. The generated distributions are initialized as 5000
independent samples from a standard normal distribution and are optimized to convergence
through gradient descent using the distribution losses from the five methods.
While the five methods can match a normal distribution reasonably well, the second order
methods are unable to match skewness, a third order moment. For the gamma distribution,
which has positive skewness, the three second order methods have L1 skewness errors ranging
from 2.8 to 5.2. On the contrary, the Wasserstein method, and discriminator method match
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CoRawM2 M1M2 M1Covar Wass Disc
mean 1.79E-03 0.00E+00 0.00E+00 1.86E-09 3.96E-03
variance 4.60E-05 0.00E+00 0.00E+00 1.19E-07 1.76E-02
skewness 4.99E-03 1.25E-01 3.33E-01 0.00E+00 1.32E-02
Table 2.2: 1D Normal distribution with 0 mean and unit variance. All five methods match
the distribution reasonably well. M1M2 and M1Covar achieve perfect mean and variance
matching, while the Wasserstein method achieves perfect skewness.
CoRawM2 M1M2 M1Covar Wass Disc
mean 4.99E-01 0.00E+00 0.00E+00 0.00E+00 5.93E-04
variance 2.51E-01 0.00E+00 0.00E+00 0.00E+00 2.99E-02
skewness 2.88E+00 5.21E+00 4.81E+00 2.38E-07 1.18E-01
Table 2.3: 1D Gamma distribution with α = 0.5, β = 1. Gamma distributions have positive
skewness to which only the Wasserstein method and discriminator method match well.
CoRawM2 M1M2 M1Covar Wass Disc
mean 2.56E+00 3.49E-10 3.49E-10 2.39E-07 4.53E-03
variance 1.26E+01 0.00E+00 1.79E-07 0.00E+00 1.38E-02
covariance 6.29E+00 3.54E-01 0.00E+00 3.52E-01 1.24E-02
skewness 1.95E-02 1.64E-01 5.25E-01 7.26E-07 4.32E-02






M1Covar and the discriminator method match the covariance well, but M1Covar along
with the other second order methods introduce additional random non-linear relationships
between the two dimensions.
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(a) Style (b) relu1 1 (c) conv1 1 (d) batchnorm1 1
Figure 2.2: Style representations of Starry Night using the CoRawM2 (traditional) method.
We use different activations of the first layer of VGG19-BN. We believe the drop in perfor-
mance from batchnorm1 1 is because the features are more centered around the origin. In
a given feature dimension, roughly half of the samples are negative, while the other half are
positive. This is detrimental to CoRawM2 because it is negative invariant.
the skewness much closer with L1 skewness errors of 2× 10−7, and 0.12 respectively.
Next, we look at the covariance errors in the 2-D normal distribution. The M1Covar and
the discriminator method achieve the lowest L1 covariance errors. However from looking at
the scatter plots of the generated distributions, M1Covar appears to introduce additional
random non-linear relationships.
Finally, we take a closer look at CoRawM2 (the traditional method). Among all three
distributions, CoRawM2, consistently had some of the worst distribution errors. We believe
CoRawM2 is a relatively poor distribution matching method because it is negative invariant.
To explain CoRawM2’s negative invariance, consider an arbitrary multivariate distribution
p. The negative variant of this distribution q = −p would have the same raw unmixed
second moment as p. Therefore, CoRawM2 would compute the distribution loss between
p and q as 0. This negative invariance is clearly evident in our 2-D normal distribution.
Note that our 2-D normal distribution has 0-mean in the first dimension, and 5-mean in
the second dimension. Virtually all samples in the second dimension are positive, and yet
we see CoRawM2 generating a distribution half of which have negative values in the second
dimension.
To further demonstrate CoRawM2’s negative invariance, we use it to perform style transfer
on different activations of the first layer of VGG19 with batch normalization (VGG19-BN).
More specifically, we use the output from relu1 1, conv1 1 and batchnorm1 1. See Figure 2.2.
We see in Figure 2.2, that the style representation from batchnorm1 1 is corrupt. Instead
of blue and yellow blobs, we see blue and red blobs. For CoRawM2, it is preferable that
the distribution is either non-negative or non-positive. This would explain why the original
paper and current works of style transfer all use the outputs of the ReLU activations in
VGG19 rather than the outputs of the convolutions because ReLU guarantees that the
12
feature distribution is non-negative.
2.5 EXPERIMENTS ON STYLE TRANSFERS
2.5.1 Setup
Following the standard procedure of style transfer [1], we used a pretrained VGG19 model
as our feature model. More specifically, we used the outputs from relu1 1, relu2 2, relu3 3,
relu4 4, relu5 5 for the style features, and the output of relu5 2 for the content features. In
order to regularize the contributions of the style losses from each layer we also scaled the
outputs by the inverse of the variance of the style features.
Note that ReLU activation implies that all features are non-negative, and we did not
center-shift the features for the sake of the traditional style transfer method (CoRawM2).
As discussed earlier, the traditional method suffers from negative invariance.
We ran the five methods on five different style images. See Tables 2.7, 2.6, 2.8, 2.9, 2.10.
For each method, we measure the four statistical L1 errors (mean, variance, covariance, and
skewness).
Low Level Textures Medium Level Textures High Level Textures
mean, variance skewness covariance
Table 2.5: Our categorization of the different texture levels captured by each of the style
metrics
2.5.2 Results and analysis
We first analyze the three second order statistical methods, CoRawM2 (traditional),
M1M2, and M1Covar. M1M2 consistently achieves the best mean and variance match-
ing, while M1Covar achieves the best covariance and skewness matching. This suggests that
if one chooses to stick with second order statistical optimization, M1M2, and M2Covar are
better alternatives than the traditional method.
Next, we compare our two methods, the Wasserstein method, and the discriminator
method against the best of the second order statistical methods. Both our methods do not
achieve the lowest mean nor variance errors, however the Wasserstein method consistently
achieves the lowest skewness error. We also find that the discriminator method achieves
the lowest covariance error. This is remarkable because the discriminator method achieves
a lower covariance error than M1Covar itself. Recall that M1Covar directly optimizes on
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CoRawM2 M1M2 M1Covar Wass Disc
mean 1.82E-01 5.67E-02 6.48E-02 6.19E-02 7.60E-02
variance 3.41E-01 3.86E-02 2.82E-01 1.48E-01 2.90E-01
covariance 1.92E-01 1.51E-01 1.19E-01 1.64E-01 7.56E-02
skewness 2.11E+00 1.48E+00 1.18E+00 3.38E-01 1.33E+00
Table 2.6: La Muse
]
CoRawM2 M1M2 M1Covar Wass Disc
mean 1.22E-01 5.22E-02 6.12E-02 4.63E-02 8.11E-02
variance 3.24E-01 3.47E-02 2.71E-01 1.22E-01 3.99E-01
covariance 1.60E-01 1.61E-01 1.15E-01 1.69E-01 6.88E-02
skewness 2.04E+00 1.17E+00 1.24E+00 3.07E-01 1.16E+00
Table 2.7: Starry Night
the mean square error between the style covariance and generated covariance. Finally,
we discuss the visual aspects of these style transfers. The second order statistical methods,
CoRawM2, M1M2, and M2Covar, all capture relatively low-level textures. For example in
the Starry Night result of Table 2.7, the style representations are all more or less the same.
Their highest-level textures are the spiral paint strokes with blobs of black, blue, and yellow.
Since they collectively achieve the best mean and variance matchings, we conclude that the
mean and variance metrics correlate with the low-level textures.
We also find that the Wasserstein method and discriminator method achieve the best
mid-level and high-level textures respectively. Since they consistently achieve the lowest
skewness and covariance errors, we conclude that the skewness, and covariance metrics best
correlate with the mid-level and high-level textures respectively.
In summary, we propose categorizing the metrics into three levels of textures in Table 2.5.
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CoRawM2 M1M2 M1Covar Wass Disc
mean 3.02E-01 6.98E-02 8.36E-02 6.71E-02 6.10E-02
variance 4.48E-01 3.80E-02 3.12E-01 1.61E-01 2.36E-01
covariance 2.63E-01 1.45E-01 1.27E-01 1.53E-01 7.25E-02
skewness 3.56E+00 1.36E+00 1.56E+00 4.58E-01 9.29E-01
Table 2.8: Udnie
CoRawM2 M1M2 M1Covar Wass Disc
mean 3.05E-01 5.47E-02 5.04E-02 5.74E-02 1.38E-01
variance 4.67E-01 3.07E-02 2.77E-01 1.57E-01 3.76E-01
covariance 2.92E-01 1.67E-01 1.10E-01 1.75E-01 8.61E-02
skewness 2.99E+00 1.93E+00 1.60E+00 4.22E-01 1.07E+00
Table 2.9: Wave
CoRawM2 M1M2 M1Covar Wass Disc
mean 4.55E-01 5.23E-01 3.09E-01 9.30E-02 6.96E-02
variance 8.20E-01 5.44E-01 6.82E-01 2.06E-01 3.30E-01
covariance 3.00E-01 3.22E-01 2.37E-01 1.71E-01 7.15E-02
skewness 4.03E+00 4.61E+00 2.72E+00 4.95E-01 1.00E+00
Table 2.10: Rain Princess
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2.5.3 Comparison in the wild
Finally, we also provide style transfer comparison of our discriminator method against
4 other contemporary methods on 5 different style-content image pairs. (a) represent the
style-content image pairs. Both (b) and (c) use variants of instance normalization to match
the mean and unmixed variance of the features. (d) is the traditional method (CoRawM2),
and (e) is our discriminator method. See Figure 2.3.
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(a) (b) (c) (d) (e)
Figure 2.3: Example style transfer results. (a) Style-content pair, (b) [7], (c) [5], (d) [1], (e)
Ours
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CHAPTER 3: HIERARCHICAL CONTRASTIVE LEARNING
We improve the representative quality of deep model features by expanding the granu-
larity of contrastive learning. First, we briefly discuss the mathematical background of the
two major contrastive losses, SimCLR, and SupCon. Next we discuss our hierarchical con-
trastive loss (HierCon). Finally we compare traditional cross entropy learning, and the three
contrastive learning methods in a visual analysis and a transfer learning experiment.
3.1 BACKGROUND
In this work, we use image augmentation and class labels to establish three tiers of similar-
ity: 1.) instance-similarity - one image is an augmentation of the other, 2.) class-similarity
- images are different instances, but share the same class, and 3.) negative-similarity - all
other image pairs.
Let X(1), X(2) ∈ Rn×d be the dual augmented batches, where the corresponding rows of
X(1), X(2) refer to the features of the same image under two independent random augmen-
tations. Let Z ∈ Rn×n = X(1) ·X(2)> be the batch similarity matrix, where Zi,j refers to the





In practice, it is common to also consider the similarities between features within the same
augmented batch (i.e. the similarities between two rows in X(1)), which effectively doubles
the size of the similarity matrix Z, but for simplicity we only consider the similarities between
features from different augmented batches. It is easy to extend the definitions that we discuss
to include similarities between features within the same augmented batch.
Note that an element of Z is an instance similarity if and only if it is on the diagonal.
For an arbitrary row z of Z, there is exactly one instance similarity index and 0 or more
class similarity indices. The rest of the indices are negative similarities. See Figure 3.1 for
illustration.
Instead of using the features directly from the model for X(1) and X(2), it is common
practice [18, 21, 23] to attach a projection head to the output of the model such that the
features are mapped to a lower dimensional space and projected on the hypersphere. The
main idea behind using a projection head is to increase the difficulty of contrasting the pairs,
which forces the model to learn a richer set of features. Therefore, contrastive learning occurs
in the projected feature space rather than the original feature space. We analyze the features
in both spaces in the preliminary experiment.




Figure 3.1: Example of a batch similarities matrix, Z. The i’th, j’th element corresponds to
the dot product of the i’th element in the first augmented batch and the j’th element of the
second augmented batch.
Z. All losses are, in essence, a variation of a negative log-likelihood, where the probability
distributions are enforced through softmax activation. See Figure 3.2 for an illustration of
these loss definitions.
Let I(i) represent the index corresponding to the instance similarity in the i’th row of Z.
Let C(i) and N(i) represent the class similarity indices and negative similarity indices in the
i’th row of Z respectively. τ is a temperature parameter that controls the amplification of
the softmax probability distributions. Following [20], [23] we set our temperature parameter
to τ = 0.1.
Self-supervised (SimCLR)
Self-supervised contrastive learning is the negative log-likelihood of the instance similarities









j∈[n] exp (zi · zj/τ)
(3.1)
Supervised (SupCon)













exp (zi · zc/τ)∑
j∈[n] exp (zi · zj/τ)
(3.2)
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(a) Batch similarity row
(b) SimCLR
(c) SupCon
(d) HierCon - class loss
(e) HierCon - instance loss
Figure 3.2: A visualization of the contrastive losses in one similarity row. Our HierCon loss
is the sum of the class loss and instance loss
3.2 HIERARCHICAL CONTRASTIVE LOSS
Hierarchical contrastive learning is the negative log-likelihood of the instance and class
similarities, where the likelihood is defined under a subset of the A(i). In short, hierarchi-















exp (zi · zc/τ)∑
b∈C(i)∪N(i) exp (zi · zb/τ)
(3.4)





exp (zi · zc/τ) +
∑
c∈C(i) exp (zi · zc/τ)
(3.5)
3.2.1 Two Possible Implementations of HierCon
When performing HierCon against the three tiers of similarities, negative, class, and in-
stance, we optimize over a contrastive loss function that is composed of a class contrastive
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Negative Class Instance
Mean STD Mean STD Mean STD
HierCon (1) 316.2 50.32 379.5 80.32 463.9 107.9
HierCon (2) 313.6 45.27 371.8 73.93 448.4 97.99
Table 3.1: Similarity distributions in the original feature space
Negative Class Instance
Mean STD Mean STD Mean STD
HierCon (1) -0.03034 0.08381 0.2742 0.1125 0.9347 0.06140
HierCon (2) -0.03137 0.08226 0.2831 0.1175 0.9351 0.06639
Table 3.2: Similarity distributions in the projected feature space
loss and an instance contrastive loss (equations 3.4, 3.5). In the class loss, we simply contrast
the class pairs from the negative pairs. The instance loss however has two possible formula-
tions: 1.) contrast the instance pairs from the class pairs, or 2.) contrast the instance pairs
from the class pairs and negative pairs, which equates to the SimCLR loss.
We perform a preliminary experiment on CIFAR10 to analyze the differences between
these two formulations. More specifically, we measure the mean and standard deviation of
the similarity distributions for negative, class, and instance pairs, and compare them between
the two formulations. Tables 3.2, and 3.1 show that the similarities in the original feature
space and projection space are similar between the two formulations, so as far as we know
choosing one over the other is quite arbitrary.
We choose the HierCon (1) formulation (equations 3.4, 3.5), because we conjecture this
strategy generalizes better to larger similarity hierarchies. One avenue of future work is to
further explore the distinction between these two formulations.
3.3 EXPERIMENTAL SETUP
We perform two experiments comparing HierCon against regular cross entropy classifi-
cation, SimCLR, and SupCon. The first is a preliminary experiment that trains all four
methods on CIFAR10 for 100 epochs, and plots the histograms of the similarity types, and
the t-SNE of the features. The purpose of this experiment is to get a simple and clear view
on how these training methods affect the learned features. The second experiment analyzes
the feature representation quality of these methods. The second experiment pre-trains all
four methods on ImageNet for 90 epochs and evaluates the transfer learning performance on
6 smaller datasets.
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cross entropy SimCLR SupCon HierCon
CIFAR10 94.6 68.3 94.2 90.7
Table 3.3: Validation accuracies of the representation learning methods on CIFAR10
For both experiments, we use the LAMB optimizer with a learning rate of 0.01, weight
decay of 0.001, and batch size of 2048. We also perform linear learning rate warmup for the
first 5 epochs, and decay the learning rate by a factor of 0.1 at the 30th, 60th, and 80th
epoch. We use Resnet50V2 with global average pooling as the backbone feature model for
all methods. This feature model outputs a 512 feature vector for each image. The head
layers attached to the backbone varies between cross entropy classification and the three
contrastive methods.
For cross entropy, we attach a single affine layer to the feature model as the classification
head.
For the three contrastive learning methods, we attach two heads to the feature model. The
first head is a three-layer projection network, following [21], which compresses the feature
to 128 dimensions. Following [20], and [21], we project all outputs from the projection head
onto the hypersphere with L2 normalization, which means that the dot product between
the projected features are simply cosine similarities that range between -1 and 1. The sec-
ond head is also a single affine classification layer like that of cross entropy classification.
When training the contrastive learning methods, we optimize the feature model using only
the contrastive loss. However, we optimize the classification head with the cross entropy
classification loss simultaneously by stopping the gradient flow from the output of the fea-
ture model to the classification layer. For example in Tensorflow, this can be done with
tf.stop gradient.
3.4 PRELIMINARY EVALUATION ON CIFAR10
As stated previously, we perform a smaller preliminary experiment on CIFAR10, where
we make various plots to visualize the features and similarities learned by the model.
First we present Table 3.3, which shows the validation accuracies for each of the four
methods. HierCon comes in third with an accuracy of 90.7%, falling short to cross entropy
and SupCon. This result is not surprising because HierCon is trained to learn a hierarchy
of similarity pairs, while optimal classification learning bundles instances of the same class
together with no regard for the distinction between instance similarity or class similarity.
HierCon preserves a separability between these two similarity types, which is apparent in
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Figure 3.3.
Figure 3.3 show the histogram of similarities between negative, class, and instance pairs.
HierCon objectively has the highest separability between these three similarities. In the
projected feature space, we see that SimCLR bundles negative and class similarities together,
while SupCon bundles class and instance similarities together. These bundles suggest that
SimCLR would struggle to understand classes, while SupCon would struggle to differentiate
between class features and image augmentation features.
Recall that the projection network also applies an L2 normalization on the output, which
constrains the similarities to lie between -1 and 1 in the projected feature space. Furthermore,
cross entropy learning does not have a projection network, which is why we only compare
the three contrastive learning methods.
Next, we present Figure 3.4, which shows the t-SNE of the original feature space and
projected feature space, color coded by class label. In the original space, HierCon’s degree
of class separability objectively falls short behind cross entropy and SupCon, but ahead of
SimCLR. However, there are some artifacts in cross entropy and SupCon, where a small
group of features from some of the classes diverge, and appear to be “pulled” by another
class. These artifacts are significantly more noticeable for SupCon in the projected space.
The t-SNE of the projected features in HierCon on the other hand appear more consistently
separated. Within each class, the projected features appear more stochastically distributed,
almost Gaussian-like.
Finally, we present Figure 3.5, which plots the t-SNE of features with respect to a ran-
domly sampled feature. More specifically, for each method, we randomly sampled a dataset
instance as an ”anchor”, and plotted the t-SNE of its feature along with samples of its image
augmentations (instance similarities), samples from the same class (class similarities), and
samples from different classes (negative similarities).
Surprisingly, we found that HierCon objectively has the highest degree of separability
between samples of instance, class and negatives.
SimCLR appears to entangle the class and instance pairs, while SupCon appears to en-
tangle the class and negative pairs.
From this experiment, we conclude that although HierCon does not achieve the highest
classification accuracy, the features visualized through the similarity histograms, and t-SNE
plots appear more desirable for transferring to downstream tasks. This leads us to analyze
the transfer quality of these 4 methods, which we perform in the second experiment.
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Figure 3.3: Histograms of the similarity types in the original feature space (a-d), and the
projected feature space (e-g)
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Figure 3.4: t-SNE of the features colored by class. Subfigures a-d are in the original feature
space, while subfigures e-g are in the projected feature space.
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Figure 3.5: t-SNE with respect to a randomly sampled feature. Subfigures a-d are in the
original feature space, while subfigures e-g are in the projected feature space.
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food101 CIFAR10 CIFAR100 CUB cars196 DTD Average
cross entropy 71.4 91.9 75.3 69.0 55.8 69.9 72.2
SimCLR 67.8 87.6 68.5 41.4 31.8 65.6 60.45
SupCon 71.0 92.1 75.3 68.8 57.2 68.1 72.1
HierCon 73.2 92.2 76.4 67.8 59.8 70.6 73.3
Table 3.4: Transfer learning accuracies of methods pretrained on ImageNet. Only the last
affine layer is tuned (linear evaluation).
3.5 TRANSFER LEARNING PERFORMANCE
Our second experiment compares the representative quality of the features via transfer
learning. After pretraining on Imagenet, we performed linear evaluation transfer learn-
ing on 6 smaller datasets; food101, CIFAR10, CIFAR100, CUB, cars196, and DTD. More
specifically, we froze the weights of the pretrained feature model, and only trained the new
classification head for 20,000 training steps.
While most methods like [30] and [21] use LBFGS for linear evaluation, we found the
Adam optimizer with decoupled weight decay [31] equally as effective, and faster to run
with our given resources. Similarly to [30] and [21], we also tuned the hyperparameters
for each dataset and report the best results among them. More specifically, we performed
a logarithmic grid search of 10 points between 10−2 and 102 for the weight decay, and a
logarithmic grid search of 3 points between 10−4 and 10−2 for the learning rate.
Table 3.4 presents our transfer learning results, and supports our hypothesis that HierCon
learns a higher quality set of features compared to cross entropy, SimCLR, and SupCon.
HierCon outperforms the 3 other methods in 5 out of 6 datasets, with CUB being the only
dataset to fall short in. Furthermore, if you consider the average classification accuracy
among all 6 datasets, HierCon achieves the highest accuracy with 73.3%, with cross entropy
and SupCon achieving the next highest accuracies with 72.2% and 72.1% respectively.
Another experiment to evaluate feature quality is finetuning. That is training the entire
model, rather than just the classification head. However, due to our limited resources, we
were not able to perform this experiment, and leave this to future work. Finetuning, indeed
may tell another half of a story about feature quality for these methods. For example, [20] has
shown that despite achieving rather low linear evaluation accuracies, SimCLR significantly
outperforms cross entropy in finetuning.
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CHAPTER 4: IMPROVING INTERPRETABILITY WITH PLCA
We improve the interpretability of features learned by deep convolutional neural nets
(CNNs) by integrating probalistic latent component analysis (PLCA), an interpretable de-
composition algorithm, into the model architecture.
We first discuss the mathematical background of PLCA, which is an expectation-maximization
algorithm. We then discuss the Deep PLCA method, and compare its performance to PLCA.
Finally we discuss limitations and avenues of future work for Deep PLCA.
4.1 BACKGROUND
Given an input set X containing two-dimensional (2D) probability densities, P (x, y|n)
denotes the 2D probability density of sample n ∈ X. PLCA estimates this density using the
following convolution:





P (τx, τy|z)P (x̃− τx, ỹ − τy|z, n)dτxdτy (4.1)
where Z denotes a set of latent variables such that for every z ∈ Z a 2D kernel distribution
P (τx, τy|z) is defined, and P (z) denotes the prior distribution of latent variable z. Also,
P (x̃, ỹ|z, n) is an impulse distribution corresponding to z’s kernel and n’s input density.
Note that x̃ and ỹ indicate the two dimension of the impulse distribution which in turn are
defined along the corresponding dimensions of the input distribution. Intuitively, the impulse
distribution determines how much each kernel contributes to the input density P (x, y|n).
[28] proposed and Expectation-Maximization (EM) algorithm to estimate prior, kernel
and impulse distributions from a single input probability density (|X| = 1). Here we simply
extend their EM algorithm to larger data sets (|X| >= 1) and reiterate the EM steps for
estimating the decomposition parameters from multiple input densities.
In the “E” step we compute the contribution of each latent variable to the reconstruction
of each input density n ∈ X:
R(x, y, τx, τy, z, n) =
P (z)P (τx, τy|z)P (x̃− τx, ỹ − τy|z, n)∑
z∈Z P (z)
∫ ∫
P (τx, τy|z)P (x̃− τx, ỹ − τy|z, n)dτxdτy
(4.2)








∫ ∫ ∫ ∫
P (x, y|n)R(x, y, τx, τy, z, n)dxdydτxdτy (4.3)




P (x, y|n)R(x, y, τx, τy, z, n)dxdy
P (z)
(4.4)
P (x̃, ỹ|z, n) =
∫ ∫
P (x+ τx, y + τy|n)R(x+ τx, y + τy, τx, τy, z, n)dxdy∫ ∫ ∫ ∫
P (x+ τx, y + τy|n)R(x+ τx, y + τy, τx, τy, z, n)dxdydτxdτy
(4.5)
[28] have found it beneficial to anneal the kernel distributions after each iteration of “M”
step:
P (τx, τy|z)← C1.P (τx, τy|z)α (4.6)
where C1 is a normalization constant and α > 0 is first set to a value smaller than one
and is gradually increased to α = 1 during the iterations of EM algorithm. Moreover, we
commonly desire sparse impulse distributions to assure all the spatial features are captured
only by kernel distributions. To impose this sparsity constraint on the impulse distributions
we raise it to β >= 1 after each iteration of “M” step:
P (x̃, ỹ|z, n)← C2.P (x̃, ỹ|z, n)β (4.7)
where C2 is a normalization constant. We developed a Python implementation of this al-
gorithm for training on multiple 2D input probability distributions and deposited our code
in project’s GitHub repository. We used this implementation to compare PLCA with our
results obtained from DeepPLCA.
4.1.1 Deep PLCA Loss
Let X = ×[W ] represent the set of all image coordinates. Let Z = [N ] represent the set
of N components. Let M = [H − K + 1] × [W − K + 1] represent the set of all impulse
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Figure 4.1: Our deep PLCA model uses deep CNNs to map the image input to its corre-
sponding latent components
coordinate. Let τ = [K]× [K] represent the set of all kernel coordinates.









+ β3 · entropy(Pθ(Z)) (4.8)
where P (X), Pθ(X) represent the true image probability distribution and reconstructed im-
age probability distribution of our model parameterized by θ. Pθ(M |z, P (X)), Pθ(τ |z) are
the impulse distribution and feature distribution of the z’th component. “recon-loss” is an
arbitrary reconstruction loss. In our experiments, we use cross entropy. “entropy” is also
set to the information theory definition of entropy (i.e. −
∑
x∈X P (x) logP (x)).
4.2 DEEP PLCA MODEL
Our model for mapping the images to their latent components, which are the priors,
impulses and kernels, is a convolutional neural network (CNN). See Figure 4.1. Insteaad
of optimizing the parameters with expectation-maximization, we simply perform gradient
descent over the loss function Lθ described in equation 4.8.
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1. The prior module feeds the image probability through a CNN, global average pooling,
and a softmax activation over the channel dimension.
2. The impulse module feeds the image probability through a CNN, and a softmax
activation over the spatial dimension (i.e. each feature map of the CNN output becomes
a probability distribution)
3. The features module is independent of the image probability. It consists of N ×
C ×K ×K free parameters, which are fed into a softmax activation over the spatial
dimension.
4. The reconstructed image is generated by applying convolutional transpose (single
stride and no padding) with the impulse and features to get an N × (C × H ×W )
output. This can be viewed as N component-wise reconstructions. We then linearly
combine these component-wise reconstructions using the priors.
The CNNs in the prior and impulse share the same architecture. Let L represent the
number of convolutional layers in the CNN. Let H represent our hidden dimension (i.e the
number of hidden channels between the convolutions). Recall that N is our number of
components. The CNN consists of an initial convolution with K × K kernels with single
strides and no padding. We then follow with L convolutions, each with 3 × 3 kernels with
single strides and 0-padding. Note that these L convolutions preserve the spatial dimensions.
Therefore, if the input to the CNN is C ×H ×W , then the output would be N × (H −K +
1)× (W −K+ 1). Between the convolutions, we use standard activation combination, batch
normalization + ReLU.
It’s worth noting that all parameters in the prior, impulse, and feature modules are sep-
arate. A logical idea would be to share the parameters between these modules in order
to simplify the model. We performed preliminary experiments for sharing the parameters
between the priors, impulse and feature modules, but we found the results were significantly
poorer. We leave it to future work to further investigate this shared weights schema.
4.2.1 Training details
In all our experiments with deep PLCA, we use hidden dimension H = 256, and L = 4
convolutional layers. We configure the Lθ loss with recon-loss set to cross entropy, and
entropy weights set to β1 = 0, β2 = 2, β3 = 0 (i.e we only add an entropy loss on the impulse
distribution). We performed gradient descent with the Adam optimizer with learning rate
set to 0.001 and batch size 512.
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Figure 4.2: Deep PLCA on MNIST with 25 components, each component’s feature has
dimension 11× 11.
4.3 RESULTS
All results from deep PLCA were presented from the test set of the dataset, which illus-
trates how well our model generalizes.
4.3.1 Example on MNIST
We ran our model on MNIST, which took about 5 epochs to converge. Figure 4.2 shows our
model’s latent component analysis on a digit 6 from the test dataset. The extracted features
are meaningful and depict various strokes at different angles and curvatures, which arguably
is how we humans would represent the images of digits in our minds. Also, the learned
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(a) Deep PLCA on KMNIST with entropy
loss β2 = 2
(b) Deep PLCA on KMNIST with no en-
tropy loss β2 = 0
Figure 4.3: An impulse entropy loss encourages all local structural information to be stored
in the kernels, improving interpretability.
impulse distribution is sparse (contains only one location with high probability). Visually
speaking, a sparse impulse indicates the “location” of the component’s feature. In addition
to the meaningful extracted features and sparse impulse distributions, the reconstruction is
visually accurate.
4.3.2 Importance of impulse entropy loss
The impulse entropy loss is important because it encourages all the information of the
image to be in the features, which makes them meaningful.
In order to show the importance of the impulse entropy loss, we ran our model twice on
KMNIST with and without impulse entropy loss. See Figures 4.3a, and 4.3b.
A noticeable difference is the impulse distribution itself. With entropy loss, the impulse
distribution is sparse. Visually speaking, a sparse impulse “pastes” its corresponding feature
at a specific location. Without entropy loss, the impulse distribution is more or less the
same as the original image, which allows it to take a feature such as a dot, and ”paint” the
original image with said feature. This is exactly what we see in Figure 4.3b. Also note that
the prior distribution of Figure 4.3b is significantly sparser than that of Figure 4.3a. Impulse
distributions with high entropy can effectively represent the whole image. Therefore, it takes
only a few components to reconstruct the image. In other words, reconstruction is easier
with no entropy loss, because the information constraint is relaxed.
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(a) Visual comparisons.
(b) KL divergence and MSE losses for 3000 training data.
(c) KL divergence and MSE losses of DeepPLCA on com-
plete MNIST data.
Figure 4.4: Reconstruction comparisons between NMF, EM-PLCA and Deep PLCA.
4.3.3 Comparison with NMF and EM-PLCA
We also compare our method’s in terms of reconstruction and features with non-negative
matrix factorization (NMF) and PLCA with expectation-maximization by [28] (EM-PLCA).
For NMF, we used scikit-learn machine learning package and for EM-PLCA we used our
Python implementation of this algorithm.
We compare the reconstructions on 3000 training images both visually and with two re-
construction losses (KL divergence, and MSE) in Figure 4.4a-b. We see that both PLCA
methods significantly outperform NMF. The MSE loss of both PLCA methods are at least
3x smaller than that of NMF. Between EM-PLCA and our deep PLCA, the reconstruction
performances are very similar. However, it is worth mentioning that our DeepPLCA gener-
alizes to test images that never saw during training with an equally good performance (4.4c),
whereas the EM-PLCA, by its nature, has to train on the images that it decomposes.
We also compare the features of the three methods in Figure 4.5. NMF captures global
features. For example, the bottom left feature is a sketch of a 0 and the bottom middle
image is a sketch of a 9. PLCA captures more local features such as dots and strokes. As
stated in the beginning, the advantage with local features is that they are shift invariant,
and have more reuse in reconstructing images than global features. Between EM-PLCA and
Deep PLCA, we notice that our features are more ”continuous”. More specifically, some of
the features in EM-PLCA are disconnected, usually with a dark stroke and a separate light
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Figure 4.5: Features of MNIST captured by different methods
stroke.
4.3.4 Difficulty on images with more entropy
Our model struggles to model datasets with significantly more complicated images. As an
example, we run our model on CelebA, a face dataset consisting of hundreds of thousands of
images of celebrities. See Figure 4.6. Despite increasing the number of kernels, our model’s
reconstruction is poor. In Figure 4.6, we see many vertical and horizontal line artifacts, which
is most likely a result of the edges and overlaps of different components. The reconstruction
can capture the orientation and the positioning of the face well, but the face itself looks
blurred and arbitrary. Despite poor reconstruction, our model still captures meaningful
features. Looking at the top 6 components, we see that the model can effectively capture
facial features such as the eyes, nose, mouth, and corners of the head.
We leave the improvement of our method on harder datasets like CelebA for future work.
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Figure 4.6: Deep PLCA on a test example of CelebA. 64x64 images decomposed using 1024




In summary, this thesis brings together three works that improve the learning and usage
of deep model features in computer vision.
In chapter 2, we established a deeper understanding of how the features affect the style
(textures) in style transfer. Style transfer is a distribution matching problem; better feature
distribution matching between that of the generated image and style image leads to higher
quality style transfers. We used various statistical moments to measure the differences in
two distributions, and we found that different moments correlate with different level textures
in the style. We then proposed two new methods of style transfer that were significantly
better at capturing the mid and higher level textures, thus improving style transfer quality.
In chapter 3, we improved the representative quality of deep model features by expand-
ing the method of contrastive learning on a granular level. Current methods of contrastive
learning train a model to learn a binary categorization of data pairs; pairs of a dataset are
either similar or dissimilar. A major issue with this learning scheme is that similarity it-
self is not binary, and a binary categorization inherently bundles certain levels of similarity
together. Using image augmentation, and class labels, our hierarchical contrastive learning
method trains models to distinguish between instance similarity, class similarity, and neg-
ative similarity which we hypothesize improves the representative quality of the features.
Our hypothesis is supported through our transfer learning experiment. More specifically,
our method outperformed traditional cross entropy classification, and two other major con-
trastive learning methods (SimCLR, and SupCon) in 6 out of 7 transfer learning experiments.
In chapter 4, we improved the interpretability of deep model features by constraining the
features to a non-negative, probablistic decomposition model called PLCA. Even though
image data is non-negative, traditional deep nets model the data using both positive and
negative features, which are non-intuitive. PLCA decomposes images into their spatial
locations (latent components) and local structures (kernels), both of which are non-negative
and easy to understand. We merged this interpretable decomposition algorithm into deep
CNNs, and call this method Deep PLCA. Deep PLCA is just as effective as the original shift-
invariant PLCA algorithm by [28] in terms of reconstruction accuracy, and also includes two
major advantages: 1.) it generalizes to unseen data, 2.) it converges faster. However, Deep
PLCA only works well with sparse image data such as the handwritten digit dataset MNIST,
and not on images with high entropy such as the face dataset CelebA. We leave it to future
work to improve Deep PLCA’s performance on image data with high entropy, as well as
study its features for downstream tasks.
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