Consider densities f t (t), for i = 1, ..., d, on the real line which have thin tails in the sense that, for each /, where y,-behaves roughly like a constant and V, -is convex, C 2 , with if>'-*co and ip">0 and l/Vi//" is self-neglecting. (The latter is an asymptotic variation condition.) Then the convolution is of the same form Formulae for y, tp are given in terms of the factor densities and involve the conjugate transform and inftmal convolution of convexity theory. The derivations require embedding densities in exponential families and showing that the assumed form of the densities implies asymptotic normality of the exponential families.
Introduction
The purpose of this paper is to explain the statement: The class of densities with Gaussian tails is closed under convolution'. For the moment we think of a density with a Gaussian tail as a density with a thin tail in the sense that where \\) is a convex C 2 -function with ip" strictly positive and x()'-><*>, and where y behaves more or less like a constant. The relation ~ denotes asymptotic equality: the quotient of the two sides of the equation tends to 1 as /-><». We shall shortly impose certain regularity conditions on the functions \p and y which will ensure that any finite convolution of such functions again has this form. Moreover, we shall see that the functions ip and y for the convolution can be expressed in terms of the functions T//, and y,-of the factors.
Let us first say a few words about the terminology 'Gaussian tail'. Any distribution F with a moment-generating function generates an exponential family of distributions where the norming factor C(A) = $ e** dF(x) is nothing but the momentgenerating function of F. If F has a density/with a thin tail as above, then the moment-generating function C(A) is finite for all A 2=0 and hence the density f x (x) = e* x f(x)/C(k) is well defined for all A 5=0. The conditions which we impose on y and T// imply that f k is asymptotically normal: there exist norming There is a second related reason for the name Gaussian tails. Originally we were interested in the distribution of extremes of linear combinations of independent identically distributed random variables. For distributions with thick tails there exists an elegant theory of subexponential distributions, which links sums and maxima. For thin tails there exist isolated results (see, for example, the excellent papers [4, 10] ) but no general theory. By using Laplace's principle for estimating the density of the convolution f* 2 (t) = J f(t -x)f{x) dx for a density of the form above, we obtain f*\t)~y\\ at least if o 2 := l/i/>" (and y) behave like constants in an appropriate sense. Some reflection shows that a suitable condition on the functions o and y is
o(t + xo(t))/o(t)-+l asf-+oo, y(t + xo(t))/y(t)->l asf-><»,
both uniformly on bounded x-intervals. (A function o which satisfies relation (0.1) above is said to be self-neglecting.) This argument remains valid if the random variables X and Y do not have the same distribution (and even if they are dependent) as long as the bivariate density h(x, y) has the form e~^x' y) for a 'smooth' convex function ip. In this paper we consider sums of a finite number of independent random variables whose densities satisfy the asymptotic relation above where the functions y, and T//, may depend on the index i. The restriction to independent variables allows us to obtain precise results. An interesting application of our results to saddlepoint approximations is contained in [1] .
Feigin and Yashchin [5] relate the behaviour of the tail of a density function to the behaviour of the Laplace transform in the case where the Laplace transform is asymptotically Gaussian. Our results are analogous. Since we work with densities, the proofs are straightforward and do not make use of transform theory. Indeed an exact formulation of our result in terms of Laplace transforms might be quite difficult.
Closure under convolution
We introduce a class of probability densities with thin tails which is closed under convolution. Theorem 1.1 is the main result of this paper. It provides a flexible method for obtaining the tail behaviour of a finite convolution based on knowledge of the tail behaviour of the convolution factors. 
The functions y, satsify
uniformly on bounded x-intervals. Furthermore, we assume that
To, ^ °° is independent of i. 
(1.8)
Note that we have replaced the intuitive condition that the derivatives i/;-are unbounded by the formal condition that il>l(t ioa )=: Too^0 0 is independent of the index /. If x m is finite then all the upper endpoints t ix are infinite (Proposition 5.5).
We give a sketch of the proof. Determine the minimum of the function
on the hyperplane x t +... +x d = t by Lagrange's method and evaluate the convolution integral by Laplace's method. The convexity of \j> supplies the necessary bounds on the tails of the integrand. The formal proof is presented in § 7. In the intervening § § 3-5 we develop the theory of asymptotically parabolic functions. These are the functions ip which satisfy the conditions (1.2) and (1.3) above. This class of functions is of sufficient interest to warrant some attention.
Section 4 uses the theory of conjugate convex functions to give two alternative descriptions of the function \j) 0 in terms of the functions \J)j, viz.
=
where ipf is the conjugate function to i/;, for i = 0,..., d and where the infimal convolution cp 1 • q> 2 of two convex functions (?! and <p 2 is the (convex) function <p defined by cp(t) = inffg^C*) + (p 2 (y)' x +y = t}.
Section 6 shows that for bounded densities /~ ye~^ with ty and y as above, the associated exponential family of densities f x is asymptotically Gaussian for T-»To,. The convexity of the exponent will ensure a very strong form of convergence of the normalized densities; see (6.1) . This strong form of asymptotic normality not only gives Theorem 1.1, it also establishes asymptotic normality of the vector X = {X X ,..., X d ) conditioned on the sum ^0 = / for t-^tn. These conditional distributions are of interest in large deviation theory.
Section 2 treats the following question: when is the tail of a convolution determined (up to asymptotic equality) by the tails of the factors?
We now consider some remarks and examples which are intended to clarify the construction of the functions op 0 and Yo in the asymptotic expression for the density of the sum. We begin by checking the two relations c^ = I/1//0 and sup Vo(0 = r =o given after relation (1.8). Proof. It is convenient to take T as the independent variable. Note that T= ip'ilqi). Hence <7,'(T) = l/ip'/(qj) = oj(q,). Differentiation of the equality (1.6) with respect to r gives where we write t = q o (r). Hence il)' 0 (t) = T. This proves the second relation. Differentiation of this last expression with respect to T gives VoXO^o^) = 1 and hence Let us now look briefly at the conditions of the theorem. The densities/ need not be continuous or bounded. Indeed it suffices that the distributions F { have a density of the form y/e"^ on a left neighbourhood of t im . In Proposition 5.7 we shall see that if a distribution has the form F t = 1 -e"* 1^ on a left neighbourhood of its upper endpoint and V/ satisfies (1.2) and (1.3) then (1.1) holds and the theorem applies.
The IIf=i C-Vp,. In the independent identically distributed case these types of densities have been analysed by Rootzen [10] .
The tail of a convolution
The conditions of Theorem 1.1 imply that the upper tail of the convolution / =/, *...*f d is determined (up to asymptotic equality) by the upper tails of the densities/ of the summands. This aspect of Theorem 1.1 will form the subject of the present section. There is considerable literature on this subject for regularly varying and subexponential tails. See, for example, [2] . We shall consider distributions F s with upper endpoint sup{/v < 1} = °° and with the property that the density/ -e"^1 exists and is strictly positive on a neighbourhood of oo. 
(t-x)g(x)dx+\ f(t-x)dG(x)+ f g(t-x)dF(x).

JO J-a>
J-oo
For fixed x e R, one has f(t -x)lf{t)^e In the situation sketched here we do obtain an asymptotic expression for the tail of the density of the convolution, but of a less symmetric form than the expression in Theorem 1.1. In particular, we see that the upper tail of the convolution depends on the whole distribution function G and not only on the asymptotic behaviour of the density g(x) for x-»°°. The same argument establishes the following result: Analogues of this result for distribution functions are given in [4] . We shall now formulate conditions which ensure that the convolution has a density on a neighbourhood of °° and that the asymptotic behaviour of this density is determined by the asymptotic behaviour of the densities of the summands in °°. Proof. First note that the derivatives T//J are increasing, and hence T > 0 . We may assume that the densities exist on [c, oo), where c > 0, and that the asymptotic equalities hold there within a factor 2. As above, f(t) is the sum of three integrals and the sum over the finite interval [c, t -c] dominates for f-»oo. Let ai = e~m ie)
>0
for / = 1, 2. We have the bounds 2e~*' ( '~c ) for the integral over the infinite intervals, whereas for t > 2c, 
ij>(x)=x-(r-l)\ogx
in the exponent is convex for r > 1, but o(x) = l/y/ip"(x) is not self-neglecting. In geometrical terms this is the hyperbolic case, and we are concerned with the parabolic case.
Self-neglecting functions
In this section we collect some needed preliminaries about self-neglecting functions and the relation (1.4 We give a short proof of the second fact for the case that *" = °° since the basic argument is useful. The definition of a self-neglecting function supplies an s 0 such that o is strictly positive on [^0, °°) and since p^oand p^ T. In the general case, choose o~oand f ~ r so that a' and f' vanish in t M . Then a" 2 ~ a" 2 and f ~2 ~ T~2, whence p~ p.
7Yie conjugate transform
We need some simple facts about the conjugate (Legendre) transform of a convex function [2, 3, 9, 11] .
A convex function V is defined on the whole real line R with values in (-o°, <»]. Its domain is the set on which it is finite. This is a connected set, which we shall assume to contain at least two points. The function ip is continuous on the interior of the domain. For £ e R we define X Note that \p* is convex and lower semi-continuous since it is the supremum of affine functions. For all x and § one has the inequality 
Asymptotically parabolic functions
In §4 we have studied the convexity of xp. We shall now investigate the implications of the extra condition (1.3) that a=l/Vt/;" is self-neglecting. The class of asymptotically parabolic (AP) functions defined below is natural for our problem. It possesses a number of pleasing and useful closure properties which we explore before describing the asymptotic behaviour of the functions xjj in this class. These closure properties further illuminate the statement of Theorem 1.1. )lic.
DEFINITION. A function \p is asymptotically parabolic (AP) if it is a convex
We begin with some closure properties of the class AP. The first proposition has an obvious proof and the second is a simple consequence of Lemma 3.3. PROPOSITION PROPOSITION 2 with scale function o = (ajf 2 + o 2 2 ) ~^. THEOREM 
The set of AP functions is closed for addition of constants and linear functions: if ty is AP then so is i\){t) + p + Xt for any p and X in R.
The set of AP functions is a convex cone: (a) if ip is AP with scale function o then for any c > 0 the function cxj) is AP with scale function o/\/c; (b) suppose \p x , ip 2 €AP(t x ) with scale functions o x , o 2 ; then T/>, + ^)
The class of asymptotically parabolic functions is closed under conjugation in the following sense: if ty is AP with domain D and endpoint t«, and scale function o, then the restriction of ty* to A = ip'(D) is AP with endpoint Too= V'('°°) ana * scale function s(r) = l/o(q) with q = \\)*'{x).
Proof. The relation q = (f')^{r) = (V*)'( T ) determines a diffeomorphism q <r+x between points q e D and points r e A = rp'(D) (see § 4). On the one hand, and on the other, This shows that the asserted relationship between o and s holds. We still have to prove that the function s is self-neglecting. Observe that for \d\ =£ 1 we have
eua(q))) uniformly on bounded w-sets, by the self-neglecting property of o. So given u = u(q)->u 0 , we may find v(q) ~ u(q) such that (5.1) V'{q) + u(q)/o(q) = y'{q + v(q)o(q)).
This relation implies that s e SN as follows:
S(T + us(r)) = l
We shall now derive some useful asymptotic properties of asymptotically parabolic functions. THEOREM 
Suppose ty is AP with endpoint t x . Then ^(^) is infinite.
Proof. This is obvious if ^00 = °° and Too = sup ip'(t)^O. We are left with two cases: t M is finite, and x x = 0.
First assume that t x is finite. Since o = 1/Vip" is self-neglecting with finite endpoint t^, it follows from the parenthetical remark after (3.1) that o(t) = o{U -t). Hence for any M>\, eventually we have \l)"{i)>Ml(t x -i) 2 and V ( 0 ~ ^'('0) > Af,/(foo -0-T n i s implies that ^' -> 00 and in fact The next result explains the terminology 'asymptotically parabolic' and 'flat'. THEOREM 
Suppose xp is asymptotically parabolic with endpoint t x and scale function o, and y is flat. Given t 0 <t oo , M>\ and e>0 there exists t x e (t 0 , t x ) such that for any t € {t l} t x ), J, = [t-Mo{t), t + Mo(t)] <= (t 0 , Q, l-£<y(t + uo(t))/y(t)<l + e, \u\^M, where q) is the normalized function (p(u) = xp(t + uo{t)) -xp{t) -uo{t)xp'{t).
Proof. The first relation is a consequence of the assumption that o e SN; the second follows from the definition of 'flat'. It holds in particular for the flat function ijj". This implies that \q>" -l | < e on [-M, M\. Repeated integration gives the third relation.
The next two results quantify the behaviour of ip and its first two derivatives at the upper endpoint. 
"(t + yo(t))o(t) dy o = l\o(t)/o 2 (t+yo(t)))dy
Jõ f (o(t)/o\t)) dy = x/o(t) as
(t + uo(t))) du-+M.
J-M
So lim inf,^ ij)'(t)o(t) ss A/ for any M and this suffices to establish (5.5).
The examples at the beginning of this section show that the long term behaviour of asymptotically parabolic functions ip may be far from parabolic.
Consider the derivative. The derivative ip' is continuous and strictly increasing from D onto A. One can construct an increasing sequence of points p n = {t n , k n ) on the graph of \j>' with f M f/" such that the area of the rectangle [p n , p n+x \ tends to 1. Then t n+x -t n = : o n ~ o(t n ), and hence A n+1 -X n ~ l/o n . 
Proof. Set R(n,k) = f(t n+k )-f(t n )-(t n+k -t n )ip'(^)-
For fixed ^1 we We now return to Theorem 1.1. Let tjj be AP with endpoint t x and scale function o and let f(t) ~ y^e " 1^0 , for t-* t x , be a probability density. We assume that y is continuous and flat. In § 3 we have shown that we may then assume that y is C 2 and that o*(0y 
.,d. If t iaa is finite then fi(t) = o(t ioa -t)~n for all n; if r x is
Asymptotic normality of the exponential family
Before proceeding with the proof of Theorem 1.1 we make a brief digression and discuss the asymptotic normality of the exponential family f k , for AeA, generated by a d-dimensional density/. We begin by defining precisely what we mean by asymptotic normality with exponential tails. DEFINITION . A sequence of random vectors X n in R d is asymptotically normal (AN) if there exist affine transformations a n on R d , a n (x) = A~l(x -b n ) with A n an invertible linear transformation on R d , such that oc n {X n ) -^-» U where the random vector U is standard normal. The sequence (X n ) is asymptotically normal with exponential tails (ANET) if the vectors a n (X n ) have densities g n which satisfy the condition: for any e > 0 there exists an index n 0 such that for n 2* n 0 ,
where v d is the standard normal density on R d and \\x\\ denotes the Euclidean norm. We shall sometimes say that the sequence of densities (g n ) is ANET.
The reason for the name 'with exponential tails' is contained in the following result, which once stated hardly needs proof. One may take C=\ in (6.3) without loss of generality since Ce~" e =^e~t /2e for 15= 2e log C. REMARK 1. If (X n ) is asymptotically normal under two different affine transformations a n and /?", and if the sequence is ANET with respect to one set of scaling transformations, then it is also ANET with respect to the other set. where U has a standard normal density on R d , and that y n is the projection on the first m coordinates. Let X n have density /" so that , locally uniformly and thus f n \ w satisfies (6.2). To prove the property of exponential tails it is necessary to verify (6.3). Since the denominator of (6.4) is bounded away from zero, it suffices to show for given e > 0 that there exists a constant r' > 0 such that, for large n, for |M| ^r , ||y|| s?r'. This follows from the fact that/,, is ANET and The next result discusses the behaviour of moment generating functions and moments when there is convergence to normality with exponential tails. PROPOSITION The integral of /" over the complement of a large ball is small, and hence the integral over the ball is close to 1. This implies that c n is close to (2x)~d l2 . Thus/ n converges to the normal density uniformly on bounded sets. Since the constant cM in the inequality above is fixed, and r is arbitrary, we have asymptotic normality with exponential tails. Now consider the exponential family generated by a vector X in R d with density/. It is well known that the set is convex and that the cumulant generating function A •-» log C(A) is a convex function on A. With the density / we associate the exponential family of densities fx, for A e A, by defining
For the proof of Theorem 1.1 we need consider only the one-dimensional case. In the general case we only have asymptotic equality. We then enclose -logg r between two convex functions. This is done as follows: /~e~( p where y is asymptotically parabolic, by Proposition 5.10. We may assume that t x is positive and that \^fe 
The proof
Let/denote the density of the random vector X = (X u ..., X d ) with independent components X { having density / ~ y^e"* 1 as in the statement of Theorem 1.1. The exponential family of densities f x is defined in (6.5). These densities are products. Choose A = (T, ..., T) with x-»Too, and apply Theorem 6.6 to the components X t to find that the normalized densities g, T («,) = <7,/ r (^, + o,w,) are ANET for x-> x x (equivalently for q t ->t ioa where q = A r , that is, V/0?/) = r f°r / = 1, ..., d). Hence the multivariate density ITf=i gt x is ANET and (7.i) n gM)=n o&iq,+o iUi )^ n e -. 2/2 /v(2^).
i=i /=i y=i
If the X iT are independent variables with densities f iz , then the corollary to Proposition 6.3 gives which shows that <5 0 is flat for t// 0 , and hence also y 0 = 6 0 /a 0 V(2jr).
