Introduction {#s1}
============

Grid cells of the medial entorhinal cortex (MEC) fire at several locations organized as a grid of equilateral triangles ([@bib21]). The repetitive nature of the firing fields suggests that grid cells are an important metric element of a neuronal system involved in spatial navigation ([@bib21]; [@bib37]; [@bib9]). To keep track of the animal's position during locomotion, grid cells appear to rely on self-motion cues ([@bib21]). Indeed, computational models suggest that grid cells integrate heading direction and traveled distance ([@bib17]; [@bib37]; [@bib9]; [@bib8]). The directional component likely depends on inputs from head-direction cells found in several subcortical and cortical areas, including the MEC ([@bib51]; [@bib52]; [@bib53]). Traveled distance, on the other hand, could be estimated from the firing rate of speed cells located in the MEC ([@bib27]). As expected from an internal speedometer, the increase of the firing rate of speed cells as a function of running velocity is preserved across different environments ([@bib27]).

Without corrections based on external inputs, intrinsic noise in neuronal networks causes an accumulation of error in the internal estimation of position ([@bib9]; [@bib8]). A mechanism is therefore needed to prevent the position estimate from rapidly deviating from the actual location of the animal. External landmarks, including the borders of the enclosure, serve this purpose ([@bib25]; [@bib46]; [@bib14]; [@bib22]). The influence of landmarks on grid cell activity is illustrated by cue control experiments in which the rotation of a single polarizing visual landmark causes an equivalent reorientation of the grid pattern ([@bib21]), and by the reduced spatial selectivity of grid cells in darkness ([@bib21]; [@bib2]). Moreover, compression of a familiar rectangular environment along one axis can lead to a contraction of the grid pattern in the same axis ([@bib4]; [@bib49]) and grid orientation aligns to the environment borders with a small but constant offset ([@bib28]; [@bib50]). Finally, there is also evidence that the color and odor of an enclosure can affect the positioning of the grid fields but not the grid orientation or the firing rate of the neurons ([@bib33]). Thus, visual landmarks within an environment prevent error accumulation in grid cell networks and anchor the grid fields to the environment.

Whether visual landmarks influence the activity of MEC neurons beyond anchoring the firing fields of grid cells is not known. On one hand, the role of visual information could be limited to ensuring long-term stability of the MEC spatial representations. In this scenario, the firing rate of MEC neurons would be context-invariant and remain unchanged by manipulations of visual landmarks ([@bib18]; [@bib27]; [@bib33]). Alternatively, visual information could have a broader impact on the MEC network. For example, the firing rate and speed code of MEC neurons could be affected by visual inputs. In addition, nonmetric contextual information, which is independent from the shape and orientation of an enclosure, could be encoded in the firing activity of MEC neurons. We set out to test these two alternative views by recording the activity of MEC neurons in mice running in environments where access to visual landmarks was manipulated.

Results {#s2}
=======

We first performed recordings from the MEC in mice exploring an elevated circular arena ([Figure 1A](#fig1){ref-type="fig"}, data available from the Dryad Digital Repository: <http://dx.doi.org/10.5061/dryad.c261c>; [@bib41]). The only potential sources of visible light were 4 identical LED panels located around the arena. Recording sessions included a sequence of 60 2-min trials, alternating between light and dark trials ([Figure 1B](#fig1){ref-type="fig"}). On most recording sessions, 2 different light panels were used (l1 and l2) with a 90° or 180° angle between them. Dark trials following l1 and l2 trials were referred to as d1 and d2 trials, respectively. Histological examination showed that most recording sites were in the MEC (75.51%, 37 out of 49) or at the transition between the MEC and the parasubiculum (12.24%, 6 out of 49) ([Figure 1C](#fig1){ref-type="fig"}, [Figure 1---source data 1](#SD1-data){ref-type="supplementary-material"}, [Figure 1---source data 2](#SD2-data){ref-type="supplementary-material"}). Another 12.24% (6 out of 49) of the recording sites were in the parasubiculum. Of the tetrode tracks in the MEC, 86.49% had reached layer II by the last recording session. A total of 880 neurons were recorded in 8 mice (89 recording sessions).10.7554/eLife.16937.002Figure 1.Recording protocol and cue control of MEC spatial representations.(**A**) Schematic of the recording apparatus. Left: Side perspective. An elevated circular arena was located within a square box filled with water. Note that half of the black curtain and two light panels were omitted for better visualization. Right: Top view. Four LED panels were positioned outside the box at 90° to each other. (**B**) Recording protocol. Two lights out of four were selected at the beginning of each recording session (l1 and l2). The protocol started and ended with a 10-min baseline, one with each light (Baseline l1 and Baseline l2). In between were 60 2-min trials (T), alternating between light and dark trials. The presentation of the two lights (l1 and l2) followed a random sequence. Only one light could be switched on at any time. (**C**) Sagittal brain sections showing the location of the recording sites (red dots) in the MEC. (**D**) Examples of firing rate maps of two grid cells (left, one cell on each row), two irregular spatially selective neurons (middle) and two border cells (right) during trials with l1 and l2. Top and bottom rows contained cells recorded with l1 and l2 being at 90° and 180° to each other, respectively. The numbers above the firing rate maps are the peak firing rates. (**E**) Correlations between l1 and l2 maps after rotating l2 maps in 10° steps, plotted separately for sessions with 90° and 180° between l1 and l2.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.002](10.7554/eLife.16937.002)10.7554/eLife.16937.003Figure 1---source data 1.Histological results of the mice recorded on the circular arena.Each page of the document shows the brain sections with tetrode tracks of one hemisphere. Arrows point to the tetrode tracks and asterisks indicate the tetrode tips. Different colors were assigned to different tetrodes.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.003](10.7554/eLife.16937.003)10.7554/eLife.16937.004Figure 1---source data 2.Location of the tetrode tips in each hemisphere for recordings done on the circular arena.\* Extensive cortical damage; tetrodes from this hemisphere were not considered as MEC tetrodes in the analysis. \*\* Histological results unavailable.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.004](10.7554/eLife.16937.004)10.7554/eLife.16937.005Figure 1---figure supplement 1.Spatial scores used to identify spatially selective neurons.Observed (purple line) and surrogate (vertical black bars) distributions of the spatial scores during the baselines and trials. The 95th percentile is indicated by a red dotted line. The number next to the red line is the 95th percentile.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.005](10.7554/eLife.16937.005)

Visual landmarks control the orientation of MEC spatial representations {#s2-1}
-----------------------------------------------------------------------

We first tested whether the orientation of MEC spatial representations was controlled by the position of the light source ([@bib39]; [@bib20]; [@bib21]). We found that the firing fields of grid cells, border cells and irregular spatially selective neurons rotated around the center of the arena to follow the position of the light ([Figure 1D](#fig1){ref-type="fig"}, [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}). Correlations between maps of l1 and l2 trials were calculated after rotating l2 maps ([Figure 1E](#fig1){ref-type="fig"}). Peak correlations were obtained near 90° and 180° for recording sessions in which the angle between l1 and l2 was 90° and 180°, respectively. Thus, during light trials, the light panels acted as dominant polarization cues.

Rapid degradation of grid cell periodicity in absence of visual landmarks {#s2-2}
-------------------------------------------------------------------------

We investigated whether grid cells maintained a stable grid firing pattern in darkness. Surprisingly, the periodic firing was not visible in most rate maps of dark trials ([Figure 2A](#fig2){ref-type="fig"}). Grid scores and information scores were much lower during d1 trials compared to l1 trials ([Figure 2B](#fig2){ref-type="fig"}; paired Wilcoxon signed rank test, l1 vs d1, *n* = 139 grid cells, grid score: *v* = 9223, p*\<*10^−16^, information score: *v* = 9722, p\<10^−16^). The reductions in grid periodicity and spatial information content were also significant when comparing the medians of individual mice in which at least 5 grid cells were recorded ([Figure 2C](#fig2){ref-type="fig"}; paired Wilcoxon signed rank test, *n* = 6 mice, grid score: *v* = 21, p=0.031, information score: *v* = 21, p=0.031). Moreover, these alterations remained significant when limiting the analysis to neurons recorded from hemispheres in which all tetrode tips were located in the MEC (referred to as MEC tetrodes) (paired Wilcoxon signed rank test, *n* = 75 grid cells, grid score: *v* = 2708, p\<10^−11^, information score: *v* = 2846, p\<10^−14^). Thus, visual landmarks were required to stabilize the grid firing pattern.10.7554/eLife.16937.006Figure 2.Rapid degradation of grid cell periodicity in absence of visual landmarks.(**A**) Firing maps of 6 grid cells during light and dark trials. (**B**) Distribution of grid and information scores of grid cells during l1 and d1 trials. The dotted blue line represents the surrogate (Shuf) distribution. (**C**) Grid and information scores during l1 and d1 trials for individual mice with at least 5 recorded grid cells. (**D**) Map similarity between 10-s block maps and l1 maps (left column in panel **A**). (**E**) Left: Firing rate associations of pairs of grid cells during l1 and l2 trials. Right: Firing rate associations of pairs of grid cells during l1 and d1 trials. (**F**) Mean firing rate of grid cells.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.006](10.7554/eLife.16937.006)10.7554/eLife.16937.007Figure 2---figure supplement 1.Spike distance metric (SDM) during light and dark trials.(**A**) Firing rate maps of 4 grid cells during l1 and d1 trials. (**B**) SDM for the spikes of the 4 grid cells shown in **A**. Time 0 represents the light-dark transitions between l1 and d1 trials. (**C**) Distribution of SDM of grid cell spikes for the last 60 s of l1 trials and the entire d1 trials. SDM scores were larger during dark trials (Wilcoxon signed rank test, *n* l1 = 282102 spikes, *n* d1 = 557570 spikes, *w* = 5.6703^10^, p\<10^−16^). (**D**) Mean SDM (black line) as a function of time (1-s time windows). 0 represents the light-dark transitions between l1 and d1 trials. The gray line indicates mean SDM after shifting the spike times by at least 20 s before recalculating the spike locations. (**E**) Mean SDM as a function of time from the light-dark transition. The regression lines for SDM scores between 0 and 10 s and between 10 and 60 s are shown in red. The numbers within the graph indicate the slopes of the two regression lines.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.007](10.7554/eLife.16937.007)

The grid pattern observed during light trials was present during the first few seconds in darkness. Trials were divided into 12 10-s blocks. The block firing maps were correlated to the complete l1 maps to obtain a measure of map similarity relative to l1 trials ([Figure 2D](#fig2){ref-type="fig"}). During d1 trials, map similarity was initially high and decreased during the first 30 s (paired Wilcoxon signed rank test, *n* = 132, b1-b2: p\<10^−16^, b2-b3: p=0.00053). Block 3 was not different from block 4 (p=0.17). This indicates that the stable periodic pattern was only present during the first 30 s in darkness. Similar conclusions were reached when using the spike distance metric ([@bib22]) to quantify the accumulation of error in grid cell spikes during d1 trials ([Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). Interestingly, when the l1 LED panel was turned back on, map similarity during the first 10 s was lower than during the subsequent l1 block ([Figure 2D](#fig2){ref-type="fig"}, p\<10^−15^). Thus, the reinstatement of the grid pattern by visual stimuli occurred over the course of several seconds.

Pairs of grid cells with a similar spacing exhibit very stable firing associations; cells that fire together in one environment also fire together in a different environment ([@bib18]; [@bib54]; [@bib2]). We therefore tested if the firing associations between grid cells were maintained even when the grid patterns were not stable. The instantaneous firing rate of grid cells was calculated (time window: 100 ms, gaussian smoothing kernel s.d: 100 ms) and the correlation coefficients between instantaneous firing rate vectors served as a measure of firing rate association. As expected, firing rate associations for pairs of grid cells were stable from l1 to l2 trials ([Figure 2E](#fig2){ref-type="fig"}, Pearson correlation of firing rate associations in l1 and l2 trials, *n* = 186 grid cell pairs, *r* = 0.968, p\<10^−16^). Despite instability in the spatial firing patterns of grid cells during dark trials, the firing rate associations of grid cells were to a large extent preserved during d1 trials ([Figure 2E](#fig2){ref-type="fig"}, r = 0.926, p\<10^−16^). The median firing rate of grid cells was slightly lower during dark trials than during light trials ([Figure 2F](#fig2){ref-type="fig"}; paired Wilcoxon signed rank test *v* = 6048, p=0.0129).

Partly preserved distance coding by grid cells in darkness {#s2-3}
----------------------------------------------------------

The loss of grid periodicity in darkness could be due to a slow translational drift of the grid pattern relative to the recording environment. If this is the case, the grid pattern should be visible in spike-triggered rate maps in which the effect of slow translational drift is minimized by resetting the position data each time a cell fires a spike ([Figure 3A](#fig3){ref-type="fig"}) ([@bib6]; [@bib2]). In these maps, each spike in turn served as a reference spike and the position of the animal in the 10 s following a reference spike was shifted so that the position of the animal at the time of the reference spike was (0,0). Spike-triggered maps of grid cells during light trials often showed a central field surrounded by 6 fields ([Figure 3A](#fig3){ref-type="fig"}). During dark trials, the surrounding fields were less distinct or sometimes appeared as a ring of elevated activity. Accordingly, grid scores calculated from the spike-triggered maps were lower during d1 than l1 trials (*n* = 139 grid cells, median l1: 0.054, median d1: −0.062, *v* = 12246, p=0.00011). Thus, the impairment in grid periodicity in darkness cannot be fully explained by a slow translational drift.10.7554/eLife.16937.008Figure 3.Distance coding in grid cells.(**A**) Examples of firing rate maps, spike-triggered firing maps and distance tuning curves of 4 grid cells during light and dark trials. The scale bars for firing maps represent 20 cm. (**B**) Mean distance tuning curves of grid cells. Distance was normalized to the spacing of each grid cell. (**C**) Distance score of grid cells during l1 and d1 trials for real and surrogate (Shuf) data.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.008](10.7554/eLife.16937.008)

We next tested whether the modulation of firing rate as a function of distance was preserved in darkness. Distance coding by grid cells was visualized by plotting distance tuning curves, i.e. the mean firing rate of a grid cell as a function of the distance from reference spikes ([Figure 3A](#fig3){ref-type="fig"}). To perform population analysis, distance was normalized to the grid spacing measured during the first baseline. The increase in firing rate at the first period of the grid cells ([Figure 3B](#fig3){ref-type="fig"}; normalized distance = 1) was quantified with a distance score, which was defined as $(\lambda_{1} - \lambda_{0.5})/(\lambda_{1} + \lambda_{0.5})$, where $\lambda_{0.5}$ and $\lambda_{1}$ represent the firing rate of a neuron at normalized distance 0.5 and 1, respectively. Distance scores were smaller during dark trials than during light trials ([Figure 3C](#fig3){ref-type="fig"}; paired Wilcoxon signed rank test, *n* = 50 grid cells, *v* = 1181, p\<10^−7^), but distance scores in darkness were still above chance levels (*v* = 1006, p=0.00038). Taken together, the results indicate that estimation of distance by grid cells over short periods (10 s) was partially preserved in darkness. Moreover, the ring of activity in the spike-triggered maps of some grid cells in darkness suggests that the orientation of the grid pattern was not stable.

Influence of visual information on speed coding in the MEC {#s2-4}
----------------------------------------------------------

It has been suggested that a population of entorhinal neurons provides a context-invariant running speed estimate ([@bib27]). We tested whether the speed-rate function of speed-modulated MEC cells was preserved when visual inputs were absent. The correlation coefficients between instantaneous firing rate vectors and running speed served as speed scores to identify cells with significant speed modulation. Examples of neurons with significant speed modulation are shown on [Figure 4A](#fig4){ref-type="fig"}. Out of 880 MEC neurons, 304 (34.55%) had a speed score above chance levels ([Figure 4B](#fig4){ref-type="fig"}). Speed scores were negatively correlated with spatial information scores (Pearson correlation, *n* = 880, *r* = −0.146, p\<10^−5^), but several spatially selective neurons had significant speed scores (grid cells: 67 out of 139, irregular spatially selective cells: 54 out of 226, border cells: 11 out of 63, head-direction cells: 30 out of 85). Speed scores were positively correlated with mean firing rates (*n* = 880, *r* = 0.238, p\<10^−13^).10.7554/eLife.16937.009Figure 4.Visual stimuli alter the MEC speed code.(**A**) Examples of firing rate maps and speed tuning curves during light and dark trials for cells with a significant speed score. (**B**) Real (purple line) and surrogate (solid black bars) distributions of speed scores from MEC neurons. The dotted blue line indicates the threshold for statistical significance. (**C**) Mean normalized firing rate (± s.e.m) of speed-modulated cells as a function of running speed during l1 and d1 trials. (**D**, **E** and **F**) Difference of speed-rate slopes, intercepts and speed scores of speed-modulated cells during l1 and d1 trials. The dotted lines indicates chance levels. (**G**) Firing rate map, response to laser stimulation and speed tuning curve of two PV-expressing neurons. (**H**) Percentage of speed-modulated cells in PV-expressing neurons (pv) and in non-identified MEC neurons (ni). (**I**) Example of a putative excitatory connection involving a post-synaptic speed cell. Left: spike-time autocorrelations of putative pre- (top) and post-synaptic (middle) neurons. Right: firing rate maps during light trials. Bottom: spike-time crosscorrelation of the two neurons. The blue color indicates the peak detection period. (**J**) Mean firing rate during light and dark trials of putative presynaptic neurons with excitatory interactions with a speed cell. (**K**) Mean firing rate during light and dark trials of speed cells receiving putative excitatory connections from a local neuron. (**L**) Mean firing rate (± s.e.m) as function of running speed of putative presynaptic neurons with excitatory interactions with a speed cell. \*\*p\<0.01.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.009](10.7554/eLife.16937.009)

The presence of visual cues changed the speed code ([Figure 4A](#fig4){ref-type="fig"}). Most speed-modulated cells had a lower firing rate at a given speed during dark trials ([Figure 4C](#fig4){ref-type="fig"}, at 20--25 cm/s, 222 out of 304 cells, contingency chi-square test, λ^2^ = 64.47, *df* = 1, p\<10^−16^). The slopes of the regression line between speed and firing rate were steeper during light than dark trials ([Figure 4D](#fig4){ref-type="fig"}; paired Wilcoxon signed rank test, *n* = 304, median, light: 0.065, dark: 0.038, *v* = 35346, p\<10^−15^). The intercepts (predicted firing rate during immobility) were also higher during light than dark trials ([Figure 4E](#fig4){ref-type="fig"}; median, light: 2.621, dark: 2.428, *v* = 31050, p\<10^−7^). Speed scores were higher during light than dark trials ([Figure 4F](#fig4){ref-type="fig"}; median, light: 0.086, dark: 0.060, *v* = 32735, p\<10^−10^). These changes in slopes, intercepts and speed scores were also present when considering only neurons recorded from MEC tetrodes (*n* = 144 speed-modulated cells, slope: p\<10^−13^, intercept: p=0.0017, speed score: p\<10^−9^) or when using the median score of each mouse as a statistical unit (*n* = 8 mice, slope: p=0.0078, intercept: p=0.016, speed score: p=0.039). The rate modulation by visual stimuli was sufficiently large that speed-modulated cells had a lower mean firing rate during dark trials (paired Wilcoxon signed rank test, *n* = 304, median, light: 3.47 Hz, dark: 2.89 Hz, *v* = 33797, p\<10^−12^) even though running speed was higher during these trials (paired Wilcoxon signed rank test, *n* = 89 recording sessions, median, light: 12.70 cm/s, dark: 14.81 cm/s, *v* = 124, p\<10^−14^). The median change of firing rate from d1 to l1 trials, expressed as a percentage, was 12.36%. Thus, the rate response of speed-modulated neurons is determined by both internal self-motion cues and visual information.

Several speed-modulated cells have a high firing rate, which suggests that these might be PV-expressing MEC interneurons ([@bib7]; [@bib27]). We tested whether PV-expressing interneurons were more likely to be classified as speed cells than other MEC neurons by re-examining the data from Buetfering and co-workers ([@bib7]). The activity of 140 optogenetically-identified PV-expressing interneurons was examined alongside that of 996 other MEC neurons ([Figure 4G](#fig4){ref-type="fig"}). The speed score was used to identify speed-modulated cells (380 out of 1136 neurons, threshold = 0.079) in mice exploring an open field. The proportion of speed modulated cells was higher in the PV population than in other non-identified MEC neurons ([Figure 4H](#fig4){ref-type="fig"}; PV-expressing: 72 speed cells out of 140 neurons, 51.4%, other neurons: 308 out of 996 neurons, 27.1%, contingency chi-square test, λ^2^ = 22.27, *df* = 1, p\<10^−6^).

PV-expressing MEC neurons receive strong excitatory inputs from local neurons ([@bib12]; [@bib40]; [@bib7]). We therefore investigated if the reduction in the firing rate of some high firing rate speed-modulated cells in darkness could be explained by changes in local excitatory inputs. Putative monosynaptic excitatory connections between MEC neurons were identified from spike-train crosscorrelations ([Figure 4I](#fig4){ref-type="fig"}) ([@bib42]; [@bib7]). Out of 10,880 crosscorrelograms, 61 (0.56%) showed a low latency peak indicative of excitatory connections. All connected pairs were made up of neurons recorded on the same tetrode. The percentage of putative excitatory connections for pairs of cells recorded on the same tetrode was 1.85 %.

Within functionally coupled neurons, speed-modulated cells were more likely to be post-synaptic (24 out of 42) than pre-synaptic (18 out of 58 neurons) neurons (λ^2^ = 5.7868, *df* = 1, p=0.0162). The firing rate of the cells pre-synaptic to speed-modulated cells was lower during dark than light trials ([Figure 4J](#fig4){ref-type="fig"}; paired Wilcoxon signed rank test, *n* = 37, *v* = 555, p=0.0016). The firing rate of the post-synaptic speed-modulated cells was also lower during dark trials ([Figure 4K](#fig4){ref-type="fig"}; *n* = 24, median, light: 18.44 Hz, dark: 15.44 Hz, v = 264, p=0.00057). Moreover, the firing rate of pre-synaptic neurons increased with running speed ([Figure 4L](#fig4){ref-type="fig"}; paired Wilcoxon signed rank test, difference rate 2.5 cm/s vs 27.5 cm/s, *n* = 37 light: *v* = 113, p=0.00016, dark: *v* = 109, p=0.00012). Thus, the change in firing rate of some speed-modulated interneurons in darkness can be explained by a reduced local excitatory input.

Impaired border representation in darkness {#s2-5}
------------------------------------------

Border cells are thought to anchor grid cell fields to the geometry of an environment ([@bib4]; [@bib48]; [@bib31]; [@bib14]; [@bib22]). We assessed the effect of visual landmarks on the firing of border cells. The activity of border cells during light trials was restricted to the periphery of the circular arena and usually covered less than half of the total circumference. In darkness, the activity of several border cells was no longer limited to the periphery of the arena ([Figure 5A](#fig5){ref-type="fig"}). We quantified how restricted the firing of border cells was to the periphery of the arena (DM, see Experimental Procedures). The firing of border cells was less concentrated at the periphery during d1 trials ([Figure 5B](#fig5){ref-type="fig"}; paired Wilcoxon signed rank test, *n* = 63 border cells, *v* = 271, p\<10^−7^). In addition, the polarity of the firing maps was reduced during d1 trials compared to l1 trials (see Materials and methods, [Figure 5C](#fig5){ref-type="fig"}; *v* = 1698, p\<10^−6^). Similar findings were observed when limiting the analysis to border cells recorded from MEC tetrodes (*n* = 38 border cells, DM: *v* = 156, p=0.0014, map polarity: *v* = 552, p=0.008). When using the median of each mouse as a statistical unit, we observed a significant reduction of DM in darkness (*n* = 7 mice, *v* = 1, p=0.031), but the reduction in map polarity in darkness did not reach significance level (*n* = 7 mice, *v* = 24, p=0.11).10.7554/eLife.16937.010Figure 5.Impairment of border representation in darkness.(**A**) Firing maps of 5 border cells during light and dark trials. (**B**) Borderness (DM) of the firing rate maps of border cells during light and dark trials. (**C**) Polarity of the firing rate maps of border cells during light and dark trials.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.010](10.7554/eLife.16937.010)

Reduced head-direction selectivity in darkness {#s2-6}
----------------------------------------------

A total of 85 head-direction cells were recorded on the circular arena. We quantified changes in head-direction selectivity using the mean vector length of the rate/head-direction histograms of head-direction cells. As shown in [Figure 6A](#fig6){ref-type="fig"}, most head-direction cells had reduced head-direction selectivity during dark trials compared to light trials. Head-direction vector length of head-direction cells were lower during d1 trials than l1 trials ([Figure 6B](#fig6){ref-type="fig"}, paired Wilcoxon signed rank test, *v* = 3617, p\<10^−15^). A similar conclusion was reached when limiting the analysis to MEC tetrodes (*n* = 54 head-direction cells, *v* = 1457, p\<10^−10^) or when using the median of each mouse as a statistical unit (*n* = 8 mice, *v* = 36, p=0.0078).10.7554/eLife.16937.011Figure 6.Reduced head-direction selectivity in darkness.(**A**) Firing maps of 5 head-direction cells during light and dark trials. (**B**) Head-direction vector length of head-direction cells during l1 and d1 trials.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.011](10.7554/eLife.16937.011)

Firing rate changes in MEC neurons between light and dark trials {#s2-7}
----------------------------------------------------------------

We next investigated whether the firing rate of MEC neurons changed significantly when visual landmarks were eliminated. For each neuron, a rate discrimination index was obtained using: $(\lambda_{light} - \lambda_{dark})/(\lambda_{light} + \lambda_{dark})$, where $\lambda_{light}$ and $\lambda_{dark}$ are the mean firing rate during light and dark trials, respectively. Significance levels were obtained on a cell-by-cell basis by shuffling trial identities 500 times to obtain a distribution of discrimination indices. The 99th percentiles of the surrogate distributions served as significance levels. Only periods during which the running speed of the mice was between 5 and 20 cm/s were used. Examples of neurons with a significant rate change between light and dark trials are shown in [Figure 7A](#fig7){ref-type="fig"}. For some neurons, the firing rate changes between trial types were readily visible in their instantaneous firing rate ([Figure 7B](#fig7){ref-type="fig"}). When all recorded neurons were considered, the median rate discrimination index (0.072) was significantly larger than 0, demonstrating that MEC neurons tend to have higher firing rates when visual landmarks are present ([Figure 7C](#fig7){ref-type="fig"}, paired Wilcoxon signed rank test, *n* = 880, *v* = 289120, p\<10^−16^). This rate change was also significant when only neurons recorded from MEC tetrodes were considered (*n* = 447, *v* = 76177, p\<10^−16^) or when the median rate discrimination index of each mouse was used as a statistical unit (*n* = 8 mice, *v* = 36, p=0.0078). Out of 880 MEC neurons, 503 (57.2%) significantly changed their firing rate between light and dark trials. These neurons were more likely to reduce (76.74%) than increase (23.26%) their firing rate in darkness (λ^2 ^= 143.86, *df* = 1, p\<10^−16^). The proportion of significant neurons in the different functional cell types is shown in [Figure 7D](#fig7){ref-type="fig"}. Border cells were more likely than grid cells to change their firing rate depending on the presence of visual landmarks (λ^2^ = 11.845, *df* = 5, p=0.037).10.7554/eLife.16937.012Figure 7.Firing rate changes of MEC neurons between light and dark trials.(**A**) Firing maps and mean firing rates during light and dark trials for 6 neurons. The number above each bar plot is the rate discrimination index. (**B**) Examples of instantaneous firing rates of 3 neurons during light and dark trials (smoothing kernel width s.d = 900 ms). (**C**) Distribution of the rate discrimination indices for all recorded neurons (including putative interneurons). Most neurons had a positive discrimination index, indicating higher firing rates during light trials. The dotted line indicates chance level. (**D**) Proportion of neurons with a significant rate change between light and dark trials in different functionally defined cell types (Grid: grid cells, Place: irregular spatially selective cells, Border: border cells, HD: head-direction cells, Speed: speed-modulated cells, UID: unidentified cells).**DOI:** [http://dx.doi.org/10.7554/eLife.16937.012](10.7554/eLife.16937.012)

We also tested whether putative interneurons (cells with a mean firing rate \> 10 Hz, *n* = 133) and putative principal cells (cells with a mean firing rate \< 5 Hz, *n* = 694) were equally likely to change their mean firing rate depending on the presence of visual landmarks. The probability of observing significant rate change between light and dark trials was similar for interneurons and principal cells (interneurons: 0.617, principal cells: 0.549, λ^2^ = 1.802, *df* = 1, p=0.18).

Firing rate changes associated with nonmetric contextual cue manipulation in 1D environment {#s2-8}
-------------------------------------------------------------------------------------------

The results presented so far indicate that the firing rate of MEC neurons is modulated by the presence of visual landmarks. This suggests that the firing rate of spatially selective neurons in the MEC could also convey information about the distinct visual stimuli present in an environment. We therefore performed a second experiment with a new cohort of mice to test whether the rate code of MEC neurons discriminates different nonmetric visual landmarks (or contexts) in an otherwise unchanged environment. The activity of 479 neurons (5 mice, 48 recording sessions) was recorded as mice ran back and forth on a linear track flanked by two side walls ([Figure 8A](#fig8){ref-type="fig"}). Histological analysis indicated that 14 recording sites were in the MEC, 4 in the MEC/parasubiculum border, and 13 in the parasubiculum ([Figure 8---source data 1](#SD3-data){ref-type="supplementary-material"}, [Figure 8---source data 2](#SD4-data){ref-type="supplementary-material"}). There were 3 lighting conditions (l1, l2 and d). In l1, a single row of 48 LEDs on one wall was turned on. In l2, 4 rows of 12 LEDs located on the opposite wall were turned on. In d, all LEDs were turned off. The condition was changed randomly every 5th run. Thus, the only difference between l1 and l2 conditions was the LED pattern that was turned on and the geometry of the apparatus remained unchanged.10.7554/eLife.16937.013Figure 8.Nonmetric contextual visual cues affect firing rates of MEC neurons in a 1D environment.(**A**) Schematic of the linear track and side walls. The linear track was flanked by two side walls on which LED arrays were attached. In the first context (l1, left), a single row of LEDs on one wall was turned on. In the other context (l2, right), 4 shorter rows of LEDs on the opposite wall were turned on. All LEDs were turned off during dark (d) trials. (**B**) Example of neurons with firing rate changes between the different conditions. First column, firing rate maps in the square open field. Next two columns, linear firing rate maps for the 3 conditions, plotted separately for each running direction. Note that the range of the y-axes varies. (**C**) Spatial information scores (median, first and third quartiles) in the 3 conditions. (**D**) Stability of linear firing rate maps (correlation coefficient) between l1 and l2 conditions. (**E**) Proportion of neurons with a significant rate change between l1 and l2 across functionally defined cell types (Grid: grid cells, Place: irregular spatially selective cells, Border: border cells, HD: head-direction cells, Speed: speed-modulated cells, UID: unidentified cells).**DOI:** [http://dx.doi.org/10.7554/eLife.16937.013](10.7554/eLife.16937.013)10.7554/eLife.16937.014Figure 8---source data 1.Histological results of the mice recorded on the linear track.Each page of the document shows the brain sections with tetrode tracks of one hemisphere. Arrows point to the tetrode tracks and asterisks indicate the tetrode tips. Different colors were assigned to different tetrodes.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.014](10.7554/eLife.16937.014)10.7554/eLife.16937.015Figure 8---source data 2.Location of the tetrode tips in each hemisphere for recordings done on the linear track.\* One tetrode tip was located in the postsubiculum.**DOI:** [http://dx.doi.org/10.7554/eLife.16937.015](10.7554/eLife.16937.015)

A 20-min exploration trial in a square open field preceded the linear track trials and served to identify the different functional cell types ([Figure 8B](#fig8){ref-type="fig"}). We recorded 138 grid cells, 28 border cells and 133 irregular spatially selective cells on the track. Linear firing rate maps were calculated for the 3 lighting conditions, plotting the maps with different running direction separately. [Figure 8B](#fig8){ref-type="fig"} shows examples of spatially selective neurons with clear firing rate changes between the 3 conditions (l1, l2 and d).

A quantitative analysis of the linear firing rate maps was performed, including only grid cells, border cells and irregular spatially selective cells. Spatial information scores were not significantly different between l1 and l2 conditions ([Figure 8C](#fig8){ref-type="fig"}, paired Wilcoxon signed rank test, *n* = 299 neurons, *v* = 21632, p=0.60), but were lower in darkness (l1 vs d, *v* = 34469, p\<10^−16^). For most neurons, the location of the firing fields appeared to be preserved across the 3 conditions. Indeed, the median correlation coefficient between linear rate maps of l1 and l2 was 0.92 ([Figure 8D](#fig8){ref-type="fig"}). The correlation coefficients were slightly lower between l1 and d (median: 0.81, paired Wilcoxon signed rank test, l1-l2 vs l1-d r values: *v* = 31909, p=10^−10^). Thus, there was no major reorganization of the firing fields between conditions.

To identify neurons with significant firing rate changes between conditions, a shuffling procedure in which the identity of the conditions was reassigned randomly 500 times was used to obtain chance levels for rate differences. The difference observed at each bin of the linear rate maps was compared to those of the surrogate distribution. Neurons with more than 5 bins in which the observed difference had a probability below 0.01 were considered significant. Approximately half of all recorded neurons showed significant changes between l1 and l2 conditions (245 out of 479, 51.1%). The proportion of neurons with significant rate changes was the same across all functionally defined cell types ([Figure 8E](#fig8){ref-type="fig"}, λ^2^ = 9.259, *df* = 5, p=0.10). When considering only neurons recorded from MEC tetrodes, 35.3% (24 out of 68) of the neurons showed significant differences between l1 and l2 conditions. The percentage of neurons with significant rate changes between l1 and d conditions was 70.8% (339 out of 479) when considering all recorded neurons and 50% (34 out of 68) when limiting the analysis to neurons recorded from MEC tetrodes. These results demonstrate that the firing rate of MEC neurons along the linear track conveys information about distinct nonmetric contextual cues.

Discussion {#s3}
==========

Our study aimed at establishing the contribution of visual landmarks to the firing of spatially selective neurons in the MEC. The principal results indicate that visual information 1) prevents a rapid destabilization of the grid cell firing pattern, 2) changes the speed code of MEC neurons, and 3) modulates the firing rate of neurons of all principal MEC cell types.

We found that during dark trials the periodic pattern of grid cells rapidly became unstable. This instability was greater than previously reported ([@bib21]; [@bib2]). Indeed, our analysis indicates that instability in the grid pattern was detectable within the first few seconds in darkness. Several factors could contribute to this grid instability. First, the circular arena had no wall in the current experiment. This eliminates a potential source of uncontrolled olfactory or tactile cues that the animal can use to anchor its spatial representation in darkness. Second, two polarizing LED panels were used during the recording sessions and repeatedly caused reorientations of the MEC spatial representations. The spatial relationships between the grid pattern and uncontrolled external cues were therefore not stable over time. This might have reduced the contribution of uncontrolled external cues to the anchoring of MEC spatial representations during dark trials. Third, it has also been suggested that border cells reset cumulative error in the grid cell network when an animal encounters a boundary ([@bib22]). Thus, the altered spatial representation by border cells in darkness might have contributed to grid cell instability. Our findings indicate that in environments deprived of salient landmarks, error in the estimation of position by grid cells accumulates faster than previously thought.

A population of MEC neurons encodes the running speed of the animal ([@bib27]). It is thought that this speed code in the MEC remains unchanged across different contexts ([@bib27]). Our findings, instead, point to an important contribution of visual cues, and perhaps optic flow, to the speed code, as most speed-modulated neurons had a lower firing rate in darkness. Speed-modulated neurons included high firing rate interneurons but also a significant proportion of grid cells and other spatially selective neurons. GABAergic neurons expressing parvalbumin were more likely to have high speed scores compared to other MEC neurons. The analysis of functional connections onto these GABAergic neurons indicated that cells pre-synaptic to speed cells decreased their firing rate during dark trials, providing a simple explanation for the reduction in firing rate of GABAergic speed cells. As speed-modulated neurons have been observed in several brain regions ([@bib36]; [@bib43]; [@bib5]; [@bib16]), it will be important to establish which pathways are required for the speed modulation of MEC neurons and whether these afferent speed signals are also modulated by visual landmarks.

We found that a significant proportion of MEC neurons changed their firing rate when visual landmarks were eliminated. This demonstrates that the level of activity in the MEC network during navigation is not constant but varies depending on the visual cues present in an environment. Although cells of all functionally defined cell types responded to light, border cells appear especially sensitive to manipulation of visual inputs. An important cortical afferent carrying visual information to the MEC originates in the postrhinal cortex ([@bib10], [@bib11]) and has a depolarizing effect on principal neurons of the MEC ([@bib26]). It is tempting to speculate that this projection is more active when visual landmarks are present. This could explain why the firing rate of MEC neurons was generally lower in darkness.

We found that approximately half of the recorded grid cells changed their firing rate during 1D navigation depending on nonmetric contextual cues. This demonstrates that the rate code of grid cells in 1D environments is context specific. It has recently been proposed that grid cells in rats trained to perform a conditional discrimination task can encode object information ([@bib23]). Our findings complement this study by showing that changes in firing rate caused by contextual information do not strictly depend on the behavioral demands of the task. Indeed, on the linear track the mice did not have to change their behavior following contextual changes. Inclusion of contextual information in the rate code of grid cells might take place continuously during 1D navigation. The rate change of MEC neurons associated with distinct contexts on the linear track is in agreement with Ca^2+^ activity changes observed in MEC Reelin^+^ cells following exploration of different enclosures ([@bib24]). The results of the current study reveal the functional cell types of the context-specific neurons.

The mechanisms behind the rate changes of grid cells during 1D navigation or memory tasks are still not clear. One hypothesis is that the location of the grid fields remains stable but that visual inputs onto grid cells alter their in-field firing rates. Such rate changes within stable fields have already been observed in hippocampal place cells during 2D navigation ([@bib30]) or during different memory tasks ([@bib32]; [@bib15]; [@bib3]; [@bib1]). An alternative hypothesis is that the rate changes reflect a shift in the location of the grid firing fields caused by the nonmetric contextual cues ([@bib33]). If one considers 1D firing maps on the track as slices through the 2D map of the neurons ([@bib55]), the 1D maps of grid cells in two contexts on the linear track could be considered as slices with different phases or orientations. It is also possible that the contextual cues affect the periodicity of the underlying 2D grid lattice ([@bib28]; [@bib50]). Both hypotheses remain plausible at this time, but the high correlations between the linear firing rate maps in the two contexts indicate that the change of field location was minimal. Regardless of the precise mechanisms, the outcome is that the rate code of grid cells along 1D paths is context dependent. Since navigation in the real world is often confined to preexisting paths, the firing rate of grid cells in these conditions provides information not only about the position of the animal but also about the visual cues encountered along the path.

Materials and methods {#s4}
=====================

Surgical procedure {#s4-1}
------------------

All experiments were carried out in 3--6 month-old male wild type C57BL/6 mice and were approved by the Governmental Supervisory Panel on Animal Experiments of Baden-Württemberg in Karlsruhe (35--9185.81/G-50/14). Mice were singly housed and kept on a 12 hr light-dark schedule with all procedures performed during the light phase. The mouse cages were 26 cm long, 20 cm wide and 14 cm high. The cage floor was covered with 2 cm of saw dust and 1--2 facial tissues were placed in the cage. Mice were implanted with 4 movable tetrodes in each hemisphere. The tetrodes were constructed from 4 12 µm-diameter tungsten wires (California Fine Wire Company, Grover Beach, California) and held in a microdrive assembly that allowed them to be moved individually. Before implantation, tetrodes were gold plated to reduce their impedance to 300--500 kΩ.

Mice were anesthetized with isoflurane (1--3%) and placed into a stereotaxic apparatus. The skull was exposed and four anchor screws were inserted into the skull. Two screws located above the cerebellum served as ground and reference signals. The following coordinates were used (ML: ± 3.1 mm from bregma, AP: 0.2 mm from transverse sinus, 6° in the posterior direction). The tetrodes were lowered into the cortex and the microdrive was fixed to the skull with dental cement. Mice were given one to two weeks to recover after surgery.

Recording system, spike extraction and spike clustering {#s4-2}
-------------------------------------------------------

The animals were connected to the data acquisition system (RHD2000-Series Amplifier Evaluation System, Intan Technologies, analog bandwidth 0.09--7603.77 Hz) via a lightweight cable and the signal was sampled at 20 kHz. Action potentials were detected off-line from the bandpass-filtered signal (800--5000 Hz). Waveform parameters were obtained from a principal component analysis and clusters of spikes were automatically generated using Klustakwik. Spike clusters were refined manually with a graphical interface program. Cluster separation quality was assessed from the spike-time autocorrelation and isolation distance. A refractory period ratio was calculated from the spike-time autocorrelation (from 0 to 25 ms, bin size: 0.5 ms). The mean number of spikes from 0 to 1.5 ms was divided by the maximum number of spikes in any bin between 5 and 25 ms. Clusters with a refractory period ratio larger than 0.125 were not kept. In addition, clusters with an isolation distance ([@bib45]) shorter than 5 were excluded from the analysis.

Two infrared-LEDs (wave length 940 nm), one large and one small, were attached to the headstage. The large and small LEDs were located ahead and behind the head of the animal, respectively, with a distance of 8 cm between their centers. An infrared video camera (resolution of 10 pixels/cm, DMK 23FM021, The Imaging Source) monitored the LEDs at 50 Hz. The location and head direction of the animal were tracked on-line with custom software.

Initial training {#s4-3}
----------------

After the recovery period, mice were put on a food restriction diet to reduce their weight to 85% of their normal free-feeding weight. They were then trained 3 times a day (3 × 10 min) to run in a 70 × 70 cm open field to retrieve food rewards (AIN-76A Rodent tablets 5 mg, TestDiet) delivered at random locations from pellet dispensers located above the ceiling of the recording environment (CT-ENV-203-5 pellet dispenser, MedAssociates). The pellet dispensers were controlled by a microcontroller (Arduino Uno) and the inter-delivery intervals ranged from 20 to 40 s.

After 2 days of training, the procedure continued (3 × 15 min) but the mice were connected to the recording system. The tetrodes were lowered on each day and the raw signals were monitored on an oscilloscope. Recordings began when large theta oscillations were observed on most tetrodes ([@bib19]). The tetrodes were also lowered by approximately 25--50 µm at the end of each recording session.

Circular arena {#s4-4}
--------------

The apparatus consisted of an elevated (4.5 cm) gray circular PVC platform (80 cm diameter) located in the center of a gray square box (100 × 100 × 19.5 cm). The square box was filled with water up to 3 cm to prevent the animal from getting off the circular arena. The recording environment was surrounded by opaque black curtains. On every side of the box, a LED panel provided a polarizing cue to the animal (90° angle between the lights). The light panels consisted of black aluminum sheets (46 cm × 33 cm) with two horizontal LED strips (45 cm long, 25 cm apart from each other; color temperature: 3000 K, Ribbon Slim Top, Ledxon Group, powered by 6 1.2 V batteries). These light panels were the only potential source of visible light in the recording environment. An audio speaker located directly above the arena emitted a white noise, overshadowing uncontrolled auditory cues.

After initial training, the mouse was transported from the holding room to the recording room in an opaque circular container (15 cm diameter) and underwent a disorientation procedure in which the container was spun 5 times in clockwise and 5 times in counterclockwise direction (approximately 1 rotation/s). The mouse was connected to the recording system outside of the curtains, and it was carried within the holding box into the enclosure and placed on the arena. After closing the curtains around the apparatus, the recording started and the experimenter left the room for the duration of the recording session. The mouse had no prior experience of the recording room before the first recording session.

The light panels were controlled by a microcontroller (Arduino Uno) via a 4 channel relay module. For each recording session, two of the four light panels were chosen randomly and only these two lights were used during the recording session (referred to as l1 and l2). The location of l1 and l2 varied randomly across days in the same animal. A session started with a baseline of 10 min with l1 turned on, followed by 2 min in darkness and a series of 60 2-min trials, alternating between light and dark trials. Only one light was switched on during a given light trial, and the order of presentation of the two lights was random. At the end of the light-dark trial sequence, an additional baseline of 10 min with l2 turned on was performed. The experimenter entered the recording room, the mouse was removed from the recording environment and the tetrodes were lowered by approximately 25--50 µm. To ensure that mice visited every location on the elevated arena, food rewards were delivered at random positions during recording sessions.

Identification of spatially selective neurons on the circular arena {#s4-5}
-------------------------------------------------------------------

Data analysis was performed in the R software environment and the source code is available at <https://github.com/kevin-allen/prog_perez_escobar_2016>. Spatial firing rate maps were generated by dividing the environment into 2 × 2 cm bins. The time spent in each bin was calculated and the resulting occupancy map was smoothed with a Gaussian kernel (s.d = 3 cm). The number of spikes emitted as the animal was in each bin was divided by the corresponding bin of the occupancy map to obtain the firing rate map, which was then smoothed with a gaussian kernel function (s.d = 3 cm). Only periods when the mouse ran faster than 3 cm/s were considered. The spatial information score ([@bib47]) was defined as follows:$$I = \sum\limits_{i = 1}^{N}p_{i}\frac{\lambda_{i}}{\lambda}log_{2}\frac{\lambda_{i}}{\lambda}.$$

where $p_{i}$ is the occupancy probability of bin $i$ in the firing map, $\lambda_{i}$ is the firing rate of bin $i$, and $\lambda$ is the mean firing rate of the neuron.

Spatial autocorrelations were calculated from the firing rate maps. Peaks in the autocorrelation matrix were defined as \> 10 adjacent bins with values \> 0.1. The 60° periodicity in the spatial autocorrelation matrix was estimated as follows ([@bib44]). A circular region of the spatial autocorrelation matrix containing up to six peaks and excluding the central peak was defined. Pearson correlation coefficients (*r*) were calculated between this circular region of the matrix and a rotated version of itself (by 30°, 60°, 90°, 120°, and 150°). A grid score was obtained from the formula:$$\left( \frac{r_{60^{\circ}} + r_{120^{\circ}}}{2} \right) - \left( \frac{r_{30^{\circ}} + r_{90^{\circ}} + r_{150^{\circ}}}{3} \right).$$

Significance thresholds for information and grid scores were obtained by shifting the position data by at least 20 s before recalculating both scores. This procedure was repeated 100 times for each neuron in order to obtain surrogate distributions. The 95th percentiles of the null distributions were used as significance thresholds. Neurons with a significant grid score during both 10-min baselines or during one baseline and l2 trials were defined as grid cells. The spacing of a grid cell was defined as the mean distance from the central peak to the vertices of the inner hexagon in the spatial autocorrelation.

Border cells were identified using a border score calculated from two variables (CM~0.5~ and DM). The pixels of a firing rate map that were directly adjacent to the periphery of the arena were identified. Firing fields, defined as groups of adjacent pixels with a firing rate larger than 20% of the peak firing rate of the map and covering at least 40 cm^2^, were detected. For each field, the proportion of the pixels along the periphery that were also part of the field was calculated. CM was defined as the maximum proportion obtained over all possible fields. Because the firing fields of a border cell in circular environment typically cover up to half of the periphery, the variable CM~0.5~ was defined as $(1 - |(0.5 - CM)| \ast 2)$. CM~0.5~ had a value of 1 when the firing field covered half of the periphery and a value of 0 when the field covered all of the periphery or nothing of the periphery. DM was the mean shortest distance to the periphery for pixels that were part of a firing field, weighted by the firing rate in each pixel. DM was then normalized as follows. For each pixel in the map, the shortest distance to the periphery was calculated. The largest value obtained over all map pixels was the value used for the normalization. The border score was defined as $(CM_{0.5} - DM)/(CM_{0.5} + DM)$. Significance level was obtained with the same shuffling procedure as for information and grid scores. Border cells were defined as cells with a significant border score during both baselines or during one baseline and l2 trials.

As most border cells in a circular environment cover only a section of the periphery ([@bib48]), we also calculated a polarity score for each map. For each pixel of the map, a vector was created. Its direction was that of the pixel relative to the center of the map and its length was set to the firing rate in that pixel. The map polarity score was defined as the length of the resulting vector after summing individual vectors and normalizing the length by the sum of the firing rate of all pixels in the map.

Irregular spatially selective cells were neurons that were not classified as grid or border cells and that had a significant spatial information score during both baselines or during one baseline and l2 trials.

Head-direction cells were identified by constructing a histogram with the firing rate of a neuron as a function of head direction (10° per bin). The mean vector length of the histogram was used as a measure of head-direction selectivity. A null distribution of mean vector length was obtained by shifting the head-direction data by at least 20 s before recalculating the mean vector length. This shuffling procedure was repeated 100 times for each neuron and the 95th percentile of the surrogate distribution served as significance level. Head direction cells had a significant vector length and a peak firing rate above 5 Hz during both baselines or during one baseline and l2 trials.

To identify speed-modulated cells, the instantaneous firing rate of the neurons was calculated. The number of spikes in 1 ms time windows was counted and a convolution between this spike count array and a Gaussian kernel (s.d = 100 ms) was performed. The resulting vector was integrated over 100 ms time windows. Periods during which the mice ran slower than 3 cm/s were removed from the analysis. Running speed was estimated every 20 ms. A speed score was defined as the Pearson correlation coefficient between the instantaneous firing rate and the running speed of the animal. Chance levels were obtained with a shuffling procedure (*n* = 100) in which the speed vector was shifted by at least 20 s before calculating speed scores. To be considered a speed-modulated cell, the neuron had to have a speed score above the 95th percentile of the surrogate distribution during both baselines or during one baseline and l2 trials.

Stability of firing rate maps {#s4-6}
-----------------------------

To assess the stability of the spatial firing patterns during dark trials, we divided d1 trials into 12 blocks of 10 s. Maps were constructed for the 12 blocks, concatenating homologous blocks across trials of a given condition. The stability of the map in each block was obtained by calculating the correlation coefficient between the block-specific firing map and the map containing all 120-s l1 trials. As controls, the l1 trials were also divided into 12 blocks and the maps observed during each block were compared to the maps containing all 120-s l1 trials.

Spike distance metric {#s4-7}
---------------------

Error accumulation in the spikes of grid cells was estimated by the spike distance metric (SDM) ([@bib22]). For each cell, a firing rate map was constructed using the first 60 s of l1 trials. A firing field was defined as an area of at least 20 cm^2^ in which each bin had a firing rate above the 75th percentile of the rate distribution of all bins in the map. The center of mass of each firing field was calculated. The radius of a firing field was equal to the radius of a circle with an area equal to that of the firing field. For each spike, the distance of the animal location at the time of the spike to the closest firing field center of mass was calculated. SDM was this distance divided by the mean radius of all detected fields in the firing rate map. SDM was calculated for spikes fired in the last 60 s of l1 trials and the entire d1 trials.

Distance coding by grid cells {#s4-8}
-----------------------------

Spike-triggered firing rate maps were constructed by taking each spike of a neuron as a reference spike and considering only data of the next 10 s. The position data within each time window were shifted so that the reference spike was aligned to position (0,0). The space surrounding the reference spikes was divided into 2 × 2 cm bins and both the occupancy maps and the resulting spike-triggered firing rate maps were smoothed with a Gaussian kernel (s.d = 2 cm). To obtain a distance tuning curve, the bins of the spike-triggered firing rate map were used to calculate the mean firing rate as a function of distance from the reference spikes. The distance was normalized by dividing it by the spacing of the grid cell measured during the first baseline of the recording session. A distance score was defined as $(\lambda_{1} - \lambda_{0.5})/(\lambda_{1} + \lambda_{0.5})$, where $\lambda$ indicates the firing rate of a neuron at a given normalized distance. Chance levels for distance scores were obtained by shifting the spike trains by at least 20 s relative to the position data before recalculating the scores. Only grid cells with a spacing shorter than 50 cm were used in the distance analysis.

Detection of putative excitatory connections based on spike-time crosscorrelations {#s4-9}
----------------------------------------------------------------------------------

Putative excitatory connections were detected as narrow peaks in the spike-time crosscorrelations of simultaneously recorded neurons (from −50 to 50 ms, bin size = 0.5 ms) ([@bib13]; [@bib34]; [@bib35]; [@bib38]; [@bib29]). The crosscorrelations of all pairs of simultaneously recorded neurons were constructed. Crosscorrelations containing fewer than 300 spikes were excluded from the analysis. The bins from −10 to 0 ms and from 10 to 50 ms served to calculate baseline mean and s.d. A peak at short latency in a crosscorrelation was defined as at least one bin between 0.5 and 4 ms that was above 6 s.d. from the baseline mean. A pair of cells was not considered if the baseline was not stable, i.e. if a bin between −10 and 0 ms or between 10 and 50 ms exceeded 75% of the short latency peak.

Linear track experiment {#s4-10}
-----------------------

A second cohort of mice were trained to run on a linear track. The linear track (80 × 5.4 cm) was made of wood and painted gray. The walls along the long axis of the maze were 1 cm high, except for the last 6.5 cm at the two extremities where the walls were 3 cm high. The walls of the short axis of the track were 16 cm high. A food well and an infrared beam were located 2 and 5 cm away from both ends of the track, respectively. Breaking the beam triggered the release of a food pellet at the opposite end of the track. Two gray walls (80 cm long × 28 cm high) were located 25 cm away from the long edges of the linear track. A single row of 48 LEDs (80 cm long) was attached to one of the side wall. On the opposite wall, 4 rows of 12 LEDs (20 cm long) were attached, aligned to one end of the track. The LEDs were the only potential source of visible light in the recording environment when the mouse ran on the linear track.

After initial training (see above), the mice were trained on the linear track 3 times a day for 10 min. During the first 2 days, food pellets were placed randomly on the track during training. The pellets were progressively moved away from the center of the maze over the next 2 days. Thereafter, pellets were only delivered upon infrared beam breaks. The recording cable was connected to the mouse during the subsequent training sessions (15 min) and training continued until the mouse performed approximately 40--55 runs within 15 min.

Recording sessions with the linear track started with 20 min of exploration in a 70 × 70 cm open field with normal light illumination, followed by 20 min in a rest box (25 × 25 cm). The recording session continued with 3 20-min trials on the linear track separated by 20-min trials in the rest box. There were 3 lighting conditions (l1, l2 and d) on the linear track. The order of presentation was random and the condition changed every 5th run on the track. In l1, the single row of LEDs was turned on. There was no other visible light source in the room. In l2, the 4 rows of LEDs were turned on instead of the single LED row. In d, all LEDs were turned off. Only recording sessions with at least 20 blocks of 5 runs on the track were considered for analysis.

Identification of spatially selective neurons in mice trained on the linear track was performed using the data from the square open field. The 95th percentiles of the surrogate distributions served as significance levels for each spatial score. The border score was defined as $(CM - DM)/(CM + DM)$.

Linear firing rate maps {#s4-11}
-----------------------

The position data on the linear track were linearized by calculating the regression line of the two-dimensional position data. Each position coordinate was moved to the closest point on the regression line. Linear firing rate maps were calculated like two-dimensional firing rate maps (same parameters and smoothing), with the exception that the data were unidimensional and runs toward each end of the track were treated separately.

Histology {#s4-12}
---------

To confirm tetrode location, mice were deeply anesthetized with ketamine and xylazine, and perfused transcardially using saline, followed by 4% paraformaldehyde. The brains were removed and stored in 4% paraformaldehyde at 4°C overnight. The brains were then sliced in 50 µm-thick slices and stained with cresyl violet.
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The following dataset was generated:

Pérez-Escobar JA,Kornienko O,Latuske P,Kohler L,Allen K,2016,Data from: Visual landmarks sharpen grid cell metric and confer context specificity to neurons of the medial entorhinal cortex,<http://dx.doi.org/10.5061/dryad.c261c>,Available at Dryad Digital Repository under a CC0 Public Domain Dedication
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Visual landmarks sharpen grid cell metric and confer context specificity to neurons of the medial entorhinal cortex\" for consideration by *eLife*. Your article has been reviewed by two peer reviewers, including Matthew F Nolan, and the evaluation has been overseen by a Reviewing Editor and Sabine Kastner as the Senior Editor.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission

Summary:

This study presents interesting and important data demonstrating that firing of grid and other spatial cells in the medial entorhinal cortex (MEC) is dependent on visual landmark information. The study uses elegant experimental designs to reveal striking effects of visual stimuli. The results are exciting first because grid firing has previously been assumed to be stable in the dark -- the experiments provide compelling evidence this is not the case -- and second as they will very likely stimulate new directions of investigation into mechanisms responsible for grid firing patterns. The reviewers found much merit with the study but also had a large number of specific concerns that can be addressed with additional analyses and explanation.

1\) The analysis of grid cells in the dark period could be expanded. Does the grid map remain rigid in the dark period, but drift in its orientation and phase? A previous paper looked at grid cell error accumulation as a function of distance from the boundaries of the environment, and also assessed whether grid fields were drifting by looking at error spikes, i.e. spikes that occurred outside of pre-defined firing fields (Hardcastle et al., 2015). Can the authors perform a similar analysis in their dark period data and report the rate at which error accumulates in their conditions?

2\) How much this result is influenced by the regular alternation of the cue location? Is it possible that this reduces the stability of the grid network by regularly introducing large error signals?

3\) Different parts of the MEC differ in terms of their anatomical inputs from visual regions. Did the influence of visual cues vary with tetrode depth, or grid scale?

4\) Please show histology for all mice. Do the results differ at all if only recording sites within the MEC are kept?

5\) Including grid cells with grid score \> 0.5 during l1 and l2 trials will artificially inflate the decrease in grid score during dark trials. The authors should exclude these cells unless they also passed threshold during both baseline periods.

6\) The thresholds used to identify grid cells appear to be fairly conservative. Regardless, the authors should perform a shuffling analysis showing the expected null distribution of grid, information, CM, DM, and polarity scores in their dataset to justify their choice of thresholds for all classes.

7\) What were the criteria for deciding the tetrodes were in MEC to start recording?

8\) How were the lights controlled during experiments?

9\) How were food rewards delivered during experiments?

10\) When identifying putative excitatory connections, were all pairs of simultaneously recorded neurons used, across both hemispheres, or just those on the same tetrode?

11\) In the statistical analysis neurons are treated as being independent from one another. This is unlikely to be justified for neurons recorded from the same animal. When comparing light versus dark a more correct approach would be to use linear mixed effect models with animal identity and session included as random effects. The raw data do look pretty convincing but this would help remove any nagging doubts.

On a somewhat related note, it wasn\'t clear whether data recorded from the same animal in multiple sessions might be from the same neuron(s). Could this be the case? How is this avoided?

12\) Do the firing rate changes between light and dark trials differ for putative interneurons compared to principal cells? In [Figure 6B](#fig6){ref-type="fig"}, cells 1 and 2 have high firing rates suggesting they might be interneurons, but it's not clear if interneurons are included in [Figure 6D](#fig6){ref-type="fig"}.

13\) Was head direction firing affected by visual landmarks? The MEC contains many neurons with activity modulated by head direction. Head direction was measured, but I could not find effects of visual modulation on head direction firing reported in the main text, although firing rate changes of head direction cells are in a couple of the figures.

14\) What fraction of speed cells was modulated by head direction? What information do the cross-correlations reveal about post-synaptic targets of speed cells? Do any post-synaptic neurons show reductions in firing rate as one would expect if speed cells are inhibitory?
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Author response

Summary:

*This study presents interesting and important data demonstrating that firing of grid and other spatial cells in the medial entorhinal cortex (MEC) is dependent on visual landmark information. The study uses elegant experimental designs to reveal striking effects of visual stimuli. The results are exciting first because grid firing has previously been assumed to be stable in the dark -- the experiments provide compelling evidence this is not the case -- and second as they will very likely stimulate new directions of investigation into mechanisms responsible for grid firing patterns. The reviewers found much merit with the study but also had a large number of specific concerns that can be addressed with additional analyses and explanation.*

*1) The analysis of grid cells in the dark period could be expanded. Does the grid map remain rigid in the dark period, but drift in its orientation and phase? A previous paper looked at grid cell error accumulation as a function of distance from the boundaries of the environment, and also assessed whether grid fields were drifting by looking at error spikes, i.e. spikes that occurred outside of pre-defined firing fields (Hardcastle et al., 2015). Can the authors perform a similar analysis in their dark period data and report the rate at which error accumulates in their conditions?*

We have now used the spike distance metric (SDM) developed by Hardcastle and coworkers to estimate the rate of error accumulation in the firing activity of grid cells during dark trials. SDM increases rapidly at the beginning of dark trials. These results are now shown in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.

We have expanded the section on the firing of grid cells in darkness. An analysis of the firing rate associations between pairs of grid cells (correlation of instantaneous firing rate vectors) during light and dark trials was added. The firing associations were highly correlated between l1 and d1 trials (r = 0.926). This indicates that the firing associations of grid cells are largely conserved despite the loss in spatial stability in darkness. This result is now part of [Figure 2](#fig2){ref-type="fig"}.

The analysis of spike-triggered firing rate maps demonstrates that the modulation of firing by traveled distance in grid cells is impaired but above chance levels in darkness over periods shorter than 10 s. This suggests that the phase drift during a 10 s time window is sufficient to affect distance coding. We have now added a figure in the manuscript showing that the head-direction preference of head direction cells is strongly reduced during dark trials ([Figure 6](#fig6){ref-type="fig"}). Taken together, these results suggest that the grid pattern might still be present but drifts rapidly in phase and orientation in darkness.

*2) How much this result is influenced by the regular alternation of the cue location? Is it possible that this reduces the stability of the grid network by regularly introducing large error signals?*

This is a very interesting question. The instability in darkness was much larger than that observed in Hafting et al. (2005, Nature) or than that in a previous experiment from our group (Allen et al., 2015, Journal of Neuroscience). Many factors are possibly involved. For example, the circular arena in the current experiment had no wall. This likely removed a potential source of polarizing cues from the environment. In addition, using two light cues located at 90 or 180 degrees to each other can have at least 2 effects. As pointed out by the reviewer, it might generate large error signals when the light is switched back on after a dark trial and this might affect how the animal anchors its internal representation to the external world. A second consequence of having 2 lights is that uncontrolled cues left on the arena by the animal do not have a stable position within the internal representation of the animal. It is possible that these local cues normally contribute to the spatial stability of the grid network in darkness and that using two different lights reduces their contribution.

The laboratory of Tom Wills and Francesca Cacucci presented a poster at the iNav 2016 meeting in Austria in which they reported that grid cells periodicity in mice was disrupted in darkness. Their recording protocol did not involve any cue rotation. This suggests that the reduction of grid periodicity in darkness is not only due to the use of 2 alternating lights.

*3) Different parts of the MEC differ in terms of their anatomical inputs from visual regions. Did the influence of visual cues vary with tetrode depth, or grid scale?*

We have tested this by calculating the correlation between grid spacing and the magnitude of the firing rate change between light and dark trials. The correlation was not significant (n = 132 grid cells, r = 0.073, p = 0.407).

It should be noted that the tetrodes were targeted to the most dorsal part of the MEC. It remains possible that the effect of visual landmarks on the firing of grid cells varies with tetrode depth but that recordings from more ventral regions are required to observe the effect.

We did not include the correlation analysis in the manuscript because of this potential caveat. If the reviewers think that this result should be added to the manuscript, we will do so upon request.

*4) Please show histology for all mice. Do the results differ at all if only recording sites within the MEC are kept?*

We have added source data files that contain the histological results of 12 mice. The brain of one mouse trained on the circular arena could not be recovered at the end of the experiment. All brain sections containing tetrode tracks are shown. In addition, we added two tables indicating the tetrode locations in each mouse.

As the four tetrodes implanted in each hemisphere were often very close to each other, we prefer not to assign the recorded signals to specific tetrode tips. Only tetrodes implanted in a hemisphere in which all tetrode tips were in the MEC were labeled as "MEC tetrodes".

We now report that the differences in grid score, information score, speed score, borderness (DM), map polarity, head-direction vector length, and firing rate between l1 and d1 trials are still observed when considering only neurons recorded on MEC tetrodes.

*5) Including grid cells with grid score \> 0.5 during l1 and l2 trials will artificially inflate the decrease in grid score during dark trials. The authors should exclude these cells unless they also passed threshold during both baseline periods.*

We agree with the reviewer that using the data from l1 trials artificially inflated the decrease in grid score during d1 trials. This has been corrected.

While developing the original manuscript, we initially used only the two baseline periods to identify grid cells. However, in some recording sessions the coverage of the circular arena was incomplete during the 10-min baseline periods and prevented grid cells from reaching the detection threshold. We therefore looked for alternative strategies to classify neurons that displayed clear grid periodicity in their l1 and l2 maps as grid cells.

In the revised manuscript, grid cells are defined as neurons with a significant grid score during either the two baseline periods or during one baseline period and l2 trials. Because we only use the data from l1 and d1 trials to assess the effect of visual landmarks, our detection procedure should not affect the magnitude of the differences observed.

If the reviewers think that using only both baseline periods would be more appropriate, we could modify the procedure. This would not affect the conclusions of the manuscript but would significantly reduce the number of neurons classified as grid cells and clear grid cells would be falsely classified as irregular spatially selective cells.

*6) The thresholds used to identify grid cells appear to be fairly conservative. Regardless, the authors should perform a shuffling analysis showing the expected null distribution of grid, information, CM, DM, and polarity scores in their dataset to justify their choice of thresholds for all classes.*

We have performed a shuffling procedure to obtain null distributions for all our spatial measures during the baselines and trials ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}). The 95^th^ percentiles are used to identify the different cell classes.

To be member of a functional cell class, a neuron had to reach the thresholds for the class during either the two baseline periods or during one baseline period and l2 trials.

Below are the new definitions of the different cell classes.

Grid cell: grid score \> 95^th^ percentile

Border cell: border score \> 95^th^ percentile

Irregular spatially selective cell: information score \> 95^th^ percentile (not classified as a grid or border cell)

Head-direction cell: head-direction vector length \> 95^th^ percentile, head-direction tuning curve peak \> 5 Hz.

Speed cell: speed score \> 95^th^ percentile.

*7) What were the criteria for deciding the tetrodes were in MEC to start recording?*

The work of Fyhn et al. (2008, Hippocampus) shows that the power of theta oscillations increases significantly when a tetrode reaches the MEC. In our experiment, the tetrodes were lowered over a few days while the unfiltered electrophysiological signals were monitored on an oscilloscope. Recording started when large theta oscillations were observed on most tetrodes. Typically, the spikes of neurons were also strongly modulated by theta oscillations.

This information was added to the Methods section.

*8) How were the lights controlled during experiments?*

An open-source microcontroller (Arduino Uno) controlled the lights via a 4-channel relay module. The identity of l1 and l2 and the order of presentation were determined with the random function of the Arduino software. The initialization of the random sequence was different for each session.

This information was added to the Materials and methods section.

*9) How were food rewards delivered during experiments?*

The food rewards (AIN-76A Rodent 378 tablets 5 mg, TestDiet) were delivered with pellet dispensers (CT-ENV-203-5, MedAssociates) located on the roof of the recording enclosure. Food delivery was triggered by an Arduino Uno with inter-delivery intervals ranging from 20 to 40 s.

This information is now reported in the Materials and methods section.

*10) When identifying putative excitatory connections, were all pairs of simultaneously recorded neurons used, across both hemispheres, or just those on the same tetrode?*

All possible pairs of simultaneously recorded neurons were considered, but putative connections were only detected between neurons recorded on the same tetrode. Below are the numbers of pairs considered.

Total number of pairs considered: 10880

Within tetrode pairs: 3292

Between tetrode pairs: 7588

Within hemisphere pairs: 7328

Between hemisphere pairs: 3552

Total number of connected pairs: 61

Within tetrode connected pairs: 61

Between tetrode connected pairs: 0

Within hemisphere connected pairs: 61

Between hemisphere connected pairs: 0

*11) In the statistical analysis neurons are treated as being independent from one another. This is unlikely to be justified for neurons recorded from the same animal. When comparing light versus dark a more correct approach would be to use linear mixed effect models with animal identity and session included as random effects. The raw data do look pretty convincing but this would help remove any nagging doubts.*

We have considered using linear mixed effect models to account for the dependence of some data points in our experiment. For example, we built a model to predict grid scores based on the factors condition (l1 vs d1), animal and session. The factors animal and session were included as random effects, while condition was treated as a fixed effect. The factor condition was significant (p \< 10^-16^). However, the variance in the residuals of l1 and d1 trials was significantly different (Levene\'s test for homogeneity of variance: df = 1, F = 113.11, p \< 10^-16^). Therefore, the model did not fulfill the assumption of homoscedasticity which is required for linear models. For this reason, we would prefer not using linear mixed effect models in the manuscript.

To address the reviewers\' concern regarding the dependence of the data points, we confirmed that the main conclusions of the manuscript remained unchanged when using a single data point per mouse. For example, when using the median grid score per mouse as a statistical unit, we observed a significant difference between l1 and d1 trials ([Figure 2C](#fig2){ref-type="fig"}, paired Wilcoxon signed rank test, n = 6 mice, p = 0.031). There was only one occasion where the p value did not reach significance level (comparison of map polarity in light and dark trials for border cells, p = 0.11).

If the reviewers think that it would be more appropriate to use linear mixed effect models, we will include them upon request. As they have much more statistical power than using mice as statistical units, we do not expect changes in the conclusions.

*On a somewhat related note, it wasn\'t clear whether data recorded from the same animal in multiple sessions might be from the same neuron(s). Could this be the case? How is this avoided?*

It is possible that on some occasions the data from successive days contain the same neuron twice. We tried to minimize this possibility by lowering our tetrodes by approximately 25-50 μm between recording sessions.

The statistical analysis performed using mice as statistical units should ensure these duplicates do not affect the conclusions drawn in the manuscript.

*12) Do the firing rate changes between light and dark trials differ for putative interneurons compared to principal cells? In [Figure 6B](#fig6){ref-type="fig"}, cells 1 and 2 have high firing rates suggesting they might be interneurons, but it's not clear if interneurons are included in [Figure 6D](#fig6){ref-type="fig"}.*

All neurons were included in [Figure 6](#fig6){ref-type="fig"}. We have included an example of a high firing rate neuron in the figure and modified the figure legend to make this clear.

The proportion of neurons with significant rate changes between l1 and d1 trials was similar in the two populations (putative interneurons: 0.617, putative principal cells: 0.549). This finding is now reported in the Results section.

*13) Was head direction firing affected by visual landmarks? The MEC contains many neurons with activity modulated by head direction. Head direction was measured, but I could not find effects of visual modulation on head direction firing reported in the main text, although firing rate changes of head direction cells are in a couple of the figures.*

Head direction selectivity of neurons was severely reduced in darkness. A new figure ([Figure 6](#fig6){ref-type="fig"}) now presents this finding.

*14) What fraction of speed cells was modulated by head direction?*

We now report the number of speed-modulated cells in the different functional cell classes.

Grid cells: 67 out of 139

Irregular spatially selective cells: 54 out of 226

Border cells: 11 out of 63

Head-direction cells: 30 out of 85

30 out of 304 speed-modulated cells were modulated by head direction.

*What information do the cross-correlations reveal about post-synaptic targets of speed cells?*

Putative excitatory connections detected from the crosscorrelations usually involve a low firing rate pre-synaptic cell and a high firing post-synaptic interneuron. If we take into consideration connected pairs in which the pre-synaptic neuron was a speed cell, the mean firing rate of the post-synaptic neurons was 19.80 Hz (n = 17). Out of the 17 post-synaptic neurons to speed-modulated cells, 12 were speed-modulated cells, 13 had a mean firing rate above 10 Hz and 3 were grid cells.

We decided not to include this information in the manuscript because it is based on a relatively small sample (n = 17).

*Do any post-synaptic neurons show reductions in firing rate as one would expect if speed cells are inhibitory?*

Inhibition cannot be unequivocally identified from the crosscorrelations because its effect is likely to last several milliseconds. This makes it very difficult to disentangle synaptic inhibition from the effect of network oscillations. For example, consider the crosscorrelation between two theta-modulated cells, where the preferred theta phase of cell A comes 30 degrees after cell B. The crosscorrelation between cell A and cell B will have fewer spikes after time 0, even if there is no synaptic inhibition of cell B by cell A.

For this reason, we did not attempt to quantify inhibition from the crosscorrelations.

In the manuscript, several speed-modulated cells are spatially selective neurons with relatively low firing rate (i.e., grid cells and irregular spatially selective cells). Moreover, in the analysis of putative excitatory connections, some speed-modulated cells were found to be pre-synaptic neurons. This indicates that speed-modulated cells can also be excitatory cells.
