We present two algorithms for listing all ideals of a forest poset. These algorithms generate ideals in a Gray Code manner; that is, consecutive ideals di er by exactly one element. Both algorithms use storage O(n), where n is the number of elements in the poset. On each iteration, the rst algorithm does a partial traversal of the current ideal being listed and runs in time O(nN), where N is the number of ideals of the poset. The second algorithm mimics the rst, but eliminates the traversal and runs in time O(N). This algorithm has the property that the amount of computation between successive ideals is O(1); such algorithms are said to be loopless.
Introduction
Gray Codes nd application in Electrical Engineering, Computer Science, and Mathematics. The classical Binary Re ected Gray Code is a way of listing all 2 n length n bitstrings so that successive bitstrings di er by a single bit. Here we consider bitstrings as the characteristic vectors of the ideals of a partially ordered set and ask whether all ideals can be listed so that successive ideals di er by a single poset element. We show that such a listing is possible if the Hasse diagram of the poset is a forest. The Binary Re ected Gray code can be generated by a loopless algorithm; we show that a loopless algorithm also exists in the more general case of ideals of a forest poset.
Generating the ideals of a poset has several applications in Operations Research and discrete optimization. Steiner 16] cites the use of procedures for generating ideals as an integral part of dynamic programming algorithms for precedence constrained scheduling problems, assembly line balancing, project scheduling, and reachability in reliability networks. In the context of precedence constrained scheduling problems tree posets are \an important special case" (Co man and Denning 3] ).
The problem of generating the ideals of a tree poset lexicographically was considered by Ruskey 17] and was motivated by a problem in network partitioning. Let G be an undirected graph with a capacity c(e) associated with each edge e and a weight w(v) associated with each vertex v. Given a constant W and a distinguished vertex v, consider the problem of nding the minimum cut (X; X) such that v 2 X and P x2X w(x) W. This problem arose in assigning tasks in a distributed system. Unfortunately, the problem is NP-complete.
In Hu and Ruskey 8] and Rao, Stone, and Hu 15] an enumerative approach to this problem was outlined. Let T be the cut tree of the network and regard T as being rooted at v. These papers showed that the optimum solution to the partitioning problem must be a cut (X; X) for which the set of vertices in X are connected in T; in other words, X must be an ideal of T. Thus, by generating all ideals of T, the optimum solution may be obtained. In this regard it is clear that a Gray Code listing will have computational bene ts, since it is easiest to modify a cut if only one vertex changes.
Aside from the motivations from discrete optimization mentioned above, there is combinatorial interest in the set of ideals of forest posets and in Gray codes for ideals in general. For example, Meir and Moon 12] derive enumerative results for ideals of forest posets and Jamison 9] , 10] discusses extremal properties.
We believe that posets provide a natural setting for working with combinatorial Gray Codes. This point of view, for linear extensions of posets, has been explored, for example, in Ruskey 18] then the product space consists of all k-ary strings, and if m i = i, then the product space can be regarded as the set of inversion vectors of all p! permutations. Thus, our results provide a single loopfree algorithm for generating these objects as well as the ideals of arbitrary forests. In general, our poset terminology is adapted from Stanley 19] . We now introduce our particular notation and terminology.
A partially ordered set (poset) P is a set of elements S(P) together with an antisymmetric, re exive, transitive binary relation R(P). If (x; y) 2 R(P) then we write x y and if in addition x 6 = y then we write x y. If x; y 2 P, then we say y covers x if x y and no element z 2 P satis es x z y. An ideal, I, of a poset P is a subset of S(P) such that x 2 I and y x implies that y 2 I. If x 6 = y and neither of the relations x y or y x then we write x ky and say that x and y are incomparable. An antichain, A, is a subset of S(P) in which every two elements are incomparable. Observe that the set of maximal elements in an ideal form an antichain, and that this provides a one-to-one correspondence between the ideals and the antichains of a poset. The poset that is an antichain of n elements is denoted A n .
A forest poset, F, is one in which every element covers at most one other element.
A forest poset with a minimum element is called a tree poset. The set of minimal elements are the roots of the trees in the forest; this set is denoted Root(F). The set of ideals of a poset P, ordered by set inclusion, form a distributive lattice J(P). It is well known that for every nite distributive lattice L there is a unique poset P for which J(P) is isomorphic to L. The number of elements in J(P) (i.e., the number of ideals of P) is denoted i(P). In a slight abuse of notation, we also use J(P) to denote the Hasse diagram, regarded as an undirected graph, of the lattice of ideals of P. In this context we refer to J(P) as the ideal graph of P. The central question that we would like to pose in this paper is:
For which posets P does J(P) have a Hamiltonian path and how can the ideals along such a path be quickly generated?
In this paper we take some rst steps in answering this question. Note that J(P) is connected and bipartite. It is connected since every distributive lattice has a maximum and a minimum element. The bipartition of the vertices of J(P) is into two sets Even(P) and Odd(P), depending on whether the ideal has an even or odd number of elements. The parity di erence d(P) is de ned to be the di erence jEven(P)j ? jOdd(P)j.
We now introduce two standard ways of combining two posets to get a new poset.
We say that two posets P and Q are disjoint posets if S(P) and S(Q) are disjoint. The direct sum of two disjoint posets P and Q is the poset P + Q on the union S(P) S(Q) such that x y in P + Q if either (a) x; y 2 P and x y in P, or (b) x; y 2 Q and x y in Q. The ordinal sum of two disjoint posets P and Q is the poset P Q on the union S(P) S(Q) such that x y in P Q if either (a) x y in P + Q, or (b) x 2 P and y 2 Q. A series-parallel poset is one which can be recursively built up by applying the operations of direct and ordinal sum, starting with single element posets. Note that a forest poset can be built up by applying the operations of direct sum of two forest posets and the ordinal sum of a forest poset with a single element, again starting with single element posets.
A graph G consists of a vertex set V (G) and an edge set E(G). The We are interested in e cient algorithms for generating combinatorial objects. Suppose that the objects are represented by sequences of n elements and that the total number of objects is N. A algorithm for generating those objects is said to run in constant amortized time if the total amount of computation (excluding output) is O(N). Up to a constant factor, no algorithm can be faster. If the total amount of computation is O(nN), then the algorithm is said to run in linear amortized time.
A constant amortized time algorithm is said to be loopless (or constant worst-case time) if the amount of computation between successive objects is O(1). Examples of loopless algorithms may be found in Joichi, White, and Williamson 11], Dershowitz 4] , and Ehrlich 5] .
The algorithm of Ruskey 17] for generating the ideals of a tree poset runs in linear amortized time. A constant amortized time algorithm for generating the ideals of bounded size of a tree poset was described by Beyer and Ruskey 2] . The algorithm of Steiner 16] for generating all ideals of an arbitrary poset runs in linear amortized time. There is also an algorithm of Hikita 7] for generating all ideals of xed size of a binary tree poset that appears to run in linear amortized time.
In Section 2 we prove the existence of a Gray Code listing of the ideals of a forest poset; that is, where consecutive ideals di er by exactly one element. Then, in Section 3 we present a simple linear amortized time algorithm for producing the Gray Code listing; this algorithm is based on a preorder traversal of the forest. If this algorithm is applied to the antichain A n the algorithm reduces to an algorithm for generating the Binary Re ected Gray Code of size n (e.g., Ehrlich 5 ], Bitner, Ehrlich, and Reingold 1], and Wilf 22]). In Section 4 we eliminate certain redundancy from the algorithm and in Section 5 we show how to attain a loopless algorithm.
The loopless algorithm can be implemented on a restricted version of a pointer machine. For a formal de nition of pointer machine, see Tarjan 21]. From our point of view, we simply mean that our algorithms can be implemented by Pascal programs which use no arrays and do no arithmetic (but make extensive use of pointers). 
Existence of a Gray Code
In this section we show that there is a Hamiltonian path in J(P) if P is a forest poset. This will follow as a consequence of more general results about the ordinal and direct sums of posets. A necessary condition for the existence of a Hamiltonian path in J(P) is that jd(P)j 1. However, the condition is not su cient. Figure 1 shows the series-parallel poset P = 1 (1 + 1) 1 (1 + 1) 1, for which d(P) = 0 but J(P) has no Hamiltonian path. Let us rst determine d(P) if P is a forest poset.
It is easy to show that i(P + Q) = i(P)i(Q) and that i(P Q) = ?1+i(P)+i(Q).
Similarly, we have
and
These formulas allow us to compute the parity di erence of series-parallel posets.
For forests we apply (3) with P = A 1 . Since d(A 1 ) = 0, the parity di erence for forests is 0 or 1.
Lemma 2.1 Let P and Q be non-empty posets both of whose ideal graphs have Hamiltonian paths starting at ;. Then J(P + Q) has a Hamiltonian path starting at ;. Furthermore, if jJ(P)j (or jJ(Q)j) is even, then J(P + Q) has a Hamiltonian cycle.
Proof: Let H be a Hamiltonian path in J(P) and H 0 be a Hamiltonian path in J(Q). Then H H 0 is a spanning subgraph of J(P) J(Q). Hence, by (1) Notice that the condition of Lemma 2.2 that the Hamiltonian path in J(P) ends at S(P) cannot be relaxed since S(P) is a cut vertex of J(P Q) (if P and Q are both non-empty).
As a consequence of Lemmas 2.1 and 2.2 we have the following theorem, which may be proven by induction on the number of nodes in the forest. Theorem 
If P is a forest poset, then there is a Hamiltonian path in J(P).
We can also characterize those forests whose ideal graphs have Hamiltonian cycles. Theorem 2.1 is constructive, but it does not describe a particular Hamiltonian path in the case of direct sum. In this section we will describe an algorithm that nds such a path systematically. In Section 5 we will show how to modify this algorithm so that is is loopless. Our rst algorithm is inspired by the well-known correspondence between counting in binary and the BRGC, as explained, for example, in 14] and 22]. Observe that Algorithm P of Figure 2 can be viewed as counting in binary if \v is changeable" means \bit v is a 0". The bitstring is the characteristic vector of the set St. The BRGC is the sequence of characteristic vectors of F that are output.
The following observation does not depend on the de nition of \changeable".
Observation #1: The set St lexicographically increases on each iteration of Algorithm P.
We now modify the de nition of changeable so that Algorithm P applies to forest posets.
Throughout this section we deal with a xed forest poset F with n elements. Here St is a set of nodes. A node x 2 St is said to be stuck; a node x 6 We assume that the forest has been given a preorder labeling, and we use this labeling when referring to the nodes of F. A preorder labeling is obtained by recursively labeling a root and then its subtrees; it is the same as a depth-rst search labelling. In the gures we assume that the labels increase from left to right. The labels are 1; 2; : : : ; n.
The algorithm does a preorder traversal of the forest, changing stuck nodes to free, until the rst changeable node is encountered; that node is then added to or removed from the tree, according to whether it is augmentable or deletable. It is clear that the running time of Algorithm P is O(nN), where N = i(F). An example of the list of ideals produced by Algorithm P is illustrated in Figure 3 . In this gure the ideals have been drawn so that the grid graph structure of J(P) is apparent; ideals are adjacent both vertically and horizontally. The minimum taken at line (P5) is with respect to the preorder labeling. We will refer to the node v selected at line (P5) as the chosen node.
The proof of the validity of Algorithm P is a re nement of the proof of the existence of Gray code sequence of ideals of a forest poset. Let Last(F) denote the last ideal output by Algorithm P. Then, by Algorithm P we mean Algorithm P with the statement F ; of line (P1) replaced with F Last(F). Proof: Our proof is by induction on the number of nodes in F. If F is empty then both Algorithm P and Algorithm P output ; and halt.
We now assume that F has at least one node. The forest F consists of some number of trees, say T 1 ; T 2 ; : : : ; T m . There are two cases to consider, depending on whether m = 1 or m > 1. If m = 1, then Algorithm P rst outputs the empty ideal and then the ideal consisting only of the root (node 1). All succeeding ideals contain the root and some additional nodes. Thus, except at the beginning of the rst iteration, the root is not changeable. Hence, Algorithm P, after the rst iteration, performs exactly as it would on the forest F ? f1g, except that the root is included in the ideals generated. If m = 1, then the root is in Last(F) and thus Algorithm P executes exactly as it would on F ?f1g, except that the root is in all ideals, until F contains only the root.
But then, since the root is free, the root is deleted, the emptyset is output, and the algorithm terminates. Note that when F = f1g, the forest F ? f1g is unchangeable.
If m > 1 then we regard F as consisting of a pair of non-empty ideals F L = T 1 ; T 2 ; : : : ; T p and F R = T p+1 ; : : : ; T m , where 1 p < m. By the induction hypothesis, Algorithm P rst generates all ideals of F L ending Last(F), which is unchangeable. The next change is in F R , and all nodes in F L are set free. Thus, by the claim for Algorithm P , the ideals of F L will now be generated in the opposite order from before. The last ideal of F L that is generated is the empty forest, which is unchangeable. Now again, a change is made in F R and all the roots in F L are set free. The same argument continues until both F L and F R are unchangeable, terminating the algorithm. Note that Last(F) = Last(F R ) if i(F L ) is even, and Last(
A symmetric argument can be given for Algorithm P when m > We now make a couple of observations that follow from the preceding proof. Let T (v) be the subposet of descendants of v (i.e., S(T (v)) = fx 2 F j v xg). Let L be the list of ideals produced by Algorithm P on input T = T (v), and L the list of ideals produced by Algorithm P on input T . Now suppose that we run Algorithm P on input F but only output F \ T and only when a change to T has occured. We call this \the list of ideals of T produced by Algorithm P on input F". To prove Observations #3 and #4, consider the list L of Observation #2. That list ends : : : ; fv; wg; fvg; ;, if v has at least one child w. From the proof of Lemma 3.1 for Algorithm P when m = 1, the subposet T ? fvg is unchangeable when v is deleted. Since the ideal is empty in T ? fvg, the roots of T ? fvg must be stuck.
Furthermore, w must be the leftmost child of v, since it is the leftmost child that is rst added to the ideal fvg in the list L.
To close this section we present a formula for the rank of an ideal in the list produced by Algorithm P. Given a forest poset F, the rank of an ideal F, denoted r(F; F), is the number of ideals that were generated before it by Algorithm P. Thus, the rank of ; is 0. Denote the trees of F by T 1 ; T 2 ; : : : ; T m , and the induced subideals T i = F \ T i . If T is a tree thenT denotes the forest obtained by removing the root of T. By r denote the rank in the list produced by Algorithm P . Given r, the value of r can be computed as follows. (and their recursive counterparts) have been computed in advance. To be fair, it should be noted that the operations are on integers that can be as large as 2 n?1 , where n = jFj.
Eliminating Redundancy
In order to implement Algorithm P so that it is loopless we rst need to understand the operation of Algorithm P a little more deeply. The following two lemmas show that much of the status information of the nodes is redundant. These lemmas express loop invariants of Algorithm P. Observe that Boundary(F) is a maximal antichain of F. Knowing the status of the nodes in Boundary(F) allows us to determine the status of all nodes in F. Since the chosen node is in the boundary (either in B 1 or B 3 ), Algorithm P can be modi ed to search and update only nodes in the boundary; the modi ed algorithm is guaranteed to produce exactly the same sequence of ideals as Algorithm P. We need only show how the boundary is to be maintained; that is, which nodes are in the boundary and the status of the nodes in the boundary. Maintaining the nodes of the boundary is fairly simple since on each iteration the boundary either remains unchanged or changes by deleting the chosen node v and then adding either parent(v) or Children(v).
Maintaining the status of the nodes of the boundary is also quite simple; set status(v) = stuck and for all x < v where x is in the boundary, set status(x) = free. We now describe how to do the update in more detail.
We Children(v). By Lemma 4.2, for all x 2 Children(v), we set status(x) = free, and so x 2 B 3 .
A pseudo-code algorithm using the updates described above is given in Figure 4 as Algorithm L.
We now present proofs of Lemmas 4.1 and 4.2. Since the lemmas state loop invariants we need to check two things. First, that the condition is true before entering the loop; secondly, that if the condition is true on the previous iteration, then it is true on the current iteration. We introduce the notation NonLeaf(F) for F n Leaf(F).
Proof: Lemma 4.1] Initially F is empty and all nodes are free. Thus all three conditions (a), (b), and (c) are satis ed before entering the loop. Let F 0 be the ideal at the beginning of the previous iteration and F the ideal at the beginning of the current iteration. Let v be the chosen node.
(a) The only node to become stuck is v and v 6 2 NonLeaf(F). If v was deleted then NonLeaf(F) = NonLeaf(F 0 ) n fvg. If v was augmented and v has a parent then NonLeaf(F) = NonLeaf(F 0 ) fparent(v)g; but parent(v) was set free, at line (P6). If v was augmented and v has no parent, then NonLeaf(F) = NonLeaf(F 0 ). Thus, in all cases the invariant is maintained.
(b) Here the invariant is maintained because the only node to become stuck is v, nodes x > v are unchanged, and nodes x < v are all set free. 
A Loopless Implementation
In this section we will explain how to modify Algorithm L so that it is loopless. There are three questions that need to be answered in order to attain a loopless algorithm.
Q1: How is the boundary set B to be maintained so that the updates at line (L11) and (L18) can be done in constant time? Q2: How can the set of stuck nodes St be maintained so that the chosen node can be determined at line (L5) in constant time and so that the updates at lines (L6), (L12) and (L19) can be done in constant time?
Q3: How can the test Sibling(v) \ F = ; at line (L9) be done in constant time?
We will address each of these questions in turn. The input forest F is represented as a static multi-linked structure where at each node we have pointers to its parent, left sibling, right sibling, leftmost child, and rightmost child (recall that we think of siblings as being ordered from left to right by the preorder numbering). Q1] The set B is maintained as an ordered doubly linked list, where list ordering is by increasing node number. Call the two pointer elds of the doubly linked list next and back; these elds are part of each node. The two updates are related. At line (L11), to remove a node's siblings we go to its parent in order to access its leftmost and rightmost siblings, which are the leftmost and rightmost children of its parent. At line (L18), to add the children of a node we can just use the leftmost and rightmost children; we just need to make sure that all children are linked together. Q2] The set St is maintained by making use of a clever implementation of the BRGC as explained in 14]. However, the implementation of 14] operates on a xed size array, and we have to operate on a varying size linked list representing B. Let us rst see how to implement the BRGC using a linked list and then adapt the idea to our problem. So imagine that we have a xed size linked list and that we wish to simulate the transformation of St into its lexicographic successor.
We endow each node of the linked list with an additional pointer eld, run, which is used to represent the set St. The basic idea is that the run eld will be used to record runs of elements in St in a clever manner. A \run" in St is a maximal set of elements of the form i; i + 1; : : : ; i + k ? 1 2 St. For the sake of description, suppose that the nodes are labelled 1; 2; : : : ; n and that head = p 1 ; p 2 ; : : : ; p n ; p n+1 = tail are a sequence of pointers to the nodes in the list, where the (n + 1)st node is a dummy node. By de nition, we assign 0; n + 1 6 See Figure 5 for pseudo-code of the above discussion, which we call Algorithm B.
Initially, run(p i ) = p i for all i. The process terminates when St = f1; 2; : : : ; ng, i.e., when run(head) = tail. The resulting algorithm is almost identical to the loopless algorithm for the BRGC as described in 14]; the main di erence is that our indexing is shifted by one. In Figure 5 the commented statements are those found on page 178 of 14] for the BRGC. However, our derivation of Algorithm B is completely di erent from the one given in 14]; their derivation is based on a simulation of the stack arising from the recursive description of the BRGC, whereas ours is based on runs and seems to be much simpler. Adapting Algorithm B to maintaining St in Algorithm L is fairly straightforward because when nodes are deleted from B they are all stuck and when they are added to B they are all free. In the \do nothing" cases of Algorithm L, we do a standard iteration of Algorithm B. In the other cases the assignment run(head) head is done and head may have to be updated if it is removed from B.
The only other updating of run occurs when Sibling(v) \ F = ; and v is not an only child. In that case let r = next(q), where q points to the chosen node v, and let prf = next(rchild(parent(q))). Recall that by Observation #4, v must be a leftmost sibling and all of its siblings are stuck. If run(r) 6 = prf (i.e., the node pointed to by prf is stuck), then we set run(prf) run(r). Finally, we must set run(r) r as an itialization for future iterations. 
Concluding Remarks
We have developed a loopless algorithm for generating the ideals of a forest poset. This algorithm is a generalization of existing algorithms for generating the Binary Re ected Gray Code.
There are many interesting remaining questions. For example, if Algorithm P is restricted to output only ideals of some xed size, say k, then the list of ideals produced has the property that successive ideals di er by the the addition of one element and the deletion of another. We hope that this paper will initiate further study of Hamiltonicity properties of ideal graphs.
If P is a chain of n elements, then Algorithm P takes time (nN), where N = i(P) = n + 1. Thus, in the worst case, it is not a constant amortized time algorithm. However, on randomly selected rooted trees (e.g., as generated On randomly selected rooted trees (e.g., as generated by the algorithm of Nijenhuis and Wilf 13]), Algorithm P appears to run in constant amortized time, and we conjecture that this is true in general. 
Appendix
This appendix is not intended for publication.
In this appendix we present a loopless Pascal implementation of Algorithm L. Input consists of n the number of nodes in the forest, followed by the parent array, with a 0 entry for a root node. For example, the tree of Figure 3 is input on two lines, with 6 on the rst line and 0 1 2 2 1 5 on the second line. var q,r : node_ptr; head : node_ptr; {head of boundary list} root : node_ptr; {static} count : integer; {optional} (************************ Input **********************) procedure Input; var i, p, n : integer; nd : array 0..MAX] of node_ptr; begin readln( n ); new( nd 0] ); with nd 0]^do begin lchild := nil; rchild := nil; end;
