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Abstract—Media-based modulation (MBM) is a recently pro-
posed modulation scheme which uses radio frequency (RF)
mirrors at the transmit antenna(s) in order to create different
channel fade realizations based on their ON/OFF status. These
complex fade realizations constitute the modulation alphabet.
MBM has the advantage of increased spectral efficiency and per-
formance. In this paper, we investigate the performance of some
physical layer techniques when applied to MBM. Particularly,
we study the performance of i) MBM with generalized spatial
modulation (GSM), ii) MBM with mirror activation pattern
(MAP) selection based on an Euclidean distance (ED) based
metric, and iii) MBM with feedback based phase compensation
and constellation rotation. Our results show that, for the same
spectral efficiency, GSM-MBM can achieve better performance
compared to MIMO-MBM. Also, it is found that MBM with ED-
based MAP selection results in improved bit error performance,
and that phase compensation and MBM constellation rotation
increases the ED between the MBM constellation points and
improves the performance significantly. We also analyze the
diversity orders achieved by the ED-based MAP selection scheme
and the phase compensation and constellation rotation (PC-
CR) scheme. The diversity orders predicted by the analysis are
validated through simulations.
keywords: Media-based modulation (MBM), RF mirrors, mirror ac-
tivation pattern (MAP), MIMO-MBM, GSM-MBM, MAP selection, phase
compensation, constellation rotation.
I. INTRODUCTION
Traditionally, symbols chosen from complex modulation
alphabets like quadrature amplitude modulation (QAM) and
phase shift keying (PSK) are used to convey information bits,
and complex fades introduced by the channel are viewed as
detrimental effects that cause amplitude and phase distortion to
the transmitted symbols. An alternate and interesting approach
is to consider the complex channel fade coefficients themselves
to constitute a modulation alphabet. One simple and known
example of this approach is space shift keying (SSK) [1],[2],
which can be briefly explained as follows.
1) SSK: Suppose there are two transmit antennas and one
receive antenna. Assume rich scattering. Let h1 ∼ CN (0, 1)
and h2 ∼ CN (0, 1) denote the complex channel fade coef-
ficients from transmit antennas 1 and 2, respectively, to the
receive antenna. Now, assuming that a tone of unit amplitude
is transmitted by any one of the transmit antennas in a
given channel use, H , {h1, h2} can be viewed as the
underlying modulation alphabet, i.e., h1 and h2 are the random
constellation points. The alphabet H therefore can convey
log2 |H| = log2 2 = 1 information bit. To realize this, if the
information bit is 0, antenna 1 transmits the tone and antenna
2 remains silent, and if the information bit is 1, antenna 1
remains silent and antenna 2 transmits the tone. For this, it is
enough to have only one transmit radio frequency (RF) chain,
whose output is switched to either antenna 1 or antenna 2
depending on the information bit being 0 or 1, respectively.
The modulation alphabet (i.e., H) needs to be known at the
receiver for detection, which can be obtained through pilot
transmission and channel estimation. Note, however, that the
transmitter need not know the alphabet H. The information bit
is detected using the estimated H at the receiver.
Similar to the binary SSK scheme with |H| = 2 de-
scribed above, higher-order SSK with |H| = nt and H =
{h1, h2, · · · , hnt} can be realized using nt = 2m transmit
antennas, and sending the tone on an antenna chosen based
on m information bits. Therefore, using nt = 2m transmit
antennas, SSK achieves a throughput of m = log2 nt bits per
channel use (bpcu).
If the receiver has nr receive antennas, then the alphabet
H will consist of vector constellation points, i.e., H =
{h1,h2, · · · ,hnt}, where hj = [h1,j h2,j · · · hnr,j ]T , and
hi,j ∼ CN (0, 1) is the channel fade coefficient from jth
transmit antenna to ith receive antenna (see Fig. 1(a)). Because
of the increased dimensionality of the constellation points for
increasing nr, the performance of SSK improves significantly
with increasing nr. SSK has the advantages of i) requiring
only one transmit RF chain and a 1 × nt RF switch for
any nt, and ii) yielding attractive performance at higher
spectral efficiencies. A key drawback, however, is that SSK
needs exponential increase in number of transmit antennas
to increase the spectral efficiency. For example, to achieve
m = 8 bpcu, SSK requires nt = 28 = 256 transmit antennas.
This drawback of the need to have a large number of transmit
antennas to increase the spectral efficiency is significantly
alleviated in the recently proposed media-based modulation
(MBM) scheme [3]-[7], realized through the use of RF mirrors
which are turned ON/OFF1 on a channel use-by-channel use
basis depending on information bits to ‘modulate’ the fade
coefficients of the channel [7]. The basic MBM can be briefly
explained as follows.
2) MBM: The basic version of MBM, like SSK, trans-
mits a tone and uses the complex channel fade realizations
themselves as the modulation alphabet [3]-[5]. While multiple
transmit antennas are needed to create the complex fade
symbols of the alphabet in SSK, MBM creates the complex
fade symbols of the alphabet even with a single transmit
antenna through the use of multiple RF mirrors [7]. This is
achieved by placing a number of RF mirrors near the transmit
antenna which transmits a tone. Placing RF mirrors near a
transmit antenna is equivalent to placing scatterers in the
propagation environment close to the transmitter. The radiation
characteristics of each of these scatterers (i.e., RF mirrors)
1An RF mirror in ON status implies that the mirror allows the incident
wave to pass through it transparently, and an OFF status implies that the
mirror reflects back the incident wave.
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Fig. 1. (a) SSK with constellation Hssk = {h1,h2, · · · ,hnt}. (b) MBM
with constellation Hmbm = {h1,h2, · · · ,h2mrf }.
can be changed by an ON/OFF control signal applied to it; it
reflects back the incident wave originating from the transmit
antenna or passes the wave depending on whether it is OFF or
ON, respectively. We call the ON/OFF status of the mirrors as
the ‘mirror activation pattern’. The positions of the ON mirrors
and OFF mirrors change from one mirror activation pattern
(MAP) to the other, i.e., the propagation environment close to
the transmitter changes from one MAP to the other MAP. Note
that in a rich scattering environment, since a small perturbation
in the propagation environment will be augmented by many
random reflections resulting in an independent channel. The
RF mirrors create such perturbations by acting as controlled
scatterers, which, in turn, create independent fade realizations
for different MAPs.
Consider a single transmit antenna. Let Mrf denote the total
number of RF mirrors placed near the antenna. We call the
unit comprising of a transmit antenna and the set of Mrf
RF mirrors associated with it as the ‘MBM transmit unit
(MBM-TU)’ (see Fig. 1(b)). Out of the Mrf available RF
mirrors, let mrf , where 1 ≤ mrf ≤Mrf , denote the number
of RF mirrors actually used. Each of these mrf mirrors is
turned ON or OFF in a given channel use based on one
information bit. A realization of the ON/OFF status of all the
mrf mirrors, determined by mrf information bits, is called a
mirror activation pattern (MAP). Therefore, 2mrf MAPs are
possible. Each of these patterns results in a different realization
of the channel fade, resulting in an MBM alphabet of size
|H| = 2mrf . Therefore, MBM can convey mrf information
bits in one channel use, where mrf is the number of RF
mirrors used. That is, the spectral efficiency in MBM scales
linearly with the number of RF mirrors used. Note that
the spectral efficiency in SSK scales logarithmically in the
number of transmit antennas nt, given by ⌊log2 nt⌋ bpcu. In
generalized SSK (GSSK) [6], where nrf out of nt antennas are
activated using nrf RF chains, the spectral efficiency increases
more than logarithmically and less than linearly in nt, given
by ⌊log2
(
nt
nrf
)⌋ bpcu. As in SSK, in MBM also the alphabet
H needs to be known at the receiver and not at the transmitter.
MBM has been shown to achieve significant performance
gains compared to conventional modulation schemes [3]-[5].
Even with a single transmit antenna and nr receive antennas,
MBM has been shown to achieve significant energy savings
compared to a conventional nr × nt MIMO system with
nr = nt [3]. It has also been shown that MBM with 1 transmit
and nr receive antennas over a static multipath channel asymp-
totically achieves the capacity of nr parallel AWGN channels
[4]. Implementation of an MBM-TU consisting of Mrf = 14
RF mirrors placed in a compact cylindrical structure with a
dipole transmit antenna element placed at the center of the
cylindrical structure has been reported in [7].
We note that the MBM alphabet H has to be estimated a pri-
ori at the receiver. This is achieved through pilot transmissions.
Since the number of complex fade symbols to be estimated
is ntu2mrf , the number of pilot channel uses needed grows
exponentially in mrf . Channel sounding to learn the alphabet
a priori, therefore, is a key issue in MBM.
3) SM, GSM, MIMO: The need to exponentially increase
the number of transmit antennas to increase the spectral effi-
ciency in SSK can be alleviated by allowing the transmission
of an M -ary QAM/PSK symbol on the chosen antenna instead
of a tone. This allows an additional log2M bits to be conveyed
per channel use by the QAM/PSK symbol. This scheme is
called the spatial modulation (SM) scheme, which achieves a
spectral efficiency of log2 nt + log2M bpcu [8],[9],[10]. A
further generalization is to use more than one transmit RF
chain (say, nrf transmit RF chains, 1 ≤ nrf ≤ nt), and
transmit nrf QAM/PSK symbols through these RF chains.
This scheme is called as the generalized spatial modula-
tion (GSM) scheme, whose spectral efficiency is given by
⌊log2
(
nt
nrf
)⌋+nrf log2M bpcu [11],[12],[13]. For nrf = nt,
the GSM scheme specializes to the well known MIMO (spatial
multiplexing) scheme, whose spectral efficiency is given by
nt log2M bpcu. SM systems in frequency-selective channels
have been studied in [14]-[16]. The design of SM systems
for frequency-selective channels has been summarized in
[17], which also discusses SM variants like single-carrier SM
(SC-SM), SC-GSM, orthogonal frequency division multiplex-
ing SM (OFDM-SM), space and time-dispersion modulation
(STdM), and space-frequency shift keying (SFSK).
4) SM-MBM, GSM-MBM, MIMO-MBM: Multiple MBM-
TUs (i.e., multiple transmit antennas, each having its own set
of RF mirrors) can be used to increase the spectral efficiency
in MBM. Also, like QAM/PSK symbols (as in SM) and addi-
tional transmit RF chains (as in GSM, MIMO) could be used
to increase the spectral efficiency beyond that can be achieved
using SSK, one could use a similar approach to increase the
spectral efficiency beyond that can be achieved using the
basic MBM. Spatial modulation when used with MBM is
referred to as the SM-MBM scheme, whose spectral efficiency
is given by mrf +⌊log2 ntu⌋+log2M bpcu, where ntu is the
number of MBM-TUs. Similarly, GSM and MIMO (spatial
multiplexing) when used with MBM are called GSM-MBM
and MIMO-MBM, respectively. The spectral efficiency of
GSM-MBM is given by nrfmrf + ⌊log2
(
ntu
nrf
)⌋+nrf log2M
bpcu. The spectral efficiency of MIMO-MBM is given by
ntumrf +ntu log2M bpcu. Note that GSM-MBM specializes
to SM-MBM when ntu > 1 and nrf = 1. In each channel use,
GSM-MBM has two levels of indexing, namely, 1) MBM-
TU indexing: nrf out of ntu MBM-TUs are selected using
⌊log2
(
ntu
nrf
)⌋ bits, and 2) RF mirror indexing: a MAP (ON/OFF
status of the mirrors) is selected in each of the selected MBM-
TUs using mrf bits. The performance of MIMO-MBM has
been studied in [7], where it has been shown that MIMO-MBM
can achieve better performance compared to conventional
MIMO. GSM-MBM performance has not been studied in
[7]. One of our contributions in this paper is to present
the performance of GSM-MBM and compare it with that of
MIMO-MBM.
5) MBM viewed as an instance of index modulation: MBM
can be viewed as an instance of index modulation, where
information bits are conveyed through the indices of certain
transmit entities that get involved in the transmission. Indexing
transmit antennas in multi-antenna systems (e.g., SSK, SM,
GSM [1],[2],[8]-[13]), indexing subcarriers in multi-carrier
systems [18]-[20], indexing both transmit antennas and sub-
carriers [21], and indexing precoders [22] are examples of
such instances. In this context, MBM also can be viewed as
an index modulation scheme, where RF mirrors act as the
transmit entities that are indexed to convey information bits.
In SM-MBM and GSM-MBM, indexing is done both on the
MBM-TUs as well as the RF mirrors in each of the chosen
MBM-TUs for transmission.
6) Parasitic elements and reconfigurable antennas: The
idea of using parasitic elements external to the antenna (which
may include capacitors, varactors or switched capacitors that
can adjust the resonance frequency) for the purpose of creating
multiple antenna patterns is widely known in the literature
[23]-[28]. By adjusting the resonance frequency of the differ-
ent parasitic elements, different channel states for the signal
radiating from the antenna can be realized. The use of parasitic
elements for beamforming purposes (i.e., to focus the radiated
RF energy in specific directions) has been widely studied
[23]. Other applications of parasitic elements reported in the
literature include selection/switched diversity [24], base station
tracking using switched parasitic antenna array [25], direction
of arrival estimation with a single-port parasitic array antenna
[26], and reconfigurable antennas [27],[28]. These applications
do not index antenna patterns to convey information bits,
i.e., they do not use parasitic elements for index modulation
purposes. Termed as ‘aerial modulation,’ the idea of indexing
orthogonal antenna patterns (realized using a single antenna
surrounded by parasitic elements) to convey information bit(s)
in addition to bits conveyed through M -PSK symbol has been
studied in [29],[30]. The idea of conveying information bits
through antenna pattern indexing has also been highlighted in
[31]. MBM in [3]-[5] also, in a similar way, exploits the idea
of indexing a multiplicity of channel gain profiles realized by
placing RF mirrors around the antenna and allowing infor-
mation bits to control the transparent/opaque status of these
mirrors. Extension of MBM to multiple transmit antennas is
studied in [7]. In addition, [3]-[7] also highlight the advantages
of such systems like additive properties of information over
multiple receive antennas.
7) Contributions in this paper: In this paper, we investigate
the performance of some physical layer techniques when
applied to MBM [32]. These techniques include generalized
spatial modulation, MAP selection (analogous to antenna
selection in MIMO systems), and phase compensation and
constellation rotation (PC-CR). Our contributions in this paper
can be summarized as follows.
• We study the performance of MBM with generalized spa-
tial modulation (referred to as GSM-MBM), and compare
its performance with that of MIMO-MBM. Our results
show that, for the same spectral efficiency, GSM-MBM
can achieve better performance compared to MIMO-
MBM. A union bound based upper bound on the average
bit error probability (BEP) of GSM-MBM is shown to be
tight for moderate-to-high SNRs.
• We investigate a MAP selection scheme based on an
Euclidean distance (ED) based metric, and compare its
bit error performance with that of a mutual information
(MI) based MAP selection scheme. The ED-based MAP
selection scheme is found to perform better than the
MI-based MAP selection scheme by several dBs. The
diversity order achieved by the ED-based MAP selection
scheme is shown to be nr(2Mrf − 2mrf + 1), which is
validated through simulations as well.
• We investigate a scheme with feedback based phase
compensation and MBM constellation rotation, which
increases the ED between the constellation points and
improves the bit error performance significantly. The
diversity order achieved by this scheme is shown to be
nr(ntu+1), which is also validated through simulations.
The rest of this paper is organized as follows. Section II
presents the GSM-MBM scheme. Section III presents the
ED-based MAP selection scheme and its diversity analysis.
Section IV presents the feedback based PC-CR scheme and
its diversity analysis. Section V presents the results and
discussions. Conclusions are presented in VI.
II. GSM-MBM SCHEME
In this section, we introduce the GSM-MBM scheme and
analyze its bit error performance. The GSM-MBM transmitter
is shown in Fig. 2. It consists of ntu MBM-TUs, nrf transmit
RF chains, 1 ≤ nrf ≤ ntu, and an nrf × ntu RF switch.
In each MBM-TU, mrf RF mirrors are used. In GSM-MBM,
information bits are conveyed using MBM-TU indexing, RF
mirror indexing, and QAM/PSK symbols, as follows. In each
channel use, i) nrf out of ntu MBM-TUs are selected using
⌊log2
(
ntu
nrf
)⌋ bits, ii) on the selected nrf MBM-TUs, nrf M -
ary QAM/PSK symbols (formed using nrf log2M bits) are
transmitted, and iii) the ON/OFF status of the mrf mirrors in
each of the selected MBM-TU is controlled by mrf bits (so
that all the nrfmrf mirrors in the selected nrf MBM-TUs
are controlled by nrfmrf bits). Therefore, the achieved rate
in bpcu is given by
η =
⌊
log2
(
ntu
nrf
)⌋
︸ ︷︷ ︸
MBM-TU index bits
+ nrfmrf︸ ︷︷ ︸
mirror index bits
+ nrf log2M︸ ︷︷ ︸
QAM/PSK symbol bits
bpcu. (1)
GSM-MBM specializes to SIMO-MBM when ntu = nrf = 1,
to SM-MBM when ntu > 1 and nrf = 1, and to MIMO-MBM
when ntu > 1 and nrf = ntu.
A. GSM signal set
Let A denote the M -ary QAM/PSK alphabet used. In a
given channel use, each of the ntu MBM-TUs is made ON
(and a symbol from A is sent) or OFF (which is equiva-
lent to sending 0) based on information bits. Let us call a
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Fig. 2. GSM-MBM transmitter.
realization of the ON/OFF status of the ntu MBM-TUs as
a ‘MBM-TU activation pattern’. A total of
(
ntu
nrf
)
MBM-TU
activation patterns are possible. Out of them, only 2⌊log2 (
ntu
nrf
)⌋
are needed for signaling. Let St denote the set of these
2
⌊log2 (
ntu
nrf
)⌋ MBM-TU activation patterns chosen from the set
of all possible MBM-TU activation patterns. A mapping is
done between combinations of ⌊log2
(
ntu
nrf
)⌋ bits to MBM-TU
activation patterns in St. The GSM signal set, denoted by Sgsm,
is the set of ntu × 1-sized GSM signal vectors that can be
transmitted, which is given by
Sgsm =
{
s : sj ∈ A ∪ {0}, ‖s‖0 = nrf , I(s) ∈ St
}
, (2)
where s is the ntu × 1 transmit vector, sj is the jth entry of
s, j = 1, 2, · · · , ntu, ‖s‖0 is the l0-norm of the vector s, and
I(s) is a function that gives the MBM-TU activation pattern
for s. For example, when A is BPSK, ntu = 4 and nrf = 3,
s = [+1 0 − 1 − 1]T is a valid GSM signal vector, and I(s)
in this case is given by I(s = [+1 0 −1 −1]T ) = [1 0 1 1]T .
B. GSM-MBM received signal
In GSM-MBM, in addition to the bits conveyed by the
GSM signal vector, the channel fade symbols created by the
RF mirrors in the active MBM-TUs also convey additional
bits. Let nr denote the number of receive antennas. Since
mrf mirrors are used in each MBM-TU, the number of
mirror activation patterns (MAPs) on each MBM-TU is given
by Nm = 2mrf . Let Sm denote the set of all Nm MAPs
per MBM-TU. Let Hj denote the MBM alphabet of size
Nm, consisting of nr × 1-sized vector constellation points
formed using the channel fade coefficients corresponding to
the Nm MAPs of jth MBM-TU to the receive antennas. Let
h
j
k = [h
j
1,k h
j
2,k · · · hjnr,k]T denote the nr × 1-sized channel
coefficient vector at the receiver for the kth MAP of the jth
MBM-TU, where hji,k is the fade coefficient corresponding
to the kth MAP of jth MBM-TU to the ith receive antenna,
i = 1, 2, · · · , nr, j = 1, 2, · · · , ntu, and k = 1, 2, · · · , Nm.
The hji,ks are i.i.d. and distributed as CN (0, 1). We then
have Hj = {hj1,hj2, · · · ,hjNm}. Let sj ∈ A denote the M -
ary QAM/PSK symbol transmitted on the jth MBM-TU. The
received signal vector y = [y1 y2 · · · ynr ]T in a given channel
use is then given by
y =
ntu∑
j=1
sjh
j
lj
+ n, (3)
where sj ∈ A ∪ {0}, lj ∈ {1, · · · , Nm} is the index
of the MAP chosen on the jth MBM-TU, hjlj ∈ Hj ,
and n = [n1 n2 · · · nnr ]T is the additive noise vector,
whose elements are i.i.d. and distributed as CN (0, σ2). Let
Hj = [hj1 h
j
2 · · · hjNm ] denote the nr ×Nm channel matrix
corresponding to the jth MBM-TU. The received vector y in
(3) can be written as
y =
ntu∑
j=1
sjH
jelj + n, (4)
where elj is an Nm × 1 vector whose ljth coordinate is
1 and all other coordinates are zeros. Now, defining H =
[H1 H2 · · · Hntu ] as the overall nr×Nmntu channel matrix,
we can write y as
y = Hx+ n, (5)
where x belongs to the GSM-MBM signal set Sgsm-mbm, which
is given by
Sgsm-mbm =
{
x = [xT1 x
T
2 · · · xTntu ]T : xj = sjelj ,
lj ∈ {1, · · · , Nm}; s = [s1 s2 · · · sntu ]T ∈ Sgsm
}
. (6)
The maximum likelihood (ML) decision rule is given by
xˆ = argmin
x∈Sgsm-mbm
‖y−Hx‖2. (7)
The bits corresponding to xˆ are demapped as follows: i) the
MBM-TU activation pattern for s gives ⌊log2
(
ntu
nrf
)⌋ MBM-
TU index bits, ii) the non-zero entries in s gives nrf log2M
QAM/PSK bits, and iii) for each non-zero location j in s, lj
gives mrf mirror index bits; since s has nrf non-zero entries,
a total of nrfmrf mirror index bits are obtained from lj’s.
C. Average BEP analysis
The ML decision rule for GSM-MBM is given by (7).
The conditional pairwise error probability (PEP) of x being
decoded as x˜ can be written as
P (x→ x˜|H) = P (‖y−Hx‖2 > ‖y −Hx˜‖2|H) . (8)
From (5), we can write (8) as
P (x→ x˜|H) = P (‖n‖2 > ‖H (x− x˜) + n‖2|H)
=P
(
2ℜ(n†H (x˜− x) ) > ‖H (x− x˜) ‖2|H), (9)
where ℜ(.) denotes real part, (.)† denotes conjugate transpose,
and 2ℜ (n†H (x˜− x)) is a Gaussian random variable with
zero mean and variance 2σ2‖H (x− x˜) ‖2. Therefore,
P (x→ x˜|H) = Q
(√
‖H (x− x˜) ‖2/2σ2
)
. (10)
The computation of the unconditional PEP P (x→ x˜) requires
the expectation of the Q (.) function in (10) w.r.t. H, which
can be obtained as follows [33]:
P (x→ x˜)=EH {P (x→ x˜|H)}
=EH
{
Q
(√
‖H (x− x˜) ‖2/2σ2
)}
= f (β)
nr
nr−1∑
i=0
(
nr − 1 + i
i
)
(1− f (β))i , (11)
where f (β) = 12
(
1−
√
β
1+β
)
and β = ‖x−x˜‖
2
4σ2 . Now, an
upper bound on the average BEP for GSM-MBM based on
union bounding can be obtained as
PB ≤ 1
2η
∑
x
∑
x˜6=x
P (x→ x˜) δ (x, x˜)
η
, (12)
where δ (x, x˜) is the number of bits in which x differs from x˜.
The BEP upper bound for SIMO-MBM can be obtained from
the above expression by setting ntu = nrf = 1. Likewise,
the BEP upper bound for MIMO-MBM can be obtained by
setting ntu > 1 and nrf = ntu. The bit error rate (BER)
performance of GSM-MBM and other multi-antenna schemes
are presented in Sec. V-A. Note that the SIMO-MBM, MIMO-
MBM, and GSM-MBM schemes do not need any feedback
for their operation. In the next two sections, we study how
feedback based physical layer techniques can be beneficial
when used in MBM schemes.
III. ED-BASED MAP SELECTION
In practice, an MBM-TU may be designed to have more
RF mirrors available for use than the number of RF mirrors
actually used. Let Mrf denote the number of mirrors available
in an MBM-TU2. This means that the maximum number of
channel fade symbols (aka MBM constellation points) that
can be generated by the MBM-TU is 2Mrf , i.e., one MBM
constellation point per MAP. But not all 2Mrf MAPs, and
hence not all the corresponding MBM constellation points
may be used. Only a subset of the 2Mrf MAPs, say 2mrf ,
mrf ≤ Mrf , MAPs are actually used to convey mrf bits
through indexing mirrors. Now, one can choose the best subset
of 2mrf MAPs from the set of all 2Mrf possible MAPs. In
other words, select the best 2mrf among the 2Mrf MBM
constellation points and form the MBM alphabet H of size
|H| = 2mrf constellation points. Such MAP selection in MBM
can be viewed as analogous to transmit antenna selection
(TAS) in multi-antenna systems, where a subset of antennas
among the available antennas is selected for transmission and
the selection is based on channel knowledge.
Here, we consider MAP selection in MIMO-MBM. Let Sall
denote the set of all possible MAPs per MBM-TU. So, |Sall| =
2Mrf . Let Ssub denote a possible subset of Sall, where |Ssub| =
2mrf , mrf ≤Mrf . The receiver estimates all the |Sall| MBM
constellation points for every coherence interval, selects the
best |Ssub| constellation points among them, and conveys the
indices of the corresponding MAPs to the transmitter. The
transmitter uses these selected MAPs to index the mirrors in
that coherence interval.
We consider two MAP selection schemes, one that uses
an MI-based metric (which is studied in [4],[5]) and another
that uses an ED-based metric. ED-based antenna selection
2A typical implementation of an MBM-TU reported in the literature has
Mrf = 14 RF mirrors available [7].
has been studied in the context of SM systems in [37].
In [38], an ED-based adaptive spatial modulation (ASM)
scheme has been presented, in which the receiver feeds back
the most suitable modulation alphabet size for each of the
transmit antennas based on the channel estimates for every
coherence interval. Also, various link adaptation techniques
like transmit precoding and antenna selection based on ED
has been summarized in [39], which also summarizes various
SM variants like GSSK, GSM, and space-time shift keying
(STSK). In what follows in this section, we present MI-based
and ED-based MAP selection schemes.
A. MI-based MAP selection
In [4],[5], a selection scheme that chooses the MBM con-
stellation points with the highest energies is studied. This
scheme is motivated by the observation that mutual informa-
tion is proportional to the energy (norm) of the MBM constel-
lation point, and hence selecting the MBM constellation points
with the highest energies maximizes the mutual information.
Let LjMI = {lj1, lj2, · · · , lj|Ssub|} be the set of MAP indices
corresponding to the |Ssub| largest energies for the jth MBM-
TU, which expects that
‖hjlj1‖2 ≥ ‖h
j
lj2
‖2 ≥ · · · ≥ ‖hjlj|Ssub|‖
2 ≥ · · · ≥ ‖hjlj|Sall|‖
2,
j = 1, 2, · · · , ntu . Let LMI = {L1MI,L2MI, . . . ,LntuMI } be the
set of MAP indices corresponding to all the MBM-TUs. The
received signal vector considering this MAP selection is given
by
y = HMIx+ n, (13)
where HMI is the channel matrix of size nr×ntu|Ssub|, given by
HMI = [H
1
MI H
2
MI · · · HntuMI ], and HjMI = [hjlj1 h
j
lj2
· · · hjlj|Ssub| ].
That is, the selected MBM vector constellation points of all
the MBM-TUs form the column vectors of the HMI matrix. At
the receiver, ML detection is performed using the knowledge
of the channel matrix HMI.
B. ED-based MAP selection
Another way to do MAP selection is to choose the best
MBM constellation points based on ED. Let Ij denote the
collection of sets of MAP indices corresponding to the enu-
merations of the
( |Sall|
|Ssub|
)
combinations of selecting |Ssub| out of
|Sall| MAPs of the jth MBM-TU. Let L denote the following
set, defined as
L={L = {L1,L2, · · · ,Lntu} : Lj ∈ Ij , j = {1, · · · , ntu}}.
Among the |L| possible sets, choose that set which maximizes
the minimum Euclidean distance among all possible transmit
vectors. That is,
LED = argmax
L∈L
{
min
x,x˜∈X
x 6=x˜
||HL (x− x˜) ||2
}
, (14)
where HL is the channel matrix of size nr × ntu|Ssub| corre-
sponding to the set L, given by HL =
[
H1
L
H2
L
· · · Hntu
L
]
,
H
j
L
= [hjlj1 h
j
lj2
· · · hjlj|Ssub| ], ljk is the kth element in the set
Lj , and X represents the set of all possible transmit vectors.
The received signal vector considering this MAP selection is
y = HLEDx+ n. (15)
At the receiver, ML detection is performed using the knowl-
edge of the channel matrix HLED . In Sec. V-B, we present the
BER performance of the ED-based and MI-based selection
schemes.
Complexity: The order of complexity of MI-based MAP
selection scheme per MBM-TU is O (|Sall|). Hence, the order
of total complexity is O (ntu|Sall|), which is linear in ntu and
|Sall|. Whereas, the order of complexity of ED-based MAP
selection in (14) is O (|L||X |2), where |L| = ( |Sall|
|Ssub|
)ntu
and
|X | = (|Ssub|M)ntu , which is exponential in ntu and |Sall|.
Note that complexity in ED-based selection is dependent on
M , whereas MI-based selection scheme complexity does not
depend on M . The set L is assumed to be known to both the
transmitter and the receiver. If LMI in MI based scheme (or LED
in ED based scheme) is the kth element in the set L (i.e., k
is the index of the selected set), then the receiver feeds back
the integer value k to the transmitter. Since |L| = ( |Sall|
|Ssub|
)ntu
,
the number of feedback bits required is
⌈
log2
( |Sall|
|Ssub|
)ntu⌉
.
1) Diversity analysis: In this subsection, we present an
analysis of the diversity order achieved by the ED-based MAP
selection scheme. We can write HL as HL = HAL, where
H is the channel matrix of size nr × ntu|Sall|, given by H =[
H1 H2 · · · Hntu], Hj = [hj1 hj2 · · · hj|Sall|], AL is the MAP
selection matrix of size ntu|Sall| × ntu|Ssub| corresponding to
the set L, given by AL = diag{AL1 ,AL2 , · · · ,ALntu }, and
ALj = [elj1elj2 · · ·elj|Ssub| ]. Note that for every j, ALj can
have at most one non-zero element in each row and each
column. Now, (14) can be written as
LED = argmax
L∈L
{
min
x,x˜∈X
x 6=x˜
||HAL (x− x˜) ||2
}
= argmax
L∈L
{
min
z,z˜∈XL
z6=z˜
||H (z− z˜) ||2
}
, (16)
where XL is the set corresponding to L defined as XL = {z :
z = ALx,x ∈ X}. Let △XL be the set of difference vectors
corresponding to the set XL, i.e., △XL = {z − z˜ : z, z˜ ∈
XL, z 6= z˜}. Let △D be the set of matrices defined as
△D={D = [d1 d2 · · · d|L|] : dk ∈ △XLk , k = 1, · · · , |L|} ,
where Lk is the kth element in the set L. The size of each
matrix in △D is ntu|Sall|×|L|. The following proposition gives
the diversity order achieved by the ED-based MAP selection
scheme in MIMO-MBM.
Proposition 1. The diversity order achieved by the ED-
based MAP selection scheme in MIMO-MBM is given by d =
nr (|Sall| − |Ssub|+ 1).
Proof: The proof is given in Appendix A.
In Sec. V-B, we present the numerical results that validate
this Proposition. It can be shown that the diversity order
achieved by ED-based MAP selection in GSM-MBM is also
given by d. It is further noted that the diversity order for ED-
based TAS for SM and V-BLAST systems with ML detection
has been analyzed in [40] and [41], respectively, where it has
been shown that the diversity order in both these systems is
given by nr(nt − ns + 1), where nt is the total number of
available transmit antennas and ns is the number of selected
antennas in TAS.
IV. PHASE COMPENSATION AND CONSTELLATION
ROTATION
In this section, we study the performance of another feed-
back based transmission scheme called the phase compensa-
tion and constellation rotation (PC-CR) scheme. A PC-CR
scheme in the context of generalized SSK has been studied
in [42]. This scheme exploits the knowledge of the random
channel phases (not the amplitudes) at the transmitter to
enhance performance. The idea is to co-phase the channels
of the active transmit antennas for any spatial-constellation
point. That is, the channel phases are compensated at the
transmitter, which can be viewed as equal-gain combining
(EGC) at the transmitter using knowledge of channel phases
at the transmitter. The co-phased spatial-constellation points
are further phase-rotated by a deterministic angle which is
chosen from [0, 2pi), so that the minimum Euclidean distance
of the constellation points at the receiver is maximized. Here,
we study the performance of the PC-CR scheme applied to
MIMO-MBM. Consider ntu MBM-TUs at the transmitter,
where each MBM-TU uses mrf mirrors. Assume that each
MBM-TU transmits a tone.
A. Case of nr = 1
Consider the case when nr = 1. The number of MAPs
is Nm = 2mrf . For every coherence interval, the receiver
estimates all the MBM constellation points, i.e., estimates
hj1,k for every k ∈ {1, 2, · · · , Nm}, j ∈ {1, 2, · · · , ntu}.
Let |hj1,k| and φj1,k denote the magnitude and phase of
hj1,k. The receiver feeds back all the phases, i.e., φ
j
1,k
for every k ∈ {1, 2, · · · , Nm}, j ∈ {1, 2, · · · , ntu}, to
the transmitter. Assume that the feedback is perfect. Using
this feedback, the transmitter co-phases (i.e., phase com-
pensates) the channel corresponding to the active MAP
in each MBM-TU. Specifically, let u denote the phase-
compensated transmit vector obtained by multiplying the
transmit vector x by phase compensation matrix, given by
W = diag{[(φ11)T (φ21)T · · · (φntu1 )T ]}, where φj1 =
[e−ıφ
j
1,1 e−ıφ
j
1,2 · · · e−ıφj1,Nm ]T , j ∈ {1, 2, · · · , ntu}, and
ı =
√−1.
Let Upc , {u : u = Wx,x ∈ X}, denote the phase-
compensated signal set, where X represents the set of all
possible transmit vectors without phase compensation. After
phase compensation, the resultant phase-compensated transmit
vectors are further rotated to improve performance. Specifi-
cally, denoting the kth vector in Upc as uk, each element in
uk is rotated by the angle ψk. The rotation angles {ψk}|X |k=1
are chosen such that the minimum Euclidean distance of the
constellation at the receiver is maximized. The optimum angles
are obtained as the solution to the following optimization
problem:
{ψˆk}= argmax
ψk∈[0,2pi)
∀k
{
min
uk1
,uk2∈Upc
k1 6=k2
‖h˜T1
(
uk1e
ıψk1 − uk2eıψk2
) ‖2},
where h˜1 = [h11,1 · · ·h11,Nmh21,1 · · ·h21,Nm· · ·hntu1,1 · · ·hntu1,Nm ]T .
Taking a geometrical view of the above optimization problem,
we can see that its solution is given by ψˆk = (k − 1)2pi/|X |.
Let Vpc-cr denote the resulting signal set after phase com-
pensation and constellation rotation described above. The kth
vector in Vpc-cr, denoted by vk , is then given by eıψˆkuk. The
received signal at the receiver can be written as
y = h˜T1 v + n, (17)
and the corresponding ML decision rule is given by
vˆ = argmin
v∈Vpc-cr
|y − h˜T1 v|2. (18)
Now, from vˆ, the detected x vector, denoted by xˆ, can be
obtained as xˆ = (vˆ†)T ⊙ vˆ, where ⊙ denotes the element-
wise multiplication operator. The xˆ vector is demapped to get
the corresponding information bits.
B. Case of nr > 1
When there are more than one receive antenna, the phase
compensation presented in the previous subsection for nr = 1
is not directly applicable, since there are nr > 1 complex-
valued channels between each MBM-TU and the receiver. Let
h˜k = [h
1
k,1 · · · h1k,Nm h2k,1 · · · h2k,Nm · · · hntuk,1 · · · hntuk,Nm ]T
denote the channel coefficient vector of size Nmntu×1 of the
kth receive antenna, k = 1, 2, · · · , nr. Here, we present two
receiver schemes for phase compensation when nr > 1.
1) Receiver scheme 1: A possible extension of phase com-
pensation for multiple receive antennas (nr > 1) is presented
in [43], in which the upper bound on the conditional BEP
for the ML decision rule in (18) is evaluated for each receive
antenna and the receive antenna with the lowest upper bound
is selected. We refer this scheme as receiver scheme 1 (Rx.
scheme 1). The upper bound on the conditional BEP (i.e.,
given h˜k) for ML detection in (18) is given by
PB|h˜k ≤
1
2η
∑
v1
∑
v2 6=v1
P
(
v1 → v2|h˜k
) δ (v1,v2)
η
=
1
2η
∑
v1
∑
v2 6=v1
Q
(√ |h˜Tk (v1 − v2) |2
2σ2
)
δ (v1,v2)
η
. (19)
The receiver selects the receive antenna with lowest upper
bound, i.e.,
kˆ = argmin
k∈{1,2,··· ,nr}
PB|h˜k . (20)
The receiver feeds back all the phases of h˜kˆ. Let V
kˆ
pc-cr
denote signal set corresponding to the phase compensation
and constellation rotation defined as in Sec. IV-A. Only the
selected receive antenna (i.e., kˆ) will be active and others will
be silent. The received signal can then be written as
y = h˜T
kˆ
v + n, (21)
and the corresponding ML decision rule is given by
vˆ = argmin
v∈Vkˆpc-cr
|y − h˜T
kˆ
v|2. (22)
Now, from vˆ, the detected x vector, denoted by xˆ, can be
obtained as xˆ = (vˆ†)T ⊙ vˆ. A drawback in this scheme is
that it uses only one antenna to receive signal even though
multiple antennas are available at the receiver. To overcome
this drawback, we present another possible extension of phase
compensation scheme for multiple receive antennas, referred
as receiver scheme 2 (Rx. scheme 2) in which signals from
all the receive antennas will be used for detection.
2) Receiver scheme 2: The receiver selects the receive
antenna for phase compensation as in Sec. IV-B1, and feeds
back its corresponding phases to the transmitter. Let kˆ denote
the selected receive antenna, and let Vkˆpc-cr denote signal set
corresponding to the phase compensation and constellation
rotation. The signals from all the receive antennas are used.
Then, the received signal vector is given by
y = Hv + n, (23)
where H is nr × Nmntu channel matrix given by H =
[h˜1 h˜2 · · · h˜nr ]T . Since phase compensation is carried out
based on the phases of kˆth receive antenna, the effect of phase
compensation needs to be eliminated at other receive antennas.
To account for this, we present the modified decision rule as
follows:
vˆ = argmin
v∈Vkˆpc-cr
‖y−H(v)v‖2, (24)
where H(v) , [h˜(v)1 · · · h˜(v)kˆ · · · h˜
(v)
nr ]
T
, and h˜(v)i ’s are given
by
h˜
(v)
i ,
{
h˜i if i = kˆ
h˜i ⊙ (v†)T if i 6= kˆ. (25)
Since x = (vˆ†)T ⊙ vˆ, we have (h˜(v)i )Tv = h˜Ti x for i 6= kˆ.
Now, (24) becomes
vˆ = argmin
v∈Vkˆpc-cr
|ykˆ − h˜Tkˆ v|2 +
∑
i6=kˆ
|yi − h˜Ti ((vˆ†)T ⊙ vˆ)|2
= argmin
v∈Vkˆpc-cr
|ykˆ − h˜Tkˆ v|2 +
∑
i6=kˆ
|yi − h˜Ti x|2. (26)
From (26), we can see that this decision rule gives the advan-
tage of both phase compensation (by kˆth receive antenna) and
SNR gain by using other nr − 1 receive antennas.
3) Diversity analysis: In this subsection, we present an
analysis of the diversity order achieved by the PC-CR scheme.
We present the analysis considering the case of nr > 1 with
Rx. scheme 1 at the receiver. A similar analysis applies to Rx.
scheme 2 as well as the scheme with nr = 1.
The conditional BEP PB|h˜k in (19) can be approximated by
applying the nearest neighbor approximation in the high SNR
region ([44], Eq. 5.45), as
PB|h˜k ≈Q
(√
1
2σ2
min
v1 6=v2
|h˜Tk (v1 − v2) |2
)
δ(v1,v2)
η
. (27)
Let h˜ = [h˜T1 h˜T2 · · · h˜Tnr ]T denote the channel coef-
ficient vector of size Nmntunr × 1. Then, we can write
h˜Tk = h˜
TBk, where Bk is the receive antenna se-
lection matrix of size nrntuNm × ntuNm corresponding
to the kth receive antenna, which is given by Bk =
[e(k−1)ntuNm+1 e(k−1)ntuNm+2 · · · ekntuNm ]. Now, (20) can
be written as
kˆ = argmax
k∈{1,··· ,nr}
{
min
v1,v2∈V
k
pc-cr
v1 6=v2
|h˜Tk (v1 − v2) |2
}
= argmax
k∈{1,··· ,nr}
{
min
v1,v2∈V
k
pc-cr
v1 6=v2
|h˜TBk (v1 − v2) |2
}
.(28)
The following proposition gives the diversity order achieved
by the PC-CR scheme.
Proposition 2. The diversity order achieved by the PC-CR
scheme is given by dpc-cr = nr (ntu + 1).
Proof: The proof is given in Appendix B.
In Sec. V-C, we present the numerical results that validate
this Proposition. Section V-C also presents the BER perfor-
mance of schemes without and with PC-CR.
V. RESULTS AND DISCUSSIONS
The numerical results and discussions for the GSM-MBM
scheme (in Sec. II), the MAP selection schemes (in Sec. III),
and the PC-CR scheme (in Sec. IV) are presented in this
section in Secs. V-A, V-B, and V-C, respectively.
A. Performance of GSM-MBM
1) Comparison between systems with and without RF mir-
rors: First, in Fig. 3, we illustrate the effectiveness of MBM
schemes with RF mirrors compared to other popularly known
multi-antenna schemes without RF mirrors. The spectral effi-
ciency is fixed at 8 bpcu for all the schemes considered. All
the schemes use nr = 16 and ML detection. The schemes
considered are: i) SIMO-MBM with ntu = nrf = 1,
mrf = 6, and 4 QAM (6 bits from indexing RF mirrors
and 2 bits from one 4-QAM symbol), ii) MIMO-MBM with
ntu = nrf = 2, mrf = 2, and 4 QAM (4 bits from
indexing RF mirrors and 4 bits from two 4-QAM symbols),
iii) MIMO (spatial multiplexing) with nt = 2, nrf = 2,
and 16-QAM (8 bits from two 16-QAM symbols), iv) MIMO
(spatial multiplexing) with nt = 4, nrf = 4, and 4-QAM (8
bits from four 4-QAM symbols), v) SM with nt = 4, nrf = 1,
and 64-QAM (2 bits from indexing antennas and 6 bits from
one 64-QAM symbol), vi) GSM with nt = 4, nrf = 2, and
8-QAM (2 bits from indexing antennas and 6 bits from two
8-QAM symbols), and vii) GSM with nt = 4, nrf = 3, and
4-QAM (2 bits from indexing antennas and 6 bits from three
4-QAM symbols). Note that among the above schemes, SIMO-
MBM and MIMO-MBM are schemes which use RF mirrors
and the others are non-MBM schemes which do not use RF
mirrors. It can be seen that the MBM schemes (i.e., SIMO-
MBM and MIMO-MBM) with RF mirrors achieve better BER
performance compared to other multi-antenna schemes which
do not use RF mirrors. The SIMO-MBM and MIMO-MBM
schemes perform better than non-MBM schemes because of
the use of RF mirror index bits, small QAM size (4-QAM),
and no interference (nrf = 1 in SIMO-MBM)/less interfer-
ence (nrf = 2 in MIMO-MBM). This illustrates the BER
performance advantage possible with systems that employ
media-based modulation using RF mirrors. Note that both
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Fig. 3. BER performance comparison between MBM schemes with RF
mirrors (SIMO-MBM and MIMO-MBM) and other multi-antenna schemes
without RF mirrors (MIMO, SM, GSM) at 8 bpcu and nr = 16.
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Fig. 4. BER performance of SIMO-MBM, MIMO-MBM, and GSM-MBM
with nr = 8, and 10 bpcu. SIMO-MBM: ntu = nrf = 1, mrf = 4,
64-QAM. MIMO-MBM: ntu = nrf = 2, mrf = 2, 8-QAM. GSM-MBM:
ntu = 4, nrf = 2, mrf = 2, 4-QAM.
SIMO-MBM and MIMO-MBM in this example use 4-QAM
to achieve 8 bpcu. In this case, SIMO-MBM performs better
than MIMO-MBM because there is no spatial interference in
SIMO-MBM whereas there is spatial interference in MIMO-
MBM. Further note that, since the number of RF mirrors used
is more in SIMO-MBM (mrf = 6) than in MIMO-MBM
(mrf = 2), the number of MAPs given by ntu2mrf is more in
SIMO-MBM (1×26 = 64) than in MIMO-MBM (2×22 = 8).
This means 64 pilot channel uses are needed in SIMO-MBM,
whereas only 8 pilot channel uses are needed in MIMO-MBM.
2) Comparison between SIMO-MBM, MIMO-MBM, GSM-
MBM: Next, we evaluate the BER performance of GSM-
MBM scheme through analysis and simulations. We also
evaluate the bit error performance of SIMO-MBM and MIMO-
MBM schemes for comparison. We compare these three
schemes for the same spectral efficiency. Figure 4 shows
the BER performance comparison between the following
schemes, namely SIMO-MBM, MIMO-MBM, and GSM-
MBM schemes, all achieving the same 10 bpcu: i) SIMO-
MBM using ntu = nrf = 1, mrf = 4, and 64-QAM (4 bits
from indexing mirrors and 6 bits from one 64-QAM symbol),
ii) MIMO-MBM using ntu = nrf = 2, mrf = 2, and 8-
QAM (4 bits from indexing mirrors, 6 bits from two 8-QAM
symbols), and iii) GSM-MBM using ntu = 4, nrf = 2,
mrf = 2, and 4-QAM (4 bits from indexing mirrors, 2
bits from indexing MBM-TUs, and 4 bits from two 4-QAM
symbols). All the three schemes use nr = 8 and ML detection.
The following observations can be made from Fig. 4. The
analytical upper bound is tight for moderate-to-high SNRs.
It is seen that MIMO-MBM achieves better performance
compared to SIMO-MBM. For example, at a BER of 10−4,
MIMO-MBM requires about 4.4 dB less SNR compared to
SIMO-MBM. This is because, although MIMO-MBM has
spatial interference, it has the benefit of using a lower QAM
size compared to SIMO-MBM (8-QAM in MIMO-MBM and
64-QAM in SIMO-MBM). GSM-MBM is found to perform
better than both SIMO-MBM and MIMO-MBM. For example,
at 10−4 BER, GSM-MBM gives an SNR advantage of about
3.2 dB and 7.8 dB over MIMO-MBM and SIMO-MBM,
respectively. This is because more bits are conveyed through
indexing in GSM-MBM (i.e., through indexing of mirrors and
MBM-TUs), which results in a reduced QAM size (4-QAM for
GSM-MBM compared to 8-QAM and 64-QAM for MIMO-
MBM and SIMO-MBM, respectively). The results, therefore,
show that GSM is an attractive physical layer technique which
can be beneficial when used in MBM.
3) Effect of spatial correlation: In the analysis and simu-
lation results presented above, the hji,ks are considered to be
i.i.d. However, due to space limitation in the MBM-TU, there
can be spatial correlation effects. For example, the channel
fades corresponding to different MAPs (i.e., corresponding to
the different ON/OFF status of the RF mirrors) in an MBM-
TU can be correlated. Likewise, the fades corresponding to the
MAPs of different MBM-TUs can also be correlated. Here, we
study the effect of these correlations on the performance of
MBM. We also present trellis coded modulation (TCM) based
symbol mapping to alleviate these correlation effects.
We use the Kronecker model [34], which is commonly used
to model spatial correlation. The correlated channel matrix in
the Kronecker model is given by
H = R
1/2
Rx H˜R
1/2
Tx , (29)
where RRx is the nr × nr receive correlation matrix, H˜ is
a matrix of size nr × Nmntu whose entries are i.i.d. and
distributed as CN (0, 1), and RTx is the Nmntu×Nmntu trans-
mit correlation matrix. In our system, the transmit correlation
matrix is determined by two types of correlation, one among
fades across MBM-TUs and another across MAPs in an MBM-
TU. The exponentially decaying correlation model [35] is used
to characterize the correlation between MBM-TUs, and the
equi-correlated model is used to characterize the correlation
between fades across MAPs in an MBM-TU. Accordingly,
the transmit correlation matrix RTx is written as
RTx =


R1,1 R1,2 · · · R1,ntu
R2,1 R2,2 · · · R2,ntu
.
.
.
.
.
.
.
.
.
.
.
.
Rntu,1 Rntu,2 · · · Rntu,ntu

 ,
where Ri,j is an Nm×Nm matrix whose (k, l)th entry is the
correlation coefficient between kth MAP of the ith MBM-TU
and lth MAP of the jth MBM-TU. Note that i = j corresponds
to correlations across MAPs in an MBM-TU, and i 6= j
corresponds to correlations across MBM-TUs. Let ρm denote
the correlation coefficient in the equi-correlation model in an
MBM-TU, i.e., the diagonal elements of Ri,i are 1 and the
off-diagonal elements are ρm. Let ρ|i−j|a denote the correlation
coefficient in the exponentially decaying correlation model
across ith and jth MBM-TUs, i.e., Ri,j for i 6= j is given
by Ri,j = ρ|i−j|a 1, where 1 represents all ones matrix of size
Nm×Nm. Based on the above, the RTx matrix for an example
system with ntu = 3 and mrf = 1 is given by
RTx =


1 ρm ρa ρa ρ
2
a ρ
2
a
ρm 1 ρa ρa ρ
2
a ρ
2
a
ρa ρa 1 ρm ρa ρa
ρa ρa ρm 1 ρa ρa
ρ2a ρ
2
a ρa ρa 1 ρm
ρ2a ρ
2
a ρa ρa ρm 1

 .
The receive correlation matrix RRx is also considered to follow
the exponentially decaying correlation model, i.e., the (i, j)th
entry of RRx is given by ρ|i−j|a .
In Fig. 5, we illustrate the effect of spatial correlation on
the BER performance of GSM-MBM with ntu = 4, nrf = 2,
mrf = 1, BPSK, 6 bpcu, and nr = 8. It can be seen that,
as would be expected, spatial correlation degrades the BER
performance. Higher the correlation, more is the degradation in
BER. For example, compared to the system with no correlation
(i.e., ρa = ρm = 0), the systems with ρa = ρm = 0.3 and
ρa = ρm = 0.8 experience degradation of about 0.5 dB and
7.5 dB, respectively, at 10−3 BER. In addition to illustrating
the performance degradation due to spatial correlation, this
figure also illustrates how trellis coded modulation (TCM) can
alleviate this degradation. In [34],[36], bit mapping techniques
based on TCM have been proposed to improve the perfor-
mance of SM systems in the presence of spatial correlation. In
[34], only the index bits are convolutionally encoded, whereas
both the index and QAM/PSK bits are convolutionally encoded
in [36]. Here, we consider a TCM mapping scheme where all
the bits are convolutionally encoded as in [36] prior to GSM-
MBM encoding. In the TCM coded GSM-MBM scheme the
rate is kept the same as 6 bpcu by using TCM with a 64-state
trellis convolutional code of rate 6/8 and 4-QAM. The rows of
the 6× 8 octal generator matrix of the convolutional encoder
used are [1 1 1 0 0 0 1 0], [3 1 2 0 0 0 0 0], [2 5 5 0 0 0 0
0], [0 0 0 1 1 1 0 1], [0 0 0 3 1 2 0 0], and [0 0 0 2 5 5 0
0]. A frame size of 20 channel uses and soft decision Viterbi
decoder are used. It can be seen in Fig. 5 that, for the same
bpcu, TCM encoding improves the BER performance of GSM-
MBM in the presence of spatial correlation. For example, for
ρa = ρm = 0.3 and ρa = ρm = 0.8, TCM results in an
improvement of about 2.5 dB and 4.5 dB, respectively, at a
BER of 10−3. We have observed similar improvements for
various combinations of ρa and ρm values.
B. Performance of MAP selection schemes
In Fig. 6, we present a comparison between the BER
performance achieved by MIMO-MBM schemes without and
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Fig. 5. Effect of spatial correlation on the performance of GSM-MBM with
ntu = 4, nrf = 2, mrf = 1, nr = 8, and 6 bpcu. For system with no
TCM encoding: BPSK. MLD. For system with TCM encoding: 64-state trellis
convolution encoder of rate 6/8, 4-QAM, soft Viterbi decoding.
with MAP selection. Three schemes, all with ntu = nrf = 2,
BPSK, 4 bpcu, and nr = 2, are considered. The first scheme
is a scheme with no MAP selection, i.e., Mrf = mrf = 1.
The second scheme is a scheme with MI-based MAP selection
where Mrf = 2 and mrf = 1. The third scheme is same
as the second scheme, except that MAP selection is done
based on ED. In all the three schemes, two bits through
BPSK symbols (one bit on each MBM-TU) and two bits
through RF mirror indexing (one bit on each MBM-TU)
result in 4 bpcu. As expected, we observe that the MAP
selection schemes achieve better performance compared to the
scheme without MAP selection. This is because of the better
minimum distance between constellation points achieved by
the selection schemes. We also see that ED-based selection
achieves significantly better performance compared to MI-
based selection. In fact, ED-based selection achieves a higher
diversity order compared to MI-based selection. Again, the
reason for this is that, because it maximizes the minimum
Euclidean distance, the constellation points chosen by ED-
based selection have better minimum distance between them
compared those chosen by MI-based selection. This can be
observed in Fig. 7, which shows the constellation diagrams
for the selection schemes with ntu = nrf = nr = 1, Mrf =
5,mrf = 3, and BPSK. The minimum distance between the
constellation points, dmin, are 0.0118, 0.3690, and 0.5263 for
the schemes without selection, MI-based selection, and ED-
based selection, respectively.
Figure 8 presents a validation of the diversity orders of ED-
based selection predicted by Proposition 1. The slopes of the
simulated BER plots in the high SNR regime show that the
achieved diversity orders are 3 and 6 for the schemes with
Mrf = 2, mrf = 1, and nr = 1 and 2, respectively, which
are the same as the ones (i.e., nr
(
2Mrf − 2mrf + 1)) proved
analytically by Proposition 1. The constants used in Fig. 8 are
c1 = 2000 and c2 = 169990.
We carried out simulations to predict the diversity order of
the MI-based selection scheme. The obtained results are shown
in Fig. 9. From this figure, it is seen that the diversity order
achieved is nr. The reason for this can be explained as follows.
The distance between any two MBM constellation points is a
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Fig. 6. BER performance comparison between MIMO-MBM schemes
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Fig. 7. Constellation diagrams without and with MAP selection. (a) Set of all
constellation points. (b) Constellation points selected by MI-based selection.
(c) Constellation points selected by ED-based selection.
sum of nr independent random variables, and selecting the
constellation points based on energy (i.e., MI) will not change
the distance properties. Therefore, the diversity order of the
PEPs in which the MAP indices are distinct is nr, and hence
the diversity order of MI-based MAP selection scheme is nr.
The constants used in Fig. 9 are c1 = 15, c2 = 9, c3 = 45,
and c4 = 17.
C. Performance of PC-CR scheme
Figure 10 shows the BER performance of MIMO-MBM
without and with PC-CR, for ntu = nrf = 2, mrf = 1,
tone, 2 bpcu, nr = 1, and ML detection. It can be seen that
the feedback based PC-CR scheme significantly improves the
BER performance; e.g., PC-CR scheme with perfect feedback
is found to achieve an improved performance of about 20 dB
at 10−3 BER compared to the scheme without PC-CR. This
is because of the maximization of the minimum ED at the
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Fig. 8. Diversity orders achieved by ED-based MAP selection in MIMO-
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Fig. 9. Diversity orders achieved by MI-based MAP selection in MIMO-
MBM with ntu = nrf = 2, mrf = 1, 4-QAM, and 6 bpcu for various
values of Mrf and nr : i) Mrf = 2, nr = 2; ii) Mrf = 3, nr = 2; iii)
Mrf = 2, nr = 4; iv) Mrf = 3, nr = 4.
receiver in the PC-CR scheme. Note that the number of phase
values to be fed back in the PC-CR scheme is ntu2mrf , which
is exponential in mrf . To study the effect of limited feedback
on the performance of PC-CR, we consider that each feedback
phase value is quantized using B bits and these quantized bits
are fed back. Since ntu2mrf phase values need to be fed back,
the number of feedback bits required is ntu2mrfB. Since the
phases are uniformly distributed in (−pi, pi], the quantization
levels are −pi + 2pik
2B
, 1 ≤ k ≤ 2B . For each feedback phase
value, the receiver finds the nearest quantization level and
feeds back its corresponding k using B bits to the transmitter.
In Fig. 10, we illustrate the effect of number of feedback
bits B on the BER performance. It can be seen that the
performance with 1-bit feedback is severely degraded, i.e.,
there is a degradation of about 14 dB at 10−3 BER compared
to the case of perfect feedback. However, increasing B from 1
bit to 2 bits significantly improves the performance (by about
11 dB at 10−3 BER). It can be further noted that with just
4-bit feedback (B = 4), performance very close to perfect
feedback is achieved.
Figure 11 shows the BER performance of MIMO-MBM
without and with PC-CR using Rx. scheme 1 and Rx. scheme
2 for ntu = nrf = 2, mrf = 1, tone, 2 bpcu, nr = 3, and
ML detection. This figure also shows the performance with
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Fig. 10. BER performance of MIMO-MBM without and with PC-CR (perfect
feedback and limited feedback) for ntu = nrf = 2, mrf = 1, tone, 2 bpcu,
nr = 1, and ML detection.
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Fig. 11. BER performance of MIMO-MBM without and with PC-CR using
Rx. scheme 1 and Rx. scheme 2 for ntu = nrf = 2, mrf = 1, tone, 2
bpcu, nr = 3, and ML detection.
limited feedback for B = 1, 2, and 4 bits per feedback phase.
It can be seen that B = 4-bit feedback is sufficient to achieve
performance very close to that with perfect phase feedback.
Further it can be seen that the Rx. scheme 2 performs better
than Rx. scheme 1 by about 1.5 dB at 10−5 BER. This
is because Rx. scheme 2 uses signals from all the receive
antennas for detection, whereas Rx. scheme 1 uses the signal
only from the selected receive antenna.
Figure 12 presents a validation of the diversity orders pre-
dicted by Proposition 2. The slopes of the simulated BER plots
in the high SNR regime show that the achieved diversity orders
are 6, 6, 4, 8, and 7 for the schemes with (ntu = 1, mrf = 1,
nr = 3, 1 bpcu), (ntu = 2, mrf = 1, nr = 2, 2 bpcu),
(ntu = 1, mrf = 3, nr = 2, 3 bpcu), (ntu = 3, mrf = 1,
nr = 2, 3 bpcu), and (ntu = 6, mrf = 1, nr = 1, 6 bpcu),
respectively, which are the same as the ones obtained from the
diversity order given by nr(ntu + 1). The constants used in
Fig. 12 are c1 = 50, c2 = 2000, c3 = 2000, c4 = 9× 107, and
c5 = 4× 107.
VI. CONCLUSIONS
We investigated the performance of some interesting physi-
cal layer techniques when applied to media-based modulation
(MBM), which is a recently proposed modulation scheme
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Fig. 12. Diversity orders achieved by MIMO-MBM with PC-CR using Rx.
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that uses RF mirrors to perturb the propagation environ-
ment to create independent channel fade realizations which
themselves are used as the constellation points. The consid-
ered physical layer techniques included generalized spatial
modulation (GSM), mirror activation pattern (MAP) selection
(analogous to antenna selection in MIMO systems), and phase
compensation and constellation rotation. It was shown that,
for the same spectral efficiency, GSM-MBM can achieve
better performance compared to MIMO-MBM. The Euclidean
distance based MAP selection scheme was found to perform
better than the mutual information based MAP selection
scheme by several dBs. The diversity order achieved by the
Euclidean distance based MAP selection scheme was shown
to be nr(2Mrf − 2mrf +1), which was also validated through
simulations. Feedback based phase compensation and MBM
constellation rotation was found to increase the Euclidean
distance between the constellation points, thereby improving
the bit error performance significantly. The diversity order
achieved by the phase compensation and constellation rotation
scheme was shown to be nr(ntu + 1), which was validated
through simulations.
APPENDIX A
PROOF OF PROPOSITION 1
Proof: Let dx,x˜ denote the diversity order of PEP
P (x→ x˜). Then, the diversity order (d) achieved by ED-
based MAP selection scheme is given by
d = min
x 6=x˜
dx,x˜. (30)
Let LED be the kEDth element in the set L. In the follow-
ing, we derive lower and upper bounds on d and show
that both these bounds turn out to be the same, given by
nr (|Sall| − |Ssub|+ 1).
1) Lower bound on d: The conditional PEP between x and
x˜ is given by
P (x→ x˜|H) = Q(√‖HALED (x− x˜) ‖2/2σ2)
≤ 1
2
exp
(− ‖H (z− z˜) ‖2/4σ2), (31)
where z = ALEDx, z˜ = ALED x˜, z, z˜ ∈ XLED , and the
inequality in (31) follows from Chernoff bound. For a given
k, k = 1, · · · , |L|, let dmin (k) represent the difference vector
in ∆XLk corresponding to the minimum ED, i.e., dmin (k) =
argmind∈∆XLk ‖Hd‖
2
. Let Dmin is the matrix defined as
Dmin = [dmin(1) dmin(2) · · · dmin(|L|)]. Then, we have
‖H (z− z˜) ‖2≥‖Hdmin (kED) ‖2 (32)
≥ 1|L|‖HDmin‖
2 =
1
|L|Tr
(
HDminDmin
†H†
)
, (33)
where Tr (.) denotes the trace operator, the inequality in
(32) follows from the definition of dmin (kED), and the in-
equality in (33) follows from the fact ‖Hdmin (kED) ‖2 ≥
‖Hdmin (k) ‖2, 1 ≤ k 6= kED ≤ |L|. Using eigenvalue decom-
position, we have DminDmin† = UΛU†, where U is a unitary
matrix and Λ = diag{λ1, λ2, · · · , λp, 0, 0, · · · , 0}, λi 6= 0,
i = 1, · · · , p, p = rank (Dmin). Then, we have
‖H (z− z˜) ‖2 ≥ 1|L|Tr
(
H˜ΛH˜†
)
=
1
|L|
nr∑
i=1
p∑
j=1
λj |h˜i,j |2
≥ λmin|L|
nr∑
i=1
p∑
j=1
|h˜i,j |2, (34)
where H˜ = HU, λmin = minD∈∆D λs
(
DD†
)
, and λs
(
DD†
)
is the smallest non-zero eigenvalue of DD†. Since U is
unitary, the entries of H˜ are i.i.d. and CN (0, 1). From (31)
and (34), we have
P (x→ x˜|H) ≤ 1
2
exp
(
− λmin
4σ2|L|
( nr∑
i=1
p∑
j=1
|h˜i,j |2
))
. (35)
The unconditional PEP is then given by
P (x→ x˜) ≤ EH
{
1
2
exp
(
− λmin
4σ2|L|
( nr∑
i=1
p∑
j=1
|h˜i,j |2
))}
. (36)
Since |h˜i,j |2s are independent and exponentially distributed
with unit mean, we have
P (x→ x˜) ≤ 1
2
nr∏
i=1
p∏
j=1
(
1 +
λmin
4σ2|L|
)−1
. (37)
At high SNRs, λmin4σ2|L| ≫ 1. Hence, we can write
P (x→ x˜) ≤ 1
2
( λmin
4σ2|L|
)−nrp
. (38)
Based on union bound, average BEP at high SNRs can be
bounded as
PB ≤ 1
2η
∑
x
∑
x˜ 6=x
P (x→ x˜) δ (x, x˜)
η
≤ (2
η − 1)
2η
( λmin
4σ2|L|
)−nrp
, (39)
which shows that the diversity order achieved by ED based
MAP selection scheme is lower bounded by nrp. Next, we
show that p ≥ (|Sall| − |Ssub|+ 1). Any matrix D ∈ △D can
be viewed in the form D = [DT1 DT2 · · · DTntu ]T , where
Dj is a sub-matrix of size |Sall| × |L|. Consider a matrix
D ∈ △D which is constrained such that only one sub-matrix
(say, Dk) is a non-zero sub-matrix and all other sub-matrices
(Dj’s, j 6= k) are zero sub-matrices. That is, the constrained
matrix is of the form D = [0T 0T · · · DTk · · · 0T 0T ]T ,
k ∈ {1, 2, · · · , ntu}. Therefore, rank(D) = rank(Dk). Any
matrix in △D which does not have the above constraint can
be obtained by replacing one or more zero sub-matrices by
non-zero sub-matrices. Since a rank of a matrix will not
reduce if some of its zero rows/columns are replaced by non-
zero rows/columns, the minimum rank is obtained by matrices
with the above constraint. Let △A denote the set of non-zero
difference QAM/PSK constellation points, given by {s1−s2 :
s1, s2 ∈ A, s1 6= s2}. Note that every column of Dk is either
from the set El , {cel : c ∈ △A} for 1 ≤ l ≤ |Sall| or from
the set El,q , {s1el−s2eq : s1, s2 ∈ A} for 1 ≤ l 6= q ≤ |Sall|.
Now, using Proposition 2 of [40], the minimum rank of Dk is
|Sall| − |Ssub|+ 1. Hence, p = rank (Dmin) ≥ min{rank (D) :
D ∈ △D} = |Sall|− |Ssub|+1. Therefore, d is lower bounded
by nrp ≥ nr (|Sall| − |Ssub|+ 1), i.e.,
d ≥ nr (|Sall| − |Ssub|+ 1) . (40)
2) Upper bound on d: Consider a pair of transmitted
vectors x, xˆ such that x1 6= xˆ1, x1 = s1e1, xˆ1 = sˆ1e1,
xi = xˆi, for 2 ≤ i ≤ ntu, where x1, xˆ1,xi, and xˆi are defined
as in (6). Since we are selecting |Ssub| out of |Sall| MAPs, there
exist at least one l1i, i = 1, · · · , |Ssub| such that 1 ≤ l1i ≤ pd,
where pd = |Sall| − |Ssub|+ 1. Now, we have
‖HALED (x− xˆ) ‖2=‖H1AL1ED (x1 − xˆ1) ‖2 (41)
≤ max
L1∈I1
‖H1AL1 (x1 − xˆ1) ‖2 (42)
= |s1 − sˆ1|2 max
1≤l1i≤pd
‖h1l1i‖2
≤|s1 − sˆ1|2
pd∑
k=1
nr∑
i=1
|h1i,k|2. (43)
Note that the set L1ED in (41) is dependent on H, whereas the
set L1 in (42) is independent of H. The unconditional PEP
between x and xˆ is given by
P (x→ xˆ) = EH
{
Q
(√
‖HALED (x− xˆ) ‖2/2σ2
)}
= EH
{
1
pi
∫ pi/2
θ=0
exp
(
−‖HALED (x− xˆ) ‖
2
4σ2 sin2(θ)
)
dθ
}
≥ 1
pi
∫ pi/2
θ=0
EH
{
exp
(
−|s1 − sˆ1|2
4σ2 sin2(θ)
pd∑
k=1
nr∑
i=1
|h1i,k|2
)}
dθ. (44)
Since |h1i,k|2s are independent and exponentially distributed
with unit mean, we have
P (x→ xˆ) ≥ 1
pi
∫ pi/2
θ=0
(
1 +
|s1 − sˆ1|2
4σ2 sin2(θ)
)−nrpd
dθ. (45)
Since |s1−sˆ1|
2
4σ2 sin2(θ)
≫ 1 at high SNRs, we can write
P (x→ xˆ) ≥
( |s1 − sˆ1|2
4σ2
)−nrpd 1
pi
∫ pi/2
θ=0
sin2nrpd(θ)dθ, (46)
which shows the diversity order of P (x→ xˆ) is upper
bounded by nrpd = nr (|Sall| − |Ssub|+ 1), i.e., dx,xˆ ≤
nr (|Sall| − |Ssub|+ 1). From (30), an upper bound on d is
obtained as
d = min
x 6=x˜
dx,x˜ ≤ dx,xˆ ≤ nr (|Sall| − |Ssub|+ 1) . (47)
Finally, from (40) and (47), we see that the diversity order
(d) achieved by the ED-based MAP selection scheme is
nr (|Sall| − |Ssub|+ 1).
APPENDIX B
PROOF OF PROPOSITION 2
Proof: Let k∗ be the solution to the optimization problem
in (28) for a given realization h˜, i.e., the k∗th receive antenna
is selected. Let dpc-cr denote the diversity order achieved by
PC-CR scheme. In the following, we derive upper and lower
bounds on dpc-cr and show that these bounds turn out to be the
same, given by nr(ntu + 1).
1) Lower bound on dpc-cr: Let △Vkpc-cr be the set
of difference vectors corresponding to the set Vkpc-cr,
i.e., △Vkpc-cr = {v1 − v2 : v1,v2 ∈ Vkpc-cr,v1 6= v2}.
Let △D be the set of matrices defined as △D ={
D = [B1d1 B2d2 · · · Bnrdnr ] : dk ∈ △V
k
pc-cr, k = 1, · · · , nr
}
.
The size of each matrix in △D is nrntuNm × nr. The
conditional BEP at high SNRs is given by
PB|h˜≈PB|h˜k∗≤ Q
((
min
v1,v2∈V
k∗
pc-cr
v1 6=v2
|h˜TBk∗ (v1 − v2) |2
2σ2
)1
2
)
. (48)
The inequality in (48) follows from 1 ≤ δ(v1,v2) ≤ η. Let
dmink = argmind∈△Vkpc-cr |h˜TBkd|2 for 1 ≤ k ≤ nr denote the
difference vector from △Vkpc-cr corresponding to the minimum
ED. We then have
PB|h˜ ≤ Q
(√ |h˜TBk∗dmink∗ |2
2σ2
)
≤ 1
2
exp
(−|h˜TBk∗dmink∗ |2
4σ2
)
(49)
≤ 1
2
exp
( −1
4nrσ2
nr∑
i=1
|h˜TBidmini |2
)
(50)
=
1
2
nr∏
i=1
exp
(
− 1
4σˆ2
|h˜Ti dmini |2
)
,
where σˆ2 = nrσ2. The second inequality in (49) follows from
Chernoff bound and the inequality in (50) is due to the fact
that dmink∗ corresponds to the maximum ED among the elements
{dmink }nrk=1. The average BEP at high SNRs is then given by
PB ≈ Eh˜{PB|h˜}≤
1
2
E
h˜
{ nr∏
i=1
exp
(
− 1
4σˆ2
|h˜Ti dmini |2
)}
=
1
2
(
E
h˜1
{
exp
( −1
4σˆ2
|h˜T1 dmin1 |2
)}
︸ ︷︷ ︸
,PBU
)nr
=
1
2
(PBU )
nr, (51)
where the equality in (51) follows from the independent and
identical distribution of h˜is. Next, we show that the diversity
order of PBU is lower bounded by ntu + 1.
Diversity order of PBU : Let dvk,vk′ denote the diversity
order of PEP P (vk → vk′ ). The codeword error probability
(CEP) can be approximated by applying nearest neighbor
approximation in the high SNR region ([44], Eq. 5.45), as
∑
vk
∑
vk′ 6=vk
P (vk → vk′ )≈ Eh˜1
{
Q
(√ |h˜T1 dmin1 |2
2σˆ2
)}
≈PBU
2
.(52)
From (52), the diversity order of PBU , denoted by dBU , is
given by minvk 6=vk′ dvk,vk′ . Let ljk denote the index of the
MAP chosen on the jth MBM-TU in the transmit vector
vk, i.e., ljk is the index of the non-zero entry in the vector
[vk(j−1)Nm+1 v
k
(j−1)Nm+2
· · · vkjNm ]. Let Gck,k′ denote the
set defined as Gck,k′ , {j : ljk = ljk′ , j = 1, · · · , ntu},
i.e., set of js for which ljk and ljk′ are same. Likewise, let
Gdk,k′ denote the set defined as Gdk,k′ , {j : ljk 6= ljk′ , j =
1, · · · , ntu}, i.e., set of js for which ljk and ljk′ are different.
Note that, for any k 6= k′, |Gck,k′ | + |Gdk,k′ | = ntu, and
0 ≤ |Gck,k′ | ≤ ntu − 1. Now, the PEP between vk and vk′ is
given by
P (vk → vk′) = Eh˜1
{
Q
(√
|h˜T1 (vk − vk′)|2/2σˆ2
)}
= E
h˜1
{
Q
(( 1
2σˆ2
∣∣ ntu∑
j=1
|hj1,ljk |e
ıψk − |hj1,lj
k′
|eıψk′ ∣∣2) 12)}
= E
h˜1
{
Q
(√
(tc + td +∆) /2σˆ2
)}
, (53)
where tc=ScPc, td=Skd+Sk
′
d −2S
d
kS
d
k′ cos(ψk,k′),∆ = 2
(
Sc
(
Sdk+
Sdk′)
(
1 − cos(ψk,k′)
)
+
∑
j∈Gc
k,k′
∑
j′ 6=j∈Gc
k,k′
|hj
1,ljk
||hj
′
1,lj′k
|Pc +
∑
j∈Gd
k,k′
∑
j′ 6=j∈Gd
k,k′
(
|hj
1,ljk
||hj
′
1,lj′k
| + |hj
1,lj
k′
||hj
′
1,lj′
k′
|
))
, Sc =
∑
j∈Gc
k,k′
|hj
1,ljk
|2, Pc = |e
ıψk − eıψk′ |2, Skd =
∑
j∈Gd
k,k′
|hj
1,ljk
|2, Sk
′
d =
|hj
1,lj
k′
|2, Sdk =
∑
j∈Gd
k,k′
|hj
1,ljk
|, Sdk′ =
∑
j∈Gd
k,k′
|hj
1,lj
k′
|, Sc =
∑
j∈Gc
k,k′
|hj
1,ljk
|,
and ψk,k′ = ψk − ψk′ . Since ∆ ≥ 0, we have
P (vk → vk′ ) ≤ Eh˜1
{
Q
(√
(tc + td) /2σˆ2
)}
≤ E
h˜1
{1
2
exp
(
− (tc + td) /4σˆ2
)}
(54)
=
1
2
E
h˜1
{
exp
(−tc
4σˆ2
)}
︸ ︷︷ ︸
, Tc
E
h˜1
{
exp
(−td
4σˆ2
)}
︸ ︷︷ ︸
, Td
=
1
2
TcTd, (55)
where the inequality in (54) follows from Chernoff bound and
the equality in (55) follows from independence of {hj1,ljk∈
Gck,k′} and {hj1,ljk , h
j
1,lj
k′
∈ Gdk,k′}. Now, since |hj1,ljk |
2s are
independent and exponentially distributed with unit mean,
from (55), Tc can be written as
Tc = Eh˜1
{
exp
(−Pc
4σˆ2
∑
j∈Gc
k,k′
|hj1,ljk |
2
)}
=
(
1 +
Pc
4σˆ2
)−|Gc
k,k′
|
.
Since Pc4σˆ2 ≫ 1 at high SNRs, we can approximate Tc as
Tc ≈ (Pc/4)−|G
c
k,k′
|(
1/σˆ2
)−(|Gc
k,k′
|)
. (56)
Similarly, from (55), Td can be written as
Td = Eh˜1
{
exp
( −1
4σˆ2
(
Skd + S
k′
d − 2SdkSdk′ cos(ψk,k′ )
))}
≤E
h˜1
{
exp
( −1
4σˆ2
(
Skd+S
k′
d−2|Gdk,k′ |
(
SkdS
k′
d
) 1
2cos(ψk,k′)
))}
,(57)
where the inequality in (57) follows from Cauchy-Schwartz
inequalities given by Sdk ≤
(
|Gdk,k′ |S
k
d
) 1
2 and Sdk′ ≤(
|Gdk,k′ |S
k′
d
) 1
2
. Let p = (Skd )0.5 and q = (Sk
′
d )
0.5
. Note that
p and q are central Chi distributed with 2|Gdk,k′ | degrees of
freedom. Therefore, (57) can be written as
Td≤
∫ ∞
p=0
∫ ∞
q=0
e
−(p2+q2−2pq cos(ψ
k,k′
))
4σˆ2
(pq)2|G
d
k,k′
|−1e
−(p2+q2)
2
4
|Gd
k,k′
|−1
(Γ(|Gdk,k′ |))2
dpdq,
where Γ (.) denotes the Gamma function. Substituting p =
r cos θ and q = r sin θ, we have
Td≤
∫ pi
2
θ=0
8 sin2|G
d
k,k′
|−1(2θ)
Γ(|Gdk,k′ |)224|G
d
k,k′
|
∫ ∞
r=0
e
− r
2
4σˆ2
(
1+2σˆ2−sin(2θ) cos(ψ
k,k′
)
)
r
4
∣∣
G
d
k,k′
∣∣
−1
dr dθ
=
∫ pi
2
θ=0
4
Γ(2|Gdk,k′ |)
Γ(|Gdk,k′ |)2
(
1+2σˆ2−sin(2θ)cos(ψk,k′ )
sin(2θ)σˆ2
)−2|Gd
k,k′
|
sin−1(2θ)dθ.
Since 1≫ 2σˆ2 at high SNRs, we can write
Td ≤
(
1/σˆ2
)−2|Gd
k,k′
|
∫ pi
2
θ=0
4
Γ(2|Gdk,k′ |)
Γ(|Gdk,k′ |)2
(
1−sin(2θ)cos(ψk,k′ )
sin(2θ)
)−2|Gd
k,k′
|
sin−1(2θ)dθ︸ ︷︷ ︸
,kd
.(58)
Note that kd is independent of σˆ2. Now, from (55), (56), (58),
we can write
P (vk → vk′ )≤ kd
2
(Pc
4
)−|Gc
k,k′
|( 1
σˆ2
)−(|Gc
k,k′
|+2|Gd
k,k′
|)
,(59)
which shows that the diversity order dvk,vk′ ≥ |Gck,k′ | +
2|Gdk,k′ |. Hence, the diversity order of PBU is dBU =
minvk 6=vk′ dvk,vk′ ≥ minvk 6=vk′ |Gck,k′ | + 2|Gdk,k′ |. Since
|Gck,k′ | + |Gdk,k′ | = ntu for any k 6= k′, the minimum value
for |Gck,k′ | + 2|Gdk,k′ | = 2ntu − |Gck,k′ | is obtained when
|Gck,k′ | is maximum. That is, mink 6=k′ |Gck,k′ | + 2|Gdk,k′ | =
2ntu − maxk 6=k′ |Gck,k′ |. Also, since 0 ≤ |Gck,k′ | ≤ ntu − 1
for any k 6= k′, maxk 6=k′ |Gck,k′ | = ntu − 1. Hence,
mink 6=k′ |Gck,k′ | + 2|Gdk,k′ | = 2ntu − (ntu − 1) = ntu + 1,
which gives dBU ≥ ntu+1. Therefore, from (51), the diversity
order achieved by the PC-CR scheme is lower bounded as
dpc-cr ≥ nrdBU ≥ nr(ntu + 1). (60)
2) Upper bound on dpc-cr: Consider a pair of transmitted
vectors vk, vˆk′ such that |Gck,k′ | = ntu − 1. Without loss of
generality, assume Gck,k′ = {1, 2, · · · , ntu − 1}. We have
|h˜Tk∗(vk − vˆk′ )|2 ≤
nr∑
i=1
|h˜Ti (ukeıψk − uˆk′eıψk′ )|2
≤
nr∑
i=1
|h˜Ti (uk + uˆk′)|2 (61)
=
nr∑
i=1
(
2
ntu−1∑
j=1
|hji,ljk |+ |h
ntu
1,intuk
|+ |hntui,lntuk′ |
)2
≤ (4ntu − 2)
nr∑
i=1
ntu−1∑
j=1
|hji,ljk |
2+|hntui,lntuk |
2+|hntui,lntuk′ |
2, (62)
where the inequality in (61) follows from the fact that the dis-
tance between two points is maximum when phase difference
between them is pi, and the inequality in (62) follows from
Cauchy-Schwartz inequality. Now, using (62) and following
similar derivation steps in Eqs. (44)-(46) in Appendix A, the
unconditional PEP between vk and vˆk′ , P (vk → vˆk′ ), can
be obtained as
P (vk → vˆk′ ) = EH
{
Q
(√
|h˜Tk∗(vk − vˆk′ )|2/2σ2
)}
≥
(
4ntu − 2
4σ2
)−nr(ntu+1) 1
pi
∫ pi
2
θ=0
sin2nr(ntu+1)(θ)dθ,(63)
which shows that the diversity order of P (vk → vˆk′) is
upper bounded by nr (ntu + 1), i.e., dvk,vˆk′ ≤ nr (ntu + 1).
Therefore, we have
dpc-cr = min
vk 6=vk′
dvk,vk′ ≤ dvk,vˆk′ ≤ nr (ntu + 1) . (64)
From (60) and (64), we see that the diversity order (dpc-cr)
achieved by the PC-CR scheme is nr (ntu + 1).
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