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1 Introduction
La ce´le`bre ine´galite´ de Milnor-Wood ([36] et [50]) affirme que, si
E −→ Σ
est un fibre´ plat en fibres S1 sur la surface compacte Σ de genre γ ≥ 2, alors la
caracte´ristique d’Euler de ce fibre´, note´e χ(E) ve´rifie,
|χ(E)| ≤ |χ(Σ)| = 2γ − 2 ,
l’e´galite´ ayant lieu si E est le fibre´ tangent de Σ.
Un fibre´ plat e´tant de´fini par une repre´sentation de Π1(Σ), l’ine´galite´ ci-
dessus est en fait une restriction impose´e a` cette repre´sentation a` valeurs dans
le groupe des home´omorphismes du cercle. Les valeurs possibles de la car-
acte´ristique d’Euler de E sont de´crites dans [28].
Dans cette article nous envisageons une ge´ne´ralisation, en dimension supe´rieure
de cette ine´galite´. Pour cela nous de´finissons le volume d’une repre´sentation.
Plus pre´cise´ment, soit M une varie´te´ diffe´rentielle ferme´e de dimension n et
soit ρ une repre´sentation de son groupe fondamental dans le groupe d’isome´trie
d’une varie´te´ syme´trique de courbure ne´gative de dimension n et simplement
connexe, note´e X˜ . Conside´rons une application f˜ du reveˆtement universel deM
dans X˜ e´quivariante par rapport a` ρ, alors, si ω de´signe la forme volume de X˜,
la forme f˜∗ω passe au quotient sur M .
Definition 1.1 On appelle volume de la repre´sentation ρ le nombre,
vol(ρ) =
∫
M
f˜∗ω .
Dans certains cas ce nombre peut-eˆtre interpre´te´ comme la classe d’Euler d’un
fibre´ plat. Des bornes supe´rieures de vol(ρ) existent. Elles reposent souvent
sur le choix d’une famille de sections particulie`res du fibre´ plat. Dans [17],
par exemple, K. Corlette utilise des sections harmoniques pour de´montrer un
the´ore`me de rigidite´ sur les repre´sentations de volume maximal. Le cas ou` X˜
est hyperbolique re´el est aborde´ par A. Reznikov dans [42] ; l’auteur y prouve
une ine´galite´ optimale et c’est ce type de re´sultats que nous e´tendons dans
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le pre´sent travail. Le cas d’e´galite´ dans l’ine´galite´ de A. Reznikov est prouve´
par N. Dunfield dans [21] et dans [18], il consiste a` montrer que, si le volume
est maximal, la repre´sentation est fide`le et discre`te. Signalons l’article [31] dans
lequel l’auteur de´crit une autre notion de volume de repre´sentations et construit
de nouveaux invariants nume´riques.
Dans le cas ou` X˜ est l’espace hyperbolique re´el nous prouvons, dans cet arti-
cle, que le volume des repre´sentations est constant sur les composantes connexes
de l’espace des repre´sentations. C’est un re´sultat e´vident lorsque la dimension
est paire car, dans ce cas, le volume est aussi un nombre d’Euler, mais nouveau
dans le cas de dimension impaire. Plus pre´cise´ment nous prouvons le
The´ore`me 1.2 Soit M une varie´te´ diffe´rentielle ferme´e et oriente´e et ρt :
Π1(M) −→ Isom(X˜) une famille de repre´sentations qui de´pend de manie`re
C1 du parame`tre t ∈ R, alors le volume vol(ρt) est constant.
La me´thode employe´e consiste a` utiliser la formule de Schla¨fli (voir aussi [12]).
Il s’agit d’une approche nouvelle dans ce contexte ; en fait nous construisons un
“polye`dre” ge´ode´sique hyperbolique dans X˜ e´quivariant par rapport a` l’image
de ρ. Il s’agit d’une re´union de simplexes hyperboliques ge´ode´siques invariants
par l’image de ρ ; les simplexes pouvant se chevaucher ils ne fournissent pas une
triangulation de X˜. Nous construisons ensuite une application ρ-e´quivariante
polye`drale. Ceci permet alors de calculer le volume de la repre´sentation. La
formule de Schla¨fli ainsi qu’un peu de the´orie du degre´ permet alors de montrer
la constance de ce volume. Un corollaire frappant est une preuve tre`s simple du
re´sultat suivant de T. Soma ([46]),
The´ore`me 1.3 (T. Soma) Soit Y une varie´te´ diffe´rentielle ferme´e de dimen-
sion 3. L’ensemble des varie´te´s hyperboliques ferme´es X, de dimension 3 telles
qu’il existe une application continue de degre´ non nul de Y sur X, est fini.
La preuve se re´sume comme suit. Appelons f l’application de degre´ non nul de
Y sur X et ρ la repre´sentation induite de Π1(Y ) dans Π1(X), alors vol(ρ) =
deg(f) vol(X). Le the´ore`me 1.4 affirme qu’il existe une constante C(M) telle que
vol(ρ) ≤ C(M). Par ailleurs le volume des varie´te´s hyperboliques ferme´es est
minore´ par une constante universel (qui de´pend de la dimension). Ceci montre
que le degre´ de f ne peut prendre qu’un nombre fini de valeurs. Le volume de
la repre´sentation ρ e´tant constant sur les composantes connexes de l’espace des
repre´sentations de Π1(Y ) dans Π1(X) il ne prend e´galement qu’un nombre fini
de valeurs. Finalement le volume de la varie´te´ hyperbolique X ne prend qu’un
nombre fini de valeurs. Un re´sultat de W. Thurston affirme alors qu’il n’y a
qu’un nombre fini de varie´te´s X possibles. Le lecteur peut consulter les de´tails
dans le paragraphe 6.
Le the´ore`me 1.2 est en fait un corollaire d’un re´sultat plus ge´ne´ral, que nous
de´crivons maintenant. Rappelons la de´finition de l’entropie volumique d’une
varie´te´ Riemannienne (Y, g). Pour x ∈ Y˜ , on de´signe par B(x,R) la boule
ge´ode´sique de centre x et de rayon R, alors on de´finit
Ent(Y, g) = lim
R→∞
1
R
log(vol(B(x,R))) .
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Dans ce qui suit X˜ =
∏p
1 X˜i est le produit des espaces syme´triques simplement
connexes de courbure strictement ne´gative, X˜i. Chacune des varie´te´s X˜i est mu-
nie d’une me´trique αig
i
0, ou` g
i
0 est syme´trique normalise´e (de courbure comprise
entre −4 et −1, par exemple) et αi est un re´el strictement positif. Parmi tous
les choix de nombres αi il en est un qui donne une entropie volumique minimale
(voir la proposition 2.4) ; nous noterons g0 la me´trique correspondante sur X˜
qui est de dimension n. Son entropie volumique est un nombre calculable. Nous
prouvons,
The´ore`me 1.4 Soit Y une varie´te´ riemannienne ferme´e de dimension n et ρ
une repre´sentation de Π1(Y ) dans Isom(X˜), alors
i) vol(ρ) ≤ ( Ent(Y,g)
Ent(X˜,g0)
)n
vol(Y, g) .
ii) L’e´galite´ dans l’ine´galite´ ci-dessus a lieu si, et seulement si, la repre´sentation
ρ est injective, X = X˜/ρ(Π1(Y )) est une varie´te´ compacte et (Y, g) est
homothe´tique a` (X, g0)
Ce re´sultat e´tait annonce´ en 1997 dans [1] et e´nonce´ en 1998 dans [18]. Il
ge´ne´ralise le cas ou` la repre´sentation a une image discre`te et cocompacte, c’est-a`-
dire l’analogue des the´ore`mes de [8] pour le cas ou` l’espace localement syme´trique
compacte est localement un produit d’espaces syme´triques de rang 1. Ce dernier
re´sultat, concernant les produits d’espaces syme´triques de rang 1 avec image
discre`te cocompacte, est e´nonce´ par Ch. Connell et B. Farb dans [16].
La preuve de l’ine´galite´ se fait en exhibant une famille d’applications ρ-
e´quivariantes de Y˜ sur X˜ construites par la me´thode introduite dans [8]. Le
cas d’e´galite´ est beaucoup plus difficile car l’image de ρ n’est pas suppose´e
discre`te ; plus pre´cise´ment, nous montrons que, dans le cas d’e´galite´, la famille
d’applications ρ-e´quivariantes que nous construisons converge vers une applica-
tion harmonique ; ceci permet, en particulier, de montrer que la limite est de
classe C∞. La combinaison des proprie´te´s lie´es a` l’harmonicite´ et de celles lie´es
a` la construction ci-dessus conduit au re´sultat.
Remarquons que les applications ρ-e´quivariantes construites sont partic-
ulie`rement adapte´es a` l’e´tude du volume et conduisent a` des re´sultats optimaux
comparables, dans un cadre plus ge´ne´ral, a` ceux de N. Dunfield [21]. Signalons
e´galement un travail re´cent de S. Francaviglia et B. Klaff [26] dans lequel les
auteurs utilisent une inte´ressante variante de la construction de [9] pour e´tudier
le cas ou` Y est une varie´te´ hyperbolique de volume fini.
Enfin, l’ine´galite´ ci-dessus peut s’interpre´ter agre´ablement dans le cadre de
la cohomologie borne´e (voir [29]). Le re´cent travail de M. Burger, A. Iozzi et
A. Wienhard ([15]) de´veloppe ce point de vue et aboutit a` de tre`s jolis re´sultats
concernant les repre´sentations du groupe fondamental des surfaces.
Nous tenons a` remercier A. Reznikov, M. Boileau, D. Cooper et S. Francav-
iglia pour leur aide et leurs commentaires lors de la redaction de cet article.
2 Ge´ome´trie des espaces produits
A` titre d’exemple, nous de´crirons la ge´ome´trie de l’espace (X˜, g10 ⊕ g20) =
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(Hn1 ×Hn2 , g10⊕ g20) muni de la me´trique produit ou` (Hn1 , g10) (resp.(Hn2 , g20))
de´signe l’espace hyperbolique simplement connexe de dimension n1 (resp.n2)
(de courbure constante e´gale a` −1). Pour un expose´ ge´ne´ral sur les espaces
syme´triques, nous renvoyons a` [30].
2.1 Ge´ode´siques
Soient x = (x1, x2) ∈ X˜ et u = (u1, u2) ∈ T(x1,x2)X˜ tels que ‖u‖2g1
0
⊕g2
0
=
‖u1‖2g1
0
+ ‖u2‖2g2
0
= 1, alors la ge´ode´sique de X , note´e cu, partant de x et de
vitesse initiale u est cu(t) = (c1(t), c2(t)), ou` ci (i = 1, 2) est la ge´ode´sique
de Hni partant de xi et de vitesse initiale ui. Une ge´ode´sique de´finie par un
vecteur u = (u1, u2) telle que u1 = 0 ou bien u2 = 0 est dite singulie`re ; ces cas
correspondent a`
cu(t) = (x1, c2(t)) ou cu(t) = (c1(t), x2) .
Une ge´ode´sique de´finie par un vecteur u = (u1, u2) tel que ui 6= 0, pour i = 1, 2,
est dite re´gulie`re.
2.2 Courbures et plats
La courbure sectionnelle de (X˜, g10⊕g20), qui se calcule aise´ment, est ne´gative
ou nulle. Soit alors x = (x1, x2) ∈ X , u = (u1, u2) ∈ TxX˜, un vecteur re´gulier,
alors l’application
R2 −→ X˜
(t, s) 7−→ (c1(t/α1), c2(s/α2))
ou` α1 = ‖u1‖g1
0
et α2 = ‖u2‖g2
0
re´alisent un plongement isome´trique de R2
muni de sa me´trique euclidienne dans (X˜, g10⊕g20). On peut ve´rifier par le calcul
que l’image de cette application est totalement ge´ode´sique (voir [30], pp. )
ou bien constater que, si σi de´signe la syme´trie orthogonale par rapport a` la
ge´ode´sique ci dans (H
ni , gi0), l’image de l’application ci-dessus est l’ensemble
des points fixes de σ1 × σ2 dans X˜ ; il s’agit donc d’un sous-espace totalement
ge´ode´sique plat et qui est, de plus, de dimension maximale avec ces proprie´te´s :
(X˜, g10 ⊕ g20) est un espace syme´trique de rang 2. Nous noterons de´sormais
g¯0 la me´trique g
1
0 ⊕ g20 .
Remarque. D’une manie`re ge´ne´rale, si X˜ est le produit riemannien de p espaces
syme´triques de courbure strictement ne´gative, alors X est de rang p.
2.3 Me´triques localement syme´triques
On peut munir la varie´te´ diffe´rentielle X˜ d’autres me´triques localement
syme´triques ; en effet, pour α1 et α2 deux nombres re´els strictement positifs,
on de´finit :
gα1,α2 = α
2
1g
1
0 ⊕ α22g20 .
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Contrairement aux espaces syme´triques irre´ductibles, les espaces syme´triques
produits sont flexibles.
2.4 Groupe d’isome´tries
On de´termine aise´ment le groupe d’isome´tries de (X˜, gα1,α2). En effet, si
n1 6= n2
Isom(X˜, gα1,α2) = Isom(H
n1 , g10)× Isom(Hn2 , g20) .
Si n1 = n2 et α1 = α2, l’e´change des deux facteurs est une isome´trie supple´mentaire
qui est involutive ; le groupe d’isome´trie de (X˜, gα1,α1) est donc une extension
de Z/2Z par le groupe Isom(Hn1 , g0)× Isom(Hn2 , g0).
2.5 Fonctions de Busemann
On rappelle que, si (M, g) est une varie´te´ riemannienne comple`te et si c :
R → M est une ge´ode´sique minimisante sur toute sa longueur et parame´tre´e
par l’abscisse curviligne (c’est-a`-dire, c est un plongement isome´trique), alors on
de´finit la fonction de Busemann associe´e a` c,
Bc(x) = lim
t→+∞ d(x, c(t)) − t = limt→+∞
(
d(x, c(t)) − d(c(0), c(t))) .
On montre que la limite existe (voir [3], p. 23). Si (M, g) est une varie´te´ sim-
plement connexe de courbure ne´gative ou nulle son bord a` l’infini (voir [3], p. )
s’identifie a` une sphe`re de dimension n− 1, ou` n = dimM , graˆce au choix d’un
point O ∈M qui sert d’origine. Chaque point θ ∈ ∂M , le bord a` l’infini de M ,
de´termine une ge´ode´sique minimisante sur toute sa longueur, a` savoir, l’unique
ge´ode´sique c qui passe par O et telle que lim
t→+∞ c(t) = θ. La fonction de Buse-
mann correspondante est note´e B(·, θ). Remarquons qu’elle de´pend du choix de
l’origine.
Dans notre situation, il est souhaitable de travailler sur une partie du bord
qui refle`te mieux la structure produit. Pour la varie´te´ X˜ ci-dessus le bord a`
l’infini s’identifie a` Sn1+n2−1 (pour toutes les me´triques gα1,α2) apre`s le choix
d’une origine. Nous utiliserons Sn1−1 × Sn2−1 ⊂ Sn1+n2−1 qui s’identifie dans
∂X˜ a` ∂Hn1 × ∂Hn2 . Plus pre´cise´ment, conside´rons, par exemple, la me´trique
g¯0 = g
1
0 ⊕ g20 , appelons O = (O1, O2) une origine de X˜ = Hn1 × Hn2 , le
bord de X˜ s’identifie aux rayons ge´ode´siques parame´tre´s par longueur d’arc
et partant de O ; nous ne conside´rerons que les ge´ode´siques c = (c1, c2) ou` ci
est une ge´ode´sique de Hni , telle que, pour tout t ∈ R, ‖c˙1(t)‖g1
0
= ‖c˙2(t)‖g2
0
;
nous les appellerons ge´ode´siques diagonales. Elles sont donc parame´tre´es par
un point θ = (θ1, θ2) ou` θi ∈ Sni−1 = ∂Hni . Il s’agit du bord de Furstenberg
(voir ), mais nous n’utiliserons pas sa description probabiliste. Nous le noterons
∂F X˜. Il est important de noter que nous utiliserons toujours ce bord ; en effet,
si nous changeons la me´trique en gα1,α2 , nous pouvons conside´rer des gα1,α2-
ge´ode´siques c = (c1, c2) telles que
1
α1
‖c˙1(t)‖gα1 = 1α2 ‖c˙2(t)‖gα2 , ou` gαi = α2i gi0 ;
elles de´finissent un bord qui s’identifie a` ∂F X˜.
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Remarque. Lorsque n1 = n2 = 2 et α1 = α2 = 1, le bord de Furstenberg de
X˜, S1×S1 ⊂ S3 = ∂X˜, s’identifie naturellement a` un tore de Clifford dans S3.
Maintenant, pour θ = (θ1, θ2) ∈ Sn1−1 × Sn2−1, on note B0(·, θ) la fonction
de Busemann de (X, g¯0) correspondante (l’origine O = (O1, O2) e´tant fixe´e), et
Bi(·, θi) = BOi(·, θi), i = 1, 2, la fonction de Busemann de (Hni , gi0), on a :
Lemme 2.1 Avec les notations ci-dessus, si x = (x1, x2) ∈ X˜
B0(x, θ) =
1√
2
(
B1(x1, θ1) +B2(x2, θ2)
)
.
Preuve. Soit c la ge´ode´sique parame´tre´e par l’abscisse curviligne de´finie par
θ et telle que c(0) = O = (O1, O2). Alors, si c = (c1, c2), on a ‖c˙1‖ = 1√2 = ‖c˙2‖,
d’ou`
di(xi, ci(t)) =
1√
2
t+Bi(xi, θi) + εi(t), i = 1, 2
avec εi(t) −−−→
t→+∞
0. Ici, di de´signe la distance dans le facteur i = 1, 2.
Le lemme se de´duit alors du de´veloppement limite´ de
d(x, c(t)) − t = (d21(x1, c1(t)) + d22(x2, c2(t)))1/2 − t .
De meˆme, si Bα1,α2(·, θ) de´signe la fonction de Busemann de (X˜, gα1,α2) ou`
θ est dans le bord de´fini ci-dessus, on a :
Lemme 2.2 Avec les notations ci-dessus, si x = (x1, x2) ∈ X˜
Bα1,α2(x, θ) =
1√
α21 + α
2
2
(
α1B1(x1, θ1) + α2B2(x2, θ2)
)
.
La preuve de ce lemme se fait comme celle du lemme 2.1.
2.6 E´le´ment de volume
Si on note dvg l’e´le´ment de volume d’une me´trique riemannienne g, il est
imme´diat que
dvgα1 ,α2 = α
n1
1 α
n2
2 dvg10 ⊗ dvg20
ou` dvgi
0
de´signe l’e´le´ment de volume de (Hni , gi0) pour i = 1, 2.
2.7 Entropie
On rappelle la de´finition de l’entropie (volumique) d’une varie´te´ riemanni-
enne (M, g) que nous supposerons compacte pour simplifier. Soit m ∈ M˜ un
point du reveˆtement universel M˜ de M alors la quantite´ suivante existe et ne
de´pend pas de x,
Ent(g) = lim
R→+∞
1
R
log
(
vol(B
M˜
(x,R))
)
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ou` B
M˜
(x,R) de´signe la boule me´trique de centre x et de rayon R dans M˜ muni
de la me´trique releve´ de g.
Par de´finition Ent(g) est l’entropie de la varie´te´ riemannienne (M, g), elle
ne de´pend de M qu’a` travers la releve´e de g a` M˜ . Par abus de langage, nous
parlerons de l’entropie de gα1,α2 sur X˜.
Proposition 2.3 Pour tous α1, α2 positifs
Ent(gα1,α2) =
√
(n1−1)2
α21
+
(n2−1)2
α22
.
Preuve. Le calcul de l’entropie des espaces syme´triques est fait dans [8].
Rappelons que l’entropie d’un produit ve´rifie
Ent(gα1,α2)
2 =
Ent(Hn1 , g10)
2
α21
+
Ent(Hn2 , g20)
2
α22
.
Dans cet article on se propose de prouver un the´ore`me d’entropie minimale
(voir l’introduction) c’est-a`-dire de minimum de l’entropie a` volume fixe´. Dans
ce paragraphe nous examinons cette question pour la famille de me´trique gα1,α2 .
Plus pre´cise´ment, soit Γ un sous-groupe discret cocompact de Isom(Hn1 , g10)×
Isom(Hn2 , g20), agissant sans points fixes sur X˜. Ce groupe agit par isome´tries
sur X˜ pour toutes les me´triques gα1,α2 , on peut donc munir le quotientX = X˜/Γ
des me´triques induites que nous noterons encore gα1,α2 . Par ailleurs,
vol(X, gα1,α2) = α
n1
1 α
n2
2 vol(X, g¯0) .
Proposition 2.4 Pour tous α1, α2 strictement positifs tels que α
n1
1 α
n2
2 = 1,
on a
Ent(gα1,α2) ≥
√
n1 + n2
((n1−1√
n1
)n1 (n2−1√
n2
)n2) 1n1+n2
= Ent
(
ga1,a2
)
ou` a1 =
[(
(n1−1) √n2√
n1 (n2−1)
)n2] 1n1+n2
, a2 =
[(
(n2−1) √n1√
n2 (n1−1)
)n1] 1n1+n2
.
L’e´galite´, dans l’ine´galite´ ci-dessus, a lieu si et seulement si αi = ai.
Remarque. Lorsque les espaces syme´triques sont complexes, quaternioniens ou
de Cayley, les calculs sont comparables et sont laisse´s au lecteur.
Dans la suite nous noterons g0 la me´trique ga1,a2 .
Preuve. On a
Ent(gα1,α2)
2 = (n1 + n2)
n1
(
n1−1√
n1α1
)2
+ n2
(
n2−1√
n2α2
)2
n1 + n2

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la fonction x 7→ x2 e´tant strictement log-concave
Ent(gα1,α2)
2 ≥ (n1 + n2)
(n1−1√
n1
) 2n1
n1+n2
(n2−1√
n2
) 2n2
n1+n2
( 1
αn11 α
n2
2
) 2
n1+n2
d’ou` le re´sultat
Ent(gα1,α2) ≥
√
n1 + n2
((n1−1√
n1
)n1 (n2−1√
n2
)n2) 1n1+n2
.
De plus, par stricte log-concavite´, l’e´galite´ n’a lieu que si et seulement si
n1 − 1√
n1α1
=
n2 − 1√
n2α2
c’est-a`-dire si ai = αi.
Remarques.
i) Si n1 = n2, alors la me´trique minimisante est homothe´tique a` g¯0 (le facteur
d’homothe´tie e´tant calcule´ de sorte a` avoir un volume 1.
ii) La courbure de Ricci de la me´trique gα1,α2 est
Ricci(gα1,α2) = (n1 − 1)g10 ⊕ (n2 − 1)g20 .
La me´trique gα1,α2 n’est donc d’Einstein que si
n1 − 1
α21
=
n2 − 1
α22
.
Par conse´quent, en ge´ne´ral, la me´trique qui minimise la fonctionnelle Ent,
parmi les gα1,α2 , n’est pas d’Einstein. Par contre, elle l’est si et seulement
si n1 = n2.
De meˆme, si X est un espace produit ge´ne´ral, c’est-a`-dire, si (X, g¯) =
(X1, g1) × · · · × (Xp, gp), ou` (Xk, gk) est un espace syme´trique de courbure
strictement ne´gative, de dimension nk et d’entropie note´e Ek, on conside`re les
me´triques,
gα = α
2
1g1 ⊕ · · · ⊕ α2pgp
ou` α = (α1, . . . , αp) avec αk > 0. Alors, on a la
Proposition 2.5 Pour tous α1, . . . , αp re´els strictement positifs tels que α
n1
1 · · ·αnpp =
1, on a
Ent(gα) ≥
√
n
(
p∏
i=1
(
Ei√
ni
)ni
n
)
ou` n = n1 + · · ·+ np = dim(X).
L’e´galite´, dans l’ine´galite´ ci-dessus, a lieu si, et seulement si , pour tout
i = 1, 2, . . . , p
αi = ai =
Ei√
ni
(
p∏
k=1
(√
nk
Ek
)nk
n
)
.
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2.8 Mesure de Patterson-Sullivan
Sur le reveˆtement universel d’une varie´te´ de courbure strictement ne´gative,
(M, g), on peut de´finir une famille de mesures qui est appele´e (par abus de
langage) la mesure de Patterson-Sullivan. Elle consiste a` associer a` chaque point
m ∈ M˜ (le reveˆtement universel de M) une mesure bore´lienne positive sur ∂M˜ ,
note´e µm. Cette famille est entie`rement caracte´rise´e par les deux proprie´te´s
suivantes :
i)
dµm
dµm′
(θ) = exp
(−Ent(g)(B(m, θ)−B(m′, θ))) (on a choisi ici une origine
O ∈ M˜ afin de de´finir B). Cette proprie´te´ affirme que pour m 6= m′ les mesures
µm et µm′ sont absolument continues l’une par rapport a` l’autre et la densite´
s’exprime comme ci-dessus.
ii) ∀γ ∈ Isom(M˜), γ agit par home´omorphisme sur ∂M˜ , et
µγ(m) = γ∗(µm)
(voir [32]).
Dans le cas ou` M˜ est un espace syme´trique de courbure ne´gative ou nulle (et
pas strictement ne´gative) une construction est possible (voir [2], [40] bet [34]).
Dans notre situation, c’est-a`-dire
(M˜, g) = (X˜, g¯0) = (H
n1 , g10)× (Hn2 , g20)
la famille de mesures suivante, porte´es par ∂Hn1x∂Hn2 ve´rifie des proprie´te´s
analogues aux pre´ce´dentes : pour x = (x1, x2) ∈ X˜ et θ = (θ1, θ2) ∈ ∂Hn1 ×
∂Hn2
dµx = e
−(n1−1)B1(x1,θ1)−(n2−1)B2(x2,θ2)dθ1 ⊗ dθ2 .
Remarque. Remarquons que la mesure ci-dessus est diffe´rente de celle utlise´e
dans les re´fe´rences [2], [40] et [34].
En effet,
i) Pour O et x ∈ X˜, dµO et dµx sont absolument continues, mais la densite´
n’a plus la forme pre´ce´dente, elle vaut :
dµx
dµO
= exp (− [(n1 − 1)B1(x1, θ1) + (n2 − 1)B2(x2, θ2)]) .
On remarque que µixi = e
−(ni−1)Bi(xiθi)dθi est la mesure de Patterson-Sullivan
de (Hni , gi0).
ii) Si γ = (γ1, γ2) ∈ Isom(Hn1 , g10)× Isom(Hn2 , g20) alors
µγ(x) = γ∗(µx)
car
γ∗(µx) = (γ1, γ2)∗(µ1x1 ⊗ µ2x2) = (γ1)∗(µ1x1)⊗ (γ2)∗(µ2x2)
= µ1γ1(x1) ⊗ µ2γ2(x2) = µγ(x) .
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De meˆme, si n1 = n2, on ve´rifie aise´ment que l’isome´trie supple´mentaire
ζ(x1, x2) = (x2, x1)
satisfait cette contrainte.
Dans la suite nous travaillerons donc avec cette famille µx qui est le produit
des mesures de Patterson-Sullivan de chaque facteur. Terminons en remarquant
que si Bαii de´signe la fonction de Busemann de (H
ni , α2i g
i
0), alors
Ent(α2i g
i
0)B
αi
i (·, ·) =
1
αi
(ni − 1)αiBi(·, ·) ;
de sorte que la famille µx ne de´pend ni de α1, ni de α2.
2.9 Barycentre
Nous construisons ici une application inverse de x 7→ µx, c’est-a`-dire une
application qui associe a` la plupart des mesures sur ∂F X˜ un point de X˜ qui est
son centre de masse ou barycentre. La construction est analogue a` celle de [8]
et [9] a` l’utilisation pre`s de ∂F X˜ au lieu de ∂X˜.
Soit V une mesure bore´lienne positive non nulle sur ∂F X˜, on conside`re la
fonction
x ∈ X˜, Bα1,α2(x) =
∫
∂F X˜
Bα1,α2(x, θ) dV(θ) .
On de´finit les mesures marginales sur ∂Hn1 et ∂Hn2 par :
i) V1(A1) = V(A1 × ∂Hn2) = π1∗(V), ou` A1 est un bore´lien de ∂Hn1 et π1
la projection canonique de ∂F X˜ sur ∂H
n1 ; et de meˆme,
ii) V2(A2) = V(∂Hn1 × A2) = π2∗(V), ou` A2 est un bore´lien de ∂Hn2 et
π2 la projection de ∂F X˜ sur ∂H
n2 .
Proposition 2.6 Si V1 et V2 sont des mesures non nulles et sans atomes, pour
tous α1, α2 strictement positifs, la fonction Bα1,α2 est C∞, strictement convexe
sur X˜ et tend vers l’infini lorsque x tend vers l’infini.
Preuve. Par de´finition de V1, V2 et Bα1,α2 , on a :
Bα1,α2(x) =
1√
α21 + α
2
2
(
α1
∫
∂Hn1
B1(x1, θ1) dV1(θ1) + α2
∫
∂Hn2
B2(x2, θ2) dV2(θ2)
)
.
En effet,∫
∂F X˜
B1
(
x1, θ1) dV(θ1, θ2)
)
=
∫
∂F X˜
B1
(
x1, π1(θ1, θ2)
)
dV(θ1, θ2)
=
∫
∂Hn1
B1(x1, θ)d(π1 ∗ V)(θ1)
et de meˆme avec l’autre terme. Alors, on applique les re´sultats de [20], [8] et
[9] qui montrent que xi 7→
∫
∂Hn1
Bi(xi, θi) dV(θi) est strictement convexe, pour
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i = 1, 2, et tend vers l’infini lorsque xi tend vers l’infini dans H
ni . On rappelle
qu’une fonction est dite strictement convexe si elle l’est en restriction a` toute
ge´ode´sique non constante. Il est alors facile de ve´rifier que Bα1,α2 est strictement
convexe en restriction a` toute ge´ode´sique non constante de X˜ = Hn1 × Hn2 .
Les autres conclusions de la proposition sont e´galement e´videntes.
Remarque. L’hypothe`se sur la mesure V est ve´rifie´e, par exemple, de`s que
celle-ci est absolument continue par rapport a` la mesure de Lebesgue sur ∂F X˜.
Par ailleurs, elle peut eˆtre affaiblie (voir [8]).
Corollaire 2.7 Sous les meˆmes hypothe`ses, la fonction Bα1,α2 admet un unique
minimum sur X˜ que nous appellerons le barycentre de V, note´ bar(V), qui ne
de´pend pas de α1, α2 (a` condition qu’ils soient strictement positifs). De plus
bar(V) = (bar1(V1), bar2(V2)), ou` bari(Vi) de´signe le barycentre de la mesure
Vi dans Hni .
Preuve. L’unicite´ re´sulte de la stricte convexite´ de Bα1,α2 (α1 > 0, α2 > 0)
et du fait Bα1,α2(x) −−−→
x→+∞
+∞. Le point x∗ = (x∗1, x∗2) est de´fini par l’e´quation
vectorielle, −−−−−→∇Bα1,α2(x∗) =
−→
O
c’est-a`-dire α1
∫
∂Hn1
−−−→∇1B1(x∗1, θ1) dV1(θ1) + α2
∫
∂Hn2
−−−→∇2B2(x∗2, θ2) dV2(θ2) = 0
(ici ∇i de´signe le gradient d’une fonction de´finie sur Hni).
Si x¯i = bari(Vi) (voir [9]), alors∫
∂Hni
∇iBi(x¯i, θi) dV(θi) = −→O pour i = 1, 2 .
Par unicite´ on a donc x¯i = x
∗
i (i = 1, 2), c’est-a`-dire
bar(Vα1,α2) = (bar1(V1), bar2(V2)) .
3 Le the´ore`me principal
Dans ce chapitre, nous nous proposons de prouver le the´ore`me principal sur
l’entropie, analogue, dans cette situation, des re´sultats prouve´s dans [8] et [9].
Nous donnons l’e´nonce´ et la preuve dans un cas particulier afin d’e´viter des
lourdeurs dans les notations ; le cas ge´ne´ral est rigoureusement identique.
Nous conside´rons, comme pre´ce´demment, X˜ = Hn1×Hn2 , ou` ni ≥ 3 et nous
munissons X de la me´trique g0 = ga1,a2 , ou` les nombres ai sont ceux calcule´s
dans la proposition 1.4. La me´trique g0 minimise l’entropie normalise´e, sur X ,
parmi les me´triques gα1,α2 (voir la proposition 2.4). Soit Γ un sous-groupe du
groupe d’isome´tries de (X˜, g0) tel que X = X˜/Γ est une varie´te´ compacte (Γ
est un re´seau co-compact et sans torsion).
The´ore`me 3.1 Soit (Y, g) une varie´te´ riemannienne compacte de dimension
n = n1 + n2 et f : Y → X une application continue, alors
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i) (Ent(Y, g))n vol(Y, g) ≥ | deg f |Ent(X, g0)n vol(X, g0) ;
ii) l’e´galite´, dans l’ine´galite´ ci-dessus, a lieu si, et seulement si, f est ho-
motope a` un reveˆtement riemannien.
Remarque. Ce re´sultat est vrai dans la version ge´ne´rale donne´e en introduc-
tion. Sa preuve est analogue a` celle de [8].
Preuve de l’ine´galite´ i).
Nous donnons une preuve inspire´e de la technique de´veloppe´e dans [10]. On
note Γ = π1(Y ), le groupe fondamental de Y , Y˜ le reveˆtement universel de Y .
L’application continue f : Y → X induit un morphisme ρ : Γ → Γ0 = π1(X).
On appelle µO la mesure (canonique) dθ1⊗dθ2 sur ∂F X˜ etM(∂F X˜) l’espace des
mesures de Radon positives sur ∂F X˜. Soit O ∈ Y˜ un point fixe´ (une origine) ;
conside´rons l’application
Y˜ −→M(∂F X˜)
y 7−→ µy,ε =
∑
γ∈Γ
e−Ent(Y,g)(1+ε)dY˜ (y,γ(O))ρ(γ)∗(µO)
ou` ε > 0. Cette application est e´quivariante ; en effet, pour tout α ∈ Γ,
µα(y),ε = ρ(α)∗(µy,ε) .
On de´finit alors
F˜ε : Y˜ −→ X˜
y 7−→ bar(µy,ε) .
Notons que chaque mesure µy,ε est sans atome. La notion de barycentre e´tant
inde´pendante des coefficients αi servant a` de´finir la me´trique, nous utiliserons,
pour simplifier, la me´trique g¯0 = g
1
0 ⊕ g20 (voir le corollaire 2.7).
Alors, par e´quivariance, F˜ε donne une famille d’applications
Fε : Y → X .
Par ailleurs, le barycentre sur X˜ se de´compose (cf. corollaire 2.7) et donc
e´galement la fonction F˜ε
F˜ε : Y˜ −→ X˜ = Hn1 ×Hn2
y 7−→ (F˜1,ε(y), F˜2,ε(y))
ou` F˜i,ε(y) = bari(πi ∗ (µy,ε)).
Nous notons Fε, F1,ε et F2,ε les applications correspondantes de Y dans X .
Lemme 3.2 Pour tout ε > 0, les fonctions Fε, F1,ε et F2,ε sont lipschitziennes.
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Preuve.
i) La se´rie
∑
γ∈Γ
e−Ent(Y,g)(1+ε)dY˜ (y,γ(O)) converge de`s que ε > 0 ; en effet,
puisque Y est compacte, elle est comparable a` l’inte´grale
Iε =
∫
Y˜
e−Ent(Y,g)(1+ε)dY˜ (y,z)dvg(z)
qui converge. Pour ve´rifier ce dernier point il suffit d’e´crire Iε en coordonne´es
polaires et d’appliquer la de´finition de Ent(Y, g).
ii) La fonction F˜ε est de´finie par l’e´quation implicite∫
∂F X˜
−−→
∇B0|(Fε(y),θ)(
∑
γ∈Γ
e−Ent(Y,g)(1+ε)dY˜ (y,γ(O))ρ(γ)∗(dµO)) =
−→
0
ou` B0 de´signe la fonction de Busemann de la me´trique g0 = g1,1 sur X˜ . Ici
θ = (θ1, θ2). L’e´quation ci-dessus peut se re´crire en
0 = L(x, y) =
∫
∂F X˜
∑
γ∈Γ
−−→
∇B0(x,ρ(γ)θ)e−Ent(Y,g)(1+ε)dY˜ (y,γ(O))dµO
ou` x = (x1, x2) ∈ X˜. La fonction L est C∞ en x, lipschitzienne en y et chaque
diffe´rentielle partielle en x est lipschitzienne en y. Dans cette situation, on peut
utiliser le the´ore`me des fonctions implicites pour conclure que F˜ε est lipschitzi-
enne en y (voir [19]). Remarquons que la condition sur la diffe´rentielle partielle
en x qui est ne´cessaire pour appliquer le the´ore`me des fonctions implicites est ex-
actement celle qui prouve l’existence du barycentre (voir le chapitre pre´ce´dent),
c’est-a`-dire la stricte convexite´ de B1,1.
Lemme 3.3 Pour ε > 0 et pour tout y ∈ Y˜ , on a
| Jac F˜ε(y)| ≤ (1 + ε)n
( Ent(Y, g)
Ent(X, g0)
)n
ou` n = dimY = dimX = n1+n2 et le Jacobien est calcule´ a` l’aide des me´triques
g sur Y et g0 sur X.
Preuve. Comme nous l’avons remarque´ dans le chapitre pre´ce´dent la notion
de barycentre, et donc la de´finition de l’application F˜ , ne de´pend pas de α1, α2.
Nous pouvons donc utiliser sur X˜ la me´trique g¯0 = g
1
0 ⊕ g20 (on rappelle que gi0
de´signe ici la me´trique de courbure constante e´gale a` −1 sur Hni). Rappelons
e´galement la notation g0 = a1g
1
0 ⊕ a2g20 ou` ai sont les valeurs calcule´es dans
la section pre´ce´dente, telles que g0 minimise l’entropie normalise´e parmi les
me´triques gα1,α2 . Nous noterons de´t(DF˜ε(y)) le de´terminant de la diffe´rentielle
de F˜ε en y calcule´ a` l’aide des me´triques g sur Y˜ et g0 sur X˜ ; par ailleurs
Jac F˜ε(y) = a
n1
1 a
n2
2 de´t(DF˜ε(y)) est le de´terminant de DF˜ε(y) calcule´ a` l’aide
des me´triques g sur Y˜ et g0 sur X˜. Notons que g0 est normalise´e par a
n1
1 a
n2
2 = 1,
de sorte que Jac F˜ε(y) = a
n1
1 a
n2
2 de´t(DF˜ε(y)) = de´t(DF˜ε(y)). Nous distinguerons
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toutefois les deux expressions afin d’e´viter les confusions entre les me´triques g0
et g¯0.
Estimation de de´t(DF˜ε(y)) ; ici, tous les calculs se font a` l’aide de la me´trique
g¯0 sur X˜. Rappelons que nous de´signons par Bi les fonctions de Busemann sur
Hni muni de la me´trique gi0. Comme dans [10], page 155, nous posons
ky,ε(v, v) =
∫
∂F X˜
DdB0|(F˜ε(y),θ)(v, v) dµy,ε(θ) = g¯0(Ky,ε(v), v)
hy,ε(v, v) =
∫
∂F X˜
(
dB0|(F˜ε(y),θ)(v)
)2
dµy,ε(θ)
= g¯0(Hy,ε(v), v)
ou` v ∈ TF˜ε(y)X˜ . Ici, comme dans la section pre´ce´dente,
B0(x, θ) =
1√
2
(
B1(x1, θ1) +B2(x2, θ2)
)
.
Enfin,
h′y,ε(u, u) =
∑
γ∈Γ
∫
∂F X˜
〈∇dY˜ |(y,γ(O)), u〉2e−Ent(Y,g)(1+ε)dY˜ (y,γ(O)) d(ρ(γ)∗µO)(θ)
=
(
µO(∂F X˜)
)∑
γ∈Γ
〈∇dY˜ |(y,γ(O)), u〉2e−Ent(Y,g)(1+ε)dY˜ (y,γ(O))
= g(H ′y,εu, u)
pour u ∈ TyY˜ . Nous utiliserons les meˆmes notations pour les formes biline´aires
associe´es. En diffe´renciant l’e´quation implicite qui de´finit F˜ε, nous obtenons,
pour u ∈ TyY˜ et v ∈ TF˜ε(y)X˜,
ky,ε
(
v,DF˜ε(y)(u)
)
= (1+ε) Ent(Y, g)
∑
γ∈Γ
∫
∂F X˜
g
(
∇dY˜ |(y,γ(O)), u
)
g¯0
(
∇B0|(F˜ε(y),θ), v
)
· e−Ent(Y,g)(1+ε)dY˜ (y,γ(O))d(ρ(γ)∗µO)(θ)
et, en utilisant l’ine´galite´ de Cauchy-Schwarz,
(2.5) ky,ε
(
DF˜ε(y)(u), v
) ≤ (1 + ε) Ent(Y, g)(hy,ε(v, v))1/2(h′y,ε(u, u))1/2 .
Un lemme e´le´mentaire d’alge`bre line´aire (cf. [9], lemme 5.4) donne, a` partir de
(2.5),
de´t(Ky,ε)de´t(DF˜ε(y)) ≤
(
(1 + ε) Ent(Y, g)
)n1+n2(
de´tHy,ε
)1/2(
de´tH ′y,ε
)1/2
.
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Nous devons maintenant remarquer que la notion de barycentre ne change
pas lorsque l’on multiplie une mesure par un nombre strictement positif, de sorte
que
F˜ε(y) = bar(µy,ε) = bar
( µy,ε
µy,ε(∂F X˜)
)
.
On peut donc supposer que la famille de mesures que l’on conside`re est nor-
malise´e (de masse totale e´gale a` 1 pour tout y ∈ Y˜ et ε > 0). La trace d’une
forme quadratique ϕ (calcule´e dans une base orthonorme´e par rapport a` une
structure euclidienne g) e´tant note´e traceg ϕ, en injectant dans la de´finition de
h′y,ε le fait que ‖∇dY˜ ‖g = 1, nous obtenons
trace(H ′y,ε) = traceg(h
′
y,ε) = 1 ,
d’ou` (
de´tH ′y,ε
)1/2 ≤ ( 1√
n1 + n2
)n1+n2
.
Maintenant la de´finition de hy,ε (et Hy,ε) montre que
Hy,ε =
(
H1 ∗
∗ H2
)
ou` Hi de´signe la restriction de Hy,ε a` H
ni ; plus pre´cise´ment, pour i = 1, 2 et
vi ∈ TFi,ε(y)Hni
gi0(Hivi, vi) =
∫
∂F X˜
(
dB0|(F˜ε(y),θ)(vi)
)2
dµy,ε(θ)
=
∫
∂F X˜
1
2
(
dBi|(F˜i,ε(y),θi)(vi)
)2
dµy,ε(θ)
=
1
2
∫
∂Hni
(
dBi|(F˜i,ε(y),θi)(vi)
)2
d
(
πi∗(µy,ε)
)
(θi) .
Remarquons que, puisque ‖dBi‖gi
0
= 1 et (πi)∗µy,ε est une probabilite´, nous
avons
trace(2Hi) = 1 .
De meˆme,
Ky,ε =
(
K1 0
0 K2
)
avec, pour i = 1, 2 et vi = TF˜i,ε(y)H
ni ,
gi0(Kivi, vi) =
1√
2
∫
∂Hni
DdBi|(F˜i,ε(y),θi)(vi, vi) d
(
πi∗(µy,ε)
)
(θi) .
Lemme 3.4 Avec les notations pre´ce´dentes, nous avons
i) de´t(Ky,ε) = de´t(K1) de´t(K2) ;
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ii) de´t(Hy,ε) ≤ de´t(H1) de´t(H2).
L’e´galite´ i) est e´vidente et l’ine´galite´ ii) est classique (voir [4], p. 63) pour
les matrices syme´triques.
Par ailleurs, sur les espaces hyperboliquesHni , la relation suivante est ve´rifie´e
(voir [8], p. 751), pour i = 1, 2,
DdBi = g
i
0 − dBi ⊗ dBi
qui se traduit en
Ki =
1√
2
(Ii − 2Hi)
ou` Ii de´signe l’identite´ de TFi,ε(y)H
ni . En regroupant ces remarques, nous obtenons,
a` partir de 2.5,
de´t(D
˜˜
Fε(y)) ≤
(
(1 + ε) Ent(Y, g)√
n1 + n2
)n1+n2 (de´t 2H1)1/2
de´t(I − 2H1)
(de´t 2H2)
1/2
de´t(I − 2H2) .
Alors, un lemme alge´brique donne (cf. [8], appendice B),
(de´t 2Hi)
1/2
de´t(I − 2Hi) ≤
( √ni
ni − 1
)ni
l’e´galite´ n’ayant lieu que si, et seulement si, 2Hi =
1
ni
Ii (on rappelle que
trace(2Hi) = 1).
En regroupant ces ine´galite´s, il vient
Jac
˜˜
Fε(y) = a
n1
1 a
n2
2
(
de´t(D
˜˜
Fε(y)
)
≤ ((1 + ε) Ent(Y, g))n1+n2 an11 an22
(
√
n1 + n2)n1+n2
( √n1
n1 − 1
)n1 ( √n2
n2 − 1
)n2
=
(
(1 + ε)
Ent(Y, g)
Ent(X, g0)
)n
d’apre`s la proposition 2.4. Ce qui prouve le lemme 3.3.
L’ine´galite´ i) du the´ore`me 3.1 s’en de´duit par inte´gration et passage a` la
limite en ε = 0.
Le cas d’e´galite´ sera traite´, dans un cadre plus ge´ne´ral, dans le paragraphe
suivant.
Remarques sur le cas ge´ne´ral. Si X˜ = X˜1 × · · · × X˜p et g¯0 = g1 ⊕ · · · ⊕ gp
ou` (X˜k, gk) est un espace syme´trique de courbure strictement ne´gatif et de
dimension nk, on munit X de la me´trique g0 = a1g1⊕· · ·⊕apgp, ou` les nombres
ai sont ceux calcule´s dans la proposition 2.5. La me´trique g0 minimise l’entropie
normalise´e parmi les me´triques gα (voir la proposition 2.5).
Alors, comme ci-dessus, on pose g¯0 = g1 ⊕ · · · ⊕ gp. On suppose de plus que
la courbure sectionnelle de (X˜k, gk) est normalise´e de sorte qu’elle soit e´gale a`
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−1 si (X˜k, gk) est hyperbolique re´elle et comprise entre −4 et −1 dans les autres
cas. Le calcul de l’entropie d’une telle me´trique est donne´ dans [8], p. 740.
Pour x = (x1, . . . , xp) ∈ X˜ et θ = (θ1, . . . , θp) ∈ ∂F X˜ (∂F X˜ = ∂X˜1 × · · · ×
∂X˜p), la fonction de Busemann de (X˜, g¯0) est
B0(x, θ) =
1√
p
(
B1(x1, θ1) + · · ·+Bp(xp, θp)
)
et on a les de´compositions
Hy,ε =

H1 ∗ ∗ ∗
∗ H2 ∗ ∗
∗ ∗ . . . ∗
∗ ∗ ∗ Hp
 , Ky,ε =

K1 0 0 0
0 K2 0 0
0 0
. . . 0
0 0 0 Kp

avec trace(pHk) = 1 pour k = 1, 2, . . . , p.
La relation qui lie Ki et Hi de´pend du type d’espace conside´re´ (hyperbolique
re´el, complexe, quaternionien ou de Cayley) et est de´crite dans [8], p. 751. On
peut ve´rifier aise´ment que
trace(
√
pKk) = Ek = entropie de (X˜k, gk)
pour k = 1, . . . , p.
Dans l’appendice B de [8] nous montrons que
de´t(pHk)
1/2
de´t(
√
pKk)
≤
(√
nk
Ek
)nk
.
On conclut, alors, graˆce a` la proposition 2.5, comme ci-dessus.
4 Le volume des repre´sentations
Nous donnons dans ce paragraphe une application de la technique introduite
dans [10] aux repre´sentations du groupe fondamental d’une varie´te´ compacte.
Dans ce qui suit X˜ est un produit fini d’espaces syme´triques simplement
connexe de courbure strictement ne´gative. Chaque facteur est suppose´ de di-
mension supe´rieure ou e´gale a` 3. On munit X˜ de la me´trique g0 de´crite dans
la proposition 2.4, c’est-a`-dire celle qui re´alise l’entropie minimale pour tous
les quotients compacts de X˜ . Par ailleurs, (Y, g) est une varie´te´ riemannienne
compacte dont le groupe fondamental est note´ Γ. On conside`re
ρ : Γ −→ Isom(X˜, g0)
une repre´sentation. Il existe toujours des applications e´quivariantes f : Y˜ → X˜
car X˜ est contractile (dans la suite nous donnerons un exemple explicite d’une
telle application). Elle ve´rifie donc
∀ϕ ∈ Γ, ∀y ∈ Y˜ , f(γ(y)) = ρ(γ) f(y) .
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On peut toujours la supposer C1, quitte a` la re´gulariser. Si on note ω0 la forme
volume de (X˜, g0) alors,
Definition 4.1 On appelle volume de la repre´sentation ρ, le nombre
vol(ρ) =
∫
Y
f∗(ω0) .
Remarques.
i) La de´finition ci-dessus a un sens car, f e´tant C1, f∗(ω0) est une forme
continue sur Y˜ qui de plus est invariante par Γ. Par ailleurs, il est imme´diat
de ve´rifier que vol(ρ) ne de´pend pas du choix de l’application e´quivariante
f .
ii) Il faut interpre´ter vol(ρ) comme l’analogue de la quantite´ | deg f | vol(X)
du the´ore`me 3.1. En effet, lorsque ρ(Γ) est discret et cocompact, agissant
sans point fixe, nous nous trouvons dans la situation du paragraphe 3
ou` X = X˜/ρ(Γ) et vol(X)| deg f | = vol(ρ) par de´finition du degre´ de
l’application f .
Nous prouvons donc un the´ore`me analogue :
The´ore`me 4.2 Avec les notations ci-dessus :
i) vol(ρ) ≤
( Ent(Y, g)
Ent(X˜, g0)
)n
vol(Y, g).
ii) L’e´galite´, dans l’ine´galite´ ci-dessus a lieu si, et seulement si, la repre´sentation
ρ est injective, X = X˜/ρ(Γ) est une varie´te´ compacte et (Y, g) est ho-
mothe´tique a` (X, g0).
Remarques.
i) Ce re´sultat est un premier pas dans la compre´hension des repre´sentations
des groupes fondamentaux de varie´te´s compactes dans des groupes d’i-
some´tries d’espaces syme´triques de type non compact.
ii) Les exemples de telles repre´sentations sont rares et nous discuterons ce
point plus loin dans le texte. Plus rares encore sont les exemples dont le
volume est non nul.
iii) Seul le cas de dimension 2, ou` notre me´thode ne s’applique pas, est
comple`tement compris (cf. [28]). En particulier, le the´ore`me 4.2 est une
ge´ne´ralisation de la ce´le`bre ine´galite´ de Milnor-Wood (cf. [36], [50] et [42]).
Preuve. L’ine´galite´ est e´le´mentaire et sa preuve est celle du the´ore`me 3.1,
i). Le cas d’e´galite´ par contre est beaucoup plus difficile car nous ne posse´dons
pas de quotient compact de X˜ (X˜/ρ(Γ) n’est meˆme pas un espace se´pare´, en
ge´ne´ral) sur lequel s’appuyer afin d’utiliser la the´orie du degre´ (voir la preuve
du cas d’e´galite´ de [8]).
Afin de traiter ce cas d’e´galite´ difficile nous devons conside´rer une autre
application e´quivariante que celle introduite dans le paragraphe 3. Soit f une
premie`re application continue et ρ-e´quivariante,
f : Y˜ −→ X˜ ,
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par exemple, nous pouvons prendre comme pre´ce´demment
f˜(y) = bar
(∑
γ∈Γ
e−Ent(Y,g)(1+ε) d(y,γ(O))ρ(γ)∗dµ
)
les notations e´tant, ici, celles du paragraphe 2.
On rappelle que si θ ∈ ∂F X˜ et z ∈ X˜, P0(z, θ) de´signe le noyau de Poisson
de X˜ , normalise´ en une origine O0 ∈ X˜ de sorte que
P0(O0, ·) ≡ 1 .
Nous construisons une autre application, comme dans [8], de´finie, pour tout
c > Ent(Y, g), par
F˜c(y) = bar
((∫
Y˜
e−cd(y,z)P0
(
f˜(z), θ
)
dvg(z)
)
dθ
)
.
La preuve de l’ine´galite´ i) du the´ore`me 4.2 est rigoureusement identique a`
celle donne´e dans le paragraphe 3. Nous ne la reproduirons donc pas. Notons
qu’elle peut eˆtre faite a` l’aide de la fonction f˜ de´finie e qu’il n’est pas ne´cessaire
d’utiliser la fonction F˜c ; cette dernie`re est toutefois beaucoup plus aise´e a` ma-
nipuler dans la preuve du cas d’e´galite´ ; elle est, par exemple plus re´gulie`re que
f .
Posons comme dans [8], pour c > Ent(Y, g)
ψ(c, y, θ) =
∫
Y˜
e−cd(y,z)P0(f(z), θ) dvg(z)
et
Φ(c, y, θ) =
ψ(c, y, θ)∫
∂F X˜
ψ(c, y, θ) dθ
qui est de norme L1(∂F X˜, dθ) e´gale a` 1.
Lemme 4.3 L’application (c, y) 7→ Φ(c, y, ·) est de classe C1 de l’intervalle
]Ent(Y, g),+∞[×Y˜ dans L1(∂F X˜).
Preuve. —Il n’est pas possible de montrer le lemme ci-dessus par simple
application du the´ore`me de de´rivation sous le signe somme. Toutefois, dans
[8], nous prouvons, comme corollaire du the´ore`me de convergence domine´e, que
y 7→ Φ(c, y, ·) est de classe C1 (a` c fixe´) et, si u ∈ TyY˜ , sa diffe´rentielle est
donne´e par
(u · ψ)(c, y, θ) = −c
∫
Y˜
e−cd(y,z)(u · d)(y, z)P0(f˜(z), θ) dvg(z)
la continuite´ en c de cette quantite´ est e´vidente en remarquant que |u · d| ≤
‖u‖g, que P0 est strictement positif et que, pour y et z fixe´s, c 7→ e−cd(y,z)
est de´croissante en c ; ceci permet d’appliquer une nouvelle fois le the´ore`me de
convergence domine´e.
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De meˆme, pour y et θ fixe´s, on peut appliquer le the´ore`me de de´rivation sous
le signe somme afin de montrer la diffe´rentiabilite´ en c (a` y et θ fixe´). En effet,
0 ≤ d(y, z)e−cd(y,z) ≤ e−c′d(y,z)
pour tout c′ < c. Ceci montre que
∂ψ
∂c
(c, y, θ) = −
∫
Y˜
d(y, z)e−cd(y,z)P0
(
f˜(z), θ
)
dvg(z)
existe et, encore graˆce au the´ore`me de convergence domine´e, est continue en
(c, y). Ceci prouve le lemme ci-dessus. On remarque que le meˆme type d’argu-
ment que ceux utilise´s dans [8] montrent que ∂ψ∂c est de classe C
1 comme fonction
de y a` valeurs dans L1(∂F X˜).
De meˆme ψ est de classe C∞ en c et chaque de´rive´e en c est de classe C1 en y
comme fonction de Y˜ a` valeurs dans L1(∂F X˜). L’assertion du lemme concernant
Φ s’en de´duit.
Lemme 4.4 L’application
F˜ :]Ent(Y, g),+∞[×Y˜ −→ X˜
(c, y) 7−→ F˜c(y)
est de classe C1.
Preuve. Il s’agit d’une simple application du the´ore`me des fonctions im-
plicites (voir [8]). Rappelons la preuve de ce fait. Soit {ei(x)}i=1,...,n une base
orthonorme´e de TxX˜ de´pendant de manie`re C∞ de x ∈ X˜. De´finissons les fonc-
tions
Gi(x, c, y) =
∫
∂F X˜
dB0(x, θ)(ei(x))Φ(c, y, θ) dθ
(on rappelle que B0(x, θ) de´signe la fonction de Busemann de (X˜, g0) normalise´e
en O0 et dθ la mesure canonique de ∂F X˜), et
G : X˜×]Ent(Y, g),+∞[×Y˜ −→ Rn
(x, c, y) 7−→ (G1(x, c, y), . . . , Gn(x, c, y)) .
Alors, la fonction F˜ est de´finie par l’e´quation implicite
G(F˜c(y), c, y) = 0 .
Le the´ore`me des fonctions implicites est alors facile a` ve´rifier car la condition
qu’il requiert est exactement celle qui assure l’existence du barycentre.
La fonction G e´tant C1 en (x, c, y) le lemme est prouve´. En fait F est, pour
les meˆmes raisons que pre´ce´demment, C∞ en c.
Preuve du cas d’e´galite´ ii). du the´ore`me 4.2—
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La preuve commence comme dans le paragraphe 7 de [8]. Pour fixer le facteur
d’homothe´tie supposons que g est normalise´e de sorte que
Ent(Y, g) = Ent(X˜, g0) = E0 .
On suppose donc que vol(ρ) = vol(Y, g). Le travail porte sur l’e´tude des formes
quadratiques, de´ja` introduites au paragraphe pre´ce´dent,
hy,c(·, ·) =
∫
∂F X˜
(
dB0|(F˜c(y),θ)(·)
)2
Φ(y, c, θ) dθ
ky,c(·, ·) =
∫
∂F X˜
DdB0|(F˜c(y),θ)(·, ·)Φ(y, c, θ) dθ
et des endomorphismes syme´triques et de´finis positifs correspondants, Hy,c et
Ky,c (ici, c joue le roˆle de Ent(Y, g)(1 + ε) = E0(1 + ε)). La plus grande valeur
propre de Hy,c est note´e µ
c
n(y) et ve´rifie,
0 < µcn(y) < 1 ,
en effet, l’endomorphisme syme´trique Hy,c est de g¯0-trace e´gale a` 1 et est de´fini
positif. On rappelle e´galement que trace(Ky,c) = Ent(X˜, g0) = E0 (ceci car Φ
est normalise´e).
1e`re e´tape : convergence presque suˆre de Hy,c.
La preuve de l’ine´galite´ i) du the´ore`me 4.2 consiste (comme dans le para-
graphe 3) a` montrer que,
∀y ∈ Y˜ , ∀c > E0, | Jac F˜c(y)| ≤
( c
E0
)n
.
Lemme 4.5 Il existe une suite ck tendant vers E0, telle que Jac F˜ck(y) −→
k→+∞
1
presque suˆrement sur Y˜ .
Preuve. Comme dans [8], lemme 7.3, posons fc(y) = Jac F˜c(y)− 1 et f±c =
sup(0,±fc) ; la fonction f+c tend uniforme´ment vers 0 lorsque c tend vers E0
car,
∀y ∈ Y˜ , 0 ≤ f+c (y) ≤
( c
E0
)n
− 1 .
Par ailleurs, pour tout c > E0,
vol(ρ) =
∫
Y
F˜ ∗c (ω0) =
∫
Y
Jac F˜c(y) dvg
≤
( c
E0
)n
vol(Y, g)−
∫
Y
f−c dvg
l’hypothe`ses vol(ρ) = vol(Y, g) implique que f−c tend vers 0 dans L
1(Y, g) lorsque
c tend vers E0, d’ou` l’existence d’une sous-suite ck telle que f
−
ck tende vers ze´ro
presque suˆrement.
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Lorsque (Y˜ , g˜) = (X˜, g¯0) et la mesure µ0 est la mesure canonique du bord
de Furstenberg ∂F X˜ , alors l’endomorphisme Hy,ε prend une forme particulie`re ;
en effet, pour tout x ∈ X˜ et pour ε = 0
Hx,0 =

1
pn1
I1 0 0 0
0 1pn2 I2 0 0
0 0
. . . 0
0 0 0 1pnp Ip
 ,
ou` x = (x1, . . . , xp) et Ik de´signe l’identite´ de TxkX˜k. De´sormais nous noterons
H0 l’endomorphismeHx,0. De meˆme, les termesKi (voir le paragraphe pre´ce´dent)
qui se calculent en fonctions de Hi =
1
pni
Ii et valentKi =
Ei√
pni
Ii. Nous noterons
K0 l’endomorphisme Kx,0 correspondant.
A` partir de maintenant nous conside`rerons une suite ck −→
k→+∞
E0 telle que
Jac F˜ck(y) −→
k→+∞
1 presque suˆrement en y ∈ Y˜ .
Lemme 4.6 Pour presque tout y ∈ Y˜ , limk→+∞Hy,ck = H0.
Preuve. Pour tout y ∈ Y˜ et pour tout x > E0
| Jac F˜c(y)| ≤
( c√
n
)n (de´tHy,c)1/2
de´t(Ky,c)
≤
( c
E0
)n
.
Soit y ∈ Y tel que | Jac F˜ck(y)| −→
k→+∞
1, la quantite´
(de´tHy,ck )
1/2
de´t(Ky,ck )
tend vers sa
valeur maximale, a` savoir
(√n
E0
)n
. On rappelle que
p∏
i=1
anii = 1 (voir le paragraphe
1).
Par une preuve en tout point analogue a` celle donne´e dans l’appendice B,
proposition B5 de [8], nous montrons l’existence d’une constante A > 0 telle
que
(de´tHy,c)
1/2
de´t(Ky,c)
≤
(√n
E0
)n(
1−A‖Hy,c −H0‖2g¯0
)
de sorte que
‖Hy,c −H0‖2g¯0 ≤
1
A
(
1−
(E0
c
)n
| Jac F˜c(y)|
)
et, si | Jac F˜ck(y)| −→
k→+∞
1, alors
Hy,ck −→
k→+∞
H0 .
2e`me e´tape : convergence uniforme de Hy,ck vers H0.
Nous reprenons les e´tapes de la preuve du cas d’e´galite´ de [8], paragraphe 7.
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Soit ck −→
k→+∞
E0 une sous-suite telle que Jac F˜ck −→ 1 presque suˆrement
et Hy,ck tende presque suˆrement vers H0. Pour simplifier les notations nous
utiliserons l’indice k en lieu et place de l’indice ck.
Lemme 4.7 Soient y et y′ deux points de Y˜ tels que µkn ≤ 1− 1n en tout point
d’une g-ge´ode´sique minimisante α qui joint y a` y′, alors
dg¯0(F˜k(y), F˜k(y
′)) ≤ K1dg(y, y′) .
On rappelle que µkn(y) = µ
ck
n (y) est la plus grande valeur propre de Hy,ck.
Preuve. On tire, comme dans le paragraphe 3, de l’e´quation implicite qui
de´finit F˜k, pour tous u ∈ TyY˜ et v ∈ TF˜k(y)X˜,
g¯0
(
Ky,kDyF˜k(u), v
)
=
∫
∂F X˜
dB0|(F˜k(y),θ)(v) dΦk|(y,θ)(u) dθ
= 2
∫
∂F X˜
dB0|(F˜k(y),θ)(v)
√
Φk(y, θ) d
√
Φk|(y,θ)(u) dθ
≤ 2g¯0
(
Hy,k(v), v
)1/2(∫
∂F X˜
(
d
√
Φk|(y,θ)(u)
)2
dθ
)1/2
.
Un calcul imme´diat montre que(∫
∂F X˜
(
d
√
Φk|(y,θ)(u)
)2
dθ
)1/2
≤ ck
2
g(u, u)1/2 . (∗)
Si u et v sont de norme 1, dans leur espace respectif, alors
g¯0
(
Ky,kDyF˜k(u), v
) ≤ ckg¯0(Hy,k(v), v)1/2
≤ ck
√
µkn(y) .
Maintenant, si X˜ est un produit d’espaces syme´triques de rang 1, de courbure
comprise entre −1 et −4, il est facile de ve´rifier (voir [8], appendice B) que, au
sens des formes quadratiques, pour tout i = 1, 2, . . . , p,
Ki ≥ Ii −Hi ≥ (1− µkn(y))Ii .
On rappelle que Hi (resp. Ki) de´signe la restriction de Hy,k (resp. Ky,k) a` X˜i.
En prenant v =
DyF˜k(u)
‖DyF˜k(u)‖g¯0
si DyF˜k(u) 6= 0, il vient
‖DyF˜k(u)‖g¯0 ≤ ck
√
µk
n
(y)
1− µkn(y)
(∗∗)
(si DyF˜k(u) = 0, l’ine´galite´ est trivialement vraie). Soit α la g-ge´ode´sique de y
a` y′ le long de laquelle µkn(α(t)) ≤ 1− 1n , on a, pour tout u ∈ Tα(t)Y˜ , de norme
1
‖Dα(t)F˜k(u)‖g¯0 ≤ 2nE0 = K1
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(si k est assez grand pour que ck ≤ 2E0). Par le the´ore`me des accroissements
finis
dg¯0
(
F˜k(y), F˜k(y
′)
) ≤ K1dg(y, y′) .
Lemme 4.8 Avec les meˆmes notations que pre´ce´demment, si P de´signe le
transport paralle`le de F˜k(y) a` F˜k(y
′) le long de la g¯0-ge´ode´sique minimisante
qui les joint, on a
‖hy,k ◦ P − hy′,k‖g¯0 ≤ K2
[
dg(y, y
′) + dg¯0(F˜k(y), F˜k(y
′))
]
.
Preuve. Nous de´signons par β(t) l’unique g¯0-ge´ode´sique, qui est minimisante,
allant de F˜k(y) a` F˜k(y
′) et par Z un champ de vecteurs paralle`le, le long de β,
de norme 1. Pour simplifier, posons Z1 = Z(F˜k(y)) et Z2 = Z(F˜k(y
′)). Alors
hy′,k(Z2, Z2)− hy,k(Z1, Z1)
=
∫
∂F X˜
(
dB0|(F˜k(y′),θ)(Z2)
)2
Φk(y
′, θ) dθ
−
∫
∂F X˜
(
dB0|(F˜k(y),θ)(Z1)
)2
Φk(y, θ) dθ
=
∫
∂F X˜
[(
dB0|(F˜k(y′),θ)(Z2)
)2
−
(
dB0|(F˜k(y),θ)(Z1)
)2]
Φk(y
′, θ) dθ
+
∫
∂F X˜
(
dB0|(F˜k(y),θ)(Z1)
)2(
Φk(y
′, θ)− Φk(y, θ)
)
dθ .
Des formules explicites de DdB0 et du fait que ‖dB0|(x,θ)(·)‖g¯0 ≤ 1, nous
tirons l’ine´galite´
|
(
dB0|(F˜k(y′),θ)(Z2)
)2
−
(
dB0|(F˜k(y),θ)(Z1)
)2
| ≤ K ′2dg¯0
(
F˜k(y
′), F˜k(y)
)
.
De meˆme, comme Φk(y, ·) est de norme 1 dans L1(∂F X˜, dθ) et en utilisant
l’ine´quation (∗)∫
∂F X˜
(
dB0|(F˜k(y),θ)(Z1)
)2[(√
Φk(y′, θ)
)2
−
(√
Φk(y, θ)
)2]
dθ
≤
(
‖
√
Φk(y, ·)−
√
Φk(y
′, ·)‖L2(∂F X˜)
)(
‖
√
Φk(y, ·) +
√
Φk(y
′, ·)‖L2(∂F X˜)
)
≤ ckdg(y, y′) .
Le lemme de´coule de l’addition de ces ine´galite´s.
Lemme 4.9 La suite Hk,y converge uniforme´ment par rapport a` y ∈ Y˜ vers
H0 lorsque k tend vers +∞.
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Preuve. Le comportement de Hk vis-a`-vis de l’action de Γ sur Y˜ montre qu’il
suffit de prouver la convergence uniforme sur un domaine fondamental D ⊂ Y˜ .
Le the´ore`me d’Egoroff ([25], p. 77) et le lemme 4.6 attestent que, pour tout
η > 0, il existe un ensemble mesurable K tel que
i) volg(D \K) < η ;
ii) sur K, la suite y 7→ Hk,y converge uniforme´ment vers H0.
Fixons ε > 0 petit, on peut choisir η tel que D \ K ne contienne aucune g-
boule de rayon ε, car, en effet, le volume d’une telle boule sur Y˜ est minore´ (la
me´trique de Y˜ est pe´riodique). On choisit aussi N ∈ N de sorte que
i) pour tout k ≥ N , E0 < ck < E0 + ε ;
ii) pour tout k ≥ N et pour tout y ∈ K, ‖Hy,k −H0‖g¯0 < ε.
Par ailleurs, si y /∈ K, dg(y,K) < ε. Rappelons que les valeurs propres de H0
sont les nombres 1pni , i = 1, 2, . . . , p. Posons K3 = K2(K1+1)+ 1 et supposons
ε assez petit pour que K3ε ≤ 1 − sup
i
( 1
pni
) − 1
n
. Nous allons montrer que si
k ≥ N , alors
∀y ∈ D, ‖Hy,k −H0‖g¯0 < K3ε .
Si ce n’est pas vrai, il existe y′ ∈ D tel que
‖Hy′,k −H0‖g¯0 ≥ K3ε ,
soit alors y ∈ K tel que dg(y′, y) < ε. Par continuite´ de l’application y 7→
Hy,k, il existe un premier point y
′′ sur le segment ge´ode´sique [y, y′] tel que
‖Hy′′,k − H0‖ = K3ε. Le choix de K3 montre que, sur le segment ge´ode´sique
[y, y′′],
µkn ≤ sup
i
( 1
pni
)
+K3ε ≤ 1− 1
n
.
D’apre`s les lemmes 4.7 et 4.8 ceci conduit a`
‖hy,k ◦ P − hy′′,k‖g¯0 ≤ K2(K1 + 1)ε
et comme ‖Hy,k −H0‖g¯0 < ε ceci conduit a`
‖Hy′′,k −H0‖g¯0 <
(
K2(K1 + 1) + 1
)
ε = K3ε
qui est une contradiction.
Remarquons que la convergence uniforme de Hy,k vers H0 implique la con-
vergence uniforme de Ky,k vers K0.
3e`me e´tape : convergence uniforme d’une sous-suite de F˜k.
Lemme 4.10 Il existe une sous-suite de la suite F˜k qui converge uniforme´ment
vers une application F˜ : Y˜ → X˜ continue et e´quivariante.
Preuve. Pour ε > 0 donne´, il existe M ∈ N tel que si k ≥M
∀y ∈ Y˜ , ‖Hy,k −H0‖g¯0 < ε .
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D’ou`
Hy,k ≤ H0 + εI
et par une remarque pre´ce´dente
Ky,k ≥ K0 − εI .
Ces deux ine´galite´s e´tant a` comprendre au sens des formes quadratiques. On
de´duit alors, avec (∗∗), qu’il existe un nombre re´el C > 0 tel que, pour tout
y ∈ Y˜ et u ∈ TyY˜ ,
‖DyF˜k(u)‖g¯0 ≤ C
(si ε est assez petit).
La suite d’application F˜k : Y˜ → X˜ est donc e´quicontinue.
Supposons qu’il existe y0 tel que F˜k(y0) ne reste dans aucun compact. Quitte
a` extraire une sous-suite, on peut supposer que F˜k(y0) −→
k→+∞
θ ∈ ∂X˜ (le bord
ge´ome´trique de X˜). Pour tout y ∈ Y˜ , alors
dg¯0(F˜k(y), F˜k(y0)) ≤ C dg(y, y0)
de sorte que F˜k(y) −→
k→+∞
θ par de´finition du bord ge´ome´trique de X˜. L’e´quivariance
de F˜k donne
F˜k(γy0) = ρ(γ)F˜k(y0)
et donc en passant a` la limite en k
θ = ρ(γ)θ
c’est-a`-dire, la repre´sentation ρ fixe un point de ∂X˜.
Lemme 4.11 Si ρ fixe un point θ0 de ∂X˜, alors vol(ρ) = 0.
Preuve. Soit B0(·, θ0) la fonction de Busemann de´finie par le point θ0 ∈ ∂X˜.
Supposons d’abord que θ0 est dans le bord de Fu¨rstenberg. Posons
Z(x) = ∇B0(x, θ0)
alors le champ de vecteurs Z est invariant par ρ. En effet, l’e´galite´
B0
(
α(x), θ0
)
= B0
(
x, α−1(θ0)
)
+B0
(
α(O0), θ0
)
pour α ∈ Isom(X˜), conduit a`
B0
(
ρ(γ)(x), θ0
)
= B0(x, θ0) +B0
(
ρ(γ)(O0), θ0
)
pour tout γ ∈ Γ ; ce qui donne en diffe´renciant
Z
(
ρ(γ)(x)
)
= ρ(γ)(Z(x)) .
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Par ailleurs, pour tout x ∈ X˜
div(Z)(x) = ∆
(
B0(·, θ)
)
= E0 .
Donc la forme diffe´rentielle ω = div(Z)ω0 = E0ω0 est invariante par ρ(γ), pour
tout γ ∈ Γ. En conse´quence, pour c > E0, F˜ ∗c (ω) est invariante par γ, pour tout
γ ∈ Γ. La de´finition de la divergence conduit a` l’e´galite´
div(Z)ω0 = −d
(
i(Z) · ω0
)
ou` i(Z) ·ω0 de´signe le produit inte´rieur de ω0 par le champ de vecteurs Z. D’ou`
F˜ ∗c (ω) = −F˜ ∗c
(
d(i(Z) · ω0)
)
= −d(F˜ ∗c (i(Z) · ω0))
et
vol(ρ) =
∫
Y
F˜ ∗c (ω0) =
1
E0
∫
Y
F˜ ∗c (ω) = 0 .
Si θ0 n’est pas dans le bord de Fu¨rstenberg la meˆme preuve peut eˆtre faite car
div(Z)(x) = ∆
(
B0(·, θ)
) 6= 0 .
Puisque nous sommes dans le cas d’e´galite´, vol(ρ) 6= 0, et la suite F˜k(y0) reste
donc dans un compact de X˜. On peut alors appliquer le the´ore`me d’Ascoli pour
de´duire qu’il existe une sous-suite, note´e encore F˜k, qui converge uniforme´ment
sur D ⊂ Y˜ vers une application continue F : D → X˜. L’e´quivariance de F˜k,
pour tout k, montre que F˜k converge uniforme´ment sur Y˜ et que la limite F est
e´galement e´quivariante.
4e`me e´tape : F˜ est une isome´trie.
Lemme 4.12 L’application F˜ : (Y˜ , g˜)→ (X˜, g0) contracte les distances, c’est-
a`-dire, pour tout y, y′ dans Y ′
dg0
(
F˜ (y), F˜ (y′)
) ≤ dg(y, y′)
et DF˜ (y) est une isome´trie entre (TyY˜ , g) et (TF˜ (y)X˜, g0) pour presque tout
y ∈ Y˜ .
Preuve. Pour ε > 0 donne´, on peut choisir k assez grand pour que, pour tout
y ∈ Y˜ ,
Hy,k ≤ H0 + εI
Ky,k ≥ K0 − εI .
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Alors, l’ine´galite´ 2.5 nous conduit a` l’estimation suivante, pour u ∈ TyY˜ et
v ∈ TF˜k(y)X˜ :
g¯0
(
Ky,c(DF˜k(y)(u)), v
) ≤ (1 + ε)E0(g¯0(Hy,c(v), v))1/2(h′y,k(u, u))1/2 .
On rappelle que la de´finition des fonctions F˜k est inde´pendante des coefficients
choisis pour de´finir la me´trique de re´fe´rence, c’est-a`-dire qu’elle donne la meˆme
fonction qu’on utilise g¯0 =
p⊕
i=1
gi0 ou bien g0 =
p⊕
i=1
a2i g
i
0. Nous avons choisi
d’utiliser g¯0 pour de´finir le barycentre sur X˜, en conse´quence les matrices Hy,k,
H0, Ky,k et K0 sont de´finies e´galement graˆce a` la me´trique g¯0.
On rappelle e´galement que Gi,k, i = 1, 2, . . . , p, de´signe la i-ie`me composante
de F˜k dans la de´composition X˜ = X˜1 × · · · × X˜p et que Hi (resp. Ki) de´signe
la restriction de Hy,k (resp. Ky,k) a` TF˜i,k(y)X˜i (ici on omet volontairement les
indices y et k dans Hi et Ki afin d’alle´ger les notations). Si v = (v1, . . . , vn)
est tangent a` X˜i, c’est-a`-dire si vj = 0 pour tout j 6= i, alors, graˆce a` la forme
diagonale par blocs de Ky,c nous obtenons
g¯0
(
Ki(DF˜i,k(y)(u)), vi
) ≤ (1 + ε)E0(g¯0(Hivi, vi))1/2(h′y,k(u, u))1/2
(on identifie, par abus de langage v a` sa composante vi).
En utilisant l’ine´galite´ pre´ce´dente sur Hy,k,
g¯i0
(
Ki(DF˜i,k(y)(u)), vi
) ≤ (1 + ε)E0( 1
pni
+ ε
)1/2
‖vi‖gi
0
(
h′y,k(u, u)
)1/2
.
En prenant le supremum en vi de norme 1, nous obtenons,
‖Ky,c
(
DF˜i,k(y)(u)
)‖g¯0 = ‖Ki(DF˜i,k(y)(u))‖gi0 ≤ E0√p√ni (h′y,k(u, u))1/2(1+o(ε)) .
Les ine´galite´s pre´ce´dentes donnent encore,
Ei√
pni
(1 + o(ε))‖DF˜i,k(y)(u)‖g¯0 ≤
E0√
p
√
ni
(
h′y,k(u, u)
)1/2
(1 + o(ε)) ,
or les coefficients ai apparaissant dans la de´finition de la me´trique g0 valent :
ai =
Ei
√
n√
niE0
d’ou`, pour tout u ∈ TyY˜
ai‖DF˜i,k(y)(u)‖gi
0
≤ √n(h′y,k(u, u))1/2(1 + o(ε))
et, pour tout u ∈ TyY˜
F˜ ∗k g0(u, u) = ‖DF˜k(y)(u)‖2g0 =
p∑
i=1
a2i ‖DF˜i,k(y)(u)‖2gi
0
≤ nh′y,k(u, u)(1 + o(ε)) .
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On peut alors calculer la trace du tenseur syme´trique F˜ ∗k g0 par rapport a` la
me´trique g sur Y˜ en y ∈ Y˜ .
traceg(F˜
∗
k g0) ≤ n(1 + o(ε)) .
En effet, on rappelle que traceg(h
′
y,k) = 1 (voir le paragraphe 2).
Par ailleurs le de´terminant de F˜ ∗k g0 relativement a` g, c’est-a`-dire | Jac F˜k|2,
tend presque suˆrement vers 1 sur Y˜ . Alors si Ak,y de´signe la matrice de F˜
∗
k g0
dans une base g-orthonorme´e, nous avons, pour k assez grand,
1− ε ≤ (de´tAk,y)1/n ≤ 1
n
trace(Ak,y) ≤ 1 + ε
ce qui implique que
‖Ak,y − (de´tAk,y)1/nId‖ = o(ε) .
En conclusion, DF˜k converge presque suˆrement sur Y˜ vers une isome´trie.
Alors, l’application F˜ est limite uniforme d’une suite d’applications lips-
chitzienne F˜k dont les diffe´rentielles DF˜k sont uniforme´ment borne´es et conver-
gent presque suˆrement vers une isome´trie ; le lemme 7.8 de [8] montre que, dans
ce cas, l’application F est 1-lipschitzienne. Nous ne reproduisons pas la preuve
de ce fait.
L’application F˜ est presque partout diffe´rentiable par le the´ore`me de Rademacher
et, comme elle est 1-lipschitzienne, on a, pour presque tout y ∈ Y˜
| Jac F˜ (y)| ≤ 1 .
Par ailleurs,
vol(ρ) =
∫
Y
F˜ ∗(ω0) =
∫
Y
(
Jac F˜ (y)
)
dvg = vol(Y, g) .
D’ou`, pour presque tout y ∈ Y˜ , Jac F˜ (y) = 1.
Enfin, pour presque tout y ∈ Y˜ , pour tout u ∈ TyY˜ , le caracte`re 1-lipschitzien
de F˜ implique que
‖DyF˜ (u)‖g0 ≤ ‖u‖g .
Ceci, combine´ au fait que pour presque tout y ∈ Y˜ , Jac F˜ (y) = 1, montre que
la diffe´rentielle de F˜ , DyF˜ , est presque partout sur Y˜ une isome´trie (entre TyY˜
et TF˜ (y)X˜).
Le lemme est prouve´.
Lemme 4.13 L’application F˜ minimise la fonctionnelle Ep(h) =
1
vol(Y )
∫
Y ‖Dh‖pg,g0
parmi toutes les applications h de Y˜ dans X˜, ρ-e´quivariantes et lipschitziennes,
pour tout p ≥ n. Ici ‖Dh‖pg,g0 est calcule´e a` l’aide de la me´trique g sur Y˜ et g0
sur X˜.
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Preuve. Notons que, par l’e´quivariance de h, l’inte´grand dans l’expression
de Ep(h) est invariant par Γ et est donc une quantite´ de´finie sur Y . Si {ei} est
une base g-orthonorme´e en y ∈ Y˜ .
‖Dh(y)‖g,g0 =
( 1
n
n∑
i=1
‖Dh(y)(ei)‖2g0
)1/2
.
Cette quantite´ est de´finie pour presque tout y ∈ Y˜ . On a donc, pour presque
tout y ∈ Y˜ ,
| Jach(y)|p/n ≤ ‖Dh(y)‖pg,g0
pour tout p ≥ 0. Maintenant si p ≥ n
1 =
( vol(ρ)
vol(Y )
)p/n
=
( 1
vol(Y )
∫
Y
Jach(y)dvg(y)
)p/n
≤ 1
vol(Y )
∫
| Jach(y)|p/ndvg(y)
≤ Ep(h) .
Si h est remplace´e par F˜ , en utilisant le fait que DF˜ (y) est une isome´trie
pour presque tout y ∈ Y˜ , il vient
1 = Ep(F˜ ) ≤ Ep(h) .
Corollaire 4.14 L’application F˜ est de classe C∞.
Preuve. En fait, nous prouvons que F˜ est harmonique, la re´gularite´ s’en
de´duit.
De manie`re heuristique nous pouvons dire que l’e´quation d’Euler associe´e a`
la fonctionnelle Ep, p ≥ n s’e´crit
div
(‖DF˜‖p−2g,g0DF˜ ) = 0
ou` la divergence est a` comprendre comme celle d’une 1-forme sur Y˜ a` valeurs
dans T X˜ (voir [23], page 6). Mais F˜ a une diffe´rentielle qui est presque partout
une isome´trie, de sorte que ‖DF˜‖g,g0 = 1 presque partout sur Y˜ , et l’e´quation
devient
div(DF˜ ) = 0
c’est-a`-dire F˜ est harmonique.
Plus pre´cise´ment, DF˜ est interpre´te´e comme une 1-forme sur Y˜ a` valeurs
dans le fibre´ F˜−1(T X˜), c’est-a`-dire un e´le´ment de C0ρ
(
T ∗(Y˜ )⊗ F˜−1(T X˜)), qui
est de plus ρ-e´quivariante (voir [23], page 8) ; soit alors Z un champ de vecteurs
C∞ le long de F˜ , qui satisfait e´galement la relation de ρ-e´quivariance ade´quate,
c’est-a`-dire qui est un e´le´ment de C∞ρ
(
Y˜ , F˜−1(T X˜)
)
; alors il existe une variation
a` un parame`tre de F˜ , note´e F˜t, ρ-e´quivariante, telle que
∀y ∈ Y˜ , d
dt
F˜t(y)|t=0 = Z(y)
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(voir [24], page 397).
Comme F˜ minimise Ep, pour p ≥ n, on a
d
dt |t=0
Ep(F˜t) = 0
c’est-a`-dire,
d
dt |t=0
1
vol(Y )
∫
Y
‖DF˜t(y)‖pg,g0dvg(y) = 0
mais
d
dt
( 1
vol(Y )
∫
Y
‖DF˜t(y)‖pg,g0dvg(y)
)
=
1
vol(Y )
∫
Y
d
dt
(‖DF˜t(y)‖pg,g0)dvg(y)
=
1
vol(Y )
∫
Y
p
2
‖DF˜t(y)‖p−2g,g0
d
dt
(‖DF˜t(y)‖2g,g0)dvg(y).
En t = 0, comme ‖DF˜ (y)‖g,g0 = 1 pour presque tout y ∈ Y˜ , on a
0 =
p/2
vol(Y )
∫
Y
d
dt |t=0
(‖DF˜t(y)‖2g,g0)dvg(y)
c’est-a`-dire, F˜ est un point critique de la fonctionne E2. L’application F˜ est
donc faiblement harmonique (au sens des distributions, voir [24], page 397).
D’apre`s les the´ore`mes de re´gularite´ classiques (voir [24], 3.10, page 397), F˜
e´tant continue, elle est de classe C∞.
Remarque. Nous avons montre´ que F˜ est un point critique de E2, mais en fait
elle minimise cette fonctionnelle car l’espace e´tant de courbure ne´gative ou nulle
la fonctionnelle E2 est convexe.
Nous pouvons alors terminer la preuve du the´ore`me 4.2 ii). L’application
F˜ a une diffe´rentielle DF˜ (y) qui est continue en y et est donc une isome´trie
pour tout y ∈ Y˜ ; la varie´te´ Y˜ e´tant connexe et comple`te, X˜ e´tant connexe et
simplement connexe nous de´duisons de cela que F˜ est une isome´trie surjective
de Y˜ sur X˜ (c’est en effet un exercice classique, voir [27], 2.108, exercice a),
page 97). En particulier ρ(Γ) est un sous-groupe discret cocompact de Isom(X˜)
agissant sans points fixes et la repre´sentation ρ est injective.
Remarques.
i) Le lemme 4.11 peut s’e´tendre et donne lieu a` la proposition suivante :
Proposition 4.15 S’il existe une mesure de Radon finie et non nulle µ, de´finie
sur ∂X˜, invariante par ρ(Γ), alors vol(ρ) = 0.
Preuve. La preuve est identique a` celle du lemme 4.11, en posant
Z(x) =
∫
∂X˜
∇B(x, θ)dµ(θ) .
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ii) Par ailleurs, si vol(ρ) 6= 0 le groupe ρ(Γ) ne peut pas fixer (globalement)
un sous-espace strict et totalement ge´ode´sique de X˜ , car, sinon, nous pour-
rions choisir une application e´quivariante f a` valeurs dans ce sous-espace,
et la chute de dimension entraˆınerait que vol(ρ) = 0, une contradiction.
En utilisant le crite`re ge´ome´trique e´nonce´ dans [33], nous montrons donc
(a` l’aide de la remarque ii) et de la proposition 4.15) que
Proposition 4.16 Si vol(ρ) 6= 0 alors ρ(Γ) est re´ductif.
On rappelle que ρ(Γ) est dit re´ductif si son adhe´rence de Zariski l’est, c’est-
a`-dire si cette dernie`re a un radical unipotent trivial.
Notons que dans [33], la re´ductivite´ de ρ(Γ) est prouve´e eˆtre une con-
dition ne´cessaire et suffisante a` l’existence d’une application harmonique ρ-
e´quivariante.
Enfin, le the´ore`me 4.2 conduit au
Corollaire 4.17 Si ρ est une repre´sentation de Γ = π1(Y ) dans Isom(X˜, g0),
ou` Y est une varie´te´ compacte, alors
minvol(Y ) ≥
(Ent(X˜, g0)
n− 1
)n
vol(ρ) .
Preuve. On rappelle que
minvol(Y ) = inf{vol(Y, g)g me´trique sur Y telle que |Kg| ≤ 1}
et que si la courbure sectionnelle Kg de la me´trique g ve´rifie Kg ≥ −1 alors on
a Ent(Y, g) ≤ n− 1 (voir [8]).
Remarque.
i) En particulier, s’il existe une repre´sentation ρ telle que vol(ρ) 6= 0 alors
minvol(Y ) > 0.
ii) On pourrait remplacer le volume minimal minvol(Y ) par
minvolRicci(Y ) = inf
{
vol(Y, g)Riccig ≥ −(n− 1)g
}
.
5 Applications
Dans ce paragraphe nous nous inte´ressons au cas ou` (Y˜ , g˜) est elle-meˆme un
produit fini d’espaces syme´triques simplement connexe de courbure strictement
ne´gative. Comme pre´ce´demment un tel espace sera note´ (X˜, g˜0), ou` g0 est la
me´trique de´finie au paragraphe 2 et qui minimise l’entropie. De meˆme, Γ de´signe
un re´seau cocompact et sans torsion de Isom(X˜, g˜0), et ρ est un morphisme
ρ : Γ −→ Isom(X˜, g˜0).
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Des exemples de telles repre´sentations sont rares et le but de ce paragraphe est,
en particulier, de rappeler quelques unes des constructions classiques.
Dans cette situation, le the´ore`me 4.2 s’e´crit
vol(ρ) ≤ vol(X, g0)
ou` X = X˜/Γ. L’e´galite´, dans cette ine´galite´, n’a lieu que si et seulement si
(X˜/ρ(Γ), g0) est une varie´te´ isome´trique a` (X, g0), c’est-a`-dire si ρ(Γ) est un
re´seau cocompact de Isom(X˜, g˜0). Nous re´pondons, dans ce paragraphe a` la
question :
Question 5.1 Existe-t-il des repre´sentations, comme ci-dessus, telles que 0 <
vol(ρ) < vol(X, g0) ?
Rappelons qu’un re´seau Γ dans un groupe de Lie G, semi-simple connexe
sans facteur compact est dit re´ductible si G posse`de des sous-groupes normaux
H et H ′ tels que G = H.H ′, H ∩ H ′ est discret et Γ/(Γ ∩H).(Γ ∩H ′) est fini
(voir [41] page 86). Γ est dit irre´ductible s’il n’est pas re´ductible
Alors, lorsque Γ est irre´ductible, le the´ore`me de super-rigidite´ de Margulis
([35], chapitre VII) fournit une re´ponse ne´gative comple`te a` la question ci-dessus.
Proposition 5.2 Avec les notations ci-dessus, si Γ est irre´ductible et vol(ρ) 6=
0 alors ρ(Γ) est un re´seau cocompact de Isom(X˜, g˜0) et donc vol(ρ) = vol(X, g0).
Preuve. On se propose d’appliquer le the´ore`me 6.16 de [35], p. 332. On note
G = Isom(X˜, g˜0), c’est un groupe alge´brique de´fini sur R et semi-simple. Pour
utiliser le re´sultat 6.16 de [35] il faut travailler avec des groupes de Lie connexe,
or Γ est un sous-groupe de G+, le sous-groupe de G constitue´ des isome´tries
pre´servant l’orientation et G+ n’est pas ne´cessairement connexe. En effet, si
γ = (γ1, . . . , γn), ou` γi ∈ Isom(X˜i, g˜i0) , et si un nombre pair de γi renverse
l’orientation alors γ ∈ G+, ne´anmoins γ ne peut pas eˆtre connecte´ a` l’identite´.
On rappelle que G a` un nombre fini de composantes connexes car c’est un
groupe alge´brique. Soit G0 la composante de l’e´le´ment neutre et Γ0 = G0 ∩ Γ.
Il est aise´ de ve´rifier que G0 = Isom+(X˜1, g˜
1
0)×· · ·×Isom+(X˜p, g˜p0) ou` Isom+
de´signe le groupe (connexe) d’isome´tries directes.
Les quatre lemmes qui suivent n’utilisent pas l’irre´ductibilite´ de Γ. Cette
hypothe`se ne sera utilise´e que pour appliquer le the´ore`me de super-rigidite´.
Lemme 5.3 Le groupe Γ0 est un re´seau cocompact de G0 ainsi que de G.
Preuve. L’application naturelle Γ/Γ0 →֒ G/G0 est injective, Γ0 est donc
d’indice fini dans Γ et est un re´seau cocompact de G. Par ailleurs, G0/Γ0 est
une composante connexe de G/Γ0, donc est compacte. Un the´ore`me ge´ne´ral est
prouve´ dans [41], p. 23 (the´ore`me 1.13).
Pour alle´ger les notations nous de´signeronsmaintenant par ρ la repre´sentation
restreinte a` Γ0. Soit Γ1 = ρ−1
(
ρ(Γ0) ∩G0).
Lemme 5.4 Le groupe Γ1 est d’indice fini dans Γ0.
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Preuve. L’application Γ0/Γ1 → G/G0 induite par ρ est injective, d’ou` le
re´sultat.
Le groupe Γ1 est donc un re´seau cocompact de G (et de G0) qui de plus,
comme Γ, est irre´ductible. La restriction de ρ a` Γ1 est un homomorphisme
ρ : Γ1 → G0
a` valeurs dans le groupe semi-simple, connexe G0.
Lemme 5.5 Les groupes G et G0 n’ont pas de centre.
Preuve. Si a ∈ G0 est dans le centre de G0, a doit commuter avec tous les
e´le´ments de G0 ; or, pour x ∈ X˜ fixe´ x = (x1, . . . , xn) les isome´tries du type
(γ1, . . . , γn), ou` γi est une isome´trie directe fixant xi, sont dans G
0. L’e´le´ment
a doit donc fixer x, pour tout x, c’est donc l’identite´.
Dans la terminologie de [35], le groupe G0 est adjoint (il n’a pas de centre
et est de´fini sur R, voir [35], p. 13).
Lemme 5.6 Le groupe ρ(Γ1) est Zariski-dense dans G0.
Preuve. Rappelons que Γ1 est d’indice fini dans Γ, on voit alors, de manie`re
e´le´mentaire, que
vol(ρ) = [Γ : Γ1] vol(ρ|Γ1)
de sorte que l’hypothe`se de la proposition ?? implique que vol(ρ|Γ1) 6= 0. La
proposition 4.16, qui est un corollaire de la remarque 1.4 i) de [33], montre
que ρ(Γ1) est re´ductif. Soit H son adhe´rence de Zariski, alors H est e´galement
re´ductif. Comme H est alge´brique, quitte a` restreindre a` un re´seau d’indice fini
dans Γ1, on peut supposer que H est connexe.
L’alge`bre de Lie deH , c’est-a`-dire h est une sous-alge`bre re´ductive alge´brique
de g0, alors d’apre`s le the´ore`me 4, p. 261 de [38], il existe une involution de
Cartan de g0 qui stabilise h. Plus pre´cise´ment, l’espace syme´trique X˜ est identifie´
a` G0/K0 par le choix d’une de´composition de Cartan de G0 (ici, K0 de´signe
un sous-groupe compact maximal de G0) ; alors, si σ0 de´signe l’involution de
Cartan correspondante, il existe g ∈ G0 tel que l’involution gσ0g−1 pre´serve h.
Soit x ∈ X˜ le point correspondant a` la classe de g dans G0/K0, alors d’apre`s
la proposition 2.6.2 de [22], la sous-varie´te´ Hx = Y est totalement ge´ode´sique
dans (X˜, g0) et ρ(Γ
1) invariante.
On peut donc, pour calculer le volume de la repre´sentation ρ|Γ1 (ρ restreinte
a` Γ1) utiliser une application C1, ρ|Γ1-e´quivariante de X˜ dans Y . Si H 6= G0
alors dimY < dim X˜ ce qui implique vol(ρ|Γ1) = 0 et vol(ρ) = 0. Ceci est en
contradiction avec l’hypothe`se de la proposition.
Nous sommes maintenant en situation pour appliquer le the´ore`me de super-
rigidite´ 6.16 b) de [35], p. 332 (le groupe G0, qui est le groupe de de´part et
d’arrive´e n’a aucune composante simple compacte, c’est-a`-dire n’a pas de facteur
R-anisotrope). La repre´sentation ρ se prolonge en un (unique) homomorphisme
continu
ρ˜ : G0 → G0
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qui est donc analytique ([30], p. 117, the´ore`me 2.6). Le noyau Ker ρ˜ est un
sous-groupe de Lie de G0 (car ferme´). On rappelle que G0 =
p∏
i=1
Gi, ou` Gi =
Isom+(X˜i, g˜
i
0) est un groupe simple. Comme Ker ρ˜ est normal, il est produit de
certains Gi de la liste pre´ce´dente : Ker ρ˜ =
q∏
k=1
Gk pour q ≤ p.
De plus, l’image ρ˜(G0) est un groupe de Lie isomorphe a` G0/Ker ρ˜, c’est-
a`-dire isomorphe a`
p∏
k=q+1
Gk si q < p, a` {e} sinon. En particulier ρ˜(G0) est
un sous-groupe semi-simple de G0, invariant par ρ(Γ1). L’argument du lemme
5.6 montre que l’hypothe`se vol(ρ) 6= 0 implique que ρ˜(G0) doit eˆtre e´gal a` G0,
c’est-a`-dire que ρ˜ doit eˆtre un automorphisme (analytique). En particulier ρ˜ est
un diffe´omorphisme et ρ˜(Γ1) est un groupe discret et cocompact. Le the´ore`me
de Mostow permet de conclure que les varie´te´s localement syme´triques X˜/Γ1 et
X˜/ρ˜(Γ1) sont isome´triques et donc que
vol(ρ|Γ1) = vol(X˜/Γ
1) .
Comme Γ1 est d’indice fini dans Γ, on en de´duit que
vol(ρ) = vol(X, g0) .
Nous allons maintenant e´tudier les cas ou` le re´seau Γ est re´ductible. On
rappelle qu’un re´seau Γ1 de G0 qui est re´ductible ve´rifie les proprie´te´s suivantes
(voir [41], p. 86, 5.22) : il existe une famille finie de sous-groupes normaux et
connexes de G0, H1, . . . , Hk telle que :
i) Hi ∩
∏
j 6=i
Hj est discret pour tout i ∈ {1, . . . , k}.
ii) G0 =
k∏
i=1
Hi.
iii) Γ1i = Hi ∩ Γ1 est un re´seau irre´ductible de Hi.
iv)
k∏
i=1
Γ1i est un sous-groupe normal d’indice fini de Γ
1.
Comme pre´ce´demment nous pouvons travailler a` un sous-groupe d’indice
fini pre`s et donc supposer que
k∏
i=1
Γ1i = Γ
1. De meˆme, chaque Hi doit eˆtre un
produit de facteurs simples composant G0, c’est-a`-dire
Hi =
pi+ri∏
s=pi
Gs .
En particulier, si i 6= j, Hi et Hj commutent.
Proposition 5.7 Avec les notations ci-dessus, si Γ est re´ductible et vol(ρ) 6= 0
et si, pour tout i, Hi est super-rigide alors ρ(Γ) est un re´seau cocompact et donc
vol(ρ) = vol(X, g0).
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Preuve. Par groupe super-rigide nous entendons un groupe auquel nous pou-
vons appliquer le the´ore`me de super-rigidite´, c’est-a`-dire , dans notre situation,
soit Hi est de rang supe´rieur ou` e´gal a` 2 (ri ≥ 1) ou bien Hi est le groupe
d’isome´tries directes d’un espace hyperbolique quaternionien ou du plan hyper-
bolique de Cayley.
Comme pre´ce´demment nous travaillons avec le sous-groupe Γ1. De´finissons
ρi = ρ|Γ1i , pour i = 1, . . . , k ; ici nous commettons un abus de langage et identi-
fions Γ1i et {e}×· · ·×{e}×Γ1i×{e}×· · ·×{e}. De´finissons les groupesKi = ρi(Γ1i ),
l’adhe´rence de Zariski de ρi(Γ
1
i ) ; ce sont des sous-groupes alge´briques de G
0 et le
the´ore`me 6.15 i), a) de [35], p. 332 affirme que, si rang Hi ≥ 2, Ki est un groupe
semi-simple. Insistons sur le fait que Hi est conside´re´ comme un sous-groupe
du groupe de de´part de la repre´sentation ρ et Ki comme un sous-groupe du
groupe d’arrive´e. Le meˆme re´sultat pour le cas ou` Hi est le groupe d’isome´tries
(directes) de l’espace hyperbolique quaternionien ou du plan hyperbolique de
Cayley est prouve´ dans [47]. Dans tous les cas, donc, Ki est un groupe semi-
simple.
Lemme 5.8 Les groupes Ki sont sans facteurs compacts et
∏
Ki est semi-
simple.
Preuve. Quitte a` passer a` un sous-groupe d’indice fini de Γ1i nous pouvons
supposer que Ki est un produit de groupes simples. Supposons qu’il contienne
un facteur compact, soit
Ki = L
1
i × · · · × Lkii × U
ou` U est un groupe simple compact ; alors U est normal dans Ki. Par ailleurs
ρi(Γ
1
i ) et ρj(Γ
1
j) commutent si i 6= j, car Γ1i et Γ1j commutent dans G0 (nous
faisons ici l’abus de langage signale´ pre´ce´demment) ; les groupes Ki et Kj com-
mutent donc e´galement si j 6= i. Le groupe U est donc normal dans le produit
k∏
i=1
Ki ; remarquons que ce produit est de´fini comme le groupe engendre´ par les
produits d’e´le´ments de Ki. Il est de´fini sans ambigu¨ıte´ car les groupes commu-
tent deux a` deux. Par ailleurs
k∏
i=1
Ki est Zariski-dense donc e´gal a` G0 ; en effet,
il contient ρ(Γ1) qui Zariski dense car vol(ρ) 6= 0 (voir le lemme 5.6). Le groupe
U est donc normal dans G0 ; il est alors e´gal a` une des composantes de G0 ou
bien re´duit a` l’e´le´ment neutre ; aucune des composantes de G0 n’e´tant compacte
U est trivial.
Enfin les arguments pre´ce´dents montrent que les composantes simples de
Ki et Kj sont distincts et donc que
k∏
i=1
Ki est semi-simple (c’est le produit de
toutes les composantes des groupes Ki).
Nous pouvons donc appliquer le the´ore`me de super-rigidite´ de [35], (6.16 c),
p. 332) pour les composantes Hi de rang ≥ 2 et celui de [17] pour les autres et
affirmer que les repre´sentations ρi se prolongent en des morphismes continus
ϕi : Hi → Ki .
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On construit alors un prolongement de ρ en
ϕ : G0 −→
k∏
i=1
Ki ⊂ G0
(γ1, . . . , γk) 7−→
(
ϕ1(γ1), · · · , ϕk(γk)
)
Les morphismes ϕi commutent et ϕ est bien de´fini et est un morphisme con-
tinu. On termine donc la preuve de la proposition refreductible par les meˆmes
arguments que ceux de la preuve de la proposition 5.2.
Nous nous inte´ressons maintenant au cas ou` G0 posse`de des composantes
simples non super-rigides. Supposons donc que Γ1 = Γ11 ∗ Γ12 (produit libre) ou`
Γ11 est un re´seau cocompact d’un groupe H1 extension finie d’un produit de
groupes super-rigides et Γ12 est un re´seau cocompact de H2 produit de copies de
PO(k, 1) et PU(k′, 1). Les arguments qui pre´ce`dent s’appliquent pour montrer
que
i) ρ(Γ) est Zariski dense dans G0 si vol(ρ) 6= 0.
ii) Soit Ki, i = 1, 2, l’adhe´rence de Zariski de ρi(Γ
1
i ). La densite´ de ρ(Γ)
implique la densite´ (pour la topologie de Zariski) de K1K2 ; les deux groupes
commutent. En de´composant Γ11 en produits de re´seaux cocompacts irre´ductibles
on voit, en utilisant les arguments de la preuve du lemme 5.8, que K1 est semi-
simple sans facteurs compacts. Si G0 =
p∏
i=1
Gk, ou` les Gk sont des groupes
d’isome´tries directes d’espaces syme´triques de rang 1 et de type non compact,
alorsK1 =
q∏
k=1
Gk (par exemple) ; en effet, K1 est un sous-groupe normal de G
0.
Le groupe K2 est donc inclus dans
p∏
q+1
Gk et comme K1K2 est Zariski dense,
K2 =
p∏
q+1
Gk (en particulier il est semi-simple). On peut choisir une application
e´quivariante fi de Hi → Ki et un calcul imme´diat montre que
vol(ρ) = vol(ρ1) vol(ρ2) ,
de sorte que vol(ρ1) 6= 0. Le the´ore`me de super-rigidite´ (applique´ comme pre´ce´demment
aux composantes irre´ductibles de Γ11) permet d’e´tendre ρ1 en un morphisme con-
tinu
ϕ1 : H1 → K1
et la non nullite´ de vol(ρ1) montre que ϕ1 est un isomorphisme et donc montre
que ρ(Γ11) est isomorphe a` Γ
1
1 ce qui conduit a`
vol(ρ1) = vol(H1/Γ
1
1) .
Le groupe K2 contient les composantes non super-rigides de G
0, de meˆme que
H2, ils sont donc isomorphes. C’est la seule composante non triviale de ρ.
Nous donnons maintenant un exemple de repre´sentation du groupe fonda-
mental d’une varie´te´ hyperbolique re´elle, de volume non nul et d’image non
discre`te.
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Exemple : produit amalgame´.
Soit X une varie´te´ hyperbolique compacte de dimension n ≥ 3. Supposons
qu’il existe dans X une hypersurface compacte plonge´e totalement ge´ode´sique
note´e Σ et incompressible, c’est-a`-dire telle que l’application induite : π1(Σ)→
Π1(X) soit une injection. Nous supposons de plus que cette hypersurface se´pare
X en deux composantes connexes XA et XB de groupe fondamental respectif
A et B. En posons C = π1(Σ), le the´ore`me de Van Kampen montre que
π1(X) = A ∗C B
produit amalgame´ de A et B sur C. Les groupes π1(X), A, B et C sont des sous-
groupes de PO(n, 1) et agissent donc sur l’espace hyperbolique Hn. Choisissons
un releve´ Σ˜ de Σ dans Hn ; Σ˜ est une hypersurface totalement ge´ode´sique. On
identifie C au sous-groupe de π1(X) qui fixe Σ˜. Soit s la syme´trie par rapport
a` Σ˜, on de´finit
ρ : π1(X) −→ PO(n, 1)
a ∈ A 7−→ a
b ∈ B 7−→ sbs−1 .
Lemme 5.9 L’application ρ de´finit une repre´sentation de π1(X) dans PO(n, 1).
Preuve. Le groupe π1(X) est le quotient du produit libre A ∗ B par les
relations qui consistent a` identifier un e´le´ment de C dans A avec le meˆme e´le´ment
dans B. Comme ρ est un morphisme en restriction a` A et a` B respectivement,
il suffit de ve´rifier la compatibilite´ avec les relations. Or, si c ∈ C
scs−1 = c
d’ou` le re´sultat.
Afin de calculer le volume de cette repre´sentation il faut trouver une appli-
cation lipschitzienne f : Hn → Hm, ρ-e´quivariante.
Proposition 5.10 Avec les notations ci-dessus on a,
vol(ρ) = vol(XA)− vol(XB) .
Preuve. Nous allons de´crire f de manie`re pre´cise et le calcul du volume s’en-
suivra. Le fait que π1(X) soit un produit amalgame´ est e´quivalent ([45], p. 48) a`
l’existence d’un arbre T , sur lequel π1(X) ope`re (sans inversion) en sorte que le
quotient soit un segment (deux sommets joints par une areˆte). Les sous-groupes
A, B et C sont alors les stabilisateurs respectifs des deux sommets et de l’areˆte
de l’arbre quotient. Nous allons donner une description ge´ome´trique de cet arbre
T . Nous avons choisi un releve´ Σ˜ de l’hypersurface compacte Σ plonge´e dans
X ; Σ e´tant une sous-varie´te´ plonge´e, sans auto-intersection, les translate´s γΣ˜
de Σ˜ par les e´le´ments γ ∈ π1(X) sont deux a` deux disjoints ; ils se´parent donc
Hn en une infinite´ de composantes connexes. Les deux composantes connexes
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dont l’adhe´rence contient Σ˜ sont des reveˆtements universels de XA et XB re-
spectivement, que nous noterons X˜A et X˜B. Les autres composantes connexes
sont les translate´s par les e´le´ments de π1(X) de X˜A et X˜B. Les sous-groupes
A et B pre´servent X˜A et X˜B respectivement (apre`s un choix convenable d’un
point base et d’un de ses releve´s).
Maintenant, choisissons un point xa ∈ X˜A et un point xb ∈ X˜B, les sommets
de l’arbre T sont les γ(xa) et γ(xb), ou` γ parcourt π1(X) ; on joint deux sommets
γ(xa) et γ
′(xb) (de type diffe´rent) si, et seulement si, les composantes connexes
correspondantes γX˜A et γ
′X˜B sont telles que γX˜A ∩ γ′X˜B 6= ∅.
Σ˜
X˜A X˜B
••
•
•
Soit alors x ∈ X˜, il appartient a` une composante connexe du comple´mentaire
de
⋃
γ∈Γ
γΣ˜ qui correspond a` un sommet de l’arbre pre´ce´dent. Dans cet arbre il
existe un unique chemin joignant la composante X˜A a` celle de x ; ce chemin est
une succession d’areˆtes e1, e2, . . . , ek prises dans l’ordre, de la composante X˜A a`
celle de x. Chacune de ces areˆtes correspond a` une image de Σ˜ et nous noterons
sei la syme´trie orthogonale hyperbolique par rapport a` cette hypersurface to-
talement ge´ode´sique.
Definition 5.11 On pose f(x) = se1 ◦ se2 ◦ · · · ◦ sek(x)
L’application f est bien de´finie. Elle est C∞ par morceaux et continue ; en
effet, la seule ambigu¨ıte´ dans la formule ci-dessus est lorsque x est sur l’hyper-
surface de´finie par ek, mais dans ce cas sek(x) = x.
Lemme 5.12 L’application f est ρ-e´quivariante.
Preuve. Il suffit de ve´rifier l’e´quivariance pour les e´le´ments de A et ceux de
B qui engendrent le groupe fondamental de X .
a) Si a ∈ A, le chemin dans l’arbre joignant la composante X˜A a` celle de
ax est constitue´ des areˆtes ae1, . . . , aek ; en effet, puisque a ∈ A, aX˜A = X˜A et
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l’areˆte ae1 a son origine dans X˜A. D’ou`
f(ax) = sae1 · · · saek(ax)
= ase1a
−1 · · ·aseka−1(ax)
= a f(x) = ρ(a)f(x)
b) si b ∈ B, le chemin joignant la composante X˜A a` celle de bx est constitue´
du chemin dans l’arbre joignant X˜A a` bX˜A suivi de l’image par b du chemin
pre´ce´dent. Rappelons que les sommets de l’arbre sont les e´le´ments de Γ/A et Γ/B
et les areˆtes sont les e´le´ments de Γ/C (voir [45]). Par exemple, la composante
connexe X˜A correspond a` eA (classe de l’e´le´ment neutre e), celle de X˜B a` eB ;
elles sont
eA eB bA
eC bC
• • •
relie´es par l’areˆte eC. Par ailleurs bX˜A correspond a` la classe bA relie´e a` eB par
l’areˆte bC. En conclusion, nous avons
f(bx) = s ◦ sbe ◦ (bse1 · · · sekb−1)(bx)
ou` e de´signe par abus de langage l’areˆte eC et se = s. D’ou`
f(bx) = (sbsb−1) ◦ (bse1 · · · sekb−1)(bx)
= ρ(b)f(x) .
Fin de la preuve de la proposition . La fin de la preuve est e´vidente ; en effet
f renverse l’orientation sur X˜B et est l’identite´ sur X˜A, il suffit donc de choisir
un domaine fondamental dans la re´union X˜A ∪ X˜B pour lequel Σ se rele`ve sur
Σ˜.
Pour eˆtre complet, il faut construire des varie´te´s X hyperboliques admet-
tant une hypersurface connexe se´parante qui se´pare la varie´te´ en deux parties
de volume distinct. Cette construction nous a e´te´ sugge´re´e par N. Bergeron.
Soit M1 une varie´te´ compacte de dimension 3, hyperbolique a` bord totale-
ment ge´ode´sique qui est une surface compacte connexe note´e Σ. De tels ex-
emples existent (voir [39], [13], th. 4.3 et [6]). Conside´rons le double M obtenu
par recollement de deux copies de M1 le long de Σ. La varie´te´ compacte M
sans bord est hyperbolique car Σ est totalement ge´ode´sique. Le the´ore`me 2 de
[7] montre que l’on peut construire un reveˆtement fini M̂ de M tel que Σ se
rele`ve isome´triquement a` M̂ en une sous-varie´te´ totalement ge´ode´sique Σ̂ non
se´parante. On de´coupe alors M̂ le long de Σ̂ pour obtenir une varie´te´ a` bord
dont les deux composantes du bord, note´e Σ̂1, Σ̂2, sont isome´triques a` Σ̂ ≃ Σ
et on recolle a` chacune de ces composantes une copie de M1. Alors, Σ̂1 (et Σ̂2)
de´coupe la nouvelle varie´te´ hyperbolique en deux composantes l’une de volume
e´gal a` vol(M1) et l’autre de volume e´gal a` vol(M̂) + vol(M1) > vol(M1).
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Il serait inte´ressant de disposer de tels exemples en dimension n ≥ 4. Remar-
quons, par ailleurs, que l’ensemble des valeurs de vol(ρ) ainsi obtenu est discret
(pour une varie´te´ donne´e) ; une explication pre´cise a` ce phe´nome`ne est fournie
par le chapitre suivant.
6 Volume et de´formations
Nous avons de´ja` remarque´ que, lorsque la dimension de X est paire, le vol-
ume d’une repre´sentation (X˜ est suppose´e syme´trique) est le nombre d’Euler
du fibre´ plat correspondant. En particulier, ce nombre est constant le long des
de´formations continues de repre´sentations. Nous allons prouver un re´sultat ana-
logue dans le cas ou` la dimension de X est impaire. De telles de´formations
existent en dimension 3 ([5]) et nous en donnons des exemples. La constance du
volume est prouve´e en dimension 3 par S. Reznikov [43] ; nous donnons ici une
preuve, valable en toute dimension, qui repose sur le formule de Schla¨fli. Dans
ce qui suit M de´signe une varie´te´ riemannienne ferme´e et oriente´e de dimension
n et X˜ l’espace hyperbolique re´el simplement connexe de dimension n.
The´ore`me 6.1 Soit M une varie´te´ diffe´rentielle ferme´e et oriente´e et ρt :
Π1(M) −→ Isom(X˜) une famille de repre´sentations qui de´pend de manie`re
C1 du parame`tre t ∈ R, alors le volume vol(ρt) est constant.
La preuve repose sur un lemme technique dont le but est de construire une
application e´quivariante affine par morceaux particulie`re. Par application affine
nous entendons une application affine le long de toute ge´ode´sique.
Lemme 6.2 Sous les hypothe`ses du the´ore`me 6.1, il existe une triangulation T
de M˜ et une application continue et affine par morceaux f˜0 : M˜ → X˜ qui est
ρ0-e´quivariante et non de´ge´ne´re´e au sens ou` l’image par f˜0 d’un simplexe de la
triangulation T est un simplexe ge´ode´sique de X˜ non de´ge´ne´re´.
Preuve. Un the´ore`me classique affirme que toute varie´te´ lisse compacte M
est home´omorphe a` un complexe simplicial K ; plus pre´cise´ment K est un es-
pace triangule´ muni d’une me´trique euclidienne par morceaux (que l’on peut
re´aliser dans Rn). Cet home´omorphisme peut, de plus, eˆtre choisi Lipschitzien.
Le volume de toute repre´sentation de Π1(M) = Π1(K) peut donc se calculer en
inte´grant sur M ou bien sur K. Dans la suite nous noterons e´galement M ce
complexe euclidien par morceaux et toute triangulation sera une subdivision de
la de´composition de K en simplexes.
Choisissons alors une triangulation suffisamment fine deM et appelons T
M˜
la
triangulation invariante par Π1(M) sur M˜ qui s’en de´duit par image re´ciproque.
Soit D un domaine fondamental (de Dirichlet) dans M˜ pour l’action de Π1(M).
Quitte a` modifier un peu T
M˜
ou bien D on peut supposer qu’aucun sommet de
la triangulation n’est sur ∂D.
Notons (m1, ...,mN ) la liste des sommets de TM˜ qui sont dans l’inte´rieur
de D, N est alors le cardinal des sommets de la triangulation de de´part sur
M . Choisissons maintenant N points dans X˜ , note´s (y1, ..., yN) de sorte que
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si (mi1 , ...,mik+1) est un k-simplexe de T alors le simplexe ge´ode´sique de X˜
de sommets (yi1 , ..., yik+1) est non de´ge´ne´re´ pour tout k ≤ dimM + 1. Ceci
est toujours possible car, pour chaque sommet yj , la re´union des conditions de
de´ge´ne´rescence des simplexes contenant yj est un ensemble ferme´ d’inte´rieur
vide (une re´union finie de k − 1-plans). Ces choix e´tant fait, il existe autour de
chaque point yj un petit voisinage Vj en sorte que, pour n’importe quel choix de
points y′1, ..., y
′
N avec y
′
j ∈ Vj , la proprie´te´ de non de´ge´ne´rescence ci-dessus soit
encore ve´rifie´e. Par la suite nous aurons e´galement besoin de choisir les point yj
de sorte que
∀γ ∈ Π1(M), ∀j 6= i, yi 6= ρ0(γ)yj ,
ceci est toujours possible car la re´union des points de l’orbite des yj , pour
j 6= i, qui sont dans Vi est un ensemble de´nombrable. On proce`de dons par
re´currence, y1 e´tant fixe´ on choisit y2 ∈ V2 dans l’ensemble partout dense qui
est le comple´mentaire de l’orbite de y1 , puis y3 dans le comple´mentaire des
orbites de y1 et y2 et ainsi de suite.
On de´finit alors f˜0 par :
∀γ ∈ Π(M), ∀i = 1, ..., N f˜0(γmi) = ρ0(γ)yi ,
et on e´tend f˜0 a` l’inte´rieur d’un simplexe (mi1 , ...,miN ) en une application affine
sur le simplexe ge´ode´sique engendre´ par les points yi1 , ..., yiN ; on utilise pour
cela la me´trique euclidienne sur les simplexes de M˜ et la me´trique hyperbolique
sur ceux de X˜. Par le choix des points yi ∈ X˜, tous les simplexes dont les
sommets sont dans l’inte´rieur de D sont transforme´s par f˜0 en des simplexes
non de´ge´ne´re´s. Conside´rons maintenant le cas ou` certains sommets sont dans
l’inte´rieur de D et d’autres a` l’exte´rieur. Soit (mi1 , ...,mip , γj1mj1 , ..., γjqmjq )
un tel simplexe et supposons que son image par f˜0, c’est-a`-dire le simplexe
note´ (yi1 , ..., yip , ρ(γj1)yj1 , ..., ρ(γjq )yjq ), soit de´ge´ne´re´ ; cela signifie qu’il existe
1 ≤ k ≤ q tel que ρ(γjk)yjk appartienne au sous-espace totalement ge´ode´sique E
engendre´ par les points (yi1 , ..., yip , ρ(γj1)yj1 , ..., ρ(γjk−1 )yjk−1) (rappelons que,
par construction, (yi1 , ..., yip) est un (p− 1)-simplexe non de´ge´ne´re´) ; on de´place
alors yjk a` l’inte´rieur de Vjk pour le se´parer de ρ(γjk)
−1E ; ceci est possi-
ble si E reste fixe lorsque l’on de´place yjk , c’est-a`-dire si aucun des points
yi1 , ..., yip , ρ(γj1)yj1 ,
..., ρ(γjk−1)yjk−1 n’est dans l’orbite de yjk . Par le choix des yi ceci ne peut se
produire que si yjk = yjl avec l = 1, ..., q et l 6= k ou bien yik = yil , l = 1, ..., p.
Les points yi e´tant en bijection avec les points mi cela impliquerait que dans le
simplexe (mi1 , ...,mip , γj1mj1 , ..., γjqmjq ) deux des points ml co¨ıncident et donc
qu’au quotient sur M il se projette sur un simplexe de´ge´ne´re´ ce qui est impossi-
ble. On peut donc se´parer yjk du sous-espace totalement ge´ode´sique ρ(γjk)
−1E.
On utilise ensuite l’argument de densite´ pour choisir le nouveau point yjk dis-
joint de la re´union des orbites par ρ(Π1(M)) des autres points yl. On proce`de
alors par re´currence sur les simplexes conside´re´s qui sont en nombre fini.
Les autres simplexes sont des images par un e´le´ment ρ(γ), pour γ ∈ Π1(M)
des simplexes d’un des deux types pre´ce´dents. Ceci prouve le lemme 6.2.
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preuve du the´ore`me
Nous noterons TX˜ la collection des simplexes de X˜ ainsi obtenue. Soit F
une face de codimension 2 de T
M˜
et F ′ son image dans TX˜ . L’e´toile de F
dans T
M˜
contient un nombre fini de n-simplexes s1, ..., sk dont les images sont
note´es s′1, ..., s
′
k. Le link autour de F est un cercle. Pre´cise´ment, conside´rons
un voisinage tubulaire de rayon assez petit, note´ Tub(F ), de cette face F de
codimension 2. Alors le bord de Tub(F ) est diffe´omorphe a` F×S1. La varie´te´M
est suppose´e oriente´e, et donc aussi M˜ . Sur le bord de Tub(F ) nous choisissons
une courbe C ge´ne´rateur de H1(∂Tub(F ),Z) ≃ Z ; nous pouvons, par exemple,
prendre l’intersection de ∂Tub(F ) avec un hyperplan orthogonal a` F en un point
(on peut de´finir un tel hyperplan bien que la me´trique sur M˜ , qui est euclidienne
sur chaque simplexe, soit singulie`re en F ). Si nous choisissons arbitrairement une
orientation sur chaque face de codimension 2, donc en particulier sur F , cela
fournit une orientation du cercle C compatible avec celle de M˜ .
L’application f˜0, line´aire par morceaux, envoie F sur F
′ (par construction)
et donc ∂Tub(F ) sur un cylindre topologique que l’on peut projeter, a` partir de
F ′, sur le bord ∂Tub(F ′) d’un petit voisinage tubulaire de F ′ (pour la me´trique
hyperbolique). Cela induit une application,
f˜0 : H1(∂Tub(F ),Z) 7−→ H1(∂Tub(F ′),Z)
et on appelle degre´ transverse de f˜0 en F , l’image par f˜0∗ du ge´ne´rateur de
H1(∂Tub(F ),R) ; cette classe est un multiple entier de la classe fondamentale de
H1(∂Tub(F
′),Z) et nous pouvons donc, par abus de langage, identifie´ le degre´
transverse a` un nombre entier relatif. On peut e´galement de´finir ce degre´ en
utilisant le cercle C trace´ sur ∂Tub(F ) et un cercle C′ analogue sur ∂Tub(F ′)
sur lequel on projette f˜0(C).
Soit θ(F, s) (resp. θ′(F ′, s′)) l’angle die´dral (euclidien) du simplexe s ∈ T
M˜
en la face F (resp. du simplexe s′ ∈ TX˜ en la face F ′). Les nombres θ et θ′
sont choisis positifs. L’application f˜0 d’un simplexe s sur un simplexe s
′ peut
pre´server ou renverser l’orientation (on rappelle que cette application est affine
en restriction a` s) et nous poserons ǫ(s) = ǫ(s′) = ±1 suivant le cas conside´re´.
Lemme 6.3 Soit F ′ une face de codimension 2 image de F , le degre´ transverse
de f˜0 en F , note´ degF f˜0, ve´rifie,
2πdegF f˜0 = ±
∑
s′/F ′⊂s′
ǫ(s′)θ′(F ′, s′) .
Preuve.
Pour F telle que f˜0(F ) = F
′ et s ∈ T
M˜
tels que F ⊂ s, f˜0(C∩s) se projette sur
C′∩s′ (ou` s′ = f˜0(s)) qui est un arc d’angle de valeur absolue θ′(F ′, s′). On peut
choisir les orientations de X˜ et F ′ sont telles que l’angle oriente´ de la projection
de f˜0(C∩s) est +θ′(F ′, s′) si ǫ(S′) = +1, et −θ′(F ′, s′) si f˜0 renverse l’orientation
de s. La quantite´
∑
s′/F ′⊂s′
ǫ(s′)θ′(F ′, s′) repre´sente donc l’angle oriente´ total de
43
la projection de f˜0(C) sur C′, c’est-a`-dire 2πdegF ′ f˜0. Si l’orientation de X˜ est
renverse´e la relation devient 2πdegF ′ f˜0 = −
∑
s′/F ′⊂s′
ǫ(s′)θ′(F ′, s′).
Conside´rons alors une de´formation de ρ0, soit ρt, que nous supposerons C
1
en t. Nous construisons l’application f˜t de la manie`re suivante :
∀i = 1, ..., N , f˜t(mi) = yi
∀γ ∈ Π1(M) , f˜t(γmi) = ρt(γ)yi
et ensuite on e´tend f˜t de manie`re affine dans chaque simplexe. La collection des
simplexes images et leurs sommets varient de manie`re C1 en t. Nous noterons
cette collection TX˜(t). Tous les simplexes de TX˜(t) sont non de´ge´ne´re´s, pour t
assez petit ; en effet, il suffit de n’en conside´rer qu’un nombre fini, les autres s’en
de´duisant par e´quivariance. Notons e´galement que, par construction, f˜t de´pend
de manie`re C1 en t, en particulier, le volume hyperbolique d’un simplexe de
TX˜(t) est une fonction C1 de t. Soit F une face de codimension 2 de TM˜ et F ′(t)
son image par f˜t. Pour s ∈ TX˜(t), nous noterons θ′(t;F ′, s′) l’angle (positif)
die´dral de s′ en F ′. Nous ne mentionnerons pas la de´pendance en t des simplexes
de TX˜(t) et de leurs faces de codimension 2 s’il n’y a pas d’ambigu¨ıte´. Par ailleurs
si s′(t) = f˜t(s) et t est assez petit ǫ(s′(t)) ne de´pend pas de t.
Lemme 6.4
d
dt
( ∑
s′/F ′⊂s′
ǫ(s′)θ′(t;F ′, s′)
)
= 0
Preuve. Pour t assez petit, la face F ′(t) est home´omorphe a` F ′(0) ; de meˆme
s′(t) est home´omorphe a` s′(0) si s′(t) ∈ TX˜(t) et ils sont tous non-de´ge´ne´re´s.
Les voisinages tubulaires de F ′(t) et F ′(0) sont aussi home´omorphes et on peut
de´finir le degre´ transverse de f˜t graˆce a` F
′(0). Alors, par constance du degre´
par de´formation, pour t assez petit, on a degF ′(t)(f˜t) = degF ′(0)(f˜0).
Rappelons la formule de Schla¨fli (cf. [44]). Soit s′ un simplexe hyperbolique
ge´ode´sique et F ′ une de ses faces de codimension 2 ; si s′(t) est une de´formation
de classe C1 de s′ = s′(0), alors
d
dt |t=0
vol(s′(t)) = −
∑
F ′⊂s′
d
dt |t=0
(θ′(t;F ′(t), s′(t)) voln−2(F ′(t))
ou` voln−2 de´signe le volume (n− 2)-dimensionnel de la face conside´re´.
Pour s ∈ TM choisissons un releve´ s ∈ TM˜ ; alors f˜t identifie de manie`reC∞ jusqu’au bord s avec un simplexe hyperbolique de TX˜ . L’e´quivariance de
f˜t permet de de´finir de manie`re unique une me´trique hyperbolique sur s dont
la collection produit une me´trique g(t) sur M qui est continue et hyperbolique
par morceaux. En particulier le volume des faces de codimension 2 et les angles
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die´draux en celles-ci sont ceux du simplexe hyperbolique f˜t(s). Soit ω la forme
volume hyperbolique de X˜ , alors
vol(ρt) =
∫
M
f˜t
∗
(ω) =
∑
s∈TM
∫
s
f˜t
∗
(ω)
=
∑
s∈TM
ǫ(s) vol(f˜t(s)) =
∑
s∈TM
ǫ(s) vol(s, g(t))
en de´finissant ǫ(s) = ǫ(s) = ǫ(f˜t(s)). Ici on a identifie´, par abus de langage,
f˜t
∗
(ω) avec une forme diffe´rentielle sur M graˆce a` l’e´quivariance de f˜t. La for-
mule de Schla¨fli donne,
d
dt
vol(ρt) =
∑
s∈TM
d
dt
(ǫ(s) vol(s, g(t)))
=
∑
sTM
∑
F⊂s
ǫ(s)
d
dt
(θ(t; s, F )) voln−2(F , g(t))
ou` θ(t; s, F ) de´signe l’angle die´dral en F du simplexe s mesure´ a` l’aide de la
me´trique g(t). Il est e´gal a` θ′(t; f˜t(s), f˜t(F )) ou` s et F sont des releve´s respectifs
de s et F .
d
dt
vol(ρt) =
∑
F
( ∑
s/F⊂s
ǫ(s)
d
dt
(θ(t;F , s))
)
voln−2(F , g(t))
La quantite´ entre parenthe`se peut se calculer sur M ou bien sur M˜ car elle
ne concerne que l’e´toile d’une face F ; elle peut e´galement se calculer sur X˜ par
de´finition de g(t). Le lemme pre´ce´dent montre que, pour toute face F ,∑
s⊃F
ǫ(s)
d
dt
(θ(t;F , s)) = 0
Ce qui prouve que ddt vol(ρt) = 0.
Une conse´quence imme´diate du the´ore`me 6.1 est le corollaire suivant. Notons
R(Π1(M), Isom(X˜)) l’espace des repre´sentations du groupe fondamental d’une
varie´te´ M dans le groupe d’isome´tries de l’espace hyperbolique.
Corollaire 6.5 Soit M une varie´te´ diffe´rentielle ferme´e et oriente´e, alors la
fonctionnelle,
vol : R(Π1(M), Isom(X˜))→ R+
prend un nombre fini de valeurs.
Preuve. Le groupe d’isome´tries Isom(X˜) = PO(n, 1) est un groupe alge´brique ;
par ailleurs, Π1(M) est de pre´sentation finie donc R(Π1(M), Isom(X˜)) est une
varie´te´ alge´brique (avec singularite´s) et posse`de un nombre fini de composantes
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connexes. Le the´ore`me 6.1 affirme que la fonctionnelle vol est constante sur
chaque composante connexe.
Remarque. Ce re´sultat est e´nonce´ dans [43], toutefois la preuve est incomple`te
sauf, peut-eˆtre, en dimension 3. Celle pre´sente´e ci-dessus nous a e´te´ sugge´re´e
par J.-P. Otal (voir [12]).
Conside´rons alors les varie´te´s hyperboliques ferme´es de dimension n. Un the´ore`me
de Wang [49] affirme que, pour n ≥ 4 et V > 0 le nombre de varie´te´s hyper-
boliques ferme´es de volume infe´rieur a` V est fini. Ce re´sultat est notoirement
faux en dimension 3 et en dimension 2. Si X de´signe une varie´te´ hyperbolique
ferme´e et M une varie´te´ diffe´rentielle ferme´e, nous dirons (voir [29]) que M
domine X s’il existe une application continue de degre´ non nul de M sur X . Le
the´ore`me 6.1 permet de donner une preuve tre`s simple du re´sultat suivant :
The´ore`me 6.6 (T. Soma [46]) Soit M une varie´te´ diffe´rentielle ferme´e de
dimension 3, alors il n’existe qu’un nombre fini de varie´te´s hyperboliques de
dimension 3 ferme´es domine´es par M .
Preuve. De´signons par f : M → X l’application continue de degre´ non nul
deM surX , ou`X est une varie´te´ hyperbolique ferme´e. L’application f induit un
morphisme f∗ : Π1(M) → Π1(X), c’est-a`-dire une repre´sentation ρ de Π1(M)
dans PO(n, 1). Par de´finition du degre´ de f nous avons,
vol(ρ) = deg(f) vol(X) .
Par ailleurs, si on munitM d’une me´trique riemannienne quelconque, le the´ore`me
4.2 montre que ce volume est borne´ par un nombre ne de´pendant que de M (et
de cette me´trique) que nous noterons C(M). Nous avons donc,
deg(f) vol(X) ≤ C(M)
c’est-a`-dire, deg(f) ≤ C(M)/ vol(X). Le volume d’une varie´te´ hyperbolique
compacte est borne´e infe´rieurement par une constante universelle vn ne de´pendant
que de la dimension n graˆce au lemme de Margulis (voir [14]). En conse´quence,
deg(f) ≤ C(M)/v3 .
Il n’y a donc qu’un nombre fini de valeurs possibles pour le degre´ de l’application
f . De meˆme deg(f) vol(X) = vol(ρ) ne prend qu’un nombre fini de valeurs
d’apre`s le corollaire 6.5 . Le volume des varie´te´s X ferme´es domine´es par une
varie´te´ ferme´e fixe M ne peut donc prendre qu’un nombre fini de valeurs ce qui,
d’apre`s une re´sultat de W. Thurston ([48]), montre qu’il ne peut y avoir qu’un
nombre fini de telles varie´te´s.
Nous terminons en donnant un exemple de telles de´formations, montrant la
pertinence du the´ore`me 6.1. Il nous a e´te´ communique´ par Daryl Cooper par
l’interme´diaire de Michel Boileau.
Exemple(D. Cooper) Soit N une varie´te´ hyperbolique ferme´e de dimension 3.
Conside´rons la somme connexe de N avec S1×S2, note´e N♯(S1×S2), le groupe
fondamental de cette varie´te´ est le produit libre Π1(M) ∗ Z. Soit k un noeud
homotopiquement nul dans N♯(S1 × S2) qui rencontre S1 × S2 en au moins
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deux points. D’apre`s R. Myers ([37]) on peut trouver de tels noeuds en sorte
qu’une chirurgie de Dehn autour de k transforme N♯(S1 × S2) en une varie´te´
hyperbolique ferme´e M (voir aussi [11] page 797). La proposition 3.2 de [11]
permet de construire une application continue f :M → N♯(S1×S2) de degre´ 1.
Par ailleurs il existe e´galement une application continue, h : N♯(S1 × S2)→ N
de degre´ 1 qui consiste a` e´craser S1 × S2 en un point. Nous obtenons donc une
application continue de degre´ 1,
h ◦ f :M −→ N
et une repre´sentation ρ = h∗ ◦ f∗ : Π1(M)→ Pi1(N) ⊂ PO(3, 1). Le volume
de cette repre´sentation est,
vol(ρ) = vol(N) > 0
car h ◦ f est degre´ 1 et l’image de ρ est le groupe fondamental de N . Par
ailleurs ρ se de´compose en,
ρ : Π1(M)
f∗−→ Π1(M) ∗ Z h∗−→ PO(3, 1) .
Le facteur libre Z permet alors de de´former h∗ sans contrainte et donc de pro-
duire des de´formations non triviales (ce fait est e´le´mentaire et sa ve´rification est
laisse´e au lecteur). En augmentant le nombre de facteurs S1×S2 nous pouvons
aise´ment augmenter le nombre de parame`tres disponibles pour de´former ρ.
Remarque. Il serait inte´ressant de construire de telles de´formations en dimen-
sion supe´rieure ou e´gale a` 4. Il est facile d’en construire de volume nul, mais des
exemples de volume non nul restent a` de´crire.
Re´fe´rences
[1] Rencontre en l’honneur de Yves Guivarc’h, 1987.
[2] P. Albuquerque. Patterson-Sullivan theory in higher-rank symmetric
spaces. G.A.F.A., 9(1) :1–28, 1999.
[3] W. Balmann, M. Gromov, and V. Schro¨der. Manifolds of nonpositive
curvature, volume 61 of Progress in Maths. Birkha¨user, 1985.
[4] E. Beckenbach and R. Bellman. Inequalities, volume 30 of Ergebnisse
der math. un ihrer grenzgebiete, neue folge. Springer-Verlag, 1961.
[5] R. Benedetti and C. Petronio. Lectures on Hyperbolic Geometry. Uni-
versitext. Springer-Verlag, 1992.
[6] N. Bergeron. Communication prive´e.
[7] N. Bergeron. Premier nombre de Betti et spectre du Laplacien de cer-
taines varie´te´s hyperboliques. L’enseignement Mathe´matique, 46 :109–137,
2000.
[8] G. Besson, G. Courtois, and S. Gallot. Entropies et rigidite´s des es-
paces localement syme´triques de courbure strictement ne´gative. G.A.F.A.,
5(5) :731–799, 1995.
47
[9] G. Besson, G. Courtois, and S. Gallot. Minimal entropy and mostow’s
rigidity theorems. Ergod. Th and Dynam. Sys., 16 :623–649, 1996.
[10] G. Besson, G. Courtois, and S. Gallot. Lemme de schwarz re´el et
applications ge´ome´triques. Acta Mathematica, 183 :145–169, 1999.
[11] M. Boileau and S. Wang. Non-zero degree maps and surface bundles
over s1. J. of Diff. Geom, 43 :789–806, 1996.
[12] F. Bonahon. A Schla¨fli-type formula for convex cores of hyperbolic 3-
manifolds. J. of Diff. Geom, 50 :25–58, 1998.
[13] F. Bonahon. Geometric structures on 3-manifolds, pages 93–164. North
Holland, Amsterdam, 2002.
[14] Yu.D. Burago and V.A. Zalgaller. Geometric Inequalities, volume 194
of Grundlehren der Math. Wiss. Springer-Verlag, 1985.
[15] M. Burger, A. Iozzi, and A. Wienhard. Surface group representa-
tions with maximal toledo invariant. C. R. Math. Acad. Sci. Paris se´r.
I, 336 :387–390, 2003.
[16] Ch. Connell and B. Farb. Minimal entropy rigidity for lattices in product
of rank one symmetric spaces. Comm. Anal. Geom., 11(5) :1001–1026, 2003.
[17] K. Corlette. Rigid representations of Ka¨hlerian fundamental groups. J.
of Diff. Geom, 33 :239–252, 1991.
[18] G. Courtois. The`se d’habilitation. Universite´ d’Orsay, 1998.
[19] J. Dieudonne´. Ele´ments d’analyse, tome I, volume 28 of Cahiers scien-
tifiques. Gauthiers-Villars, 1979.
[20] A. Douady and C. Earle. Conformally natural extension of homeomor-
phisms of the circle. Acta Mathematica, 157 :23–48, 1986.
[21] N. Dunfield. Cyclic surgery, degrees of maps of character curves, and
volume rigidity for hyperbolic manifolds. Invent. Math., 136 :623–657, 1999.
[22] P. Eberlein. Geometry of non-positively curved manifolds. Chicago lec-
tures in mathematics. The University of Chicago Press, 1996.
[23] J. Eells and L. Lemaire. A report on harmonic maps. Bull. London
Math. soc., 10(1) :1–68, 1978.
[24] J. Eells and L. Lemaire. Another report on harmonic maps. Bull. London
Math. soc., 20(5) :385–524, 1988.
[25] H. Federer. Geometric Measure Theory, volume 153 of Grundlehren der
mathematischen Wissenschaften. Springer-Verlag, 1969.
[26] S. Francaviglia and B.Klaff. Maximal volume representation are Fuch-
sian. en pre´paration, 2004.
[27] S. Gallot, J. Lafontaine, and D. Hulin. Riemannian Geometry. Uni-
versitext. Springer-Verlag, 2nd edition, 1990.
[28] W. Goldman. Representations of fundamental groups of surfaces. In
J. Alexander and J. Karer, editors, Geometry and topology, volume 1167 of
Lecture notes in Maths., pages 95–117, 1985.
48
[29] M. Gromov. Volume and bounded cohomology. Publ. Math. I.H.E.S.,
56 :213–307, 1983.
[30] S. Helgason. Differential geometry, Lie groups and symmetric spaces,
volume 34 of Graduate studies in math. Amer. Math. Soc., 2001.
[31] B. Klingler. Volume des repre´sentations sur un corps local. G.A.F.A.,
13(5) :1120–1160, 2003.
[32] G. Knieper. Spherical means on compact Riemannian manifolds of nega-
tive curvature. Differential Geom. Appl., 4(4) :361–390, 1994.
[33] F. Labourie. Existence d’applications harmoniques tordues a` valeurs dans
les varie´te´s a` courbure ne´gative. Proceedings of the A.M.S., 111(3) :877–
882, 1991.
[34] G. Link. Hausdorff dimension of limit sets of discrete subgroups of higher
rank Lie groups. G.A.F.A., 14(2) :400–432, 2004.
[35] G.A. Margulis. Discrete subgroups of semisimple Lie groups, volume 17
of A series of modern surveys in mathematics. Springer-Verlag, 1991.
[36] J. Milnor. On the existence of a connection with zero curvature. Com-
ment. Math. Hel., 32 :215–223, 1958.
[37] R. Myers. Excellent 1-manifolds in compact 3-manifolds. Topology and
its Applications, 49 :115–127, 1983.
[38] A.L. Onishchik and E.B. Vinberg. Lie groups and algebraic groups.
Springer series in soviet maths. Springer-Verlag, Berlin, 1990.
[39] J.-P. Otal. Le the´ore`me d’hyperbolisation pour les varie´te´s fibre´es de di-
mension 3, volume 235 of Aste´risque. Socie´te´ Mathe´matiques de France,
1996.
[40] J.-F. Quint. Mesures de Patterson-Sullivan en rang supe´rieur. G.A.F.A.,
12(4) :776–809, 2002.
[41] M.S. Raghunathan. Discret subgroups of Lie groups, volume 68 of Ergeb-
nisse der Math. und ihrer Grenzgebiete. Springer-Verlag, Berlin, 1972.
[42] A. Reznikov. Harmonic maps, hyperbolic cohomology and higher Milnor
inequalities. Topology, 32(4) :899–907, 1993.
[43] A. Reznikov. Rationality of secondary classes. J. Diff. Geom., 43 :674–
692, 1996.
[44] L. Schla¨fli. Gesammelte Mathematische Abhandlungen. Birkha¨user,
Basel, 1950.
[45] J.-P. Serre. Arbres, amlagames, SL2, volume 46 of Aste´risque. Socie´te´
Mathe´matiques de France, 1977.
[46] T. Soma. Non-zero degree maps to hypebolic 3-manifolds. J. Diff. Geom.,
49 :517–546, 1998.
[47] A. Starkov. Vanishing of the first cohomologies for lattices in Lie groups.
J. Lie Theory, 12(2) :449–460, 2002.
49
[48] W. Thurston. The geometry and topology of 3-manifolds, volume 1 of
Lecture notes, revised version. Princeton Univ. Press., 1997.
[49] H.C. Wang. Topics on totally discontinuous groups, volume 8, pages 459–
487. Marcel Dekker, New-York, 1972.
[50] J. Wood. Bundles with totally disconnected structure group. Comment.
Math. Helv., 46 :257–273, 1971.
Ge´rard BESSON
INSTITUT FOURIER
Laboratoire de Mathe´matiques
UMR5582 (UJF-CNRS)
BP 74
38402 St MARTIN D’HE`RES Cedex (France)
G.Besson@fourier.ujf-grenoble.fr
Gilles COURTOIS
E´COLE POLYTECHNIQUE
Centre de mathe´matiques
UMR7640 (CNRS)
91128 PALAISEAU Cedex (France)
Courtois@math.polytechnique.fr
Sylvestre GALLOT
INSTITUT FOURIER
Laboratoire de Mathe´matiques
UMR5582 (UJF-CNRS)
BP 74
38402 St MARTIN D’HE`RES Cedex (France)
Sylvestre.Gallot@fourier.ujf-grenoble.fr
50
