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Abstract
Probability distributions are central tools for probabilis-
tic modeling in data mining, and they lack in functional
data analysis (FDA). In this paper we propose a probabil-
ity distribution law for functional data. We build it using
jointly the Quasi-arithmetic means and the generators of
Archimedean copulas. We also define a density adapted to
the infinite dimension of the space of functional data. For
this we use the Gaˆteaux differential. We illustrate the utility
of this tool in FDA, applying it in a mixture decomposition
classification.
1 Introduction
Probability distributions are central tools for probabilis-
tic modeling in data mining, and they lack in functional data
analysis (FDA). A particular case of distributions of func-
tions was first introduced by Diday (see [5]), in the Sym-
bolic Data Analysis Framework, with the notion of distribu-
tion of distributions. In this work, after having defined the
concept of distribution of functions, we propose to use the
Quasi-arithmetic mean in conjunction with an Archimedean
generator to build a probability distributions appropriate to
the dimensional infinite nature of the functional data. Since
a probability distribution is an incomplete tool without an
associate density, we define also an appropriate density us-
ing the Gaˆteaux differential which is an extension of the
directional differential. We finish with an application of our
tools in a mixture decomposition classification on synthetic
data.
2 Distribution of a functional random vari-
able
Definition 2.1 Let :
• D ⊆ R be a closed interval of R,
• Cn(D) be the set of continuous, bounded functions of
domain D for which their derivatives of order up to n
are continuous on D,
• for u ∈ C0(D) : ‖u‖p =
{∫
D |u (x)|p dx
}1/p
• Lp (D) =
{
u ∈ C0(D) : ‖u‖p < ∞
}
• for u, v ∈ Lp(D) : dp(u, v) = ‖u− v‖p
Definition 2.2 Let Ω be the set of objects whose properties
can be described by a function of L2(D).
Then a functional random variable (frv) is any function from
Ω to L2(D) such that:
X : Ω → L2(D) : ω → X (ω) (1)
and, of course :
X(ω) : D → R : r → X(ω)(r) (2)
Definition 2.3 Let f, g ∈ L2(D). The pointwise order be-
tween f and g on D is defined as follows :
∀x ∈ D, f(x) ≤ g(x) ⇐⇒ f ≤D g (3)
Definition 2.4 The functional cumulative distribution func-
tion (fcdf) of a functional random variable X on D is given
by :
FX,D(u) = P {ω ∈ Ω : X(ω)(x) ≤ u(x),∀x ∈ D}
= P [X ≤D u] (4)
where u ∈ L2(D).
How we can compute such a probability ? Let us start in-
tuitively with a simple example where D = [−20, 20], and
−20 −10 0 10 20
−
10
−
5
0
5
10
x
y
0.05
0.2
0.4
0.6
0.8
1
v
u
w
Figure 1. A example with 20 sample functions
suppose (Fig. 1) that the drawn functions form a represen-
tative sample A of a functional random variable X . We can
try to empirically estimate the distribution of X at u :
F̂X,D(u) =
# {f ∈ A : f ≤D u, }
#A
=
1
4
In the same manner F̂X,D(v) = 0.75. But for w, if we do
the same we find F̂X,D(w) = 0.1, and this in spite of the
fact that w is greater than 20% of the functions of A for
most of the values of D. And thus, this way is perhaps too
restrictive. That is why we propose to construct a special
distribution law dedicated to this type of random variable in
the next section.
3 The QAMM and QAMML distributions
Let n ∈ N, q = 2n + 1, and {xn1 , . . . , xnq }, q equidistant
points of D such that xn1 = inf(D) and xnq = sup(D), and
∀i ∈ {1, . . . , q − 1} we have∣∣xni+1 − xni ∣∣ = |D|2n = |D|q (5)
Let :
An(u) =
q⋂
i=1
{ω ∈ Ω : X(ω)(xni ) ≤ u(xni )}
and,
A(u) = {ω ∈ Ω : X(ω) ≤D u}
We will use the following approximation:
FX,D(u) = P [A(u)] ≈ P [An(u)]
= H
(
u(xn1 ), . . . , u(x
n
q )
) (6)
where H(·, . . . , ·) is a joint distribution of dimension q. We
will use a sequence of multivariate distributions to approxi-
mate the fcdf, and to find a limit distribution.
Now the question is :“which H distributions are suitable
for a such sequence ?”. Distributions which have a matrix
as parameter, like normal or Student laws, have (q2−q) real
parameters, and do not seem adapted for the evaluation of
the limit n → ∞. In previous works (see [5],[13],[3]) the
Archimedean copulas was used for the approximation with
small value of q.
Definition 3.1 A copula is a multivariate cumulative dis-
tribution function defined on the n-dimensional unit cube
[0, 1]n such that every marginal distribution is uniform on
the interval [0, 1] :
C : [0, 1]n → [0, 1] : (u1, . . . , un) → C(u1, . . . , un)
The power of copulas comes from the following theorem
(see [11]).
Theorem 3.1 (Sklar’s theorem) Let H be an n-
dimensional distribution function with margins F1, ..., Fn.
Then there exists an n-copula C such that for all x ∈ R¯n ,
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)). (7)
If F1, ..., Fn are all continuous, then C is unique; otherwise,
C is uniquely determined on Range of F1×...×Range of Fn.
An important class of copulas is the class of Archimedean
copulas.
Definition 3.2 An Archimedean copula is a function from
[0, 1]n to [0, 1] given by
C(u1, ..., un) = ψ
[
n∑
i=1
φ(ui)
]
(8)
where φ, called the generator, is a function from [0, 1] to
[0,∞] such that:
• φ is a continuous strictly decreasing function,
• φ(0) = ∞ and φ(1) = 0,
• ψ = φ−1 is completely monotonic on [0,∞[ i.e.
(−1)k d
k
dtk
ψ(t) ≥ 0
for all t in [0,∞[ and for all k.
Before using copulas, we define a function that gives the
distribution of the values of X(x) for a chosen x ∈ D.
Definition 3.3 Let X a frv. We define respectively the sur-
face of distributions and the surface of densities as follow
:
G : D × R→ [0, 1] : (x, y) → P [X(x) ≤ y] (9)
g : D × R→ [0, 1] : (x, y) → ∂
∂x
G (x, y) (10)
Table 1. Families of completely monotonic
generators
Name Generator Dom. of θ
Clayton tθ − 1 θ > 0
Frank − ln e−θ·t−1
e−θ−1 θ > 0
Gumbel-Hougaard (− ln t)θ θ ≥ 1
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Figure 2. The surfaces G(x, y) and g(x, y) for
the example of Fig. 1
We can use various methods for determining suitable g and
G for a chosen value of x. Thus for example, if X is a Gaus-
sian process with mean value µ(x) and standard deviation
σ(x), then we have :
G (x, y) = FN (µ(x),σ(x))(y) (11)
g (x, y) = fN (µ(x),σ(x))(y) (12)
In other cases we can use the empirical cumulative distribu-
tion function and the kernel density estimation to estimate
Gˆ and gˆ :
Gˆ (x, y) =
# {Xi(x) ≤ y}
N
(13)
gˆ (x, y) =
1
N · h(x)
N∑
i=1
K
(
y −Xi(x)
h(x)
)
(14)
The Fig. 2 shows these surfaces for the example of the Fig.
1, using the expressions (13) and (14).
If we use expression (9) in conjunction with (8), then we
can use the following approximation :
P [An(u)] = C
(
G [xn1 , u (x
n
1 )] , ..., G
[
xnq , u
(
xnq
)])
= ψ
(
q∑
i=1
φ (G [xni , u (x
n
i )])
)
(15)
The distribution (15) with the Clayton generator was al-
ready used for clustering of functional data coming from the
symbolic data analysis (see [13] and [3]). Unfortunately the
above limit is almost always null for Archimedean copulas!
Proposition 3.2 If for u ∈ L2(D) : G(x, u(x)) < 1, ∀x ∈
D, then
lim
q→∞ψ
[
q∑
i=1
φ (G [xni , u (x
n
i ))])
]
= 0 (16)
Proof Let p = max {G(x, u(x))|x ∈ D}, and so ∀x ∈ D
1 > p ≥ G [x, u(x)]
0 < φ(p) ≤ φ (G [x, u(x)])
and thus
0 < q · φ(p) ≤
q∑
i=1
φ (G [xni , u (x
n
i )]) ,
And then
lim
q→∞
q∑
i=1
φ (G [xni , u(x
n
i )]) = ∞
Another objection to the use of this type of joint distribu-
tions is something which we could call volumetric behavior.
Definition 3.4 A function u ∈ L2(D) is called a functional
quantile of value p if
G(x, u(x)) = p, ∀x ∈ D (17)
We write u = Qp and so G(x,Qp(x)) = p, ∀x ∈ D
The graph of the functional quantile Qp can be seen as the
level curve of value p. Now let us remark that
P [An(Qp)] = ψ
[
q∑
i=1
φ (G [xni , Qp(x
n
i )])
]
= ψ
[
q∑
i=1
φ(p)
]
= ψ (q · φ (p)) < p
Then, the more we try to have a better approximation for
a functional quantile of value p, the more we move away
from these reference value toward zero.
A simple way to avoid these two problems is to use the no-
tion of quasi-arithmetic mean, concept which was studied
by Kolmogorov [8] , Nagumo [10] and Acze´l [1].
Definition 3.5 Let [a, b] be a closed real interval, and q ∈
N0. A quasi-arithmetic mean is a function M : [a, b]q →
[a, b] defined as follows:
M(x1, . . . , xq) = ψ
(
1
q
q∑
i=1
φ (xi)
)
(18)
where φ is a continuous strictly monotonic real function.
If we use the generator for Archimedean copulas in (18),
we define a cumulative distribution function built from one-
dimensional distributions.
Lemma 3.3 Let q ∈ N0, F be a one dimensional cdf, and
φ a generator of Archimedean copula , then
F ∗(x) = ψ
(
1
q
· φ (F (x))
)
is also a cdf.
Proof Like F and φ are both continuous functions, it is
easy to see that F ∗(x) is continuous, monotone increasing
and :
lim
x→−∞F
∗(x) = 0
lim
x→+∞F
∗(x) = 1
Proposition 3.4 Let q ∈ N0, {Fi|1 ≤ i ≤ q} be a set of one
dimensional cdf, and φ a generator of Archimedean copula
, then
H (x1, . . . , xq) = ψ
(
1
q
q∑
i=1
φ (Fi(xi))
)
(19)
is a multivariate cdf.
Proof By the above lemma we have that the functions
F ∗i (x) are cdf, and as φ is an “Archimedean generator” so :
ψ
(
q∑
i=1
φ(yi)
)
is a copula,
ψ
(
q∑
i=1
φ(F ∗i (xi))
)
is a multivariate cdf.
We call the distributions given by the expression (19) the
Quasi-Arithmetic Mean of Margins (QAMM) distributions.
In fact these distributions result of the conjunction of an
Archimedean copula and the transformation ψ
(
1
qφ(u)
)
.
Now we can use QAMM for our approximation :
P [An(u)] = ψ
[
1
q
q∑
i=1
φ (G [xni , u(x
n
i )])
]
(20)
= ψ
[
1
|D|
q∑
i=1
|D|
q
· φ (G [xni , u(xni )])
]
And if we note
∣∣xni+1 − xni ∣∣ = ∆x (recall 5) ∀i ∈
{1, . . . , q}, we can now take the limit.
Table 2. fcdf with several values for the pa-
rameter of Clayton’s generator
Parameter u v w
0.5 0.2382 0.7010 0.3732
2 0.2380 0.7010 0.2545
8 0.2373 0.7007 0.1408
Definition 3.6 Let : X be a frv, u ∈ L2(D), G its Surface
of Distributions and φ a generator of Archimedean Copu-
las. We define the Quasi-Arithmetic Mean of Margins Limit
(QAMML) distribution of X by :
FX,D(u) = lim
n→∞P [An(u)]
= ψ
[
1
|D| ·
∫
D
φ (G [x, u (x)]) dx
]
(21)
De Finetti (see [4] & [7]) was the first to extend the re-
sults of Nagumo and Kolmogorov to the case of a continous
probability distribution . It is easy to see that the QAMML
distribution preserves the functional quantiles.
Proposition 3.5 If Qp ∈ L2(D) is a functional quantile of
value p, then FX,D(Qp) = p
The table 2 shows the values of the fcdf for the functions
u, v and w from our example. But how can we choose the
parameter for the fcdf ? The maximum likelihood is a usual
method for this, but we need the notion of density.
4 The Gaˆteaux Density
A fcdf is an incomplete tool without an associate density.
As long as we use finite values of n in expression (20), then
we can use the classical multivariate density function:
h(x1, ..., xq) =
∂q
∂x1 . . . ∂xq
H(x1, . . . , xq) (22)
But what is the matter when n →∞ ? Can we hope to find
a limit for (22)? It seems difficult. We have seen that the
QAMML distribution “preserve” the value of a functional
quantile. We need to find a derivative operator which pre-
serves this property, i.e. suppose that 0 ≤ p < q ≤ 1, we
search an operator D such that :
FX,D(Qq) ≈ FX,D(Qp)+DFX,D(Qp)d2 (Qq, Qp) (23)
As the considered functions belong to the vector space
L2(D), this operator D must take into account the direc-
tion between Qp and Qq. Thus we will call upon a concept
of functional analysis : the Gaˆteaux differential which is a
generalization of directional derivative (see [2]).
Definition 4.1 Suppose V and W are normed vector
spaces, and F an operator from V to W . The Gaˆteaux dif-
ferential DF (u; s) of F at u in the direction s ∈ V is given
by:
DF (u; s) = lim
→0
F (u +  · s)− F (u)

(24)
= F ′(u) · s (25)
If (24) exists ∀s ∈ L2(D) then F is Gaˆteaux differentiable
and the map F ′(u) is the Gaˆteaux derivative of F at u.
If we use this kind of derivative, we need to find the di-
rection between two functional quantiles. Suppose that the
surface of distributions G, and the surface of densities g fol-
low a known distribution with a location parameter l and a
scale parameter s. If, if we note l(x) and s(x) the functions
which give the location and scale parameter at x, we can
write
Qp(x) = Q (p; l(x), s(x)) = s(x) ·Q (α; 0, 1)+l(x) (26)
And then the searched direction in (23) comes easily:
Qq(x)−Qp(x) = s(x) · 
Where  = Q(q; 0, 1) − Q(p; 0, 1) is a constant. And thus,
we use the scale parameter as direction if the used distribu-
tion for the surfaces has such a parameter, and more gener-
ally we can use any statistical dispersion function s, like the
standard deviation σ.
Definition 4.2 Let X be a frv, FX,D its fcdf and u a func-
tion of L2(D). If s ∈ L2(D) is a function such that s(x)
measure the statistical dispersion of the values X(x), then
we define the Gaˆteaux density of FX,D at u and in direction
of s by:
fX,D,s(u) = lim
→0
FX,D (u + s · )− FX,D (u)
d2 (u + s., u)
=
DFX,D(u; s)
‖s‖2
(27)
Where DFX,D(u; s) is the Gaˆteaux differential of FX,D at
u in the direction s ∈ V .
To give the Gaˆteaux density for the QAMML distribution we
need a result coming from functional analysis [9].
Proposition 4.1 Let the following integral transform :
T (f) =
∫ b
a
K (t, s) · g [s, f (s)] ds (28)
where the kernel K (s, t) is continuous on [a, b]2, and
g (s, t) is a function of two variables, defined and contin-
uous on [a, b] × ]−∞,+∞[. Then for any function h ∈
C [a, b] we have
DT (f, h) =
∫ b
a
K (t, s) · g′v [s, f (s)] · h(s) ds (29)
Where DT (f, h) is the Gaˆteaux differential of F at f in the
direction h.
Theorem 4.2 Let FX,D a fcdf, u a function of L2(D). If
s ∈ L2(D) is a functional measure of the statistical disper-
sion of the values X(x), then the Gaˆteaux density of FX,D
in u and in direction of s is given by:
fX,D,s(u) =
1
‖s‖2 · |D|
ψ′
[
1
|D|
∫
D
φ (G [t, u(t)]) dt
]
{∫
D φ
′ (G [t, u(t)]) g [t, u(t)] s(t) dt
}(30)
Proof It is sufficient to use (29) with K (t, s) = 1|D|
g (s, t) = φ (G (s, t)) and then
FX,D(u) = ψ [T (u)] = (ψ ◦ T ) (u)
DFX,D (u; s) = ψ [T (u)]′ ·DT (u; s)
Now we can use a maximum likelihood estimation to esti-
mate the parameter of the generator φ. Thus for our simple
example of Fig. 1 we find the following parameter : 1.589.
Let us note that in the expression (30) of the Gaˆteaux
density for the QAMML distribution we need to calculate
g (x, y), and it is impossible if there is no dispersion. We
can say that the domain of the QAMML model is the set of
reals such that the statistical dispersion is greater then zero.
Thus, from here, we suppose that D ⊆ {x ∈ R : s(x) > 0}
, and we call D the model’s domain.
5 A classification version and use
We propose now to illustrate the utility of the QAMML
distributions in classification with a mixture decomposition
classification of functional data coming from the Symbolic
Data Analysis framework. The Symbolic Data Analysis
summarizes concepts contained in databases using num-
bers, intervals, histograms and, also, probability distribu-
tions. Of course we are, here, only interested by this last
case. For our test we use a synthetic dataset which contains
exponential, normal and beta (see Fig. 3) distributions. The
used clustering algorithm, proposed by Diday [5] is an ex-
tension of the dynamical clustering method [6] for density
mixtures. The main idea is to estimate at each step, the
density which describes at best the clusters of the current
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Figure 3. A cdf dataset
partition P, according by a given quality criterion. We con-
sidered the classifier log-likelihood :
lvc(P, β) =
K∑
i
∑
u∈Pi
log(fX,Di,σ(u)) (31)
where σ is the standard deviation function and Di the
model’s domain of the ith cluster. The classification starts
with a random partition, then the two following steps are
repeated:
• Step 1 : Parameters estimation
Find the vector (β1, ..., βK) which maximizes the cho-
sen criterion;
• Step 2 : Distribution of units in new classes
Build new classes (Pi)i=1,...,K with parameters found
at step 1 :
Pi = {u : fX,Di,σ(u, βi) ≥ fX,Dm,σ(u, βm)∀m}
until stabilization of the partition. We also use a classifica-
tion version of the QAMML law. Indeed, this classification
of functional data try to distinguish different probability dis-
tributions. But, two distributions are not distinguishable
when they both have values equal to 1 (or both to 0). So we
need to restrict the use of the QAMML distribution on a do-
main where the considered distribution is distinguishable of
the others. For this we use a function τ : ∪Ki=1Di → [0, 1]
that we will call the trust function. And thus, expression
(21) becomes :
ψ
[
1∫
D τ(t)dt
∫
D
φ (G [x, u (x)]) · τ(u(x))dx
]
(32)
We use the following trust function τ : ∪Ki=1Di → {0, 1} :
τ(x) = 1 if 0 < x < 1
= 0 otherwise
With this trust function the same changes are made to the
Gaˆteaux density. The implementation of the algorithm and
the QAMML laws was made with the R-project [12]. We
choose the Clayton generator (see Table 1), and estimations
Gˆ and gˆ (see expressions (13) & (14)). We run the method
five times and we retained the result which has the best cri-
terion, and we obtain a misclassification rate of 0.71%, i.e.
only one functional data misclassified over 135.
6 Conclusion
We have not presented here a new method for data min-
ing, but a new mathematical tool which can be used with
existing probabilistic methods. We used the classification
of functional data coming from the Symbolic Data Analysis
framework to illustrate the utility of our tool. Several ways
to improve the model exist. By example let us note that the
QAMML definition (see (21)) uses a uniform distribution
over D : other distributions can be considered (see [4]) .
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