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ABSTRACT 
Power flow calculation plays a significant role in power system studies and opera-
tion. To ensure the reliable prediction of system states during planning studies and in the 
operating environment, a reliable power flow algorithm is desired. However, the traditional 
power flow methods (such as the Gauss Seidel method and the Newton-Raphson method) 
are not guaranteed to obtain a converged solution when the system is heavily loaded. 
This thesis describes a novel non-iterative holomorphic embedding (HE) method 
to solve the power flow problem that eliminates the convergence issues and the uncertainty 
of the existence of the solution. It is guaranteed to find a converged solution if the solution 
exists, and will signal by an oscillation of the result if there is no solution exists. Further-
more, it does not require a guess of the initial voltage solution. 
By embedding the complex-valued parameter α into the voltage function, the power 
balance equations become holomorphic functions. Then the embedded voltage functions 
are expanded as a Maclaurin power series, V(α). The diagonal Padé approximant calculated 
from V(α) gives the maximal analytic continuation of V(α), and produces a reliable solution 
of voltages. The connection between mathematical theory and its application to power flow 
calculation is described in detail. 
With the existing bus-type-switching routine, the models of phase shifters and 
three-winding transformers are proposed to enable the HE algorithm to solve practical 
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large-scale systems. Additionally, sparsity techniques are used to store the sparse bus ad-
mittance matrix. The modified HE algorithm is programmed in MATLAB. A study param-
eter β is introduced in the embedding formula βα + (1- β)α2. By varying the value of β, 
numerical tests of different embedding formulae are conducted on the three-bus, IEEE 14-
bus, 118-bus, 300-bus, and the ERCOT systems, and the numerical performance as a func-
tion of β is analyzed to determine the “best” embedding formula. The obtained power-flow 
solutions are validated using MATPOWER. 
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1 INTRODUCTION 
1.1 Power-Flow Problems 
The power-flow (PF) study algorithm is used to find the bus voltages and branch 
flows in an electric power system numerically. The goal of the PF algorithm is to solve for 
the steady state operation of the electric power system. Specifically, the known quantities 
are as follows: 1) the system topology and impedance/admittance of each branch, 2) the 
voltage magnitude and angle at the slack bus, 3) the real and reactive power injections at 
each load bus, 4) the voltage magnitude and real power injection at each generator bus and 
5) the reactive power limits of each generator. Given this set of known quantities, the PF 
algorithm calculates the voltage magnitude and angle at each load bus (also called a PQ 
bus), as well as the voltage angle and reactive power injection for each generator bus (also 
called a voltage controlled bus or PV bus). From this solution, the branch power flows and 
losses can be determined. 
The PF study is used for power system operations, planning and expansion. Once 
the power flow solution is obtained, the bus voltages are checked to ensure that they are 
within the desired range. If they are beyond the desired limit, the first step to adjust the 
voltages is to supply reactive power from near-by generators. The next steps involve chang-
ing the tap-ratios on tap-changing transformers or switching on the shunt capacitors/reac-
tors. The PF study can be used to determine whether any branches in the system, such as 
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transmission lines or transformer, are overloaded, which can be used to inform the future 
transmission expansion [1]. 
There are several numerical methods that are widely used to solve the nonlinear 
system of equations that make up the traditional PF problem, including the Gauss-Seidel 
method, the Newton-Raphson method [2], and the Fast Decoupled Load Flow method [3]-
[4]. The Newton-Raphson and the Fast Decouple Load Flow method are versatile and re-
liable, especially when the system operates with a nearly flat voltage profile (the bus volt-
age magnitudes are near 1 per unit value). However, these iterative methods may produce 
voltage iterates that oscillate or diverge when the system is heavily loaded. Furthermore, 
the numerical performance of these methods is dependent on the choice of the initial volt-
age guess. With an improper estimate of the starting point, these methods may converge to 
an unstable equilibrium point sometimes [5]-[8]. Consequently, they are neither guaranteed 
to find a solution if one exists nor guaranteed to find the operable solution. (This discussion 
is expanded in Section 2.1). 
Many attempts [9]-[18] have been made to improve the existing PF algorithms as 
traditional methods have inherent convergence problems. Unfortunately, none of them pro-
vide convergence guarantees. As the PF analysis plays an indispensable role in the design 
of the electric power systems, a more robust alternative to solve PF problems is desired. 
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1.2 Holomorphic Embedding 
In mathematics, an analytic function is a function which can be expanded as a 
power series centered at every point in its domain. Complex-value-based analytic functions 
are called holomorphic functions. Thus the word “holomorphic” and the word “analytic” 
are interchangeable for complex-value-based functions. 
In PF problems for ac (alternating current) electric power systems, the nonlinear 
equations to be solved are power balance equations (PBE’s). Due to the presence of the 
complex conjugate operator in PBE’s, they are non-holomorphic. By embedding the com-
plex parameter α in a specific way, the holomorphic embedding (HE) method is able to 
convert the non-holomorphic PBE’s into holomorphic PBE’s which satisfy the Cauchy-
Riemann equations [19]. Thus the theories applicable to analytic functions can be utilized 
with the holomorphic functions as well.  
References [20]-[22] provide a new non-iterative method, namely, the Holomor-
phic Embedding Load-flow method (HELM). This method is a non-iterative equation 
solver, which eliminates the convergence problems. It is guaranteed to converge to only 
the high voltage solution if this solution exists, and unequivocally signals electrical engi-
neers when no solution exists. 
1.3 Objective 
The objective of this work is to embed the PBE’s using various holomorphic em-
bedding formulae and perform numerical simulations using these formulae to determine 
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the one which has the best numerical properties. The HE algorithm will be validated on a 
large-scale electric power system. 
This thesis addresses the following topics: 
1. Review the existing PF methods, as well as their merits and demerits. 
2. Describe the concept of analytical continuation and demonstrate its numer-
ical performance using examples. 
3. Introduce the basic models for the load bus, generator bus and slack bus 
used by the HELM with the complex-valued parameter α embedded. 
4. Explore the numerical properties of different embedding formulae to solve 
the PF problems, and develop the procedures for calculating the new germ solution 
and the general solution of voltage power series coefficients. 
5. Describe the embedding modifications needed to model three-winding 
transformers and phase-shifting transformers. 
6. Perform numerical simulations of the HE formulations in MATLAB and 
compare the results with the results from the NR method using MATPOWER 
toolbox. 
7. Determine which HE formulation has the “best” numerical performance for 
solving PF problems. 
8. Discuss limitations of the HE method and how to improve it. 
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1.4 Organization 
This thesis is organized as follows: 
Chapter 2 includes a literature review of different PF methods. Attention is given 
to the properties of the dominant iterative PF methods (the Gauss-Seidel method, the New-
ton-Raphson method, and the Fast Decoupled Load Flow method), which have omnipres-
ent applications in the electric power industry. Included in this chapter are also some non-
iterative methods (the Series Load Flow method, the Homotopy Continuation method, and 
the HELM), which have attractive characteristics. 
Chapter 3 concentrates on the concept and numerical illustrations of analytic con-
tinuation, power series expansion and Padé approximation. It also introduces two ap-
proaches to calculate the Padé approximant. This chapter lays the theoretical foundation of 
the HE method.  
Chapter 4 first introduces the basic models consistent with the HELM using the 
complex embedding parameter α. A different embedding formula with additional real-val-
ued study parameter β is implemented. Next, methods for finding the germ solution are 
presented as well as the general recursion relationships between consecutive power series 
coefficients. Further, attention is applied to model modification for the practical electric 
power system with three-winding transformers and phase shifters. 
Numerical simulations and results are presented in Chapter 5. Numerical simulation 
tests are presented on different electric power systems using MATLAB R2015a, and these 
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results compared with those obtained from the NR Method in MATPOWE 5.1. Conclu-
sions are drawn regarding the new modified embedding formula on convergence perfor-
mance and accuracy. 
Chapter 6 presents the conclusions and future research directions. 
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2 LITERATURE REVIEW 
2.1 Traditional Iterative Methods 
Currently, the most widely applied PF methods are the Newton-Raphson method 
and the Fast Decoupled Load-Flow method. The Gauss-Seidel method for solving PF prob-
lem was popular in the 1960s. The performance of different PF methods can be detrimen-
tally affected by the power system’s characteristics, including topology, branch parameters, 
load profile and size. Today, PF algorithms with short execution time are preferred for real-
time large-scale systems simulations. Modifications are made to enhance the convergence 
reliability of these algorithms, though these modifications typically increase the complex-
ity. These modified PF algorithms are then used to solve ill-conditioned power systems, a 
situation not uncommon when performing outage studies. Ideally, what is preferred are 
robust PF algorithms with low complexity that are easy to code, maintain and enhance [5].  
2.1.1 Gauss-Seidel Method 
The Gauss-Seidel (GS) method is the earliest proposed method used to solve the 
PF problem. This method was formulated by the German mathematicians C. F. Gauss and 
P. L. Seidel in 1874. 
The GS algorithm may be described as follows:  
1) Take a good guess at the initial bus-voltage values, usually starting with a flat 
voltage profile, where bus-voltage magnitude and angle are set to 1.0 per unit and 0 degree 
respectively. 
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2) Once the voltage at bus i is updated using the PBE for bus i, update bus i voltage 
in the other PBE’s. 
3) Iterate until the L-infinity norm of the difference of the voltage values from con-
secutive iterations is smaller than a specified tolerance. 
Assuming that a system has one slack bus and N load buses, the power injection at 
bus i can be written as: 
where the index for the slack bus is 0; Si is the complex power injection at bus i; Vi is the 
voltage at bus i, and Yik = -(Gik + jBik), which is the (i, k) admittance matrix entry.  
Then the above equation can be written as: 
Rearranging the above equation, the voltage at each load bus is given as: 
The process of updating values for the unknown voltages is shown below: 
  = ∗ =   
∗ =  ∗ ∗  (2.1) 
 ∗ = ∗ = ∗  +  

,  (2.2) 
  = 1 
∗∗ −  

,  (2.3) 
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where the superscript n in Vi(n) represents the updated result of Vi after the nth iteration, 
which will be used in the (n+1)th iteration. 
Then step 3 above is used to decide whether the iteration process should be terminated or 
not [23]. 
The implementation of the GS-based algorithm is relatively easy and the LU fac-
torization of a matrix is not needed. Thus, it takes a relatively small amount of memory 
and has low computational complexity. However, this method, with the linear convergence, 
shows a slower rate of convergence than other iterative methods. 
2.1.2 Newton-Raphson Method 
The Newton-Raphson (NR) method is named after Isaac Newton and Joseph 
Raphson. This method starts with the initial estimate of unknowns, namely the voltage 
magnitude and the angle at load bus, as well as the voltage angle and the reactive power at 
generator bus. Next, it expands the PBE into a Taylor series and obtain a linearized system 
 
( !) = 1  
∗
( )∗ −  −( )

# 
#( !) = 1##  #
∗
#( )∗ − # − #( !) −#( )

$ ⋮
( !) = 1 & 
∗
( )∗ −  −( !)
'
 −  ( )

! (⋮
( !) = 1  
∗
( )∗ −  −  ( !)
'
 
 (2.4) 
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of equations by ignoring the higher order terms. Iterations on this linearized system of 
equation are used to determine successive estimates of the unknowns. Convergence is ob-
tained when the L-infinity norm of the difference between two consecutive iteration values 
is smaller than a specified tolerance. 
Assuming that a system has (N+1) buses with one slack bus, the power injection 
equation at bus i is given by: 
where  = ||∠+ and  = ||∠+ are the voltages at bus i and bus k respectively. 
After simplification, the mismatch equations for the balance of the real and the reactive 
power injections are derived as:  
The linearized system of equations after the Taylor series expansion is expressed 
symbolically as follows: 
 
 =   = ||∠+ ||∠ − +(, − -.)


= ||||(/01+ + -123+)(, − -.)
 (2.5) 
 
∆5 = 5 − ||||(,/01+ + .123+)
∆6 = 6 − ||||(,123+ − ./01+)
 (2.6) 
 7∆+∆8 = −9' 7∆5∆68 (2.7) 
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where the Jacobian matrix, J, is the matrix of partial derivatives of the mismatch equations 
with respect to the voltage angle θ and the bus voltage magnitude |V| respectively as shown 
in (2.8): 
Calculation of the successive estimates of the unknowns is based on equations below: 
where θim and Vim denote the mth iterative results for θi and Vi respectively. 
The iterations continue until the L-infinity norm of the difference between two consecutive 
iteration vector values is smaller than a specified tolerance. 
The NR method has the property of quadratic convergence. Computational com-
plexity is greater with the NR method than with the GS method, as updating and factoriza-
tion of the Jacobian matrix is time consuming. The NR method is reliable for a system 
whose bus voltages are near nominal, but may become unstable when the voltage profile 
is far away from a desirable operating point. The method is initial estimate dependent and 
it is impossible to get a converged solution when the initial estimate falls outside the region 
               9 =
:;
;;
;;
;;
;< =∆5=+ =∆5=||=∆6=+ =∆6=||
⋯
=∆5=+ =∆5=| |=∆6=+ =∆6=| |⋮ ⋱ ⋮=∆5 =+ =∆5 =||=∆6 =+ =∆6 =||
⋯
=∆5 =+ =∆5 =| |=∆6 =+ =∆6 =| | @A
AA
AA
AA
AB
 (2.8) 
 
+C! = +C + ∆+C! = C + ∆ (2.9) 
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of attraction (ROA). There is also the possibility that the algorithm will converge to a non-
operable solution. In the event that the NR fails to converge to a solution, it cannot be said 
with certainty whether the given problem has no solution or whether the NR just failed to 
find an existing solution [6]-[7]. 
2.1.3 Fast Decoupled Load Flow Method 
The Fast Decoupled Load Flow method (FDLF) is a variant of the NR method. The 
three assumptions used to derive this method from the NR approach are: 
1) The branch conductance values are zero. 
2) The magnitudes of all voltages are close to 1 per unit.  
3) The voltage angles across all branch are close to zero, namely 123+ ≈
0, /01+ ≈ 1. 
Using these three assumptions, equations derived from (2.6) can be written as follows: 
And (2.10) is used to justify the off-diagonal sub-matrices of the Jacobian matrix are as 
small as zero. Then (2.8) becomes: 
  
=∆5=|| = −||(,/01+ + .123+) ≈ 0=∆6=+ = −||||(−,/01+ − .123+) ≈ 0
 (2.10) 
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The (2.11) demonstrates the weak coupling relation between the real power and the voltage 
magnitude, and the relation between the reactive power and the voltage angle as well. Then 
the PF problem in the NR method can be decoupled as: 
where square matrices B’ and B’’ are approximations of Jacobian matrix defined in [4]. 
The FDLF method exploits the approximate decoupling of the real and the reactive 
power equations, and keeps the Jacobian matrix as a constant matrix throughout the entire 
iteration process. This means that the Jacobian matrix for this method is factorized only 
once. Thus the FDLF method dramatically decreases the computation complexity, which 
is an inherent demerit of NR method. This method is widely applied in real-time power-
system operations. Even though the FDLF method has superior calculation speed over the 
NR method, it is initial guess dependent and has convergence problems, including near the 
saddle node bifurcation point.  
 9 =
:;
;;
;;
;;
;< =∆5=+ =∆5=|| ≈ 0=∆6=+ ≈ 0 =∆6=||
⋯
=∆5=+ =∆5=| | ≈ 0=∆6=+ ≈ 0 =∆6=| |⋮ ⋱ ⋮=∆5 =+ =∆5 =|| ≈ 0=∆6 =+ ≈ 0 =∆6 =||
⋯
=∆5 =+ =∆5 =| | ≈ 0=∆6 =+ ≈ 0 =∆6 =| | @A
AA
AA
AA
AB
 (2.11) 
 
∆+ = (.)' ∆5∆ = (.′)' ∆6
 
 
(2.12) 
14 
 
2.1.4 Motivation to Develop Non-iterative PF Methods 
The three mainstream PF methods work very well when the system operates under 
near nominal conditions. Unfortunately, these three methods become less robust when the 
system operates with a voltage profile far from nominal, such as under contingency condi-
tions. Furthermore, these iterative methods need an appropriate guess of the initial values. 
Promisingly, several non-iterative PF methods have been proposed, though they have not 
been thoroughly tested. 
2.2 Non-Iterative Methods to Solve Power-Flow Problems 
As initial estimate dependency and convergence issues are inherent with the tradi-
tional PF methods (the GS, the NR and the FDLF methods), attention has been directed at 
non-iterative methods. The following sections discuss three emerging methods, namely the 
Series Load Flow method, the Homotopy Continuation method and the Holomorphic Em-
bedding Load-flow Method. 
2.2.1 Series Load Flow Method 
The Series Load Flow method expresses the voltage variable function as an explicit 
power series. Two different approaches of determining the voltage power series are pro-
posed in [24]. One is the explicit voltage function in terms of the Taylor series obtained 
via the series recursion technique. The other series is the fixed-point iteration series with 
the initial guess of voltages equal to zero, which can be considered as solving V = f(V), thus 
it has the near-Newton properties [24]. 
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Even though the derived voltage power series from both approaches provides an 
explicit form of the PF solution, it is essentially an analytical representation of a fixed-
point numerical iteration process [25]. In other words, this method is initial guess depend-
ent as the initial operating point has to be obtained through the iterative process. Besides, 
this method has not been applied to solve the PF problem for large interconnected electric 
power systems. 
2.2.2 Homotopy Continuation Method 
If one continuous function can be deformed into the other one, this deformation is 
called a homotopy between the two functions. A Homotopy Continuation method, employ-
ing the technique of the homotopy continuation, is proposed to find PF solutions for ill-
conditioned electric power systems. Systems that are radial, or heavily loaded or under 
contingency have greater probability of generating ill-conditioned PF problems. 
The PBE’s for the system with one slack bus and N load buses are shown as follows: 
Next, (2.13) is reformulated as a new function with variable X, and the PF problem is al-
tered to become the solution of the equation set below: 
 
5 = ||||(,/01+ + .123+)
6 = ||||(,123+ − ./01+)
 (2.13) 
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where X = (θ1,…, θN,|V1|,…|VN|)T is the solution to the PF problem. 
The linear homotopy equation is: 
where ai is appropriately selected given value, and xi is the ith element of the vector X. 
At t = 0, (2.15) becomes G|H = I − J. And it is clear that the homotopy equation is 
recovered at t = 1. The implementation of this algorithm is presented in [26].  
The most salient feature of the Homotopy Continuation method is that this method 
is able to solve ill-conditioned systems. Furthermore, the initial estimate can be chosen 
arbitrarily. However, shortcomings of this method are longer execution time because of the 
computation complexity and more memory storage required. 
2.2.3 Holomorphic Embedding Load-flow Method 
The Holomorphic Embedding Load-Flow method (HELM) is the most recently de-
veloped method based on the technique of complex analysis. The algorithm was first pro-
posed by Dr. Trias and a detailed description was presented in 2012 [20]-[22].  
The HELM exploits the technique of complex embedding to convert the PBE’s to 
be holomorphic functions. The voltage solution is represented by the Padé approximants, 
  
K(L) = 5 − ||||(,/01+ + .123+), 2 = 1,2, … ,O
KP(L) = 6 − ||||(,123+ − ./01+) , - = O + 1,… , 2O
 (2.14) 
                                       G = (1 − Q)(I − J) + QK(L), 2 = 1,2, … ,2O (2.15) 
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which is a set of rational equations obtained from the Maclaurin series expansion of the 
holomorphic functions.  
The HELM eliminates the uncertainty of solution existence faced by all iterative 
PF methods. It is guaranteed to converge to the high-voltage solution if it has a solution, 
and unequivocally signals when no solution exists, precision limitations notwithstanding 
[22]. Details of this method will be explained in Chapter 4. 
The HELM is a good candidate for solving PF problems because of its extraordi-
nary reliability, though it requires a longer execution time when compared to other PF 
algorithms. To this point, the literature contains no reports that the algorithm has been 
tested on a range of practical power systems.  
2.2.4 Comparison of the Non-iterative Methods 
The Series Load Flow method is still initial estimate dependent. Its initial operating 
point is obtained using an iterative approach. The Homotopy Continuation method, based 
on the homotopy continuation technique, transforms the original function progressively 
into the PBE’s for the system as the parameter t discussed in the previous section is varied 
from 0 to 1.0. The initial value can be chosen arbitrarily for this method. But the use of this 
method is limited because of its computation complexity. The HELM exploits the tech-
niques of complex holomorphic embedding to convert the non-holomorphic PBE’s to hol-
omorphic functions. This method requires no initial value estimate, though it does require 
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a germ solution which can easily be found. Furthermore, it can guarantee convergence, 
precision issues notwithstanding. 
2.3  Conclusion 
This chapter introduced three conventional methods (the GS, the NR and the FDLF 
methods) and three novel non-iterative methods (the Series Load Flow method, the Ho-
motopy Continuation method, and the HELM). The conventional methods perform reliably 
for the meshed system operating at near nominal conditions, but they are initial estimate 
dependent, and they face convergence issues when the system is under contingency or 
heavily loaded. Non-iterative methods claim to present advantages. They help overcome 
the convergence issues. As they are much less researched than the conventional methods, 
they beg adequate study and are open to further development. 
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3 ANALYTIC CONTINUATION AND PADÉ APPROXIMANT 
In the holomorphic embedding (HE) method, the voltage function is expressed as a 
Maclaurin power series. The value of the power series is represented by its Padé approxi-
mant, which is the maximal analytic continuation of the function. A theoretical background 
of analytic continuation and Padé approximants is needed before digging into the models 
for the HE method.  
This chapter will introduce analytic continuation and how to obtain the maximal 
domain of an analytic (or holomorphic) function by calculating its diagonal or near-diago-
nal Padé approximant based on its Maclaurin series expansion.  
3.1 Analytic Continuation 
Analytic continuation is different from numerical continuation. In the complex 
analysis, analytic continuation is use to extend the analytic domain of a function to (in our 
case of interest) outside of the region of convergence of the original analytic expression in 
the form of another analytic (holomorphic) function. In contrast, numerical continuation 
uses an existing numerical solution to a function to find another nearby numerical solution 
to the function. 
An analytic function is a function (whose domain may be real, complex, quaterni-
onic or of a more general type) that can be represented by a power series (generated via the 
Taylor series expansion) within its domain of convergence. The word “analytic” and the 
word “holomorphic” are interchangeable when the function has a complex-value-based 
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domain. The technique of analytic continuation is applicable to analytic as well as holo-
morphic functions. 
As an example of analytic continuation, consider a geometric series which starts 
with 1.0 and the common ratio of successive term is given as the parameter α. The summa-
tion of this series can be expressed as follows: 
When the range of variable α is |α| < 1.0, (3.1) gives: 
The convergence region for function f1(α) is within the radius of 1.0 (represented 
by the blue circular area in Figure 3.1). The new function KR(S) obtained from (3.1) is 
defined everywhere except at the point where α = 1, which extends the domain of the power 
series over the entire complex domain except the point where α = 1 (represented by the red 
point in Figure 3.1). 
 K(S) = 1 + S + S# +⋯S +⋯ = ST = lim →T
1 − S !1 − S  (3.1) 
 KR(S) = 11 − S (3.2) 
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Figure 3.1 Convergence Region of Function f1(α)   
Another example of analytic continuation is the integral of an exponential function, 
given by: 
When the value of the parameter α is smaller 1.0, function f2(α) will converge even as the 
variable x approaches infinity. An analytic continuation of function f2(α), which is equiva-
lent over region of convergence is: 
The convergence region for function f2(α) is shown in Figure 3.2. The original re-
gion of convergence for function f2(α) is α < 1 in the complex domain (shown as the blue 
square area in Figure 3.1). After analytic continuation, the new function K#Y(S) is defined 
over the entire complex plane, except for the point α = 1. 
  K#(S) = Z ['('\)]^IT_ = lim`→TZ['('\)]^I
`
_
= lim`→T ['('\)]−(1 − S)a
`
 (3.3) 
             	K#Y(S) = 11 − S (3.4) 
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Figure 3.2 Convergence Region of Function f2(α) 
3.2 Maclaurin Expansion Power Series 
The Taylor series was first proposed by the Scottish Mathematician James Gregory 
and was formally described by the English Mathematician Brook Taylor. The Maclaurin 
series is generated when the Taylor series is expanded about zero.  
Using the Maclaurin series expansion, an analytic (or holomorphic) function f(α) 
can be expanded as a power series with (possibly) an infinite number of terms as follows: 
where c[i] is the coefficient of the ith order term, f(i)(α) is the ith order derivative of function 
f(α) evaluated at zero, and r is the convergence radius of the power series in the complex 
domain. 
 K(S) = /c2dST =
K()(S)2! S, fg[3	|S| h i (3.5) 
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The generated series contains all of the properties of the analytic function f(α). 
However, it cannot be concluded that all well-behaved functions have valid Maclaurin ex-
pansions. For example, function f(α) = exp(-1/α) is smooth and infinitely differentiable 
when x is equal or larger than zero. However, its Maclaurin expansion is equal to zero, as 
f(0) = f’(0) = … = f(i)(0) = 0 for i = 1,2,3,….[28]. 
3.3 Maximal Analytic Continuation by Padé Method 
Padé approximants can be used to improve the convergence behavior of a power 
series. A Padé approximant is a rational function which has a Maclaurin expansion series 
matching the original power series up to (L+M+1) terms [28]. The Padé approximant with 
numerator/denominator polynomial degree [L/M] of an analytic function f(α) is given be-
low: 
where parameters L and M are the degree of the numerator and denominator polynomials 
respectively. 
The maximal analytic continuation of a series can be achieved by calculating its 
Padé approximant in [29]-[30]. In other words, the Padé approximant, calculated by using 
the power series coefficients of the function, is able to extrapolate the properties of the 
function even beyond the convergence radius of the power series.  
 cj/ldm(\) = ∑ Jc2dSo∑ pc-dSPqP + 0(So!q!) (3.6) 
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When parameters L = M, the equation obtained from (3.6) is known as a diagonal 
Padé approximant. And when |L-M| = 1, the equation obtained from (3.6) is a near-diagonal 
Padé approximant [27]-[28]. And the diagonal or near-diagonal Padé approximant gives 
the most accurate result. 
3.4 Calculation of the Padé Approximant 
The following section describes two popular approaches of calculating the Padé 
approximant of a power series, given the power series coefficients of an analytic function’s 
Maclaurin expansion. The virtue of these two approaches is that the obtained Padé approx-
imant is a rational function of complex-valued variable α, and the value of the function f(α) 
can be calculated with any α values within the domain of f(α) by evaluating its Padé ap-
proximant. 
3.4.1 Viskovatov Method 
The Viskovatov method can be divided into two steps: 1) convert the original power 
series into the continued fraction; 2) convert the continued fraction to a rational function 
[28]. This method is used to extrapolate the voltage function for the HELM in [22] and is 
also utilized to calculate the inverse of power series in the HE algorithm. The procedures 
are explained in (3.7)-(3.16). 
Assume that the power series has been generated from the original analytic function 
using the Maclaurin series expansion. This equation can be written as:  
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where c(0)(α) is the original power series, and c(i)(α) (where i = 1,2,3,…) denotes the recip-
rocals of the previous power series shown as follows: 
The calculation of the coefficients of the functions c(i)(α) can be derived from the relation 
between function c(i-1)(α) and function c(i)(α). Take i = 1 as an example, function c(0)(α) and 
c(1)(α) in (3.8) have the relation: 
The equations for calculating the coefficients (c(1)[0], c(1)[1], c(1)[2],…) are given as: 
 
/()(S) = /()c2dST
= /()c0d + /()c1dS + ⋯+ /()c3dS +⋯
= /()c0d + Sr/()c1d + ⋯+ /()c3dS ' +⋯s
= /()c0d + S/()(S) 
(3.7) 
 
/()(S) = 1/()c1d + /()c2dS + ⋯+ /()c3dS ' +⋯
= /()c0d + /()c1dS + ⋯+ /()c3dS +⋯
= /()c0d + S/(#)(S) 
(3.8) 
 
/(#)(S) = 1/()c1d + /()c2dS + ⋯+ /()c3dS ' +⋯
= /(#)c0d + /(#)c1dS + ⋯+ /(#)c3dS +⋯ (3.9) 
(/()c0d + /()c1dS + ⋯+ /()c3dS 
+⋯)r/()c1d + /()c2dS + ⋯+ /()c3dS ' +⋯s = 1 (3.10) 
 /()c0d = 1/()c1d (3.11) 
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Using this approach, (3.7) can be written as a continued fraction: 
It can be shown in [31] that a continued fraction can be approximated by a rational 
function, which happens to correspond to a diagonal or near-diagonal Padé approximant 
(depending upon whether the continued fraction is truncated at an even or odd number of 
terms). This rational function is generated by using a three-term recursion relation as fol-
lows [32]: 
And the diagonal and near-diagonal Padé approximants are represented respec-
tively using the following equations: 
The three-term recursion relationship of (3.14) are well known to produce the ra-
tional functions indicated by (3.15)-(3.16). However, due to the accumulation of rounding 
 /()c3d = −∑ /()ctd/()c3 + 1 − td ' /()c1d , 3 = 2,3,4, … (3.12) 
 
/()(S) = /()c0d + S/()c0d + \w(x)cd! yz({)c|d}⋯ (3.13) 
 
~(S) = /()c0d,~(S) = /()c0d/()c0d + S,~(S) = /()c0d~'(S) + S~'#(S), 2 = 2,3,4, ….(S) = 1,.(S) = /()c0d,.P(S) = /(P)c0d.P'(S) + S.'#(S), - = 2,3,4, …
 (3.14) 
 K(S)cq/qd = ~#q(S).#q(S) (3.15) 
 K(S)c(q!)/qd = ~#q!(S).#q!(S) (3.16) 
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errors when getting the functions of A(α) and B(α), the higher order coefficients for c(i)( α) 
will become less accurate as it is described in [33]. 
3.4.2 Direct Matrix Method 
This method is used to calculate the Padé approximant in the HE algorithm. As in 
(3.6), the Padé approximant can be written as a rational function, which is a fraction of two 
polynomials: 
By cross-multiplying of (3.17), it can be found that: 
Equating the coefficients of α0, α1, α2, … at both sides of (3.18) gets: 
Assume that L is smaller than M. There are (L+1) equations with (L+M+2) variables 
unknown in the system of the equations. Thus the solution of this system is undetermined, 
 
cj/ld\ = Jc0d + Jc1dS + ⋯JcjdSopc0d + pc1dS + ⋯pcldSq + 0(So!q!)
=  /c3dS T   
(3.17) 
  
(pc0d + pc1dS + ⋯pcldSq)(/c0d + /c1dS + ⋯/c3dS )
= Jc0d + Jc1dS + ⋯JcjdSo + 0(So!q!) (3.18) 
 
pc0d/c0d = Jc0d,pc0d/c1d + pc1d/c0d = Jc1d,pc0d/c2d + pc1d/c1d + pc2d/c0d = Jc2d⋮
 pc2d/cj − 2d = Jcjd	(o,q)
 (3.19) 
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and we need to add (M+1) equations. Equating the coefficients of αL+1, αL+2, αL+3,… on 
both sides of (3.18), we get: 
The coefficients, c[j], are defined to be zero when j is smaller than zero to ensure the con-
sistency. And the value of b[0] is chosen to be 1.0 [28]. Thus with (3.19) and (3.20), we 
have (L+M+1) unknown variables and the same number of equations. The system of equa-
tions can be written in the form of matrix: 
where the square matrix of coefficients of the original power series on the left hand side 
(LHS) is called the Padé matrix. 
Coefficients of both the numerator and denominator polynomials can be solved, 
using (3.19) and (3.21). Specifically, the coefficients of the denominator polynomial b[1] 
~ b[M] can be obtained through the LU factorization of the Padé matrix and forward/back-
ward substitution. 
 
pcld/cj − l + 1d + pcl − 1d/cj − l + 2d + ⋯pc0d/cj + 1d = 0pcld/cj − l + 2d + pcl − 1d/cj − l + 3d + ⋯pc0d/cj + 1d = 0⋮pcld/cjd + pcl − 1d/cj −l + 2d + ⋯+ pc0d/cj + ld = 0  (3.20) 
:;
;;
</{j − l + 1d /cj − l + 2d /cj − l + 3d ⋯ /cjd/cj − l + 2d /cj − l + 3d /cj − l + 4d ⋯ /cj + 1d/cj − l + 3d⋮/cjd
/cj − l + 4d⋮/cj + 1d
/cj − l + 5d⋮/cj + 2d
⋯⋱⋯
/cj + 2d⋮/cj + ld@A
AA
B
:;
;;
< pcldpcl − 1dpcl − 2d⋮pc1d @A
AA
B
= −
:;
;;
< /cj + 1d/cj + 2d/cj + 3d⋮/cj + ld@A
AA
B
 
(3.21) 
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One drawback is that the Padé approximant introduces spurious poles which do not 
correspond to the singularities of the original function. The results evaluated near poles are 
misleading [28]. Furthermore, the Padé matrix becomes too large to yield an accurate result 
if too many terms in the series are included. 
3.5 Pitfalls 
3.5.1 Precision Issues 
The numerical accuracy is a big issue for the Padé approximation. Precision issues 
can arise at several places in the calculation of the Padé approximant. First, due to limited 
precision, the power series computed from the Maclaurin expansion of the original function 
may not be as accurate as desired, especially for the higher order terms. Second, as more 
terms are included in the series to represent the function more accurately, there is a ten-
dency of the Padé matrix to become ill-conditioned. Consequently, the inversion of the 
Padé matrix to calculate the coefficients of the denominator polynomial can suffer from 
significant round-off errors. As it is well known with ill-conditioned matrices, a small var-
iation of the coefficients can affect the Padé approximant enormously. In general, the 
higher the degree of the denominator and numerator polynomials in the rational function, 
the more round-off error will be incurred. The empirical rule recommends that extra M 
decimal places be kept for the precision of a Padé approximant with the form [L/M] [28]. 
In other words, M guarding digits of precision is usually needed to get an accurate [L/M] 
Padé approximant. 
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3.5.2 Ill-conditioned Padé Matrix 
When the condition number of the Padé matrix is extremely large (usually beyond 
the level of 1015), the matrix becomes very ill-conditioned and the solution obtained of the 
systems is not reliable. To be more precise, a tiny perturbation in the Padé matrix or the 
RHS will cause a large difference in the solution vector. Thus, for an ill-conditioned matrix, 
the accuracy of the resultant coefficients of denominator polynomial is in question [34].  
A defect of the Padé approximant becomes evident when it is blindly used to ap-
proximate a geometric power series. The matrix on the LHS in (3.21) becomes singular if 
the degree of the rational approximant chosen poorly. For example, the Maclaurin series 
of the function f(α) = 1/(1-α) is: 
Based on the coefficients of the power series in (3.22), the Padé matrix in (3.21) can be 
written as follows: 
The determinant of the Padé matrix on the LHS in (3.23) is zero. This means the 
Padé matrix is singular. No variables can be calculated if the Padé matrix is singular. How-
ever, with a proper degree of the Padé approximant chosen, the modified equation is solv-
able. For example, if the [1/2] Padé approximant is chosen, then the following coefficients 
 K(S) = 11 − S = 1 + S + S# + S$ +⋯ (3.22) 
 1 1 ⋯ 11 1 ⋯ 1⋮1 ⋮1 ⋱⋯ ⋮1 :;
;;
< pcldpcl − 1dpcl − 2d⋮pc1d @A
AA
B = − 11⋮1 (3.23) 
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can be calculated: b[1] = -1 and a[0] = 1. The obtained Padé approximant is 1/(1-α), which 
is exatly the same as the original holomorphic function.  
This kind of Padé approximant is called a degenerate Padé approximant. A lower 
order of the Padé approximant with form [L/2] is used to accurately approximate a geomet-
rical power series. To avoid obtaining a matrix that is ill-conditioned, a sophisticated nu-
merical test for degeneracy of the power series is needed [28]. 
When an ill-conditioned Padé matrix is encountered, a lower order approximant 
may be indicated or a more sophisticated approximant is needed. Additionally, the LU 
factorization of the Padé matrix with full pivoting or partial pivoting can be performed to 
improve the ill-conditioned problem of the Padé matrix. 
3.6 Summary 
This chapter prepares the theoretical foundation for the HE algorithm. It illustrates 
the technique of analytic continuation through two numerical examples. Furthermore, this 
chapter introduces two approaches to calculate the Padé approximant (the Viskovatov 
method and the Direct Matrix method). Reasons for the occurrence of the potential inac-
curacy when calculating the coefficients of denominator and numerator polynomial for the 
Padé approximant is also addressed.  
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4 HOLOMORPHIC EMBEDDING POWER-FLOW METHOD 
Consider a general system with (N+1) buses including a slack bus called slack, a 
set PQ of load buses and a set PV of generation buses. The PF problem can be expressed 
using the basic models below. The basic models start with the model for the load buses. Its 
PBE is given by: 
And the PBE for the generator buses is: 
The PBE for the slack bus is: 
4.1 Basic Holomorphic Embedding Model 
There are an infinity number of ways in which a function may be holomorphically 
embedded. Presented here is perhaps the most straight-forward way of performing this em-
bedding and is, therefore, referred to as the basic embedding. 
4.1.1 Basic Embedded PBE’s 
With the existence of complex operator, (4.1)-(4.2) are non-holomorphic. To solve 
the PF problem, the PBE’s can be embedded holomorphically using the complex parameter 
α. One possible embedding approach is shown as follows: 
  =
∗∗ , 2 ∈ 56 (4.1) 
 
5 = [  ∗ ∗ || = 
, 2 ∈ 5 (4.2) 
 w = , 2 ∈ 1J/t (4.3) 
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where Yiktrans is the fraction of the (i,k) entry of bus admittance matrix associate with only 
the non-shunt branch impedances; Yishunt is the total shunt reactance at bus i and the charg-
ing susceptance of the branch between bus i and bus k in the equivalent pi circuit; Pi = Pgi 
- Pli and Qi = Qgi - Qli are the real and reactive power injections respectively at bus i; sub-
scripts g and l denote generation and load respectively; Visp is the specified voltage at bus 
i; Vi(α) and Qi(α) are the voltage and reactive functions of α respectively, are given by: 
As in (4.1), the complex conjugate of voltage is needed to calculate the current 
injected at each bus. The functions Vi* (α) and Vi*(α*) are two different forms of the com-
plex conjugate of Vi (α), shown as follows: 
 
(S) =
S∗∗(S∗) − S
(S), 2 ∈ 56 (4.4) 
 

(S) =
S5 − -6(S)∗(S∗) − S
(S)(S)∗(S∗) = 1 + S rs# − 1
, 2 ∈ 5 (4.5) 
 w(S) = 1 + Sr − 1s, 2 ∈ 1J/t (4.6) 
 
(S) = c0d + c1dS + c2dS# +⋯+ c3dS , 
2 ∈ (56 ∪ 5 ∪ 1J/t) (4.7) 
 6(S) = 6c0d + 6c1dS + 6c2dS# +⋯+ 6c3dS , 2 ∈ 5 (4.8) 
 
∗(S∗) = ∗c0d + ∗c1dS + ∗c2dS# +⋯∗c3dS , 
	2 ∈ (56 ∪ 5 ∪ 1J/t) (4.9) 
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In order to be holomorphic, a function must satisfy the Cauchy-Riemann equations 
[35]. An equivalent condition is that the Wirtinger derivative of the function f(α) with re-
spect to the complex conjugate of α is zero, which is expressed as:  
Roughly, a function is holomorphic when it is independent of the complex conju-
gate of the variable [36]. As the expression Vi*(α*) in (4.9) satisfies the Cauchy-Riemann 
equations, it is a holomorphic function. Thus the model uses the expression of Vi*(α*) in-
stead of Vi*(α). Additionally, Wi(α) is the reciprocal of the voltage function Vi(α), and it is 
a power series as well: 
And the coefficients for Wi(α) can be calculated by: 
 
∗(S) = ∗c0d + ∗c1dS∗ + ∗c2d(S∗)# +⋯∗c3d(S∗) , 
	2 ∈ (56 ∪ 5 ∪ 1J/t) (4.10) 
 
=K(S)=S∗ = 0 (4.11) 
 
(S) = 1(S) = c0d +c1dS +c2dS# +⋯+c3dS ,∗(S∗) = 1∗(S∗) = ∗c0d +∗c1dS +∗c2dS# +⋯+∗c3dS ,2 ∈ (56 ∪ 5)
 (4.12) 
 c3d = −∑ cdc3 − d  c0d  (4.13) 
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4.1.2 Germ Solution 
The germ solution is the solution of (4.4)-(4.6) at the zero load condition. It is cal-
culated when α is equal to 0. Substituting α = 0 in (4.4)-(4.6), the germ solution can be 
obtained by solving the set of equations below: 
The germ solution consists of the constant terms of the power series Vi (α) at all 
buses in the system, and the constant terms of Vi*(α*), Qi*(α*) and Wi*(α*), Wi (α) can be 
calculated based on the Vi (0) and Qi (0). This is a key step in the derivation of the general 
formula of the power series. The calculated germ solution is: 
4.1.3 Power Series Expansion and General Solution 
4.1.3.1 General Formula for Load Buses 
By substituting (4.7) and (4.12) into (4.4), the PBE for a load bus is represented as:  
 



_H c0d = 0, 2 ∈ 56
_H c0d = −-6c0d∗c0d, 2 ∈ 5c0d∗c0d = 1, 2 ∈ 5wc0d = 1, 2 ∈ 1J/t
 (4.14) 
 c0d = 1, 2 ∈ 56 ∪ 5 ∪ 1J/tPc0d = 1, - ∈ 56 ∪ 56c0d = 0, t5  (4.15) 
 

(c0d + c1dS +⋯+ c3dS )
= S∗(∗c0d +∗c1dS + ⋯∗c3dS )
− S
(c0d + c1dS + ⋯+ c3dS ), 2 ∈ 56 
(4.16) 
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By equating the coefficients of the same order of αn, the general recursive relation for the 
load bus is below: 
4.1.3.2 General Formula for Generator Buses 
After substituting the power series of Vi(α) and Wi(α) in the first equation in (4.5), 
the PBE for a generator bus is: 
By equating the coefficients of the same order of αn, the general recursive relation can be 
expressed as: 
While it may not be obvious, the set of equations including (4.17) and (4.19) is 
underdetermined as both Vi and Qi are unknown variables. To solve the equation set 
 
c3d = ∗∗c3 − 1d − 
c3 − 1d, 2 ∈ 56 (4.17) 
 

(c0d + c1dS + ⋯+ c3dS )
= cS5 − -(6c0d + 6c1dS + ⋯+ 6c3dS )d(∗c0d
+∗c1dS + ⋯∗c3dS )
− S
(c0d + c1dS + ⋯+ c3dS ), 2 ∈ 5 
(4.18) 
 

c3d
= 5∗c3 − 1d − -(6cd∗c3 − d  )
− 
c3 − 1d, 2 ∈ 5 
(4.19) 
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properly, the power series is also substituted into the second equation in (4.5) to satisfy the 
voltage magnitude constraint for generator buses: 
By equating the coefficients of the same order of α on both side of the equation, (4.20) can 
be written as: 
As Vi*[0] = 1, based on (4.15), (4.21) can be further rewritten as: 
Thus, the constraints on the real part of the nth coefficient for the voltage power series 
originally summarized from (4.22) are given below: 
4.1.3.3 General Formula for Slack Bus 
After substituting the power series, the PBE for the slack bus is: 
 
(c0d + c1dS + ⋯+ c3dS )(∗c0d + ∗c1dS + ⋯∗c3dS )
= 1 + S # − 1 , 2 ∈ 5 (4.20) 
 

c0d
∗c0d = 1c0d∗c1d + c1d∗c0d = # − 1
cd∗c3 − d  = 0, 3 = 2,3,4, …
 (4.21) 
 

∗c1d + c1d = 2_c1d = # − 1c0d∗c3d + c3d∗c0d = 2_c3d = −cd∗c3 − d '3 = 2,3,4, …
 (4.22) 
 _c3d =


1, 3 = 0rs# − 12 , 3 = 1
−12cd∗c3 − d
 '
 , 3 = 2,3,4, …
, 2 ∈ 5 (4.23) 
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By equating the coefficients of the same order of α, the general formula is: 
4.1.4 Matrix Equation of the Coefficients for the nth Term 
Splitting the admittance matrix into real and imaginary parts and moving the un-
known variable Q[n] in (4.19) to the LHS, these equations can be written in matrix form. 
For example, a three-bus system with one slack bus, one generator bus and one load bus is 
shown in Figure 4.1. The equation to compute its coefficients for the nth term is given as: 
 
Figure 4.1 Single-line Diagram of a Three-bus System 
 
w(S) = wc0d + wc1dS + ⋯+ wc3dS 
= 1 + Sr − 1s, 2 ∈ 1J/t (4.24) 
 wc3d = 1, 3 = 0 − 1, 3 = 10, 3 = 2,3,4, …, 2 ∈ 1J/t (4.25) 
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where Gik and Bik are real and reactive parts of the bus admittance matrix entries Ytrans(i, k) 
corresponding to conductance and susceptance of the off-diagonal branch i-k respectively; 
Gii and Bii are real and reactive parts of the diagonal bus admittance matrix entries Ytrans (i, 
i), which is the negative value of the summation of all off-diagonal entries of Ytrans; V2r[n] 
can be calculated through (4.23). Finally, δik = 0 when i ≠ k, and δik = 1 when i = k [32]. 
4.2 Modified Holomorphic Embedding Model 
In the basic embedded PBE’s, the complex value parameter α is embedded as de-
scribe above. However, it is unclear if this embedding formula provides the best conver-
gence performance.  
  
:;
;;
;< 1 0 00 1 0,# −.# 0
0 0 00 0 0−.## ,#$ −.#$.# ,# 1,$ −.$ 0.$ ,$ 0
,## .#$ ,#$−.$# ,$$ −.$$,$# .$$ ,$$ @A
AA
AB
:;
;;;
;<c3dc3d6#c3d#c3d$c3d$c3d@A
AAA
AB
=
:;
;;
;;
;;
;;
<   +  (w − 1)0
i[ 5##∗c3 − 1d − - 6#cd#∗c3 − d '  − #
#c3 − 1d 
2¡ 5##∗c3 − 1d − - 6#cd#∗c3 − d '  − #
#c3 − 1d i[¢$∗$∗c3 − 1d − $
$c3 − 1d£2¡¢$∗$∗c3 − 1d − $
$c3 − 1d£ @A
AA
AA
AA
AA
B
−
:;
;;
;< 00,##.##,$#.$#@A
AA
AB #_c3d, 3 = 0,1,2, … 
(4.26) 
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To test the possibility of a better embedding formula, a modified formula βα+(1-
β)α2 is used in the PBE’s. The range of the variable β is chosen from 0 to 1.0. The modified 
formula provides the ability to test the convergence performance of embedding α2 rather 
than α when at β = 0. The modified formula becomes the same as the basic embedding one 
at β = 1. 
4.2.1 Modified Embedded PBE’s 
The modified embedded PBE for the load buses is: 
The modified embedded PBE for the generator buses is given as: 
The modified embedded PBE for the slack buses is given as: 
 

(S)
= c¤S + (1 − ¤)S#d∗∗(S∗)− c¤S + (1 − ¤)S#d
(S), 2 ∈ 56 
(4.27) 
 

(S)
= c¤S + (1 − ¤)S#d5 − -6(S)∗(S∗)− c¤S + (1 − ¤)S#d
(S), 2 ∈ 5 
(S)∗(S∗) = 1 + c¤S + (1 − ¤)S#d # − 1 , 2 ∈ 5 
(4.28) 
 w(S) = 1 + c¤S + (1 − ¤)S#dr − 1s, 2 ∈ 1J/t (4.29) 
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4.2.2 Germ Solution 
The germ solution can be calculated from (4.14) in the basic HE models. The ob-
tained germ solution provides the constant terms for unknown power series, which is the 
same as it is given by (4.15). 
4.2.3 Power Series Expansion and General Forms 
4.2.3.1 General Formula for Load Buses 
By substituting (4.7) and (4.12) into (4.27), the PBE for the load buses is repre-
sented below:  
By equating the coefficients of the same order of α, the general formula is: 
4.2.3.2 General Formula for Generator Buses 
After substituting the power series for V(α), the PBE for a generator bus is: 
 

(c0d + c1dS + ⋯+ c3dS )
= c¤S + (1 − ¤)S#d∗(∗c0d +∗c1dS + ⋯∗c3dS )
− c¤S + (1 − ¤)S#d
(c0d + c1dS + ⋯
+ c3dS ), 2 ∈ 56 
(4.30) 
 

c3d
= ¤∗∗c3 − 1d + (1 − ¤)∗∗c3 − 2d
− ¤
c3 − 1d − (1 − ¤)
c3 − 2d, 2 ∈ 56 
(4.31) 
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By equating the coefficients of the same order of αn, the general formula is: 
And the constraint for voltage magnitude is: 
By equating the coefficients of αn on both sides of the equation, one obtains the following 
equation set: 
 

(c0d + c1dS + ⋯+ c3dS )
= c(¤S + (1 − ¤)S#)5
− -(6c0d + 6c1dS + ⋯+ 6c3dS )d(∗c0d +∗c1dS
+ ⋯∗c3dS )
− c¤S + (1 − ¤)S#d
(c0d + c1dS + ⋯
+ c3dS ), 2 ∈ 5 
(4.32) 
 

c3d
= ¤5∗c3 − 1d − (1 − ¤)5∗c3 − 2d
− ¤
c3 − 1d − (1 − ¤)
c3 − 2d
− - 6cd∗c3 − d   , 2 ∈ 5 
(4.33) 
 
(c0d + c1dS + ⋯+ c3dS )(∗c0d + ∗c1dS + ⋯∗c3dS )
= 1 + c¤S + (1 − ¤)S#d # − 1 , 2 ∈ 5 (4.34) 
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Substituting Vi[0] = 1 and Vi*[0] = 1 into (4.35), it allows (4.35) to be rewritten as: 
The constraints on the real part of voltage derived from (4.34) is shown as below: 
4.2.3.3 General Formula for Slack Bus 
After substituting the power series, the PBE for the slack bus is: 
By equating the coefficients of the same order of α, the coefficients of the slack bus voltage 
are given by: 
 



c0d∗c0d = 1c0d∗c1d + c1d∗c0d = ¤ # − 1c0d∗c2d + c1d∗c1d + c2d∗c0d = (1 − ¤) # − 1
cd∗c3 − d  = 0, 3 = 3,4,5, …
 (4.35) 
 


2_c1d = ¤ 
# − 1
2_c2d = (1 − ¤) # − 1 − c1d∗c1d
2_c3d = −cd∗c3 − d, 3 = 3,4,5, … '
 (4.36) 
 _c3d =



1, 3 = 0¤(# − 1)2 , 3 = 1(1 − ¤)(# − 1) − c1d∗c1d2 , 3 = 2
−12cd∗c3 − d, 3 = 3,4,5, …
 '

, 2 ∈ 5 (4.37) 
 
wc0d + wc1dS + ⋯+ wc3dS 
= 1 + c¤S + (1 − ¤)S#dr − 1s, 2 ∈ 1J/t (4.38) 
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4.2.4 Matrix Equation of the Coefficients for the nth Term 
Splitting (4.31), (4.33) and (4.37) and the admittance matrix into real and imaginary 
parts and moving the unknown variables to the LHS, the recursion equations can be written 
in matrix form. For example, a three-bus system with one slack bus, one generator bus and 
one load bus is shown in Figure 4.1. The equation to compute the coefficients of α1 term 
(first order) is given as:  
The coefficients of the term with higher order are computed as follows: 
  wc3d =

1, 3 = 0¤r − 1s, 3 = 1(1 − ¤)r − 1s, 3 = 20, 3 = 3,4,5, …
, 2 ∈ 1J/t (4.39) 
 
:;
;;
;< 1 0 00 1 0,# −.# 0
0 0 00 0 0−.## ,#$ −.#$.# ,# 1,$ −.$ 0.$ ,$ 0
,## .#$ ,#$−.$# ,$$ −.$$,$# .$$ ,$$ @A
AA
AB
:;;
;;;
<c1dc1d6#c1d#c1d$c1d$c1d@A
AAA
AB
=
:;
;;
;;
< ¤(w − 1)0i[¢¤5##∗c0d − ¤#
#c0d£2¡¢¤5##∗c0d − ¤#
#c0d£i[¢¤$∗$∗c0d − ¤$
$c0d£2¡¢¤$∗$∗c0d − ¤$
$c0d£@A
AA
AA
B
−
:;
;;;
< 00,##.##,$#.$#@A
AAA
B
#_c0d 
(4.40) 
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where known1[n] and known2[n] on the RHS represent the following, respectively: 
 
4.3 Bus-type Switching 
The generator bus is the bus connected to one or more generators. These generators 
have reactive power limits, which indicate the capability of producing the reactive power 
between Qmin and Qmax to support voltage stability. 
 
:;
;;
;< 1 0 00 1 0,# −.# 0
0 0 00 0 0−.## ,#$ −.#$.# ,# 1,$ −.$ 0.$ ,$ 0
,## .#$ ,#$−.$# ,$$ −.$$,$# .$$ ,$$ @A
AA
AB
:;
;;;
;<c3dc3d6#c3d#c3d$c3d$c3d@A
AAA
AB
=
:;
;;;
;<# (1 − ¤)r
 − 1s0i[{t30f31c3d¥2¡{t30f31c3d¥i[{t30f32c3d¥2¡{t30f32c3d¥ @A
AAA
AB −
:;
;;;
< 00,##.##,$#.$#@A
AAA
B
#_c3d, 3 = 2,3,4, … 
(4.41) 
 
t30f31c3d = ¤5##∗c3 − 1d + (1 − ¤)5##∗c3 − 2d
− ¤#
#c3 − 1d − (1 − ¤)#
#c3 − 2d
− - 6#cd#∗c3 − d '  , 3 = 2,3,4, … 
(4.42) 
 
t30f32c3d = ¤$∗$∗c3 − 1d + (1 − ¤)$∗$∗c3 − 2d
− ¤$
$c3 − 1d − (1 − ¤)$
$c3 − 2d, 3
= 2,3,4, … 
(4.43) 
 # = ¦1, 3 = 20, 3 ≠ 2 (4.44) 
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The reactive power series, Qi(α), can be calculated from the matrix equation in the 
previous section. Also the net reactive power injection Qi at each generator bus is obtained 
by the equation below: 
Ideally Qi(α) calculated from the Padé approximant should be equal to that calcu-
lated with (4.45). With the reactive load known, the reactive power output of the generator 
at bus i can be calculated by: 
where Qil is the known reactive power absorbed by the loads at bus i.  
Sometimes, the computed reactive power output of a generator will be beyond its 
reactive power limits. To maintain the true condition of the power system, a process called 
bus-type switching is necessary. The procedure is shown in Figure 4.2.  
When the reactive power output of a generator is larger than the maximum reactive 
power limit Qmax, then the reactive power injection is set to be Qmax, and the bus type of 
this bus is changed to be load bus with a tag “max”; The bus type will be changed to a load 
bus with a tag “min” when its generator’s minimum reactive power limit is violated. After 
altering the bus type, the PF problem needs to be re-solved, and the reactive power limits 
violation requires checking each time. For a load bus with tag ‘max’, if the newly calculated 
 6 = 2¡&  
∗( = 6(S) (4.45) 
 6¨(S) = 6(S) + 6 (4.46) 
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voltage magnitude is greater than the specified voltage magnitude, then it will be changed 
back to a generator bus; for a load bus with tag ‘min’, if the newly calculated voltage mag-
nitude is less than the specified voltage magnitude, then it will be changed back to a gen-
erator bus as well. The five bus types used in the algorithm are listed in Table 4.1 below. 
Table 4.1 List of All Bus Types in PF Problems 
Bus type Unknown variables Known variables 
Slack P, Q |V|, θ 
Load bus |V|, θ P, Q 
Generator bus θ, P |V|, Q 
Generator bus on Qmin |V|, θ P, Q 
Generator bus on Qmax |V|, θ P, Q 
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Figure 4.2 Flow Chart of Bus Type Switching 
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4.4 Unsymmetrical Admittance Matrix with Phase Shifters 
When there is a transformer with a magnitude-changing tap between bus i and bus 
k as shown in Figure 4.3, the complex current injections Ii and Ik can be represented via a 
two-by-two bus admittance matrix  with respect to voltage Vi and Vk as follows: 
And the matrix 
  is the submatrix of the bus admittance matrix  when the 
shunt reactances at bus i and bus k in the equivalent pi circuit are ignored. The matrix 

  can be expressed as: 
where A is the tap ratio of the transformer; y, r and x are the admittance, resistance and 
reactance of branch i-k respectively. 
 78 =  78 (4.47) 
 
 = 7~#© −~©−~© © 8 (4.48) 
 © = 1i + -I = ii# + I# − - Ii# + I# (4.49) 
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Vi Vk
IkIi
R+jX
A:1
Impedance Side Tap Side
AY
Y
(1
-A
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Y
(A
-1
)
Vi Vk
Ii Ik
 
Figure 4.3 Equivalent Pi Circuit for Voltage Magnitude Tap Transformer  
When a phase shifter with tap ratio ~∠+ªmH is located on the branch between bus 
i and bus k. The modified bus admittance submatrix  , with the phase shifting angle 
+ªmH, is expressed as: 
Without the shunt part, the transmission-part only submatrix, 
 , becomes: 
As it can be seen from (4.48), the 
  matrix is symmetrical, and 
 	is 
unsymmetrical in (4.51). In the modified HE algorithm, 
  is divided into two parts: 
 
 = « ~#© −~©∠+ªmH−~©∠ − +ªmH © ¬ (4.50) 
 
 = 7 ~© −~©∠+ªmH−~©∠ − +ªmH ~© 8 (4.51) 
 
 	= 
 	+ 	  (4.52) 
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where the unsymmetrical part is expressed as: 
Furthermore, the unsymmetrical part of the bus admittance matrix 	  will be 
stored using sparsity techniques. Also 	  is taken along with the symmetrical part 
of 
 in calculation of the coefficients of V power series. With the phase shifter con-
sidered, the modified PBE’s become: 
where Yikunsym is the entry (i,k) of the unsymmetrical matrix 
 . 
And the modified PBE’s for voltage constraints and slack bus are the same as (4.28) 
and (4.29). When α = 0, the modified PBE’s are converted back to (4.14) and the germ 
	 = 7 0 ~© − ~©∠+ªmH~© − ~©∠ − +ªmH 0 8 (4.53) 
 

(S)
= c¤S + (1 − ¤)S#d∗∗(S∗)− c¤S + (1 − ¤)S#d
(S)
− c¤S + (1 − ¤)S#d	(S) , 2 ∈ 56 
(4.54) 
 

(S)
= c¤S + (1 − ¤)S#d5 − -6(S)∗(S∗)− c¤S + (1 − ¤)S#d
(S)
− c¤S + (1 − ¤)S#d	(S) , 2 ∈ 5 
(4.55) 
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solution is same as (4.15). The general forms for the load and generator buses derived from 
(4.54) and (4.55) are respectively: 
A phase-shifting transformer is added between bus 2 and 3 in the three-bus system 
in Figure 4.4. 
 

c3d
= ¤∗∗c3 − 1d + (1 − ¤)∗∗c3 − 2d
− ¤
c3 − 1d − (1 − ¤)
c3 − 2d − (1
− ¤)	c3 − 2d
− ¤	c3 − 1d , 2 ∈ 56 
(4.56) 
 

c3d
= ¤5∗c3 − 1d − (1 − ¤)5∗c3 − 2d
− ¤
c3 − 1d − (1 − ¤)
c3 − 2d
− - 6cd∗c3 − d   − (1
− ¤)	c3 − 2d
− ¤	c3 − 1d , 2 ∈ 5 
(4.57) 
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Figure 4.4 Diagram of Three-bus System with Phase-shifting Transformer 
The matrix equation to calculate the α1 term for the V and Q power series is: 
 
 
:;
;;
;< 1 0 00 1 0,# −.# 0
0 0 00 0 0−.## ,#$ −.#$.# ,# 1,$ −.$ 0.$ ,$ 0
,## .#$ ,#$−.$# ,$$ −.$$,$# .$$ ,$$ @A
AA
AB
:;;
;;;
<c1dc1d6#c1d#c1d$c1d$c1d@A
AAA
AB
= −¤
:;
;;
;;
< 0 0 00 0 00 0 0
0 0 00 0 00 ,#$	 −.#$	0 0 00 0 ,$#	0 0 .#$	
0 .#$	 ,#$	−.#$	 0 0,$#	 0 0 @A
AA
AA
B
:;;
;;;
<c0dc0d#c0d#c0d$c0d$c0d@A
AAA
AB
−
:;
;;;
< 00,##.##,$#.$#@A
AAA
B
#_c0d +
:;
;;
;;
< ¤(w − 1)0i[¢¤5##∗c0d − ¤#
#c0d£2¡¢¤5##∗c0d − ¤#
#c0d£i[¢¤$∗$∗c0d − ¤$
$c0d£2¡¢¤$∗$∗c0d − ¤$
$c0d£@A
AA
AA
B
, 3 = 1 
(4.58) 
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And the matrix equation to calculate the general term for the V and Q power series is: 
where known1[n] and known2[n] on the RHS are the same as in (4.42) and (4.43); Gunsym23 
and Bunsym23 are real and reactive parts of the bus admittance matrix entry Yunsym23 (2,3) 
respectively; Gunsym32 and Bunsym32 are real and reactive parts of the bus admittance matrix 
entry Yunsym32 (3,2) respectively. Specifically, Yunsym32 ≠ Yunsym23. 
4.5 Modeling of Three-winding Transformer 
Large power systems, such as ERCOT, have three-winding transformers. The data 
of three-winding transformers is given by a delta model in PSS/E format. However, in 
:;
;;
;< 1 0 00 1 0,# −.# 0
0 0 00 0 0−.## ,#$ −.#$.# ,# 1,$ −.$ 0.$ ,$ 0
,## .#$ ,#$−.$# ,$$ −.$$,$# .$$ ,$$ @A
AA
AB
:;
;;;
;<c3dc3d6#c3d#c3d$c3d$c3d@A
AAA
AB
= −¤
:;
;;
;;
< 0 0 00 0 00 0 0
0 0 00 0 00 ,#$	 −.#$	0 0 00 0 ,$#	0 0 .#$	
0 .#$	 ,#$	−.#$	 0 0,$#	 0 0 @A
AA
AA
B
:;
;;;
;<c3 − 1dc3 − 1d#c3 − 1d#c3 − 1d$c3 − 1d$c3 − 1d@A
AAA
AB
 
−(1 − ¤)
:;
;;
;;
< 0 0 00 0 00 0 0
0 0 00 0 00 ,#$	 −.#$	0 0 00 0 ,$#	0 0 .#$	
0 .#$	 ,#$	−.#$	 0 0,$#	 0 0 @A
AA
AA
B
:;
;;;
;<c3 − 2dc3 − 2d#c3 − 2d#c3 − 2d$c3 − 2d$c3 − 2d@A
AAA
AB
−
:;
;;;
< 00,##.##,$#.$#@A
AAA
B
#_c3d +
:;
;;
;< #(1 − ¤)(w − 1)0i[{t30f31c3d¥2¡{t30f31c3d¥i[{t30f32c3d¥2¡{t30f32c3d¥ @A
AA
AB , 3 = 2, 3, 4, … 
(4.59) 
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constructing the bus admittance matrix in the HE method, the delta model is be converted 
to wye model and a fictitious neutral bus is created".  
The conversion of a three-winding transformer connecting bus i, j and k is illus-
trated in Figure 4.5 below: 
Zjk
Bus i
Bus k Bus j
Zi
Bus i
Bus 
k
Bus 
j
Fictitious 
neutral bus
 
Figure 4.5 Conversion of Three-winding Transformer Model 
Given impedances between any two buses (Zij, Zjk, Zik), the impedances between 
every two buses in the converted wye model can be calculated as: 
The bus number of the fictitious neutral point in the wye model will be assigned 
sequentially based on the largest existing bus numbers. Also, these fictitious neutral points 
are regarded as load buses because their complex power injections are entered as zero. 
 


­ = ­P + ­ − ­P2­P = ­P + ­P − ­2­ = ­ + ­P − ­P2
 (4.60) 
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4.6 Advantages and Disadvantages of the Modified HE Algorithm  
With the modified embedding formula βα + (1-β)α2, it is possible to observe the 
numerical performance with any reasonable combination of α and α2 by varying the value 
of β. Furthermore, the models of the three-winding transformers and phase shifters are 
added to the algorithm. The addition of the phase-shifter and three-winding transformer 
models makes the HE algorithm capable of solving the PF problems of more practical 
power systems. 
While an elementary algorithm for bus-type switching has been implemented, the 
bus-type switching portion of this algorithm needs further improvement. While the HE 
algorithm as given above is programmed in MATLAB with double precision, the calcula-
tions may still accumulate an unacceptable amount of round-off error when calculating 
high order Padé approximants. Additionally, the algorithm uses the direct matrix method 
to calculate the Padé approximants, which may not provide the best enhanced convergence 
rate for the voltage series. 
4.7 Summary 
This chapter discusses various embedding formulae for the basic models used in 
HE algorithm. A three-bus example is given to illustrate the equations for calculating the 
germ and general solution. An additional study parameter, β, is added to the equations 
which allows a homotopy between embeddings using α2 and α. Furthermore, the equivalent 
models of phase shifters and three-winding transformers are also addressed.  
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5 NUMERICAL SIMULATIONS 
Simulations of the HE algorithm with different embedding formulae were per-
formed using the MATLAB 2015a environment. Numerical performance of the proposed 
algorithm on various power systems (the three-bus, the IEEE 14-bus, the IEEE 118-bus, 
the IEEE 300-bus and the ERCOT systems) are discussed and analyzed in this chapter. The 
MATPOWER toolbox, which uses the NR method, is used as a validation check of the 
results calculated from the HE algorithm. 
5.1 Convergence Test 
The MVA base was chosen as 100 MVA for both the HE algorithm under environ-
ment of MATLAB R2015a and the NR method using MATPOWER. Since MATPOWER 
uses a different way to deal with the violation of VAR limits, bus-type-switching was dis-
abled in both the HE algorithm and MATPOWR during the result comparison. The con-
vergence criteria are set as follows:  
1) The tolerance of the largest deviation of consecutive Padé-approximant values for 
the bus voltage magnitude (namely Δ|V|) is empirically chosen as 10-4 per unit value.  
2) The tolerance of the largest deviation of consecutive Padé-approximant values for 
the bus voltage angle is 1.0 degree. 
3) The tolerance of the largest power mismatch among all buses is 0.1 MW/MVAR or 
10-3 per unit value for ΔP and ΔQ, respectively. 
During the experiments, the number of power series terms needed to obtain a con-
verged solution and the condition number of the Padé matrices constructed for the V, Q 
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power series are different from case to case. They were recorded to compare the numerical 
performance of different embedding formulae. The 2-norm condition number of the matrix 
A is calculated by:  
where ®C](~) and ®C (~) are the largest and the smallest singular value of the matrix 
A respectively. 
When matrix A is normal, then its 2-norm condition number is calculated by: 
Where ¯C](~) and ¯C (~) are the largest and the smallest eigenvalue of the matrix A 
respectively. 
The embedding formula that needs the fewest number of terms to obtain a con-
verged solution is preferred because it is less computationally expensive. Since a large 
condition number can lead to high sensitivity in the system of equations, a relatively 
smaller condition number of the Padé matrix is likewise desired. In general, the Padé ma-
trices constructed for the V and Q power series for larger systems tend to have larger con-
dition numbers. 
 
 t(~) = ®C](~)®C (~)  (5.1) 
 t(~) = ¯C](~)¯C (~)  (5.2) 
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5.2 Flow Chart 
The flow chart of the proposed HE algorithm is provided in Figure 5.1. The pro-
posed HE algorithm utilizes the MDML (Minimum Degree and Minimum Length) method 
to reorder the sparse bus admittance matrix, which decreases the number of fills generated 
during LU factorization and thus saves the storage memory. Additionally, the algorithm 
considers the violation of reactive limits of generators in the system by performing bus-
type switching (discussed in section 4.3). 
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Figure 5.1 Flow Chart of the Proposed HE Algorithm 
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5.3 Simulation Results 
Numerical procedures for solving a three-bus system is presented in detail for the 
three-bus system. Results obtained for the IEEE 14-bus, the IEEE 118-bus, the IEEE 300-
bus and the ERCOT systems are provided as well. 
5.3.1 Three-bus System 
The three-bus system with phase-shifting transformer in Figure 4.4 was used to 
illustrate the HE algorithm. The bus and branch data for this system are listed in Table 5.1 
and Table 5.2, where Bus Type 1, 2 and 3 represent the load bus, the generator bus and the 
slack bus respectively. The entries for Pg, Pl, and Ql are per unit values and where the 
values for R, X and B are entered as per unit values. 
Table 5.1 Bus Data of the Three-bus System 
Bus Number Bus Type Vsp Pg (pu) Pl (pu) Ql (pu) 
1 3 1.00 - 0.00 0.00 
2 2 1.02 5.00 0.50 0.10 
3 1 - - 0.75 1.00 
Table 5.2 Branch Data of the Three-bus System 
Branch number From Bus To Bus Branch Device Type R (pu) X (pu) B (pu) 
1 1 2 Line 0.03 0.10 0.02 
2 1 3 Line 0.01 0.20 0.02 
3 2 3 Transformer 0.00 0.40 0.00 
The first step is to generate the bus admittance matrix Y based on the information 
of the given topology, bus and branch data. The sparse bus admittance matrix Y is stored 
by means of the disjoint link list in Table 5.3. 
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Table 5.3 Entries of Ytrans and Y in Form of Disjoint Link List 
IRP 1 4 7 10  
Index 1 2 3 4 5 
CIndx 2 3 1 1 3 
Ytrans -2.7523+j9.1743 -0.2494+4.9875 3.0017-j14.1618 -2.7523+j9.1743 j2.5126 
Y -2.7523+j9.1743 -0.2494+4.9875 3.0017-j14.1418 -2.7523+j9.1743 j2.5126 
Index 6 7 8 9 10 
CIndx 2 1 2 3  
Ytrans 2.7523-11.6869 -0.2494+j4.9875 j2.5126 0.2494-j7.5001  
Y 2.7523-11.6895 -0.2494+j4.9875 j2.5126 0.2494-j7.4775  
where Index is the position number in the Y and Ytrans lists; CIndx is the index of the column 
number corresponding to the non-zero entries in the Y and Ytrans matrices; IRP is the initial 
row pointer which is the beginning index of each row corresponding to CIndx. Entries of 
the Y and Ytrans matrices are per unit values. 
For example, IRP(2) = 4 and IRP(3) = 7 mean that the second and the third row of 
the Y and Ytrans matrices starting from the 4th and 7th position in the list of Index respectively, 
so CIndx(4) = 1, CIndx(5) = 3 and CIndx(6) = 2 show that the 1st, 3rd and 2nd column in the 
second row have non-zero entries. The full matrices of Ytrans and Y are shown in Table 5.4 
and Table 5.5 The imaginary part of the diagonal entries are different between Ytrans and Y 
because of Yshunt. And per unit values of Yshunt at each bus are respectively: j0.02, -j0.0026 
and j0.0026. 
Table 5.4 Full Matrix of Ytrans  
3.0017 - j14.1618 -2.7523 + j9.1743 -0.2494 + j4.9875 
-2.7523 + j9.1743 2.7523 - j11.6869 j2.5126 
-0.2494 + j4.9875 j2.5126 0.2494 - j7.5001 
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Table 5.5 Full Matrix of Y 
3.0017 - j14.1418 -2.7523 + j9.1743 -0.2494 + j4.9875 
-2.7523 + j9.1743 2.7523 - j11.6895 j2.5126 
-0.2494 + j4.9875 j2.5126 0.2494 - j7.4775 
Then the second step is to calculate the germ and the general recursive relation. The 
germ solution is the same as (4.15). When n = 1, the coefficients of V(α) and Q(α) can  be 
calculated by: 
The matrix equation for solving coefficients of higher order of the power series of V is: 
 
:;;
;;<
1 0 00 1 0−2.7523 −9.1743 0
0 0 00 0 011.6895 0 −2.51269.1743 −2.7523 1−0.2494 −4.9875 04.9875 −0.2494 0
2.7523 2.5126 0−2.5126 0.2494 7.47750 −7.4775 0.2494 @A
AAA
B
:;;
;;;
<c1dc1d6#c1d#c1d$c1d$c1d@A
AAA
AB
=
:;
;;
;< ¤(w − 1)0i[{4.5¤∗c0d + -0.0026¤c0d¥2¡{4.5¤∗c0d + -0.0026¤c0d¥i[{¤(−0.75 + -1.0)∗c0d − -0.0026¤c0d¥2¡{¤(−0.75 + -1.0)∗c0d − -0.0026¤c0d¥@A
AA
AB
−
:;;
;;<
002.7523−11.689502.5126 @A
AAA
B
#_c0d 
(5.3) 
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where δ2n is given in (4.44); known1 and known2 on the RHS represent the following, re-
spectively: 
 
And the calculated coefficients for power series of V and Q with α embedded are shown in 
Table 5.6. There is no need to calculate the V and Q power series for bus 1 at it is slack bus. 
 
 
:;;
;;<
1 0 00 1 0−2.7523 −9.1743 0
0 0 00 0 011.6895 0 −2.51269.1743 −2.7523 1−0.2494 −4.9875 04.9875 −0.2494 0
2.7523 2.5126 0−2.5126 0.2494 7.47750 −7.4775 0.2494 @A
AAA
B
:;
;;;
;<c3dc3d6#c3d#c3d$c3d$c3d@A
AAA
AB
=
:;
;;
;<# (1 − ¤)(w − 1)0i[{t30f31c3d¥2¡{t30f31c3d¥i[{t30f32c3d¥2¡{t30f32c3d¥ @A
AA
AB −
:;;
;;<
002.7523−11.689502.5126 @A
AAA
B
#_c3d, 3
= 2,3,4… 
(5.4) 
 
t30f31c3d = 4.5¤#∗c3 − 1d + 4.5(1 − ¤)#∗c3 − 2d
+ -0.0026¤#c3 − 1d + -0.0026(1 − ¤)#c3 − 2d
− - 6#cd#∗c3 − d '  
(5.5) 
 
t30f32c3d = (−0.75 + -1.0)¤$∗c3 − 1d + (−0.75
+ -1.0)(1 − ¤)$∗c3 − 2d − -0.0026¤$c3 − 1d
− -0.0026(1 − ¤)$c3 − 2d 
(5.6) 
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Table 5.6 Coefficients for Power Series of V and Q by Embedding α  
Number of α order V2 V3 Q2 
0 1.0 1.0 0 
1 0.0202 + j0.3876 -0.1224 + j0.0339 -0.5204 
2 -0.0753 – j0.0115 -0.0392 – j0.0192 0.9836 
3 0.0060 + j0.0032 -0.0064 – j0.0026 -0.0642 
4 -0.0043 – j0.0005 -0.0043 – j0.0015 0.0582 
5 
7.4978E-04 + 
 j4.3048E-04 
-0.0013 – j0.0004 -0.0068 
6 
-5.3049E-04 – 
 j2.4942E-05 
-8.5128E-04 – 
 j2.4102E-04 
0.0079 
7 
1.0871E-04 + 
 j7.8767E-05 
-3.3574E-4 –  
j8.6708E-05 
-6.8593E-4 
8 
-8.7967E-05 +  
j3.4064E-+06 
-2.0999 E-04 –  
j5.3890E-05 
0.0014 
… … … … 
With the coefficients of power series obtained, the denominator and numerator of 
the Padé approximant can be calculated. For example, the coefficients of the [4/4] Padé 
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approximant of voltage at bus 3 are presented in Table 5.7 The voltage at bus 3 can be 
obtained by evaluating the diagonal Padé approximant in (5.7). 
Table 5.7 Coefficients of Denominator and Numerator Polynomials for V3 
Number of 
order 
Coefficients of denominator poly-
nomial a(α) 
Coefficients of numerator poly-
nomial b(α) 
0 1.0000 1.0000 
1 -0.2792 – j0.2901 -0.4016 – j0.2562 
2 -0.2178 + j0.0875 -0.2129 + j0.0944 
3 0.0369 + j0.0403 0.0596 + j0.0363 
4 0.0053 - j0.0068 0.0063 – j0.0086 
The power flow solution calculated from both the HE method and the NR method 
are presented in Table 5.8. And the result comparison is shown in Table 5.9.  
 
 
 
 
$ = $(S)|\
= Jc0d + Jc1dS + Jc2dS# + Jc3dS$ + Jc4dSµ1 + pc1dS + pc2dS# + pc3dS$ + pc4dSµ a\
= 0.8248 + -0.0098	(¶[i	·32Q) 
(5.7) 
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Table 5.8 Results of the Three-bus System Obtained from HE Method and NR Method 
Results HE method with α HE method with α2 NR method 
Bus Num-
ber 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
1 1.0000 0.00 1.0000 0.00 1.0000 0.00 
2 1.0200 21.83 1.0200 21.83 1.0200 21.83 
3 0.8249 0.68 0.8249 0.68 0.8249 0.68 
Table 5.9 Result Comparison of the Three-bus System 
The largest absolute difference be-
tween HE and NR method 
HE method with α HE method with α2 
PU Volt Angle (Deg) PU Volt Angle (Deg) 
2.66E-05 9.10E-04 2.66E-05 9.10E-04 
The difference between the HE method and the NR method should be the same 
with either α embedding or α2 embedding as the convergence criteria remains the same. By 
varying the value of the study parameter, β, in the range between 0~1.0, the required num-
ber of terms to obtain a converged solution and the largest condition number of the Padé 
matrices for any bus constructed from V and Q power series coefficients at the converged 
solution were recorded.  
With the value of the study parameter β as the horizontal axis, the purple curve in 
Figure 5.2 is the required number of terms to obtain a converged solution; the orange curve 
is the largest condition number of the Padé matrix constructed from the V power series 
coefficients; and the blue curve represents the relation between the largest condition num-
ber of the Padé matrices constructed from the Q power series coefficients for generator 
buses. All condition numbers are presented using a logarithmic scale.  
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Figure 5.2 Numerical Performance of the Three-bus System 
The general trend is that the required number of terms to get a converged solution 
decreases from 17 to 9 as the embedding formula changes from α2 to α. To be precise, it 
requires an [8/8] Padé approximant to obtain a converged voltage solution for this system 
when the PBE’s are embedded with α2; and it requires a [4/4] Padé approximant to obtain 
a converged voltage solution with the original embedding formula α. The turning points on 
the orange and blue curves correspond that on the purple curve. 
One point that needs to be mentioned is that when the value of β is between 
0.90~0.94, the number of terms needed decreases to 7, which is fewer than the number 
required at β = 1.0. In the same range of β values, the largest condition number of the Padé 
matrix of the V power series are smaller relative to values outside of that range. This implies 
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that an embedding formula which has a component of α2 numerically behaves better than 
the embedding formula with α alone for the three-bus system. However, conclusions on 
the presence of an α2 component in embedding formula cannot be drawn from the perfor-
mance of the algorithm on a single three-bus system. The results of numerical tests on 
systems with more buses are reported in the next sections. 
5.3.2 IEEE 14-bus System 
The IEEE 14-bus system shown in Figure 5.3 was used to test and validate the HE 
algorithm. The power flow solutions calculated from the HE method are compared with 
those obtained using the NR method. Comparison of results of the converged solution when 
the PBE’s are embedded with α and α2 are shown in Table 5.10. And the result accuracy 
comparison is presented in Table 5.11. 
 
Figure 5.3 Diagram of the IEEE 14-bus System 
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Table 5.10 Results of the IEEE 14-bus System Obtained from HE Method and NR 
Method 
Results HE method with α HE method with α2 NR method 
Bus Num-
ber 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
1 1.0600 0.00 1.0600 0.00 1.0600 0.00 
2 1.0450 -4.98 1.0450 -4.98 1.0450 -4.98 
3 1.0100 -12.73 1.0100 -12.72 1.0100 -12.73 
4 1.0177 -10.31 1.0177 -10.31 1.0177 -10.31 
5 1.0195 -8.77 1.0195 -8.77 1.0195 -8.77 
6 1.0700 -14.22 1.0700 -14.22 1.0700 -14.22 
7 1.0615 -13.36 1.0615 -13.36 1.0615 -13.36 
8 1.0900 -13.36 1.0900 -13.36 1.0900 -13.36 
9 1.0559 -14.94 1.0559 -14.94 1.0559 -14.94 
10 1.0510 -15.10 1.0510 -15.10 1.0510 -15.10 
11 1.0569 -14.79 1.0569 -14.79 1.0569 -14.79 
12 1.0552 -15.08 1.0552 -15.07 1.0552 -15.08 
13 1.0504 -15.16 1.0504 -15.15 1.0504 -15.16 
14 1.0355 -16.03 1.0355 -16.03 1.0355 -16.03 
Table 5.11 Result Comparison of the IEEE 14-bus System between HE Method and NR 
Method 
The largest absolute difference be-
tween HE and NR method 
HE method with α HE method with α2 
PU Volt Angle (Deg) PU Volt Angle (Deg) 
1.24E-05 2.12E-03 1.24E-05 2.12E-03 
Figure 5.4 plots the number of terms required to obtain a converged solution of the 
IEEE 14-bus system and the corresponding condition number of the Padé matrices of the 
V and Q power series with different embedding formulae as a function of β ranging from 
0 to 1.0. 
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Figure 5.4 Numerical Performance of the IEEE 14-bus Systems 
The number of terms needed to converge decreases as the value of the study pa-
rameter β increases; simultaneously the embedding formula progressively transforms from 
α2 to α in the embedding formula βα + (1-β)α2. Additionally, when the number of terms 
required increases, the condition numbers of the Padé matrices (built from coefficients of 
the V and Q power series) also increase. 
For the IEEE 14-bus system, the embedding formula (0.94α + 0.06α2) gives better 
numerical performance as the condition number of its Q Padé matrix is slightly smaller 
than that with embedding formula with α alone (β = 1) for the IEEE 14-bus system. 
It is obvious that there are several jump points (such as at β = 0.25 and 0.95) on the 
“number of terms” curve which has corresponding jumps on the condition numbers curves. 
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To examine the reason for these jump points, the condition number of the Padé matrix 
constructed from the V power series versus the bus number is presented in Figure 5.5 when 
β = 0.25. Based on Figure 5.5, the largest condition number in Figure 5.4 is caused by bus 
2, which is a generator bus. 
 
Figure 5.5 Condition Number versus Bus Number when β = 0.25 
5.3.3 IEEE 118-bus System 
The IEEE 118-bus system in Figure 5.6 was used to test the HE algorithm as well. 
Table 5.12 presents a comparison of the largest differences between the HE method and 
the NR method at the converged solution. The full solution of the system with embedding 
formulae α2 and α as well as the solution obtained from MATPOWER are presented in 
APPENDIX A. Numerical performance with different embedding formulae is plotted in 
Figure 5.7. 
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Figure 5.6 Schematic Diagram of the IEEE 118-bus System 
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Table 5.12 Result Comparison of the IEEE 118-bus System between HE Method and NR 
Method 
The largest absolute difference be-
tween HE and NR method 
HE method with α HE method with α2 
PU Volt Angle (Deg) PU Volt Angle (Deg) 
3.07E-06 1.40E-04 3.07E-06 1.40E-04 
 
 
Figure 5.7 Numerical Perform of the IEEE 118-bus System 
The overall trend is that the numerical performance becomes better with the in-
crease of value of β. It can also be observed that the condition number of the V and Q Padé 
matrices tends to decrease as the number of terms required decreases, and increases as the 
number of terms required increases. Compared to the numerical performance with β = 1, 
the numerical performance is better when the value of the study parameter β inside the 
range between 0.84~0.92. Jump points (such as β = 0.93) on these three curves for the IEEE 
118-bus system are fewer. 
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5.3.4 IEEE 300-bus System 
The IEEE 300-bus system in Figure 5.8 was also used to test the HE algorithm. 
Table 5.13 presents a comparison result of the largest differences between the HE method 
and the NR method in MATLAB at the converged solution. The converged solution of the 
system with embedding formulae α2 and α as well as the solution obtained from 
MATPOWER are presented in APPENDIX B. The numerical performance as a function 
of β is plotted in Figure 5.8. 
 
Figure 5.8 Diagram of the IEEE 300-bus System 
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Table 5.13 Result Comparison of the IEEE 300-bus System between HE Method and NR 
Method 
The largest absolute difference be-
tween HE and NR method 
HE method with α HE method with α2 
PU Volt Angle (Deg) PU Volt Angle (Deg) 
6.29E-05 1.88E-03 6.29E-05 1.87E-03 
 
Figure 5.9 Numerical Performance of the IEEE-300 Bus System 
These three curves do not behave as regularly as the former curves presented in 
Figure 5.2, Figure 5.4 and Figure 5.7. However, it can still be observed that the number of 
terms required to converge generally decreases as the embedding formulation continuously 
morphs from α2 to α. Furthermore, the condition numbers of the Padé matrix constructed 
from Q power series are larger these from V power series for the IEEE 300-bus system. 
The number of terms required to get the converged solution remains the same dur-
ing the range of β = 0.92~1.0. Specifically, with the embedding formula (0.94α + 0.06α2), 
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the condition number of the Padé matrix from Q power series is smaller than the one ob-
tained when using the embedding formula α. And the condition number of the Padé matrix 
from V power series is close to the one with embedding α. This shows the existence of an 
alternative embedding formula, which is capable of giving a converged solution for the 
system with the same number of terms in the power series of V(α).  
5.3.5 ERCOT System 
The ERCOT model was the first one encountered that contains (nine) phase shifters 
and (123) three-winding transformers, hence the breaking the Y matrix into symmetrical 
and unsymmetrical portions (as described in Section 4.4) is required, as is generating equiv-
alent wye models of the three-winding transformer (as described in Section 4.5). The three 
dc transmission lines and two small islands were deleted to simplify the PF problem. 
The accuracy of the converged solution with α-only in the embedding are compared 
to MATPOWER results as shown in Table 5.14. The solution obtained from the HE algo-
rithm with embedding formula using α alone was also validated against the result from 
PowerWorld 17.0, with results similar to those of Table 5.14. 
Table 5.14 Result Comparison of the ERCOT System between HE Method with α Em-
bedding and NR Method Using MATPOWER and PowerWorld 
The largest absolute difference be-
tween HE and NR method 
Using MATPOWER Using PowerWorld 
PU Volt Angle (Deg) PU Volt Angle (Deg) 
4.45E-06 5.34E-04 4.44E-04 6.65E-01 
However, the HE algorithm did not obtain a converged solution when a nonzero α2 
was introduced into the embedding formula. Instead, significant oscillations occurred on 
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the maximum real and reactive bus power mismatches as well as on the largest voltage 
magnitude deviation when the value of β approached 0 (namely the α2-only embedding 
formula). The coefficients for V and Q power series were divergent. This indicates that 
there exists a risks of losing the robust convergence property of the HE method when a 
component of α2 is included. Why the algorithm degrades for the ERCOT system when 
this occurs remains an open question and fodder for future research. We have observed that 
double precision is not always sufficient to obtain a converged solution and it is speculated 
that if more terms are calculated using a higher-precision-based algorithm, a converged 
solution may be obtained by the formulation that includes an α2 component. 
5.4 Conclusion 
In general, as the number of power series terms need to converge to a solution for 
the voltage and reactive power series increases, the condition numbers of the Padé matrices 
constructed from the V power series and Q power series also increase. As the value of β 
approaches 1.0, fewer terms are generally required for convergence. The Padé matrix of 
the Q power series is, in general, more poorly conditioned than that of V series for larger 
systems. Even though the optimal value of β is system dependent, it seems to lie between 
0.8~1.0 based on the observation on the three-bus, the IEEE 14-bus, 118-bus and 300-bus 
systems. Nevertheless, the HE algorithm presented here, when incorporating a nonzero α2 
component in the embedding formula, was unable to obtain a converged solution for the 
ERCOT system. The improvement in the numerical performance of the embedding form 
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with a nonzero α2 component when applied to the three-bus, IEEE 14-bus, 118-bus and 
300-bus systems was not dramatic. Therefore, the original α-only embedding formulation 
presented in this work, remains the option of choice when performance and algorithmic 
simplicity are important.  
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6 CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
At the beginning of this research, a dense MATLAB-based HE power-flow code 
with bus-type switching was used. A sparsity-based implementation was developed and 
then HE-compatible phase-shifting and three-winding transformer models were developed 
and added to the code. The code was also generalized to handle situations such as genera-
tors, loads, switched shunts, transmission lines, and transformers in the input data set that 
were out of service. This sparsity-based code was further generalized to include a study 
parameter β to study α-embeddings of the form βα + (1-β)α2. Numerical tests were con-
ducted on a three-bus, the IEEE 14-bus, 118-bus, 300-bus and the ERCOT systems to ex-
plore the effects of the α and α2 components on the numerical performance of the algorithm. 
When β = 1, the HE equations revert to Dr. Trias’ classical HE equations; with β 
ranging from 0 to 1.0, numerical performance of different embedding formulae βα + (1-
β)α2 was measured by the number of terms needed to obtain a converged solution as well 
as the condition number of the Padé matrices obtained from V and Q power series. 
It was observed that the number of terms required to obtain a converged solution 
generally decreases as the embedding formula changed from α2 to α. This behavior was not 
monotonic, but instead, “discontinuities,” which are referred to as jump points, in the con-
dition number were observed. At the jump points, the number of terms required to get a 
converged solution increased. And the condition numbers of the Padé matrices from the V 
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and Q power series for PV buses tend to jump simultaneously. Thus increased number of 
terms required at the jump points generally corresponded to increased condition numbers 
of the Padé matrices from the V and Q power series. 
6.2 Future Work 
There are many areas of research that are worth pursuing. The robustness of the HE 
algorithm needs to be tested on an adequate number of ill-conditioned systems and large-
scale power grid. Additionally, numerical tests are needed to explore the effect on conver-
gence rate of number of generator bus. Also, isolated buses (also called out-of-service 
buses) and dc transmission lines are often encountered in large-scale practical systems, 
thus proper models are needed to represent them in the HE algorithm. A need exists for the 
HE algorithm to be programed using high-precision to decrease the round-off errors that 
occur during the calculation of V and Q power-series coefficients and the calculation of 
coefficients of the denominator and numerator polynomials of Padé approximant. 
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APPENDIX A 
RESULTS OF THE IEEE-118 BUS SYSTEM OBTAINED FROM HE METHOD AND 
NR METHOD  
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Results HE method with α HE method with α2  MATPOWER 
Bus Num-
ber 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
1 0.9550 -19.03 0.9550 -19.03 0.9550 -19.03 
2 0.9714 -18.49 0.9714 -18.49 0.9714 -18.49 
3 0.9677 -18.14 0.9677 -18.14 0.9677 -18.14 
4 0.9980 -14.43 0.9980 -14.43 0.9980 -14.43 
5 1.0020 -13.98 1.0020 -13.98 1.0020 -13.98 
6 0.9900 -16.71 0.9900 -16.71 0.9900 -16.71 
7 0.9893 -17.15 0.9893 -17.15 0.9893 -17.15 
8 1.0150 -8.96 1.0150 -8.96 1.0150 -8.96 
9 1.0429 -1.71 1.0429 -1.71 1.0429 -1.71 
10 1.0500 5.88 1.0500 5.88 1.0500 5.88 
11 0.9851 -16.99 0.9851 -16.99 0.9851 -16.99 
12 0.9900 -17.51 0.9900 -17.51 0.9900 -17.51 
13 0.9683 -18.37 0.9683 -18.37 0.9683 -18.37 
14 0.9836 -18.23 0.9836 -18.23 0.9836 -18.23 
15 0.9700 -18.53 0.9700 -18.53 0.9700 -18.53 
16 0.9839 -17.81 0.9839 -17.81 0.9839 -17.81 
17 0.9951 -16.00 0.9951 -16.00 0.9951 -16.00 
18 0.9730 -18.22 0.9730 -18.22 0.9730 -18.22 
19 0.9620 -18.69 0.9620 -18.69 0.9620 -18.69 
20 0.9569 -17.81 0.9569 -17.81 0.9569 -17.81 
21 0.9577 -16.22 0.9577 -16.22 0.9577 -16.22 
22 0.9690 -13.67 0.9690 -13.67 0.9690 -13.67 
23 0.9995 -8.75 0.9995 -8.75 0.9995 -8.75 
24 0.9920 -8.89 0.9920 -8.89 0.9920 -8.89 
25 1.0500 -1.82 1.0500 -1.82 1.0500 -1.82 
26 1.0150 -0.04 1.0150 -0.04 1.0150 -0.04 
27 0.9680 -14.40 0.9680 -14.40 0.9680 -14.40 
28 0.9616 -16.12 0.9616 -16.12 0.9616 -16.12 
29 0.9632 -17.11 0.9632 -17.11 0.9632 -17.11 
30 0.9853 -10.97 0.9853 -10.97 0.9853 -10.97 
31 0.9670 -17.00 0.9670 -17.00 0.9670 -17.00 
32 0.9630 -14.94 0.9630 -14.94 0.9630 -14.94 
33 0.9709 -19.15 0.9709 -19.15 0.9709 -19.15 
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34 0.9840 -18.49 0.9840 -18.49 0.9840 -18.49 
35 0.9805 -18.94 0.9805 -18.94 0.9805 -18.94 
36 0.9800 -18.94 0.9800 -18.94 0.9800 -18.94 
37 0.9907 -18.03 0.9907 -18.03 0.9907 -18.03 
38 0.9613 -12.89 0.9613 -12.89 0.9613 -12.89 
39 0.9700 -21.42 0.9700 -21.42 0.9700 -21.42 
40 0.9700 -22.50 0.9700 -22.50 0.9700 -22.50 
41 0.9668 -22.95 0.9668 -22.95 0.9668 -22.95 
42 0.9850 -21.35 0.9850 -21.35 0.9850 -21.35 
43 0.9771 -18.54 0.9771 -18.54 0.9771 -18.54 
44 0.9844 -16.06 0.9844 -16.06 0.9844 -16.06 
45 0.9864 -14.23 0.9864 -14.23 0.9864 -14.23 
46 1.0050 -11.42 1.0050 -11.42 1.0050 -11.42 
47 1.0171 -9.20 1.0171 -9.20 1.0171 -9.20 
48 1.0206 -9.98 1.0206 -9.98 1.0206 -9.98 
49 1.0250 -8.98 1.0250 -8.98 1.0250 -8.98 
50 1.0011 -11.02 1.0011 -11.02 1.0011 -11.02 
51 0.9669 -13.64 0.9669 -13.64 0.9669 -13.64 
52 0.9568 -14.59 0.9568 -14.59 0.9568 -14.59 
53 0.9460 -15.56 0.9460 -15.56 0.9460 -15.56 
54 0.9550 -14.65 0.9550 -14.65 0.9550 -14.65 
55 0.9520 -14.94 0.9520 -14.94 0.9520 -14.94 
56 0.9540 -14.76 0.9540 -14.76 0.9540 -14.76 
57 0.9706 -13.55 0.9706 -13.55 0.9706 -13.55 
58 0.9590 -14.41 0.9590 -14.41 0.9590 -14.41 
59 0.9850 -10.55 0.9850 -10.55 0.9850 -10.55 
60 0.9932 -6.77 0.9932 -6.77 0.9932 -6.77 
61 0.9950 -5.88 0.9950 -5.88 0.9950 -5.88 
62 0.9980 -6.50 0.9980 -6.50 0.9980 -6.50 
63 0.9687 -7.17 0.9687 -7.17 0.9687 -7.17 
64 0.9837 -5.41 0.9837 -5.41 0.9837 -5.41 
65 1.0050 -2.28 1.0050 -2.28 1.0050 -2.28 
66 1.0500 -2.44 1.0500 -2.44 1.0500 -2.44 
67 1.0197 -5.08 1.0197 -5.08 1.0197 -5.08 
68 1.0032 -2.40 1.0032 -2.40 1.0032 -2.40 
69 1.0350 0.00 1.0350 0.00 1.0350 0.00 
70 0.9840 -7.38 0.9840 -7.38 0.9840 -7.38 
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71 0.9868 -7.79 0.9868 -7.79 0.9868 -7.79 
72 0.9800 -8.89 0.9800 -8.89 0.9800 -8.89 
73 0.9910 -8.00 0.9910 -8.00 0.9910 -8.00 
74 0.9580 -8.33 0.9580 -8.33 0.9580 -8.33 
75 0.9673 -7.07 0.9673 -7.07 0.9673 -7.07 
76 0.9430 -8.20 0.9430 -8.20 0.9430 -8.20 
77 1.0060 -3.25 1.0060 -3.25 1.0060 -3.25 
78 1.0034 -3.55 1.0034 -3.55 1.0034 -3.55 
79 1.0092 -3.25 1.0092 -3.25 1.0092 -3.25 
80 1.0400 -1.01 1.0400 -1.01 1.0400 -1.01 
81 0.9968 -1.86 0.9968 -1.86 0.9968 -1.86 
82 0.9885 -2.73 0.9885 -2.73 0.9885 -2.73 
83 0.9844 -1.54 0.9844 -1.54 0.9844 -1.54 
84 0.9797 1.00 0.9797 1.00 0.9797 1.00 
85 0.9850 2.56 0.9850 2.56 0.9850 2.56 
86 0.9867 1.19 0.9867 1.19 0.9867 1.19 
87 1.0150 1.45 1.0150 1.45 1.0150 1.45 
88 0.9875 5.69 0.9875 5.69 0.9875 5.69 
89 1.0050 9.75 1.0050 9.75 1.0050 9.75 
90 0.9850 3.34 0.9850 3.34 0.9850 3.34 
91 0.9800 3.35 0.9800 3.35 0.9800 3.35 
92 0.9900 3.88 0.9900 3.88 0.9900 3.88 
93 0.9854 0.85 0.9854 0.85 0.9854 0.85 
94 0.9898 -1.32 0.9898 -1.32 0.9898 -1.32 
95 0.9803 -2.29 0.9803 -2.29 0.9803 -2.29 
96 0.9923 -2.46 0.9923 -2.46 0.9923 -2.46 
97 1.0112 -2.08 1.0112 -2.08 1.0112 -2.08 
98 1.0235 -2.57 1.0235 -2.57 1.0235 -2.57 
99 1.0100 -2.93 1.0100 -2.93 1.0100 -2.93 
100 1.0170 -1.94 1.0170 -1.94 1.0170 -1.94 
101 0.9914 -0.35 0.9914 -0.35 0.9914 -0.35 
102 0.9891 2.36 0.9891 2.36 0.9891 2.36 
103 1.0100 -5.68 1.0100 -5.68 1.0100 -5.68 
104 0.9710 -8.25 0.9710 -8.25 0.9710 -8.25 
105 0.9650 -9.36 0.9650 -9.36 0.9650 -9.36 
106 0.9611 -9.62 0.9611 -9.62 0.9611 -9.62 
107 0.9520 -12.42 0.9520 -12.42 0.9520 -12.42 
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108 0.9662 -10.56 0.9662 -10.56 0.9662 -10.56 
109 0.9670 -11.01 0.9670 -11.01 0.9670 -11.01 
110 0.9730 -11.86 0.9730 -11.86 0.9730 -11.86 
111 0.9800 -10.21 0.9800 -10.21 0.9800 -10.21 
112 0.9750 -14.96 0.9750 -14.96 0.9750 -14.96 
113 0.9930 -16.01 0.9930 -16.01 0.9930 -16.01 
114 0.9601 -15.27 0.9601 -15.27 0.9601 -15.27 
115 0.9600 -15.28 0.9600 -15.28 0.9600 -15.28 
116 1.0050 -2.84 1.0050 -2.84 1.0050 -2.84 
117 0.9738 -19.05 0.9738 -19.05 0.9738 -19.05 
118 0.9494 -8.06 0.9494 -8.06 0.9494 -8.06 
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APPENDIX B 
RESULTS OF THE IEEE-300 BUS SYSTEM OBTAINED FROM HE METHOD AND 
NR METHOD  
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Results HE method with α 
HE method with 
α2 
MATPower 
In-
dex 
Bus Num-
ber 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
PU 
Volt 
Angle 
(Deg) 
1 1 1.0284 5.97 1.0284 5.97 1.0284 5.97 
2 2 1.0353 7.76 1.0353 7.76 1.0353 7.75 
3 3 0.9971 6.66 0.9971 6.66 0.9971 6.66 
4 4 1.0308 4.73 1.0308 4.73 1.0308 4.73 
5 5 1.0191 4.70 1.0191 4.70 1.0191 4.70 
6 6 1.0312 7.01 1.0312 7.01 1.0312 7.01 
7 7 0.9934 6.21 0.9934 6.21 0.9934 6.21 
8 8 1.0153 2.42 1.0153 2.42 1.0153 2.42 
9 9 1.0034 2.87 1.0034 2.87 1.0034 2.87 
10 10 1.0205 1.36 1.0205 1.36 1.0205 1.36 
11 11 1.0057 2.48 1.0057 2.48 1.0057 2.48 
12 12 0.9974 5.23 0.9974 5.23 0.9974 5.23 
13 13 0.9977 -0.54 0.9977 -0.54 0.9977 -0.54 
14 14 0.9992 -4.80 0.9992 -4.80 0.9992 -4.80 
15 15 1.0344 -8.57 1.0344 -8.57 1.0344 -8.57 
16 16 1.0316 -2.62 1.0316 -2.62 1.0316 -2.62 
17 17 1.0649 -13.08 1.0649 -13.08 1.0649 -13.08 
18 19 0.9819 1.09 0.9819 1.09 0.9819 1.09 
19 20 1.0010 -2.45 1.0010 -2.45 1.0010 -2.45 
20 21 0.9752 1.63 0.9752 1.63 0.9752 1.63 
21 22 0.9963 -1.96 0.9963 -1.96 0.9963 -1.96 
22 23 1.0501 3.95 1.0501 3.95 1.0501 3.95 
23 24 1.0057 6.03 1.0057 6.03 1.0057 6.03 
24 25 1.0234 1.45 1.0234 1.45 1.0234 1.45 
25 26 0.9986 -1.72 0.9986 -1.72 0.9986 -1.72 
26 27 0.9750 -4.88 0.9750 -4.88 0.9750 -4.88 
27 33 1.0246 -12.00 1.0246 -12.00 1.0246 -12.00 
28 34 1.0414 -7.90 1.0414 -7.90 1.0414 -7.90 
29 35 0.9757 -25.68 0.9757 -25.68 0.9757 -25.68 
30 36 1.0012 -22.52 1.0012 -22.52 1.0012 -22.52 
31 37 1.0202 -11.21 1.0202 -11.21 1.0202 -11.21 
32 38 1.0203 -12.54 1.0203 -12.54 1.0203 -12.54 
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33 39 1.0536 -5.77 1.0536 -5.77 1.0536 -5.77 
34 40 1.0217 -12.76 1.0217 -12.76 1.0217 -12.76 
35 41 1.0293 -10.43 1.0293 -10.43 1.0293 -10.43 
36 42 1.0449 -7.41 1.0449 -7.41 1.0449 -7.41 
37 43 1.0007 -16.76 1.0007 -16.76 1.0007 -16.76 
38 44 1.0087 -17.43 1.0087 -17.43 1.0087 -17.43 
39 45 1.0216 -14.69 1.0216 -14.69 1.0216 -14.69 
40 46 1.0345 -11.70 1.0345 -11.70 1.0345 -11.70 
41 47 0.9779 -23.16 0.9779 -23.16 0.9779 -23.16 
42 48 1.0020 -16.12 1.0020 -16.12 1.0020 -16.12 
43 49 1.0475 -2.94 1.0475 -2.94 1.0475 -2.94 
44 51 1.0254 -8.13 1.0254 -8.13 1.0254 -8.13 
45 52 0.9980 -11.84 0.9980 -11.84 0.9980 -11.84 
46 53 0.9960 -17.58 0.9960 -17.58 0.9960 -17.58 
47 54 1.0051 -16.22 1.0051 -16.22 1.0051 -16.22 
48 55 1.0151 -12.19 1.0151 -12.19 1.0151 -12.19 
49 57 1.0335 -7.97 1.0335 -7.97 1.0335 -7.97 
50 58 0.9918 -5.96 0.9918 -5.96 0.9918 -5.96 
51 59 0.9789 -5.25 0.9789 -5.25 0.9789 -5.25 
52 60 1.0247 -9.51 1.0247 -9.51 1.0247 -9.51 
53 61 0.9907 -3.43 0.9907 -3.43 0.9907 -3.43 
54 62 1.0160 -1.06 1.0160 -1.06 1.0160 -1.06 
55 63 0.9583 -17.59 0.9583 -17.59 0.9583 -17.59 
56 64 0.9480 -12.94 0.9480 -12.94 0.9480 -12.94 
57 69 0.9627 -26.47 0.9627 -26.47 0.9627 -26.47 
58 70 0.9513 -35.12 0.9513 -35.12 0.9513 -35.12 
59 71 0.9794 -29.84 0.9794 -29.84 0.9794 -29.84 
60 72 0.9696 -27.44 0.9696 -27.44 0.9696 -27.44 
61 73 0.9776 -25.74 0.9776 -25.74 0.9776 -25.74 
62 74 0.9965 -21.94 0.9965 -21.94 0.9965 -21.94 
63 76 0.9632 -26.50 0.9632 -26.50 0.9632 -26.50 
64 77 0.9838 -24.91 0.9838 -24.91 0.9838 -24.91 
65 78 0.9900 -24.03 0.9900 -24.03 0.9900 -24.03 
66 79 0.9820 -25.01 0.9820 -25.01 0.9820 -25.01 
67 80 0.9872 -24.82 0.9872 -24.82 0.9872 -24.82 
68 81 1.0341 -18.76 1.0341 -18.76 1.0341 -18.76 
69 84 1.0250 -17.15 1.0250 -17.15 1.0250 -17.15 
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70 85 0.9871 -17.76 0.9871 -17.76 0.9871 -17.77 
71 86 0.9908 -14.25 0.9908 -14.25 0.9908 -14.25 
72 87 0.9920 -7.79 0.9920 -7.79 0.9920 -7.79 
73 88 1.0152 -20.87 1.0152 -20.87 1.0152 -20.87 
74 89 1.0317 -11.14 1.0317 -11.14 1.0317 -11.14 
75 90 1.0272 -11.23 1.0272 -11.23 1.0272 -11.23 
76 91 1.0520 -9.44 1.0520 -9.44 1.0520 -9.44 
77 92 1.0520 -6.24 1.0520 -6.24 1.0520 -6.24 
78 94 0.9929 -9.45 0.9929 -9.45 0.9929 -9.45 
79 97 1.0182 -13.29 1.0182 -13.29 1.0182 -13.29 
80 98 1.0000 -14.66 1.0000 -14.66 1.0000 -14.66 
81 99 0.9894 -20.37 0.9894 -20.37 0.9894 -20.38 
82 100 1.0060 -14.50 1.0060 -14.50 1.0060 -14.50 
83 102 1.0007 -15.29 1.0007 -15.29 1.0007 -15.29 
84 103 1.0288 -12.12 1.0288 -12.12 1.0288 -12.12 
85 104 0.9957 -17.40 0.9957 -17.40 0.9957 -17.40 
86 105 1.0223 -13.00 1.0223 -13.00 1.0223 -13.00 
87 107 1.0095 -16.08 1.0095 -16.08 1.0095 -16.08 
88 108 0.9900 -20.36 0.9900 -20.36 0.9900 -20.36 
89 109 0.9752 -26.29 0.9752 -26.29 0.9752 -26.29 
90 110 0.9732 -24.93 0.9732 -24.93 0.9732 -24.93 
91 112 0.9745 -29.27 0.9745 -29.27 0.9745 -29.27 
92 113 0.9702 -25.45 0.9702 -25.45 0.9702 -25.45 
93 114 0.9768 -29.21 0.9768 -29.21 0.9768 -29.21 
94 115 0.9603 -13.55 0.9603 -13.55 0.9603 -13.55 
95 116 1.0249 -12.67 1.0249 -12.67 1.0249 -12.67 
96 117 0.9348 -4.70 0.9348 -4.70 0.9348 -4.70 
97 118 0.9299 -4.10 0.9299 -4.10 0.9299 -4.10 
98 119 1.0435 5.19 1.0435 5.19 1.0435 5.19 
99 120 0.9584 -8.75 0.9584 -8.75 0.9584 -8.75 
100 121 0.9871 -12.61 0.9871 -12.61 0.9871 -12.61 
101 122 0.9728 -14.34 0.9728 -14.34 0.9728 -14.34 
102 123 1.0006 -17.61 1.0006 -17.61 1.0006 -17.61 
103 124 1.0233 -13.46 1.0233 -13.46 1.0233 -13.46 
104 125 1.0103 -18.41 1.0103 -18.41 1.0103 -18.41 
105 126 0.9978 -12.84 0.9978 -12.84 0.9978 -12.84 
106 127 1.0001 -10.50 1.0001 -10.50 1.0001 -10.50 
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107 128 1.0024 -4.76 1.0024 -4.76 1.0024 -4.76 
108 129 1.0028 -4.38 1.0028 -4.38 1.0028 -4.38 
109 130 1.0191 5.58 1.0191 5.58 1.0191 5.58 
110 131 0.9861 6.07 0.9861 6.07 0.9861 6.07 
111 132 1.0046 3.06 1.0046 3.06 1.0046 3.06 
112 133 1.0020 -5.44 1.0020 -5.44 1.0020 -5.44 
113 134 1.0221 -8.02 1.0221 -8.02 1.0221 -8.02 
114 135 1.0193 -6.73 1.0193 -6.73 1.0193 -6.73 
115 136 1.0476 1.56 1.0476 1.56 1.0476 1.56 
116 137 1.0471 -1.43 1.0471 -1.43 1.0471 -1.43 
117 138 1.0550 -6.33 1.0550 -6.33 1.0550 -6.33 
118 139 1.0117 -3.54 1.0117 -3.54 1.0117 -3.54 
119 140 1.0430 -3.41 1.0430 -3.41 1.0430 -3.41 
120 141 1.0510 0.07 1.0510 0.07 1.0510 0.07 
121 142 1.0155 -2.74 1.0155 -2.74 1.0155 -2.74 
122 143 1.0435 4.06 1.0435 4.06 1.0435 4.06 
123 144 1.0161 -0.66 1.0161 -0.66 1.0161 -0.66 
124 145 1.0081 -0.13 1.0081 -0.13 1.0081 -0.13 
125 146 1.0528 4.35 1.0528 4.35 1.0528 4.35 
126 147 1.0528 8.39 1.0528 8.39 1.0528 8.39 
127 148 1.0577 0.31 1.0577 0.31 1.0577 0.31 
128 149 1.0735 5.26 1.0735 5.26 1.0735 5.26 
129 150 0.9869 6.36 0.9869 6.36 0.9869 6.36 
130 151 1.0048 4.15 1.0048 4.15 1.0048 4.15 
131 152 1.0535 9.26 1.0535 9.26 1.0535 9.26 
132 153 1.0435 10.48 1.0435 10.48 1.0435 10.48 
133 154 0.9664 -1.78 0.9664 -1.78 0.9664 -1.78 
134 155 1.0177 6.77 1.0177 6.77 1.0177 6.77 
135 156 0.9630 5.17 0.9630 5.17 0.9630 5.17 
136 157 0.9845 -11.90 0.9845 -11.90 0.9845 -11.91 
137 158 0.9987 -11.38 0.9987 -11.38 0.9987 -11.38 
138 159 0.9866 -9.80 0.9866 -9.80 0.9866 -9.80 
139 160 0.9998 -12.53 0.9998 -12.53 0.9998 -12.53 
140 161 1.0361 8.87 1.0361 8.87 1.0361 8.87 
141 162 0.9919 18.52 0.9919 18.52 0.9918 18.52 
142 163 1.0411 2.93 1.0411 2.93 1.0410 2.93 
143 164 0.9840 9.68 0.9840 9.68 0.9839 9.68 
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144 165 1.0002 26.33 1.0002 26.33 1.0002 26.33 
145 166 0.9973 30.24 0.9973 30.24 0.9973 30.24 
146 167 0.9715 -6.88 0.9715 -6.88 0.9715 -6.89 
147 168 1.0024 -4.78 1.0024 -4.78 1.0024 -4.78 
148 169 0.9879 -6.66 0.9879 -6.66 0.9879 -6.66 
149 170 0.9290 0.11 0.9290 0.11 0.9290 0.11 
150 171 0.9829 -9.91 0.9829 -9.91 0.9829 -9.91 
151 172 1.0245 -6.20 1.0245 -6.20 1.0245 -6.20 
152 173 0.9837 -12.73 0.9837 -12.73 0.9837 -12.73 
153 174 1.0622 -2.67 1.0622 -2.67 1.0622 -2.67 
154 175 0.9731 -7.18 0.9731 -7.18 0.9731 -7.18 
155 176 1.0522 4.69 1.0522 4.69 1.0522 4.69 
156 177 1.0077 0.65 1.0077 0.65 1.0077 0.65 
157 178 0.9398 -6.54 0.9398 -6.54 0.9398 -6.54 
158 179 0.9699 -9.34 0.9699 -9.34 0.9699 -9.34 
159 180 0.9793 -3.06 0.9793 -3.06 0.9793 -3.07 
160 181 1.0518 -1.30 1.0518 -1.30 1.0518 -1.30 
161 182 1.0446 -4.16 1.0446 -4.16 1.0446 -4.17 
162 183 0.9716 7.15 0.9716 7.15 0.9716 7.15 
163 184 1.0386 -6.82 1.0386 -6.82 1.0386 -6.82 
164 185 1.0522 -4.31 1.0522 -4.31 1.0522 -4.31 
165 186 1.0650 2.19 1.0650 2.19 1.0650 2.19 
166 187 1.0650 1.42 1.0650 1.42 1.0650 1.42 
167 188 1.0533 -0.70 1.0533 -0.70 1.0533 -0.70 
168 189 1.0027 -26.01 1.0027 -26.01 1.0028 -26.01 
169 190 1.0551 -20.42 1.0551 -20.42 1.0551 -20.42 
170 191 1.0435 12.45 1.0435 12.45 1.0435 12.45 
171 192 0.9375 -10.98 0.9375 -10.98 0.9375 -10.98 
172 193 0.9982 -27.47 0.9982 -27.47 0.9982 -27.47 
173 194 1.0490 -19.04 1.0490 -19.04 1.0490 -19.04 
174 195 1.0359 -20.58 1.0359 -20.58 1.0359 -20.58 
175 196 0.9740 -24.23 0.9740 -24.23 0.9740 -24.23 
176 197 0.9925 -23.06 0.9925 -23.06 0.9925 -23.06 
177 198 1.0150 -20.09 1.0150 -20.09 1.0150 -20.09 
178 199 0.9543 -25.45 0.9543 -25.45 0.9543 -25.45 
179 200 0.9562 -25.37 0.9562 -25.37 0.9562 -25.37 
180 201 0.9740 -29.23 0.9740 -29.23 0.9740 -29.23 
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181 202 0.9908 -24.97 0.9908 -24.97 0.9908 -24.97 
182 203 1.0034 -21.93 1.0034 -21.93 1.0034 -21.93 
183 204 0.9666 -29.55 0.9666 -29.55 0.9667 -29.55 
184 205 0.9855 -28.51 0.9855 -28.51 0.9856 -28.52 
185 206 1.0037 -28.47 1.0037 -28.47 1.0038 -28.47 
186 207 1.0185 -28.29 1.0185 -28.29 1.0186 -28.30 
187 208 0.9994 -27.00 0.9994 -27.00 0.9994 -27.00 
188 209 1.0048 -25.61 1.0048 -25.61 1.0048 -25.61 
189 210 0.9805 -23.60 0.9805 -23.60 0.9805 -23.60 
190 211 1.0018 -22.97 1.0018 -22.97 1.0018 -22.97 
191 212 1.0133 -22.20 1.0133 -22.20 1.0133 -22.20 
192 213 1.0100 -11.38 1.0100 -11.38 1.0100 -11.38 
193 214 0.9919 -17.24 0.9919 -17.24 0.9919 -17.24 
194 215 0.9866 -19.95 0.9866 -19.95 0.9866 -19.95 
195 216 0.9751 -22.27 0.9751 -22.27 0.9751 -22.27 
196 217 1.0215 -21.99 1.0215 -21.99 1.0215 -21.99 
197 218 1.0076 -22.42 1.0076 -22.42 1.0075 -22.42 
198 219 1.0554 -20.95 1.0554 -20.95 1.0554 -20.95 
199 220 1.0080 -21.52 1.0080 -21.52 1.0080 -21.52 
200 221 1.0000 -22.28 1.0000 -22.28 1.0000 -22.29 
201 222 1.0500 -22.96 1.0500 -22.96 1.0500 -22.96 
202 223 0.9966 -22.50 0.9966 -22.50 0.9966 -22.50 
203 224 1.0003 -21.35 1.0003 -21.35 1.0003 -21.35 
204 225 0.9453 -11.14 0.9453 -11.14 0.9453 -11.14 
205 226 1.0180 -21.41 1.0180 -21.41 1.0180 -21.41 
206 227 1.0000 -27.02 1.0000 -27.02 1.0000 -27.02 
207 228 1.0424 -20.74 1.0424 -20.74 1.0424 -20.74 
208 229 1.0496 -19.74 1.0496 -19.74 1.0496 -19.74 
209 230 1.0400 -13.62 1.0400 -13.62 1.0400 -13.62 
210 231 1.0535 -21.02 1.0535 -21.02 1.0535 -21.02 
211 232 1.0415 -22.99 1.0415 -22.99 1.0415 -22.99 
212 233 1.0000 -25.70 1.0000 -25.70 1.0000 -25.70 
213 234 1.0387 -20.69 1.0387 -20.69 1.0387 -20.69 
214 235 1.0095 -20.82 1.0095 -20.82 1.0095 -20.82 
215 236 1.0165 -15.19 1.0165 -15.19 1.0165 -15.20 
216 237 1.0558 -20.90 1.0558 -20.90 1.0559 -20.90 
217 238 1.0100 -20.73 1.0100 -20.73 1.0100 -20.74 
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218 239 1.0000 -15.66 1.0000 -15.66 1.0000 -15.66 
219 240 1.0238 -19.93 1.0238 -19.93 1.0238 -19.93 
220 241 1.0500 -16.30 1.0500 -16.30 1.0500 -16.30 
221 242 0.9930 -17.23 0.9930 -17.23 0.9930 -17.23 
222 243 1.0100 -18.95 1.0100 -18.95 1.0100 -18.95 
223 244 0.9922 -19.89 0.9922 -19.89 0.9922 -19.89 
224 245 0.9711 -20.58 0.9711 -20.58 0.9711 -20.58 
225 246 0.9652 -21.42 0.9652 -21.42 0.9652 -21.42 
226 247 0.9691 -21.33 0.9691 -21.33 0.9691 -21.33 
227 248 0.9770 -24.81 0.9770 -24.81 0.9770 -24.81 
228 249 0.9762 -25.23 0.9762 -25.23 0.9762 -25.23 
229 250 1.0205 -23.38 1.0205 -23.38 1.0205 -23.38 
230 281 1.0251 -19.86 1.0251 -19.86 1.0251 -19.86 
231 319 1.0152 1.49 1.0152 1.49 1.0152 1.49 
232 320 1.0146 -2.22 1.0146 -2.22 1.0146 -2.22 
233 322 1.0004 -17.69 1.0004 -17.69 1.0004 -17.69 
234 323 0.9809 -13.75 0.9809 -13.75 0.9809 -13.75 
235 324 0.9749 -23.52 0.9749 -23.52 0.9749 -23.52 
236 526 0.9429 -34.28 0.9429 -34.28 0.9429 -34.28 
237 528 0.9724 -37.54 0.9724 -37.54 0.9724 -37.54 
238 531 0.9605 -29.06 0.9605 -29.06 0.9605 -29.06 
239 552 1.0009 -23.33 1.0009 -23.33 1.0009 -23.33 
240 562 0.9777 -27.94 0.9777 -27.94 0.9777 -27.94 
241 609 0.9583 -28.76 0.9583 -28.76 0.9583 -28.76 
242 664 1.0310 -16.83 1.0310 -16.83 1.0310 -16.83 
243 1190 1.0129 3.93 1.0129 3.93 1.0129 3.92 
244 1200 1.0244 -7.50 1.0244 -7.50 1.0244 -7.50 
245 1201 1.0122 -15.16 1.0122 -15.16 1.0122 -15.16 
246 2040 0.9695 -24.70 0.9695 -24.70 0.9695 -24.70 
247 7001 1.0507 10.81 1.0507 10.81 1.0507 10.81 
248 7002 1.0507 12.50 1.0507 12.50 1.0507 12.50 
249 7003 1.0323 13.77 1.0323 13.77 1.0323 13.77 
250 7011 1.0145 5.01 1.0145 5.01 1.0145 5.01 
251 7012 1.0507 11.59 1.0507 11.59 1.0507 11.59 
252 7017 1.0507 -10.45 1.0507 -10.45 1.0507 -10.45 
253 7023 1.0507 6.16 1.0507 6.16 1.0507 6.16 
254 7024 1.0290 12.61 1.0290 12.61 1.0290 12.61 
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255 7039 1.0500 2.15 1.0500 2.15 1.0500 2.15 
256 7044 1.0145 -13.88 1.0145 -13.88 1.0145 -13.88 
257 7049 1.0507 0.00 1.0507 0.00 1.0507 0.00 
258 7055 0.9967 -7.48 0.9967 -7.48 0.9967 -7.48 
259 7057 1.0212 -3.41 1.0212 -3.41 1.0212 -3.41 
260 7061 1.0145 2.00 1.0145 2.00 1.0145 2.00 
261 7062 1.0017 5.83 1.0017 5.83 1.0017 5.83 
262 7071 0.9893 -25.31 0.9893 -25.31 0.9893 -25.32 
263 7130 1.0507 19.04 1.0507 19.04 1.0507 19.04 
264 7139 1.0507 2.77 1.0507 2.77 1.0507 2.77 
265 7166 1.0145 35.07 1.0145 35.07 1.0145 35.07 
266 9001 1.0118 -11.23 1.0118 -11.23 1.0118 -11.23 
267 9002 0.9945 -18.84 0.9945 -18.84 0.9945 -18.84 
268 9003 0.9833 -19.67 0.9833 -19.67 0.9833 -19.67 
269 9004 0.9768 -19.81 0.9768 -19.81 0.9768 -19.81 
270 9005 1.0117 -11.31 1.0117 -11.31 1.0117 -11.31 
271 9006 1.0029 -17.41 1.0029 -17.41 1.0029 -17.41 
272 9007 0.9914 -18.67 0.9914 -18.67 0.9914 -18.67 
273 9012 1.0023 -17.25 1.0023 -17.25 1.0023 -17.25 
274 9021 0.9887 -19.06 0.9887 -19.06 0.9887 -19.06 
275 9022 0.9649 -21.64 0.9649 -21.64 0.9649 -21.64 
276 9023 0.9747 -19.37 0.9747 -19.37 0.9747 -19.37 
277 9024 0.9705 -21.41 0.9705 -21.41 0.9705 -21.41 
278 9025 0.9648 -20.43 0.9648 -20.43 0.9648 -20.43 
279 9026 0.9656 -20.35 0.9656 -20.35 0.9656 -20.35 
280 9031 0.9317 -25.02 0.9317 -25.02 0.9317 -25.02 
281 9032 0.9441 -23.83 0.9441 -23.83 0.9441 -23.83 
282 9033 0.9288 -25.33 0.9288 -25.33 0.9288 -25.33 
283 9034 0.9972 -21.09 0.9972 -21.09 0.9972 -21.09 
284 9035 0.9504 -23.17 0.9504 -23.17 0.9504 -23.17 
285 9036 0.9597 -22.66 0.9597 -22.66 0.9597 -22.66 
286 9037 0.9570 -22.58 0.9570 -22.58 0.9570 -22.58 
287 9038 0.9392 -24.41 0.9392 -24.41 0.9392 -24.41 
288 9041 0.9636 -21.31 0.9636 -21.31 0.9636 -21.31 
289 9042 0.9503 -22.48 0.9503 -22.48 0.9503 -22.48 
290 9043 0.9647 -21.41 0.9647 -21.41 0.9647 -21.41 
291 9044 0.9790 -19.77 0.9790 -19.77 0.9790 -19.77 
100 
 
292 9051 1.0000 -19.38 1.0000 -19.38 1.0000 -19.38 
293 9052 0.9786 -17.23 0.9786 -17.23 0.9786 -17.23 
294 9053 1.0000 -17.67 1.0000 -17.67 1.0000 -17.67 
295 9054 1.0000 -6.81 1.0000 -6.81 1.0000 -6.81 
296 9055 1.0000 -7.52 1.0000 -7.52 1.0000 -7.52 
297 9071 0.9754 -20.46 0.9754 -20.46 0.9754 -20.46 
298 9072 0.9805 -19.90 0.9805 -19.90 0.9805 -19.90 
299 9121 0.9799 -19.28 0.9799 -19.28 0.9799 -19.28 
300 9533 1.0405 -18.18 1.0405 -18.18 1.0405 -18.18 
 
 
 
