Postrhinal cortex, rodent homolog of the primate parahippocampal cortex, processes spatial and contextual information. Our hypothesis of postrhinal function is that it serves to encode context, in part, by forming representations that link objects to places. To test this hypothesis, we recorded postrhinal neurons and local field potentials (LFPs) in rats trained on a two-choice, visual discrimination task. As predicted, many postrhinal neurons signaled object-location conjunctions. Another large proportion encoded egocentric motor responses. In addition, postrhinal LFPs exhibited strong oscillatory rhythms in the theta band, and many postrhinal neurons were phase locked to theta. Although correlated with running speed, theta power was lower than predicted by speed alone immediately before and after choice. However, theta power was significantly increased following incorrect decisions, suggesting a role in signaling error. These findings provide evidence that postrhinal cortex encodes representations that link objects to places and suggest postrhinal theta modulation extends to cognitive as well as spatial functions.
INTRODUCTION
The predominant view of medial temporal lobe function emphasizes that spatial and nonspatial information reach the hippocampus through segregated parahippocampal pathways (e.g., Eichenbaum et al., 2007; Knierim et al., 2006) . Spatial and contextual information is conveyed to the hippocampus by the postrhinal (POR) cortex (parahippocampal cortex [PHC] in the primate brain) and the medial entorhinal cortex (MEC), whereas nonspatial information is conveyed by the perirhinal cortex (PER) and the lateral entorhinal cortex (LEC). These two pathways, however, are not completely segregated. For example, intrinsic entorhinal connections span the LEC and MEC in both rats and monkeys (Chrobak and Amaral, 2007; Dolorfo and Amaral, 1998 ). In addition, in both species, the PER located in the nonspatial pathway is reciprocally connected with the POR/ PHC in the spatial pathway (Burwell and Amaral, 1998b; Suzuki and Amaral, 1994b) .
Given the anatomical evidence for nonspatial input to the spatial pathway, it is not surprising that the PHC is implicated in a variety of higher-order cognitive functions, some of which are not strictly limited to the spatial domain. These functions include visual scene processing (Epstein et al., 1999) , processing of objects in large spaces (Maguire et al., 1998) , binding of objects and contexts (Hayes et al., 2007) , retrieval of spatial context (Burgess et al., 2001) , object location processing (Bohbot et al., 1998) , and episodic memory (e.g., Gabrieli et al., 1997; Ranganath et al., 2004) . Evidence from neuroimaging studies suggests that activity in the PHC increases when individuals are presented with objects that have strong contextual associations (Aminoff et al., 2007; Bar and Aminoff, 2003; Bar et al., 2008) . In addition, Mullally and Maguire (2011) provided evidence that the PHC is more active in response to objects that are larger and stationary (spatially defining) as opposed to objects that are smaller and more portable (spatially ambiguous). Results of experimental lesion studies in rats also suggest that the POR processes information about objects, especially with respect to place or context (Gaffan et al., 2004; Norman and Eacott, 2005) .
Based on the above review, a reasonable hypothesis is that the POR and PHC represent contexts and scenes, in part, by encoding the spatial layout of objects in the local environment. To test this hypothesis, we recorded from POR neurons during performance on a visual discrimination task in which rats learned object discriminations in multiple places (Figure 1 ). Stimuli were pairs of two-dimensional (2D) objects back-projected onto the floor of a bow-tie shaped testing area in a novel apparatus, the floor projection maze (Furtak et al., 2009) . The location of stimulus presentation alternated by trial between the east and west sides of the maze. We predicted that POR neurons would signal the presence of conjunctions of objects and places as well as particular locations.
Consistent with our prediction, POR cells indeed signaled the conjunction of objects and locations. This finding argues against a strict functional segregation of spatial and nonspatial input to the hippocampus and provides evidence that context may be encoded upstream of the hippocampus.
RESULTS
Animals were trained on two discrimination problems, each consisting of a pair of 2D visual stimuli ( Figure 1D ) back-projected onto the floor of the maze ( Figure 1A ). Object pairs were presented in two locations (east and west) to allow assessment of conjunctions of object-location selectivity. After a series of shaping steps (see Table S1 and Supplemental Text available online), rats were trained on the final task in which presentation of object pairs alternated from east to west by trial (Figures 1B and 1E) . Each new trial was signaled by the onset of white noise when the rat was in the reward area on the side of the maze opposite the side on which stimuli would next be presented (Figure 1E) . Stimuli were presented when the rat had remained still in the ready position for a variable time (500-700 ms). The rat made a choice by approaching one of the two stimuli. A correct choice was followed by chocolate milk reward delivered in the reward area at a location behind the correct stimulus. If the rat first approached the incorrect stimulus, the trial terminated and no reward was provided. Initially, the two problems were presented in blocks of 10 trials. Following surgery, implanted rats were retrained on the blocked-trial version of the task until performing at >70% accuracy. They were then placed on a random-trial version of the task. Single-unit and local field potential (LFP) recordings were obtained during daily sessions of 100 trials. All sessions in which the animal performed at or above 65% correct were analyzed. If performance dropped below 65%, rats were returned to blocked trials until accuracy improved. Preliminary analyses indicated no differences in selectivity between blocked and random sessions, so data from both session types were combined for all analyses. Stereotrodes were lowered at the end of daily recording sessions, and no attempt was made to hold single units across sessions.
For recorded sessions, percent correct ranged from 65%-79% (69% ± 1%). Mean latencies to choice were 3.67 ± 0.10 s for correct trials and 2.95 ± 0.17 s for incorrect trials. Median latencies were 2.45 s for correct trials and 0.89 s for incorrect trials. Once well-trained, rats exhibited highly stereotyped pathways when approaching the chosen object, and nearly always checked the other food port before returning to the ready position ( Figure 1C , right).
Postrhinal Correlates of Object, Location, and Egocentric Response
We recorded 97 well-isolated cells from 31 stereotrodes implanted in the POR of five animals during 32 sessions (electrode tip locations; Figure 2A ). The mean firing rate per session for all cells was 3. 66 ± 0.29 Hz (range, . Firing rates were analyzed separately for three behaviorally relevant epochs of time ( Figure 1E ): the ''stimulus'' epoch, the 500 ms following stimulus presentation; the ''selection'' epoch, the 500 ms before stimulus choice; and the ''reward'' epoch, the 500 ms following stimulus choice during which reward was delivered.
Behavioral correlates were determined by factorial analysis of variance (ANOVA) of correct trials (side 3 object 3 response). Analyses were restricted to correct trials because low numbers of incorrect trials resulted in low sampling of some trial types. Of the 97 cells isolated, 71 met an analysis criterion of at least three correct trials for each of the eight trial types and a minimum of 20 spikes in the epoch analyzed (stimulus, selection, or reward). Of those 71 cells, 14 cells were recorded on stereotrodes in which one wire was compromised. All cells including those 14 cells were determined by autocorrelation analysis and cluster separation to be well isolated ( Figure 2C ).
Of the 71 criterion cells, 55 (77%) displayed selectivity as demonstrated by main effects or interactions of object, side, and response in at least one epoch. For example, some cells showed selectivity for a side of the maze (west, Figure 3A , left), a particular object (object 1, Figure 3B , left), a particular object (E) Sequence of trials and analysis epochs. Trials alternated from east to west. An east trial was initiated when the rat was in the west food port area. The rat then moved to the ready position, facing east to wait for stimulus presentation. A choice was made by approaching a stimulus. Food was delivered at the port behind the correct stimulus. Presence in the east food area initiated a west trial, and so forth. Analysis epochs (500 ms) are indicated by gray blocks. See Table S1 for details of shaping procedures. in a particular location (object 2 in the southeast, Figure 3B , right), or an egocentric response (right response, Figure 3C , right).
We predicted that POR cells would show patterns of activity consistent with representing conjunctions of 2D objects and places. As expected, a number of POR cells (25/71, 35%) showed selectivity for both object and location in at least one behavioral epoch. Numbers of such cells were roughly equal across epochs (Table 1) . Object-location conjunction cells were of three types. The first type, cells with object 3 side interactions, fired more to an object depending on the side of the maze on which it was presented. For example, a cell might fire more to object 1 in the east and object 2 in the west. A second type of object-location conjunction cell, identified by an object 3 response interaction, was similar except that the location of firing for a particular pattern was located on the diagonal. For example, a cell would fire more to object 1 when it appeared on the right, regardless of the side of the maze ( Figure 3B , center). We considered these cells to be object-location cells because they also fired more to one object than the other in specific locations (e.g., in the northwest and southeast). Finally, we observed cells that fired preferentially to a particular object only when it was in a single quadrant. These cells were identified by a significant object 3 side 3 response interaction. The example cell shown in Figure 3B (right) fired preferentially to object 2 only when it was located in one of the four quadrants.
Because the POR is implicated in the processing of spatial and contextual information, we also predicted neural correlates of specific locations. There were two types of location correlates identified by factorial ANOVA. Selectivity for side was indicated by increased firing on the east or the west side of the maze (Figure 2B , middle panels; Figure 3A , left). A conjunction of side and response could indicate selectivity for the north or south of the maze (Figure 2B , lower; Figure 3A , center) or for a single quadrant ( Figure 3A, right) . Overall, 41% of cells meeting criterion (29/71) exhibited a main effect of side or a side 3 response interaction in at least one epoch. During the stimulus epoch, when the rat was positioned near the center of the maze, five cells demonstrated such location correlates (Table 1) . This is interesting because, at stimulus onset, the animal was in the center of the maze viewing the location in which the object had appeared, but was not physically in the location. During the selection and reward epochs, when the animals were approaching or were in the location of a stimulus, more cells showed selectivity for location-13 and 16 during selection and reward, respectively (Table 1) . These results suggest that attending to a particular location from a distance does control activity of POR cells, but not as robustly as the animal's physical location, at least in this task.
Four cells (6%) exhibited a main effect of object, in that firing rate was significantly higher to one of the two correct objects ( Figure 3B , left). Two of those cells, however, also showed conjunctive selectivity in that they also exhibited a significant effect or interaction for some other aspect of the task (Table 1) .
Unexpectedly, a large proportion of POR cells showed selectivity for a left versus right motor response regardless of the identity of the correct object or the side of the maze on which it was presented (Figure 2B , upper; Figure 3C ; Table 1 ). Of the 71 cells Figure 3C fired more for right than left responses. The effect was marginally significant during the stimulus epoch and significant during the selection and reward epochs. It might be argued that the response cells were simply signaling two different spatial locations rather than the egocentric response. If that were the case, we would expect to see roughly equal numbers of cells that signal the two locations in the north (left east and right west) or the two locations in the south (east right and west left). We quantified the number of cells with a significant side 3 response interaction that fired more in the north or the south and observed 0, 4, and 2 such cells during stimulus, selection, and reward epochs, respectively. In contrast, we observed 3, 10, and 15 response cells during the same epochs ( Table 1 ), suggesting that these cells encode something other than location, most likely egocentric responses.
We were interested in whether differences in patterns of selectivity depended upon the laminar location of cells. Of our 71 criterion cells, 32 were in superficial layers, 18 were in deep layers and the layer of the remaining 21 cells could not be precisely determined. Whether or not a cell showed selectivity for egocentric responses, particular objects, or object-location conjunctions was not influenced by laminar location (Table S2 ). As might be predicted by connectivity, however, cells in deep layers were more likely to exhibit spatial selectivity (c 2 (1) = 3.125, p < 0.039). Deep layers are targeted by subicular input (Kloosterman et al., 2003) . In addition, although the posterior parietal cortex projects to superficial and deep layers, the deep layers are preferentially targeted (Burwell and Amaral, 1998a) .
In general, the proportion of cells showing some type of selectivity differed significantly across epochs (c 2 (2) = 12.07, p < 0.002), such that the numbers increased as the trial progressed, The left cell was selective for side (S) and fired more during west trials. The center cell showed response 3 side (R*S) selectivity such that it fired more in the north, i.e., for right responses in the west and for left responses in the east (see also D). The right cell also exhibited R*S selectivity such that it fired more to right responses in the east. (B) Object (O) and object-location conjunctions. The left cell fired more to object 1 than 2 overall (see also E). The center cell showed an object 3 response (O*R) selectivity such that it fired more to object 1 for right responses. The cell on the right exhibited object 3 side (O*S) selectivity such that it fired significantly more to object 2 in the east. from 15 cells during presentation of the stimulus to 34 and 41 during selection and reward, respectively (Table 1) . Numbers of cells exhibiting object and object-location conjunctions were not significantly different across epochs (p = 0.60). Cells showing egocentric response correlates, however, increased significantly across epochs (c 2 (2) = 7.79, p < 0.02). Numbers of cells showing location correlates were marginally significantly different across epochs (c 2 (2) = 5.71, p < 0.06). Thus, location and response correlates were more evident in the selection and reward epochs.
To understand the stability of behavioral correlates, we examined patterns of selectivity across the three epochs. Of the 55 cells that were responsive in at least one epoch, 26 (47%) exhibited selectivity only in a single epoch and 29 (53%) exhibited selectivity in 2 or 3 epochs (Table S3) . Of the 29 cells selective in more than one epoch, 11 exhibited similar patterns of selectivity across epochs. Of those, 6 were stable for location, 4 for response, and one for object-location selectivity. The remaining 18 of 29 cells changed patterns of selectivity across epochs. In all cases, the change was between stimulus/selection epochs and the reward epoch when the stimulus was no longer visible. One-third of these cells (6) changed from object-location to location selectivity and one third (6) changed from object-location to response selectivity. Three cells changed from some type of location selectivity to object-location selectivity in that the cell acquired selectivity for a particular object in the same location. Finally, three cells changed from selectivity for one location or response to selectivity for another location or response during the reward epoch. Thus, location and response cells tended to be stable across epochs, and cells that exhibited object location-selectivity changed between the stimulus/selection epochs and the reward epoch, when the stimulus was no longer visible.
Theta Modulation in POR Because brain oscillations, particularly in the theta and gamma ranges, are thought to represent or encode various important aspects of memory and cognition, we conducted multitaper spectral analyses of the POR LFP signals, focusing on the theta and gamma bands. The power spectrum of 42 LFPs (21 sessions from five rats) was calculated over the entire session. Theta rhythms were defined as 6-12 Hz oscillations, low gamma as 30-50 Hz, and high gamma as 70-110 Hz.
For POR LFPs, power in the theta range was higher than that expected from a 1/f power spectrum for 37 of 42 LFPs (88%; Figure 4A ). To examine whether there were any task-dependent variations in the theta-band LFP signal, we calculated the power spectrum for each of the four task epochs, averaging across all trials of a session. Theta power differed across epochs in 90% of the LFPs (38/42). Specifically, theta power was greater for the task-related epochs (ready position, stimulus, and selection) when the animal was waiting for or processing the visual stimulus, as compared to the non-task-related reward epoch, when the stimulus was no longer relevant ( Figure 4B ).
Theta oscillations in the hippocampus are strongly modulated by the speed at which an animal moves (reviewed in Buzsá ki, 2005), so we next asked if there were systematic changes in running speed across epochs, and if POR theta oscillations were also modulated by speed. Figure 5A shows examples of event triggered average running speed for three representative animals. Rats were required to be in the ready location for Table S2 for laminar differences and Table  S3 for stability across epochs. 500-700 ms prior to stimulus onset, so speed was low during that time ( Figure 5A , upper panels). Immediately after presentation of the stimulus, animals began to move toward the choice point. Speed tended to be highest during the selection epoch, prior to choice, and lowest during the reward epoch when animals were checking the reward port for food ( Figure 5A , lower panels). We found a strong correlation between running speed and the amplitude of theta oscillations ( Figures 5B and 5C ). Running speed was an excellent predictor of theta power in the nontask phase (reward to ready position). as well as the ready and stimulus periods of the task. However, theta power during both the selection and reward epochs was significantly lower than expected based on running speed alone ( Figure 5C ). Thus, theta power was additionally modulated (in this case, decreased) by the selection and reward epochs of the task. An analysis of correct versus incorrect trials revealed that running speed was significantly slower for incorrect trials as compared to correct trials during the selection epoch (t = 17.40, n = 21 sessions, p < 0.0001), but not for any other epoch ( Figure 6A ). Interestingly, for the reward epoch, in which running speed was exactly the same for correct and incorrect trials (p = 0.58; Figure S1 ), theta power was significantly greater following incorrect choices (t = À3.88, n = 42 LFPs, p < 0.0004; Figure 6B ).
Finally, using circular statistics, we examined whether the activity of individual cells was modulated by POR theta. Of 69 cells recorded during LFP sessions, 26 (38%) showed significant phase-locking (Figure 7 ). This proportion was similar whether phase locking was determined using a local (same stereotrode) or nonlocal field potential (different stereotrode, but also in POR). Figure 7A shows three examples of cells phase locked to theta. Although some cells were phase locked to the peak of theta (5/26; 19%), most were phase locked to the trough (21/ 26; 81%). We examined the possibility that the cells phaselocked to the peak of theta are interneurons by assessing a spike width parameter, the duration from trough to peak. Four of the 26 phase locked cells (15%) exhibited narrow spike widths, with a mean trough to peak duration of 135.2 ms and were thus classified as putative fast-spiking inhibitory interneurons. The remaining phase locked cells (22 of 26) had broad spike widths, with a mean trough to peak duration of 425 ms and were classified as putative excitatory cells. Three of the four putative interneurons were phase locked to the peak of theta oscillations. Twenty of twenty-two excitatory cells were phase locked to the trough of theta. These results are similar to observations of the distinct theta phases of identified pyramidal cells and fastspiking parvalbumin-positive basket cells in the hippocampus (Klausberger and Somogyi, 2008) .
The circular mean preferred phase of all cells was 197.05 ± 16.06 (17 or $5 ms after the trough; Figure 7D ). Interestingly, in some cases, POR cells recorded on the same stereotrode sometimes exhibited very different phase-locking preferences ( Figure 7E ). For 7 of 11 LFPs (64%) with simultaneously recorded cells, the preferred phase of significantly phase locked cells differed by 40 or less. For the remaining 4 (36%) LFPs, phase preferences differed by greater than 100
. In three of those cases, preferred phases were split between the trough and peak of theta. The broad distribution of phase preferences Figure 4. (B) Theta (upper) and running speed (lower) during periods when an animal was moving at high speed (left) and low speed (right). Theta power increases at faster running speeds. (C) Running speed versus average normalized theta power for all LFPs. The overall speed-theta relationship is shown in gray. To calculate this overall relationship, each session was binned into 250 ms time bins and the mean speed and mean theta power was computed for each bin. Data were then grouped by speed and the mean theta power was computed at each speed. Vertical error bars are the normalized mean power ± SEM over the 42 sessions; horizontal error bars are the mean speed ± SEM for that epoch. Although running speed was correlated with theta power, overall, power in the theta band was lower than would be expected based on running speed alone for the selection (green) and reward (blue) epochs. Task = Ready through Selection. Non-Task = Reward up to Ready. See also Supplemental Text.
suggests that POR cells comprise different cell types that may play different roles in theta-based information processing.
Gamma Modulation in POR
Gamma power was not visually increased compared to the 1/f power log decay either for low gamma or high gamma. Because of a substantial level of 60 cycle noise, we were not able to conduct event related analyses of gamma power. We did, however, examine whether the activity of individual cells was modulated by low gamma or high gamma. Of 69 cells for which LFPs were available, 64% showed significant phase-locking to low gamma ( Figure S2A ) and 93% showed significant phaselocking to high gamma ( Figure S2B ). In contrast to phase locking to theta, spiking of individual cells was phase locked only to the same-electrode LFP and not the nonlocal field potential (recorded on a different POR electrode than the cell). There were no task differences in phase locking to low or high gamma. Numbers of cells phase locked to gamma were similar across epochs, correct versus incorrect trials, and task versus nontask phases.
DISCUSSION
Anatomical, functional imaging, and experimental lesion evidence supports the hypothesis that the POR in the rodent brain and the PHC in the primate brain are involved in processing information about space, places, scenes, and contexts. There is little agreement, however, about the relevance of individual objects to representations of places and contexts. We used single-unit recording in rats performing a novel visual discrimination task to test the hypothesis that the POR encodes contextual information, in part, by combining spatial information with object information to form representations that link objects to places. We found that a substantial proportion of POR cells exhibited object-location conjunctive encoding. We also report that POR LFPs show increased power in the theta band, that the activity of individual cells is modulated by theta, and that POR theta modulation is associated with both spatial and nonspatial behavior.
POR Neuronal Activity Links Objects to Places
Object-location conjunctions were identified in more than a third of all recorded POR cells, nearly half of responsive cells, and in roughly equal numbers across the stimulus, selection, and reward epochs. The occurrence of such correlates during the stimulus epoch is especially interesting, because during that epoch the animal is not physically located at the position of the object. Rather, the animal is in the center of the maze, viewing the object from a distance, as if viewing a scene.
Our identification of object-location cells in POR is consistent with experimental lesion studies in which POR damage in rats and posterior PHC damage in monkeys impaired performance on object-place tasks (Gaffan et al., 2004; Malkova and Mishkin, 2003) . Our findings extend a report that PHC neurons in monkeys respond to both object and spatial stimuli (Sato and Nakamura, 2003) ; selectivity for particular stimulus in different locations, as shown in the present study, was not tested.
The observation of object-location correlates in the POR argues against a strict functional segregation of spatial and nonspatial input to the hippocampus. Our findings also provide evidence that the spatial layout of objects in local contexts may be encoded upstream of the hippocampus in the POR rather than configured in the hippocampus.
POR and Visuospatial Attention
In addition to linking objects to places, available evidence suggests that the POR contributes to processing information about context by modulating attention to changes in the environment. In rodents, POR lesions alter performance in attentional orienting . The human PHC is also implicated in attention; activity in the parahippocampal place area attenuates for repeated scenes, but only when the scenes were attended during initial and repeated presentations (Yi and Chun, 2005) . In monkeys, neuronal activity in PHC is altered by changes in the context (Vidyasagar et al., 1991) and by changes to stimuli in the periphery (Sato and Nakamura, 2003) , suggesting a role in bottom-up, stimulus-driven attention.
The rodent POR and primate PHC have anatomical connections with structures implicated in visuospatial attention, including the pulvinar and the posterior parietal cortex (Broussard et al., 2006; Oleksiak et al., 2011; Posner and Petersen, 1990) . The POR has robust reciprocal connections with the lateral posterior nucleus of the thalamus (Burwell et al., 1995) . This structure is considered to be homologous to the primate pulvinar (Kamishina et al., 2009; Mason and Groos, 1981) , which is strongly connected with the monkey PHC (Baleydier and Mauguiere, 1985) . Animals ran significantly more slowly during the selection phase of incorrect trials compared to correct trials. Note that the selection epoch occurred before any cues indicated whether the animals had made a correct or incorrect decision. (B) Normalized theta power for correct versus incorrect trials during the reward epoch for all LFPs. Theta power was greater during incorrect trials for 80% of LFPs, even though there were no significant differences in running speed during the reward epoch. See also Figure S1 and Supplemental Text.
Both the POR in the rat and the PHC in the monkey are strongly interconnected with the posterior parietal cortex (Agster and Burwell, 2009; Burwell and Amaral, 1998a; Muñ oz and Insausti, 2005; Suzuki and Amaral, 1994a) . Interestingly, in monkeys performing a delayed match to sample task, activity in the posterior parietal cortex increased before activity in the medial temporal lobe increased (Saalmann et al., 2007) .
In the present study, the location selective cells in the POR exhibited selectivity for the locations in which objects appeared, regardless of the identity of the object. Some cells even signaled location when the animal was viewing the location from a distance. These findings are consistent with an interpretation that POR signals attention directed to particular locations. Taken together, the evidence suggests that the POR, based on posterior parietal input, monitors the environmental context for changes and deploys attention to locations in which changes are likely to occur.
Egocentric Response Correlates in the POR
A number of cells were selective for egocentric response to the left or to the right, regardless of the identity of the object or the side of the maze on which it was presented. The number of cells exhibiting this phenomenon was greater during the selection and reward epochs. During these epochs, the animal was either in motion performing the egocentric response or had just arrived at the final location targeted by the egocentric response, suggesting that neuronal activity correlated with egocentric motor responses. Consistent with our finding, POR damage in rats has been shown to cause deficits in egocentric responses (Gaffan et al., 2004) , and PHC neurons in monkeys respond to egocentric views (Rolls and O'Mara, 1995) . Functional neuroimaging and neuropsychological studies in humans during performance on a navigation task also provide evidence that PHC has a role in egocentric spatial learning (Weniger and Irle, 2006; Weniger et al., 2010) . Correlates of egocentric responses and views in POR and PHC may reflect input from the posterior parietal cortex, which is implicated in the attentional encoding of salient locations and objects in order to guide perception and action (e.g., Gottlieb et al., 2009 ). Indeed, posterior parietal neurons in rats do show correlates of egocentric responses (McNaughton et al., 1994) , and the posterior parietal-PHC pathway in primates and humans has been implicated in action-guiding visuospatial information processing and in visuomotor coordination (Kravitz et al., 2011; Tankus and Fried, 2012) . Thus, it may be that the posterior parietal input to POR and PHC provides visual information that both supports attention to particular locations and guides actions in the local context.
Theta Modulation in POR
Theta oscillations are implicated in a number of cognitive and sensorimotor functions, but the most prevalent theories suggest theta is important for learning and memory (but see Kelemen et al., 2005; Ward, 2003) . In our study, theta oscillations were prominent in the large majority of postrhinal LFPs, manifesting as clear $8 Hz rhythms in the time domain and as prominent increases in 6-12 Hz power in the frequency domain. Similar to hippocampal and entorhinal theta, POR theta power was For results of analyses of gamma see Figure S2 and Supplemental Text.
strongly correlated with running speed, providing evidence for POR's role in spatial information processing. Importantly, theta oscillations during the selection and reward phases had lower power than expected based on the rat's running speed during those epochs, suggesting a possible role of theta modulation in choice behavior (Womelsdorf et al., 2010b ). An analysis of correct versus incorrect trials indicated that theta power during the reward epoch was significantly increased following an incorrect choice. This difference was not due to differences in spatial behavior, as spatial behavior was well controlled in our study (Figure 1C, right, and Supplemental Text) . In the absence of another explanation, our finding is consistent with a role for theta in cognition, e.g., in signaling prior error (Jacobs et al., 2006; Womelsdorf et al., 2010a) , and suggests that theta oscillations in the POR are important for decision making and error processing, at least with respect to objects and locations.
A substantial proportion of POR neurons were phase-locked to theta, primarily at the trough of theta oscillations, which is when these cells are expected to be most depolarized by local theta-frequency synaptic inputs. A small subset of neurons fired close to the peak of theta oscillations. It is possible that the theta sinks in these cases are in layers distant from the location of the cell resulting in theta oscillation phase reversal as a function of cortical depth, as has been observed in the hippocampus (Buzsá ki, 2002). Alternatively, this subset of cells could represent fast-spiking interneurons. Consistent with the latter possibility, we found that 3 out of 4 putative fast-spiking interneurons with narrow waveforms were phase locked to the peak of theta. Such opposite theta phase relationships for pyramidal cells and subsets of interneurons have been observed in the hippocampus (Klausberger and Somogyi, 2008) . Indeed, we observed neurons recorded on the same electrode that had very different phase relationships ( Figure 7E ), an observation that cannot be explained by the phase reversal of theta as a function of cortical depth.
The robust theta modulation in the POR is interesting given that theta is proposed to coordinate activity across distant brain structures (Jutras and Buffalo, 2010; Klimesch et al., 2010) . As an example, hippocampal theta rhythms are thought to coordinate activity between the hippocampus and associated regions in the service of episodic memory (Buzsá ki, 2002 (Buzsá ki, , 2005 Jacobs et al., 2006) . A recent relevant paper provided evidence that face-location associative learning was mediated by theta power in the parahippocampal gyrus (Atienza et al., 2011) . As in the hippocampus, POR theta oscillations are probably dependent on theta-frequency inputs from multiple generators. Indeed, the POR is strongly interconnected with regions that show robust theta modulation, including the PER, entorhinal cortex, and hippocampus (Bilkey and Heinemann, 1999; Kerr et al., 2007; Lee et al., 1994; Naber et al., 1997) . The POR, but not the PER, receives a strong input from the septum arising almost entirely from the medial septal nucleus (Deacon et al., 1983; Furtak et al., 2007) . Taken together, the evidence suggests that POR theta, possibly generated by septal input, is in a position to modulate transmission of incoming nonspatial information from PER and spatial information from the posterior parietal cortex.
POR and Context
Visual information is certainly critical for representations of environmental context, and places in the real world comprise a variety of features. Real-world contexts contain large and small objects that may or may not remain in the same location, are often characterized by multimodal features, and demonstrate a variety of sizes and shapes. In addition, many places and objects are imbued with meaning based on personal experience and semantic knowledge. Notably, the POR is the target of heavy input from the PER in both rats and monkeys (Burwell and Amaral, 1998a; Suzuki and Amaral, 1994a) . It should not be surprising that damage to either PER or POR causes deficits in contextual learning (e.g., Bucci et al., 2000 Bucci et al., , 2002  for PER see also Corodimas and LeDoux, 1995) . The robust reciprocal connectivity with PER provides POR with access to information about individual objects, and connections with other medial temporal structures also provide links to mnemonic input. Moreover, the PER is anatomically and functionally integrated with the amygdala, which is involved in emotion processing and reward learning (LeDoux, 2000; Pitkä nen et al., 2000) . The POR also receives very strong input from retrosplenial cortex and appears to rely on this information for contextual learning (Keene and Bucci, 2008; Robinson et al., 2012) . Thus, the POR is optimally situated to combine object and pattern information from the PER with incoming contextual and spatial information from retrosplenial and posterior parietal cortices to form complex representations of specific environmental contexts.
The hippocampus is also implicated in contextual learning, so one question of interest is how the processing of contextual information differs between POR and the hippocampus proper. Results of experimental lesion studies of contextual fear conditioning suggest context is processed differently by hippocampus and POR. For example, posttraining lesions of the hippocampus are ineffective 50-100 days after training (Anagnostaras et al., 1999; Maren et al., 1997) . In contrast, posttraining PER or POR lesions are effective even 100 days after training . Object-location correlates similar to those described here in POR have been observed in the hippocampus. Komorowski et al. (2009) reported that hippocampal cells signaled item-context conjunctions in a biconditional discrimination task in which the place determined which of two odor stimuli would be rewarded. In that study, item-location conjunctions developed over time as animals learned to associate items with reward. We have not examined the emergence of object-location conjunctions in the POR, but other work suggests that changes in the spatial layout of local stimuli result in immediate remapping in the POR (Burwell and Hafeman, 2003) . The evidence suggests that POR supports online processing of context and provides representations of the current context to the hippocampus for the purposes of associative learning and episodic memory. This is consistent with the idea that the hippocampus is located above the PER and POR in a hierarchy of associativity (Lavenex and Amaral, 2000) .
We suggest that object information in the POR arrives by the well-documented direct PER to POR pathway. Alternatively, it could be that object information arrives at the POR by an indirect pathway that involves both the PER and the hippocampus. Indeed, the PER and POR each have reciprocal connections with the entorhinal cortex and CA1 of the hippocampus, and both project to the subiculum. This alternative view, however, does not account for the function of the direct PER-POR projections. Thus, a related idea is that the PER provides object information directly to the POR and the hippocampus, but for different purposes. Object information provided to the POR would be for the purpose of representing and updating the current context. Given that most of the object information in the POR is also associated with a place, the POR seems optimized for encoding the spatial layout of objects rather than detailed features of objects. At the same time, the PER provides detailed object information to the hippocampus for the purpose of associative learning and episodic memory.
Conclusions
We propose a view of postrhinal and parahippocampal function that provides a reasonable account of the available data across species and approaches. By this view the POR combines object and feature information from the PER with spatial information from retrosplenial and posterior parietal cortices to form complex representations of the spatial layout of specific environmental contexts. Such representations would include the objects and physical features of the environment, as well as the locations of objects and features within the environment.
We further propose that the POR not only maintains a representation of the current context, but also monitors the context for changes, updating the representation of the current context when changes occur. This is consistent with hints from monkey electrophysiology and human imaging studies (Nakamura et al., 1994; Vidyasagar et al., 1991; Yi and Chun, 2005) , the anatomy (Burwell et al., 1995) , and evidence for a postrhinal role in attentional orienting . It may be that the POR signals the PER when changes in features and objects have occurred and require further processing by the PER. In addition, the increased theta in POR may reflect states in which information can be transmitted between PER and POR, as suggested by Nerad and Bilkey (2005) . The representation of context maintained in the POR could be referenced for a number of purposes, for example, the facilitation of recognition of an object in a scene or place (Gronau et al., 2008) , the use of contextual associations to guide behavior (Badre and Wagner, 2007) , or the formation of episodic memories (Eichenbaum et al., 2007) .
Our findings, together with studies in rats, monkeys, and humans, suggest a model that could account for the neural basis of context representation. By this model, the parahippocampal cortex is necessary for encoding representations of specific contexts and for updating such representations when changes occur. More specifically, the postrhinal/parahippocampal cortex (1) combines spatial information from posterior parietal and retrosplenial cortices with object information from perirhinal cortex to form representations that link objects to places, (2) collects those object-place associations into representations of a specific context including the spatial layout, (3) monitors the current context for changes, and (4) updates the representation of the current context with identified changes. The representation is made available to other regions for the binding of events with context to form episodes that are located in time, for guiding context-relevant behavior, and for recognizing objects in scenes and contexts.
EXPERIMENTAL PROCEDURES Subjects
Subjects were five male Long-Evans rats (Charles Rivers Laboratories, Wilmington, MA). Rats were singly housed in a 12:12 hr light:dark cycle with ad libitum access to water. After arriving in the colony, animals were handled several days per week until the beginning of behavioral training. Prior to training, rats were placed on a feeding schedule to maintain body weight at 85%-90% of free feeding weight. All procedures were in accordance with the appropriate institutional animal care and use committee and NIH guidelines for the care and use of animals in research.
Apparatus
The apparatus, the Floor Projection Maze ( Figure 1A) , consisted of an open field (81.3 3 81.3 cm) in which images were back-projected to the floor and the position of the animal was tracked from above (Furtak et al., 2009) . Computer controlled pumps provided food reward (2% fat chocolate milk) to four reward ports. The maze was interfaced with integrated systems for location tracking, neuronal data acquisition, and behavioral control.
Behavioral Training
Rats were trained on a discrimination task in which pairs of 2D visual stimuli were presented on the floor of the exploratory maze. Stimuli were well within the limits of visual acuity for Long-Evans rats (Douglas et al., 2005; Furtak et al., 2009) . In all phases of shaping and training in which two objects were presented, the left versus right location of the correct stimulus was counterbalanced.
Animals were shaped in a number of steps indicated in Table S1 . The final stage of shaping was exactly the same as the final task and differed only in the stimuli and the number of problems. Once an animal reached criterion (8 out of 10 trials correct for two consecutive days), the animal was advanced to the object discrimination task.
Animals were trained on two discrimination problems, each consisting of a pair of stimuli. Each stimulus was a high contrast, circular pattern. For each problem, the two stimuli were matched for area of light and dark. The two problem pairs differed in contrast and the ratio of light area to dark area ( Figure 1D ). Animals began with 10-trial blocks alternating between the two problems for 100 trials. Once an animal reached criterion, 10 consecutive correct trials over 2 blocks, the electrode array was implanted. Following surgery, animals were retrained on blocked trials for 100 trials per day. Recording was initiated as soon as rats were reliably performing the task. When animals were performing at >75% correct, they were given 100 trials per day of randomly-interleaved presentations of the two problems. If performance dropped, rats were returned to blocked trials until accuracy improved. Recordings were obtained on both blocked and random presentation of stimuli.
Surgery and Histology
Under anesthesia electrodes were stereotaxically implanted in the POR as defined by Burwell (2001) . The implanted microdrive assembly was produced in-house and consisted of 8 individually drivable stereotrodes (25 mm nichrome wires, A-M Systems, Inc., Carlsborg, WA). A 2.0 mm craniotomy was prepared at À0.1 mm anterior to and 5.0 mm lateral to lambda, allowing for visualization of the transverse sinus. The electrodes were inserted 300-500 mm anterior to the transverse sinus at a 22 angle along the mediolateral axis with tip pointed in the lateral direction. The electrodes were lowered 300 mm from the cortical surface and secured with dental cement, dental acrylic, and anchor screws. Rats were allowed 7 days to recover prior to behavioral training. At the end of the experiment, animals were given an overdose of Beuthanasia-D (100 mg/kg, i.p.), electrode tip placements were marked with a small lesion, the animals were perfused, and the brains were extracted and prepared for histology and subsequent localization of electrodes. The locations of electrode tips were reconstructed with a light microscope and localized in POR as defined by Burwell (2001) . During recording, microdrivers were generally advanced about 1/6 turn or 55.5 mm. Total distance advanced ranged from 333 to 610.5 mm. Given this short distance and the trajectory of electrodes, we assumed that all cells recorded from a particular stereotrode were in the layer in which the tip was histologically located. See Supplemental Experimental Procedures for details.
Electrophysiology
Neuronal activity recorded from stereotrodes (McNaughton et al., 1983 ) was multiplied by 20 with an operational amplifier at the head stage (HST/8o50-G20-GR, Plexon, Inc., Dallas, TX). Signals were then passed through a differential preamplifier with a gain of 50 (PBX2/16sp-r-G50, Plexon, Inc.). Also at this stage, single-unit activity was filtered between 154-8,800 Hz and LFPs were filtered between 0.7-170 Hz (PBX2/16sp-r-G50, Plexon, Inc.). The signal was then digitized at 40 kHz for single-unit activity and 1 kHz for LFP activity and further amplified for a total gain of 10,000 (MAP system, Plexon, Inc.). Waveforms with signal-to-noise ratios greater than $3:1 were extracted by real-time thresholding (Sort Client, Plexon, Inc.) and stored along with time stamps of behaviorally relevant events for offline analysis.
Analysis
Spikes associated with putative individual cells were isolated offline for each session using a variety of manual and partially automated techniques for classification based on waveform characteristics (Offline Sorter, Plexon, Inc). Separation of sorted spikes by at least 1 ms was verified by autocorrelograms. Sorted files were corrected for an identified issue of time alignment between spike data and field potential data using FPAlignV1 (Plexon, Inc.) (Nelson et al., 2008) . Timestamps for spikes and behaviorally relevant event markers were extracted from sorted files using Neuroexplorer (NEX, Plexon, Inc.). For each isolated cell, neuronal activity (spikes/s) was analyzed during four, 500 ms epochs: the ready, stimulus, selection, and the reward epochs. We used factorial ANOVA to examine selectivity of cells for behavioral events during the stimulus, selection, and reward epochs of correct trials. Betweentrial variables were object (correct stimulus in problem 1 versus problem 2), side (trials occurring in the west versus the east), and egocentric response (left versus right) resulting in eight possible event types for correct trials. Because of occasional side biases, the experimental design was altered such that event types were not counterbalanced for some sessions. For the factorial ANOVA only sessions in which there were at least 3 trials per event were included. In addition, only cells that met a criterion within an epoch of firing at least 20 spikes on at least half the trials were included in the analysis. A Pearson's chi-square test was used to compare the overall distribution of postrhinal cell selectivity across epochs.
All analyses were conducted using NEX, SPSS (IBM Corporation, Somers, NY), SAS (Version 9.1.3, SAS Institute Inc., Cary, NC), or Matlab (Mathworks, Natick, MA). Level of significance was p < 0.05. Results are reported as mean ± 1 standard error.
LFP Analysis
The Chronux toolbox for Matlab was used for the multitaper spectral analysis of the LFP. The spectrum of each of the 42 LFPs (21 sessions from 5 rats) recorded from the POR was calculated over the entire session. The spectrum was also calculated independently for the task-related epochs defined above. Normalized power in a given frequency band during a particular epoch was calculated by dividing the power during that epoch by the overall power in that frequency band during the entire session. This permitted comparisons of normalized power across sessions and across rats. Spike-LFP phase relationships were analyzed by first filtering each LFP between 6-12 Hz (for theta oscillations), 30-50 Hz (for low gamma) or 70-110 Hz (for high gamma) using a symmetric 4-pole butterworth filter. The filtered LFP was then Z-scored in its entirety, setting the mean of the entire signal at 0 and the standard deviation at 1. The peak and trough of each theta or gamma cycle were identified using an extrema-detection algorithm whose sensitivity was set to detect peak-totrough or trough-to-peak amplitudes as small as 0.2 Z.
For spike assignments to theta or gamma cycles, the start time of the cycle was defined as the time of the peak. The next peak represented the end time of that cycle. Spikes occurring within the start and end peak were assigned to the cycle. Spike phase was expressed in degrees and calculated as follows: (tspike -t start )/(t end -t start ) * 360, such that t start and t end are the start and end times of each theta or gamma cycle and t spike is the time of the spike.
Circular statistics were used to analyze the spike phase distributions during the various epochs of the task (Siapas et al., 2005; Zar, 1999) . In particular, the description of circular distributions formalized by von Mises was used (Zar, 1999) . von Mises distributions are characterized by a circular mean and circular concentration (k) parameter. The higher the value of k, the tighter the distribution is around the mean. k is analogous (but not equivalent) to the inverse of the standard deviation of a normal distribution. The value of k was thus the most appropriate estimate of the width of the spike phase distribution, and hence an appropriate estimate of the precision of spike times around the mean.
To determine the significance of phase locking to a particular frequency we used Rayleigh's Z test. The null hypothesis for this Z test is that the circular distribution is uniform at all phases. The p value for this test is approximated using the term e ÀZ such that a Z value of 3 and above indicates significant phase locking (Siapas et al., 2005) . For cells that showed significant phaselocking, we also calculated mean phase and k. We did not calculate k for cells that were not significantly phase-locked because cells with a low number of spikes can exhibit an artificially large k.
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