Abstract. This paper presents some results on quantitative stability of optimal solutions of parameterized optimization problems having nonisolated optima. The analysis is based on the introduced concept of nondegeneracy, which may be of independent interest. Examples of nonlinear and semidefinite programming are discussed.
Introduction. Consider the following parameterized optimization problem:
min x∈X f (x, u) subject to (s.t.) x ∈ Φ(u), (P u ) (1.1) depending on the parameter vector u ∈ U . We assume that X is a finite dimensional vector space, say X = R m , that U is a normed vector space and that the feasible set is defined in the form Φ(u) = {x : G(x, u) ∈ K}, (1.2) where K is a closed convex subset of a space Y := R n and G : X × U → Y is a continuously differentiable mapping. We investigate continuity properties of the set S(u) of optimal solutions of (P u ), considered a function of u.
We say that the optimal-solutions set S(u) is Lipschitz stable at a point u 0 ∈ U if the multifunction u → S(u) is upper Lipschitz continuous at u 0 ; i.e., there exist a constant α > 0 and a neighborhood U of u 0 such that, for all u ∈ U, the inclusion S(u) ⊂ S(u 0 ) + α u − u 0 B X (1.3) holds. (Here B X denotes the unit ball B X := {x ∈ X : x ≤ 1} in the space X.) In this paper we study Lipschitzian stability of optimal solutions in cases where S(u 0 ) possibly is not a singleton. In situations where the feasible set Φ(u) ≡ Φ is fixed (independent of u), Lipschitzian stability of optimal solutions holds essentially under a second order growth condition (for the unperturbed problem); see [14] . The general case is considerably more subtle. If S(u 0 ) = {x 0 } is a singleton, then Lipschitzian stability of optimal solutions was studied extensively (see, e.g., [5] and references therein). It is known that the second order growth condition does not imply Lipschitzian stability of optimal solutions, even if S(u) is a singleton and the set K is polyhedral.
Therefore, in order to ensure Lipschitzian stability of optimal solutions, some additional assumptions are needed apart from the second order growth condition. In the next section we discuss a concept of nondegenerate points. We show that if a feasible point of the unperturbed problem is nondegenerate, then locally (P u ) can be reparameterized in such a way that the feasible set of the new problem does not depend on u. That is, in the nondegenerate case the question of Lipschitzian stability of optimal solutions can be reduced to studying parameterized problems with a fixed feasible set.
For the unperturbed problem, i.e., for u = u 0 , we sometimes delete u 0 and write G(·) for G(·, u 0 ), etc. The Lagrangian, for the unperturbed problem (P ), can be written as
With an optimal solution x 0 of (P ) is associated a set of Lagrange multipliers λ satisfying the first order optimality conditions:
Here Φ := Φ(u 0 ) is the feasible set of (P ), N K (y 0 ) denotes the normal cone to K at y 0 ∈ K, and D x L(x 0 , λ) stands for the differential of L(·, λ) at the point x 0 . Under the constraint qualification, due to Robinson [11] ,
the set of Lagrange multipliers, satisfying (1.4), is nonempty and bounded [9, 10] . Note that since the space Y is finite dimensional, (1.5) is equivalent to
where T K (y 0 ) denotes the tangent cone to K at y 0 ∈ K.
Nondegeneracy.
In this section we discuss a concept of nondegeneracy for the unperturbed problem
The material of this section may be of independent interest and will be a basis for a stability analysis of the optimal solutions of (P u ).
Consider a feasible point x 0 ∈ Φ. Informally speaking we say that x 0 is a nondegenerate point of G(x), with respect to the set K, if a local system of coordinates ξ 1 (y), . . . , ξ k (y), k ≤ n, can be constructed in Y such that the set K can be described near y 0 := G(x 0 ) in that system of coordinates and the composite mapping x → (ξ 1 (G(x)), . . . , ξ k (G(x))) is nondegenerate at x 0 . The precise definition follows.
Definition 2.1. We say that a feasible point x 0 is a nondegenerate point of
We can assume, without loss of generality, that Ξ(y 0 ) = 0.
Note that the above concept of nondegeneracy involves the mapping G and the set K and also depends on a particular choice of the local system of coordinates ξ 1 (y), . . . , ξ k (y). The following simple example demonstrates this point. Example 1. Consider the set K := {(y 1 , y 2 ) : y 1 ≥ 0} ⊂ R 2 and the mapping G(x) := (x, 0) from R into R 2 . Clearly then Φ = {x : x ≥ 0}. Consider the standard system of coordinates in R 2 , namely ξ 1 (y 1 , y 2 ) := y 1 and ξ 2 (y 1 , y 2 ) := y 2 . We have then that Ξ • G is linear, mapping x into (x, 0), and hence, for any
On the other hand the set K is defined by the constraint y 1 ≥ 0, and hence we can take ξ 1 (y 1 , y 2 ) := y 1 with k = 1. For such choice of coordinates, Ξ • G(x) = x and the nondegeneracy follows. Of course in the first representation the coordinate y 2 is redundant and the one-dimensional representation is preferable.
It follows from condition (i) of the above definition that locally the feasible set Φ can be defined by the constraint (
k is onto; i.e., the gradient vectors ∇ξ 1 (y 0 ), . . . , ∇ξ k (y 0 ) are linearly independent, which is a required condition for ξ 1 , . . . , ξ k to be a local system of coordinates. In fact it is not difficult to see that condition (ii) is equivalent to the following condition:
Suppose that the point x 0 is nondegenerate, and consider the set
We have, by the condition (i) and since Ξ(y 0 ) = 0, that W ⊂ K and, because of the first part of condition (2.2), W is a smooth manifold near y 0 , of dimension n − k, with the tangent space T W (y 0 ) = Ker[DΞ(y 0 )]. Therefore, the second part of condition (2.2) can be written in the form
The above condition means that G intersects W transversally at the point x 0 (see, e.g., [6] for a discussion of the transversality concept).
Since T W (y 0 ) ⊂ T K (y 0 ), it also follows from (2.4) that Robinson's constraint qualification (1.6) holds at x 0 ; i.e., the nondegeneracy condition is stronger than Robinson's constraint qualification. Therefore, if x 0 is a locally optimal solution of (P ), then there exists a Lagrange multiplier λ satisfying (1.4). Moreover, it follows from the nondegeneracy condition that λ is unique. Indeed, since λ ∈ N K (y 0 ) and
, we have that λ is orthogonal to T W (y 0 ). If λ is another Lagrange multiplier, then λ − λ is orthogonal to both DG(x 0 )X and to T W (y 0 ). It follows then from (2.4) that λ − λ = 0.
Let us note at this point that the above concept of nondegeneracy is somewhat different from the one introduced in [12] , although it is aimed at essentially the same goal as the following result shows.
Theorem 2.2. Suppose that x 0 is a nondegenerate point of G. Then there exist neighborhoods X of x 0 , U of u 0 , Z of 0 ∈ R m , and a continuously differentiable mapping T : Z × U → X such that T (0, u 0 ) = x 0 and, for every u ∈ U, T (·, u) is a diffeomorphism of Z onto X (i.e., T (·, u) : Z → X is one-to-one, onto, and its inverse is also continuously differentiable) and Let ψ i (x, u), i = 1, . . . , k, be coordinate functions of the mapping Ψ(x, u), and consider the following system of equations:
We have then that the Jacobian, with respect to x, of this system at (x 0 , u), u), i = 1, . . . , k, and T (z, u) is continuously differentiable. Since locally the set Φ(u) can be defined by the constraint (ψ 1 (x, u) , . . . , ψ k (x, u)) ∈ C, (2.5) follows.
The above theorem shows that locally, near x 0 and for all u in a neighborhood of u 0 , problem (P u ) can be reparameterized into the equivalent problem
whose feasible set does not depend on u. We will use this in the next section while deriving some stability results for the optimal-solutions set S(u). Let us consider now some examples.
Example 2. Suppose that the set K can be defined near y 0 by a finite number of inequality constraints. That is, there exist continuously differentiable functions ξ 1 (y), . . . , ξ k (y) and a neighborhood N of y 0 such that ξ i (y 0 ) = 0, i = 1, . . . , k, and
In that case the set C is given by R k + and, in that system of coordinates, a feasible point x 0 is nondegenerate iff ∇ξ 1 (y 0 ), . . . , ∇ξ k (y 0 ) are linearly independent and condition (2.4) holds with
Example 3. Suppose that the set K is polyhedral, and consider the tangent cone T K (y 0 ). Note that, since K is polyhedral, there is a neighborhood N of y 0 such that K coincides with y 0 + T K (y 0 ) in that neighborhood. Let L := lin[T K (y 0 )] be the lineality space of T K (y 0 ), i.e., the largest linear subspace of T K (y 0 ). Then the cone T K (y 0 ) can be defined by a finite number of linear constraints T K (y 0 ) = {y : a For polyhedral sets the above condition of nondegeneracy coincides with the one used in [12] . In particular if K := R The latter constraint has value in the set of (p − r) × (p − r) symmetric matrices. However, this formulation is not suitable for our purpose since the eigenvectors e r+1 (A), . . . , e p (A) are not uniquely defined and E(A) is not a continuous (and hence is not smooth) function of A near y 0 unless 0 is a simple eigenvalue of y 0 . In order to overcome this difficulty we proceed as follows.
Denote by L(A) the eigenspace corresponding to the p − r smallest eigenvalues of A, and let P (A) be the orthogonal projection matrix onto L(A). Also let E 0 be a (fixed) p × (p − r) matrix whose columns are orthonormal and span the space L(y 0 ). It is well known (see [7] ) that P (A) is a continuously differentiable (in fact even analytic) function of A in a sufficiently small neighborhood of y 0 . Consequently F (A) := P (A)E 0 is also a continuously differentiable function of A in a neighborhood of y 0 , and, moreover, F (y 0 ) = E 0 . It follows that, for all A sufficiently close to y 0 , the rank of F (A) is p − r; i.e., its column vectors are linearly independent. Let U (A) be the matrix whose columns are obtained by applying the Gram-Schmidt orthonormalization procedure to the columns of F (A). The matrix U (A) is well defined and continuously differentiable near y 0 , and, moreover, satisfies the following conditions: U (y 0 ) = E 0 , the column space of U (A) coincides with the column space of E(A), and U (A)
T U (A) = I p−r (cf. [15, p. 557] ). We obtain that in a neighborhood of y 0 , the cone S p×p + can be defined in the form
. The mapping Ξ is continuously differentiable, and, since
and y 0 U (y 0 ) = 0, we have DΞ(y 0 )A = E T 0 AE 0 . It follows that DΞ(y 0 ) is onto. The set W := {A ∈ N : Ξ(A) = 0} is formed here by symmetric matrices of rank r, it is a smooth manifold and
We obtain that, in the above system of local coordinates, a feasible point x 0 is nondegenerate iff
Condition (2.12) means that G intersects transversally, at x 0 , the smooth manifold of symmetric matrices of rank r and is the standard nondegeneracy condition in semidefinite programming [1] , [15, Section 2] (see also [16] for a discussion and equivalent formulations of this condition).
3. Stability analysis. Suppose that, for u = u 0 , the corresponding set S 0 := S(u 0 ), of optimal solutions of the unperturbed problem (P ), is nonempty. In this section we investigate Lipschitzian stability of optimal solutions in cases where S 0 possibly is not a singleton.
In situations where the feasible set Φ(u) ≡ Φ is fixed, it is relatively easy to give sufficient conditions for Lipschitzian stability of S(u). We say that the second order growth condition holds for (P ) if there exist a constant c > 0 and a neighborhood N of S 0 such that
where f 0 := inf x∈Φ f (x) (see [2, 3, 4] for a discussion of this condition). Consider the optimization problem
We can view ψ(x) as a perturbation of the objective function f (x) of the problem (P ). It is said thatx is an ε-optimal solution of (3.2) ifx ∈ Φ and ψ(x) ≤ inf x∈Φ ψ(x) + ε. We have then a simple bound for perturbations of an ε-optimal solutionx in terms of the constant c and the Lipschitzian constant of the difference function ψ(
Proposition 3.1. Suppose that the second order growth condition (3.1) holds and that the difference function ψ(x) − f (x) is Lipschitz continuous on the neighborhood N of S 0 , modulus κ, and letx ∈ N be an ε-optimal solution of (3.2). Then
We can formulate now the main result of this section. Recall that a function (a mapping) g(·) is said to be C 1,1 if it is continuously differentiable and its gradient ∇g(·) is locally Lipschitz continuous. Proof. Consider a sequence u n → u 0 , and let x n ∈ S(u n ). It suffices to show that
Since S(u) are uniformly bounded, we can assume, by passing to a subsequence if necessary, that the sequence {x n } converges to a point x 0 . By continuity arguments it is not difficult to show (and it is well known) that then x 0 ∈ S 0 . Since it is assumed that the point x 0 is nondegenerate, by Theorem 2.2 there exists a continuously differentiable mapping T (z, u) such that, locally near x 0 and for all u in a neighborhood of u 0 , problem (P u ) can be reparameterized into the problem (2.7). Note that, for n large enough, the relation T (z n , u n ) = x n defines a sequence z n → 0 of optimal solutions of (2.7) for u = u n . Let Z 0 be the set of optimal solutions of the reparameterized problem (2.7) restricted to a neighborhood of 0. Since T (·, u) is Lipschitz continuous near z = 0 with the Lipschitz constant uniformly bounded for all u in a neighborhood of u 0 , the estimate (3.4) will follow from dist(z n , Z 0 ) = O( u n − u 0 ). (3.5) It remains to show that the Lipschitzian stability result (3.5), for the reparameterized problem, holds. First let us observe that since the mapping T (·, u 0 ) and its inverse are continuously differentiable, and hence are Lipschitz continuous near x 0 , we have that the second order growth condition for the problem (2.7), possibly restricted to a neighborhood of z = 0 and for u = u 0 , follows from the second order growth condition (3.1). Therefore, by (3. Since the coordinate mapping Ξ is assumed to be C 1,1 , the composite mapping Ξ • G is also C 1,1 . The implicit function theorem implies then that the mapping T (z, u) is also C 1,1 . This completes the proof. In the case of nonlinear programming, i.e., when the set K is polyhedral, the above stability result was derived in [13] (under somewhat restrictive assumptions) and in [8] by different techniques. This result is new in the framework of semidefinite programming. The stability result can be also extended to ε-optimal-solutions set of (P u ) if ε = O( u − u 0 2 ).
