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Abstract
The rational solutions for the discrete Painleve´ II equation are constructed based
on the bilinear formalism. It is shown that they are expressed by the determinant
whose entries are given by the Laguerre polynomials. Continuous limit to the Devisme
polynomial representation of the rational solutions for the Painleve´ II equation is also
discussed.
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1 Introduction
Nonlinear integrable discrete systems are now attracting much attention. Among them,
the discrete Painleve´ equations are expected to be the most fundamental ones from the
analogy of the continuous cases. Closer studies are now revealing rich mathematical struc-
tures behind them, such as existence of Lax Pair, Ba¨cklund transformation, singularity
confinement property, and so on[1].
As for solutions, it is known that the solutions of the Painleve´ equations are tran-
scendental in general, but they admit two classes of “classical solutions”, namely, special
function type solutions and algebraic solutions. It is also shown that special function type
solutions are expressed by determinants whose entries are given by special functions. For
example, the special function type solutions for the Painleve´ II equation(PII),
d2
dt2
w = 2w3 − 2tw + α , (1)
where α is a parameter, are expressed by the determinant whose entries are given by the
Airy function and its derivatives[6].
It is natural to expect that the discrete Painleve´ equations also admit the special
function type solutions with good structure. Several cases has been studied and it is
shown that the discrete Painleve´ equations admit the particular solutions expressed by the
determinants whose entries are given by the functions which are regarded as the discrete
analogue of the special functions[2,3,4,5].
How about the algebraic solutions? Recently, it has been shown that the rational solu-
tions of PII admit the determinant representation whose entries are given by the Devisme
polynomials[7]. Thus we also expect that the discrete Painleve´ equations admit algebraic
solutions which are expressed by determinants whose entries are given by discrete analogue
of some “classical object”.
In this article, we discuss the rational solutions for the discrete Painleve´ II equation(dPII),
X(n+ 1) +X(n− 1) =
(an+ b)X(n) + c
1−X(n)2
, (2)
where a, b and c are parameters. In ref.[8], a sequence of the rational solutions for dPII
has been constructed by using the Ba¨cklund transformation. However, its determinant
representaion has not been studied well. We present a discrete analogue of the Devisme
polynomial representation for the rational solutions of PII and show that the entries are
given by the Laguerre polynomials. We also show that they reduce to the rational solutions
of PII in the continuous limit with the suitable parametrization.
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2 Main Result
In this section, we state our main result.
Let L
(n)
k (x) be the Laguerre polynomial defined by
∞∑
k=0
L
(n)
k (x)λ
k = (1− λ)−1−n exp
−xλ
1− λ
, L
(n)
k (x) = 0 (k < 0) . (3)
Then we have the following theorem:
Theorem 2.1 Let τN(n) be the N ×N determinant given by
τN (n) =
∣∣∣∣∣∣∣∣∣∣
L
(n)
N L
(n)
N+1 · · · L
(n)
2N−1
L
(n)
N−2 L
(n)
N−1 · · · L
(n)
2N−3
...
...
. . .
...
L
(n)
−N+2 L
(n)
−N+3 · · · L
(n)
1
∣∣∣∣∣∣∣∣∣∣
. (4)
Then
X(n) =
τN+1(n+ 1)τN (n− 1)
τN+1(n)τN (n)
− 1 , (5)
satisfies dPII,
X(n+ 1) +X(n− 1) =
2
x
(n+ 1)X(n)− (N + 1)
1−X(n)2
. (6)
Note that L
(n)
k (x) is the polynomial of k-th degree in n, and hence eq.(5) yields the rational
solution of dPII.
Theorem 2.1 follows directly from the following proposition.
Proposition 2.2 The τ function (4) satisfies the following bilinear equations:
τN+1(n+ 1)τN(n− 1) + τN+1(n− 1)τN(n+ 1)− 2τN+1(n)τN (n) = 0 , (7)
τN (n)τN (n+ 1)− τN+1(n+ 1)τN−1(n) + τN+1(n)τN−1(n+ 1) = 0 , (8)
xτN (n+2)τN(n−1)− (n−N +1)τN(n+1)τN (n)+(2N +1)τN+1(n)τN−1(n+1) = 0 . (9)
Theorem 2.1 is derived from Proposition 2.2 as follows. Introducing the variables by
vN(n) =
τN+1(n+ 1)
τN(n)
, (10)
uN(n) =
τN (n− 2)τN(n+ 1)
τN(n− 1)τN(n)
, (11)
then the bilinear equations (7)-(9) are rewritten as
vN (n) + vN(n− 2)uN(n)− 2vN(n− 1) = 0 , (12)
2
1 +
vN (n− 1)
vN−1(n + 1)
uN(n+ 1)−
vN(n)
vN−1(n)
= 0 , (13)
xuN (n+ 1)− (n−N + 1) + (2N + 1)
vN (n− 1)
vN−1(n + 1)
uN(n+ 1) = 0 , (14)
respectively. Eliminating vN−1 and uN from eqs.(12)-(14), and putting
X(n) =
vN (n)
vN(n− 1)
− 1 , (15)
we find that X(n) satisfies eq.(6), which is the desired result.
3 Proof of Proposition 2.2
In this section, we give the proof of Proposition 2.2.
Bilinear difference equations are derived from the Plu¨cker relations which are identities
among determinants whose columns or rows are shifted. By applying the Laplace expansion
on certain determinants which are identically zero, we obtain the Plu¨cker relations. We
obtain the bilinear equations from the Plu¨cker relations with the aid of the difference
formulas that relate the “shifted determinants” with τ function by using the contiguity
relations of the entries,
L
(n−1)
k = L
(n)
k − L
(n)
k−1 , (16)
kL
(n)
k = (n+ 1)L
(n+1)
k−1 − xL
(n+2)
k−1 . (17)
3.1 Equation (8)
First we prove that the τ function (4) satisfies eq.(8), which is the simplest example to
demonstrate the above procedure. We introduce a convenient notation:
τN(n) = | −N + 2n,−N + 3n, · · · , 1n| , (18)
where “jn” denotes the column vector which ends with L
(n)
j ,
jn =


...
L
(n)
j+2
L
(n)
j

 (19)
Here the height of the column jn is N . However in the following, we use the same symbol
for determinants with different size. So the size of jn should be read appropriately case by
case. Moreover, we sometimes suppress the suffix n if there is no possibility of confusion.
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Noticing that L
(n)
0 (x) = 1 and L
(n)
k (x) = 0 for k < 0, we see that the τ function is also
expressible as
τN(n) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
L
(n)
N L
(n)
N+1 · · · L
(n)
2N−1 L
(n)
2N
L
(n)
N−2 L
(n)
N−1 · · · L
(n)
2N−3 L
(n)
2N−2
...
...
. . .
...
...
L
(n)
−N+2 L
(n)
−N+3 · · · L
(n)
1 L
(n)
2
L
(n)
−N L
(n)
−N+1 · · · L
(n)
−1 L
(n)
0
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (20)
namely,
τN (n) = | −N + 2 −N + 3 · · · 1 | , (21)
= | −N −N + 1 · · · −1 0 | . (22)
Now subtracting (i−1)-th column from i-th column of τN(n+1) for i = N, · · ·2 and using
eq.(16), we have
τN(n + 1) = | −N + 2n+1 −N + 3 · · · 1 | , (23)
= | −Nn+1 −N + 1 · · · 0 | . (24)
Moreover, adding the second column to the first column in eqs.(23) and (24), we get
τN(n + 1) = | −N + 3n+1 −N + 3 · · · 1 | , (25)
= | −N + 1n+1 −N + 1 · · · 0 | . (26)
Equations (21)-(26) are regarded as “difference formulas”.
Now consider the identity of 2N × 2N determinant,
0 =
∣∣∣∣∣∣∣
−N + 2 −N + 2n+1 −N + 3 · · · 0 Ø 1 φ
−N + 2 Ø −N + 3 · · · 0 1 φ
∣∣∣∣∣∣∣ , (27)
where Ø means the empty block and
φ =


1
0
...
0

 . (28)
Applying the Laplace expansion on the right hand side of eq.(27), we have
0 = | −N + 2 −N + 2n+1 −N + 3 · · · 0 | | −N + 3 · · · 0 1 φ |
+ | −N + 2n+1 −N + 3 · · · 0 1 | | −N + 2 −N + 3 · · · 0 φ |
− |−N + 2n+1 −N + 3 · · · 0 φ | | −N + 2 −N + 3 · · · 0 1 | .
(29)
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By using difference formulas (21)-(26), we obtain,
0 = −τN−1(n + 1)τN−1(n) + τN (n+ 1)τN−2(n)− τN−2(n + 1)τN(n) , (30)
which is equivalent to eq.(8).
3.2 Equation (7)
Secondly, we prove eq.(7). We introduce
L
(n)
k = L
(n)
k + L
(n)
k−1, (31)
and
jn =


...
L
(n)
j+2
L
(n)
j

 . (32)
Then we have the following difference formulas:
Lemma 3.1
τN (n+ 1) = |−N + 2n,−N + 3n, · · · , 1n| . (33)
τN (n+ 2) = | −N + 2n+1 −N + 3 · · · 1 |, (34)
τN (n+ 2) = | −N + 3n+1 −N + 3 · · · 1 |, (35)
τN (n) = | −N + 2 −N + 3 · · · 1 |, (36)
2τN (n+ 1) = | −N + 3n+1 −N + 3 −N + 4 · · · 1 |, (37)
−τN (n) = | −N + 3 −N + 3 · · · 1 | . (38)
Here, j is the same as jn given in eq.(19).
It is easy to prove lemma 3.1 by the similar method to the derivation of eqs.(21)-(26). We
give it in the appendix A.
Consider the following identity of 2N × 2N determinant,
0 =
∣∣∣∣∣∣∣
−N + 3 −N + 3 −N + 3n+1 −N + 4 · · · 1 Ø φ
−N + 3 −N + 3 Ø −N + 4 · · · 1 φ
∣∣∣∣∣∣∣ .
(39)
Applying the Laplace expansion on the right hand side, we get
0 = | −N + 3,−N + 3n+1,−N + 4 · · · , 1| × |−N + 3,−N + 4, · · · , 1, φ|
− |−N + 3,−N + 3n+1,−N + 4, · · · , 1| × | −N + 3,−N + 4, · · · , 1, φ|
− |−N + 3n+1,−N + 4, · · · , 1, φ| × | −N + 3,−N + 3,−N + 4, · · · , 1|
(40)
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Then we obtain by using lemma3.1,
0 = −2τN (n + 1)τN−1(n+ 1)− (−τN (n+ 2)) · τN−1(n)− τN−1(n + 2) · (−τN (n)) , (41)
which is equivalent to eq.(7).
3.3 Equation (9)
Finally, we prove eq.(9). We rewrite the τ function (4) as follows. Subtracting (i + 1)-th
column from i-th column for i = 1, · · · , j, j = N − 1, · · · 1, and using eq.(16) we get
τN(n) = (−1)
N(N−1)
2
∣∣∣∣∣∣∣∣∣∣
L
(n−N+1)
2N−1 L
(n−N+2)
2N−1 · · · L
(n)
2N−1
L
(n−N+1)
2N−3 L
(n−N+2)
2N−3 · · · L
(n)
2N−3
...
...
. . .
...
L
(n−N+1)
1 L
(n−N+2)
1 · · · L
(n)
1
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
L
(n)
2N−1 L
(n−1)
2N−1 · · · L
(n−N+1)
2N−1
L
(n)
2N−3 L
(n−1)
2N−3 · · · L
(n−N+1)
2N−3
...
...
. . .
...
L
(n)
1 L
(n−1)
1 · · · L
(n−N+1)
1
∣∣∣∣∣∣∣∣∣∣
. (42)
Here, we introduce a notation,
τN (n) = |[n][n− 1] · · · [n−N + 1]| , (43)
where “[j]” denotes the column vector,
[j] =


...
L
(j)
3
L
(j)
1

 . (44)
Then we have the following difference formulas:
Lemma 3.2
(−x)N
N∏
j=1
(2j + 1)
τN(n) = |[n− 2] · · · [n−N − 1]
̂[n−N ]| , (45)
−(n−N − 1)(−x)N−1
N∏
j=1
(2j + 1)
τN(n− 1) = |[n− 3] · · · [n−N − 2]
̂[n−N ]| , (46)
where [jˆ] is the column vector,
[jˆ] =


...
Lˆ
(j)
2
Lˆ
(j)
0

 , (47)
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and
Lˆ
(n)
k =
L
(n)
k
k + 1
. (48)
We give the proof of lemma 3.2 in appendix B.
By applying the Laplace expansion on the following determinant which is identically
zero,
0 =
∣∣∣∣∣∣∣
[n− 2] [n− 3] · · · [n−N − 1] Ø [n−N − 2] ̂[n−N ] φ
Ø [n− 3] · · · [n−N − 1] [n−N − 2] ̂[n−N ] φ
∣∣∣∣∣∣∣
we get,
| [n− 2] [n− 3] · · · [n−N − 1] [n−N − 2] |
×| [n− 3] · · · [n−N − 1] ̂[n−N ] φ |
− | [n− 2] [n− 3] · · · [n−N − 1] ̂[n−N ] |
×| [n− 3] · · · [n−N − 1] [n−N − 2] φ |
+ | [n− 2] [n− 3] · · · [n−N − 1] φ |
×| [n− 3] · · · [n−N − 1] [n−N − 2] ̂[n−N ] | = 0 .
Then we obtain by using lemma3.2,
τN+1(n− 2)
(−x)N−1
N−1∏
j=1
(2j + 1)
τN−1(n− 1)−
(−x)N
N∏
j=1
(2j + 1)
τN (n)τN(n− 3)
+τN(n− 2)
−(n−N − 1)(−x)N−1
N∏
j=1
(2j + 1)
τN (n− 1) = 0 ,
which yields eq.(9). Thus we have proved Proposition 2.2, and hence Theorem 2.1.
4 Continuous Limit
In this section, we consider the continuous limit of the rational solutions of dPII to those
of PII(1).
In ref.[7], it is shown that the rational solutions for PII(52) are given as follows:
Proposition 4.1 Let pk(z, t) be the Devisme polynomial defined by
∞∑
k=0
pk(z, t)η
k = exp
(
zη + tη2 +
1
3
η3
)
, pk(z, t) = 0 for k < 0 (49)
7
and let τN be an N ×N determinant given by
τN =
∣∣∣∣∣∣∣∣∣∣
pN(z, t) pN+1(z, t) · · · p2N−1(z, t)
pN−2(z, t) pN−1(z, t) · · · p2N−3(z, t)
...
...
. . .
...
p−N+2(z, t) p−N+3(z, t) · · · p1(z, t)
∣∣∣∣∣∣∣∣∣∣
, (50)
Then
v =
d
dz
log
τN+1
τN
, (51)
satisfies PII,
d2
dz2
v = 2v3 − 4zv + 4(N + 1) . (52)
Remark 4.2 The τ function (50) does not depend on t.
Let us consider the continuous limit of the result in Theorem 2.1. We shift n in eq.(6)
by x− 1
X ′(n+ 1) +X ′(n− 1) =
2
x
(n+ x)X ′(n)− (N + 1)
1−X ′(n)2
, (53)
where X ′(n) = X(n+ x− 1). Putting
x = −
1
2ε3
, n =
z
ε
, X ′(n) = εv , (54)
then we easily find that eqs.(5) and (53) reduce to eqs.(51) and (52), respectively, in the
limit of ε→ 0.
Then, how about the solutions? Unfortunately, L
(n+x−1)
k (x), which is the entry of the
τN (n+ x− 1), does not reduce to pk (49) in this limit. We need some trick to adjust them
as described in the following proposition.
Proposition 4.3 Let Lˆ
(n)
k (x) be the polynomial defined by
∞∑
k=0
Lˆ
(n)
k (x)λ
k = (1− λ2)−
1
2
x(1− λ)−n−x exp
−xλ
1− λ
, Lˆ
(n)
k (x) = 0 (k < 0) . (55)
Then τN (n+ x− 1) is expressed as
τN (n+ x− 1) =
∣∣∣∣∣∣∣∣∣∣
Lˆ
(n)
N Lˆ
(n)
N+1 · · · Lˆ
(n)
2N−1
Lˆ
(n)
N−2 Lˆ
(n)
N−1 · · · Lˆ
(n)
2N−3
...
...
. . .
...
Lˆ
(n)
−N+2 Lˆ
(n)
−N+3 · · · Lˆ
(n)
1
∣∣∣∣∣∣∣∣∣∣
, (56)
and εkLˆ
(n)
k (x) reduces to pk(z, 0) in the limit of ε → 0 with the parametrization (54).
Moreover, X ′(n) reduces to rational solutions of PII in this limit.
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Proof of Proposition 4.3:
The first statement is verified easily, since Lˆ
(n)
k (x) is a linear combination of L
(n+x−1)
j (x),
j = k, k− 2, k− 4, · · ·. The second statement is also checked by putting λ = εη in eq.(55),
choosing the parameters as eq.(54) and taking the limit of ε→ 0. Although multiplication
of εk on Lˆk yields overall factor ε
N(N+1)/2 on τN (n+ x− 1), this does not make any effect
on X ′(n). Hence the rational solutions of dPII reduces to those of PII in the continuous
limit.
Finally, we mention on the continuous limit of the bilinear equations. It is shown that
the τ function of PII (50) satisfies
D2zg · f = 0, (57)(
D3z + 4zDz − 4(N + 1)
)
g · f = 0 , (58)
where Dnz is Hirota’s bilinear operator defined by
Dnz g · f = (∂z − ∂z′)
n g(z)f(z′)|z=z′ . (59)
Combining three bilinear difference equations (7)–(9) for dPII, we can show that τ function
of dPII (4) satisfies[8]
[coshDn − 1] τN+1(n) · τN (n) = 0 , (60)[
−
x
2
sinh 2Dn + (n + 1) sinhDn − (N + 1)
]
τN+1(n) · τN(n) = 0 , (61)
where
coshDn =
eDn + e−Dn
2
, sinhDn =
eDn − e−Dn
2
,
and
eDnf(n) · g(n) = f(n+ 1)g(n− 1) .
Then, after replacing n by n+ x− 1, it is easy to see that equations (60) and (61) reduce
to eqs.(57) and (58) respectively, in the limit ε→ 0 with the parametrization (54).
5 Conclusion
In this article, we have constructed the rational solutions for dPII, and shown that they
are expressed by the determinants whose entries are given by the Laguerre polynomials.
We have also discussed the continuous limit to PII.
It is known that the Laguerre polynomials appear in the rational solutions for contin-
uous PV[10]. Moreover, the discrete Airy functions which appeared in the special function
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type solutions for dPII can be expressed in terms of the Hermite-Weber functions[2,4],
which are also the solutions of PIV[6]. Moreover, so-called the “molecular type solution”
of dPII is expressed by the same τ function as that of the Bessel function type solution for
PIII[11]. At present, we do not know what these strange relations mean.
There are so many versions of discrete Painleve´ equations, namely, there are many dif-
ference equations which passes the singularity confinement test[9] and reduces to the same
Painleve´ equation in the continuous limit. However, their solutions have been constructed
only for a few cases. It may be an important problem to find those solutions, since explicit
forms of the particular solutions would be one of the most useful keys to understand the
discrete Painleve´ equations.
The authors would like to thank Profs. B.Grammaticos, A.Ramani and J. Hietarinta
for encouragement and discussions. One of the authors(K.K) was supported by the Grant-
in-Aid for Encouragement of Young Scientists from The Ministry of Education, Science,
Sports and Culture of Japan, No.08750090.
A Proof of Lemma 3.1
We have from (16) and (31),
L
(n)
k − L
(n)
k−2 = L
(n−1)
k , (62)
2L
(n)
k = L
(n−1)
k + L
(n)
k . (63)
In eq.(4), subtracting (i+ 1)-th row from i-th row for i = 1, · · ·N − 1, we have
τN (n) =
∣∣∣∣∣∣∣∣∣∣∣
L
(n−1)
N L
(n−1)
N+1 · · · L
(n−1)
2N−1
L
(n−1)
N−2 L
(n−1)
N−1 · · · L
(n−1)
2N−3
...
...
. . .
...
L
(n−1)
−N+2 L
(n−1)
−N+3 · · · L
(n−1)
1
∣∣∣∣∣∣∣∣∣∣∣
, (64)
where, for N -th row, we used L
(n)
k = L
(n−1)
k . Thus we get eq.(33). Similarly, from eqs.(23)
and (25), we obtain eqs.(34) and (35), respevtively.
Next, adding (i − 1)-th column to i-th column of eq.(4) for i = N, · · · , 2 and using
eq.(31), we get eq.(36). Similarly, adding (i − 1)-th column to i-th column of eq.(25) for
i = N, · · · , 3, we get
τN (n+ 1) = | −N + 3n+1 −N + 3 −N + 4 · · · 1 |. (65)
Now we obtain by using eq.(63),
2τN(n+ 1) = | 2(−N + 3n+1) −N + 3 −N + 4 · · · 1 |
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= | −N + 3 −N + 3 −N + 4 · · · 1 |
+| −N + 3n+1 −N + 3 −N + 4 · · · 1 |
= | −N + 3n+1 −N + 3 −N + 4 · · · 1 |, (66)
which is nothing but eq.(37). Finally, eq.(38) is derived by subtracting the second column
from the first column in eq.(36).
B Proof of Lemma 3.2
First, notice that the τ function can also be written as
τN (n) =
∣∣∣∣∣∣∣∣∣∣
L
(n)
N L
(n)
N+1 · · · L
(n)
2N
L
(n)
N−2 L
(n)
N−1 · · · L
(n)
2N−2
...
...
. . .
...
L
(n)
−N L
(n)
−N+1 · · · L
(n)
0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
L
(n)
2N L
(n−1)
2N · · · L
(n−N)
2N
L
(n)
2N−2 L
(n−1)
2N−2 · · · L
(n−N)
2N−2
...
...
. . .
...
L
(n)
0 L
(n−1)
0 · · · L
(n−N)
0
∣∣∣∣∣∣∣∣∣∣
. (67)
Now adding (i + 1)-th column multiplied by (n − i)/(−x) to i-th column of eq.(67) for
i = 1, · · · , N , and using eq.(17), we have
τN (n) =
1
(−x)N
∣∣∣∣∣∣∣∣∣∣
(2N + 1)L
(n−2)
2N+1 · · · (2N + 1)L
(n−N−1)
2N+1 L
(n−N)
2N
(2N − 1)L
(n−2)
2N−1 · · · (2N − 1)L
(n−N−1)
2N−1 L
(n−N)
2N−2
...
. . .
...
...
L
(n−2)
1 · · · L
(n−N−1)
1 L
(n−N)
0
∣∣∣∣∣∣∣∣∣∣
(68)
=
N∏
j=1
(2j + 1)
(−x)N
∣∣∣∣∣∣∣∣∣∣
L
(n−2)
2N+1 · · · L
(n−N−1)
2N+1 Lˆ
(n−N)
2N
L
(n−2)
2N−1 · · · L
(n−N−1)
2N−1 Lˆ
(n−N)
2N−2
...
. . .
...
...
L
(n−2)
1 · · · L
(n−N−1)
1 Lˆ
(n−N)
0
∣∣∣∣∣∣∣∣∣∣
, (69)
where Lˆ
(n)
k is given in eq.(48). This gives eq.(45).
Moreover, adding N -th column to (N+1)-th column multiplied by −(n−N) of eq.(68),
we get
τN (n) =
1
−(n−N)(−x)N−1
∣∣∣∣∣∣∣∣∣∣
(2N + 1)L
(n−2)
2N+1 · · · (2N + 1)L
(n−N−1)
2N+1 L
(n−N+1)
2N
(2N − 1)L
(n−2)
2N−1 · · · (2N − 1)L
(n−N−1)
2N−1 L
(n−N+1)
2N−2
...
. . .
...
...
L
(n−2)
1 · · · L
(n−N−1)
1 L
(n−N+1)
0
∣∣∣∣∣∣∣∣∣∣
(70)
11
=N∏
j=1
(2j + 1)
−(n−N)(−x)N−1
∣∣∣∣∣∣∣∣∣∣
L
(n−2)
2N+1 · · · L
(n−N−1)
2N+1 Lˆ
(n−N+1)
2N
L
(n−2)
2N−1 · · · L
(n−N−1)
2N−1 Lˆ
(n−N+1)
2N−2
...
. . .
...
...
L
(n−2)
1 · · · L
(n−N−1)
1 Lˆ
(n−N+1)
0
∣∣∣∣∣∣∣∣∣∣
. (71)
which gives eq.(46).
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