the measurement uncertainty. Analysis of variance (ANOVA) is a parametric approach that does incorporate the variance of intra-time point measurements when identifying differences in mean values, but it is less sensitive than eJTK because it does not use information about the time order of the measurements . ARSER (Yang and Su, 2010) is likely the most successful parametric method at present, but the fact that it fits a time series to a sinusoidal curve by autoregressive spectral estimation makes it less sensitive to nonsinusoidal time series, as we discuss below.
Either explicit or implicit in these methods is comparison of the variance in measurements at each time point (i.e., across replicates/periods) to the variance from one time point to another over the period of interest. The cost and effort of sample preparation and measurement limit the number of replicates/ periods obtained. As a result, the observed variance at each time point may poorly represent the true variance. In particular, if the data yield an estimate of the variance that is too small, a time series is more likely to be falsely identified as cycling because the apparent signal is large compared with the apparent noise. Properly accounting for small replicate numbers in estimating the variance has the potential to provide substantial gains in accuracy of rhythm detection and, in turn, to aid in understanding periodic biological processes.
To this end, we introduce an empirical Bayes (eBayes) procedure (Smyth, 2004; Lu and Stephens, 2016) . In this approach, which is commonly employed in differential expression analysis (Trapnell et al., 2012; Ritchie et al., 2015) , information from across a data set is combined to estimate a prior distribution for the standard deviation, and this prior is then used together with the individual measurements to estimate the variance at each time point. This "shrinks" the spread in variances (Suppl. Fig. S1 ; Lu and Stephens, 2016) . Here, we use the empirical Bayes variance estimates to generate parametric bootstrap time series samples and then apply a rhythm detection algorithm to them. The parametric bootstrap (Efron and Tibshirani, 1994 ) is also established in bioinformatics and is applied in packages for RNA-Seq quantification (Bray et al., 2016) and differential expression (Pimentel et al., 2017) . To the best of our knowledge, this is its first application in rhythm detection.
While the strategy that we present is general, we focus on its implementation with the empirical JTK_ CYCLE (eJTK) method, which we have demonstrated to outperform other algorithms . eJTK compares time series to a set of reference waveforms varying in phase (peak expression) and distance from peak to trough using a nonparametric pairwise rank order correlation, Kendall's τ. Selecting the best waveform presents a multiple-hypothesis testing problem, which eJTK solves by explicitly calculating the null distribution of the selection procedure to assign (one-sided) p values to resulting rhythmicity scores. This approach is accurate but relatively computationally costly because the null distribution must be reevaluated for each set of measurements (in order to distinguish time series that are missing observations for different sets of time points). In the present work, we reduce this expense significantly by fitting a Gamma distribution to test statistics for a small number of time series. This approximation makes eJTK, even in the context of the bootstrap, computationally economical.
Our approach, which we term BooteJTK, combines freedom from restrictive assumptions regarding the shape of the waveform with incorporation of information about the uncertainty in each measurement. We demonstrate the method on simulated data and 2 circadian genome-wide expression data sets. The first data set is densely sampled with measurements of gene expression in mouse liver samples at 1-h intervals for 48 h (Hughes et al., 2009) . This data set allows us to examine the performance (self-consistency) of the method as fewer time points are included. The second data set comprises gene expression measurements every 2 h for 48 h for 12 mouse tissues in continuous darkness (Zhang et al., 2014) . This data set allows us to look at the consistency of rhythm detection across tissues. We find that fewer genes are rhythmic than previously believed, because of the more stringent requirement that the uncertainty in measurements be small relative to the amplitude of expression, in addition to the rank order of the values of the time series matching those of a reference waveform. Corroborating our more stringent results with core clock transcription factor targets (CCTs; Koike et al., 2012) , we find no decrease in CCT enrichment between BooteJTK and eJTK. At the same time, we find increases in the conditional probabilities of rhythmic genes across tissues, suggesting circadian programs in different tissues may not be as distinct as previously thought. Put together, the results indicate that BooteJTK provides robust rhythm detection with improved consistency. The general principles and methods that we present here, the empirical Bayes and bootstrapping procedures, can be applied to other rhythm detection algorithms.
MetHoDs
To test our method against other methods, we generated 1100 time series with a 24-h period sampled every 2 h in duplicate with Gaussian noise added to each point. The time series were generated to include varying peak-to-trough time separations, w, with values ranging from 2 h to 22 h in steps of 2 h. Defining
Equation (1) simply defines a waveform that falls along a cosine curve from t = 0 to t w = , then rises along a different cosine curve up until t = 24 h. This waveform can be described as having peaks at t = 0 and t = 24 h and a trough at t w = . One hundred time series were generated for each w value. We varied the Gaussian standard deviation relative to the amplitude of the underlying cosine, a ratio we refer to as the noise level. To model the null hypothesis, we generated 1000 time series with the same number of time points but with values drawn only from the Gaussian distribution.
BooteJtK algorithm
Given a set of time series, our approach, BooteJTK, consists of the following steps: We discuss these steps in detail below.
empirical Bayes variance estimation
Empirical Bayes methods are an established part of many workflows for differential expression analysis (Smyth, 2004; Trapnell et al., 2012; Ritchie et al., 2015) . These methods combine information from all the time points in the data to shrink the spread of standard deviation estimates. As a result, low standard deviation estimates are increased and high standard deviation estimates are decreased (Suppl. Fig. S1 ).
Empirical Bayes methods are useful in the present context because the number of time point replicates tends to be low (e.g., 2), so traditional statistical estimators for the standard deviation tend to be unreliable, and pooling data from multiple time points can moderate the errors from these estimators. In this article, replicates, or time point replicates, refer to measurements at mod 24-h time points (e.g., time 0 h and 24 h are replicates, times 2 h and 26 h are replicates, etc.). The phrase bootstrap replicates refers specifically to parametric bootstrap resamplings of the original time series.
We use voom (specifically, vooma for microarrays; Ritchie et al., 2015) to obtain initial standard deviation estimates that account for mean-variance relationships. These estimates are then adjusted using the empirical Bayes procedure implemented in vash (Lu and Stephens, 2016) . We note that we originally used limma (Ritchie et al., 2015) instead of vash, but that resulted in overdispersion and overestimates of rhythmicity p values, partially because of adjustment of small standard deviations away from zero.
calculating a test statistic by Bootstrapping eJtK
In nonparametric bootstrapping, data are resampled with replacement to create a distribution of simulated measurements that can in turn be used to compute statistics. In parametric bootstrapping, data are resampled from a distribution modeling the original data (Efron and Tibshirani, 1994) . Parametric bootstrapping more readily incorporates variance estimates from empirical Bayes and outperformed nonparametric bootstrapping in our tests of the methods (Suppl. Fig. S2 ), likely owing to the limited number of time points. Thus, we use parametric bootstrapping. Specifically, we log-transform the expression measurements, a standard method for positively skewed data (Tukey, 1977) , and model the resulting data at each time point as normally distributed with the mean directly calculated from the time point replicates and the variance modeled by the empirical Bayes procedure as described above.
Using this model of the original time series data, we generate n time series for this model and analyzed them with eJTK to determine their circadian characteristics: rhythmicity score (τ), phase (peak), and bestmatching waveform. We averaged each of these n statistics across the model time series. While eJTK generally outputs integer multiples of the measurement interval for the peak and trough times (i.e., extrema), the means of these statistics can be noninteger, which allows for better representation of the times of the extrema when they do not coincide with the measurement times. Regardless, for the phase and trough, the mean values are close to the values output by eJTK. This is not necessarily the case for the rhythmicity score, as we now discuss.
In the context of eJTK, the Kendall's τ statistic measures the correlation in rank order of the values of the time series of interest and the values of a discretized reference waveform; the rhythmicity score is the highest τ across all tested reference series. A perfect match in rank order has τ = 1. Adding noise to the values of a reference time series and comparing the resulting rank order with the original one often results in τ < 1, with τ tending to decrease as the noise grows in comparison with the amplitude of the oscillation. As a result, the mean of the distribution of τ values for the bootstrap resamples depends on both the rank order of time series values and the measurement uncertainty.
An additional issue is that the τ distribution is skewed when τ is close to the limits of its range (-1 and 1). To stabilize the variance across the full range of possible rhythmicity scores, we average the Fisher transform of τ :  τ τ = ( ) arctanh , truncating the values to ±arctanh(0.99) for τ > 0.99 to ensure that the  τ values are finite.
We also examined the accuracy of the phase estimation of BooteJTK on the simulated data (Suppl. Fig. S3 ). For the data described above with a variety of peak-to-trough distances, the standard deviation of the phase error for BooteJTK is 2.8 h, while for ARSER it is 1.6 h. The phase standard deviation calculated by BooteJTK provides a sense of the phase error. We found that the calculated phase standard deviation and the phase error of the method were negatively correlated with the strength of rhythmicity detected. While ARSER provides a lower standard deviation of the phase error, BooteJTK provides information on the phase standard deviation calculated from the bootstrap replicates, which provides information on the trustworthiness of the mean phase estimate.
obtaining accurate and computationally inexpensive p values
A p value is the likelihood under the null hypothesis of observing a value of a test statistic or a more extreme one. We previously generated the null distribution for eJTK by applying the method to 10 6 time series generated by selecting values from a Gaussian distribution with a constant mean . We applied the same approach for calculating the null distribution for our bootstrap method, generating n bootstrap replicates for each of the 10 6 time series, averaging the resulting τ values to generate 10 6  τ values. We generate this null distribution to match the measurement times in the experimental time series. Because this numerical procedure to generate the null distribution represents most of the computational expense of eJTK and, in turn, BooteJTK, we sought an approximate analytical form for the null distribution. We found the Gamma distribution, which we previously used to model the null distribution of the rhythm detection method F24 (Wijnen et al., 2005; Hutchison et al., 2015) , to be a reasonable choice (Suppl. Fig. S4 ). To assess this approach quantitatively, we computed p values with this model and our earlier method (i.e., empirically from the histogram of 10 6  τ values) for a range of  τ values. The ratio of the analytical p values to the empirical p values is larger than 1 at very low p values and close to 1 for moderate p values close to typical significance thresholds (Suppl. Figs. S4B and D) . This means that the p values obtained from the Gamma-distribution approximation are sufficiently accurate for use, but they favor the null hypothesis relative to the empirical values, leading to slightly fewer time series being considered rhythmic for a given significance threshold.
Having established the abilities of BooteJTK, we sought to minimize the computational cost of our method. For the simulated data described above, we found no discernible difference in  τ scores for n = 100, 50, 25, and 10 bootstrap samples, where n is the number of bootstrap samples used to calculate  τ (Suppl. Fig. S5 ). We use 25 bootstrap samples throughout the rest of this study. With 25 bootstrap samples, we obtain run times on a late-2013 iMac with a 3.5-GHz Intel Core i7-4771 processor and 16 GB of 1600 MHz DDR3 memory. For 1000 time series, the analysis by BooteJTK took 180 s and the analysis by eJTK took 8 s. Of this, less than 2 s is the integration of the Gamma distribution to translate  τ statistics to p values. With the improvements in the present article, the computational cost of eJTK is several orders of magnitude less than in Hutchison et al. (2015) .
BooteJtK outperforms alternative Rhythm Detection Methods
BooteJTK Outperforms eJTK. First, we compared BooteJTK to eJTK to understand the effect of the bootstrapping. In each case, we compared the 1100 simulated time series against 24-h reference waveforms with peak-to-trough separations varying as above (Eq. (1)) and phases varying every 2 h from 0 to 22 h (132 total reference waveforms). Figure 1 shows that BooteJTK significantly outperforms eJTK: the truepositive rate is higher for a given false-positive rate (FPR; Fig. 1A ; Suppl. Fig. S6A ), and the Matthews correlation coefficient (MCC) is higher for all p value cutoffs ( Fig. 1B; Suppl. Fig. S6B ). The MCC (Eq. (2)) combines the number of true-positives (T P ), false-positives (F P ), true-negatives ( T N ), and false-negatives (F N ) to define a classifier that is 1 if it is perfect and 0 if it performs no better than random guessing.
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To illustrate the differences between BooteJTK and eJTK applied to time series, we show 2 time series with the same τ value for eJTK ( τ = 0.57, p = 2 10 . We plot the time point replicates sequentially. In both panels, the average time series is visually similar to the contributing time point replicates. However, the error bars (standard deviations) are much smaller in Figure 2B than in Figure 2A , resulting in the difference in p values in BooteJTK (but not eJTK).
BooteJTK Outperforms RAIN. We also compared BooteJTK to RAIN (Thaben and Westermark, 2014) , another nonparametric method that uses reference waveforms. RAIN does not take into account the size of the noise relative to the amplitude of the time series, which we expect to be more important when testing experimental data. We previously found that RAIN underestimates p values (Hutchison and Dinner, 2017 ), so we computed empirical p values for RAIN using 10 6 simulations of the null distribution as described in Hutchison and Dinner (2017) . We ran RAIN with the settings as follows: period = 24, deltat = 2, peak.border = c(0.1, 0.9), adjp.method = "ABH." We found that BooteJTK outperforms RAIN (Fig. 1) .
BooteJTK Outperforms ARSER on Asymmetric Time
Series. As mentioned in the introduction section, parametric methods do account for the size of the noise relative to the amplitude of the time series, and ARSER (Yang and Su, 2010) is likely the best such method presently. Because ARSER fits a time series to a sinusoidal curve, it should outperform nonparametric methods when detecting time series that are approximated well by that waveform. However, we expect many biological time series to be nonsinusoidal Thaben and Westermark, 2014) and show further evidence supporting this below. For this reason, we compared the MCC scores of BooteJTK and ARSER with given p value thresholds with our simulated time series in aggregate ( Fig.  1 ) and separated by time from peak to trough (Suppl. Fig. S7 ). ARSER was run on default settings. While ARSER has higher MCC than BooteJTK for near-symmetric time series, BooteJTK outperforms ARSER for asymmetric time series with peak-to-trough times less than 6 h or greater than 18 h (Suppl. Fig. S7 ).
BooteJTK Outperforms MetaCycle and Combined eJTK-ANOVA. MetaCycle combines ARSER, the original JTK_CYCLE, and Lomb-Scargle by Fisher integration (Fisher, 1925; Wu et al., 2016) . Because the contributing methods are applied to the same experimental time series, their p values are dependent on each other, and it is necesary to employ the Brown . the eJtK τ score is τ τ = 0.57, which corresponds to a p value of 0.002. the noiseto-amplitude ratio used to generate both time series was 0.60.
correction (Brown, 1975) to obtain accurate p values (Hutchison and Dinner, 2017) . We find that BooteJTK outperforms MetaCycle with this correction (Fig. 1) . Relatedly, we observed that BooteJTK combines eJTK's nonparametric test with an ANOVA-like treatment of measurement uncertainties. We thus wondered if Fisher-Brown integration of ANOVA and eJTK p values would perform similarly to BooteJTK. The fact that it did not (Fig. 1) shows that the bootstrapping procedure is a better way of combining these features.
Results effect of sampling Frequency on Rhythm Detection
While BooteJTK outperforms leading methods for simulated data, such time series can lack features of experimental data. Assessing the behavior of algorithms for experimental data can be challenging, however, because rhythmic expression has been independently verified for only a small fraction of the genome. Nevertheless, we expect rhythm detection to be accurate when a waveform is extensively sampled (with high frequency, over many periods), and we can study the consistency of each method as data are downsampled.
To this end, we applied BooteJTK to microarray data collected every 1 h for 48 h from mouse liver tissue under constant conditions (Hughes et al., 2009) . As the original analysis of the data set was performed with JTK_CYCLE (Hughes et al., 2010) , we analyzed the data set with eJTK as well for comparison. In addition, we analyzed the data with adjusted RAIN and ARSER, as those methods performed well on our simulated data.
We treated the modulo 24 time points as replicates, providing 2 replicates every 1 h over 24 h. Since most transcriptomic circadian experiments have data collected every 2 h (Zhang et al., 2014) or 4 h (Flourakis et al., 2015; Perelis et al., 2015) , we parsed the data (collected from CT18-CT65) into 2 data sets with measurements every 2 h (denoted 2a: CT18, CT20, etc. and 2b: CT19, CT21, etc.) and into 4 data sets with measurements every 4 h (denoted 4a, 4b, 4c, and 4d, starting at CT18, CT19, CT20, and CT21, respectively). We used the R package gcrma (Wu et al., 2018) to normalize the data (GEO GSE11923) and removed probes with constant expression. In all cases, we controlled the false-discovery rate with the Benjamini-Hochberg (BH) correction and took time series to be rhythmic if their adjusted p values were less than 0.05 (Fig. 3) .
For the full data set, BooteJTK identifies more probes as rhythmic than eJTK, RAIN, and ARSER do. Downsampling the data to measurements every 2 h reduces the number of rhythmic probes in all cases (Fig. 3A) . Downsampling the data to measurements every 4 h prevents eJTK and adjusted RAIN from finding any rhythmic probes at this significance threshold, while BooteJTK identifies thousands of the probes that it originally considered rhythmic. ARSER likewise detects more than eJTK or RAIN, but as we show in Figure 3B and discuss at the end of this section, many of the rhythmic probes (≈ 80%) in the downsampled data sets are not rhythmic in the full data set.
The overlap between results obtained from 2 data sets can be quantified by the conditional probability that a probe is rhythmic in one data set (a row in Fig.  3B ) if it is rhythmic in another (a column in Fig. 3B ). For example, 78% of probes rhythmic under BooteJTK when the time series are downsampled to even time points are also found to be rhythmic when downsampling to odd time points; 62% are rhythmic in the opposite case ([row 3, column 2] vs. [row 2, column 3], respectively; below, we use square brackets to denote positions in Fig. 3B and consistently write the row first and the column second). Because no biological differences should exist between equivalently downsampled data sets, the conditional probabilities provide a scale for evaluating differences across biologically distinct data sets. For eJTK, these values are 63% and 68% (Fig. 3B, [10, 9] , and [9,10], respectively); for RAIN, they are 61% and 68% (Fig. 3B, [13, 12] and [12, 13] , respectively); and for ARSER, they are 62% and 73% (Fig. 3B, [16, 15] and [15, 16] , respectively). These results indicate greater consistency for the BooteJTK results.
We also analyzed the overlap of the inverse case: the conditional probability that if a probe is found to be arrhythmic in one data set it is arrhythmic in another (Suppl. Fig. S8 ). We found that across methods, as the sampling rate decreased, the number of probes identified as arrhythmic increased. Examining consistency within a method with data sets downsampled to 2 h as above, we found that RAIN had the most consistency in assigning probes as arrhythmic (92% and 89%), followed by BooteJTK (89% and 78%), eJTK (87% and 85%), and ARSER (86% and 78%). Given that RAIN finds fewer probes as rhythmic than the other methods, it would be expected that it would more consistently find probes to be arrhythmic while downsampling. These results reinforce that BooteJTK provides strong consistency between results.
We suggested above that ARSER, although highly sensitive to sinusoids, was not as sensitive as BooteJTK to nonsinusoidal waveforms. We explored the impact of this in the Hughes data in Supplmentary Figure S9 . We show that many of the probes identified as rhythmic by BooteJTK have nonsinusoidal waveforms, which helps explain why BooteJTK detects more probes as rhythmic than ARSER for the 1-h data. Another potential explanation is that isolated randomly noisy time point measurements can lead to harsher penalties in parametric methods such as ARSER as opposed to nonparametric methods such as BooteJTK, eJTK, or RAIN. This is supported by detection of rhythmic time series in the downsampled data that ARSER does not detect in the full data set. Whereas BooteJTK, eJTK, and RAIN on the full data set identify nearly 100% of the rhythmic probes identified after downsampling (Fig. 3B [1,2-7] , [8,9-10], and [11,12-13], respectively), ARSER detects only about 80% of the rhythmic probes after downsampling, as it does with the full data set (Fig. 3B , [14, [15] [16] [17] [18] [19] [20] ).
BooteJtK Reveals More Biologically consistent circadian Rhythmic Gene expression across 12 Mouse tissues
Having established the improved rhythm detection of BooteJTK, we analyzed the 12-tissue mouse microarray time series in Zhang et al. (2014) . The 12 tissues are adrenal, aorta, brown fat, brainstem, cerebellum, heart, hypothalamus, kidney, liver, lung, muscle, and white fat. Expression was sampled every 2 h for 48 h, which we again treated as duplicate measurements over 24 h. As we wish to compare the analysis of the data with BooteJTK to the original manner in which it was analyzed, we also applied eJTK, mirroring the application of the original JTK_CYCLE method (Hughes et al., 2010) by Zhang et al. (2014) .
BooteJTK Is More Stringent than eJTK but Exhibits Comparable Enrichment for Core Clock Targets (CCTs).
When applied to the 12-tissue microarray data set from Zhang et al. (2014) , BooteJTK identifies 14,598 out of 25,268 probes (11,731/20,038 genes) as rhythmic in at least one tissue with BH <0.05, whereas eJTK finds 14,763 such probes (12,426 genes; Fig. 4A, B) . This difference was to be expected for the reasons discussed above: BooteJTK compares the noise to the amplitude of a time series in addition to evaluating the rank order of the values. This added condition to the definition of rhythmicity should result in fewer time series being identified as rhythmic. However, we were concerned that the greater stringency might exclude actual rhythmic time series. To evaluate this possibility, we corroborated our rhythmic genes with CCTs identified by ChIP-Seq in mouse liver (Koike et al., 2012) . Across the 12 tissues and between the 2 (denoted 4a, 4b, 4c, and  4d, starting at ct18, ct19, ct20, and ct21, respectively) . (a) number of rhythmic probes at Benjamini-Hochberg <0.05 for the indicated methods and data sets. (B) We quantified the conditional probabilities between results with different data sets by the probability that a probe is rhythmic in the row data set if it is rhythmic in the column data set. algorithm-data set combinations without any rhythmic time series are not shown. methods, we found no meaningful difference in the fraction of CCT genes relative to the number of genes identified as rhythmic (mean difference −0.016, standard deviation 0.022). This result persisted as we increased the number of core-clock transcription factors necessary to consider a gene a CCT: the mean difference and standard deviation only became smaller as the requirements were made more stringent.
Relationships between Tissues. We examined the relationships between different tissues through the probability that a probe is rhythmic in one tissue conditioned on it being rhythmic in another. In Figure  5 , row tissues are conditioned on column tissues as in Figure 3B , and the tissues are ordered by hierarchically clustering on the columns. Anatomically related tissues appear together in the plot-for example, the hypothalamus, brainstem, and cerebellum are on the right. It is important to note that the relationships between tissues are asymmetric: being rhythmic in the hypothalamus leads to a probability of 46% that a probe is rhythmic in the liver, but being rhythmic in the liver leads to a probability of 7% that a probe is rhythmic in the hypothalamus. To put these numbers in context, we can compare them to the data of Hughes et al. (2009) : the conditional probabilities for 2 data sets from identical conditions downsampled to measurements every 2 h were 62% and 78%. The highest off-diagonal value in Figure 5A is for the probability that a probe is rhythmic in brown fat conditioned on being rhythmic in the aorta (70%). This result is interesting, but we feel further study is warranted as this point is an outlier in Supplementary Figure S11A , and the presence of brown fat around the aorta can easily lead to contamination of aorta samples (Fitzgibbons et al., 2011) .
In Supplementary Figure S10 , we show the differences between the conditional probabilities from BooteJTK and eJTK. The columns corresponding to the brain tissues show marked differences. Zhang et al. (2014) discuss the technical difficulty of dissecting the brain regions separately, so using a robust method to analyze these data should be of particular importance. The consistent increase in rhythmic predictive value of other tissues for the hypothalamus and adrenals is due to the increase in probes identified as rhythmic by BooteJTK relative to eJTK, whereas the increase in rhythmic predictive value of the brain stem and cerebellum for other tissues is due to a decrease in probes identified as rhythmic by BooteJTK relative to eJTK (Suppl. Figs. S11B and S10).
Genes That Are Rhythmic in Most Tissues. Thirteen genes are identified as rhythmic by BooteJTK in all 12 tissues: Arntl (Bmal), Nr1d1 (Rev-erbA), Nr1d2 (ReverbB), Dbp, Per1, Per2, Per3, Ciart (Chrono), Bhlhe41 (Dec2), Tns2, Tsc22d3, Usp2, and Tspan4. The first 8 listed are involved in the core clock machinery (Ukai and Ueda, 2010; Goriki et al., 2014) . However, known core clock genes such as Npas2, Tef, and Hlf are identified as rhythmic in only 11 of the 12 tissues; they do not meet the significance threshold in the hypothalamus. Given our prior knowledge regarding these genes (Ukai and Ueda, 2010) and the evidence of their rhythmicity in other tissues, it is possible that they are in fact rhythmic in all 12 tissues, and experimental issues are responsible for the inability to detect them in all 12 tissues. As noted above, Zhang et al. (2014) suggest that the technical difficulty of dissecting the brain regions separately may negatively affect circadian rhythm identification in these tissues. We thus examined the 119 genes that BooteJTK identified as rhythmic in 9 or more of the tissues. Most of these genes were not rhythmic in the brainstem, hypothalamus, or cerebellum (Suppl. Fig. S12 ).
Examining the functional annotation of these genes revealed many ontologies to be expected of consistently rhythmic genes, such as rhythmic processes and transcription regulation (Table 1) . However, additional functional annotations were identified, such as genes involved in the stress response, endoplasmic reticulum, pigment granules, and heat shock. A few other genes stand out as well. Wee1 is rhythmic in 10 tissues (absent from hypothalamus and brainstem). Wee1 regulates cellular division by inhibiting entry into mitosis (Kellogg, 2003) and is known to be regulated by the core clock (Matsuo et al., 2003) ; more generally, it has been suggested that the cell cycle is under circadian control (Sandler et al., 2015) . Two other genes involved in the cell cycle, Cdkn1a and Calr, are rhythmic in 9 or more tissues. Given that many of these tissues have little cell proliferation, these genes may be functioning in other processes, in which case we expect those processes to be influenced by the circadian clock as well. Fmo1 and Gstt2 are identified as rhythmic in 10 tissues, while Fmo2 is identified as rhythmic in 11 tissues. These genes are identified as being involved in drug metabolism by the DAVID webtool (Huang et al. 2009a (Huang et al. , 2009b . Given the increasing interest in chronotherapeutics (Zhang et al., 2014) , further research into these genes is warranted to better understand their involvement in circadian processes.
Discussion
We have shown that rhythm detection from genome-wide expression time series can be considerably improved by using an empirical Bayes approach to improve variance estimates from limited replicates and propagating the resulting estimates into the test statistic for eJTK by a parametric bootstrap. Because eJTK itself is nonparametric, BooteJTK maintains sensitivity for arbitrarily shaped and scaled waveforms but accounts for experimental uncertainty when comparing measurements. We demonstrated that the method provides improved accuracy in identifying simulated rhythmic time series and improved consistency across related experimental data sets. More generally, we expect the framework that we have built around JTK_ CYCLE (Hughes et al., 2010; Hutchison et al., 2015) empirical estimation of p values to account properly for multiple-hypothesis testing, analytical approximation of the null distribution, variance shrinkage and stabilization, and bootstrapping-can be applied to other rhythm detection algorithms to obtain inexpensive and accurate p values, as we have here.
Our method uses time point replicates to estimate the variance in expression, which is then propagated to the rhythmicity estimate. For time series data without replicates, a different approach is needed. We suggest using the standard deviation of arrhythmic time series as a proxy for the standard deviation of the time points of rhythmic time series. In support of this idea, we show in Supplementary Figure S13 that the mean of the standard deviation of the arrhythmic (p > 0.8) time series overestimates the standard deviation for the data from Hughes et al. (2009) by a factor of only about 1.5.
Our analysis of the mouse liver microarray data from Hughes et al. (2009) emphasizes the importance of sampling time series frequently and understanding the expected consistency of results. While BooteJTK and ARSER, in contrast to eJTK or RAIN, were still able to detect a small fraction of rhythmic genes, even downsampling the data to measurements every 2 h resulted in some differences in genes identified as rhythmic from odd-hour measurements and even-hour measurements. That said, sampling every 2 h is much better than the commonly used 4-h sampling rate, especially when comparisons are made across tissues or conditions. Future studies can also use the values in Figure 3B and their analogs for other rhythm detection methods to better understand the overlap and consistency that should be expected when comparing data sets. Here, for example, comparing the tissue conditional probability results to the 2-h downsampled benchmark suggested that the aorta tissue samples of Zhang et al. (2014) were potentially contaminated by brown fat.
Multiple studies have discussed the tissue specificity of circadian rhythms (Panda et al., 2002; Storch Zhang et al., 2014) . Our analysis with BooteJTK identifies a larger number of genes that are generally rhythmic than previously identified (positive bars at tissue numbers 8 to 12 in Fig. 4B ). We expect the number of genes that are generally rhythmic to be even larger, however, given that current rhythm detection methods do not incorporate prior information about a given gene. We discuss above how including prior information provides us with a stronger belief that genes such as Npas2, Hlf, and Tef may be rhythmic in all 12 tissues. Conversely, one might doubt that a gene that is rhythmic in only one tissue is genuinely cycling, given the evidence from the other 11 tissues. We were able to address this concern in part by corroborating our results with ChIPSeq data for core clock transcription factors (Koike et al., 2012) , with the caveat that the ChIP-Seq data were performed only in the mouse liver. Given the increasing amounts of data now available, future methods should systematically integrate multiple sources and types of evidence for rhythm detection.
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