The design of file and disk systems is an extremely active area. This paper describes a collection of techniques for performing careful simulation-based evaluations of such systems. These techniques have novel aspects in the following areas: workload characterization, file system modeling, and disk behavior representation. They make feasible the detailed simulation of new I/O hardware and file system software, and of extensions to existing designs. In particular, using the techniques described here is likely to make comparative file system studies more accurate.
Introduction
File and disk systems have undergone a recent resurgence of interest and continue to be a very important part of modern operating systems [14, 16, 19, 21, 22, 23] . Careful performance studies and comparisons of these systems are therefore of prime importance. Often, modeling is the tool of choice for understanding the behavior of these systems because it allows convenient exploration of the design space. The main advantage of using abstract models as opposed to detailed simulation is their ability to provide adequate answers to many performance questions without the need to capture unnecessary system detail. However, these models make simplifying assumptions about details that may be important, particularly in the later stages of a study when the design space has been narrowed and subtle design issues are being considered.
In this paper we argue that detailed simulation studies for file and disk systems are often necessary, but need not be difficult to perform. This paper describes a collection of techniques that can be used for such detailed simulations. Using these techniques is likely to make comparative studies more accurate and believable. The paper describes certain important aspects of file system simulations that need to be controlled in such studies and illustrates the use of the techniques through a case study.
Section 2 motivates the rest of the paper by describing past file system simulations and why it might be appropriate to use some of our techniques. Section 3 provides an overview of our approach, the key elements of which are elaborated further in Sections 4-7. Section 8 describes an application of the approach to a particular problem. Section 9 summarizes the key contributions of the paper.
Background and Motivation
As processors, memories, and networks continue to speed up relative to secondary storage, file and disk systems have become the focus of intense attention. The Berkeley Log-structured File System (LFS) [21] , Redundant Arrays of Inexpensive Disks (RAID) [19] , and log-based fault tolerant systems [4, 10, 12] are some well known examples of the newer innovative designs. Analysis of these systems has exposed many subtleties that affect performance. As an indication of the relative importance of this area, nearly 35% of the papers in the last SOSP and SIGMETRICS proceedings were devoted to the topic of file and disk systems 1 and their performance. Current technology trends lead us to believe that file system design and analysis will continue to be one of the key areas in computer system design. This paper concerns the performance analysis of file and disk systems. The techniques it advocates arose as a direct result of design efforts that we were involved in. We were designing new file system organizations to exploit non-traditional disk systems that were being developed concurrently y . We wanted realistic estimates of the benefits we would see with our modifications. The performance analysis tools that were available did not seem adequate for the degree of detail and accuracy that we were aiming for. Typical performance studies of file systems involve three distinct but related aspects that need to be controlled: the characterization of the disk, the characterization of the file system code, and the characterization of the workload. In each of these areas, simple models trade off accuracy for modeling ease or tractability. Although useful early results can come from less detailed models with modest effort, these are no longer sufficient when more careful comparisons are desired. Indeed, back-of-the-envelope calculations or simple modeling of the software and/or the disk hardware can yield results that are contrary to real life performance. We cite below some cases in point, where lack of detail in the disk characterization, the file system code characterization, or the workload characterization has led to predictions that turned out to be at variance with actual performance.
The RAID simulation study described in [13] is one example of the need for detailed and complete disk models. The more detailed disk model used in this study produced results that were contrary to an earlier study [17] that used a simplified model of disk rotation behavior. Even in detailed simulation studies, disks are often not modeled beyond the simple seek time and rotational delay parameters specified by the manufacturer. As an example, another RAID study [8] found that important factors such as contention within the various elements in the disk controller caused actual performance to be noticeably less than the predicted ideal. Unfortunately, these and other real life details are often left out in models for the sake of simplicity. Section 4 describes our disk model and suggests that neither accuracy nor modeling ease need be sacrificed.
The Log-structured File System [18, 20, 21] is another example of a system whose performance characterization has evolved through more detailed models and simulations. For instance, the earliest study predicted a ten-fold improvement in performance based on a simplified model. A subsequent study using synthetic workloads, initially estimated the cost of the segment cleaner to be larger than what later measurements using more realistic traffic revealed. A recent study [6] described the effects of long running writes on read performance, an effect that had previously not been analyzed in detail. The point here is not to criticize log-structured file systems, but only to argue that increasing the level of detail and accuracy in the models used to study a complex file system sometimes reveals many hidden aspects of its behavior. Simplicity of simulation is the usual reason for ignoring parts of the file system software even if they are likely to impact the performance characterization. However, we believe that it is possible to do better and in fact, to use all of the real file system code. In Sections 5 and 6 we describe a simple technique that enables the real code, instead of an imperfect model of it, to be executed, modified, and measured. The file system comparison performed in [16] comes closest in spirit to our technique in this respect.
The accuracy of any performance study depends not only on the characterization of the hardware and of the file system software, but also on the quality of the workload characterization that is used. Synthetic workload models and traces are usually the alternatives used in performance studies. Synthetic workloads are considered more flexible than traces, and do not require significant storage because they are generated on the fly. However, in order to be realistic, synthetic workload models tend to be elaborate, difficult to parametrize, and specific to a single environment. As one example, an accurate model [5] of the workload of a realistic system like UNIX/NFS requires about 24 parameters-a wealth of detail that is not easy to gather. Section 7 presents a simple technique to take a single set of traces, and to generate, on-the-fly, additional sets with certain statistical guarantees with respect to the original.
The point of the examples cited above is not that simple models are not useful, but rather that there are situations that warrant additional detail. When the extra detail is appropriate, the techniques described in this paper show the way.
Overview
This section describes the overall framework in which our simulations are conducted. The framework consists of five components: the trace data, a snapshot of the disk, the file system simulator, the disk simulator, and the software scaffolding that ties all these pieces together. Figure 1 shows how these components interact. In the rest of the paper, we use the term "simulator" to refer collectively to all the components shown in Figure 1 . The term "file system simulator" refers to the component that mimics the behavior of the file system code.
Traces
Traces are generated by instrumenting kernel entry and exit points for the various file system calls of interest. As the system is traced, time stamped trace records are accumulated in a circular kernel RAM buffer on behalf of each process making the system call. Time stamps have a resolution of 1 second. Periodically, the trace records are swept into a file kept on a dedicated disk. Trace compaction and analysis is done off-line. As a result, the impact of tracing on the execution time of programs is minimal. As an example, in gathering our traces, we increased running times by less than 5%. Section 7 describes one of the contributions of this paper: a method for on-the-fly generation of additional traces from a previously collected set of traces. However, for the moment, we will ignore this aspect and simply assume the existence of a set of traces that can drive the simulation.
Disk Snapshot
Before tracing is begun, an instantaneous snapshot is made of each disk that the file system under test uses. This snapshot contains information about existing directories, global file system information such as the logical block size of the file system, and other file system metadata (e.g., inode and cylinder groups in a UNIX file system). The primary function of the snapshot is to provide accurate name lookups and other information as simulation progresses. The snapshot essentially notes the existence of files rather than their contents. It contains no data files, and is therefore of modest size and is kept on (a real) disk. During the simulation, the snapshot is kept up to date to reflect changes in the directories and/or metadata.
File System Simulator
Typically, real file systems execute in the kernel, or in a trusted address space. In our scheme, the file system simulator is an identical copy of the real file system code, except that it runs inside the software scaffolding. The scaffolding emulates the original environment that the real file system usually runs in. This enables the file system code to be run as a regular, untrusted, user level application. As a specific example, our scaffolding provides a UNIX-like environment which allows all the UNIX file system code to be run at user level in the simulator.
Disk Simulator
Modern disks have many interacting components, whose detailed modeling is essential for an accurate simulation of their behavior. In addition to the physical mechanism of rotating platters and heads, there is a controller, in-disk buffering, and access costs for the channel to the host that need to be accounted for.
To address the needs of our research into storage system design, we constructed a detailed disk model. The disk simulator consists of various code modules which implement each component of the disk. This modularity accommodates individual variations in each of these components quite easily. As one example, changing the in-disk buffering strategy described in Section 8 took less than a day.
The modules interact with each other within the parameters of the disk model using the facilities provided by the scaffolding. Our disk model is sufficiently detailed to permit many modification experiments to be easily conducted. The interactions of the disk simulator and the file system simulator are controlled by the scaffolding.
Scaffolding
The scaffolding is the glue that binds together the trace data, the snapshot, the disk simulator, and the file system simulator. At a high level, the working of the scaffolding is quite straightforward. The scaffolding uses lightweight threads to simulate the independent progress of each process that makes file system calls. When a new trace record is read from the trace file, it is handed to a thread. The thread executes the file system code and perhaps makes one or more disk requests. For each synchronous disk request, the thread is delayed and the disk request is forwarded to the disk simulator. The disk simulator simulates the behavior of the disk and returns, causing the thread to be unblocked. Asynchronous disk requests do not cause the thread to delay. Occasionally in the course of a disk request, notably on directory lookups and directory updates, data needs to be transferred between the snapshot and the thread. Simulated time does not advance while the snapshot is consulted. In most cases, particularly on reads and writes, the snapshot on the disk does not have to be accessed because the calling thread does not actually need the data; it simply executes the next trace.
The scaffolding provides the following facilities:
1. Lightweight execution contexts or threads to simulate processes making file system calls and for the concurrent execution of each disk simulator component.
2. Interfaces to access and modify the snapshot data, and to read trace data.
3. Interfaces for the file system simulator and the disk simulator modules.
4. Time-advance and other mechanisms needed for discrete-event simulation.
The details of how each component of the simulation uses these facilities are presented in the following sections.
Characterizing the Disk
In the past, most simulation models for disks have been simplistic. As an example, it is typical to make the assumption that every disk request takes a fixed amount of time, i.e., the current head position is ignored and seek and rotational delay are averaged. Slightly more complex models assume, for instance, that seek times are linear with distance, ignoring the acceleration of the head. Even the more elaborate models, while accounting for rotational delays, seek times and transfer speeds, do not usually go beyond this level. Unfortunately, modern disk systems are much more complex and there are many interactions between the various components of the disk that can limit performance. As pointed out in Section 1, simple models sometimes yield unsatisfactory results. In contrast, we advocate a disk model that is detailed but not difficult to implement. The model is quite general and can be used to explore design choices in the following areas:
1. Host-storage subsystem interconnect.
2. The disk controller (including size, seek/settle performance, and buffering).
3. Request scheduling in the storage subsystem.
The following subsections describe the elements of our disk model, specifically, how it is parametrized, simulated, and validated. Figure 2 describes a typical disk unit. It consists of a disk controller, the disk mechanism, and the track buffer. We describe below each component in more detail. 
Description

Disk Controller Submodel
The disk controller accepts I/O requests from the host over the bus and arranges for DMA transfers between the host and the track buffer. The overhead of acquiring and releasing the bus is a parameter in our model. This is useful in modeling protocol overheads of interfaces like SCSI that are observed in real systems [7] . The bus itself is modeled using bidirectional links. Links form the lowest level of abstraction which can be cascaded to model more complex non-bus interconnect structures as well. Links have a bandwidth parameter that can be adjusted in each simulation. Many real life disk controllers are capable of overlapping data transfers to the bus with transfers between the platter and their internal buffer. The model of the disk controller allows this behavior to be simulated quite accurately. The amount of overlap is specified in terms of "slots", each slot being some number of disk sectors.
Disk Mechanism Submodel
The disk mechanism consists of one or more platters and heads. In addition to the seek time, rotational delay, and the number of platters, we also model track switch time and cylinder switch time. Unlike idealized devices, switching tracks within a cylinder, or between cylinders incurs a cost penalty on a real device. This cost is accounted for in sectors and is correctly modeled by the disk mechanism. In a bit more detail, the disk mechanism implements seek time as a function of seek distance, over two ranges: a region where the time is proportional to the square root of the distance traveled, and a region where the time is a combination of the square root of the distance and the distance. It also accounts for track and cylinder sector skew, in addition to transfer costs off the media. Head settling times for reads and writes, which are usually smaller, are separately modeled.
Track Buffer Submodel
The track buffer is a staging area for data to and from the platters and to and from the bus. Track buffers are divided into fixed units called slots.
The size of the track buffer and the slot can be controlled in the model. The track buffer model also incorporates a write back policy to the disk. Write back policy is only significant if data is allowed to age in the track buffer, which is usually not a viable option unless the track buffer is non-volatile. The controller and disk mechanism compete dynamically for space in the track buffer according to some policy. This correctly models the overlap in bus transfers and media accesses made by modern disks.
Implementation and Validation
While it might appear that the model as described above is very complex, it is in fact quite easy to design and implement. Our scaffolding provides lightweight threads, synchronization objects such as semaphores, and queue abstractions. The disk elements are implemented as independent threads that send messages to each other through queues and synchronize as needed using semaphores. The model has been parametrized for several different disks using manufacturer-supplied data and direct measurements. The simulation is tuned to minimize error in the transfer size range commonly used by current file system designs (4-8 kbytes). Calibration against real disk performance under a range of workloads yields excellent agreement, within 5%. The total code required to achieve this level of accuracy and detail is very modest (a little over 3000 lines of C++).
Characterizing the File System
Our approach encourages the use of the actual file system code rather than an imperfect model of it. Designers who study the effects of modifications to an existing file system, or the performance of a new one, usually have the file system code available to them. This motivates our belief that it is often possible to use the original file system code itself. Being able to directly execute the code in a simulation environment has at least two advantages over using a model. First, it increases our confidence in the validity of the simulation. Second, it offers a convenient and direct way to study the effect of changes. Often, in using models, it is necessary to estimate the effect of changes on the parameters of the model and adjust the parameters accordingly.
It is not difficult to adapt the file system code running in the kernel to run as an untrusted user application within the simulator. The fact that it is possible to take kernel-level file system code and run it outside is not remarkable and is the norm in microkernels [1, 9] . What is surprising is that file system simulators usually do not use this technique as a convenient means of analyzing the effects of modifications, especially since only minor effort is required in exporting code out of the kernel into the scaffolding. As a specific example, for the case study in Section 8, the entire UNIX Fast File System [15] was run at user level without modification.
Though we use UNIX as a base, our techniques are applicable in exporting code from other kernels to run at user level. The principal requirement is support for multitasking at the user level, and access to device driver routines. Multitasking is supported by the scaffolding in the form of threads and a set of synchronization primitives. Access to low level device routines is easy to provide, because these involve only simple procedure calls to the interface provided by a disk simulator. Processes in the original system are treated as independent threads each with per address space structures as required by the original system.
As a concrete example, our implementation supports the notion of a per-process u-area, provides support for sleep and wakeup, and emulates the kernel trap/return mechanism. Some aspects of the original kernel implementation are simplified in the simulator. For instance, the kernel-level routines used to transfer data safely between user and kernel spaces, as well as the memory allocator, have been simplified without affecting their interfaces. Interrupt handling was also simplified because the kernel mechanism for vectoring and dispatching the interrupt to the device driver was eliminated. The file system code is presented with the same disk interface that it would see in the kernel. However, when a call is made to read or write a disk, the scaffolding intercepts it. A disk simulator read/write routine is then invoked. The disk simulator routines neither produce nor consume any real data. Data from the calling process is usually discarded unless it is metadata that might be needed later. In this case, it is added to the snapshot data by invoking regular system calls. Similarly, data given back to a process is usually meaningless, unless it is metadata or directory information that has to be used by the file system. In such cases, the snapshot is consulted for the data. In the current implementation, snapshot data is not cached in memory but is stored as a disk file indexed by block numbers.
Implementation and Validation
Almost all the code in the file system simulator was taken from a correctly running kernel version. Additional code that was needed to make it execute correctly at user level was quite minimal (less than 3000 lines of C, compared to nearly 25,000 lines of original file system code). Most of this code is required to provide the right kernel-level abstractions and the correct device interface at user level. To validate our file system simulator implementation against a real kernel, we compared the behavior of a kernel implementation and the simulator on a set of programs. There was no detectable difference between the two systems. This is not very surprising because we were essentially executing the same code in both cases.
Scaffolding
The scaffolding is perhaps the most important piece of the simulator framework. Apart from providing the basic framework for a discrete-event simulator, it binds together the various pieces of the simulator and provides interfaces that are appropriate to each. The preceding sections have touched upon the facilities provided by the scaffolding to the file system simulator and the disk simulator. This section describes some details related to the discrete-event simulation.
Threads
The central element of the scaffolding is its coroutine or threads package. The coroutine package was built upon the base provided by a standard, off-the-shelf library from AT&T [2] . Our choice of the thread library was dictated by what was most conveniently available to us. Other packages such as PRESTO [3] could be used with minimal modification. The coroutine package provides a set of objects including light-weight threads, synchronization objects, and communication channels such as queues. It does not implement preemptive multitasking, but it supports the notion of (simulated) time. Thus a thread can delay for a length of time, and in the presence of correctly behaving and cooperating threads, the system guarantees to reschedule the thread at the end of the delay. The delay mechanism is used extensively to simulate the behavior of the disk assembly and to simulate the timeout facility of the kernel. This facility is also used by the threads in replaying the traces as described in the next subsection.
Trace Replay
The trace records contain file system calls made by programs, in addition to records for process creation and deletion. Each trace record contains the process identifier of the caller, parameters to the system call, and two time-stamps-one indicates when the system call was initiated, and the other indicates the time of completion. For each trace record that indicates a process creation, the scaffolding creates a new thread, complete with whatever kernel level state that the original process had. For instance, in the UNIX model, open file descriptors and the current working directory have to be inherited from the parent process.
For trace records that denote normal file system events, the scaffolding hands off the request to the previously created thread. When a thread is handed a trace record, it first delays for a period of time determined by the start time-stamp of the current record and the end time-stamp of its previous one. This models the situation where the "think-time" (in this case, the time spent in executing non file system specific code) is unaltered. Effects of a faster CPU can conveniently be modeled by decreasing the think time. After the delay period has expired, the thread executes the file system code exactly as if the process were executing in the kernel. The simulated CPU time is charged to the thread. As part of executing the file system code, disk requests might be made which are also charged against the thread. After each file system call is performed, the thread goes back to waiting for more work. When a process deletion record is encountered, the thread is terminated after collecting statistics. Typical file systems allow concurrent outstanding requests from different processes. If the scaffolding failed to support this, it would underestimate the effect of contention in the file and disk system and could lead to erroneous results.
As a practical matter, maintaining the appropriate level of concurrency in the simulation was one of the thorniest issues that we had to be deal with. We got it wrong several times. To maintain the required amount of parallelism within the file system and disk simulator, the scaffolding ensures all previously created threads have at least one request outstanding. When a thread finishes all its requests, a special scaffolding thread reads ahead in the trace and hands the thread a new request. Records in the file that are scanned past in the process are also handed off to waiting threads for simulation. Reading ahead records causes memory to be used before it is needed. To keep memory requirements within limits, the degree of read-ahead can be controlled in each simulation. Reading ahead does not cause extra or artificial parallelism within the simulator. This is because each thread has to delay by its think time before it executes.
Characterizing the Workload
As mentioned in Section 1, traces and synthetic workloads both have their pros and cons. Traces are more realistic but tend to be very voluminous. Synthetic workloads offer flexibility at the loss of verisimilitude. We use a technique that combines the good elements from both approaches.
Our method is derived from a statistical technique called bootstrapping [11] , which can be used to increase the confidence and reliability of scientific inferences. The basic idea is as follows. Given a sample of size N of some population with an unknown distribution, we generate some number of new samples of size N by selecting at random, with replacement, elements from the original sample. Note that we can generate N N samples of size N. For each of the samples, called bootstraps, assume we calculate some sample statistic, e.g., the average. Then the bootstrap theory says that the distribution of the statistic for the bootstrap samples closely approximates the true distribution of the statistic in the population. Put differently, if the original sample had a mean that is close to the "real" mean of the population, then the mean of most of the bootstraps will also have the same value. An important pragmatic aspect of bootstrapping is that a new sample of size N can be created on-the-fly as follows. The elements in the original sample are numbered say N. We make the assumption that the trace has been chosen carefully to be an accurate example of the type of workload that needs to be studied. We generate bootstraps (as many as required for the experiment; the number available is effectively unlimited for any realistic value of N) and run it against the simulator. With high probability, each bootstrap has statistical properties that are similar to the real life population. Thus the behavior of a system when run against the bootstraps, is likely to approximate its behavior in real life.
It is convenient to treat independent processes, rather than individual system calls, as elements of the sample. This is to simplify ordering constraints that are inherent in file system calls (e.g., it is meaningless to read a file that has not been opened). From our experience, it appears that bootstrapping may be applied to other trace driven studies such as cache simulations as well.
Implementation and Validation
In our implementation, bootstrap generation is done as a three stage software pipeline. The first stage rolls a die several times and chooses a set of processes that are to be included in the bootstrap. The second stage deletes the processes that are not part of the bootstrap. The final stage duplicates processes as necessary; new process identifiers and sequence numbers are created at this stage. Duplicated records have the same time-stamps as the original records they are derived from. The entire process of generating bootstraps can be done on-the-fly. However, in the case study described in the next section, we stored the bootstraps in a disk file because we ran the simulator repeatedly on the same bootstrap with different CPU speeds.
For a given trace, we generate multiple bootstraps and run the simulator on each bootstrap and the original trace. We know from the theory, that the distribution of a particular statistic closely approximates the true (but not directly measurable) distribution of the statistic in the real population. Thus on the average, the performance of the simulator on the bootstraps will be indicative of its performance on the real population. The next section shows an application of bootstrapping.
Case Study
The previous sections have described a collection of techniques, or a methodology, for file system simulation. In this section we describe a simple case study. Our goal is to demonstrate that the methodology works, and that our implementation of it is "real", rather than to conduct an extensive and definitive performance analysis. The case study will demonstrate that it is possible to study the effect of detailed changes that would be difficult otherwise.
The baseline system we measured consists of a standard UNIX Fast File System running a multiprogramming benchmark. The benchmark is typical of a program development environment. It is quite I/O intensive and includes program editing, compilation, and miscellaneous directory and file operations. The multiprogramming level was set to 20 users, to approximate the situation when 20 programmers are working. The files used by the benchmark were stored on a disk that is essentially identical to the model shown in Figure 2 .
The modification analysis that we undertook is related to disk system design. We studied the performance changes in the original system when the track buffer was made non-volatile. This has the effect of speeding up writes, which now complete as soon as the data is in the buffer without waiting for the disk mechanism. Synchronous writes, which slow the performance of many file systems, are no longer on the critical path with this design. The write back policy used to clear the buffer to disk is similar to C-scan. Read requests Table 1 : Variation of the Bootstrap from the Original better overall throughput and saturates at a slightly higher CPU speed than the original. Thus, depending on the cost of the modification, this particular hardware approach might be a feasible, short-term solution for write-dominated file systems.
Apart from the bootstrap shown in the graphs, we generated additional bootstraps. We ran each bootstrap on the baseline system for various CPU speeds and measured the performance. The performance varied only slightly from the original sample. Table 1 indicates the variations in the bootstraps with respect to the original trace. There is close agreement between the bootstraps and the original sample. We know that each bootstrap is likely to have statistical properties similar to the real population. Further, if we believe that the original trace is representative of a typical situation with 20 programmers working on the system, then simulated performance is likely to be an accurate reflection of real life.
To summarize, the purpose of this case study is to demonstrate that our methodology works, and that our implementation of it is "real". The case study employed the full UNIX Fast File System code, examined a modification that exploited a detailed description of the hardware, and displayed the accuracy of the bootstrapping technique of trace generation.
Conclusions and Contributions
Technology trends indicate that the design of file and disk systems will continue to be a very important area. This paper has demonstrated a set of techniques for analyzing file and disk system performance through careful simulation. The techniques presented in the paper fall into three areas: (1) workload characterization, (2) file system characterization, and (3) disk characterization. In each of these areas, the paper makes novel contributions, some of which are enumerated below:
1. The use of bootstrapping in creating traces with known statistical properties is novel. Bootstrapping has been known in the statistics community for some time but does not appear to have been used in the analysis or design of computer systems, which can benefit from it.
2. The file system model and scaffolding demonstrate that by employing simple primitives and a modest amount of programming effort, it is possible to incorporate all the detail and subtlety of the actual system under test. As a basis for comparison, we spent roughly 2-3 person weeks implementing this portion of the code.
3. The third aspect of the our simulation technique is its disk model. The model is simple to construct but elaborate enough to incorporate the complexities of most real devices we know of. As far as we know, our model is a significant improvement over existing ones.
4.
A final important feature of our techniques is that each of them can be used independent of the others. While we have taken an integrated approach of using the techniques together, this is not a requirement. For instance, bootstrapping can be used to generate workloads without using the file system scaffolding or the disk simulator.
We believe that detailed simulations and simple models both have an important place in understanding the behavior of complex file systems. Simple models are crucial in narrowing the design space to manageable proportions, at which stage additional detail is required for realistic evaluations. Section 2 described two RAID studies with different levels of detail that yielded very different results. In this example, performance characterization of the disk made a difference. The Log-structured File System is another instance where detailed models mattered for performance evaluations. In this case, detail was added to the file system code.
We emphasize that the techniques we present were not invented for "methodology's sake". During the course of a real file and disk system design effort (not described in this paper), we found that existing tools and techniques did not meet our needs. The various techniques that we described were designed as a result.
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