Abstract. Random number generation is an integral part of strong cipher systems. If a pseudo-random sequence can be predicted with better than chance probability then the generator is considered to be cryptographically weak. This paper deals with next bit prediction of pseudo-random binary sequences generated by Linear Feedback Shift Register (LFSR) and LFSR-based pseudo-random bit generators (PRBG), using Inductive Machine Learning (ML) paradigm, namely C4.5 the most common and widely used inductive data mining algorithm. This machine learning technique has been introduced to convert the theoretical prediction problem into a classification problem, which we coined as Classificatory Prediction problem. We further extended the use of 2 Corresponding Author 2 this technique to predict next bit without having any knowledge of subsequent bits of the PRBG and can be termed as true Next Bit Predictor. The technique used is independent of the parameters and domain knowledge of the pseudo-random bit generators. The present study is a comprehensive extension of the work done by Hernandez et al [15] . We performed meticulous experiments (over wide range of LFSRs) and came out with a more explanatory analysis. Our classificatory prediction results paved the way for the evolution of the next bit prediction model.
Introduction
Random number generation is a critical issue in cryptography. Generating true random numbers, especially on computers that are typically designed to be deterministic is a real challenge in the cryptographic world. The best a computer can produce are pseudorandom numbers, which are generated from some random initial values. The pseudorandom numbers look like random numbers and have good statistical properties [5] .
The period of the pseudo-random number generator should be very high and should not repeat for a large length. Normally in cryptographic applications, random number is a number that cannot be predicted by an eavesdropper before it is generated. It must be computationally infeasible to predict the next bit of cryptographically secure pseudorandom sequences, given complete knowledge of the algorithm or hardware generating the sequence and all of the previous bits in the stream [1] . Typically, if the pseudorandom numbers are to be in the range [ ]
, an adversary cannot predict that number with probability slightly better than n 1 (i.e. chance probability). A more formal definition is given in [23] . Let Machine learning techniques are very widely used by data mining community for knowledge discovery, pattern enumeration and acquiring the predictive ability / knowledge in real-life applications. This paper deals with prediction of next bit of a pseudo-random bit generator of a class of Pseudo-random Number Bit Generator namely Linear Feedback Shift Register (LFSR) and LFSR-based PRBGs, using
{ } { }
Inductive Machine Learning (ML) paradigm [21] .
Hernandez et al [15] reported a General Next Bit Predictor (GNBP) for predicting next bit for LFSR by converting the next bit predictor theoretical model into a classification problem using C4.5 as inductive algorithm. They have used their GNBP for one particular primitive polynomial ( )
and depicted the prediction rule for that polynomial to predict the subsequent next bits. The claims made in their research work are not comprehensive, hence the interpretation of their results can not be generalized.. S.S., Khan, [27] extended this work on various other LFSRs and came out with an analysis to completely break LFSRs by constructing the generating primitive polynomial using decision trees. The present work is a more comprehensive, exhaustive and analytical study of both the above mentioned works and introduces the concept and algorithm for the 'next bit prediction', to assist an analyst in a scenario when he is left with fewer amount of bits and has to predict the future bits, without possessing the domain knowledge and parameters involved in the PRBG.
The rationale behind this work is to learn and extract knowledge from the bit sequences generated by LFSR based PRBGs and to be able to predict the future output sequences and hence to capture it's all parameters for solution. The analytical study has been carried out without any domain knowledge and apriori knowledge of parameter of the LFSR, so that this model can be generalized for analysis of any stream cipher crypto primitive. The aim is to find regularities and hidden patterns in the output of key stream generator i.e. PRBGs and to develop a generalized predictive classification model. The paper is organized as follows. Section 2 presents a brief introduction to LFSR as a stream cipher. Section 3 gives an introduction to machine learning, minimum description length (MDL) and C4.5 inductive algorithm. We present the technique of next bit prediction as a classification problem, which we termed as Classificatory Prediction in section 4. Classificatory Prediction for Linear Feedback Shift Register and Geffe generator [1] is detailed in section 5. Section 6 introduces the concept and presents the algorithm for next bit prediction. We conclude our presentation in section 7.
Linear Feedback Shift Register (LFSR) as Stream Cipher
Before introducing stream cipher and LFSR we introduce here the basic definition of cryptography, because stream cipher is one of the prevalent methods for cryptography.
Cryptography is a science of transforming the plain messages into the disguised form in such a way so that an unauthorized receiver should not be able to deduce any in such a way that it would be computationally infeasible to carry out. In a brute force attack, the expected number of trials before the correct key is found is equal to half the size of the key space. [22] .
In such ciphers the device emits a random sequence where each bit is equally likely to be 0 or 1 independently of the preceding bits. Such system in general is impractical due to both key generation time and key distribution. A linear feedback shift register [1] is a shift register whose input is the exclusive-or (XOR) of some of its outputs ( Figure 2 [29] .
LFSRs have long been used as a pseudo-random number generator for use in stream ciphers (especially in military cryptography), due to the ease of construction from simple electromechanical or electronic circuits, long periods, and very uniformly distributed outputs. Massey, J.L., showed that iterative algorithm introduced by Berlekamp [7] for decoding BCH codes provides general solution to the problem of synthesizing the shortest linear feedback shift register capable of generating a prescribed finite sequences of digits. Since the outputs of LFSRs are completely linear, they lead to fairly easy cryptanalysis. Given an output sequence of a l stage LFSR, a minimal size LFSR can be easily constructed using Massey algorithm [16] .
Machine Learning and Introduction to C4.5
Machine Learning objectives to develop algorithms that can learn from the observations (data), adapt its behavior and continuously improve upon that as human intelligence does. Inductive machine learning is the study of learning by examples so that accurate predictions can be made for future examples.
The Minimum Description Length (MDL) Principle [24] is a relatively recent method for inductive inference that provides a generic solution to the model selection problem.
MDL is based on the following insight: any regularity in the data can be used to compress the data, i.e. to describe it using fewer symbols than the number of symbols needed to describe the data literally. The more regularities there are, the more the data can be compressed. Equating `learning' with `finding regularity', we can therefore say that the more we are able to compress the data, the more we have learned about the data. The MDL is widely used for model selection in various machine learning problems. In practice, MDL works well on inference of decision trees. Among efforts that have been put into development of tree based classification techniques in recent years, Quinlan and Rivest [17] proposed a method of inferring decision trees using MDL.
Inductive paradigm in machine learning have many inductive algorithms like CART [8] , ID3 [19] , C4.5 [18] and SLIQ [26] . We have chosen C4.5 algorithm as inductive technique for classification and later for next bit prediction of Linear Feedback Shift Register (LFSR) and LFSR-based PRBGs. C4.5 is a successor of ID3 with some improvement and added capabilities as described in [18] . The main difference of C4.5 with respect to ID3 are its handling of data with missing values, capability of using continuous attribute values, minimizing error during pruning and forming rules sets (if then else rules) from the constructed decision trees. C4.5 induces classification rules from a training set to form a decision tree. The decision tree is defined as a tree in which each node is an attribute, each arc from this node is a possible value for that attribute, and each leaf is the expected value for the category of the pattern obtained following the entire path from the root of the tree to that leaf. The general idea to construct a decision tree is to decide at each node which of the non-used attributes is most informative for the classification of all the patterns represented by the path from the root to that node. Applying this idea, recursively, for every node generates the decision tree. C4.5 uses the concept of gain ratio [20] to make a tree of classificatory decisions with respect to a previously chosen target classification. The information gain can be described as the effective decrease in entropy (usually measured in terms of `bits') resulting from making a choice as to which attribute to use and at what level. The gain ratio is an information-based measure that takes into account different numbers (and different probabilities) of test outcomes.
Let C denote the number of classes and ( ) j D p , the proportion of cases in D that belong to the j th class. The residual uncertainty about the class to which a case in D belongs can be expressed as 
The information gained by a test is strongly affected by the number of outcomes and is maximal when there is one case in each subset D i . On the other hand, the potential information obtained by partitioning a set of cases is based on knowing the subset D i into which a case falls; this split information We have chosen inductive paradigm approach of machine learning, because we generate a concept for Class Label (CL) that is the "next bit either 0 or 1" and then generalize with set of training patterns. Finally we arrive at a concept description that can predict the value of the class lebel for all the previously observed patterns.
C4.5 package
We downloaded the C4.5 package Release 8 for Unix/Linux version [10] . This package consists of four programs viz. C4.5, C4.5rules, Consult and Consultr. We used the C4.5 program to generate decision trees from a set of examples. We also used C4.5rules program to generate association rules from the decision trees generated by
C4.5 program

Classificatory Prediction
The next bit predictor as presented in [3] , suggests that, an algorithm when, given all previous bits generated from a pseudo-random generator (PRBG), can efficiently predict the next bit with higher than chance probability. Suppose we have a pseudorandom sequence of bits (chance probability) without knowing the particular set of parameters used by the PRBG.
We concentrate our efforts to find patterns and regularities in the pseudo-random sequences using the machine learning technique. Here, the advantage lies in the fact that no a priori domain knowledge is required to predict the next bit. We propose the technique of next bit prediction in two ways.
(i) As a traditional classification problem to predict the future bits of the PRBG which we coined as Classificatory Prediction problem. The idea is to adjudge the prediction accuracy of the known bits to be predicted.
(ii) Once we gain confidence in prediction (through classification) and analyzing the PRBG then we go for Next Bit Prediction, in which limited bits are needed to predict the unseen bits, which subsequently paves the way for the future bits to be predicted. We first explain the methodology adopted for Classificatory Prediction problem.
Methodology adopted: Classificatory Prediction Model: -
Consider n bits generated from a PRBG are , ,
The n-b patterns from P 1 to P n-b serves as the pattern space for the classification model we have adopted. Out of these n-b patterns, an appropriate number of patterns say (α) are used for learning and the remaining patterns are used to predict the (n-b-α) bits of the pseudo-random sequence.
Here, we are not considering all previous bits at once, as presented in Figure 1 . This is a slight deviation from the theoretical next bit predictor model. The learning process is dependent on a number of prefixed block sizes of generated sequence so as to accommodate maximum possible regularities, patterns and combinations.
To use C4.5 package as a next bit predictor for classification problem, we supply α patterns as training data set, and n-b-α patterns as test data for the prediction of n-b-α bits. Intuitively, the size of the training data set should be sufficient to capture maximum regularities and extract generalized conclusions that yield high degree of prediction. The algorithmic steps followed are presented below:
Algorithm: Classificatory Prediction (p i, n )
Input: p i -the pseudo-random number sequences generated by a generator.
n -the length of the pseudo-random sequence taken for study 
Classificatory Prediction of Linear Feedback Shift Register
The essential difference between Massey algorithm and the proposed next bit predictor model is that the former algorithm uses the domain knowledge of the LFSR whereas the proposed model is free from this limitation. The primitive polynomials (listed in table 1 -column 2) are taken for analysis. As discussed in section 4, we have generated n-b patterns for each of these polynomials respectively. Here n is the period of the LFSR of degree d i.e. 1 classificatory prediction. If we increase the block size further, there will be no significant change in the formation of decision trees and rules as generated by C4.5 algorithm.
b) Sequence Length Requirement
The next important point to consider is how many bits are required to learn from the pseudo-random output of LFSR to get correct prediction. To check these results we performed a comprehensive analysis for every primitive polynomial from degree 10 to 30 and then randomly up to 41 degree. We fix the block size as equal to d. We generated 100 different pseudorandom sequences corresponding to every primitive polynomial by varying its initial settings. We take only the upper bounds results into account. Hernandez et al [15] claimed that experimentally they found that training patterns needed to predict accurately is close to 1% of period of generator. Their analysis is based on a particular LFSR of degree 15; hence limitations exist in their claim.
We define an index Bit Prediction Ratio (BPR), to estimate the ratio between minimum bits required (x+b-1), where x is the number of training patterns, for correct classificatory prediction to the degree of the corresponding LFSR. Mathematically,
Experimentally, we found that BPR for each of the primitive polynomial varies from 2.45 to 3370.44. This variation in the values of BPR is due to the number of taps in LFSR's. Hence, the higher the number of taps the more the number of bits required for correct classificatory prediction. We can also infer that x+b-1 bits are required to predict the next n-x-b+1 bits correctly. Table 2 summarizes this result.
c) Determination of Primitive Polynomial
C4.5 makes classification decision on the basis of the decision trees and classification rules generated from the learning data. We observe that the primitive polynomial can be determined from the pruned trees but not the way Hernandez et al [15] showed in his work. We observed experimentally that all the classification rules lead to primitive polynomial construction in a different fashion. Suppose we consider the primitive polynomial of degree 10, as presented in table 3 (column 2), the simplified classification rules generated after pruning are 
is the required polynomial.
For any n-stage LFSR the above rule can be generalized to obtain the required primitive polynomial as: (a 1 a 2 , a 3 , a 4 
, is the required polynomial used in LFSR.
Therefore we conclude that if significant attributes / bits are known then the exact primitive polynomial can be constructed. The rule sets that we discovered for different polynomial are depicted in the form of significant attributes in Table 3 .
If we summarize the experimental results of tables 1, 2 and 3 we can estimate the minimum number of bits and the block size for correct classificatory prediction.
Finally, the corresponding primitive polynomial can also be constructed. And also from the graph (figure 3) we can draw some basic conclusions for those primitive polynomials that have more than 2 tap points.
• As the degree of primitive polynomial increases there is increase in the number of "minimum bits required" and hence increase in BPR for correct classification. But this increase is significant in the case, where number of taps is more than 2. So a larger primitive polynomial with more number of taps needs more bits to be totally broken upon (inference from figure 3 ).
• For all experimentation with primitive polynomial of degree greater than 16, we have generated the first 1, 00,000 bits of the respective generators, as it is difficult to store the whole period of larger primitive polynomials. Also, the time it will consume to run C.5 on different size of patterns to approximate minimum bits requirement would be very high.
• In table 2, the values of "minimum bits required" and hence "BPR" should not be 
Classificatory prediction of Geffe Generator
Geffe Generator uses three LFSR's combined in nonlinear manner. Two of the LFSR's are inputs into a multiplexer, and the third LFSR controls the output of the multiplexer.
If 1 a , 2 a and 3 a are the outputs of the three LFSR's, the output of the Geffe Generator can be described by
If the LFSRs have length n 1 , n 2 and n 3 respectively, then the linear complexity of the Geffe Generator is ( )
. The period of the generator is the least common multiple (LCM) of the periods of the three generators. This generator falls prey to correlation attack [6] .
As explained in section 5, a similar exercise was conducted to check the classificatory predictive behavior of pseudo-random bits generated by Geffe generator. We took various combinations of different LFSR's to carry out the experiment. We generated 100 different pseudo-random sequences from Geffe Generator using different sets of LFSR's and also with different initial settings to have more confidence on the results thus obtained.
We generate various sequences of length n equal to LCM of period of three LFSR's. A suitable block size b is chosen and subsequently P n-b patterns are generated to create the pattern space. To check the minimum block size for correct classificatory prediction, we took 99% of the patterns for training and remaining 1% for testing. It has been found experimentally that the block size, b, should be greater than the product of the length of each of the LFSR's for good classificatory prediction results. The classification rules generated by C4.5rules for various block sizes vary in size and interpretation; hence no general comment can be made about them. The rules generated are typically large and do not depend on few bits as in the case of LFSR. Hence to physically interpret each of them they should be tabulated extensively before taking any decision about the classificatory prediction. Presently, we are experimenting to fix the lower bound on the number of training patterns required for correct classificatory prediction of Geffe Generator.
Next bit Prediction
Next Bit Prediction is one of the important activities of the cryptanalyst and information theorist. In this direction the first celebrated paper is by Shannon "Prediction and entropy of printed English" [2] . This model is purely based on entropy and redundancy of the language. Inspired by Shannon work several authors have given models for either predicting next bit or character for a particular generator or general predictor models. Methods for inferring Linear Congruential Generator and its variants have been studied in detail and can be seen in [4, 9, 11] . The current work of prediction by BlackBurn et al. [28] and Gathen and Shparlinski [12] are also specific to particular generator like non-linear generator and subset sum generator. General Next Bit
Prediction models have also been quoted in literature by Cover [30] , Ziv [13, 14] and Jacquet et. al. [25] . All of these general models are probability based and requires very large data set to fix the bound of learning. All of the above prediction models have been put on mathematical foundation but have very little practical application. In contrast the present model which we are proposing is based on inductive machine learning paradigm for which the theory is already established. We have to only customize the existing classification algorithms as a prediction algorithm.
We presented the theoretical prediction model in section 1. In that model at any time, previous i-1 bits are needed to predict the i th bit. We used this concept and presented slightly modified way to predict bits as a classification problem (section 4). Once appropriate numbers of patterns are given to the C4.5 inductive algorithm, and it has generated decision trees and rules out of that, it can be used for next bit prediction. In classificatory prediction we have to have full pseudo-random sequence in hand, so that we can train few patterns and check the prediction accuracy of the remaining bits. In practical scenario, the analyst may not have full pseudo-random sequence with him but he would like to know the subsequent bits of the PRBG with available bits in hand.
Keeping this motivation in mind we used the C4.5 classification algorithm for next bit prediction. The algorithm is presented as under.
Algorithm: Nextbit_Prediction(p i , n)
Input: {p i }-the pseudo-random number sequence generated by the generator n -the length of the pseudo-random sequence in hand K -The number of bits to be predicted , , The output of this algorithm is B i number of predicted bits of the PRBG. We used the above algorithm to predict subsequent bits of different LFSR and Geffe Generator. As shown in table 2, we fix the block size and the minimum bits needed for prediction as the training set parameters. By fixing these parameters, we could predict the remaining bits of each of the LFSR's with 100% prediction accuracy. In the case of Geffe
Generator we predict few subsequent bits with better than chance probability.
Conclusions
In this paper we have improved upon the alternative approach of prediction of next bit of a pseudo-random generator using machine learning technique as proposed by Hernandez et al [15] . We also proposed a model for next bit prediction for PRBG. The utility of the presented approach of predicting next bit for LFSR's and Geffe Generators by Classificatory Prediction and true Next Bit Prediction (with few bits in hand) has its impact on finding the flaw with other crypto primitives. There exist techniques to predict and cryptanalyze the above considered PRBG's, but they are domain specific.
The advantage of our proposed approach is that it is domain independent and does not rely on the type of generator and the parameters used by PRBG. In a more practical application scenario, most of the time a cryptanalyst has little knowledge about the PRBG and he is inquisitive about the future bit sequences. In this case, he can take a lead from the higher prediction accuracy of the proposed model for true next bit prediction. By predicting better than chance probability the analyst would be left with reduced set of unknown bits that can be subjected to a brute force attack in real time. 
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