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We report on an emergent dynamical phase of a strongly-correlated light-matter system, which
is governed by dimerization processes due to short-range and long-range two-body interactions.
The dynamical phase is characterized by the spontaneous symmetry breaking of the translational
invariance and appears in an intermediate regime of light-matter interaction between the resonant
and dispersive cases. We describe the quench dynamics from an initial state with integer filling
factor of a finite-sized array of coupled resonators, each doped with a two-level system, by using
an effective Hilbert space that accounts for resonant polaritonic states. This procedure allows us
to demonstrate and characterize the emergent dynamical phase via time-averaged quantities, such
as fluctuations in the number of polaritons per site and linear entropy. Our findings reveal that
intrinsic two-body interactions and the lattice topological structure govern the dynamical phase.
I. INTRODUCTION
The development of technology encompasses a broad
range of opportunities to harness quantum phenomena.
For instance, it is possible to manipulate light-matter
quasiparticles or polaritons which have new properties
such as stimulated scattering [1, 2], lasing [3–5], paramet-
ric amplification [6–8], and superfluidity [9, 10]. These
characteristics can be used to enhance the experimental
realization of polaritonic devices, such as semiconductor
microcavities, where the coupling between quantum-well
excitons and cavity photons gives rise to hybrid light-
matter quasiparticles [11]. In the microwave regime, su-
perconducting circuits based on Josephson junctions also
allow to harness light-matter interaction for simulating
strongly correlated phenomena with light [12–22]. The
underlying physics of light-matter based quantum sim-
ulators is governed by the Jaynes-Cummings-Hubbard
(JCH) model [23–25] which describes the dynamics of
coupled-resonator arrays (CRAs), each doped with a two-
level system (TLS). In this case, the manipulation of po-
laritonic excitations locally depends on the detuning be-
tween the light and matter frequencies but also is largely
influenced by the lattice structure. As the detuning in-
creases from the resonant to the dispersive regime, the
system transits from the Mott-insulating state charac-
terized by the hybridization of light and matter states to
a superfluid phase of photons [23–30].
In this work, we demonstrate by using numerical sim-
ulation and an analytic model that during the phase
transition from the Mott-insulating to superfluid state,
a dynamical dimerization phase (DDP) emerges, which
is characterized by the spontaneous symmetry breaking
of the translational invariance. As dynamical dimeriza-
tion, we refer to the dynamics of a finite-sized Jaynes-
Cummings (JC) lattice that exhibits resonances related
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to the two-sites JC lattice. In order to demonstrate the
existence of DDP, first, we analyze the quench dynamics
of few-body Jaynes-Cummings lattices. In particular, we
consider a quantum quench from an initial state with in-
teger filling factor in a closed Jaynes-Cummings dimer,
which has been proven useful to simulating second-order
like phase transitions from the Mott-insulating to super-
fluid phase [31]. Here, we introduce an effective Hilbert
space in the two-excitations subspace using the criterion
of discarding higher energy polaritonic states, which are
out-of-resonance over the evolution [27, 32]. This de-
scription allows us quantitative explanations for time-
averaged quantities such as fluctuations in the number of
polaritons per site and linear entropy. Besides, the com-
putational cost is substantially diminished by using a re-
duced effective Hilbert space. As we extend the quench
dynamics to complex finite-sized CRAs, we demonstrate
the emergence of DDP, which is governed by intrinsic
two-body interactions in the Jaynes-Cummings lattice.
Our findings could be tested with state-of-the-art quan-
tum technologies such as trapped ions and superconduct-
ing circuits.
This paper is organized as follows. In Sec. II, we in-
troduce the JCH model and the polariton mapping. In
Sec. III, we describe the quench protocol for the JCH
dimer. Here, we provide quantitative explanations of
time-averaged order parameters using an effective Hilbert
space. In Sec. IV, we highlight the emergence of a dynam-
ical dimerization phase as we extend the one-dimensional
Jaynes-Cummings lattice to three and four sites. Finally,
in Sec. V, we present our concluding remarks.
II. THE MODEL
The Jaynes-Cummings-Hubbard model [23–25] de-
scribes a lattice of L interacting coupled QED resonators,
each supporting a single mode of the electromagnetic field
which interacts with a two-level system. This situation
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FIG. 1. Schematic representation of a Jaynes-Cummings-
Hubbard lattice. Each resonator supports a single mode of
the electromagnetic of frequency ω, which interacts with a
two-level system of frequency ω0. This interaction is repre-
sented by the coupling strength g. The interaction between
cavities is characterized by the hopping parameter J .
is schematically shown in Fig. 1. The JCH Hamiltonian
reads (~ = 1)
HJCH =
∑
i
HJCi −
∑
〈i,j〉
Jij(a
†
iaj + a
†
jai), (1)
where ai(a
†
i ) is the annihilation (creation) bosonic op-
erator at the ith lattice site, Jij is the photon-photon
hopping amplitude which takes values Jij = J if two
sites of the lattice are connected and Jij = 0 otherwise.
Also, HJCi = ωa
†
iai + ω0σ
+
i σ
−
i + g(σ
+
i ai + σ
−
i a
†
i ) is the
Jaynes-Cummings (JC) Hamiltonian [33] where σ+i (σ
−
i )
is the raising (lowering) operator acting on the ith TLS
eigenbasis {|↓〉i, |↑〉i}, and ω, ω0, and g are the res-
onator frequency, TLS frequency, and light-matter cou-
pling strength, respectively.
In the resonant regime, ∆ = ω0−ω = 0, the hybridiza-
tion of the light-matter yields to localized polariton ex-
citations (Mott-insulator phase), while in the dispersive
regime, ∆ g, the system is dominated by photonic ex-
citation behavior (superfluid phase) [23, 24]. This phase
transition can also be described as a transition driven by
the photon blockade effect from the Mott-insulator phase,
where the intersite polariton exchange is forbidden, so ef-
fectively Jij = 0, to a superfluid phase dominated by a
uniform photon hopping Jij = J , in both cases, there is
no cavity-embedded effect involved. As we demonstrate
in Sec. IV, the intermediate regime of light-matter inter-
action, which we define in the range 1 < ∆/g < 10,
can be identified by the parameter ki = J(
∑
j νj)/L
with L the number of nonlinear coupled resonators, J
the hopping parameter, and νj the connectivity of node
j. Notice that ki = 0 for the resonant case and ki = J
for the dispersive case. This way, the origin of trans-
lational symmetry breaking can be explained by intro-
ducing a local order parameter of µ-th phase Ψµi , with
µ = (I, II, III) represents the resonant, intermediate, and
dispersive case, respectively. Indeed, ΨIi(ki) = ΨI(0), and
ΨIIIi (ki) = Ψ
III(J), which means that in the resonant and
dispersive regimes there is translational invariance. Since
the order parameter shows a spatial dependence in an in-
termediate regime ΨIIi (ki), then translational symmetry
is broken. As a consequence, a dynamical dimerization
phase will happen due to intrinsic two-body interactions
and the connectivity of each lattice site.
The Hamiltonian (1) preserves the total number ex-
citations (polaritons) described by the operator N =∑L
i=1(a
†
iai+σ
+
i σ
−
i ). The ith node of the lattice in Fig. 1
is described by the JC Hamiltonian HJCi whose eigen-
states define the upper (+) and lower (−) polaritonic
basis |n,±〉i = γn±|↓, n〉i + ρn±|↑, n− 1〉i with energies
E±n = nω + ∆/2 ± χ(n). Here, χ(n) =
√
∆2/4 + g2n,
ρn+ = cos(θn/2), γn+ = sin(θn/2), ρn− = −γn+,
γn− = ρn+, tan θn = 2g
√
n/∆, and the detuning pa-
rameter ∆ = ω0−ω. Also, one introduces the ith polari-
tonic creation operators as P †(n,α)i = |n, α〉i〈0,−|, where
α = ± and we identify |0,−〉 ≡ |↓, 0〉 and |0,+〉 ≡ |∅〉
being a ket with all entries equal to zero, that is, it rep-
resents an unphysical state. These identifications imply
γ0− = 1 and γ0+ = ρ0± = 0.
Using the above defined polaritonic basis, the Hamil-
tonian (1) can be rewritten as [23, 27].
H =
L∑
i=1
∞∑
n=1
∑
α=±
EαnP
†(n,α)
i P
(n,α)
i −
∑
〈i,j〉
Jij
[ ∞∑
n,m=1
∑
α,α′,β,β′=±
tαα
′
n t
ββ′
m P
†(n−1,α)
i P
(n,α′)
i P
†(m,β)
j P
(m−1,β′)
j + H.c
]
,
(2)
where the matrix elements tαα
′
n =
√
nγ(n−1)αγnα′ +√
n− 1ρ(n−1)αρnα′ . The first term in Eq. (2) stands for
the local polaritonic energy with an anharmonic spec-
trum and gives rise to an effective on-site polaritonic re-
pulsion. This is analog to the on-site photon repulsion in
the Bose-Hubbard model [34]. The last term in Eq. (2)
represents the polariton hopping between resonators.
This interaction also allows the interchange of polaritonic
species of one or both sites involved [23, 27, 32], leading
to a quite involve quantum dynamics.
A detailed understanding of the equilibrium properties
of the JCH model (2) resorts on approximated analyti-
cal solutions [35] or numerical approaches such as density
matrix renormalization group [36–39]. In nonequilibrium
situations one can understand the underlying physics us-
ing the time-evolving block decimation algorithm [40–
42], or simplifying the description by means of effective
Hilbert spaces [32, 43–47]. The latter is particularly ap-
propriate for studying the quench protocol presented in
this article.
3FIG. 2. Populations of states |ψ0〉, |ψ±2 〉i, |ψ+1 〉i, and |ψ+1 〉ij ,
defined in the main text, as a function of time. The dimer is
initialized in the state |ψ0〉, parameters are g = 10−2ω, J =
10−4ω, where ω is the resonator frequency, and we consider
up to 5 Fock states per resonator. (a) ∆ = 5g, (b) ∆ = 50g.
Horizontal dotted lines have been added as a guide to the eye.
III. QUENCH DYNAMICS IN A
JAYNES-CUMMINGS-HUBBARD DIMER
In this section, we describe a particular quench proto-
col presented in Ref. [31] and its effects on the quantum
dynamics of the JCH dimer. Also, we provide quanti-
tative explanations of time-averaged quantities such as
fluctuations in the number of polaritons per site and lin-
ear entropy using an effective Hilbert space. In Sec. IV
we will show that the underlying physics of the quench
dynamics allow us to understand the emergent dynamical
dimerization phase.
The quench protocol consists of the following steps:
Step 1.—At Jij = 0, initialize the system in the
state |ψ0〉 = |1,−〉i|1,−〉j , for a particular value of
the detuning ∆ on each node of the dimer. This ini-
tial state has an integer filling factor with one polari-
ton per site. The subindexes i and j refer to the left-
most and rightmost node of the dimer, respectively, and
|1,−〉i = γ1−|↓, 0〉i + ρ1−|↓, 1〉i.
Step 2.—Let the system evolve under the JCH Hamil-
tonian (1) (Jij = J 6= 0) for a time τ = J−1, and com-
pute time-averaged order parameters such as the vari-
ance of the number of polaritons per site Var(ni) =
1
τ
∫ τ
0
(〈n2i 〉−〈ni〉2)dt, where ni = a†iai+σ+i σ−i , or the lin-
ear entropy E = 1τ
∫ τ
0
Sρi(t)dt, where Sρi(t) = 1−Tr(ρ2i ),
and ρi the reduced density matrix of the leftmost or right-
most site of the JC dimer.
Step 3.—Iterative process of 1 and 2.
The non-equilibrium dynamics described above allows
to simulating second-order like phase transition captured
via the Var(ni), see Ref. [31], which is analog to the adi-
abatic dynamics studied in Ref. [23]. Also, the simulated
phase transitions in a JCH lattice can be characterized
via linear entropy, as shown in this article, which implies
that the emergent DDP is independent of the choice of
order parameter.
Effective Hilbert space.—In order to introduce an
effective description of the system dynamics, it is useful
to consider the JCH Hamiltonian written in the polari-
tonic basis, see Eq. (2). Starting from the inital state
|ψ0〉 = |1,−〉i|1,−〉j , the JCH Hamiltonian (2) may lead
to processes such as the exchange of polaritonic species,
or the interchange of polaritonic species of one or both
sites involved (i, j). In this case, the full quantum dynam-
ics should involve all states within the two-excitations
subspace, which we define as {|ψ0〉=|1,−〉i|1,−〉j , |ψ±2 〉i=
|2,±〉i|0,−〉j , |ψ±2 〉j = |0,−〉i|2,±〉j , |ψ+1 〉i =
|1,+〉i|1,−〉j , |ψ+1 〉j = |1,−〉i|1,+〉j , |ψ+1 〉ij =
|1,+〉i|1,+〉j}. However, interchange of polaritonic
excitations can be neglected under the conditions
{|E+2 − 2E−1 |, |2E+1 − E−2 |, |E+1 + E−1 − E−2 |}  J ,
which results in fast oscillating contributions, and we
can apply the rotating-wave approximation [23, 27, 32].
Figure 2 clearly shows that the interchange of polari-
tonic species is suppressed over the evolution. Here
we plot the populations of above defined states as
a function of time, starting from the initial state
|ψ0〉. We identify populations as P0 = |〈ψ0 |ψ(t)〉|2,
P±2i = |i〈ψ±2 |ψ(t)〉|2, P+1i = |i〈ψ+1 |ψ(t)〉|2, and
P+ij = |ij〈ψ+1 |ψ(t)〉|2. Due to the symmetry of the
JC dimer, it is cleat that P±2j = |j〈ψ±2 |ψ(t)〉|2 = P±2i and
P+1j = |j〈ψ+1 |ψ(t)〉|2 = P+1i (not shown in Fig. 2). In
this work, we carry out numerical simulations with the
quantum toolbox in Python QuTiP [48, 49].
Since the interchange of polaritonic species is sup-
pressed over the evolution, we can introduce an effec-
tive Hilbert space involving states of the lower polari-
tonic branch HI = {|ψ0〉, |ψ−2 〉i, |ψ−2 〉j} for describing the
quench dynamics. In this case, the effective Hamiltonian
reads (~ = 1)
Heff =
 a b bb c 0
b 0 c
 , (3)
where a = 2E−1 , b = −Jt−−1 t−−2 , c = E−2 , and t−−1 t−−2 =
cos(θ1/2)(
√
2 cos(θ1/2) cos(θ2/2) + sin(θ1/2) sin(θ2/2)).
Thus, the full dynamics can be solved analytically by
diagonalizing the above 3× 3 matrix.
Starting from the initial condition |ψ0〉 =
|1,−〉i|1,−〉j , the wave function at time t reads
|ψ(t)〉 = c0(t)|ψ0〉+ c−2i(t)|ψ−2 〉i + c−2j(t)|ψ−2 〉j , (4)
4a)
b)
FIG. 3. (a) Time-averaged order parameter Var(ni) as a func-
tion of log10(∆/g). (b) Comparison between the analytical
and numerical predictions of Var(ni) (cf. Eq. (6)). We use
parameters g = 10−2ω, J = 10−4ω, where ω is the resonator
frequency.
where the probability amplitudes are
c0(t) =
1
α+ − α− (α+e
−itλ+ − α−e−itλ−), (5a)
c−2i(t) = c
−
2j(t) =
1
α+ − α− (e
−itλ+ − e−itλ−), (5b)
and we define the coefficients λ± = (a + c ±√
8b2 + (a− c)2)/2, α±= (a− c±
√
8b2 + (a− c)2)/2b.
Time-averaged order parameters.—Given the wave
function (4), we can analytically compute time-averaged
order parameters such as the variance of the number
of polaritons per site Var(ni) = 1τ
∫ τ
0
(〈n2i 〉 − 〈ni〉2)dt,
where ni = a
†
iai + σ
+
i σ
−
i , or the linear entropy E =
1
τ
∫ τ
0
Sρi(t)dt, where Sρi(t) = 1 − Tr(ρ2i ), and ρi the re-
duced density matrix of the leftmost or rightmost site of
the JC dimer. Thus, the time-averaged variance reads
Var(ni) =
4b2
Ω20
[
1− J
Ω0
sin
(
Ω0
J
)]
, (6)
where we define Ω0 =
√
8b2 + (a− c)2.
Figure 3(a) shows the behavior of Var(ni) as a function
of log10(∆/g) calculated from the full numerics (red di-
amonds) and the analytical prediction (continuos blue
line) in Eq. (6). We see a good agreement between
both predictions as the relative error shows in Fig. 3(b).
Also, Eq. (6) allows us to predict the asymptotic behav-
ior of Var(ni) as the detuning increases, ∆/g → ∞. In
this case, the spectrum of the lower (upper) polaritonic
branch becomes harmonic with eigenenergies E−n ≈ nωR
(E+n ≈ nωR+∆), where ωR = ω−g2/∆, thus allowing the
a)
b)
FIG. 4. (a) Time-averaged linear entropy E as a function
of log10(∆/g). (b) Comparison between the analytical and
numerical predictions of E (cf. Eq. (9)). We use parameters
g = 10−2ω, J = 10−4ω, where ω is the resonator frequency.
resonance condition E−2 −2E−1 = 0 (a = c) (cf. Fig.2(b)).
Also, |b| = √2J and Ω = 4J , so the asymptotic value of
Var(ni) reads
lim
∆/g→∞
Var(ni) =
1
2
(
1− 1
4
sin 4
)
= 0.5946. (7)
It is worth mentioning that the analytical result (6)
represents the hallmark for the dimer dynamics. In
Sec. IV, we will prove that as one increases the number of
lattice sites, the time-averaged variance (6) allows us to
identify resonances due to intrinsic short- and long-range
two-body interactions, which govern the DDP.
On the other hand, one can also characterize the dimer
dynamics via the linear entropy of the reduced density
matrix as mixedness measure [50]. First, notice that the
quantum state (4) is already in its Schmidt decomposi-
tion, which leads to a diagonal reduced density matrix
ρi =
 |c−2j(t)|2 0 00 |c0(t)|2 0
0 0 |c−2i(t)|2
 . (8)
In this case, the linear entropy as a function of time is
given by Sρi(t) = 1− (|c0(t)|4 + 2|c−2i(t)|4), and the time-
averaged linear entropy reads
E =
2b2
Ω50
[
2Ω0Ω
2
1 − 4JΩ22 sin
(
Ω0
J
)
− 3b2J sin
(
2Ω0
J
)]
,
(9)
where Ω1 =
√
7b2 + 2(a− c)2 and Ω2 =
√
2b2 + (a− c)2.
Figure 4(a) shows the behavior of E as a function of
5log10(∆/g) calculated from the full numerics (red di-
amonds) and the analytical prediction (continuos blue
line) in Eq. (9). We see a good agreement between ana-
lytical and numerical predictions as shown in Fig. 4(b).
We can also estimate the asymptotic value of the time-
averaged entropy as one increases the ratio ∆/g, it reads
lim
∆/g→∞
E = 0.4616. (10)
In what follows, we will use the time-averaged variance
(6) for demonstrating the existence of DDP in the inter-
mediate regime of light-matter interaction. This choice
establishes the physical framework for the subsequent dis-
cussion, but a similar analysis with the linear entropy
leads to the same conclusion about DDP.
IV. DYNAMICAL DIMERIZATION PHASE
Emergent dynamical critical phenomena following a
quantum quench have experienced much interest in re-
cent years [51, 52]. Termed as dynamical quantum phase
transitions (DQPTs) [53–59], two classes have been iden-
tified depending on the type of quantum quench. The
first class, DQPT-I [54, 60–68], describes a nonequilib-
rium critical phenomena where a time-averaged order pa-
rameter is non-zero in the long-time limit for quenches
λf < λc, but vanishes for quenches across the criti-
cal point λc, i.e., λf > λc > λi. The second class,
DQPT-II [53, 69–73], generalizes the notion of nonan-
alyticity in the free energy density to the nonequilibrium
dynamics, based on the complex Loschmidt amplitude
G(t) = 〈ψ(0)|e−iHˆ(λf )t|ψ(0)〉, which resembles the parti-
tion function Z(β) in statistical mechanics.
In section III, we have fully described a particular
quench dynamics of the Jaynes-Cummings dimer, which
give rise to nonequilibrium critical phenomena, such as
the transition from the Mott-insulating to superfluid
phase. These simulated states are well described within
the resonant (Mott-insulating) and dispersive (super-
fluid) regimes of light-matter interaction and the tran-
sition can be characterized via time-averaged order pa-
rameters such as the local variance Var(ni) and linear en-
tropy E. Thus, the simulated nonequilibrium phenomena
discussed in this work matches well within DQPT-I.
Here, we demonstrate an emergent dynamical dimer-
ization phase as we extend the Jaynes-Cummings lattice
to three (trimer) and four (tetramer) sites (cf. Fig.1),
and in an intermediate regime of light-matter coupling
strength, that is, 1 < ∆/g < 10. We define the concept
of dimerization as the dynamical process where short-
range and long-range two-body interactions govern the
quantum dynamics. Here, short-range (long-range) two-
body interaction is due to the direct (mediated) exchange
of polaritons. We will prove that the connectivity asso-
ciated with each node of the lattice plays a crucial role
to define DDP.
Let us start the discussion with a three-sites JC lattice
initialized in the state |ψ0〉 = |1,−〉i|1,−〉j |1,−〉k, where
the subindexes i, j, and k refer to the leftmost, center,
and rigthmost lattice site, respectively. If we let the sys-
tem evolves according to the quantum quench described
is Sec. III, one should impose the conditions for neglect-
ing interchange of polaritonic species between nearest-
neighbor sites, that is, {|E+2 − 2E−1 |, |2E+1 −E−2 |, |E+1 +
E−1 −E−2 |, |E+1 −E−1 |, |E+3 −E−2 −E−1 |, |E+2 −E−2 |, |E+2 +
E+1 − E−2 − E−1 |}  J . As for the dimer, only the
lower polaritonic branch will be activated and the di-
mension of the effective Hilbert space (H) is given by
(N + d − 1)!/N !(d − 1)!, where N is the number of ex-
citations that should be distributed into d lattice sites.
In our case, N = 3 and d = 3 results in dim(H) = 10.
At time t, the wave function may be written as a linear
combination of states belonging to the three-excitations
subspace, that is,
|ψ(t)〉 =c0(t)|ψ0〉+ c3j |ψ3j〉
+c3i(t)(|ψ3i〉+ |ψ3k〉)
+c2i1j(t)(|ψ2i1j〉+ |ψ1j2k〉)
+c1i2j(t)(|ψ1i2j〉+ |ψ2j1k〉)
+c2i1k(t)(|ψ2i1k〉+ |ψ1i2k〉), (11)
where we define states |ψ0〉 = |1,−〉i|1,−〉j |1,−〉k,
|ψ3i〉 = |3,−〉i|0,−〉j |0,−〉k, |ψ3j〉 = |0,−〉i|3,−〉j |0,−〉k,
|ψ3k〉 = |0,−〉i|0,−〉j |3,−〉k, |ψ2i1j〉 =
|2,−〉i|1,−〉j |0,−〉k, |ψ1j2k〉 = |0,−〉i|1,−〉j |2,−〉k,
|ψ1i2j〉 = |1,−〉i|2,−〉j |0,−〉k, |ψ2j1jk〉 =
|0,−〉i|2,−〉j |1,−〉k, |ψ2i1k〉 = |2,−〉i|0,−〉j |1,−〉k,
and |ψ1i2k〉 = |1,−〉i|0,−〉j |2,−〉k. Notice that some
probability amplitudes are equal due to symmetry of the
trimer with respect to the lattice center (j). Here, the
state (11) will be computed via full numerics.
Figure 5 shows the ratio between time-averaged
nearest-neighbor correlation function Cij (next nearest-
neighbor correlation function Cik) of the trimer, and the
dimer variance (6). Two-point correlation functions are
Cij(k) =
1
τ
∫ τ
0
(〈ninj(k)〉 − 〈ninj(k)〉)dt, where τ = J−1.
Here, we identify two critical values of detuning, vertical
dashed lines, ∆/g = (2.43, 2.73) within the intermedi-
ate regime of light-matter interaction, 1 < ∆/g < 10.
At these critical points the trimer experiences dynamical
dimerization processes, where short-range correlations
rule the dynamics at ∆/g = 2.43, while at ∆/g = 2.73
a combination of both short- and long-range correlations
govern the dynamics. The resonances shown in Fig. 5
demonstrate that the intrinsic dimer dynamics, charac-
terized by the time-averaged variance (6), governs the
quench dynamics of the trimer. Furthermore, the dimer
variance allows to identify short-range and long-range
two-body interactions. The former is a consequence of
direct cavity-cavity coupling of sites (i, k), while the lat-
ter results from an indirect interaction between sites (i, k)
mediated by the center lattice site j. Notice that Fig. 5
also exhibits an anti-resonance at ∆ = 1.82g (continuos
6FIG. 5. Ratio between time-averaged nearest-neighbor cor-
relation function Cij (next nearest-neighbor correlation func-
tion Cik) of the trimer, and the dimer variance in Eq. (6).
Vertical dashed lines, from left to right, indicate critical val-
ues of detuning ∆/g = (2.43, 2.73) where dynamical dimeriza-
tion processes happen. Continuous vertical line stands for the
anti-resonance. We use parameters g = 10−2ω, J = 10−4ω,
where ω is the resonator frequency, and we consider up to 5
Fock states per resonator.
vertical line). At this point, no dynamical dimerization
happens and the JC lattice remains approximately in the
Mott-insulating state.
Let us discuss the results for the tetramer. Figure 6
shows the ratio between time-averaged two-point corre-
lation functions Cij , Cik, Cil of the tetramer, and the
dimer variance in Eq. (6). We order the lattice sites from
left to the right according to indexes (i, j, k, l). It is no-
ticeable that a larger JC lattice also exhibits resonances
at critical values of detuning ∆/g = (2.43, 2.73) (verti-
cal dashed lines), and the anti-resonance at ∆ = 1.82g
(continuous vertical line). Moreover, the two-point cor-
relation function Cil, associated with edges of the lat-
tice, has the same resonance (∆ = 2.43g) as compared
with nearest-neighbor correlation function Cij . The lat-
ter suggests that for a finite one-dimensional JC lattice of
L sites, the number of resonances associated with dimer-
ization processes corresponds to a universal number of
different connectivities of the lattice, that is, connectiv-
ity ν = 1 for lattice edges, and connectivity ν = 2 for
bulk lattice sites. These results are a consequence of the
broken translational symmetry.
V. CONCLUSIONS
In summary, we have reported on the emergence of
a dynamical dimerization phase in a finite-sized Jaynes-
Cummings lattice as a result of a quantum quench from
an initial state with integer filling factor. We have
thoroughly analyzed the quench dynamics in a two-sites
Jaynes-Cummings lattice, which allows us to obtain an-
alytical results for time-averaged order parameters such
FIG. 6. Ratio between time-averaged two-point correlation
functions Cij , Cik, Cil of the tetramer (four-sites JC lat-
tice), and the dimer variance in Eq. (6). Vertical dashed
lines, from left to right, indicate critical values of detun-
ing ∆/g = (2.43, 2.73) where dynamical dimerization pro-
cesses happen. Continuous vertical line stands for the anti-
resonance. We use parameters g = 10−2ω, J = 10−4ω, where
ω is the resonator frequency, and we consider up to 5 Fock
states per resonator.
as the local variance of the number of polaritons, and
the linear entropy. Further, these order parameters can
be used to analyze and predict the resulting quenched
dynamics for more complex architectures. When com-
paring dimer variance with two-point correlation func-
tions of the trimer and tetramer, it allows us to de-
termine critical values for the detuning where dynam-
ical dimerization processes happen. Recognizing reso-
nances and anti-resonance for detuning values, in turn,
allow controlling what kind of correlation dominates over
the dynamics be short-range or a combination of both
short- and long-range, and may also allow controlling
polariton propagation along the lattice. We stress that
the intrinsic dimer dynamics, characterized by the time-
averaged variance (6), governs the quench dynamics of
finite-sized JC lattices, and we expect similar results as
one increases the number of lattice sites. We conjecture
that for a finite one-dimensional JC lattice of L sites, the
number of resonances associated with dimerization pro-
cesses corresponds to the number of different connectiv-
ities of the lattice, that is, connectivity ν = 1 for lattice
edges, and connectivity ν = 2 for bulk lattice sites. Our
findings could be tested with state-of-the-art quantum
technologies. For instance, in trapped ions technology,
the Jaynes-Cummings-Hubbard model has been theoret-
ically proposed in Ref. [74] and physically implemented
in Ref [75]. In superconducting circuits, the JC dimer has
been implemented in Ref. [15]. In this case, homodyne
signal detection may allow measuring the local variance
of photon number, which can also be used as an order
parameter.
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