We systematically investigate the farthest distance function, farthest points, Klee sets, and Chebyshev centers, with respect to Bregman distances induced by Legendre functions. These objects are of considerable interest in Information Geometry and Machine Learning; when the Legendre function is specialized to the energy, one obtains classical notions from Approximation Theory and Convex Analysis.
Introduction
Throughout this paper, (1) R J is the standard Euclidean space with inner product ·, · and induced norm · .
Suppose that S is a nonempty subset of R J such that for every point in R J , there exists a unique farthest point in S, where "farthest" is understood in the standard Euclidean distance sense. Then S is said to be a Klee set, and it is known that S must be a singleton; see, e.g., [1, 16, 17, 19, 20] for further information. (The situation in Hilbert space remains unsettled to this day.)
In [7] , Klee sets were revisited from a new perspective by using measures of fairly different from distances induced by norms. To describe and follow up on this viewpoint, we assume throughout that (2) f : R J → ]−∞, +∞] is a convex function of Legendre type.
Recall that for a convex function g : R J → ]−∞, +∞], the (essential) domain is dom g = x ∈ R J g(x) ∈ R and x * ∈ R J is a subgradient of g at a point x ∈ dom g, written x * ∈ ∂g(x), if (∀h ∈ R J ) g(x) + h, x * ≤ g(x + h); this induces the corresponding set-valued subdifferential operator ∂g : R J ⇉ R J . (For basic terminology and results from Convex Analysis not stated explicitly in this paper, we refer the reader to [8, 23, 25, 27] .) Then g is said to be essentially smooth if g is differentiable on int dom g (the interior of its domain), and ∇g(x) → +∞ whenever x approaches a point in the boundary bdry dom g; g is essentially strictly convex if g is strictly convex on every convex subset of dom ∂g = x ∈ R J ∂g(x) = ∅ ; and g is a convex function of Legendre type -often simply called a Legendre function -if g is both essentially smooth and essentially strictly convex. See [4, 9, 10, 23] for further information on Legendre functions. It will be convenient to set (3) U := int dom f .
Many examples of Legendre functions exist; however, in this paper, we focus mainly on the following. (ii) f (x) =
From now on, we assume that C is a subset of R J such that (6) ∅ = C ⊆ U.
Definition 1.4 (right Bregman farthest-distance function and farthest-point map)
The right Bregman farthest-distance function is
and the corresponding right Bregman farthest-point map is
∅, otherwise.
Observe that (9) − → F C is convex and lower semicontinuous,
and that
We are now ready to continue the discussion on Klee sets started earlier by introducing a notion central to this paper.
The asymmetry of D gives also rise to the left Bregman farthest-distance function and associated farthest-point map and Klee sets. These objects were analyzed in [7] and are not treated here. In fact, under additional assumptions, right and left notions may be related to each other via duality. However, the duality approach was not powerful enough to settle the question, raised in [7, Remark 7.3] , whether or not every − → D -Klee set is a singleton when f does not have full domain as is the case when D is, e.g., the Kullback-Leibler divergence or the Itakura-Saito distance. The first contribution of this paper is to settle this question entirely, for manifestations of f that are even more general than those considered in [7] . In fact, in Theorem 3.2 we prove that the answer is affirmative in the present setting.
Another related line of work concerns Chebyshev centers. Again, let us start by reviewing the classical situation in Euclidean spaces. Let S be a nonempty compact subset of R J . The Chebyshev center is the center of the smallest closed ball one can place in R J that entirely captures the set S. The Chebyshev center exists and is unique, and a classical result due to Garkavi and Klee (see Corollary 4.5 below) provides a geometric characterization of it. Unlike Klee sets, Chebyshev centers have already been investigated in the context of Bregman distances -see, e.g., the work by Nielsen and Nock [21, 22] The remainder of the paper is organized as follows. In Section 2 we collect and present several results that will make the proofs of the main results more structured and easier to follow. The main result in Section 3 is Theorem 3.2, which states that every compact − → D -Klee set is indeed a singleton. In Section 4, we guarantee existence and uniqueness of the − → D -Chebyshev center, and we characterize it geometrically. In Section 5, we illustrate our results with an example for three Bregman distances.
Auxiliary Results
In this section, we collect several results that will make the proofs of the main results easier to follow. We start with two identities that are straightforward consequences of (4). and that x * := ∇ f (x) ∈ V (conv S). Applying Lemma 2.7 (to f * , conv S, and x * ), we obtain a point y * ∈ conv S such that
Lemma 2.8 Suppose that C is compact, and let x
Combining this with Lemma 2.1, we estimate
which completes the proof.
Let X and Y be nonempty subsets of R J and let A : X ⇉ Y be a set-valued operator, i.e., (∀x ∈ X) Ax ⊆ Y. Denote the graph of A by gr A := (x, y) ∈ X × Y y ∈ Ax . We say that A is monotone from X to Y, if (22) ∀
If A is monotone from X to Y and every proper set-valued extension from X to Y is not monotone, then A is maximal monotone from X to Y. If X = Y = R J , we will simply speak of monotone and maximal monotone operators; this is the usual and well known setting.
We now present a variant of [24, Example 12.7] , which is a sufficient condition for maximal monotonicity. 
and denote the closed unit ball in R J by B. Then for all sufficiently small ǫ > 0, we havex + ǫB ⊆ U and hence (∀b
Letting ǫ → 0 + for fixed but arbitrary b ∈ B, and using continuity of A atx, we deduce that b,ȳ − Ax ≤ 0. Supremizing this last inequality over b ∈ B, we obtain ȳ − Ax = 0. Hence (x,ȳ) = (x, Ax) ∈ gr A, as required.
Our first result reveals a monotonicity property of − → Q C . (See also [26] and [7, Proposition 7 .1], and [6] , where we discuss Chebyshev sets instead of Klee sets.)
Proposition 2.10 The set-valued operator
Proof. Assume that (x, x * ) and (y, y * ) lie in gr − → Q C . It follows from (8) and Lemma 2.2 (applied to
as required.
Proposition 2.11 Suppose that C is closed, and that
In view of (9), we deduce altogether
Remark 2.13 Assume thatc ∈ C ∩ bdry U. In view of (6), there exists a sequence
Therefore, the assumption that C be a subset of U is very natural in Proposition 2.12 and elsewhere in this paper.
Proposition 2.14 Suppose that
Proof. In view of Proposition 2.14, we only need to show that gr
The proof is complete as soon as we have verified that y ∈ C. Assume to the contrary that y / ∈ C.
and where the c i are pairwise distinct and ∑
The next result shows that when D is separately convex (see [3] for a systematic discussion of separate and joint convexity of D), then the farthest-point distance is "blind" to the convex hull.
Proposition 2.16 Suppose that
Proof. This follows from [23, Theorem 32.2].
Klee Sets are Singletons
The following result will be critical in the proof of our first main result (Theorem 3.2).
In view of Fact 2.5, we deduce that (26) ∀c
In turn, this implies that ) is coercive, convex, lower semicontinuous, and proper.
In view of (28) and (14), argmin
It suffices to show that
Assume to the contrary that x 0 / ∈ U. In view of (10) and (29), x 0 ∈ (dom f U) ⊆ bdry dom f . Now fix an arbitrary point x 1 ∈ U and set (31) ∀ǫ ∈ ]0, 1[
On the one hand, while f is not necessarily continuous at x 0 , it is at least continuous along the line
On the other hand, the net (y ǫ ) ǫ∈]0,ǭ] lies in ∇ f * (conv S), which is a compact set. After passing to a subnet and relabeling if necessary, we assume that there exists a point y 0 ∈ R J such that
Combining (33) and (34), invoking Lemma 2.3, and taking the limit in (32), we obtain altogether that
.
over c ∈ C, we deduce that
which contradicts (29). Therefore, we have verified (30), and the proof is complete. Proof. Recall that
In view of Theorem 3.1, we take x 0 ∈ argmin − → F C ⊂ U. Using the Fact 2.6, we obtain Proof. (See also [19] .) This follows from Theorem 3.2 when f = 1 2 · 2 .
We conclude this section with two results concerning − → D -Klee sets that are not assumed to be compact. When considering classical Klee sets, a standard assumption is closedness. The next result illustrates this assumption in the present Bregman distance setting. Proof. "⇒": Since C is compact, Theorem 3.2 implies that C is a singleton, say C = {y}. But then C = {y} = C is also − → D -Klee, and − → Q C | U ≡ {y} is clearly continuous on U.
"⇐": Proposition 2.10 implies that both
On the other hand, Proposition 2.12 implies that
If the underlying Bregman distance D is strictly convex in the second variable, then we obtain the following result.
Proposition 3.5 Suppose that (∀x ∈ U) D(x, · ) is strictly convex on U. Then conv C is − → D -Klee if and only if C is
Proof. This is an immediate consequence of Proposition 2.15.
Characterization of Chebyshev Centers
The proof of our second main result (Theorem 4.4) relies upon the next two results.
Proposition 4.1 Suppose that C is compact. Then − → F C is proper, lower semicontinuous, and convex, with
Proof. We observed already (see (9) and (11)) that − → F C is convex and lower semicontinuous, and that dom − →
and note that g is convex with dom g = R J = int dom ∂g (see [23, Theorem 23.4] ). Furthermore,
By the subdifferential sum rule (see [23, Theorem 23.8 
On the other hand, since f is a Legendre function, it follows from [23, Theorem 26 
Using once more the assumption that f is a Legendre function, we have that f is strictly convex on int dom f = U, and therefore so is − →
Recall that for a proper convex function g :
Theorem 4.2 (directional derivative)
Suppose that C is compact, let x ∈ dom f , and let h ∈ R J . Then
. Dividing by t and taking the infimum over t > 0 yields n∈N lies in dom f . Furthermore, for every n ∈ N, let c n ∈ − → Q C (x + t n h). After passing to a subsequence and relabeling if necessary, we also assume that c n →c ∈ C. Then, for every n ∈ N,
Letting n → +∞ in (49), we deduce that
On the other hand, using line segment continuity of f and − → F C at x (see [23, Corollary 7.5.1]), and continuity of both f and ∇ f on U, we see that letting n → +∞ in (48)
. Combining this with (47), we deduce that (43) holds. The "If" statement follows from (43) and [23, Theorem 23.3] . 
Theorem 4.3 (subdifferential) Suppose that C is compact, and let x ∈ U. Then
. Therefore, the latter set (which is closed and convex already) is the closed convex hull of the former set. Since − → Q C (x) is a compact subset of U by Proposition 2.11, it follows from the continuity of ∇ f on U and from [23, Theorem 17.2] 
). This completes the proof. 
Proof. Theorem 3.1 states that argmin − → F C is a nonempty subset of U. In view of the strict convexity
). Now apply Fact 2.4. [15] and also [18] .) Suppose that C is compact and that x ∈ R J .
Corollary 4.5 (Garkavi-Klee) (See

Then x is the Chebyshev center of C with respect to the Euclidean distance if and only if
Corollary 4.6 (Nock-Nielsen) (See [22] and also [21] .) Suppose that C is finite. Then the − → DChebyshev center of C is the unique point x ∈ U characterized by
Corollary 4.7 Suppose that C is compact and that it contains at least 2 points, and let x
Proof. Suppose to the contrary that − → Q C (x) is a singleton. Then (52) implies that − → Q C (x) = {x}, i.e., that x is its own farthest point in C. In view of (5) and the assumption that C contains a point different from x, this is absurd.
Constructing and Visualizing Chebyshev Centers
We work in the Euclidean plane, i.e., we assume that J = 2, and we let D be the halved Euclidean distance squared, the Kullback-Leibler divergence, or the Itakura-Saito distance (see Example 1.3). Furthermore, we assume that
Note that C ⊂ R 2 ++ ⊆ U, and that C is compact and convex. In view of Theorem 4.4, the − → DChebyshev center z of C is characterized by
Our aim in this section is to determine z and related objects, and to visualize them. It will be convenient to set
Proof. For x = (x 1 , x 2 ) ∈ R 2 , set x ⊺ = (x 2 , x 1 ). Observe that for the choices of D considered in this section, (∀x ∈ R 2 )(∀y
Since z is the unique minimizer of − → F C , we must have that z = z ⊺ , i.e., that z ∈ ∆.
Example 5.2 (halved Euclidean distance squared) Suppose D is as in Example 1.3(i), and let
Then for every λ ∈ R, we have
, we obtain (60). Furthermore, since C is convex and c 1/2 ∈ ∆, we have c 1/2 ∈ C = conv{c 0 , c 1 } = conv − → Q C (c 1/2 ). Therefore, the characterization (58) of z yields z = c 1/2 . (Alternatively, one may verify that c 1/2 is the unique minimizer of the function 
Proof. Set
Thus, d x has no local maximizers in dom d x and therefore
we see that (64) must hold. Finally, (64) implies that
In view of the characterization (58) of z, we deduce that z = √ a, √ a . 
Proof. Set (73) g = (g, g) and h = (h, h), and note that a straightforward computation yields
and hence
We note in passing that an elementary calculation results in (77) is also a quotient of two polynomials (in λ), where the numerator is a polynomial of degree 3 or less. Thus, d ′ x has at most two further roots different from 
Combining this with (78), we obtain the equivalences
Let us now turn to the − → D -Chebyshev center z of C. Since z ∈ ∆ (Proposition 5.1) and − → Q C (z) must contain at least 2 points (Corollary 4.7), we write z = (z, z) and we deduce that either
In turn, this means that exactly one of the following two cases holds.
If (Case 1) holds, then (58), Proposition 5.1, (74), and (79) yield that z = h and that z > g. Thus,
Using (78), we obtain the implication
We now assume momentarily that g < h. Then, by (79), − → Q C (h) = {c 0 , c 1 } and hence h ∈ ∇ f * (conv ∇ − → Q C (h)) by (74). In view of the characterization (58) of z, we obtain z = h and hence z = h. We thus have verified the first case of (72).
Finally, we assume that g ≥ h. In view of (80), (Case 1) cannot hold. Thus, (Case 2) must hold and (81) yields that z = g, i.e., that z = g.
The formula for z given in Example 5.5 immediately raises the question on how g and h relate to each other, viewed as functions of a. In the following result, we provide an alternative description of the inequality g < h. 
Lemma 5.6 Let the functions g and h be defined on the interval
Note that the existence of such convex coefficients is guaranteed by (58).
Remark 5.8 Figure 1 shows the set C, the Chebyshev center z of C, and the corresponding sphere of radius − → − → F C (x) for each x ∈ R, with the interpretation of the colors indicated in the accompanying color-legend. Note that the colors indicate distances from each point in the specified region to the farthest point in C, but are only relative comparisons within each graph; the same color in separate images does not indicate the same numerical magnitude, neither for a fixed distance D nor for a fixed value of a. In addition, the color-maps for the halved Euclidean distance squared and the KullbackLeibler divergence were calculated using − → Q C (x) in Examples 5.2 and 5.3, respectively. However, the color-map for the Itakura-Saito distance was calculated numerically by a discretization of C due to the absence of a corresponding formula for − → Q C (x) in Example 5.5. We make the following observations directly from (ii) For the Itakura-Saito distance and for small a (see a = 4 and a = 8), the endpoints c 0 and c 1 are the farthest points from the Chebyshev center (h, h). When a ≥ a (see Lemma 5.6), then the farthest points from (g, g) are {c 0 , c 1/2 , c 1 }, and D((g, g), c 1/2 ) < − → F C (h, h), visually confirming that (g, g) is now the Chebyshev center (see Figure 1 for a = 32).
Remark 5.9
Finally, let us fix x = (1, 1) and assume that a = 6. For the Itakura-Saito distance, we have that the farthest point − → Q C (x) is c 1/2 , which is actually the nearest point of C to x for both of the other distances. Indeed, Figure 2 shows the spheres for the Itakura-Saito distance for a variety of radii. The thickness of the line segments is plotted proportional to the distance from x. (In addition, note that the Itakura-Saito ball is convex for small a, a fact not apparent in 
