Abstract -Transportation systems have emerged into a critical underlying structure, heavily sustaining all industrial sectors. Along them, monitoring systems were developed in order to increase the quality of the provided services. The research areas in this field have split in two directions: monitoring systems for tracking the products from delivery source to final destination, including temporary storage information along the transportation path and monitoring systems designed to provide environment information during transportation.
A. Related work
Limited research exists on large scale applications based on wireless sensor networks such as logistic systems. A smart gate sensor for construction logistics is described in reference [13] , specially designed to improve the information exchange between the material supplier and construction site. The goal of the system is to gather information about the work progress, delivered materials, working process and schedule of production. Materials entering the site are scanned with an RFID reader connected to a wireless sensor network and a web server.
A case study on logistic system automation using wireless sensor networks is presented in [4] , with the goal of eliminating the source of errors introduced by manual handling of the RTI (returnable transport items) while performing product scanning, ordering, tracking or loading in transportation machines. A design concept for intelligent transportation containers is designed in [5] using RFID tags for product tracking and a wireless sensor network for on-line quality assessment inside the container. The nodes form an ad-hoc network coordinated by special sensor acting like a base station. The network is able to store information for different environment parameters like temperature, humidity or acceleration.
A model used for determining the evaporation and condensation of water with regard to a product stored in a refrigerated chamber was deployed in [8] using psychometric data. A wireless sensor network was implemented to gather psychometric data inside the refrigerated chamber. A context aware monitoring system for logistic applications based on wireless sensor networks is described in [10] . A rule-based algorithm allows the sensors to restrict the number of transmitted and received data packets in order to reduce traffic, duplicate data transmission and power consumption. The rules contain the threshold values of the physical quantity being monitored (e.g. temperature, humidity) and will trigger data transmission only if the rule is violated.
A series of challenges brought by the deployment of wireless sensor networks are presented in [3] , including problems like signal attenuation, mechanical vibrations and distributed information storage. The information was gathered using experimental wireless sensor networks especially designed for food transportation in containers and storage facilities including both land and sea logistic systems.
II. WIRELESS MONITORING CONCEPT
The goal of the proposed wireless monitoring concept is to maximize the performance of logistic systems regarding quality of services (QoSS) and quantity of services (QoS). Quantity of services refers to the maximum data throughput supported by the system in a period of time. The critical parameters are the connection speed and maximum number of communication devices involved in data transfers at one time. The quality of provided services is given by a series of communication reliability parameters like message delays, arrival due dates, bit error rates, loss of data packets and signal attenuation. Other parameters refer to stored data reliability over time and power consumption optimization.
A. Logistic system architecture
The architecture of the logistic system and connection between structural components is described in Fig. 1. internet user web server database transportation vehicle warehouse One of the most important attributes of monitoring systems is data illustration. The information coming from the distributed warehouses is stored in a centralized database managed by a web server. The user can easily access logistic information using a fixed or mobile terminal with internet connection. The information stored in the database should contain the location of the products and additional information about the environment in which the product is stored or transported. Depending on the type of product, the measurement of environmental conditions could be performed with different recurrences. For perishable goods, like food, more than one environment parameter must be measured. These are often temperature and humidity.
The warehouses are permanently connected to the Internet and periodically send logistic data to the web server. The connection between the warehouse and web server could be implemented using a wired connection -TCP/IP over Ethernet or wireless connection -TCP/IP over GSM. The chosen protocol, TCP/IP, provides the necessary mechanisms needed to perform a reliable communication path. The benefits of using TCP/IP protocol are that it provides a connection-oriented mechanism and addresses problems like data correctness through CRC verification, data packets ordering, supports re-sending of lost data packets and suppresses duplicate data.
B. Logistic data flow
Logistic data is spatially distributed within the network of transportation vehicles, warehouses and a centralised database. Each warehouse manages a local database containing information regarding the location, identification number and environment classification for all products available at a given time. This information is periodically updated on the web server for further user access. The local database is updated each time a transportation vehicle enters or leaves the warehouse. The connection between the warehouse and transportation vehicles is made using one communication gateway on both sides. When a truck is entering the warehouse, the information regarding the number of containers, transportation conditions and destination is downloaded in the local database for further processing. The gateways use on both sides an embedded communication device based on an ISM band RF transceiver.
The gateways from the warehouse and total number of transportation vehicles form a wireless communication network. The gateway of the warehouse acts like an access point for all other wireless clients. Once the containers are in the warehouse they can be manually tagged using RF-ID tags. The process involves manual handling of the tags and is susceptible to accidental handling errors. Depending on cost constraints, the RFID tags could be replaced by wireless sensors connected in a local sensors network. While in a temporary warehouse, corrective actions could be applied by user intervention like changing the route, removing damaged packages or cancelling the delivery.
The gateway available on each transportation vehicle continuously monitors the environmental parameters for all the transported containers. As described in Fig. 1 , a truck is loaded with k containers (Ci) from a warehouse. When the containers are loaded, wireless sensors (Ni) are being attached to the containers. Before mounting the sensor, information regarding the type of product, destination and environmental conditions thresholds are pre-programmed inside the EEPROM memory of the sensor. A critical parameter stored at this time is the position of the container inside the truck, which provides valuable information used to optimize the power consumption of the wireless nodes inside the truck as described further on.
The wireless nodes assigned to each container are able to transfer data to the mobile gateway with a given recurrence (e.g. 1 second). Each sensor is able to measure an environmental parameter like temperature or humidity and filter or post process the data for further use. The sensors could be used as data loggers by adding a nonvolatile memory able to retain measurement samples for the entire transportation process. The gateway mounted on the vehicle is connected to the available power supply (i.e. vehicle battery) while the sensors attached to each container operate on batteries, accumulators or alternative sources of energy.
C. Homogenous sensing capability
The current implementation only supports the measurement and data storage of one physical measure, which is the ambient temperature during transportation. The final goal is to add more sensors to each slave node, of different types, like pressure and humidity and switch between the sensors dynamically. All sensors having more sensing capabilities, they can be reconfigured to serve the desired functionality as requested by the transportation system.
Considering a typical environmental monitoring usecase having two slave nodes, configured as temperature and humidity sensors, if the sensor that monitor the temperature fails to operate correctly (e.g. power source failure), its functionality could be fulfilled by the other 
D. Mobile wireless monitoring network
The network of wireless sensors inside the transportation device is based on a master-slave communication topology, in which the gateway plays the master role and the sensors attached to each container are slaves. The architecture of the wireless nodes is similar for both master and slave devices and is described in Fig. 2 . Master and slave devices are built around ATMEGA64 and ATMEGA32 microcontrollers. Full functional description of these devices is described in [1] . The RF transceiver is an 828 Mhz FSK transceiver, RFM12B. The architecture and programming model of this device is presented in [6] . Slave devices are using a 9V battery and a DC/DC converter from 9 to 3.3V DC as power supply, while the master is powered up from vehicles battery.
On a master device, there is no data processing and signal acquisition module. Data processing and acquisition is performed at slave level. Slave devices are equipped with a TMP100 digital temperature sensor. The communication protocol and analog conversion parameters are available in [11] . The sensor is able to measure temperature in [-25°C...85°C] range. Data is temporary stored on each slave, while the master (gateway) gathers the information from all sensors and stores the data in non-volatile memory during transportation. Energy harvesting modules are used to gather non-electrical energy from environmental energy sources like temperature, light or vibrations and transform it into electrical energy used to power up mobile devices or to recharge accumulators and increase the autonomy of the sensor. An energy harvesting module was not available during the experiments; it is presented only for better concept description.
The wireless network is based on star topology, in which all data transfers pass through the master device. In this architecture, each transfer is initiated by the master and communication is half duplex, only the master or a specific slave can send data at a given time. This solution was adopted to avoid the need of collision detection or collision avoidance mechanisms during data exchange between nodes. Network topology is presented in Fig. 3 . One important design feature was the implementation of a plug and play connection for the slave sensors. When a specific container is loaded in the transportation machine, with a pre-assigned identification number, the gateway will automatically detect the ID, measurement capability (e.g. temperature or humidity), the loading position and measurement sample frequency. 
E. Communication protocol
The data transfer between the gateway and slave nodes is based on time division multiple access (TDMA) protocol. The structure of the communication frames is described in Fig. 4 . Each frame is split between multiple time slots. First time-slot is always used by the master device to send a synchronization pattern and commands. The set of commands is split between slave oriented commands which address a single device or broadcast commands which apply to all slave nodes. The number of time slots equals the maximum number of wireless sensors supported in a transportation machine + 1 (the gateway). The number of time slots chosen for experiments is 10, each time-slot having duration of 100 milliseconds. This will limit the network to 9 slave devices and a measurement recurrence of minimum 1 second.
If the master requests data measured by a specific slave, it will send the command (broadcast or single) and wait for the data to be transmitted in a dedicated time slot. In order to recognize the slave device which transmitted data, the ID of the wireless sensor is used to determine the allocated communication time-slot. For example, if the master requests data from sensor 5, it will receive data 400 milliseconds after the command is sent. The synchronization mechanism between master and slave device is based on a SYNC data field equal to 0x55 sent before sending the commands. When the slaves receive the SYNC data, an internal software timer is set to zero. The timer is then incremented until it reaches the value given by the ID multiplied by 100 (time-slot duration [ms]). The transmission speed is set to 9600 bps.
The temperature value coming from the TMP sensor is represented as a signed 12 bits value. The measurement resolution is 0.25°C. or battery status. In order to run the experiments and check for correct behavior, the master device was equipped with a graphical LCD to display the data gathered and stored by the gateway. A number of three wireless sensor nodes were developed. On slave nodes, a dynamic power management algorithm was implemented to reduce the power consumption at node level. The transmitter is only active when the slave node must transmit data. The transceiver is in receiving mode only in time-slot 0. This mode is available only after the first synchronization frame and allows the transceiver to operate in idle mode 80% of time (8 from 10 time-slots). This allows a power consumption reduction from 16 [mA] in TX/RX mode to only 1[mA] in IDLE mode.
III. FUTURE DEVELOPMENT The next step in reducing the power consumption is to introduce circuits for battery capacity measurement. This will add the possibility to dynamically route the data packets between nodes to reduce overall power consumption -send data packets from source to destination using the nodes with greater battery capacity. For this, the wireless sensor network must be transformed form single-hop to multi-hop topology.
The idea is to use more nodes for a data transfer by adding wireless bridge functionality to slave nodes. In this case, the power needed to transmit data from the source is minimized by reducing the output power of the transceiver. Another advantage is that the signal attenuation is lower in a multi-hop network. This is important as the wireless propagation medium is highly dependent on the type of products being transported.
Assuming that: 1. Each node is able to transmit / receive data to/from all other nodes (all nodes are reachable) 2. Distance (in meters) between master node (1) and node n (D 1,n ) is bigger than D 1,2 , D 1,3 , .. , D 1,n-1 3. Auxiliary paths from node 1 to n are equal or bigger than D 1,n which is the direct connection. The power needed to transmit data from node 1 to node n is much bigger in single-hop mode, than sending the message through one or more nodes. More benefits are described in [9] . A first prototype designed to handle wireless data transfer when a transportation machine enters a warehouse was implemented to prove that the concept is feasible. The system is based on a Cortex-M3 processor meant to replace the master device based on Atmega64. The scope is to increase the computing power needed to handle multiple data transfers simultaneously. When a machine enters a warehouse, the system scans for logistic wireless networks, using an IEEE 802.11 compatible wireless transceiver. Once detected, the system connects to allowed routers and data is transferred using a custom designed sensor data transfer protocol. Finally the data is stored in a distributed database to be available for further access and processing.
First timing measurements on data connection parameters show an average of 2.7 seconds for network scan and an average of 6 seconds needed to establish a connection with the remote node and configure communication parameters through DHCP protocol.
IV. CONCLUSIONS The author described a monitoring concept designed for logistic applications including product transportation and storage. A communication protocol was implemented for the wireless sensor network present at transportation vehicle level. The protocol offers plug-and-play functionality ideal for sensor identification and data measurement flexibility using an optimized collision free data transfer concept. Using low power data processing and communication devices, the availability of the slave nodes can be increased further on. In addition, efficient power management strategies deployed at software level minimizes even more the power consumption over the entire network. The system described in this paper is a semi-autonomous wireless sensors network with context awareness services which proves to be feasible and easy to integrate into transportation vehicles.
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