The power industry is the main battlefield of CO 2 emission reduction, which plays an important role in the implementation and development of the low carbon economy. The forecasting of electricity demand can provide a scientific basis for the country to formulate a power industry development strategy and further promote the sustained, healthy and rapid development of the national economy. Under the goal of low-carbon economy, medium and long term electricity demand forecasting will have very important practical significance. In this paper, a new hybrid electricity demand model framework is characterized as follows: firstly, integration of grey relation degree (GRD) with induced ordered weighted harmonic averaging operator (IOWHA) to propose a new weight determination method of hybrid forecasting model on basis of forecasting accuracy as induced variables is presented; secondly, utilization of the proposed weight determination method to construct the optimal hybrid forecasting model based on extreme learning machine (ELM) forecasting model and multiple regression (MR) model; thirdly, three scenarios in line with the level of realization of various carbon emission targets and dynamic simulation of effect of low-carbon economy on future electricity demand are discussed. The resulting findings show that, the proposed model outperformed and concentrated some monomial forecasting models, especially in boosting the overall instability dramatically. In addition, the development of a low-carbon economy will increase the demand for electricity, and have an impact on the adjustment of the electricity demand structure.
Introduction
As one of the leading pioneers of national economy advancement, the electricity sector shoulders the responsibility of ensuring a stable electricity consumption and economic expansion rapidly at home and abroad [1] . Relevant to the characteristics of the electric power commodity, such as instantaneous production, transport and consumption as well as non-storability, future power demand prediction seems imperative and inevitably required. Accordingly, such sort of prediction is beneficial to the primarily proposed by Huang et al. [28] , extreme learning machine (ELM) embodies the features of adaptive ability, autonomic learning and optimal computation needed for unstructured and imprecise disciplines. Only by designing the suitable hidden layer nodes before training, bestowing value on input weight and partial hidden layer randomly in process, as well as simultaneously fulfilling at once without iterative, a sole optimum solution will be obtained.
Various forecasting models vary greatly from the perspective of distinct points to reflect economic variation tendencies, thus strengthening the weakness of lower accuracy using a single forecasting model. It was Bates and Granger [29] who firstly advocated combination forecasting approaches in 1969, and since then a considerable volume of studies have been conducted in many fields by domestic and overseas scholars [30] [31] [32] . The essence of combined forecasting is to solve the weighted average of single forecasting models. However, existing traditional combination forecasting models have fallen into a paralogism, namely different single forecasting models with distinguished weight coefficients, while constant combination models have unchanged weight coefficient [33] ; in reality, the weight coefficient of a single forecasting model is supposed to be a function of time. Problems posed by traditional thought, are comprehensively conquered by the establishment of IOWHA operator-based forecasting models [34] in a concept of distinguished weight coefficients with the same single forecasting model over time [34, 35] . Furthermore, the forecasting accuracy of the IOWHA operator shows an overdependence on the reciprocal error sum of squares which similarly is influenced by outliers to magnify the errors. Regarding this, the relevant properties of the grey relation degree (GRD) were devised and integrated with the IOWHA operator such as robust index combination, including dominance combination forecasting, non-pessimum forecasting and redundancy degree [36] .
Hence, based on previous literature, a new framework of combination forecasting electricity demand model is characterized as follows: firstly, integration of GRD with the IOWHA operator to propose a new weight determination method of combination forecasting model on the basis of forecasting accuracy as induced variables; secondly, utilization of the proposed weight determination method to construct the optimal combination forecasting model based on the ELM forecasting model and multiple regression model; thirdly, three scenarios in line with the realization level of various low-carbon economy targets and dynamic simulation of the effects of low-carbon economy on future electricity demand. The remainder of this paper is organized as follows: Section 2 discusses low-carbon target scenario setting. In Section 3, a new combined GRD-IOWHA operator forecasting model is proposed. Sections 4 and 5 discuss the combination forecasting model and model results of electricity demand in China, respectively. Overall conclusions are summarized in Section 6.
Low-Carbon Economy Simulation Scenarios

Variation Tendency Analysis of China's Electricity Demand
By 2014, electricity consumption in China approached approximately 5626.31 million MW·h, which accounted for a quarter of world's total electricity consumption and ranked the first. Thus, electricity demand of China is representative and outperformed in terms of both applicability and feasibility.
As Figure 1 depicts (the data is sourced from the China Statistical Yearbook), in 2000-2014, the annual electricity demand of China enjoyed stable and relatively fast growth, with an average annual growth rate of 10.82%; During that period, the steepest increasing emerged in 2003, with a growth rate of 16.53%. From 2000 to 2007, electricity demand still maintained a high upward trend at an average growth rate of 13.54%; meanwhile, power demand in 2008-2009 slowed down, especially for export-oriented areas (such as East China and Guangdong at merely 5.59% and 7.21%) due to several constraint factors, including the crunch in domestic credit, Renminbi (RMB) appreciation, changes in international market demand, adjusted import-export policy, and regulatory resources, climate change, etc.
Along with the comprehensive implementation of "12th Five-Year Program", China has been accelerating the shifting in economic growth model to achieve sound and fast economic growth, together with attempts to support strategic emerging industries and upgrade traditional industries. Subsequently, the continuously adjusted consumption structure has curbed the excessive expansion of the heavy energy-consuming industry (including chemical industry, building materials, black metal smelting and smelting non-ferrous metal) and suppress China's electricity demand at a lower level. Typically in 2014, China shows a year-on-year electricity demand growth of 3.8% together with a year-on-year growth rate drop 5.12%. Under the existence of multiple uncertainties, electricity demand prediction is worthy of further exploration for prospective programming. 
Scenario Mode
With the objective to clarify the effect of energy-efficient and emission-cutting constraints on future electricity demand, three scenarios are set here to dynamically simulate future electricity demand forecasting:
(1) Baseline scenario mode. Under this mode, electricity demand growth is stimulated by economic advancement and booming population in the direction of a scheduled economic growth rate of a moderately prosperous society and population progress the same as usual. (2) Low-carbon scenario mode. Low-carbon mode is aimed at fulfilling emission-reducing responsibilities promised during international climate talks and simultaneously promoting economic advancement by technical progress, industrial restructuring and so forth. Excluding the impact factors of economic development and population growth, electricity demand is also restrained by carbon emissions quotas. (3) Intensified low-carbon scenario mode.
Along with the thorough implementation of energy-conserved and emission-reducing policies and economic development pattern transformation towards three-low issues (low consumption, low emissions and low pollution), a low-carbon economy is well achieved by converted energy utilization patterns, enhanced energy efficiency, adjusted energy structures and so on. In this intensified mode, electricity demand is largely influenced by economic development, population growth, policy constraint and so forth.
Scenario Parameter Setting
In views of factor diversity and variability, there is a necessity to elaborate future development trend of electricity demand impact factors especially in a mid-and long term. Numerous factors are involved in China's electricity demand variation, such as economic development level, electricity price, population growth and policy constraint [24] [25] [26] [27] [28] [29] [30] [31] [32] . While considering the data availability and typicality, this paper merely took into account of gross domestic product (GDP), booming of the population and energy policy constraints (specifically explained in Section 2.3.3), described in Table 1 . (1) GDP. Here GDP is chosen to represent economic development level. According to deepening target released in the 18th national congress of the communist party of China [37] , GDP will double by 2020 with an annual growth rate at 7% roughly. Table 2 and Figure 2 illustrated GDP growth by 2020. (2) Population growth. Based on constraint conditions, population forecasting variables mainly adopted direct influential parameters, like birth rate, death rate and mobility ratio. Empirical model can be interpreted as:
where N t means gross population at t; is the population base at t = t 0 ; k denotes natural population growth rate; e is the base of natural logarithms (e = 2.718). In line with the stable natural population growth rate over 2009-2014, we assume k = 4.92‰. Besides, population base is set as gross population in 2014, namely =13.68.
Electricity Price
Due to inexhaustive electric power system reformation and an immature electricity market, electricity price is determined by governmental macroeconomic regulation rather than an open market. Thus electricity price is failed to be predicted and ignored.
Energy Policy
Policy on energy conservation and emission reduction have energetically affected China's electricity demand variation and provided a more explicit target. Here CO 2 emissions per GDP and energy consumption per GDP are picked as explained variables:
Energy consumption per GDP = Gross primary energy consumption ÷ GDP CO 2 emissions of primary energy at i =Primary energy consumption at i ×CO 2 emissions factor where primary energy includes coal, oil, natural gas and nuclear power, hydropower, wind power and so on; According to the National Development and Reform Commission Energy Research Institute in 2003, CO 2 emission factors of coal, oil, natural gas, nuclear power, hydropower and wind power are separately 0.7476, 0.582 5, 0.443 5, 0, 0 and 0 [38] . From the requirements of the 13th Five Year Plan [39] , up to 2020, CO 2 emissions per GDP and energy consumption per GDP are reduced by 18% and 15% respectively. This study chooses the average value of 2015, namely CO 2 emissions per GDP at 3.6% and energy consumption per GDP at 3%, and then calculates their values in 2020, as Table 2 and Figure 2 .
Combination Forecasting Model of Electricity Demand Using GRD-IOWHA Operator
Regression Analysis
Multiple Linear Regression
Multiple linear regression, aiming at investigating the linear relationship between dependent variable and multiple independent variables, is written as below [40] :
where k is the quantity of explanatory variable; β j (j = 1,2, . . . ,k) means regression coefficient; ε denotes the random error after eliminating the effect of independent variables on Y. Stochastic equations can be expressed as Equation (3). Besides, if X is column full rank, ordinary least squares estimate could be adopted to Equation (3), boiled down to Equation (4):
Ridge Regression
Serious multicollinearity may lead to the failure of regression models, thus providing invalid results. Ridge regression has been exclusively used to eliminate multicollinearity by abandoning unbiasedness of least square method [41] . For the linear regression model in Equation (3), regressed parameter β can be transformed as [39] :
where k > 0 is ridge parameter. Varies greatly from various k, thus deeming as estimator clan. Estimator clan can be drawn by a portrait of along the k.
Extreme Learning Machine (ELM)
Different from a traditional feed forward neural network, ELM uses a non-iterative hidden layer, random selection of input weight and node and successive computed-output weight. ELM is aimed at achieving minimum training error. Excitation function G, having hidden layer N is interpreted as [28] :
where
T is the weight vector of hidden node i;
T means the weight vector of input node and output node; b i is polarization of node i; denotes hidden node quantity. For simplicity, Equation (6) is transformed as:
where H means output matrix of hidden layer. Output weight can be obtained from least square solution Equation (11) of Equation (10):
where H + is Moore-Penros generalized inverse matrix of .
IOWHA Operator
T means a weighted vector related to H w , and
By definition, H w points to induced ordered weighted harmonic averaging (IOWHA) operator [35] as Equation (12):
where u i is the induced value of a i ; u − index(i) denotes the subscript of u i . Weight coefficient w i has nothing to do with position and size of a i , but position of its induced value.
IOWHA Operator-Based Combination Forecasting Model
Among existence of m kinds of single forecasting models, we assume x it as the forecasting value of i at t and suppose l 1 ,l 2 , . . . ,l m as the weighted coefficient of single forecasting models in combination forecasting:
where a it means the forecasting accuracy of model i at t; i = 1,2, . . . ,m; t = 1,2, . . . ,N.
Taken forecasting accuracy a it as induced value of x it , assumed a 1t , x 1t , a 2t , x 2t , · · · , a mt , x mt as a two-dimensional array of m and arranged forecasting accuracy a 1t ,a 2t , . . . ,a mt , then Equation (14) is summarized, termed as IOWHA operator-based combination forecasting value by a 1t ,a 2t , . . . ,a mt :
In average combination forecasting, time series is processed by selecting reciprocal error for convenience. S, reciprocal error sum squares of IOWHA operator-based combination forecasting, is written in Equation (15) . Abridged weighting coefficient vector of single forecasting methods as, then we can transform Equation (15) into Equation (16) [5] :
e a−index(it) e a−index(jt) (15) where e a−index(it) =
GRD-IOWHA Operator-Based Combination Forecasting Model
IOWHA operator-based combination forecasting model, usually exploits reciprocal error sum of squares to reflect forecasting accuracy. While, reciprocal error sum of squares is easily influenced by outliers thus leading to error amplification. Regarding this, grey relation degree (GRD) is introduced to maintain robust forecasting.
Both sides of Equation (14) are handled by reciprocal like Equation (17):
Seen from Equation (17):
e t is assumed as the reciprocal error between combination forecasting value and actual value at t, therefore Equation (19) appears. We can call Equation (20) GRD of reciprocal series between single forecasting method forecasting values and real values of i. Likely, Equation (21) is named the GRD of reciprocal series between IOWHA operator-based forecasting value and real values of i.
where e it = 1/x t − 1/x it means the reciprocal errors between forecasting values and real values of i and ρ ∈ (0, 1) is the resolution coefficient, usually at 0.5. Based on Equation (19), GRD of reciprocal series between combination forecasting values and actual values, i.e., γ can be rewritten as below:
where γ is the function of weighting coefficient vector of single forecasting model, called γ(L). A higher γ, the more effective combination forecasting model will be. Hence, IOWHA operator-based combination forecasting model is summarized as:
Plugging into Equation (24) to perform GRD-IOWHA operator-based combination forecasting:
where during interval [N+1,N+2, . . . ,], the size of forecasting accuracy series a 1t ,a 2t ,. . . ,a mt , is determined by the distance to average fitting accuracy. In other words, the forecasting accuracy in interval N + k is substituted by average fitting accuracy 1/k · ∑ N t=N−k+1 a it of step k. Regression analysis is termed as RA, while grey relation degree and modified IOWHA operator is short for GRD-IOWHA operator. Thus far, based on modified GRD-IOWHA operator, combination forecasting modeling is constituted by multiple regression as well as ELM, and completely fulfilled. Referencing the achievements of Huang et al. [28] , this paper adopted the Matlab software to compile the ELM toolkit, together with the "Sigmoid function" to activate neurons in the hidden layer. The number of neurons of the hidden layer is set at 9. As for ELM forecasting in Table 3, data Referencing the achievements of Huang et al. [28] , this paper adopted the Matlab software to compile the ELM toolkit, together with the "Sigmoid function" to activate neurons in the hidden layer. The number of neurons of the hidden layer is set at 9. As for ELM forecasting in Table 3 , data covering 2000-2008 is plugged in for training and data in 2009-2014 to test the well-trained model; Then, single forecasting of China's electricity demand in 2015-2020 is carried out, as shown in Table 4 . 
Electricity Demand Forecasting in China
GRD-IOWHA Forecasting
Two single forecasting results are exploited to construct forecasting accuracy and relevant in sample interval, t = 1,2, . . . ,6. The IOWHA operator-based forecasting value is displayed as below: where l 1 and l 2 show weighting coefficients of two single forecasting models in combination forecasting.
With its direct substitution into Equation (23), the most effective weight coefficient of combination forecasting model is expressed as below with ρ = 0.5.
2675 Taking the average accuracy of former 6 as each single forecasting accuracy, we can obtain the combination forecasting results of China's electricity demand in baseline scenario covering 2015-2020, shown in Table 5 . In order to eliminate the multicollinearity of selected variables, the low-carbon scenario and intensified scenario necessarily employed ridge regression to achieve efficient fitting. Similarly, let GDP be x 1 , population be x 2 and CO 2 emissions per GDP be x 3 . Besides, take the logarithm term to remove variable heteroscedasticity. SPSS 20.0 software was used to conduct the ridge regression shown in 
Low-Carbon Scenario Forecasting
Forecasting of RA and ELM
In order to eliminate the multicollinearity of selected variables, the low-carbon scenario and intensified scenario necessarily employed ridge regression to achieve efficient fitting. Similarly, let GDP be x1, population be x2 and CO2 emissions per GDP be x3. Besides, take the logarithm term to remove variable heteroscedasticity. SPSS 20.0 software was used to conduct the ridge regression shown in Figures 4 and 5 . With utilization of the optimal tool in the Matlab software, the combination forecasting model shows the most powerful coefficient, are shown as below. Future electricity demand in China is predicted in Table 8 . Based on ridge trace, when K is nearly close to 0.2, all parameters tend to be stable; Even when K exceeds 0.2, the determined coefficient presents a stable declination without drastic fluctuation. Setting K = 0.2 and R 2 = 0.9623, the ridge regression model is fitted as follows: Likewise, let GDP be x1, population be x2 and CO2 emissions per GDP be x3, energy consumption per GDP be x4. Taking variables in logarithm terms, the ridge trace and K variation are displayed in Figures 6 and 7 . Based on ridge trace, when K is nearly close to 0.2, all parameters tend to be stable; Even when K exceeds 0.2, the determined coefficient presents a stable declination without drastic fluctuation. Setting K = 0.2 and R 2 = 0.9623, the ridge regression model is fitted as follows: Based on ridge trace, when K is nearly close to 0.2, all parameters tend to be stable; Even when K exceeds 0.2, the determined coefficient presents a stable declination without drastic fluctuation. Setting K = 0.2 and R 2 = 0.9623, the ridge regression model is fitted as follows:
In the significance level of α = 0.05, statistics F = 90.430 > F 0.05 (3,12) = 2.61 and each statistics T > t 0.05 (12) = 2.179 all demonstrated that the regressed model had passed through significance testing with a well-fitting level, as shown in Tables 9 and 10 . Also, like the previous scenario's parameter setting, test results and forecasting results of ELM method are shown here. Similar forecasting process to above-mentioned section, IOWHA operator-based combination forecasting results display as below: With utilization of optimal took it in Matlab software, combination forecasting model shows the most powerful coefficient, shown as below. Future electricity demand in China is predicted in Table 11 . 
Results and Discussions
Deduced from China's electricity demand forecasting results under various scenarios, further discussion is concluded from four perspectives.
(1) GRD-IOWHA operator-based combination forecasting model outperformed each single forecasting model notably. (2) The proposed GRD-IOWHA operator-based combination forecasting model predicts accurately and more truly than the basic IOWHA operator-based combination forecasting model [35] and the traditional combination forecasting (TCF) model [33] , namely each single forecasting model with unchanged weight coefficient. In order to compare typical combination forecasting models effectively, this section compares the measured IOWHA operator-based combination forecasting model and traditional combination models shown in Table 13 . According to the evaluating principle of forecasting effect, the following dimensions are selected as the evaluation index system, including RE, SSE, MSE, MAE, MAPE, MSPE. Concretely, only RE is used to reflect single forecasting model effect. Figure 9 illustrates electricity demand forecasting in 2009-2014 using GRD-IOWHA operator-based combination forecasting model, IOWHA operator-based combination forecasting model and traditional combination forecasting model separately:
Mean absolute error :
where x t denotes the actual demand value, presents the predicted value.
Compared with the other forecasting models, the proposed GRD-IOWHA operator-based combination forecasting model is rather close to actual values. From Figure 10 , under the distinguished scenario, the relative error value of the proposed GRD-IOWHA operator-based combination forecasting model is in much lower interval and fluctuates slightly, followed by IOWHA operator-based combination forecasting model or traditional combination forecasting model, worst in two single forecasting model. In a word, proposed GRD-IOWHA operator-based combination forecasting model perform more superiority in decreasing forecasting error fluctuation and risk of tech-economic decision making. Furthermore, Figure 11 demonstrates the overall forecasting evaluation result of various forecasting model, especially being satisfactory and optimal condition in index SSE, MSE, MAE and MAPE. Yet exceptional situations still exist, like lower SSE and MSE in a traditional forecasting model than the GRD-IOWHA operator-based combination forecasting model under intensified low-carbon scenario due to larger forecasting error caused by single forecasting models. In spite of this, the proposed combination forecasting model outperformed both in effectiveness and feasibility as a whole. (3) Low-carbon economy advancement contributes to augment electricity demand in China. Known from Figure 12 , electricity demand under energy restriction, i.e., low-carbon scenario and intensified low-carbon scenario, is greater than that under unrestricted energy use. Hence, China will strive to cut down the utilization of high-emission releasing resources, like coal, oil, natural gas and so on as well as explore the substituent effect of electricity. Under energy restriction circumstances, electricity demand in an unchanged energy efficiency scenario is higher than that of continually improved energy efficiency, thus emission-cutting emphasis lies in energy structure optimization and electricity demand increasing. However, if China initially promises a lower energy efficiency (energy consumption per GDP), like 15% declining by 2020 rather in 2015, pressure on China's electricity demand will be cut down tremendously. (4) A low-carbon economy causes a structural variation of electricity demand. Increasing electricity demand is mainly involved in renewable clean energy, like water power, nuclear power and wind power. With respect to a low-carbon scenario, i.e., unchanged energy efficiency, incremental 72.0263 million MW·h electricity demand is also chiefly centralized in renewable clean energy electricity demand compared with the baseline scenario. Despite the continuous effort on electricity structure adjustment and decreasing the ratio of coal power, the coal power ratio will not fall sharply for a time behind the reason of over-dependence on electricity and abundant coal resources. Illustrated in baseline scenario of Figure 13 , power generation is presumed to be 70% coal power ratio and 30% in water power, nuclear power and wind power, which accounts for 238.5022 million MW·h in 2020. Due to the constrained energy policy, under the unchanged energy efficiency situation, electricity demand from clean energy approaches nearly 2601.1011 million MW·h by 2020, which accounts for 32.72% of total electricity demand, while the coal power ratio decreased to 67.28%. Therefore, the low-carbon economy has affected both electricity demand and its structure variation. under the unchanged energy efficiency situation, electricity demand from clean energy approaches nearly 2601.1011 million MW·h by 2020, which accounts for 32.72% of total electricity demand, while the coal power ratio decreased to 67.28%. Therefore, the low-carbon economy has affected both electricity demand and its structure variation. 
Conclusions
In this study, a new framework of combination forecasting electricity demand model is characterized as follows: (1) Integration of a grey relation degree with an induced ordered weighted harmonic averaging operator to propose a new weight determination method of combination forecasting model on basis of forecasting accuracy as induced variables; (2) utilization of the proposed weight determination method to construct the optimal combination forecasting model based on an extreme learning machine forecasting model and multiple regression model; (3) three scenarios in line with realization level of various low-carbon economy targets and dynamic simulation of the effects of a low-carbon economy on future electricity demand.
Resultant findings are obtained and clarified in detail: (1) the grey relation degree of reciprocal series between proposed combination forecasting value and actual values is better than the single forecasting models studied in this paper and corresponds to an optimal combination forecasting model; (2) the proposed combination forecasting model outperformed and concentrated the advantages of some monomial forecasting models, especially in boosting the overall instability dramatically and providing reliable decision basis; (3) the energetic progress of a low-carbon economy causes an increase in electricity demand and the relevant structure adjustment of electricity demand, especially in the increasing demand of clean energy. Above all, this study is aimed at providing a reference for future power planning issues in China. 
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