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RESUMO
Nesta tese sa˜o desenvolvidos resultados de s´ıntese de controladores
fuzzy para a estabilizac¸a˜o local de sistemas na˜o lineares discretos no
tempo com atraso variante nos estados. Para a utilizac¸a˜o desses resulta-
dos e´ necessa´rio em um primeiro momento obter-se a representac¸a˜o por
modelos fuzzy dos sistemas na˜o lineares. Essa modelagem fuzzy pro-
porciona a obtenc¸a˜o de modelos fuzzy T-S que representam os sistemas
na˜o lineares de forma exata no interior de uma regia˜o no espac¸o de
estados, chamada de regia˜o de validade. As informac¸o˜es dessa regia˜o
de validade sa˜o levadas em considerac¸a˜o na etapa de projeto e, as-
sim, teˆm-se condic¸o˜es de estabilizac¸a˜o locais. Em consequeˆncia disso,
e´ proposta uma metodologia original para estimar regio˜es de estabili-
dade assinto´tica tais que as trajeto´rias dos sistemas na˜o lineares em
malha fechada iniciadas a partir de condic¸o˜es iniciais pertencentes a
essas regio˜es de estabilidade sejam assintoticamente esta´veis. Vale des-
tacar que na metodologia proposta e´ feito o desacoplamento do vetor
de condic¸o˜es iniciais e, dessa forma, trabalha-se na estimativa de duas
regio˜es: uma para tratar as condic¸o˜es iniciais em k = 0 e a outra para
lidar com as sequeˆncias de condic¸o˜es iniciais atrasadas. Para o desenvol-
vimento das condic¸o˜es de s´ıntese, utilizam-se candidatas a` func¸a˜o de
Lyapunov-Krasovskii (L-K) que sa˜o dependentes das func¸o˜es de per-
tineˆncia dos modelos fuzzy e sa˜o compostas de matrizes de Lyapunov
inversas. Ale´m disso, essas condic¸o˜es sa˜o propostas como desigualdades
matriciais lineares. Ressalta-se que sa˜o propostas treˆs leis de controle:
i) para a primeira realimentam-se o vetor de estados atual e o vetor
de estados afetado pelo atraso variante no tempo; ii) para a segunda
teˆm-se a realimentac¸a˜o do vetor de estados atual e do vetor de estados
afetado pelo atraso ma´ximo; e iii) para a u´ltima calculam-se ganhos
de realimentac¸a˜o de todos os vetores de estados. Comparac¸o˜es entre os
resultados originais desenvolvidos e condic¸o˜es encontradas na literatura
sa˜o realizadas por meio de exemplos nume´ricos. Vale destacar tambe´m
que uma extensa˜o do resultado referente a` primeira lei de controle e´
apresentada, na qual sintetizam-se controladores fuzzy T-S para esta-
bilizac¸a˜o local no sentido ℓ2 de sistemas na˜o lineares discretos no tempo
com atraso nos estados afetados por um sinal de perturbac¸a˜o ℓ2.
Palavras-chave: Sistemas na˜o lineares discretos no tempo com atraso
nos estados. Func¸a˜o fuzzy de Lyapunov-Krasovskii. Desigualdades
Matriciais Lineares.
ABSTRACT
This thesis proposes design conditions for Takagi-Sugeno (T-S) fuzzy
controllers guaranteeing local stabilization of nonlinear discrete time
systems with time-varying delay in the states. To use this results, in
a first moment it is necessary to obtain a representation fuzzy models
of the nonlinear systems. This modeling provides T-S fuzzy models
that represent the nonlinear systems of exact form inside of a region
in the states space, called region of validity. The informations about
this region of validity are taken into account in the conditions of local
stabilization. In consequence, we propose an original methodology to
estimate regions of asymptotic stability such that the trajectories of
the the closed-loop nonlinear systems initialized from initial conditi-
ons belonging to this region of stability are asymptotically stable. We
highlight that the proposed methodology is done by the decoupling of
vector initial conditions, therefore, we work on the estimation of two
regions: one to treat the initial conditions in k = 0 and other to deal
with sequences of delayed initial conditions. For the synthesis conditi-
ons development, we use Lyapunov-Krasovskii (L-K) fuzzy candidates
that are membership functions dependents and are composed of Lya-
punov matrices inverse. Furthermore, these conditions are proposed
as linear matrix inequalities. We highlight that the proposed control
laws have differences, which: i) for one these control laws feedback the
current states vector and the affected states vector by the time-varying
delay; ii) for the other control law, we have feedback of current states
vector and affected states vector by the maximum delay; and iii) the
last control law we compute feedback gains of all the states vectors.
The comparisons among the original results development and conditi-
ons found in the literature are realized from numerical examples. We
also highlight that an extension about the result referent to the con-
trol law that feedbacks current the states vector and affected the states
vector by the time-varying delay is shown, which we design T-S fuzzy
controllers for local stabilization in ℓ2 sense of nonlinear discrete time
systems with time-varying delay in the states affected by perturbation
signals ℓ2.
Keywords: Nonlinear discrete time systems with time-varying delay
in the states. Lyapunov-Krasovskii fuzzy function. Linear matrix ine-
qualities.
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⊂(⊆) Subconjunto (Subconjunto ou igual)
∈ Pertence
∀ Para todo
R Conjunto dos nu´meros reais
Z Conjunto dos nu´meros inteiros
N Conjunto dos nu´meros Naturais
N
∗ Conjunto dos nu´meros exceto o zero
R
n Vetor real de dimensa˜o n
R
n×m Matriz real de dimensa˜o n×m
Ej j-e´simo subespac¸o de vetores que pertencem a uma
sequeˆncia Rn, ou seja, Ej ⊆ R
n
Eφ Espac¸o de sequeˆncias em que o elemento desse espac¸o
e´ euclidiano, ou seja, Eφ = E1 × E2 × · · · × Ed, Ej ⊆ R
n
Eϕ Espac¸o de sequeˆncias definido como Eϕ = Eφ × Ed+1,
com Ed+1 ⊆ R
n
xk Vetor de estados no instante k
xi,k i-e´simo elemento do vetor xk
d Atraso do sistema, d ∈ N∗
φd,k Sequeˆncia de vetores de estados atrasados, ou seja,
φd,k = {xk−d, . . . , xk−1} ∈ Eφ
[φd,k]j j-e´simo elemento de φd,k: [φd,k]j = xk+j−(d+1) ∈ Ej ,
j ∈ I[1, d]
ϕd,k Condic¸a˜o inicial de um sistema com atrasos no instante
k, definido com a sequeˆncia ϕd,k = {φd,k, xk} ∈ Eϕ
[ϕd,k]j j-e´simo elemento de ϕd,k: [ϕd,k]j = xk+j−(d+1) ∈ Ej ,
j ∈ I[1, d+ 1]
X(i) i-e´sima linha da matriz X
AT (aT ) Matriz(vetor) transposta(o) de A(a)
A−1 Matriz inversa de A
‖A‖ Norma euclidiana da matriz A
A > B Para duas matrizes, A−B e´ definida positiva
A ≥ B Para duas matrizes, A−B e´ semi-definida positiva
diag{A,B} Matriz bloco diagonal, com os blocos diagonais princi-
pais A e B
I (0) Matrix identidade (nula) com dimenso˜es apropriadas
⋆ Indica bloco sime´trico nas LMIs
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1 INTRODUC¸A˜O
Nas duas u´ltimas de´cadas, a comunidade de sistemas de controle
tem vivenciado o desenvolvimento e a aplicac¸a˜o de te´cnicas fuzzy para o
projeto de sistemas de controle na˜o lineares. Em particular, as te´cnicas
baseadas no modelo de Takagi-Sugeno (T-S) teˆm recebido especial
atenc¸a˜o, pois e´ um tipo de modelagem que permite representar, seja de
forma exata, seja de forma aproximada, o sistema na˜o linear a controlar.
Um modelo fuzzy T-S descreve um sistema na˜o linear por um
conjunto de regras fuzzy SE-ENTA˜O na forma de modelos locais linea-
res ou afins, que sa˜o conectados pela func¸a˜o de pertineˆncia fuzzy (GAO
et al., 2012; FENG, 2009). Essa func¸a˜o de pertineˆncia pode possuir treˆs
tipos de dependeˆncia: do tempo, dos estados ou das entradas do sis-
tema. A partir da func¸a˜o de pertineˆncia, sa˜o calculados os paraˆmetros
que fazem a interpolac¸a˜o dos modelos locais lineares ou afins. Por-
tanto, um modelo fuzzy T-S representa uma classe de sistemas com
paraˆmetros variantes. Isso resulta em uma estrutura com grandes van-
tagens na ana´lise de estabilidade e na sintonia de controladores para
sistemas de controle fuzzy, pois permite utilizar e desenvolver ferra-
mentas de ana´lise e s´ıntese baseando-se na teoria de estabilidade de
Lyapunov de sistemas lineares e de sistemas lineares com paraˆmetros
variantes (LPV) , por exemplo.
O modelo fuzzy T-S pode descrever o sistema original na˜o linear
de forma exata ou aproximada. Para o me´todo de representac¸a˜o exata
sa˜o necessa´rios 2p modelos locais, em que “p” representa o nu´mero de
“premissas” do modelo fuzzy T-S e a func¸a˜o de pertineˆncia e´ obtida
diretamente do sistema na˜o linear original. Por esse ser o me´todo utili-
zado nesta tese para a obtenc¸a˜o de modelos fuzzy T-S, ele e´ abordado
com mais detalhes no Cap´ıtulo 2. Para o me´todo de representac¸a˜o
aproximada, uma das formas de se trabalhar e´ a apresentada em (TEI-
XEIRA; ZAK, 1999), em que para cada ponto de operac¸a˜o considerado,
obte´m-se um modelo linear aproximado e a func¸a˜o de pertineˆncia e´, em
geral, estimada a partir do comportamento dinaˆmico do sistema na˜o
linear original. O nu´mero de regras fuzzy nesse caso esta´ diretamente
relacionado ao nu´mero de pontos de operac¸a˜o considerados e, assim,
esse nu´mero de regras influencia diretamente na precisa˜o do modelo
fuzzy T-S, ou seja, quanto maior o nu´mero de pontos de operac¸a˜o, me-
nor o erro de aproximac¸a˜o entre o sistema na˜o linear e o modelo T-S.
Dessa forma, o uso reduzido de regras pode influenciar seriamente no
desempenho ou, ate´ mesmo, causar instabilidade no sistema na˜o linear
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em malha fechada com controlador fuzzy. Uma discussa˜o esclarece-
dora sobre modelagem fuzzy e´ realizada em (GUERRA; KRUSZEWSKI;
LAUBER, 2009).
A modelagem fuzzy T-S permite na˜o apenas considerar a classe
de sistemas na˜o lineares discretos no tempo xk+1 = f(xk)xk+g(xk)uk,
em que f(·) e g(·) sa˜o func¸o˜es dos estados, como tambe´m levar em
considerac¸a˜o outros tipos de sistemas e, em especial, os na˜o linea-
res discretos no tempo com atraso nos estados, sendo esses o objeto
de pesquisa abordados nesta tese. Vale salientar que o atraso se faz
presente em va´rios sistemas reais como, por exemplo, em processos
qu´ımicos, te´rmicos e sistemas de comunicac¸a˜o. A presenc¸a do atraso
pode causar deteriorac¸a˜o da performance ou, ate´ mesmo, perda da es-
tabilidade do sistema de controle. Esse tema tambe´m vem recebendo
bastante atenc¸a˜o da comunidade cient´ıfica. Uma das formas de tratar
a estabilidade e desempenho frente ao atraso e´ a partir de func¸o˜es de
Lyapunov-Krasovskii (L-K) (NICULESCU, 2001) (RICHARD, 2003), para
o caso discreto no tempo, sendo que essas sa˜o uma extensa˜o da func¸a˜o
de Lyapunov para o caso sem atraso.
E´ interessante destacar que, por construc¸a˜o, um modelo fuzzy
T-S pode representar de forma exata o sistema na˜o linear a ser con-
trolado num domı´nio de operac¸a˜o restrito no espac¸o de estados. Essa
caracter´ıstica se torna bastante relevante quando se tem interesse em
aplicac¸o˜es pra´ticas, visto que muitas plantas f´ısicas podem ser represen-
tadas por sistemas na˜o lineares com restric¸o˜es nas varia´veis de estados
devido a, por exemplo, condic¸o˜es seguras de operac¸a˜o e/ou restric¸o˜es
f´ısicas das pro´prias plantas. Por convenieˆncia, o domı´nio de operac¸a˜o
pode ser escolhido de acordo com as restric¸o˜es citadas. Vale ressaltar
que sa˜o poucos os autores que propoem resultados em que restric¸o˜es dos
sistemas na˜o lineares a controlar e a representac¸a˜o local exata desses
sistemas por modelos fuzzy T-S sa˜o levadas em considerac¸a˜o.
Ao se considerar o domı´nio de operac¸a˜o na representac¸a˜o de
um sistema na˜o linear via modelo fuzzy T-S, deve-se estar ciente que
nesse caso trabalha-se com o conceito de estabilidade local e, em con-
sequeˆncia, com a definic¸a˜o de conjuntos contrativos. A noc¸a˜o de con-
juntos contrativos e´ ba´sica para determinar regio˜es de estabilidade as-
sinto´tica para um dado sistema na˜o linear. Para o caso sem atraso,
a determinac¸a˜o das regio˜es de estabilidade assinto´tica associada a um
sistema na˜o linear e´ realizada via func¸o˜es de Lyapunov. Dessa forma,
sa˜o encontradas regio˜es em que condic¸o˜es iniciais admiss´ıveis geram
trajeto´rias que convergem assintoticamente para a origem (GOMES DA
SILVA JR. et al., 2014).
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No contexto de sistemas na˜o lineares com atraso, ao se levar
em considerac¸a˜o a regia˜o de validade do modelo fuzzy T-S, trabalha-
se tambe´m com os conjuntos contrativos e com a determinac¸a˜o de
regio˜es de estabilidade, como no caso de sistemas na˜o lineares sem
atraso. Pore´m, para o caso com atraso e´ necessa´rio um tratamento
para o vetor de condic¸o˜es iniciais, que engloba tanto os estados no ins-
tante de amostragem inicial quanto os estados atrasados. Isso dificulta
a determinac¸a˜o de regio˜es de estabilidade, ale´m de proporcionar re-
sultados conservadores do ponto de vista de tamanho dessas regio˜es.
Dessa forma, faz-se necessa´rio um investimento no desenvolvimento de
me´todos menos conservadores de determinar regio˜es de estabilidade
para sistemas de controle na˜o lineares com atraso. Uma forma de de-
terminar essas regio˜es e´ a partir de func¸o˜es de Lyapunov-Krasoviskii
(L-K), utilizada neste documento de tese.
1.1 MOTIVAC¸A˜O E JUSTIFICATIVA
Levando-se em considerac¸a˜o a discussa˜o realizada ate´ o momento,
observa-se que um cuidado a ser tomado ao se trabalhar com sistemas
na˜o lineares representados por modelos fuzzy T-S se refere a` validade
local destes ao representarem aqueles. Essa validade do modelo fuzzy
T-S pode estar vinculada a limitac¸o˜es da planta em que foi obtido o
sistema na˜o linear ou, ate´ mesmo, ser imposic¸a˜o do pro´prio me´todo de
modelagem fuzzy T-S utilizado. Isso leva a que, em muitas situac¸o˜es,
na˜o se pode ter uma representac¸a˜o exata do sistema na˜o linear via mo-
delo fuzzy T-S em todo o espac¸o de estados. Diante disso, resultados
obtidos de ana´lise de estabilidade e de s´ıntese de controladores podem
na˜o representar de fato caracter´ısticas do sistema na˜o linear quando as
trajeto´rias desse excursionam fora da regia˜o de validade. Dessa forma,
percebe-se que se faz necessa´ria a realizac¸a˜o de pesquisa com o objetivo
de desenvolver condic¸o˜es de ana´lise de estabilidade e de s´ıntese de con-
troladores em que o domı´nio de operac¸a˜o seja levado em considerac¸a˜o
e, assim, seja poss´ıvel estimar regio˜es de estabilidade.
Na literatura de sistemas lineares com atraso nos estados e com
saturac¸a˜o do atuador, o ca´lculo da regia˜o de estabilidade ja´ e´ consa-
grado. Diante disso, pode-se estender a metodologia utilizada para ob-
tenc¸a˜o de resultados para esses sistemas com saturac¸a˜o do atuador para
modelos fuzzy T-S locais. Pore´m, analisando os resultados encontrados
na literatura, percebe-se que os mesmos sa˜o bastante conservadores do
ponto de vista de tamanho das regio˜es de estabilidade estimadas. Por-
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tanto, o desenvolvimento de me´todos de caracterizac¸a˜o da regia˜o de
estabilidade mais especializados que fornec¸am resultados menos con-
servadores, ou seja, regio˜es de estabilidade mais pro´ximas das regio˜es
de atrac¸a˜o se faz necessa´rio.
1.2 ESTADO-DA-ARTE DA LITERATURA CIENTI´FICA
Nesta sec¸a˜o e´ apresentada uma revisa˜o bibliogra´fica, na qual, faz-
se, primeiramente, uma contextualizac¸a˜o do uso da modelagem fuzzy
T-S. Em seguida, aborda-se o tema de sistemas com atraso nos estados.
Apo´s, comentam-se alguns resultados recentes que utilizam modelos
fuzzy T-S com atraso nos estados. Na sequeˆncia, apresenta-se uma
justificativa para o uso do domı´nio de operac¸a˜o e trata-se tambe´m de
resultados de estabilidade local para sistemas com saturac¸a˜o, sendo que
alguns conceitos que sa˜o comumente utilizados nesse domı´nio sa˜o de
interesse e podem ser adaptados para a classe de sistemas na˜o lineares
representados por modelos fuzzy T-S. Por u´ltimo, sa˜o apresentados
alguns artigos que ja´ tratam a representac¸a˜o exata de um sistema na˜o
linear por modelos fuzzy T-S.
As te´cnicas fuzzy teˆm sido largamente utilizadas com sucesso na
modelagem de sistemas na˜o lineares e em controle. Dentre as abor-
dagens de controle fuzzy baseadas em modelo, o modelo fuzzy Takagi-
Sugeno (T-S), proposto em (TAKAGI; SUGENO, 1985), e´ um dos mais
populares e convenientes para tratar sistemas com na˜o linearidades
complexas. Existem muitas aplicac¸o˜es de sucesso na s´ıntese de contro-
ladores, como pode ser visto em (WU et al., 2010), (DONG; YANG, 2011)
e (LEE; PARK; JOO, 2011). Nos artigos (ZHANG et al., 2011) e (SUNG et
al., 2012) e´ levado em considerac¸a˜o que os sistemas apresentam incer-
tezas limitadas em norma. Para exemplificar a versatilidade da mode-
lagem fuzzy T-S, cita-se (KHAIRY; ELSHAFEI; EMARA, 2010) que trata
do controle preditivo a partir de modelos fuzzy T-S e (ZHANG; SHI; XIA,
2010), que aborda a estrate´gia de controle sliding-mode com a mode-
lagem fuzzy T-S. Nesse u´ltimo, tambe´m sa˜o levadas em considerac¸a˜o
incertezas no sistema limitadas em norma.
Sistemas dinaˆmicos com atraso sa˜o comuns em processos indus-
triais, especialmente quando ha´ a transfereˆncia de massa, energia e/ou
informac¸a˜o. O resultado disso e´ a frequente deteriorac¸a˜o da perfor-
mance, assim como a perda de estabilidade de sistemas de controle,
caso o atraso presente na malha de controle na˜o seja devidamente le-
vado em considerac¸a˜o durante o projeto do controlador (CALDEIRA et
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al., 2011; GOMES DA SILVA JR.; LEITE, 2007; NICULESCU, 2001). Diante
disso, nos u´ltimos anos, sistemas com atraso veˆm ganhando destaque
na literatura especializada. Trabalhos tratando de condic¸o˜es de ana´lise
de estabilidade e de s´ıntese de controladores que estabilizam os siste-
mas com atraso sa˜o um exemplo disso, como pode ser visto em (HAO;
ZHAO, 2010), (LIU et al., 2010), (LEITE; MIRANDA, 2008) e (RICHARD,
2003). Vale destacar o trabalho (HETEL; DAAFOUZ; IUNG, 2008), em
que sistemas na˜o lineares discretos no tempo e com atraso nos estados
sa˜o representados por sistemas aumentados chaveados, sendo a lei de
chaveamento determinada pela dinaˆmica do atraso. A partir disso, for-
mulac¸o˜es obtidas para sistemas sem atraso podem ser adaptadas para
tratar os referidos sistemas aumentados chaveados.
Recentemente, o controle de sistemas fuzzy T-S com atraso tem
sido rigorosamente estudado. Diante disso, o problema de ana´lise de
estabilidade de modelos fuzzy T-S e s´ıntese de controladores fuzzy T-S
sem levar em considerac¸a˜o um crite´rio de desempenho tem sido abor-
dado, como pode ser observado em (GAO; LIU; LAM, 2009), (GASSARA;
HAJJAJI; CHAABANE, 2010), (MOZELLI; SOUZA; PALHARES, 2011), (WU
et al., 2011a), (WU et al., 2011b) e (WU et al., 2013). O objetivo dos pes-
quisadores nesse ponto e´ o desenvolvimento de condic¸o˜es menos con-
servadoras na obtenc¸a˜o de soluc¸o˜es fact´ıveis.
Ha´ um esforc¸o grande, tambe´m, no desenvolvimento de condic¸o˜es
que tratam sistemas na˜o lineares com atraso nos estados com per-
turbac¸a˜o representados por modelos fuzzy T-S. A partir disso, nessas
condic¸o˜es, algum crite´rio de desempenho e´ levado em considerac¸a˜o. A
partir do estudo de artigos recentes, verificou-se que o crite´rio utilizado
amplamente e´ o de garantia do custo H∞, como pode ser visto em
(KIM, 2010), (XIA; LI; LI, 2012) e (ZHANG; ZHONG; DANG, 2012). En-
tretanto, em (CHIU; CHIANG, 2009), (CHEN et al., 2009), (PENG; YUE;
TIAN, 2009), (TIAN; YUE; ZHANG, 2009) e (ZHANG; XU, 2009) ale´m do
problema da garantia do custo H∞, leva-se em considerac¸a˜o que os
sistemas apresentam incertezas limitadas em norma.
Em todos os artigos abordados nos dois u´ltimos para´grafos foram
utilizadas te´cnicas de tipo Lyapunov-Krasovskii (L-K) para obtenc¸a˜o
de condic¸o˜es de ana´lise de estabilidade e s´ıntese de controladores fuzzy
T-S, sendo que essas condic¸o˜es sa˜o dependentes do atraso, e os atrasos
sa˜o variantes no tempo. Com isso, observa-se que o foco de estudos
da comunidade acadeˆmica esta´ em desenvolver condic¸o˜es dependentes
do atraso. Isso pode ser justificado pelo fato de essas condic¸o˜es serem
geralmente menos conservadoras que as condic¸o˜es independentes do
atraso. Para citar, em (ZHANG; DANG, 2008) e (ZHANG; LU; ZHENG,
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2008) as condic¸o˜es propostas sa˜o independentes do atraso, sendo que
os sistemas abordados por esses dois artigos sa˜o sistemas discretos no
tempo fuzzy T-S com atraso constante nos estados.
Uma caracter´ıstica importante do modelo fuzzy T-S e´ a possibi-
lidade de representar de forma exata o sistema na˜o linear original no in-
terior de uma regia˜o do espac¸o de estados. Uma das formas de obtenc¸a˜o
do modelo fuzzy T-S exato e´ a partir dos valores ma´ximos e mı´nimos
das func¸o˜es na˜o lineares que compo˜em o sistema na˜o linear original. Por
esse motivo, o modelo fuzzy representa de forma exata o sistema na˜o li-
near somente no interior da regia˜o de validade que esta´ relacionada aos
mencionados valores ma´ximos e mı´nimos das func¸o˜es na˜o lineares. Isso
esta´ apresentado com mais detalhes no Cap´ıtulo 2. Um fato importante
e´ que no interior dessa regia˜o de validade preserva-se a convexidade do
modelo fuzzy T-S. A escolha dessa regia˜o pode ser feita levando em
considerac¸a˜o limitac¸o˜es f´ısicas presentes no domı´nio de operac¸a˜o da
planta. Nota-se, entretanto, que essa regia˜o de validade do modelo
T-S, em relac¸a˜o ao sistema na˜o linear a ser controlado, na˜o tem sido
levada em considerac¸a˜o na grande maioria dos trabalhos que tratam
do controle de sistemas na˜o lineares utilizando a modelagem fuzzy T-S,
como pode ser observado em (PARK; LEE; CHOI, 2003), (VIANA; LEITE;
MIRANDA, 2010), (WU; LI, 2007), (WU, 2006), (YANG; YANG, 2012),
(ZHANG; LU; ZHENG, 2008), (TOGNETTI; OLIVEIRA, 2010), (MOZELLI;
SOUZA; PALHARES, 2011), (ANDREA et al., 2008), (CHOI, 2010), (GAS-
SARA; HAJJAJI; CHAABANE, 2010),(YANG; YANG, 2012) e (WU et al.,
2011a), nas refereˆncias desses artigos e nos artigos citados no para´grafo
anterior. Portanto, as leis de controle sintetizadas nessas refereˆncias
se aplicadas em plantas f´ısicas, podem fazer com que estados saturem.
Ale´m disso, existe a possibilidade do controlador operar em condic¸o˜es
na˜o convexas, o que representa uma fonte importante de degradac¸a˜o
de desempenho, ou mesmo de instabilidade no controle.
O problema de estabilizac¸a˜o local e´ bastante estudado em sis-
temas com saturac¸a˜o, no qual ha´ esforc¸os em estimar regio˜es mais
pro´ximas poss´ıveis da regia˜o de atrac¸a˜o de sistemas em malha fechada,
como pode ser visto em (HU; LIN, 2001), (TARBOURIECH et al., 2011),
(GOMES DA SILVA JR. et al., 2014) e (OLIVEIRA et al., 2013). A regia˜o
de atrac¸a˜o consiste de uma a´rea na qual condic¸o˜es iniciais admiss´ıveis
geram trajeto´rias que convergem assintoticamente para a origem. Por-
tanto, o objetivo do projeto e´ estimar regio˜es de condic¸o˜es iniciais ad-
miss´ıveis, nomeadas regio˜es de estabilidade assinto´tica, mais pro´ximas
poss´ıveis da regia˜o de atrac¸a˜o.
De acordo com (TARBOURIECH et al., 2011), a caracterizac¸a˜o
33
exata da regia˜o de atrac¸a˜o na˜o e´ uma tarefa simples. Ale´m disso, as
te´cnicas utilizadas para a estimac¸a˜o de regio˜es de estabilidade mostram-
se bastante conservadoras. Dessa forma, sa˜o necessa´rios esforc¸os para
o desenvolvimento de estrate´gias eficientes de computar boas apro-
ximac¸o˜es para a regia˜o de atrac¸a˜o, como propo˜e (LEE; JOO, 2011).
No escopo de sistemas fuzzy T-S ja´ existem trabalhos em que a
regia˜o de validade, assim como o ca´lculo da regia˜o de estabilidade, sa˜o
levados em considerac¸a˜o. Exemplo disso pode ser visto em (PITARCH
et al., 2010) e (PAN et al., 2012) para sistemas cont´ınuos no tempo, em
(KLUG; CASTELAN, 2012), (KLUG et al., 2015) e (ARIN˜O et al., 2014)
para sistemas discretos no tempo, sendo todos os casos sem atraso, e
em (SILVA et al., 2012) para sistemas discretos no tempo com atraso
variante nos estados. Nesse u´ltimo artigo, o problema de otimizac¸a˜o
que maximiza a regia˜o de estabilidade mostra-se bastante conservador.
Uma justificativa para isso e´ o fato dessa regia˜o ser computada via
uma hiperesfera associada geralmente a uma norma euclidiana. Dessa
forma, essa regia˜o fica limitada pelo eixo menor do elipsoide formado
pelas matrizes da func¸a˜o L-K. Ja´ em (SILVA et al., 2014c) a forma de
caracterizar a regia˜o de estabilidade proporciona resultados bem me-
nos conservadores do ponto de vista de tamanho dessa regia˜o. Essa
forma de caracterizac¸a˜o da regia˜o de estabilidade e´ um dos resultados
apresentados nesta tese.
1.3 OBJETIVOS DE PESQUISA
Conforme estabelecido na justificativa, na˜o se leva em consi-
derac¸a˜o informac¸o˜es sobre a regia˜o de validade dos modelos fuzzy T-S
para o estudo da estabilidade, tem-se enta˜o por objetivo geral desta
tese demonstrar a importaˆncia de se considerar a regia˜o de validade em
ferramentas de ana´lise de estabilidade e s´ıntese de controladores, apli-
cadas a sistemas na˜o lineares com atraso nos estados representados por
modelos fuzzy T-S. Ale´m disso, desenvolver algoritmos para a s´ıntese
de leis de controle para sistemas na˜o lineares com atraso nos estados,
representados por modelos fuzzy T-S, sendo levada em considerac¸a˜o
a validade local desses modelos fuzzy T-S, assim como a presenc¸a de
perturbac¸o˜es externas.
Enfatiza-se que no presente trabalho na˜o sa˜o investigadas te´cnicas
de discretizac¸a˜o de sistemas na˜o lineares cont´ınuos no tempo com atraso
variante nos estados. Diante disso, as simulac¸o˜es nume´ricas desenvol-
vidas em exemplos foram realizadas diretamente a partir de sistemas
34
na˜o lineares discretos no tempo com atraso variante nos estados.
Para alcanc¸ar eˆxito no objetivo geral, sa˜o apresentados os obje-
tivos espec´ıficos:
• analisar o efeito do atraso na estimativa de regio˜es de estabilidade
assinto´tica do sistema na˜o linear discreto no tempo controlado e
desenvolver formas de estimar essas regio˜es de estabilidade menos
conservadoras do que as te´cnicas ja´ existentes na literatura, de
tal forma a aproxima´-las do domı´nio de atrac¸a˜o real do sistema
na˜o linear controlado;
• desenvolver condic¸o˜es de s´ıntese de controladores fuzzy T-S para
estabilizar sistemas na˜o lineares com atraso representados por mo-
delos fuzzy T-S com atraso, levando-se em considerac¸a˜o a regia˜o
de validade, com a maximizac¸a˜o de regio˜es de estabilidade;
• desenvolver condic¸o˜es de s´ıntese de controladores para sistemas
na˜o lineares com atraso nos estados e afetados por perturbac¸o˜es
de energia limitada representados por modelos fuzzy T-S com
atraso, levando-se em considerac¸a˜o a regia˜o de validade, com es-
timac¸a˜o de regio˜es positivamente invariantes; e
• desenvolver condic¸o˜es de s´ıntese de controladores fuzzy T-S para
estabilizar sistemas na˜o lineares discretos no tempo com atraso
variante nos estados representados por modelos fuzzy T-S aumen-
tados e chaveados livres de atraso, levando-se em considerac¸a˜o a
regia˜o de validade e com a maximizac¸a˜o da regia˜o de estabilidade.
Para a obtenc¸a˜o dessas condic¸o˜es e´ utilizada a caracterizac¸a˜o de
sistemas lineares discretos no tempo com atraso variante nos es-
tados por sistemas de estados aumentados discretos no tempo
proposta em (HETEL; DAAFOUZ; IUNG, 2008).
1.4 METODOLOGIA
A metodologia de pesquisa utilizada baseou-se a princ´ıpio em
uma revisa˜o bibliogra´fica sobre sistemas na˜o lineares discretos no tempo
com atraso nos estados, modelagem fuzzy T-S, sistemas com saturac¸a˜o
dos atuadores, crite´rio de desempenho custo H∞ e conjuntos contra-
tivos. O me´todo utilizado para a obtenc¸a˜o dos modelos fuzzy T-S
constitui-se da modelagem generalizada proposta em (TANIGUCHI et
al., 2001). Ja´ para o desenvolvimento das condic¸o˜es propostas foram
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utilizadas as ferramentas de complemento de Schur, lema da projec¸a˜o,
condic¸a˜o de setor modificado e o procedimento S.
As condic¸o˜es obtidas foram baseadas em func¸o˜es de Lyapunov-
Krasosvskii e escritas como desigualdades matriciais lineares (LMIs, do
ingleˆs linear matrix inequalities) . Os resultados, avaliac¸o˜es e discusso˜es
sa˜o baseadas em simulac¸o˜es computacionais, que foram realizadas com
o uso do software (Matlabr) e o solver SeDuMi, a partir de modelos
que descrevem sistemas reais e acadeˆmicos. Os resultados sa˜o compa-
rados com trabalhos similares presentes na literatura.
1.5 ORGANIZAC¸A˜O DO TRABALHO
Este documento esta´ organizado da seguinte forma: no Cap´ıtulo
2 e´ feita uma introduc¸a˜o sobre modelos fuzzy T-S. Ainda nesse cap´ıtulo,
uma breve introduc¸a˜o de modelagem fuzzy T-S para sistemas com
atraso e´ realizada, ale´m de um estudo sobre a importaˆncia de se le-
var em considerac¸a˜o a validade local de um modelo fuzzy T-S. Com
isso, conceitos de regia˜o de atrac¸a˜o e regio˜es de estabilidade foram
inclu´ıdos. No Cap´ıtulo 3 sa˜o desenvolvidas condic¸o˜es de s´ıntese de con-
troladores fuzzy T-S que estabilizam localmente sistemas na˜o lineares a
controlar. Essas condic¸o˜es teˆm relac¸a˜o direta com o artigo (SILVA et al.,
2014c) e relac¸a˜o indireta com os trabalhos (SILVA et al., 2012), (SILVA
et al., 2014a) e (SILVA et al., 2014d). Ale´m disso, nesse mesmo cap´ıtulo
sa˜o apresentadas condic¸o˜es de s´ıntese de controladores fuzzy T-S para
estabilizac¸a˜o local ℓ2 de sistemas na˜o lineares discretos no tempo com
atraso variante nos estados e afetados por sinais de perturbac¸o˜es limita-
das em energia. No Cap´ıtulo 4, condic¸o˜es de estabilizac¸a˜o em que a lei
de controle e´ a realimentac¸a˜o dos estados atuais e os estados afetados
com o atraso ma´ximo sa˜o desenvolvidas. Um resultado preliminar des-
sas condic¸o˜es pode ser visto em (SILVA et al., 2014b), em que o atraso do
sistema na˜o linear e´ fixo, pore´m incerto. No Cap´ıtulo 5, resultados uti-
lizando a caracterizac¸a˜o dos modelos fuzzy T-S discretos no tempo com
atraso nos estados por modelos fuzzy T-S discretos no tempo de esta-
dos aumentados e chaveados sa˜o apresentados. E por fim, no Cap´ıtulo
6 sa˜o apresentadas as concluso˜es gerais do trabalho de doutorado e as
propostas de trabalhos futuros.
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2 MODELAGEM FUZZY T-S E SISTEMAS NA˜O
LINEARES COM ATRASO NOS ESTADOS
2.1 INTRODUC¸A˜O
O controle fuzzy T-S baseado em modelo foi proposto em (TA-
KAGI; SUGENO, 1985). Basicamente, esse modelo e´ formado por um
conjunto de regras fuzzy que descrevem o sistema na˜o linear original
em termos de um conjunto de modelos locais lineares que sa˜o conecta-
dos pelas func¸o˜es de pertineˆncia fuzzy (FENG, 2009).
A construc¸a˜o de um modelo fuzzy representa um procedimento
ba´sico para trabalhar-se na s´ıntese de controladores fuzzy T-S. A im-
plementac¸a˜o desses controladores fuzzy nos sistemas na˜o lineares origi-
nais deve proporcionar sistemas de controle resultantes com dinaˆmicas
desejadas, com garantia de estabilidade, minimizac¸a˜o do efeito de per-
turbac¸o˜es em relac¸a˜o aos estados e a`(s) sa´ıda(s), entre outros requesitos.
Em geral, existem duas abordagens para construc¸a˜o de modelos
fuzzy (TANAKA; WANG, 2001):
1. Identificac¸a˜o do sistema utilizando dados de entrada-sa´ıda; e
2. Uso de equac¸o˜es na˜o lineares que modelam o sistema de interesse.
Para o primeiro caso, a metodologia utilizada consiste de duas partes:
(i) identificac¸a˜o da estrutura e (ii) identificac¸a˜o dos paraˆmetros. A
identificac¸a˜o de modelos fuzzy e´ adequada para plantas que na˜o podem
ou sa˜o muito dif´ıceis de serem representadas por modelos anal´ıticos ou
f´ısicos (TANAKA; WANG, 2001), (FENG, 2009). Por outro lado, modelos
dinaˆmicos na˜o lineares podem ser obtidos pelos me´todos de modelagem
por meio do equacionamento das leis f´ısicas que regem o comportamento
do sistema como, por exemplo, pelo me´todo de Lagrange e me´todo de
Newton-Euler. O segundo procedimento foi o utilizado nesta pesquisa.
Tomando como base o segundo procedimento de construc¸a˜o de
modelos fuzzy T-S, essa construc¸a˜o pode ser definida como exata ou
aproximada. O modelo exato necessita da utilizac¸a˜o de um nu´mero
mı´nimo, finito, de regras para que sistemas dinaˆmicos na˜o lineares se-
jam representados exatamente por modelos fuzzy T-S. Nesse caso, os
modelos locais sa˜o obtidos na regia˜o de operac¸a˜o considerada, utilizando-
se os valores ma´ximos e mı´nimos das func¸o˜es na˜o lineares que consti-
tuem o sistema dinaˆmico. Vale destacar que esses valores ma´ximos e
mı´nimos podem tambe´m estar vinculados a limites f´ısicos da planta, o
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que permite que limitac¸o˜es pra´ticas sejam levadas em considerac¸a˜o na
etapa de projeto de controladores.
Na obtenc¸a˜o de um modelo fuzzy T-S exato, o nu´mero de re-
gras obtido e, por consequeˆncia, o nu´mero de modelos locais lineares e´
igual a 2p, sendo p o nu´mero de premissas que compo˜e o modelo fuzzy
T-S, associadas aos termos na˜o lineares do sistema dinaˆmico. A partir
disso, supondo-se um sistema dinaˆmico composto por uma quantidade
elevada de termos na˜o lineares complexos que resulte em um nu´mero
de premissas relativamente alto, o modelo fuzzy exato obtido sera´ com-
posto de um nu´mero elevado de regras. Isso pode dificultar a obtenc¸a˜o
de resultados. Uma forma de minimizar essa questa˜o e´ limitar a regia˜o
de operac¸a˜o de alguns estados que compo˜em o sistema original, de tal
forma que seja poss´ıvel linearizar alguns termos na˜o lineares. Assim,
e´ poss´ıvel obter modelos fuzzy T-S mais simples que representam de
forma aproximada o sistema na˜o linear em questa˜o. Um problema
dessa abordagem e´ que as leis de controle obtidas a partir desses mo-
delos fuzzy aproximados na˜o garantem a estabilidade do sistema na˜o
linear original em malha fechada caso os estados excursionem fora dos
limites especificados para o domı´nio de operac¸a˜o do sistema em malha
aberta na fase de modelagem fuzzy.
Independentemente se utilizar modelos exatos ou aproximados,
uma questa˜o relevante com vistas ao projeto de controladores basea-
dos em modelos fuzzy T-S e´ relativa ao comportamento do sistema em
malha fechada composto pela planta na˜o linear realimentada pelo con-
trolador fuzzy. Neste cap´ıtulo, apo´s uma revisa˜o sobre a obtenc¸a˜o de
um modelo exato para sistemas na˜o lineares discretos no tempo com
atraso nos estados, sa˜o apresentadas condic¸o˜es de ana´lise de estabili-
dade e s´ıntese de controladores fuzzy T-S para estabilizar modelos fuzzy
T-S com atraso nos estados. Via exemplos nume´ricos e´ mostrado que
a simples aplicac¸a˜o dos resultados obtidos pelas condic¸o˜es menciona-
das nos sistemas na˜o lineares que originaram os modelos fuzzy T-S na˜o
produz os resultados esperados. Para contornar essa questa˜o, conceitos
de regia˜o de validade do modelo fuzzy T-S, regia˜o de atrac¸a˜o e regia˜o
de estabilidade assinto´tica sa˜o introduzidos, demostrando-se que a in-
corporac¸a˜o desses conceitos a`s condic¸o˜es de ana´lise de estabilidade e
s´ıntese de controladores produz resultados va´lidos num contexto local
e podem, assim, ser aplicados nos sistemas na˜o lineares.
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2.2 MODELAGEM FUZZY T-S PARA SISTEMAS NA˜O LINEARES
DISCRETOS NO TEMPO COM ATRASO NOS ESTADOS
A classe de sistemas tratada nesta tese sa˜o os sistemas na˜o li-
neares discretos no tempo com atraso nos estados. Diante disso, nesta
sec¸a˜o sa˜o apresentados os passos utilizados para a obtenc¸a˜o de mode-
los fuzzy T-S que representam de forma exata sistemas na˜o lineares
discretos no tempo com atraso nos estados.
Para que seja poss´ıvel o entendimento das pro´ximas discusso˜es
apresentadas neste cap´ıtulo e nos cap´ıtulos subsequentes, se faz ne-
cessa´ria a apresentac¸a˜o de algumas notac¸o˜es utilizadas. Para d ∈ N∗,
definem-se duas sequeˆncias: a primeira e´ φd,k ∈ Eφ, com Eφ = E1 ×
E2 × · · · × Ed, Ej ⊆ R
n, e o j-e´simo elemento de φd,k e´ [φd,k]j =
xk+j−(d+1) ∈ Ej , j ∈ I[1, d]; enta˜o, φd,k = {xk−d, xk−(d−1), . . . , xk−1}.
A segunda sequeˆncia e´ ϕd,k ∈ Eϕ, com Eϕ = Eφ×E(d+1), E(d+1) ⊆ R
n,
e o j-th elemento de ϕd,k e´ [ϕd,k]j = xk+j−(d+1) ∈ Ej , j ∈ I[1, d + 1];
assim, ϕd,k = {φd,k, xk}. A norma da sequeˆncia dos vetores, ϑ com “d”
elementos, e´ definida como ‖ϑ‖d = sup
j∈I[1,d]
‖[ϑ]j‖, sendo que em ambos
os casos ‖ · ‖ e´ a norma euclidiana.
Com vistas a` discussa˜o que e´ apresentada na sequeˆncia deste
cap´ıtulo e ao longo do documento, considere inicialmente o seguinte
sistema na˜o linear discreto no tempo com atraso fixo nos estados:
xk+1 = f(xk)xk + fd(xk)xk−d + g(xk)uk, (2.1)
em que xk ∈ Ex ⊂ R
n e´ o vetor de estados, cuja condic¸a˜o inicial e´
dada por ϕd,k ∈ Eφ e uk ∈ R
m e´ o vetor de entrada de controle. As
func¸o˜es f(·) : Rn → Rn×n, fd(·) : R
n → Rn×n e g(·) : Rn → Rn×m sa˜o
cont´ınuas e limitadas para todo xk ∈ Ex.
O sistema na˜o linear discreto no tempo com atraso nos estados
(2.1) pode ser representado por um modelo fuzzy T-S discreto no tempo
com atraso nos estados com 2p regras e a i-e´sima regra e´ dada por:
Regra i : SE z1,k e´ Mi1 e · · · e zp,k e´ Mip,
ENTA˜O xk+1 = Aixk +Adixk−d +Biuk,
(2.2)
em que zj,k e´ a j -e´sima varia´vel escalar de premissa, que por consi-
derac¸a˜o e´ dependente apenas dos estados, Mij e´ o conjunto fuzzy, p e´ o
nu´mero de varia´veis de premissa e as matrizes do sistema Ai ∈ R
n×n,
Adi ∈ R
n×n e Bi ∈ R
n×m sa˜o conhecidas. O atraso constante do
sistema e´ representado por d.
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Assim, um modelo fuzzy T-S discreto no tempo com atraso nos
estados pode ser reescrito como:
xk+1 = A(αk)xk +Ad(αk)xk−d +B(αk)uk, (2.3)
em que zk =
[
z1,k z2,k · · · zp,k
]T
e αk(i) = wi(zk)/
∑N
j=1 wj(zk)
com wi =
∏p
j=1Mij(zj,k). A func¸a˜o de pertineˆncia αk ∈ Ξ e´ um
vetor de paraˆmetros variantes no tempo, mensura´vel ou poss´ıvel de ser
estimado em tempo real, e Ξ e´ o simplex unita´rio definido como:
Ξ =
{
αk ∈ R
N ;
N∑
i=1
αk(i) = 1, αk(i) ≥ 0, i ∈ I[1, N ]
}
. (2.4)
Portanto, as matrizes em (2.3) podem ser reescritas como:
[
A(αk) Ad(αk) B(αk)
]
=
N∑
i=1
αk(i)
[
Ai Adi Bi
]
. (2.5)
Para obter-se o modelo (2.3)–(2.5), considera-se o sistema na˜o
linear discreto no tempo com atraso nos estados (2.1) reescrito da se-
guinte forma (KLUG; CASTELAN, 2011; FENG, 2009):
xi,k+1 =
n∑
j=1
zij(xk)xj,k +
n∑
j=1
zdij(xk)xj,k−d +
p∑
q=1
giq(xk)uq,k,
i ∈ I[1, n], (2.6)
com zij(xk), zdij(xk) e giq(xk) func¸o˜es de xk, sendo xk =
[
xT1,k · · ·
xTn,k
]T
, n o nu´mero de estados e q o nu´mero de entradas. Nesse
me´todo, somente os termos na˜o lineares do conjunto de equac¸o˜es a
diferenc¸a sa˜o tratados. Para obter a forma generalizada, considere as
seguintes varia´veis:
aij1 = max
xk∈V0
zij(xk) aij2 = min
xk∈V0
zij(xk)
adij1 = max
xk∈V0
zdij(xk) adij2 = min
xk∈V0
zdij(xk)
biq1 = max
xk∈V0
giq(xk) biq2 = min
xk∈V0
giq(xk),
(2.7)
sendo V0 a regia˜o de operac¸a˜o para o sistema na˜o linear em questa˜o,
sendo que essa regia˜o determina os limites do vetor de estados xk. Nesta
tese a regia˜o de operac¸a˜o e´ tambe´m chamada de regia˜o de validade
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do modelo fuzzy T-S e ela e´ definida formalmente no decorrer deste
cap´ıtulo. Note que em (2.7) sa˜o computados os valores ma´ximos e
mı´nimos de cada func¸a˜o na˜o linear e a partir desses valores ma´ximos e
mı´nimos, pode-se obter as seguintes func¸o˜es:
µij1 =
zij(xk)− aij2
aij1 − aij2
, µij2 =
aij1 − zij(xk)
aij1 − aij2
, (2.8)
µdij1 =
zdij(xk)− adij2
adij1 − adij2
, µdij2 =
adij1 − zdij(xk)
adij1 − adij2
(2.9)
e
βiq1 =
giq(xk)− biq2
biq1 − biq2
, βiq2 =
biq1 − giq(xk)
biq1 − biq2
. (2.10)
Note que
∑2
r=1 µijr(xk) =
∑2
r=1 µdijr(xk) =
∑2
s=1 βiqs(xk) = 1. Por-
tanto, a partir de µij1, µdij1 e βiq1, as func¸o˜es zij(xk), zdij(xk) e giq(xk)
podem ser representadas, respectivamente, como:
zij(xk) =
2∑
r=1
µijr(xk)aijr , (2.11)
zdij(xk) =
2∑
r=1
µdijr(xk)adijr (2.12)
e
giq(xk) =
2∑
s=1
βiqs(xk)biqs. (2.13)
Assim, substituindo (2.11), (2.12) e (2.13) em (2.6), tem-se
xi,k+1 =
n∑
j=1
2∑
r=1
µijr(xk)aijrxj,k +
n∑
j=1
2∑
r=1
µdijr(xk)adijrxj,k−d
+
p∑
q=1
2∑
s=1
βiqs(xk)biqsuq,k, i = 1, . . . , n. (2.14)
Agrupando matricialmente (2.14) e fazendo alterac¸o˜es convenientes aos
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ı´ndices dos somato´rios, obte´m-se
xk+1 =
2∑
p11=1
. . .
2∑
pnn=1
2∑
q11=1
. . .
2∑
qnm=1
(µ11p11 . . . µnnpnnµd11p11 . . .
µdnnpnnβ11q11 . . . βnmqnm)×



a11p11 · · · a1np1n... . . . ...
an1pn1 · · · annpnn

xk
+

ad11p11 · · · ad1np1n... . . . ...
adn1pn1 · · · adnnpnn

xk−d +

b11p11 · · · b1np1n... . . . ...
bn1pn1 · · · bnnpnn

 uk

 .
(2.15)
Agregando os somato´rios, chega-se em
xk+1 =
2p∑
i=1
αk(i) {Aixk +Adixk−d +Biuk} , (2.16)
em que
αk(i) = µ11p11 . . . µnnpnnµd11p11 . . . µdnnpnnβ11q11 . . . βnmqnm . (2.17)
Note que o vetor de func¸a˜o de pertineˆncia, αk, depende das
func¸o˜es µijr(xk), µdijr(xk) e βiqs(xk) definidas em (2.8), (2.9) e (2.10),
respectivamente, e que as func¸o˜es na˜o lineares zij(xk), zdij(xk) e giq(xk)
compo˜em o vetor de varia´veis escalares de premissas. Portanto, p pode
representar tambe´m o nu´mero de na˜o linearidades da planta, sendo im-
portante destacar que na˜o existe necessariamente uma na˜o linearidade
para cada posic¸a˜o das matrizes de estados atuais e atrasados, e de en-
trada do sistema (2.1). Nesses casos, a presenc¸a de termos lineares ou
termos nulos na˜o implica em um somato´rio em (2.15), diminuindo a
quantidade de sistemas locais para o modelo fuzzy T-S. Ale´m disso,
pode-se, se poss´ıvel e conveniente, considerar varia´veis de premissas
compostas por mais de uma func¸a˜o na˜o linear o que tambe´m diminui-
ria a quantidade de sistemas locais. Em ambos os casos, a diminuic¸a˜o
do nu´mero de regras afetaria em uma diminuic¸a˜o da complexidade
nume´rica dos modelos fuzzy em questa˜o. Uma outra alternativa de
diminuic¸a˜o da complexidade nume´rica, ou seja, o nu´mero de regras do
modelo fuzzy, e´ trabalhar com sub-modos na˜o lineares, como tratado
em (KLUG et al., 2015; DONG; YANG, 2011). A seguir e´ apresentado
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um exemplo em que sa˜o mostradas as modelagens fuzzy T-S para treˆs
sistemas na˜o lineares discretos no tempo com atraso nos estados, sendo
que dois desses sa˜o de natureza acadeˆmica e um com motivac¸a˜o pra´tica.
Vale destacar que esses treˆs exemplos sa˜o explorados ao longo deste do-
cumento de tese para mostrar a eficieˆncia dos resultados desenvolvidos
nos cap´ıtulos subsequentes e fazer comparac¸o˜es desses com resultados
encontrados na literatura.
2.2.1 Exemplo – Parte I
2.2.1.1 Sistemas acadeˆmicos
Considere o seguinte sistema na˜o linear discreto no tempo com
atraso nos estados:
x1,k+1 = −3c1x
2
1,k + 0.25c1f(x2,k) + 0.1c2x1,kx1,k−dk
−0.2c2x1,kx2,k−dk + uk
x2,k+1 = −2c1x1,k + 0.65c1f(x2,k)− 0.1c2x1,kx2,k−dk
+0.8uk,
(2.18)
em que dk e´ o atraso que neste momento e´ constante e igual a 5, e a
func¸a˜o f(x2,k) tem a seguinte caracter´ıstica
f(x2,k) =


x2,k, |x2,k| ≤ 3,
x32,k
9
, caso contra´rio.
(2.19)
Pode-se reescrever o sistema na˜o linear (2.18) como segue:
[
x1,k+1
x2,k+1
]
= c1
[
−3z11(x1,k) 0.25z12(x2,k)
−2 0.65z22(x2,k)
] [
x1,k
x2,k
]
+ c2
[
0.1zd11(x1,k) −0.2zd12(x1,k)
0 −0.1zd22(x1,k)
] [
x1,k−dk
x2,k−dk
]
+
[
1
0.8
]
uk, (2.20)
sendo que
z11(x1,k) = zd11(x1,k) = zd12(x1,k) = zd22(x1,k) = x1,k
e
z12(x2,k) = z22(x2,k) =
f(x2,k)
x2,k
.
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Ale´m disso, determinando que x1 ∈ I[−0.8, 0.8] e x2 ∈ I[−4, 4], teˆm-se
os seguintes conjuntos fuzzy:
µ111(x1,k) = µd111(x1,k) = µd121(x1,k) = µd221(x1,k) =M11(x1,k)
com
M11(x1,k) =M31(x1,k) = (1 + 1.25x1,k)/2 (2.21)
e
µ112(x1,k) = µd112(x1,k) = µd122(x1,k) = µd222(x1,k) =M21(x1,k)
M21(x1,k) =M41(x1,k) = (1− 1.25x1,k)/2. (2.22)
Ale´m disso, teˆm-se
µ121(x2,k) = µ221(x2,k) =M12(x2,k)
e
µ122(x2,k) = µ222(x2,k) =M32(x2,k),
em que
se |x2,k| < 3 :
M12(x2,k) =M22(x2,k) = 0
M32(x2,k) =M42(x2,k) = 1
sena˜o :
M12(x2,k) =M22(x2,k) = (x
2
2,k − 9)/7
M32(x2,k) =M42(x2,k) = (16− x
2
2,k)/7.
(2.23)
O vetor da func¸a˜o de pertineˆncia pode ser definido como segue:
αk =
[
M11(x1,k)M12(x2,k) M21(x1,k)M22(x2,k)
M31(x1,k)M32(x2,k) M41(x1,k)M42(x2,k)
]
. (2.24)
Portanto, um modelo fuzzy T-S (2.2)–(2.5), que representa de forma
exata o sistema na˜o linear (2.18), com i ∈ I[1, 4], p = 1, 2, Bi =
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[
1 0.8
]T
A1 = c1
[
−2.4 0.4444
−2 1.1556
]
, A2 = c1
[
2.4 0.4444
−2 1.1556
]
,
A3 = c1
[
−2.4 0.25
−2 0.65
]
, A4 = c1
[
2.4 0.25
−2 0.65
]
,
Ad1 = Ad3 = c2
[
0.08 −0.16
0 −0.08
]
e
Ad2 = Ad4 = c2
[
−0.08 0.16
0 0.08
]
.
(2.25)
Na sec¸a˜o B.1 no Apeˆndice B e´ apresentada uma descric¸a˜o auxiliar sobre
a obtenc¸a˜o desse modelo fuzzy T-S.
A partir do sistema na˜o linear discreto no tempo com atraso
nos estados (2.18) sa˜o apresentados dois casos: i) c1 = c2 = 1; e ii)
c1 = 0.64 e c2 = 0.8. Observe que no segundo caso pesam-se mais as
matrizes atrasadas, ou seja, o sistema fica mais dependente do atraso.
Note que em ambos os casos x1,k ∈ I[−0.8, 0.8] e x2,k ∈ I[−4, 4]. Essas
restric¸o˜es nos estados representam a regia˜o de validade, sendo que nessa
regia˜o o modelo fuzzy T-S (2.2)–(2.5) com as matrizes definidas como
(2.25) e vetor de func¸a˜o de pertineˆncia (2.24) representa de forma exata
o sistema na˜o linear (2.18). Isso e´ abordado com mais detalhes no
decorrer deste cap´ıtulo.
2.2.2 Sistema com motivac¸a˜o pra´tica
Considere as seguintes equac¸o˜es na˜o lineares que representam um
sistema de suspensa˜o magne´tica investigado em (ANDREA et al., 2008)
e (MARQUEZ, 2003):
x˙1(t) = x2(t)
x˙2(t) =
gµ(µx1(t) + 2µy0 + 2)x1(t)
(1 + µ(x1(t) + y0))2
x1(t)−
Km
m
x2(t)
+
λµ
2m(1 + µ(x1(t) + y0))2
u(t),
(2.26)
em que x1 e x2 sa˜o a posic¸a˜o e a velocidade vertical da bola, respec-
tivamente, e y0 = 0.05m a posic¸a˜o da bola desejada. Os paraˆmetros
f´ısicos sa˜o m = 0.068Kg a massa da bola suspensa, g = 9.8ms−2 a
acelerac¸a˜o da gravidade, Km = 0.001Nsm
−1 o coeficiente de atrito vis-
coso, λ = 0.46H a indutaˆncia e µ = 2m−1 a variac¸a˜o da indutaˆncia.
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Motivado por esse sistema, considera-se a seguinte versa˜o discretizada
do modelo (2.26):
x1,k+1 = x1,k + cTx2,k + (1− c)Tx2,k−dk
x2,k+1 =
Tgµ(µx1,k + 2µy0 + 2)x1,k
(1 + µ(x1,k + y0))2
x1,k + c
(
1−
TKm
m
)
x2,k
+(1− c)
(
1−
TKm
m
)
x2,k−dk +
Tλµ
2m(1 + µ(x1,k + y0))2
uk,
(2.27)
em que o per´ıodo de amostragem e´ T = 0.01s. Note que ale´m da
discretizac¸a˜o ainda foi inclu´ıdo um atraso no estado x2,k. Esse atraso
pode ser gerado pela pro´pria dinaˆmica do sensor de velocidade. Para
o exemplo em questa˜o e´ assumido que dk e´ constante e igual a 5 e o
paraˆmetro c = 0.7 que pondera o efeito do atraso.
Levando-se em considerac¸a˜o que x1,k ∈ I[−0.05, 0.05], que satis-
faz a restric¸a˜o f´ısica da planta em questa˜o, o sistema na˜o linear (2.27)
pode ser reescrito como:
[
x1,k+1
x2,k+1
]
=

 1 cT
z21(x1,k) c
(
1−
TKm
m
)[x1,k
x2,k
]
+

0 (1− c)T
0 (1− c)
(
1−
TKm
m
)[x1,k−dk
x2,k−dk
]
+
[
0
g2(x1,k)
]
uk, (2.28)
em que
z21(x1,k) =
Tgµ(µx1,k + 2µy0 + 2)x1,k
(1 + µ(x1,k + y0))2
,
{
a1 = max(z1(x1,k))
a2 = min(z1(x1,k))
,
g2(x1,k) =
Tλµ
2m(1 + µ(x1,k + y0))2
,
{
b1 = max(z2(x1,k))
b2 = min(z2(x1,k))
.
Enta˜o, pode-se definir os conjuntos fuzzy da seguinte forma:
µ211(z1(x1,k)) =M11(z1(x1,k)) =M31(z1(x1,k)) =
z1(x1,k)− a2
a1 − a2
,
µ212(z1(x1,k)) =M21(z1(x1,k)) =M41(z1(x1,k)) =
a1 − z1(x1,k)
a1 − a2
,
β21(z2(x1,k)) =M12(z2(x1,k)) =M22(z2(x1,k)) =
z2(x1,k)− b2
b1 − b2
,
β22(z2(x1,k)) =M32(z2(x1,k)) =M42(z2(x1,k)) =
b1 − z2(x1,k)
b1 − b2
.
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A partir dos conjuntos fuzzy, e´ poss´ıvel calcular o vetor de func¸a˜o de
pertineˆncia, αk, como:
αk =
[
M11(z1(x1,k))M12(z2(x1,k)) M21(z1(x1,k))M22(z2(x1,k))
M31(z1(x1,k))M32(z2(x1,k)) M41(z1(x1,k))M42(z2(x1,k))
]
. (2.29)
Assim, um modelo fuzzy T-S exato e´ dado a partir de (2.2)–(2.5) com
i ∈ I[1, 4], p = 1, 2,
A1 = A3 =
[
1 0.007
0.0157 0.6999
]
, A2 = A4 =
[
1 0.007
−0.0206 0.6999
]
,
Adi =
[
0 0.003
0 0.3
]
, B1 = B2 =
[
0
0.0676
]
e B3 = B4 =
[
0
0.047
]
. (2.30)
Note que para garantir a convexidade desse vetor de func¸a˜o de per-
tineˆncia, αk, e´ necessa´rio que |x1,k| ≤ 0.05. Essa restric¸a˜o determina
a regia˜o de validade do modelo fuzzy T-S (2.2)–(2.5), com as matrizes
definidas como (2.30) e o vetor de func¸a˜o de pertineˆncia (2.29) repre-
senta de forma exata o sistema na˜o linear (2.27). Ale´m disso, para se
ter uma representac¸a˜o mais fiel da dinaˆmica de um levitador magne´tico
via o sistema na˜o linear (2.27), considera-se que se |x1,k| = 0.05, enta˜o
x2,k = 0. Destaca-se que na sec¸a˜o B.2 no Apeˆndice B e´ apresentada
uma descric¸a˜o auxiliar sobre a obtenc¸a˜o do modelo fuzzy T-S que re-
presenta o sistema na˜o linear (2.27).
Vale destacar que nos pro´ximos exemplos apresentados neste
cap´ıtulo, optou-se em utilizar somente o sistema acadeˆmico com o caso
c1 = c2 = 1. O motivo para isso e´ o fato de que a partir desse sistema as
ana´lises de interesse sa˜o mais representativas do que nos outros casos.
Nos pro´ximos cap´ıtulos todos os treˆs sistemas sa˜o explorados, assim
como seus respectivos modelos fuzzy T-S.
2.3 ANA´LISE DE ESTABILIDADE E SI´NTESE DE CONTROLA-
DORES
Considere a seguinte lei de controle:
uk = K(αk)xk +Kd(αk)xk−d. (2.31)
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Note que as matrizes do controlador sa˜o dependentes do paraˆmetro
αk. Do mesmo modo que as matrizes do sistema (2.3), as matrizes do
controlador sa˜o definidas como:
[
K(αk) Kd(αk)
]
=
N∑
i=1
αk(i)
[
Ki Kdi
]
, (2.32)
em que Ki ∈ R
m×n e Kdi ∈ R
m×n. Com isso, tem-se o sistema fuzzy
em malha fechada resultante:
xk+1 = Aˆ(αk)xk + Aˆd(αk)xk−d, (2.33)
sendo que
Aˆ(αk) = A(αk) + B(αk)K(αk) e Aˆd(αk) = Ad(αk) +B(αk)Kd(αk).
A partir de manipulac¸o˜es alge´bricas, obteˆm-se (veja Apeˆndice C para
maiores detalhes):
Aˆ(αk) =
N∑
i=1
N∑
j=i
σijαiαj
Ai +BiKj +Aj +BjKi
2
, (2.34)
Aˆd(αk) =
N∑
i=1
N∑
j=i
σijαiαj
Adi +BiKdj +Adj +BjKdi
2
, (2.35)
em que
σij =
{
2, se i 6= j,
1, caso contra´rio.
(2.36)
O estudo e a garantia da estabilidade de sistemas com atraso
podem ser feitos por meio da aplicac¸a˜o do Teorema de Lyapunov-
Krasovskii (NICULESCU, 2001; FRIDMAN, 2014). Dessa forma, uma
candidata a` func¸a˜o de Lyapunov-Krasovskii (L-K) e´ dada por
V (ϕd,k, αk) = x
T
k Pxk +
1∑
i=d
xTk−iSxk−i, (2.37)
em que as matrizes de Lyapunov P = PT > 0 e S = ST > 0 sa˜o cons-
tantes (veja, por exemplo, (STOJANOVIc´; DEBELJKOVIc´; MLADENOVIc´,
2007) e (LEITE; TARBOURIECH; PERES, 2009)). Cabe salientar que exis-
tem func¸o˜es L-K mais adaptadas para tratar sistemas com paraˆmetros
variantes e, especialmente, para modelos fuzzy T-S como os aqui tra-
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tados. Entretanto, para o propo´sito deste cap´ıtulo, usa-se essa func¸a˜o
mais simples.
Pela teoria L-K, a estabilidade do sistema descrito por (2.33)
para K(αk) e Kd(αk) dados e´ suficiente quando: V (ϕd,k, αk) > 0, o
que e´ assegurado quando P > 0 e S > 0, e ∆V (xk, αk) < 0. Note que
a func¸a˜o (2.37) na˜o e´ uma func¸a˜o L-K completa (GU; KHARITONOV;
CHEN, 2003). Portanto, condic¸o˜es de ana´lise de estabilidade e de s´ıntese
de controladores obtidas a partir dessa func¸a˜o sa˜o somente suficientes.
A seguir e´ apresentado um lema para avaliar a estabilidade global do
sistema (2.33).
Lema 2.1 O sistema fuzzy T-S (2.33) com Ki e Kdi, para i ∈ I[1, N ],
dados e´ globalmente assintoticamente esta´vel se existem as matrizes
sime´tricas definidas positivas P ∈ Rn×n, S ∈ Rn×n e as matrizes F ∈
R
n×n, G ∈ Rn×n e H ∈ Rn×n, tal que satisfac¸a a seguinte LMI, para
i ∈ I[1, N ] e j ∈ I[i, N ]


P − F − FT 0.5F (Ai +BiKj +Aj +BjKi)−G
T
⋆
(
S − P + 0.5G(Ai +BiKj +Aj +BjKi)
+0.5(Ai +BiKj +Aj +BjKi)
TGT
)
⋆ ⋆
0.5F (Adi +BiKdj +Adj +BjKdi)−H
T(
0.5G(Adi +BiKdj +Adj +BjKdi)
+0.5(Ai +BiKj + Aj +BjKi)
THT
)
(
−S + 0.5H(Adi +BiKdj +Adj +BjKdi)
+0.5(Adi + BiKdj + Adj +BjKdi)
THT
)

 < 0. (2.38)
Prova: Desenvolvendo ∆V (ϕd,k, αk) < 0, tem-se:
xTk+1Pxk+1 + x
T
k (S − P )xk − x
T
k−dSxk−d < 0. (2.39)
Utilizando-se o Lema de Finsler (DE OLIVEIRA; SKELTON, 2001) em
(2.39), tem-se
xTk+1Pxk+1 + x
T
k (S − P )xk − x
T
k−dSxk−d < 0 −→ ξ
T
k Qξk < 0, (2.40)
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sendo que ξk =

xk+1xk
xk−d

 e Q =

P 0 00 S − P 0
0 0 −S

. Com isso:
B(αk)ξk =
[
−I A(αk) Ad(αk)
]xk+1xk
xk−d

 = 0. (2.41)
Pelo Lema de Finsler, sabe-se que (2.40) e´ verificada se ∃F , tal que:
Q+ FB(αk) + B(αk)
TFT < 0, (2.42)
sendo F =

FG
H

, em que F ∈ Rn×n, G ∈ Rn×n e H ∈ Rn×n sa˜o
varia´veis de folga. Tem-se enta˜o que:

 P − F − FT FAˆ(αk)−GT⋆ S − P +GAˆ(αk) + Aˆ(αk)TGT
⋆ ⋆
FAˆd(αk)−H
T
GAˆd(αk) + Aˆ(αk)
THT
−Sj +HAˆd(αk) + Aˆd(αk)
THT

 < 0. (2.43)
Considerando a estrutura polito´pica de (2.34) e (2.35) e a convexidade
da func¸a˜o de pertineˆncia, αk ∈ Ξ, Aˆ(αk) e Aˆd(αk) podem ser subs-
titu´ıdos por (2.34) e (2.35), respectivamente, e, assim, obter-se (2.38).
A condic¸a˜o (2.38) e´ somente suficiente para a ana´lise de estabi-
lidade, pelo fato de ela ser desenvolvida a partir de uma func¸a˜o L-K
que na˜o e´ completa (GU; KHARITONOV; CHEN, 2003). Vale salientar
que resultados de factibilidade obtidos via essa condic¸a˜o sa˜o considera-
dos globais na ana´lise de estabilidade do modelo fuzzy T-S (2.33). Isso
e´ um problema para sistemas na˜o lineares na medida que os modelos
fuzzy T-S utilizados na LMI de ana´lise representam esses sistemas na˜o
lineares de forma exata em uma regia˜o do espac¸o de estados, ou seja,
na regia˜o de validade. Com isso, para efeito de ana´lise do sistema na˜o
linear em malha fechada, o resultado em questa˜o tem que ser local. Isso
e´ abordado no decorrer do texto deste cap´ıtulo.
A condic¸a˜o (2.38) e´ facilmente adaptada para obter condic¸a˜o de
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s´ıntese de leis de controle. Diante disso, e´ proposto o lema a seguir.
Lema 2.2 Se existem as matrizes definidas positivas P˜ ∈ Rn×n e S˜ ∈
R
n×n e as matrizes U ∈ Rn×n, Yi ∈ R
m×n e Ydi ∈ R
m×n, i ∈ I[1, N ],
tal que a seguinte LMI seja verificada

 P˜ − U − UT 0.5(AiU +BiYj +AjU +BjYi)⋆ S˜ − P˜
⋆ ⋆
0.5(AdiU +BiYdj +AdjU +BjYdi)
0
−S˜

 < 0, (2.44)
enta˜o, as matrizes do controlador (2.31)–(2.32) obtidas via
Ki = YiU
−1 e Kdi = YdiU
−1 (2.45)
sa˜o tais que a origem do sistema em malha fechada (2.33) e´ globalmente
assintoticamente esta´vel.
Prova: Considere que em (2.38) G = 0 e H = 0. Portanto, chega-se ao
seguinte resultado:
Θj =

 P − F − FT 0.5F (Ai +BiKj +Aj +BjKi)⋆ S − P
⋆ ⋆
0.5F (Adi +BiKdj +Adj +BjKdi)
0
−S

 < 0. (2.46)
Note que a condic¸a˜o (2.46) na˜o e´ convexa. Para torna´-la convexa, basta
aplicar a transformac¸a˜o de congrueˆnciaTTΘjT, sendo T = diag{U,U, U},
com U = F−T , UTPU = P˜ , UTSU = S˜, Yi = KiU e Ydi = KdiU , para
i ∈ I[1, N ]. Com isso, finaliza-se a prova do Lema 2.2.
Como para o caso de ana´lise de estabilidade, a s´ıntese apresen-
tada no Lema 2.2 e´ um problema de factibilidade que sintetiza ganhos
para o controlador que estabiliza o sistema em malha fechada (2.33)
globalmente. Como ja´ mencionado, considerar a estabilizac¸a˜o global
torna-se um problema quando aplicado no caso em que se realimenta
o sistema na˜o linear com a lei de controle fuzzy (2.31) com ganhos
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sintetizados por (2.44)–(2.45). Isso e´ abordado no exemplo a seguir.
2.3.1 Exemplo - Parte II
Como ja´ mencionado no Exemplo 2.2.1, o sistema na˜o linear
utilizado neste momento e´ o (2.18) para o caso c1 = c2 = 1. Assim,
considere o projeto dos ganhos do controlador fuzzy T-S (2.31)–(2.32)
a partir do Lema 2.2 e que esse controlador seja aplicado ao sistema
na˜o linear para obter-se a estabilidade assinto´tica em malha fechada.
Os ganhos projetados a partir da soluc¸a˜o do Lema 2.2 sa˜o:
K1 =
[
2.4063 −0.38
]
, Kd1 =
[
−0.0852 0.1639
]
,
K2 = −
[
2.7339 0.3766
]
, Kd2 =
[
0.0857 −0.1641
]
,
K3 =
[
2.3991 −0.2146
]
, Kd3 =
[
−0.0855 0.1641
]
,
K4 = −
[
2.7373 0.2097
]
, Kd4 =
[
0.0861 −0.1643
]
.
(2.47)
Ale´m disso, foram obtidas as seguintes matrizes:
P =
[
33.9498 −3.7622
−3.7622 1.5553
]
, S =
[
8.2976 −0.6797
−0.6797 0.2888
]
e
U =
[
0.0553 0.0986
0.0581 0.7413
]
.
Partindo do fato de que a lei de controle (2.31)–(2.32) com os
ganhos (2.47) estabiliza globalmente o modelo fuzzy (2.33), simulac¸o˜es
foram realizadas para verificar o que ocorre ao aplicar-se essa lei de
controle ao sistema na˜o linear (2.18). Para facilitar a ana´lise, foi con-
siderado que as condic¸o˜es iniciais sa˜o compostas somente pelo estado
no instante de amostragem k = 0, ou seja, em ϕ5,0 = {φ5,0, x0} ∈ Eϕ
com [φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5] e x¯i0 =
[
x1,0 x¯2,0
]T
, para i ∈
I[1, 2500]. Com isso, obteve-se a Figura 1. Nessa figura os × repre-
sentam condic¸o˜es iniciais que geram trajeto´rias insta´veis. Portanto, a
regia˜o em branco e´ uma estimativa (via simulac¸o˜es) para uma regia˜o de
atrac¸a˜o devido a condic¸o˜es iniciais particulares. Como essa regia˜o foi
obtida via condic¸o˜es iniciais particulares, ela representa uma parte da
regia˜o de atrac¸a˜o real do sistema na˜o linear em malha fechada. Uma
definic¸a˜o formal para a regia˜o de atrac¸a˜o de um sistema na˜o linear e´
apresentada na pro´xima sec¸a˜o.
A partir dos resultados obtidos neste exemplo e´ poss´ıvel verificar
que, em geral, um controlador projetado utilizando a modelagem fuzzy
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Figura 1 – Regia˜o de atrac¸a˜o particular para [φ5,0]j = 0, sendo j ∈
I[1, 5].
na˜o estabiliza globalmente o sistema na˜o linear, diferentemente do que
e´ constantemente pressuposto na literatura. Dessa forma, observa-se a
necessidade de tratar a estabilidade dos sistemas fuzzy T-S no contexto
local.
2.4 VALIDADE LOCAL DA REPRESENTAC¸A˜O FUZZY T-S E
ESTIMAC¸A˜O DO DOMI´NIO DE ATRAC¸A˜O
Como ja´ mencionado, o modelo fuzzy T-S e´ utilizado na repre-
sentac¸a˜o de um sistema na˜o linear. Em geral, essa representac¸a˜o e´
va´lida somente localmente; como mostrado por meio do sistema na˜o
linear abordado no Exemplo 2.3.1. As restric¸o˜es que forc¸am a repre-
sentac¸a˜o local de um sistema na˜o linear via um modelo fuzzy T-S podem
ser impostas pelo pro´prio modelo f´ısico da planta ou por escolhas feitas
para obter a representac¸a˜o fuzzy, as quais tambe´m podem estar base-
adas em crite´rios f´ısicos relacionados a` regia˜o de operac¸a˜o de interesse
para o sistema de controle.
As condic¸o˜es de ana´lise de estabilidade (2.38) e de s´ıntese de con-
troladores fuzzy T-S (2.44) na˜o sa˜o va´lidas para o sistema na˜o linear
tendo em vista que o modelo fuzzy T-S o representa de forma exata
somente num domı´nio V0 ⊆ Ex a ser definido a seguir. Portanto, a uti-
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lizac¸a˜o dessas condic¸o˜es para o estudo de sistemas lineares via modelos
fuzzy T-S na˜o e´ apropriado.
Grande parte dos artigos pesquisados na˜o levam em considerac¸a˜o
a regia˜o de validade do modelo fuzzy T-S. Pore´m, esse quadro vem mu-
dando a` medida que alguns autores ja´ abordam sistemas fuzzy T-S
como modelos locais, como pode ser observado em (KLUG; CASTELAN,
2012) e (KLUG et al., 2015), sendo que nesses artigos os sistemas consi-
derados na˜o apresentam atraso nos estados. Ja´ em (SILVA et al., 2014a)
e (SILVA et al., 2014c) sa˜o abordados sistemas fuzzy T-S com atraso nos
estados.
Considera-se enta˜o que, por construc¸a˜o, o modelo (2.3)–(2.5)
representa o sistema na˜o linear a ser controlado somente no domı´nio de
validade V0, o qual e´ definido por um conjunto polie´drico
V0 = {xk ∈ R
n; |Lxk| ≤ η} ⊆ Ex, (2.48)
em que L ∈ Rκ×n e η ∈ Rκ com κ representando o nu´mero de estados
que sa˜o limitados pela regia˜o de validade. Diante disso, considera-se
que as trajeto´rias dos estados do sistema em malha fechada devem
permanecer confinadas no interior de um conjunto de tipo Lyapunov
dado por:
E(P ) =
{
xk ∈ R
n;xTk Pxk ≤ 1
}
(2.49)
e contida na regia˜o de validade, ou seja, E(P ) ⊆ V0. Como xk ∈ V0 ⇒
αk ∈ Ξ, as condic¸o˜es dos Lemas 2.1 e 2.2, as quais sa˜o baseadas na
convexidade de αk, garantem estabilidade assinto´tica local para toda
trajeto´ria que inicia em E(P ) ⊆ V0. A regia˜o de validade, dada em
(2.48), pode ser equivalentemente descrita por um conjunto de r res-
tric¸o˜es quadra´ticas, como segue:
xTk L
T
(r)η
−2
(r)L(r)xk ≤ 1. (2.50)
Pode-se garantir a inclusa˜o E(P ) ⊆ V0 a partir de r restric¸o˜es como
segue:
P − LT(r)η
−2
(r)L(r) ≥ 0. (2.51)
Utilizando o complemento de Schur, (2.51) equivale a:[
P LT(r)
⋆ η2(r)
]
≥ 0. (2.52)
Portanto, ao inclu´ırem-se as r condic¸o˜es sob a forma (2.52) junto com
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as condic¸o˜es (2.38) e (2.44), tem-se resultados va´lidos localmente para
ana´lise de estabilidade e para s´ıntese de controladores, respectivamente.
Sendo assim, esses se tornam resultados apropriados para o estudo de
sistemas na˜o lineares representados por modelos fuzzy T-S.
2.4.1 Regia˜o de atrac¸a˜o e regia˜o assintoticamente esta´vel
Quando trabalha-se com estabilidade local e sistemas na˜o line-
ares, um conceito inerente e´ o da regia˜o de atrac¸a˜o. Adequando a
definic¸a˜o dessa regia˜o apresentada em (TARBOURIECH et al., 2011) para
o caso com atraso, tem-se:
Definic¸a˜o 2.1 A regia˜o de atrac¸a˜o RA e´ definida como o conjunto de
todas as sequeˆncias de ϕd,0, tais que as trajeto´rias xk correspondentes
convergem assintoticamente para a origem. Em outras palavras, se
[ϕd,0]j ∈ RA, j ∈ I[1, d+ 1], enta˜o xk → 0 com k →∞.
A caracterizac¸a˜o exata da regia˜o de atrac¸a˜o para um sistema com
atraso e´ uma tarefa praticamente imposs´ıvel de ser executada, pois e´
poss´ıvel ter infinitas sequeˆncias do vetor de condic¸o˜es iniciais ϕd,0. Por-
tanto, pode-se caracterizar um subconjunto da regia˜o de atrac¸a˜o com
representac¸a˜o anal´ıtica bem definida. Esse subconjunto e´ chamado de
regia˜o de estabilidade assinto´tica, ou simplesmente regia˜o de estabi-
lidade. De acordo com (TARBOURIECH et al., 2011), considera-se a
seguinte definic¸a˜o para a regia˜o de estabilidade.
Definic¸a˜o 2.2 Uma regia˜o RS e´ dita ser uma regia˜o assintoticamente
esta´vel se RS ⊆ RA, 0 ∈ RS e [ϕd,0]j ∈ RS, j ∈ I[1, d+ 1].
Sa˜o propostas duas maneiras de caracterizar a regia˜o de estabi-
lidade neste cap´ıtulo. A primeira e´ a forma comumente utilizada na
literatura especializada de sistemas lineares com atraso nos estados e
saturac¸a˜o do sinal de controle, veja (DEY et al., 2012), (WANG; GU; LI,
2013) e (DE SOUZA; COUTINHO, 2012). Esse primeiro me´todo de carac-
terizac¸a˜o esta´ formalmente apresentado na definic¸a˜o a seguir (GHIGGI
et al., 2008) e (BENDER; GOMES DA SILVA JR.; TARBOURIECH, 2010).
Definic¸a˜o 2.3 Um conjunto que define a regia˜o de estabilidade as-
sinto´tica para um sistema na˜o linear com atraso nos estado e´ caracte-
rizado como se segue:
Cϕ = {ϕd,0 ∈ Eϕ; ‖ϕd,0‖
2
d ≤ rϕ}, (2.53)
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em que rϕ ∈ R
∗ e o valor de rϕ e´ calculado da seguinte forma:
rϕ =
1
λmax(P ) + dλmax(S)
. (2.54)
Observe que Cϕ ⊆ E(P ) ⊆ V0. A expressa˜o (2.54) e´ obtida a partir
da func¸a˜o L-K (2.37). Para maiores informac¸o˜es das manipulac¸o˜es
alge´bricas utilizadas para obter rϕ veja (SILVA et al., 2012).
Ja´ a maneira alternativa de caracterizar a regia˜o de estabilidade
resulta da decomposic¸a˜o da sequeˆncia de condic¸o˜es iniciais e, com isso,
trata-se separadamente x0 e φd¯,0. Essa segunda opc¸a˜o representa a
base para a principal contribuic¸a˜o desta tese e ela esta´ formalmente
apresentada na definic¸a˜o a seguir.
Definic¸a˜o 2.4 A regia˜o de estabilidade Υϕ ⊆ Eϕ e´ composta pelas
sequeˆncias ϕd,0 tais que
Υϕ = {ϕd,0 ∈ Eϕ; ∀j ∈ I[1, d+ 1], [ϕd,0]j ∈ Cx, j = d+ 1,
e [ϕd,0]j ∈ Bφ, j ∈ I[1, d]} , (2.55)
em que
Cx =
{
x0 ∈ Ed+1; x
T
0 Px0 ≤ 1− ρ‖φd,0‖
2
d
}
⊆ V0 (2.56)
Bφ = {[φd,0]j ∈ Ej , j ∈ I[1, d]; ‖φd,0‖d ≤ r e [φd,0]j ∈ V0,
j ∈ I[1, d]} , (2.57)
ρ = dλmax(S) (2.58)
e r e´ um paraˆmetro de escolha que deve satisfazer 0 ≤ r ≤ ρ−
1
2 .
Note que na metodologia de caracterizac¸a˜o da regia˜o de estabilidade
apresentada na Definic¸a˜o 2.3, o ca´lculo de ρ depende da candidata a`
func¸a˜o L-K utilizada na obtenc¸a˜o das condic¸o˜es de ana´lise ou s´ıntese de
controladores. Vale destacar tambe´m que o conjunto Cx trata o vetor
de condic¸o˜es iniciais em k = 0, ou seja, x0. Ja´ o conjunto Bφ lida com
a sequeˆncia das condic¸o˜es iniciais atrasadas, ou seja, [φd,0]j , j ∈ I[1, d].
Ademais, caso essa sequeˆncia de condic¸o˜es iniciais atrasadas seja nula,
isso resulta em Cx = E(P ), sendo esse o pro´prio conjunto contrativo e
a mesma soluc¸a˜o encontrada para sistemas sem atraso.
O objetivo neste cap´ıtulo e´ fazer uma breve apresentac¸a˜o da
metodologia de caracterizac¸a˜o da regia˜o de estabilidade proposta nesta
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tese. Sendo assim, nos cap´ıtulos subsequentes, esse assunto e´ abordado
com mais detalhes e de forma mais te´cnica.
2.4.2 Problema de otimizac¸a˜o
Um dos interesses deste cap´ıtulo e´ apresentar a relevaˆncia da
regia˜o de validade do modelo fuzzy T-S quando esse representa de forma
exata um sistema na˜o linear. Diante disso, os resultados obtidos a par-
tir da ana´lise de estabilidade ou da s´ıntese de controladores efetuados
diretamente no modelo fuzzy T-S podem ser utilizados nos sistemas
na˜o lineares, sendo os limites da regia˜o de validade respeitados. Por-
tanto, claramente trabalha-se com condic¸o˜es de estabilidade e s´ıntese
de controladores locais e na˜o mais globais e isso resulta na necessidade
de estimar regio˜es de estabilidade.
A partir do que foi dito acima, e´ suficiente neste momento traba-
lhar com a condic¸a˜o de ana´lise de estabilidade, contando que os ganhos
do controlador que estabilizam o sistema sejam dados. Nos pro´ximos
cap´ıtulos a questa˜o da s´ıntese e´ abordada. Sendo assim, nota-se que o
interesse e´ calcular a ma´xima regia˜o poss´ıvel Cϕ ⊆ E(P ) ⊆ V0 para a
abordagem cla´ssica e Υϕ ⊆ E(P ) ⊆ V0 na abordagem proposta neste
trabalho. Assim, para aumentar ambas as regio˜es, Cϕ e Υϕ, e´ suficiente
minimizar λmax(P ) e minimizar λmax(S). Sendo assim, define-se uma
matriz sime´trica definida positiva W ∈ Rn×n, tal que W ≥ P , ou seja,[
W P
⋆ P
]
≥ 0. (2.59)
Ale´m disso, tem-se que W ≥ S, resultando em[
W S
⋆ S
]
≥ 0. (2.60)
Portanto, para minimizar λmax(P ) e λmax(S) indiretamente, basta mi-
nimizar o trac¸o da matriz W . Diante disso, propo˜e-se o seguinte pro-
blema de otimizac¸a˜o:
min trac¸o(W )
sujeito a (2.38), (2.52), (2.59) e (2.60).
(2.61)
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2.4.3 Exemplo – Parte III
Continuando o Exemplo 2.3.1. O interesse neste momento e´
estimar a regia˜o de estabilidade do sistema na˜o linear realimentado
via lei de controle (2.31)–(2.32) com os ganhos calculados no exemplo
anterior, (2.47). Para isso, resolve-se o problema de otimizac¸a˜o (2.61).
A regia˜o de validade do sistema, que e´ representada pelo conjunto V0
em (2.48), e´ definida como:
L =
[
1 0
0 1
]
e η =
[
0.8
4
]
.
Com isso, obte´m-se as seguintes matrizes:
P =
[
1.7874 −0.1268
−0.1268 0.0715
]
e S =
[
0.1414 0.0178
0.0178 0.0084
]
.
Neste exemplo sa˜o estimadas duas regio˜es de estabilidade: a con-
vencional, Definic¸a˜o 2.3, e a proposta neste trabalho, Definic¸a˜o 2.4. A
partir das matrizes obtidas, para a regia˜o de estabilidade Cϕ, tem-se
λmax(P ) = 1.7967 e λmax(S) = 0.1438, o que resulta em um raio igual
a 0.6305. Ja´ para a regia˜o de estabilidade Υϕ, tem-se Bφ = {0}, pois e´
suposto que os elementos das condic¸o˜es iniciais atrasadas sejam nulos,
ou seja, [φd,0]j = 0, j ∈ I[1, 5], o que implica em r = 0 e, consequente-
mente, ‖φd,0‖
2
5 = 0. Portanto, tem-se Υϕ = Cx = E(P ).
Na Figura 2 sa˜o apresentadas: parte da regia˜o de atrac¸a˜o par-
ticular, RAP , obtida no exemplo 2.3.1, as duas regio˜es de estabilidade
estimadas Cϕ e Cx e a regia˜o de validade do modelo V0. Destaca-se que
a regia˜o Cϕ apresentada e´ na verdade a projec¸a˜o de Cϕ no espac¸o Ed+1.
A partir das regio˜es obtidas neste exemplo, observa-se que a regia˜o de
estabilidade Υϕ apresenta resultados muito melhores do ponto de vista
de tamanho de regia˜o quando comparada com a regia˜o de estabilidade
Cϕ. Um dos motivos para isso e´ o fato da decomposic¸a˜o da sequeˆncia
de condic¸o˜es iniciais o que resulta no tratamento separado de x0 e φd¯,0.
Para verificar a melhora que se tem ao utilizar o me´todo de
caracterizac¸a˜o da regia˜o de estabilidade proposta nesta tese, considere
que r = rϕ, ou seja, ‖φd,0‖
2
d = 0.6305 em Bφ. A partir disso, calcula-se
o conjunto Cx que juntamente com o conjunto Bφ formam a regia˜o de
estabilidade Υϕ. Assim, na Figura 3 sa˜o apresentadas essa regia˜o Cx e
as regio˜es Cϕ, E(P ) e V0. A partir da ana´lise dessa figura, observa-se que
utilizando o me´todo de estimac¸a˜o da regia˜o de estabilidade proposto
nesta tese, obte´m-se o conjunto Cx, que trata das condic¸o˜es iniciais na
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Figura 2 – Regia˜o de atrac¸a˜o particular, regia˜o E(P ), regio˜es de esta-
bilidade e regia˜o de validade.
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Figura 3 – Regia˜o E(P ), regio˜es de estabilidade e regia˜o de validade.
amostra zero, ou seja, k = 0, com a´rea maior que a da projec¸a˜o do
conjunto Cϕ obtido a partir do me´todo tradicional. Note que na regia˜o
de estabilidade estimada via metodologia proposta, as condic¸o˜es iniciais
atrasadas sa˜o tratadas pelo conjunto Bφ, que foi projetado para ter r =
rϕ. Sendo assim, em ambas as regio˜es de estabilidade estimadas, Υϕ
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e Cϕ, os vetores das condic¸o˜es iniciais atrasadas apresentam a mesma
norma. Toda essa ana´lise reforc¸a que a decomposic¸a˜o da sequeˆncia de
condic¸o˜es iniciais ao estimar a regia˜o de estabilidade produz resultados
bastante interessantes.
2.5 CONCLUSO˜ES
Neste cap´ıtulo foram introduzidos modelos fuzzy T-S e a me-
todologia utilizada neste trabalho para obtenc¸a˜o de modelos fuzzy T-
S que representam de forma exata sistemas na˜o lineares discretos no
tempo com atraso nos estados. Ale´m disso, condic¸o˜es de ana´lise de
estabilidade e s´ıntese de controladores independentes do atraso para
sistemas com atraso fixo foram apresentadas para a soluc¸a˜o de proble-
mas de factibilidade. Essas condic¸o˜es foram desenvolvidas a partir de
uma func¸a˜o de Lyapunov-Krasoviskii na˜o completa, o que resulta em
condic¸o˜es somente suficientes, e elas sa˜o formuladas via LMIs.
Por meio de exemplos foi poss´ıvel observar que as condic¸o˜es for-
muladas para a resoluc¸a˜o do problema de factibilidade para o caso glo-
bal na˜o sa˜o apropriadas para tratar modelos fuzzy T-S obtidos a partir
de sistemas na˜o lineares discretos no tempo com atraso nos estados.
Nesse caso foi necessa´rio incluir a informac¸a˜o da regia˜o de validade,
em que esses modelos representam de forma exata os sistemas na˜o li-
neares. Por conta disso, foi visto que ha´ a necessidade de estimar uma
regia˜o de estabilidade. Foram apresentadas duas formas de caracterizar
a regia˜o de estabilidade: uma bastante utilizada em resultados de sis-
temas lineares discretos no tempo com atraso nos estados e saturac¸a˜o
do sinal de controle e a outra proposta neste trabalho, em que e´ feita
uma decomposic¸a˜o da sequeˆncia de condic¸o˜es iniciais o que resulta no
tratamento separado de x0 e φd¯,0. A partir de um exemplo foi poss´ıvel
observar que a forma proposta nesta tese de ca´lculo da regia˜o de estabi-
lidade apresenta resultados mais interessantes, ale´m de fornecer regio˜es
de tamanhos maiores.
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3 ESTABILIZAC¸A˜O LOCAL POR REALIMENTAC¸A˜O
DOS ESTADOS ATUAL E ATRASADO
Dois problemas sa˜o tratados neste cap´ıtulo, que sa˜o: i) estabi-
lizac¸a˜o local de sistemas na˜o lineares discretos no tempo e com atraso
nos estados; e ii) estabilizac¸a˜o local ℓ2 de sistemas na˜o lineares discre-
tos no tempo e com atraso nos estados afetados por perturbac¸o˜es ℓ2,
sendo que em ambos os casos os sistemas na˜o lineares sa˜o representados
de forma exata por modelos fuzzy T-S. Diante disso, sa˜o apresenta-
dos dois conjuntos de condic¸o˜es convexas em termos de desigualdades
matriciais lineares (LMIs, do ingleˆs linear matrix inequalities) para a
s´ıntese de controladores fuzzy via realimentac¸a˜o de estados atuais e
atrasados. As condic¸o˜es de estabilizac¸a˜o local e estabilizac¸a˜o local ℓ2
propostas sa˜o baseadas em uma mesma candidata a` func¸a˜o fuzzy de
Lyapunov-Krasovskii, sendo essa func¸a˜o mais completa que a utilizada
no cap´ıtulo anterior e levam em considerac¸a˜o o domı´nio de validade do
modelo fuzzy T-S.
Tendo em vista a discussa˜o apresentada no Cap´ıtulo 2 e consi-
derando que o sistema na˜o esteja sendo afetado por nenhum sinal de
perturbac¸a˜o, a estimac¸a˜o de regio˜es de estabilidade e´ essencial para
a determinac¸a˜o de conjuntos de condic¸o˜es iniciais seguras que produ-
zam trajeto´rias assintoticamente esta´veis para os sistemas na˜o lineares
discretos no tempo com atraso nos estados em malha fechada com os
controladores fuzzy projetados. A estimac¸a˜o de regio˜es de estabilidade
proposta neste cap´ıtulo segue a mesma metodologia apresentada na De-
finic¸a˜o 2.4, ou seja, a caracterizac¸a˜o da regia˜o de estabilidade resulta da
decomposic¸a˜o da sequeˆncia de condic¸o˜es iniciais e, com isso, tratam-se
separadamente x0 e φd¯,0. Com o objetivo de maximizar essas regio˜es de
estabilidade estimadas, propo˜e-se um problema de otimizac¸a˜o convexa
que calcule o controlador fuzzy que fornece essa maximizac¸a˜o.
Para os resultados apresentados neste cap´ıtulo referentes a` es-
tabilizac¸a˜o local ℓ2, considera-se que as condic¸o˜es iniciais do sistema
na˜o linear sa˜o nulas. Portanto, duas questo˜es fundamentais sa˜o ana-
lisadas: os efeitos de sinais de perturbac¸o˜es no sistema na˜o linear e
o modelo fuzzy T-S que representa de forma exata o sistema na˜o li-
near na regia˜o de validade. Em consequeˆncia disso, os resultados aqui
apresentados asseguram que o sistema na˜o linear em malha fechada
e´ entrada-estado esta´vel (ISS, do ingleˆs input-to-state stable) no sen-
tido ℓ2, pois as trajeto´rias resultantes evoluem somente no interior da
regia˜o positivamente invariante (TARBOURIECH et al., 2011). Portanto,
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garante-se que essas trajeto´rias nunca ira˜o excursionar fora da regia˜o
de validade do modelo fuzzy T-S. Treˆs problemas de otimizac¸a˜o con-
vexas sa˜o formulados para projetar ganhos fuzzy: a) um problema que
maximiza a energia do sinal de perturbac¸a˜o permitido no sistema na˜o
linear em malha fechada; e b) dois problemas que minimizam o efeito
do sinal de perturbac¸a˜o aplicado no sistema na˜o linear em malha fe-
chada para o valor de energia do sinal de perturbac¸a˜o dado. Por fim,
sa˜o apresentados exemplos que ilustram os resultados aqui propostos.
Vale destacar que os seguintes trabalhos esta˜o relacionadas ao conteu´do
deste cap´ıtulo: (SILVA et al., 2014c), (SILVA et al., 2014a), (SILVA et al.,
2014d) e (SILVA et al., 2012) a` estabilizac¸a˜o local e o artigo aceito para
ser publicado no ACC a` estabilizac¸a˜o local ℓ2.
3.1 FORMULAC¸A˜O DOS PROBLEMAS
Considere o seguinte sistema na˜o linear discreto no tempo com
atraso variante nos estados:
xk+1 = f(xk)xk + fd(xk)xk−dk + g(xk)uk + h(xk)ωk, (3.1)
em que xk ∈ Ex ⊆ R
n e´ o vetor de estados, dk e´ o atraso variante
no tempo com dk ∈ I[1, d¯], d¯ ∈ N
∗ e d¯ < ∞, uk ∈ R
m e´ o vetor de
entrada de controle e ωk ∈ Eω ⊆ R
r e´ o vetor de perturbac¸a˜o. As
func¸o˜es f(·) : Rn 7→ Rn×n, fd(·) : R
n 7→ Rn×n, g(·) : Rn 7→ Rn×m e
h(·) : Rn 7→ Rn×r sa˜o cont´ınuas e limitadas para todo xk ∈ Ex. As
condic¸o˜es iniciais associadas a` (2.6) sa˜o dadas pela sequeˆncia ϕd¯,0 ∈
Eϕ. Ale´m disso, o conjunto Eω associado a`s perturbac¸o˜es e´ composto
por elementos pertencentes ao espac¸o ℓ2, ou seja, o vetor ωk verifica
∞∑
k=0
ωTk ωk ≤ δ
−1, em que δ ∈ R+. Para a classe de sistemas tratada
neste cap´ıtulo, considera-se que xk e dk esta˜o sempre dispon´ıveis.
O sistema na˜o linear (3.1) pode ser localmente representado de
forma exata pelo seguinte modelo fuzzy T-S com N = 2p regras:
Regra i : SE z1,k e´ Mi1 e · · · e zp,k e´ Mip,
ENTA˜O xk+1 = Aixk +Adixk−dk +Biuk +Bωiωk,
(3.2)
em que zj,k ∈ R, sendo j ∈ I[1, p], sa˜o as varia´veis escalares de premissa
dependentes somente dos estados xk,Mij sa˜o os conjuntos fuzzy e p e´ o
nu´mero de varia´veis de premissa. As matrizes dos modelos fuzzy locais
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Ai ∈ R
n×n, Adi ∈ R
n×n, Bi ∈ R
n×m e Bωi ∈ R
n×rsa˜o conhecidas.
Por meio do processo de defuzzificac¸a˜o (TANAKA; WANG, 2001),
pode-se expressar o modelo fuzzy (3.2) pelo seguinte modelo fuzzy
dinaˆmico:
xk+1 = A(αk)xk +Ad(αk)xk−dk +B(αk)uk +Bω(αk)ωk, (3.3)
em que αk(i) = wi(zk)/
∑N
j=1 wj(zk) com wi =
∏p
j=1Mij(zj,k) e zk =[
z1,k z2,k . . . zp,k
]T
. Portanto, as matrizes em (3.3) podem ser
reescritas como:
[
A(αk) Ad(αk) B(αk) Bω(αk)
]
=
N∑
i=1
αk(i)
×
[
Ai Adi Bi Bωi
]
, αk ∈ Ξ, (3.4)
sendo
Ξ =
{
αk ∈ R
N ;
N∑
i=1
αk(i) = 1, αk(i) ≥ 0, i ∈ I[1, N ]
}
. (3.5)
O vetor de paraˆmetros variantes no tempo, αk, e´ a pro´pria func¸a˜o de
pertineˆncia do modelo fuzzy T-S, que e´ suposta ser computada em
tempo real – como usual na literatura (veja, por exemplo (FENG, 2009,
2006; TANAKA; WANG, 2001)) – e verifica o simplex unita´rio Ξ sempre
que xk pertencer a` regia˜o de validade V0 ⊆ Ex. Como no Cap´ıtulo
2, neste cap´ıtulo, a regia˜o de validade e´ definida como um conjunto
polie´drico:
V0 =
{
xk ∈ R
n; |L(r)xk| ≤ η(r)
}
⊆ Ex, (3.6)
em que η(r) > 0 e L(r) ∈ R
1×n, para r ∈ I[1, κ], com κ representando
o nu´mero de restric¸o˜es que caracteriza a regia˜o permitida no espac¸o de
estados para o sistema em malha fechada. Note que V0 esta´ primei-
ramente relacionado aos valores min−max da te´cnica de modelagem
fuzzy T-S descrita em (TANIGUCHI et al., 2001), mas esse conjunto pode
tambe´m refletir imposic¸o˜es vinculadas a` seguranc¸a ou a` estrutura f´ısica
da planta modelada. Assim, por construc¸a˜o, tem-se que xk ∈ V0 resulta
em αk ∈ Ξ.
Utilizando a compensac¸a˜o paralela distribu´ıda, a lei de controle
fuzzy proposta e´ dada por:
uk = K(αk)xk +Kd(αk)xk−dk . (3.7)
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Como no caso das matrizes do modelo fuzzy (3.3), as matrizes do con-
trolador fuzzy sa˜o definidas como se segue:
[
K(αk) Kd(αk)
]
=
N∑
i=1
αk(i)
[
Ki Kdi
]
, αk ∈ Ξ, (3.8)
sendo Ki ∈ R
m×n e Kdi ∈ R
m×n. Caso o valor de dk na˜o esteja
dispon´ıvel, e´ suficiente assumir que Kd(αk) = 0 em (3.7)–(3.8), levando
a lei de controle para uk = K(αk)xk.
Utilizando a formulac¸a˜o fuzzy (3.3)–(3.8), tem-se o seguinte mo-
delo fuzzy T-S em malha fechada:
xk+1 = Aˆ(αk)xk + Aˆd(αk)xk−dk +Bω(αk)ωk, (3.9)
em que, por construc¸a˜o,
Aˆ(αk) =
N∑
i=1
N∑
j=i
µijαk(i)αk(j)
(Ai +BiKj +Aj +BjKi)
2
, (3.10)
Aˆd(αk) =
N∑
i=1
N∑
j=i
µijαk(i)αk(j)
Adi +BiKdj +Adj +BjKdi
2
, (3.11)
com
µij = 2 se i 6= j, ou µij = 1 se i = j. (3.12)
Observe que o sistema fuzzy em malha fechada a partir da lei
de controle (3.7)–(3.8) e, assim, (3.9) deve ter suas trajeto´rias sempre
confinadas em V0, assegurando αk ∈ Ξ e a validade (convexidade) do
modelo fuzzy T-S (3.2)–(3.6). Isso e´ uma questa˜o fundamental, uma
vez que deseja-se explorar a convexidade para garantir a estabilidade do
sistema na˜o linear (3.1) em malha fechada por meio da lei de controle
(3.7)–(3.8) conduzido por algum ωk ∈ Eω . Para esse fim, e seguindo
(SONTAG; WANG, 1995), define-se a estabilidade entrada-estado local
(local-ISS) como:
Definic¸a˜o 3.1 O sistema na˜o linear (3.1) em malha fechada com a
lei de controle (3.7)–(3.8) e conduzido por alguma perturbac¸a˜o ωk ∈
Eω e´ localmente-ISS (no sentido ℓ2) se suas trajeto´rias permanecem
limitadas em V0 ⊆ R
n e quando ωk = 0 as trajeto´rias dos estados
tendem para o equil´ıbrio (origem).
Para maiores detalhes sobre a Definic¸a˜o 3.1, veja (SONTAG; WANG,
1995; KELLETT, 2014; GRU¨NE; KELLETT, 2014).
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Neste cap´ıtulo sa˜o tratados dois problemas: i) estabilizac¸a˜o local;
e ii) estabilizac¸a˜o local ℓ2. Para o primeiro caso e´ considerado que
ωk = 0 e que elementos das condic¸o˜es iniciais ϕd¯,0 sejam diferentes de
zero. Portanto, um problema fundamental e´ a necessidade de estimar
regio˜es de estabilidade, representadas por Υϕ ⊆ Eϕ, em que [ϕd¯,0]j ∈
Υϕ ⊆ V0, para j ∈ I[1, d¯]. Diante disso, e´ proposto o seguinte problema
de estabilizac¸a˜o local:
Problema 3.1 (Estabilizac¸a˜o local) Determinar os ganhos Ki e Kdi
para o controlador (3.7)–(3.8) com ωk = 0, e caracterizar a regia˜o de
estabilidade Υϕ, de tal forma que essa regia˜o represente o conjunto de
condic¸o˜es iniciais seguras e, assim, as trajeto´rias correspondentes do
sistema em malha fechada permanec¸am confinadas em V0 e convirjam
assintoticamente para a origem.
Ja´ para o caso de estabilizac¸a˜o local no sentido ℓ2, consideram-se que
ωk 6= 0 e que as condic¸o˜es iniciais sejam nulas. Para isso, tem-se o
seguinte problema:
Problema 3.2 (Estabilizac¸a˜o local ℓ2) Determinar os ganhos Ki e
Kdi, i ∈ I[1, N ], tal que o controlador (3.7)–(3.8) aplicado ao sistema
na˜o linear (3.1) resulte em um sistema na˜o linear em malha fechada
localmente-ISS no sentido ℓ2 para todo ωk ∈ Eω.
3.2 RESULTADOS PRELIMINARES
Nesta sec¸a˜o sa˜o apresentados resultados preliminares. A compre-
ensa˜o desses resultados e´ necessa´ria para que os resultados principais
(apresentados na pro´xima sec¸a˜o) sejam entendidos de forma clara.
Considere a candidata a` func¸a˜o fuzzy de Lyapunov-Krasovskii
(L-K), V (ϕd¯,k, αk) : Eϕ × Ξ→ R
+:
V (ϕd¯,k, αk) = x
T
kQ
−1(αk)xk +
k−1∑
i=k−dk
xTi R
−1(αi)xi
+
0∑
ℓ=2−d¯
k−1∑
i=k+ℓ−1
xTi R
−1(αi)xi > 0, (3.13)
em que Q(αk) =
∑N
i=1 αk(i)Qi, 0 < Q
T
i = Qi ∈ R
n×n e R(αk) =∑N
i=1 αk(i)Ri, 0 < R
T
i = Ri ∈ R
n×n. Essa candidata a` func¸a˜o fuzzy
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L-K e´ na˜o linear e composta por treˆs termos. Note que as matrizes de
Lyapunov sa˜o dependentes da func¸a˜o de pertineˆncia.
Segundo (FRIDMAN, 2014; STOJANOVIc´; DEBELJKOVIc´; MLADE-
NOVIc´, 2007), a func¸a˜o V (ϕd¯,k, αk) > 0 em (3.13) e´ dita ser uma func¸a˜o
L-K se
∆V (ϕd¯,k, αk) = V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk) < 0. (3.14)
Enta˜o, a estabilidade assinto´tica do modelo fuzzy (3.9) para K(αk) e
Kd(αk) dados e αk ∈ Ξ e´ suficiente quando a desigualdade (3.14) e´
verificada.
Primeiramente, e´ abordado o problema de estabilizac¸a˜o local.
Dessa forma, um problema fundamental e´ a caracterizac¸a˜o da regia˜o
de estabilidade Υϕ. Portanto, na seguinte definic¸a˜o e´ proposta a carac-
terizac¸a˜o da regia˜o de estabilidade Υϕ por meio de dois conjuntos: o
primeiro lida com o vetor de estado atual em k = 0, e o segundo trata
dos estados atrasados.
Definic¸a˜o 3.2 A regia˜o de estabilidade Υϕ ⊆ Eϕ e´ composta pelas
sequeˆncias ϕd¯,0 tais que
Υϕ =
{
ϕd¯,0 ∈ Eϕ; ∀j ∈ I[1, d¯+ 1], [ϕd¯,0]j ∈ Cx, j = d¯+ 1,
e [ϕd¯,0]j ∈ Bφ, j ∈ I[1, d]
}
, (3.15)
em que
Cx =
{
x0 ∈ Ed+1; V1(x0, α0) ≤ c(φd¯,0)
}
⊆ V0, (3.16)
Bφ = {[φd,0]j ∈ Ej , j ∈ I[1, d]; ‖φd,0‖d ≤ r e [φd,0]j ∈ V0,
j ∈ I[1, d]} , (3.17)
V1(x0, α0) = x
T
0 Q
−1(α0)x0, c(φd¯,0) e´ uma func¸a˜o Eφ 7→ R
+ com a
sequeˆncia φd¯,0 como argumento e r ∈ R
+.
Essa definic¸a˜o difere da Definic¸a˜o 2.4, apresentada no Cap´ıtulo 2, em
dois pontos: o conjunto Cx e d¯. A primeira ocorre pelo fato da candidata
a` func¸a˜o L-K aqui considerada ser dependente de paraˆmetros e suas
matrizes serem inversas, diferentemente da candidata a` func¸a˜o L-K
utilizada no cap´ıtulo anterior que e´ independente de paraˆmetros e suas
matrizes na˜o esta˜o invertidas. Ja´ o atraso considerado neste momento e´
variante no tempo e limitado num valor ma´ximo, distinguindo-se assim
do cap´ıtulo anterior em que o atraso considerado e´ constante no tempo.
Portanto, na definic¸a˜o aqui apresentada, utiliza-se a informac¸a˜o desse
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atraso ma´ximo para a caracterizac¸a˜o da regia˜o de estabilidade.
Na caracterizac¸a˜o de Υϕ, o conjunto Cx descreve a regia˜o de
valores permitidos para o vetor de condic¸o˜es iniciais x0 enquanto o
conjunto Bφ define a regia˜o para os elementos [φd¯,0]j ∈ Ej , para j ∈
I[1, d¯]. No pro´ximo lema e´ apresentado um resultado ja´ conhecido na
literatura, que e´ utilizado na caracterizac¸a˜o de Υϕ.
Lema 3.1 Assuma que a func¸a˜o (3.13) e´ uma func¸a˜o L-K fuzzy. Um
conjunto de n´ıvel associado ao termo V1(xk, αk) = x
T
kQ
−1(αk)xk e´
dado pela intersecc¸a˜o dos conjuntos elipsoidais relativos a`s matrizes
QTi = Qi > 0, i ∈ I[1, N ]:
LV1(c) =
{
E(Q−1i , c), ∀αk ∈ Ξ
}
=
⋂
αk∈Ξ
E(Q−1(αk), c) =
⋂
i∈I[1,N ]
E(Q−1i , c) ⊆ V0, (3.18)
em que c e´ um escalar positivo e E(Q−1i , c), para i ∈ I[1, N ], denota os
conjuntos elipsoidais definidos como se segue:
E(Q−1i , c) =
{
xk ∈ R
n; xTkQ
−1
i xk ≤ c
}
. (3.19)
Prova: A prova do Lema 3.1 pode ser encontrada em (JUNGERS; CAS-
TELAN, 2011, Lemma 4).
As equac¸o˜es (3.18)–(3.19) sa˜o utilizadas para caracterizar con-
juntos em que as correspondentes trajeto´rias do sistema permanec¸am
confinadas quando elas iniciam em Υϕ. No caso de c = 1, usam-se as
notac¸o˜es simplificadas LV1 = LV1(1) e E(Q
−1
i ) = E(Q
−1
i , 1). A partir
desse momento sa˜o apresentados resultados utilizados para definir os
paraˆmetros necessa´rios para a caracterizac¸a˜o dos conjuntos Cx e Bφ, e,
portanto, Υϕ. Primeiramente, considere o seguinte lema.
Lema 3.2 Considere que R(αk) =
∑N
i=1 αk(i)Ri e 0 < R
T
i = Ri,
enta˜o
λmax
(
R−1(αk)
)
≤ max
i
(
λmax
(
R−1i
))
, (3.20)
para i ∈ I[1, N ] e ∀αk ∈ Ξ.
Prova: Pela positividade de Ri, tem-se
0 < λmax
(
R−1i
)
≤ max
i
(
λmax
(
R−1i
))
. (3.21)
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Considere que max
i
(
λmax
(
R−1i
))
= λ˜, em que λ˜ e´ um escalar positivo.
Assim, λmax
(
R−1i
)
≤ λ˜⇔ R−1i ≤ λ˜I, que pelo complemento de Schur:[
λ˜I I
I Ri
]
≥ 0. (3.22)
Multiplicando-se a inequac¸a˜o (3.22) por αk(i), somando-se em i ∈
I[1, N ], sabendo-se que
∑N
i=1 αk(i)Ri = R(αk), e aplicando-se o com-
plemento de Schur no resultado, tem-seR−1(αk) ≤ λ˜I⇔ λmax
(
R−1(αk)
)
≤
λ˜. Portanto, prova-se o Lema 3.2.
Lema 3.3 Se V (ϕd¯,k, αk) definida em (3.13) e´ uma func¸a˜o L-K fuzzy
para o modelo fuzzy em malha fechada (3.9) e LV1 ⊆ V0, enta˜o a regia˜o
Υϕ caracterizada por
Cx =
{
x0 ∈ R
n; V1(x0, α0) ≤ 1− ρ‖φd¯,0‖
2
d¯
}
⊆ V0, (3.23)
com
ρ = max
i∈I[1,N ]
(
λmax
(
R−1i
))( d¯2 − d¯+ 2
2
)
(3.24)
e r em (2.57) satisfazendo
0 ≤ r ≤ ρ−
1
2 (3.25)
e´ uma regia˜o de estabilidade assinto´tica para o modelo fuzzy em malha
fechada (3.9).
Prova: Considere o Lema 3.1 com c = 1− ρ‖φd¯,0‖
2
d¯
. Enta˜o, tem-se
Cx = LV1(1− ρ‖φd¯,0‖
2
d¯) =
{
x0 ∈ R
n;xT0 Q
−1(α0)x0 ≤ 1
−ρ‖φd¯,0‖
2
d¯
}
⊆ V0. (3.26)
Dos dois termos do lado direito da igualdade na func¸a˜o fuzzy L-K e do
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Lema 3.2, tem-se que a varia´vel ρ satisfaz:
k−1∑
i=k−dk
xTi R
−1(αi)xi +
0∑
ℓ=2−d¯
k−1∑
i=k+ℓ−1
xTi R
−1(αi)xi
≤
−1∑
j=−dk
[φd¯,0]
T
d¯+1+jR
−1(αj)[φd¯,0]d¯+1+j +
−1∑
ℓ=1−d¯
−1∑
j=ℓ
[φd¯,0]
T
d¯+1+j
×R−1(αj)[φd¯,0]d¯+1+j ≤ ρ‖φd¯,0‖
2
d¯. (3.27)
Ale´m disso, e´ necessa´rio que 0 ≤ c ≤ 1 e para isso e´ preciso que
0 ≤ r ≤ ρ−
1
2 em (2.57).
Para finalizar, apresenta-se o lema a seguir que mostra a conexa˜o
existente entre os conjuntos Cx e B(r) em termos do confinamento das
trajeto´rias em LV1 e da estabilidade local.
Lema 3.4 Se V (ϕd¯,k, αk) > 0 e ∆V (ϕd¯,k, αk) = V (ϕd¯,k+1, αk+1) −
V (ϕd¯,k, αk) < 0, enta˜o
V (ϕd¯,k, αk) < V (ϕd¯,0, α0) ≤ x
T
0Q
−1(α0)x0 + ρ‖φd¯,0‖
2
d¯. (3.28)
Portanto, ∀x0 ∈ Cx = LV1(1 − ρ‖φd¯,0‖
2
d¯
) ⊆ V0 e [φd¯,0]j ∈ Bφ, j ∈
I[1, d¯] e´ garantido que xk ∈ LV1 , ∀k ≥ 0, e lim
k→∞
[ϕd¯,k]j = 0, para
j ∈ I[1, d¯+ 1].
Prova: Considerando-se (3.13), ∆V (ϕd¯,k, αk) < 0 e αk ∈ Ξ, para k > 0,
verifica-se que:
xTkQ
−1(αk)xk ≤ V (ϕd¯,k, αk) < V (ϕd¯,0, α0). (3.29)
Utilizando-se (3.24) e (3.27), tem-se:
V (ϕd¯,k, αk) < V (ϕd¯,0, α0) ≤ x
T
0Q
−1(α0)x0 + ρ‖φd¯,0‖
2
d¯. (3.30)
A partir de (3.29) e (3.30), pode-se constatar que se xT0 Q
−1(α0)x0 ≤
1−ρ‖φd¯,0‖
2
d¯
, enta˜o xTkQ
−1(αk)xk ≤ 1 e lim
k→∞
[ϕd¯,k]j = 0, j ∈ I[1, d¯+1].
Portanto, a estabilidade assinto´tica local do sistema em malha fechada
e´ assegurada.
Considerando-se neste momento o problema da estabilizac¸a˜o lo-
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cal no sentido ℓ2, tem-se que as condic¸o˜es iniciais do sistema na˜o linear
(3.1) sa˜o nulas e ωk e´ diferente de zero. Sendo assim, um conjunto de
n´ıvel associado a` candidata a` func¸a˜o fuzzy L-K (3.13) pode ser definido
como se segue:
LV (δ
−1) =
{
[ϕd¯,k]j ∈ Ej , j ∈ I[1, d¯+ 1]; V (ϕd¯,k, αk) ≤ δ
−1
}
. (3.31)
Para garantir a local-ISS, e´ necessa´rio que exista uma sequeˆncia ϕd¯,k
que satisfac¸a as condic¸o˜es do conjunto LV e xk ∈ V0. Note que garantir
algebricamente que xk ∈ V0 a partir de LV na˜o e´ uma tarefa simples.
Uma alternativa para contornar essa dificuldade e´ assumir que o sistema
na˜o linear discreto no tempo com atraso nos estados em malha fechada
tenha condic¸o˜es iniciais nulas, isto e´, [ϕd¯,k]j = 0, para j ∈ I[1, d¯ + 1],
e tomar o conjunto LV1(δ
−1), dado por:
LV1(δ
−1) =
{
xk ∈ Ex; V1(xk, αk) ≤ δ
−1
}
. (3.32)
Sendo V1(xk, αk) = x
T
kQ
−1(αk)xk, tem-se que a operac¸a˜o V1(xk, αk) ≤
δ−1 e´ realizada de forma simples algebricamente e, ale´m disso, e´ poss´ıvel
garantir a inclusa˜o de LV1(δ
−1) em V0 o que resulta em xk ∈ V0.
Seguindo o Lema 3.1, tem-se que o conjunto de n´ıvel LV1(δ
−1)
pode ser definido como a intersecc¸a˜o dos conjuntos elipsoidais:
LV1(δ
−1) ,
⋂
i∈I[1,N ]
E(Q−1i , δ
−1) =
{
xk ∈ Ex; x
T
kQ
−1
i xk ≤ δ
−1
}
⊆ V0. (3.33)
Na sequeˆncia, fornecem-se alguns resultados preliminares, que
sa˜o importantes para entender o resultado principal relacionado a` es-
tabilizac¸a˜o local no sentido ℓ2.
Lema 3.5 Para um dado δ > 0, a estabilidade local no sentido ℓ2 do
sistema na˜o linear (3.1) em malha fechada a partir da lei de controle
fuzzy (3.7)–(3.8), com [ϕd¯,0]j = 0, para j ∈ I[1, d¯+ 1], e´ garantida se
∆V , V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk) < ω
T
k ωk, (3.34)
para xk ∈ LV1(δ
−1)⇔ αk ∈ Ξ e ωk ∈ Eω.
Prova: Considere que (3.13) e´ uma func¸a˜o fuzzy L-K e, assim, (3.34) e´
verificado, com xk ∈ LV1(δ
−1) ⊆ V0, αk ∈ Ξ e ωk ∈ Eω. Enta˜o, para
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algum k¯ > 0, tem-se:
k¯−1∑
k=0
{
V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk)
}
<
k¯−1∑
k=0
ωTk ωk,
o que implica em
V (ϕd¯,k¯, αk¯)− V (ϕd¯,0, α0) <
k¯−1∑
k=0
ωTk ωk ≤ δ
−1.
Assim, pela hipo´tese que [ϕd¯,0]j = 0, j ∈ I[1, d¯+1], tem-se V (ϕd¯,k¯, αk¯) ≤
k¯−1∑
k=0
ωTk ωk ≤ δ
−1, para todo k¯ > 0, δ ∈ R+ e, considerando (3.13),
V1(xk¯, αk¯) ≤ δ
−1.
No corola´rio a seguir, mostra-se uma consequeˆncia do Lema 3.5
quando ωk = 0, para todo k > 0 e [ϕd¯,k]j ∈ V0, para j ∈ I[1, d¯ + 1].
Nesse caso, conclui-se que o sistema na˜o linear em malha fechada e´
assintoticamente esta´vel e xk ∈ LV1(δ
−1) ⇒ αk ∈ Ξ, sempre que a
perturbac¸a˜o ωk for nula.
Corola´rio 3.1 Considere que (3.13) e´ uma func¸a˜o L-K fuzzy, (3.34)
e´ verificado, ωk = 0 e k > 0. Enta˜o,
V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk) < 0 (3.35)
e o sistema na˜o linear (3.1) em malha fechada sob a lei de controle
(3.7)–(3.8) com ωk = 0 e´ assintoticamente esta´vel, ∀ k > 0, [ϕd¯,k]j ∈
V0, sendo j ∈ I[1, d¯ + 1], xk ∈ LV1(δ
−1) ⇒ αk ∈ Ξ e as trajeto´rias
resultantes convergem para origem sem deixar LV1(δ
−1) ⊆ V0.
Prova: Considerando ωk = 0, para todo k > 0, e a partir de (3.34),
chega-se em (3.35). Ale´m disso, seguindo (3.31) e (3.32), tem-se
V1(xk+1, αk+1) ≤ V (ϕd¯,k+1, αk+1) < V (ϕd¯,k, αk) ≤ δ
−1. (3.36)
Enta˜o, o sistema na˜o linear (3.1) em malha fechada por meio da lei de
controle fuzzy (3.7)–(3.8) e´ garantido ser assintoticamente esta´vel com
as trajeto´rias xk convergindo para a origem sem deixar LV1(δ
−1) ⊆ V0.
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3.3 RESULTADOS PRINCIPAIS
Nesta sec¸a˜o sa˜o apresentadas soluc¸o˜es para os problemas 3.1 e
3.2, estabilizac¸a˜o local e estabilizac¸a˜o local no sentido ℓ2, respectiva-
mente.
3.3.1 Estabilizac¸a˜o local
Baseado na candidata a` func¸a˜o fuzzy L-K (3.13) e nos Lemas
3.1 e 3.4, e´ apresentado na sequeˆncia o teorema para a soluc¸a˜o do Pro-
blema 3.1. A partir desse teorema calculam-se ganhos fuzzy para a lei
de controle (3.7)–(3.8) de tal forma que o sistema na˜o linear em malha
fechada resultante sem ac¸a˜o de perturbac¸a˜o externa seja assintotica-
mente esta´vel localmente.
Teorema 3.1 Suponha que existam as matrizes definidas positivas Qi ∈
R
n×n e Ri ∈ R
n×n, para i ∈ I[1, N ], e as matrizes U ∈ Rn×n,
H ∈ Rn×n, Yi ∈ R
m×n e Ydi ∈ R
m×n verificando as seguintes LMIs,
∀i, ℓ, q ∈ I[1, N ], j ∈ I[i, N ] e ∀r ∈ I[1, κ]:


−Qq 0.5(AiU +BiYj +AjU +BjYi)
⋆ 0.5(Qi +Qj)− U
T − U
⋆ ⋆
⋆ ⋆
0.5(AdiH +BiYdj +AdjH +BjYdi) 0
0 UT
Rℓ −H
T −H 0
⋆ −
Ri +Rj
2d¯

 < 0, (3.37)
[
−Qi QiL
T
(r)
⋆ −η2(r)
]
≤ 0. (3.38)
Enta˜o, as matrizes da lei de controle (3.7)–(3.8) obtidas a partir de
Ki = YiU
−1 e Kdi = YdiH
−1 (3.39)
sa˜o tais que a origem do sistema na˜o linear (3.1) com ωk = 0 em
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malha fechada pela lei de controle (3.7)–(3.8) e´ assintoticamente esta´vel
para o conjunto de condic¸o˜es inicias Υϕ, com 0 ≤ r ≤ ρ
−
1
2 e ρ dado
por (3.24), assegurando que as respectivas trajeto´rias permanec¸am em
LV1 ⊆ V0.
Prova: Primeiramente, e´ mostrado que a factibilidade de (3.37) asse-
gura a estabilidade local assinto´tica do modelo fuzzy (3.2)–(3.4) em
malha fechada pela lei de controle (3.7)–(3.8) com os ganhos dados por
(3.8) e (3.39) sempre que as trajeto´rias dos estados evolu´ırem no in-
terior de V0. Em seguida, se (3.38) e´ verificada, pode-se calcular uma
regia˜o de estabilidade Υϕ com ρ dado por (3.24) e escolhendo r como
mostrado em (3.25). Enta˜o, as trajeto´rias geradas por condic¸o˜es inici-
ais definidas no interior da regia˜o de estabilidade para o modelo fuzzy
T-S (3.2)–(3.4) em malha fechada a partir da lei de controle (3.7)–(3.8)
sa˜o esta´veis e permanecem em LV1 ⊆ V0. Portanto, garante-se a esta-
bilidade local assinto´tica do sistema na˜o linear (3.1) com ωk = 0 em
malha fechada sob a lei de controle (3.7)–(3.8) com os ganhos dados
por (3.39).
Se (3.37) e´ verificada, enta˜o assegura-se a positividade deRi eQi,
i ∈ I[1, N ] e, em consequeˆncia, V (ϕd¯,k, αk) verifica (3.13). Ale´m disso,
a regularidade de U e H e´ assegurada pelos blocos (2, 2) e (3, 3). Subs-
tituindo Yi e Ydi por KiU e KdiH , respectivamente, multiplicando a
inequac¸a˜o resultante sucessivamente por αk(i), αk(j), αk+1(q) e αk−dk(ℓ)
e somando i ∈ I[1, N ], j ∈ I[i, N ], q ∈ I[1, N ], ℓ ∈ I[1, N ], obte´m-se
Θk =


−Q(α+k ) Aˆ(αk)U Aˆd(αk)H
⋆ Q(αk)− U − U
T 0
⋆ ⋆ R(α−k )−H −H
T
⋆ ⋆ ⋆
0
UT
0
−
R(αk)
d¯

 < 0. (3.40)
em que Aˆ(αk) e Aˆd(αk) sa˜o dados em (3.10) e (3.11), respectivamente,
α+k ≡ αk+1 e α
−
k ≡ αk−dk . Note que as matrizes definidas positivas
Q(αk) e R(αk) podem ser reescritas como
F (αk) =

 N∑
j=1
αj

F (αk) = N∑
i=1
N∑
j=i
µijαk(i)αk(j)
Fi + Fj
2
,
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sendo que F (αk) pode ser substitu´ıda por Q(αk) e R(αk), com µij dado
em (3.12), Q(α+k ) =
∑N
q=1 α
+
k(q)Qq, R(α
−
k ) =
∑N
ℓ=1 α
−
k(ℓ)Rℓ.
Pelo motivo da desigualdade −MTG−1M ≤ G −MT −M ser
verdadeira para todos os pares de matrizes quadra´ticasM e G = GT >
0, isso pode ser comprovado no Apeˆndice A.4, ela pode ser aplicada
nos blocos (2, 2) e (3, 3) de Θk para obter Θ¯k ≤ Θk, em que
Θ¯k =


−Q(α+k ) Aˆ(αk)U Aˆd(αk)H
⋆ −UTQ−1(αk)U 0
⋆ ⋆ −HTR−1(α−k )H
⋆ ⋆ ⋆
0
UT
0
−
R(αk)
d¯

 < 0. (3.41)
Enta˜o, aplicando o complemento de Schur em (3.41), chega-se em
Π˜k =

 −Q(α+k ) Aˆ(αk)U⋆ UT [d¯R−1(αk)−Q−1(αk)]U
⋆ ⋆
Aˆd(αk)H
0
−HTR−1(α−k )H

 < 0. (3.42)
Assim, levando em considerac¸a˜o a regularidade de U eH , considera-
se a transformac¸a˜o de congrueˆncia Πk = T
T Π˜kT com T = diag{I, U
−1, H−1}.
Isso permite obter-se
Πk =

−Q(α+k ) Aˆ(αk) Aˆd(αk)⋆ d¯R−1(αk)−Q−1(αk) 0
⋆ ⋆ −R−1(α−k )

 < 0. (3.43)
Novamente, utilizando o complemento de Schur nessa u´ltima desigual-
dade, tem-se
[
d¯R−1(αk)−Q
−1(αk) 0
0 −R−1(α−k )
]
+
[
AˆT (αk)
AˆTd (αk)
]
Q−1(α+k )
×
[
Aˆ(αk) Aˆd(αk)
]
< 0. (3.44)
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Pre´ e po´s-multiplicando (3.44) por X˜Tk =
[
xTk x
T
k−dk
]
e sua trans-
posta, respectivamente, e a partir de (3.9)–(3.11), substitui-se Aˆ(αk)xk+
Aˆd(αk)xk−dk por xk+1, obtendo-se
Ωk = x
T
k+1Q
−1(α+k )xk+1 + x
T
k
[
d¯R−1(αk)−Q
−1(αk)
]
xk
− xTk−dkR
−1(α−k )xk−dk < 0. (3.45)
Assim, seguindo (LEITE; MIRANDA, 2008), obte´m-se por meio de
(3.13):
∆V (ϕk, αk) ≤ Ωk < 0. (3.46)
Portanto, pode-se concluir que a factibilidade de (3.37) assegura a ne-
gatividade de ∆V (ϕd¯,k, αk) que com a positividade de V (ϕd¯,k, αk) e o
teorema de Lyapunov-Krasovskii (NICULESCU, 2001, Pag 31) garante-
se a estabilidade local do modelo fuzzy T-S (3.2) com ωk = 0 em malha
fechada sob a lei de controle (3.7)–(3.8) com ganhos dados por (3.39)
sempre que as trajeto´rias dos estados evolu´ırem somente no interior do
conjunto V0.
Neste momento, assuma que (3.37) e´ verificada e adicionalmente
(3.38) e´ satisfeita. Enta˜o, multiplicando (3.38) por αk(i) e somando
para i ∈ I[1, N ], obte´m-se:
Λ =
[
−Q(αk) Q(αk)L
T
(ℓ)
⋆ −η2(ℓ)
]
≤ 0. (3.47)
Utilizando a transformac¸a˜o de congrueˆncia FTΛF = Λ˜ com F =
diag{Q−1(αk), 1}, chega-se em
Λ˜ =
[
−Q−1(αk) L
T
(ℓ)
⋆ −η2(ℓ)
]
≤ 0. (3.48)
Aplicando o complemento de Schur em Λ˜, tem-se:
LT(ℓ)η
−2
(ℓ)L(ℓ) −Q
−1(αk) ≤ 0. (3.49)
Nessa u´ltima desigualdade, pre´ e po´s-multiplica-se por xTk e xk, respec-
tivamente, tem-se que:
xTkL
T
(ℓ)η
−2
(ℓ)L(ℓ)xk ≤ 1 e x
T
kQ
−1(αk)xk ≤ 1, (3.50)
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sendo que a primeira desigualdade em (3.50) representa V0 e a segunda
representa LV1 . Enta˜o, satisfazendo-se a desigualdade (3.38), prova-
se que LV1 ⊆ V0 e qualquer trajeto´ria que comece em Υϕ permanece
em LV1 e, assim, a estabilidade local do sistema na˜o linear (3.1) com
ωk = 0 em malha fechada sob a lei de controle (3.7)–(3.8) com ganhos
dados por (3.39) e´ assegurada.
A seguir, esse teorema e´ explorado em um problema de oti-
mizac¸a˜o convexa de tal forma a maximizar o tamanho da regia˜o de
estabilidade Υϕ.
3.3.1.1 Problema de otimizac¸a˜o
O objetivo de controle e´ determinar a lei de controle definida
por (3.7)–(3.8), com a regia˜o de estabilidade Υϕ a maior poss´ıvel, ve-
rificando as seguintes incluso˜es Cx ⊆ LV1 ⊆ V0. Para isso, pode-se
proceder da seguinte maneira:
1. Minimizando ρ, tem-se Cx = LV1(1−ρ‖φd¯,0‖
2
d¯
) ta˜o grande quanto
LV1 . Ale´m disso, r em Bφ esta´ limitado por ρ
−1/2, ou seja, quanto
menor o valor de ρ maiores os valores que r pode assumir. De
acordo com o Lema 3.2 e (3.24), para minimizar ρ e´ necessa´rio
minimizar λmax(R
−1(αi)). Portanto, R
−1(αi) ≤ W , em que 0 <
W =WT , tem-se [
W I
I Ri
]
≥ 0, i ∈ I[1, N ]. (3.51)
2. Ale´m disso, otimiza-se o tamanho de LV1 para ter LV1 ta˜o grande
quanto V0. Com isso, considera-se uma elipse inclusa no conjunto
de n´ıvel LV1 :
E (W ) =
{
x ∈ Rn;xTWx ≤ 1
}
⊂ LV1 , (3.52)
Portanto, essa inclusa˜o e´ equivalente a:[
W I
I Qi
]
≥ 0, i ∈ I[1, N ]. (3.53)
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Assim, um problema de otimizac¸a˜o convexa e´ proposto como
segue:
min trac¸o(W )
sujeito a (3.37), (3.38), (3.51) e (3.53).
(3.54)
3.3.2 Estabilizac¸a˜o local ℓ2
E´ apresentado no teorema a seguir condic¸o˜es convexas para a
s´ıntese de controladores fuzzy T-S para a estabilizac¸a˜o local no sentido
ℓ2 de sistemas na˜o lineares discretos no tempo com atraso variante nos
estados e afetados por perturbac¸o˜es ℓ2.
Teorema 3.2 Suponha que existam as matrizes 0 < QTi = Qi ∈ R
n×n
e 0 < RTi = Ri ∈ R
n×n, para i ∈ I[1, N ], e matrizes U ∈ Rn×n,
H ∈ Rn×n, Yi ∈ R
m×n e Ydi ∈ R
m×n verificando as seguintes LMIs,
∀i, ℓ, q ∈ I[1, N ], j ∈ I[i, N ] e r ∈ I[1, κ]:


−Qq 0.5(AiU +BiYj +AjU +BjYi)
⋆ 0.5(Qi +Qj)− U
T − U
⋆ ⋆
⋆ ⋆
⋆ ⋆
0.5(AdiH +BiYdj +AdjH +BjYdi) 0.5(Bωi +Bωj)
0 0
Rℓ −H
T −H 0
⋆ −I
⋆ ⋆
0
UT
0
0
−
Ri +Rj
2d¯

 < 0, (3.55)
[
−Qi QiL
T
(r)
⋆ −δη2(r)
]
≤ 0, (3.56)
sendo que as matrizes do controlador (3.7)–(3.8) sa˜o calculadas como
Ki = YiU
−1 e Kdi = YdiH
−1. (3.57)
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Enta˜o, as seguintes afirmac¸o˜es sa˜o verdadeiras para o sistema na˜o li-
near (3.1) em malha fechada a partir da lei de controle (3.7)–(3.8) com
condic¸o˜es iniciais nulas:
• a trajeto´ria de malha fechada xk permanece limitada em LV1 para
qualquer ωk ∈ Eω;
• LV1(δ
−1) ⊆ E(Q−1i , δ
−1) ⊂ V0 e, assim, xk ∈ V0 para todo k > 0;
e
• se existe k˜ ≥ 0 tal que ωk = 0, ∀k > k˜, a trajeto´ria xk converge
para a origem a medida que k aumenta.
Prova: A prova desse teorema segue os mesmos passos da prova apre-
sentada para o Teorema 3.1. Sendo assim, prosseguindo da mesma
forma como em (3.40)–(3.44), chega-se em

d¯R−1(αk)−Q−1(αk) 0 00 −R−1(α−k ) 0
0 0 −I

+

AˆT (αk)AˆTd (αk)
BTω (αk)

Q−1(α+k )
×
[
AˆT (αk) Aˆ
T
d (αk) B
T
ω (αk)
]
< 0. (3.58)
Pre´ e po´s-multiplicando (3.58) por X˜Tk =
[
xTk x
T
k−dk
ωTk
]
e sua trans-
posta, respectivamente, e a partir de (3.9)–(3.11), pode-se substituir
Aˆ(αk)xk + Aˆd(αk)xk−dk +Bω(αk)ωk por xk+1, produzindo
Ωk ≡ x
T
k+1Q
−1(α+k )xk+1 + x
T
k
[
d¯R−1(αk)−Q
−1(αk)
]
xk
− xTk−dkR
−1(α−k )xk−dk − ω
T
k ωk < 0. (3.59)
Por outro lado, pode-se obter a partir de (3.13) e (3.34):
∆V (ϕd¯,k, αk) ≤ Ωk < 0. (3.60)
Adicionalmente, pela LMI (3.56) a inclusa˜o LV1(δ
−1) ⊆ E(Q−1i , δ
−1) ⊆
V0 e´ garantida. Portanto, a partir do Lema 3.5, pode-se concluir que o
sistema em malha fechada e´ ISS no sentido ℓ2 com LV1(δ
−1) ⊆ V0. A
prova esta´ completa.
O Teorema 3.2 e´ utilizado para resolver o problema 3.2. Com
o intuito de aprimorar a soluc¸a˜o desse problema a partir do teorema
mencionado, propo˜em-se treˆs problemas de otimizac¸a˜o convexa, que
calculam ganhos para o controlador (3.7)–(3.8). O primeiro problema
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proposto calcula esses ganhos de tal forma a maximizar a energia do
sinal de perturbac¸a˜o admiss´ıvel. Ja´ os outros dois problemas de oti-
mizac¸a˜o propostos calculam os ganhos do controlador em questa˜o que
minimizam o efeito de uma dada perturbac¸a˜o nos estados. Todos esses
problemas de otimizac¸a˜o convexa sa˜o abordados a seguir.
3.3.2.1 Perturbac¸a˜o admiss´ıvel
O interesse neste momento e´ calcular os ganhos do controlador
fuzzy (3.7)–(3.8), tal que dado o domı´nio de validade V0, o sistema na˜o
linear (3.1) em malha fechada tolere perturbac¸o˜es de energia ma´xima
e, assim, as trajeto´rias resultantes permanec¸am limitadas no interior
do domı´nio de validade. Para isso, propo˜e-se o seguinte problema de
otimizac¸a˜o convexa:
min δ
Qi, Ri, Yi, Ydi, U, H
sujeito a (3.55) e (3.56).

Ptol (3.61)
Enta˜o, a minimizac¸a˜o de δ implica na maximizac¸a˜o do conjunto de
perturbac¸o˜es admiss´ıveis Eω.
3.3.2.2 Atenuac¸a˜o de perturbac¸a˜o
O objetivo neste ponto e´ calcular os ganhos Ki e Kdi, para
i ∈ I[1, N ], tal que para um dado δ limitado, o efeito da perturbac¸a˜o
seja minimizado nos estados. Portanto, propo˜em-se dois problemas de
otimizac¸a˜o para calcular os ganhos mencionados.
Caso 1: A partir de um valor dado de δ, considera-se a inclusa˜o
E(Q−1i , δ
−1) ⊂ βV0, ∀i ∈ I[1, N ], e 0 < β ≤ 1, ou seja,[
−Qi QiL
T
(r)
⋆ −β2δη2(r)
]
≤ 0. (3.62)
Assim, o objetivo e´ minimizar β por meio do ca´lculo dos ganhos do con-
trolador fuzzy. Para isso, propo˜e-se o seguinte problema de otimizac¸a˜o
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convexa:
min β
Qi, Ri, Yi, Ydi, U, H
sujeito a (3.55) e (3.62).

Patt1 (3.63)
Caso 2: Novamente, para um dado valor de δ, considera-se a
inclusa˜o E(Q−1i , δ
−1) ⊂ E(ǫ−1I, 1), em que
E(ǫ−1I, 1) =
{
xk ∈ Ex; x
T
k ǫ
−1Ixk ≤ 1
}
. (3.64)
Essa inclusa˜o e´ equivalente a:[
−δI Qi
Qi −ǫI
]
≤ 0. (3.65)
Enta˜o, o objetivo e´ minimizar ǫ e, para isso, propo˜e-se o seguinte pro-
blema de otimizac¸a˜o convexa:
min ǫ
Qi, Ri, Yi, Ydi, U, H
sujeito a (3.55), (3.56) e (3.65).

Patt2 (3.66)
3.4 EXEMPLOS NUME´RICOS
Como na sec¸a˜o anterior, sa˜o apresentados separadamente os exem-
plos relativos a` estabilizac¸a˜o local e a` estabilizac¸a˜o local no sentido ℓ2.
3.4.1 Estabilizac¸a˜o local
Os treˆs sistemas apresentados no Exemplo 2.2.1 do Cap´ıtulo 2
sa˜o utilizados para ilustrar os resultados referentes a` estabilizac¸a˜o local.
3.4.1.1 Sistemas acadeˆmicos
Considere o sistema na˜o linear discreto no tempo com atraso nos
estados (2.18). Neste momento e´ considerado que o atraso dk e´ varia´vel
e dk ∈ I[1, 5]. Lembrando-se que esse sistema abrange dois casos, um
em que c1 = c2 = 1 e o outro quando c1 = 0.64 e c2 = 0.8. Em ambos
os modelos fuzzy T-S obtidos, a regia˜o de validade determinada e´ (3.6),
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com
L =
[
1 0
0 1
]
e η =
[
0.8
4
]
.
Para os dois modelos fuzzy T-S estudados aqui foram utilizados
dois resultados de s´ıntese de controladores, sendo um desses o problema
de otimizac¸a˜o (3.54) apresentado neste cap´ıtulo e o outro referente a`s
condic¸o˜es de s´ıntese de controlador fuzzy T-S do artigo (GAO; LIU; LAM,
2009). Em ambos os casos e´ considerado que se tem acesso ao valor do
atraso em tempo real e, assim, a tentativa de soluc¸a˜o foi em busca de leis
de controle que realimentem os estados atuais e os estados atrasados.
Assim, foi necessa´rio adaptar as condic¸o˜es propostas em (GAO; LIU;
LAM, 2009), pois as mesmas, como apresentadas no artigo, calculam leis
de controle que realimentam somente os estados atuais, uk = K(αk)xk.
Foi considerado ainda que ǫ = 2, sendo ǫ um paraˆmetro de sintonia.
Em ambos os casos foram obtidos resultados fact´ıveis, sendo
que pelo problema de otimizac¸a˜o (3.54) foi obtida uma lei de con-
trole que estabiliza localmente o sistema na˜o linear original, ja´, a partir
das condic¸o˜es apresentadas em (GAO; LIU; LAM, 2009), o controlador
estabiliza globalmente o modelo fuzzy. Para fazer uma comparac¸a˜o
dos controladores projetados, foi considerado o sistema na˜o linear com
c1 = c2 = 1 e dk = round(3 + 2 cos(k)). Ale´m disso, para esse sistema
na˜o linear em malha fechada as condic¸o˜es iniciais atrasadas foram con-
sideradas nulas, ou seja, em ϕ5,0 = {φ5,0, x0} ∈ Eϕ, φ5,0 ∈ Eφ e x0 ∈ E0
com [φ5,0]j =
[
0 0
]T
, para j ∈ I[1, 5], resultando em Υϕ = Cx = LV1
e Bφ = {0}. Diante disso, determinou-se um grid de condic¸a˜o iniciais
atuais, x0, pertencentes a` regia˜o de validade para testar cada controla-
dor projetado. Assim, na Figura 4 sa˜o apresentadas condic¸o˜es iniciais
do sistema na˜o linear em malha fechada que geraram trajeto´rias diver-
gentes, em que as condic¸o˜es iniciais marcadas por × geraram trajeto´rias
divergentes para o sistema na˜o linear em malha fechada com o contro-
lador projetado via o problema de otimizac¸a˜o (3.54), e as condic¸o˜es
iniciais marcadas por  geraram trajeto´rias divergentes para o sistema
na˜o linear em malha fechada com o controlador projetado a partir das
condic¸o˜es de (GAO; LIU; LAM, 2009). Nessa figura tambe´m sa˜o apre-
sentadas as regio˜es de validade e de estabilidade assinto´tica estimada.
Note que o nu´mero de condic¸o˜es iniciais que geram trajeto´rias insta´veis
para esse u´ltimo sistema na˜o linear em malha fechada considerado e´
aproximadamente 22% maior que o nu´mero de condic¸o˜es iniciais do
sistema realimentado pelo controlador projetado via (3.54) que geram
trajeto´rias insta´veis.
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Figura 4 – Conjuntos Cx = LV1 (linha pontilhada) e V0 e condic¸o˜es
iniciais que geram trajeto´rias divergentes.
3.4.1.2 Sistema com motivac¸a˜o pra´tica
Considere o sistema na˜o linear discreto no tempo com atraso
nos estados (2.27), tratado no Exemplo 2.2.1 e cujo modelo fuzzy T-S,
ja´ apresentado nesse mesmo exemplo do Cap´ıtulo 2, tem a regia˜o de
validade, (3.6), representada por:
L =
[
1 0
]
e η = 0.05. (3.67)
A partir da soluc¸a˜o do problema de otimizac¸a˜o (3.54), obteˆm-se
os seguintes ganhos para a lei de controle (3.7):
K1 = −
[
14.6071 10.0789
]
,Kd1 =
[
0 −4.3207
]
,
K2 = −
[
13.9966 10
]
,Kd2 = −
[
0.0001 4.3410
]
,
K3 = −
[
20.6985 14.5675
]
,Kd3 =
[
0 −6.2346
]
,
K4 = −
[
20.0458 14.5806
]
,Kd4 =
[
0 −6.2349
]
.
(3.68)
A partir de (3.24) e (3.25), tem-se ρ = 5.9552 e r ≤ ρ−1/2 = 0.4098.
Considerando que as condic¸o˜es iniciais atrasadas sa˜o nulas, ou
seja, em ϕ5,0 = {φ5,0, x0} ∈ Eϕ, φ5,0 ∈ Eφ e x0 ∈ E0 com [φ5,0]j =[
0 0
]T
, para j ∈ I[1, 5], resultando em Υϕ = Cx = LV1 e Bφ = {0}.
Diante disso, na Figura 5 sa˜o apresentadas a regia˜o de validade V0 e a
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regia˜o de estabilidade Υϕ = Cx = LV1 . Nessa mesma figura ainda sa˜o
mostradas sete trajeto´rias esta´veis geradas a partir de condic¸o˜es iniciais
localizadas no interior da regia˜o de estabilidade, sendo que todas essas
condic¸o˜es iniciais esta´veis esta˜o representadas por ×, e uma trajeto´ria
que converge para um ponto de equil´ıbrio diferente da origem (TAR-
BOURIECH et al., 2011) com condic¸a˜o inicial marcada por ◦ que na˜o
pertence a` regia˜o de estabilidade estimada. Essas trajeto´rias foram ge-
radas a partir da simulac¸a˜o do sistema na˜o linear discreto no tempo com
atraso nos estados (2.27) em malha fechada por meio da lei de controle
(3.7)–(3.8), sendo os ganhos dados por (3.68), e a func¸a˜o de pertineˆncia
dada por (2.29). Ale´m disso, nessa simulac¸a˜o considerou-se o atraso va-
riante no tempo como dk = 3 − round(2 cos(0.2k)), |x1,k| ≤ 0.05; e se
|x1,k| = 0.05, enta˜o x2,k = 0 devido a`s limitac¸o˜es f´ısicas do sistema.
Como esperado, todas as trajeto´rias iniciadas a partir de condic¸o˜es
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Figura 5 – Conjunto Cx = LV1 (linha pontilhada), sete trajeto´rias que
convergem para origem e uma trajeto´ria converge para um ponto de
equil´ıbrio diferente da origem.
iniciais localizadas no interior da regia˜o de validade convergem assin-
toticamente para a origem.
Adicionalmente, geraram-se ganhos para a lei de controle (3.7)–
(3.8) a partir das condic¸o˜es propostas em (GAO; LIU; LAM, 2009, Te-
orema 2) e (WU et al., 2011b, Teorema 4), considerando para ambos
os casos ǫ = 5. Com isso, obteve-se para o primeiro caso os seguintes
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ganhos:
K1 = −
[
0.7448 4.2249
]
,Kd1 =
[
0.0062 −4.3597
]
,
K2 = −
[
0.1596 4.2256
]
,Kd2 =
[
0.0062 −4.3597
]
,
K3 = −
[
0.9607 5.9174
]
,Kd3 =
[
0.0094 −6.1624
]
,
K4 = −
[
0.3149 5.917
]
,Kd4 =
[
0.0089 −6.1625
]
.
(3.69)
Para o segundo caso, obteve-se os seguintes ganhos:
K1 = −
[
3.6934 2.2242
]
,Kd1 = −
[
0.0034 4.3704
]
,
K2 = −
[
3.1061 2.2315
]
,Kd2 = −
[
0.0036 4.3705
]
,
K3 = −
[
5.1629 3.164
]
,Kd3 = −
[
0.0068 6.2210
]
,
K4 = −
[
4.5011 3.1542
]
,Kd4 = −
[
0.0064 6.2190
]
.
(3.70)
Ambos os controladores gerados foram testados no sistema na˜o linear
nas mesmas condic¸o˜es utilizadas nas simulac¸o˜es realizadas para gerar
as trajeto´rias mencionadas no para´grafo anterior. Sendo assim, foi ob-
tida a trajeto´ria apresentada na Figura 6 que foi gerada utilizando o
controlador sintetizado a partir de (GAO; LIU; LAM, 2009, Teorema 2)
com x0 =
[
0.04927 0.05246
]
. Ja´ a trajeto´ria apresentada na Figura
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Figura 6 – Trajeto´ria convergente para um ponto de equil´ıbrio diferente
da origem.
7 foi obtida a partir de controlador gerado pela condic¸a˜o (WU et al.,
2011b, Teorema 4) com x0 =
[
−0.04885 −0.07903
]
. Note que mesmo
as duas condic¸o˜es iniciais localizadas no interior da regia˜o de estabili-
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Figura 7 – Trajeto´ria convergente para um ponto de equil´ıbrio diferente
da origem.
dade estimada a partir das condic¸o˜es desenvolvidas neste cap´ıtulo, as
trajeto´rias resultantes dessas condic¸o˜es iniciais na˜o convergem para a
origem, convergindo assim para pontos de equil´ıbrio que sa˜o diferen-
tes da origem do sistema controlado. Tendo o conhecimento de que
os resultados propostos por (GAO; LIU; LAM, 2009) e (WU et al., 2011b)
na˜o levam em considerac¸a˜o a validade local do modelo fuzzy T-S, as
trajeto´rias apresentadas nas figuras 6 e 7 mostram que esses resulta-
dos na˜o sa˜o adequados para serem aplicados no sistema na˜o linear que
originou o modelo fuzzy T-S.
3.4.2 Estabilizac¸a˜o local ℓ2
Considere o mesmo sistema com motivac¸a˜o pra´tica utilizado para
a estabilizac¸a˜o local, pore´m considerando neste momento que ele e´ afe-
tado por um sinal de perturbac¸a˜o ωk limitado em energia e que as
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condic¸o˜es iniciais sejam todas nulas. Com isso, tem-se
x1,k+1 = x1,k + cTx2,k + (1 − c)Tx2,k−dk ,
x2,k+1 =
Tgµ(µx1,k + 2µy0 + 2)x1,k
(1 + µ(x1,k + y0))2
x1,k + c
(
1−
TKm
m
)
x2,k
+(1− c)
(
1−
TKm
m
)
x2,k−dk
+
Tλµ
2m(1 + µ(x1,k + y0))2
uk + ωk.
(3.71)
O modelo fuzzy T-S que representa esse sistema na˜o linear e´ basica-
mente o mesmo apresentado no Exemplo 2.2.1 do Cap´ıtulo 2, sendo
acrescentado nesse as matrizes Bωi =
[
0 1
]T
, para i ∈ I[1, 4].
3.4.2.1 Perturbac¸a˜o admiss´ıvel
Primeiramente, computa-se o controlador que minimiza δ utili-
zando o problema de otimizac¸a˜o (3.61). Sendo assim, os ganhos do
controlador obtidos resolvendo Ptol sa˜o:
K1 = −
[
968.2126 16.7969
]
,Kd1 =
[
0 −7.1622
]
,
K2 = −
[
967.5732 16.7966
]
,Kd2 =
[
0 −7.1623
]
,
K3 = −
[
1384.3 24.1034
]
,Kd3 =
[
0 −10.3435
]
,
K4 = −
[
1383.7 24.1034
]
e Kd4 =
[
0 −10.3435
]
;
(3.72)
obtendo-se δ = 0.088. Nesse caso, o sistema na˜o linear (3.71) em malha
fechada com a lei de controle fuzzy (3.7)–(3.8) utilizando os ganhos
(3.72) e´ ISS no sentido ℓ2 para qualquer sinal de perturbac¸a˜o com
energia limitada por δ−1, ou seja,
∞∑
k=0
ωTk ωk ≤ 11.3681 e, portanto, as
trajeto´rias dos estados resultantes nunca evoluem fora de LV1(δ
−1) ⊂
V0.
Para verificar o que foi dito no para´grafo anterior, aplicam-se
sinais de perturbac¸o˜es de energia limitada no sistema na˜o linear (3.71)
em malha fechada para ilustrar o comportamento de suas respostas.
Note que todos os sinais de perturbac¸a˜o teˆm energia igual a 11.3681. As
trajeto´rias dos estados resultantes esta˜o mostradas na Figura 8. Nesse
caso, considera-se o atraso variante no tempo como dk = round(3 +
2 cos(k)) e, antes da ac¸a˜o da perturbac¸a˜o, o sistema na˜o linear em
malha fechada esta´ relaxado, ou seja, [ϕ5,k]j = 0, para j ∈ I[1, 6].
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Figura 8 – Sinais de perturbac¸a˜o e trajeto´rias dos estados.
Observe que todas as trajeto´rias dos estados permanecem no interior
do conjunto LV1(δ
−1) e elas convergem assintoticamente para origem
quando ωk = 0, satisfazendo as caracter´ısticas de um sistema na˜o linear
em malha fechada ISS.
Utilizando os resultados propostos em (WU et al., 2011b), com
ǫ = 10, obteˆm-se os seguintes ganhos para o controlador:
K1 = −
[
4.1531 2.2761
]
,Kd1 = −
[
0.0156 4.3907
]
,
K2 = −
[
3.3024 1.8191
]
,Kd2 = −
[
0.0093 −4.3855
]
,
K3 = −
[
5.9426 3.4567
]
,Kd3 = −
[
0.0257 6.2509
]
,
K4 = −
[
4.9705 2.9035
]
e Kd4 = −
[
0.0243 6.2535
]
.
(3.73)
Aplicando a lei de controle (3.7)–(3.8) com esses ganhos no sistema na˜o
linear (3.71), considerando o primeiro sinal de distu´rbio mostrado na
Figura 8, dk = round(3+2 cos(k)) e [ϕ5,k]j = 0, para j ∈ I[1, 6], chega-
se a` Figura 9. Note que o sistema em malha fechada resultante a partir
do controlador sintetizado pelas condic¸o˜es propostas por (WU et al.,
2011b) na˜o e´ ISS. Portanto, mostra-se a importaˆncia de se tratar sinais
de perturbac¸o˜es de energia finita quando trabalha-se com representac¸a˜o
locais, ou seja, trabalha-se com resultados que sa˜o va´lidos some
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Figura 9 – Trajeto´ria estado na˜o ISS.
Tabela 1 – Comparac¸a˜o de tamanhos de LV1(δ
−1) para diferentes va-
lores de δ.
δ 2 4 6 8 10 11.363
Patt1 0.0968 0.1936 0.2903 0.3871 0.4839 0.5499
Patt2 0.224 0.3179 0.3905 0.4525 0.5086 0.5488
uma regia˜o compacta do espac¸o de estados.
3.4.2.2 Atenuac¸a˜o de perturbac¸a˜o
Neste momento, avalia-se a minimizac¸a˜o do efeito da perturbac¸a˜o
nos estados quando o n´ıvel de energia dessa perturbac¸a˜o e´ conhecido,
ou seja, δ e´ conhecido. Para solucionar esse problema, utilizam-se os
problemas de otimizac¸a˜o (3.63) e (3.66). Diante disso, considera-se
δ ∈ I[2, 11.363] e, por meio desses problemas de otimizac¸a˜o, calculam-se
ganhos para o controlador fuzzy (3.7)–(3.8) que minimizam o efeito das
perturbac¸o˜es nos estados. Para analisar os resultados obtidos, estimam-
se os tamanhos dos conjuntos LV1(δ
−1), por meio do ca´lculo da a´rea
de cada conjunto relativo a cada valor de n´ıvel de energia do sinal de
perturbac¸a˜o. A partir dos valores obtidos, montou-se a Tabela 1.
Observando os resultados apresentados na Tabela 1, pode-se veri-
ficar que para o sistema na˜o linear em questa˜o o problema de otimizac¸a˜o
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Patt1 produz resultados melhores para δ < 11.363, ou seja, para esses
valores de δ os tamanhos dos conjuntos LV1(δ
−1) sa˜o menores que uti-
lizando o problema de otimizac¸a˜o Patt2. Pore´m, para δ = 11.363 esse
apresenta o tamanho da regia˜o LV1(δ
−1) menor que a obtida via Patt1.
Vale destacar que a regia˜o LV1(δ
−1) obtida quando resolve-se o pro-
blema de otimizac¸a˜o (3.61) apresenta o valor do tamanho de LV1(δ
−1)
igual a 0.5501 e, portanto, quando compara-se esse valor com os valo-
res apresentados na Tabela 1, tem-se que os problemas de otimizac¸a˜o
(3.63) e (3.66) minimizaram o efeito da perturbac¸a˜o nos estados.
3.5 CONCLUSO˜ES
Neste cap´ıtulo, dois resultados principais foram apresentados,
ambos projetam controladores fuzzy para serem aplicados em sistemas
na˜o lineares discretos no tempo com atraso nos estados. Sendo que
um deles garante a estabilizac¸a˜o local de sistemas na˜o lineares em ma-
lha fechada quando as condic¸o˜es iniciais esta˜o confinadas na regia˜o de
estabilidade estimada. Ja´ o outro garante a estabilizac¸a˜o local ℓ2 do
sistema na˜o linear em malha fechada quando esse e´ afetado por uma
perturbac¸a˜o ℓ2 e suas condic¸o˜es iniciais sa˜o nulas, ou seja, garante-se
que o sistema na˜o linear em malha fechada seja ISS. Em ambos os casos
o modelo fuzzy T-S representa de forma exata o sistema na˜o linear no
interior da regia˜o de validade. As condic¸o˜es propostas que compo˜em os
resultados principais foram baseadas em uma candidata a` func¸a˜o fuzzy
de Lyapunov-Krasovskii.
Considerando o caso da estabilizac¸a˜o local, foi utilizada uma me-
todologia para caracterizar a regia˜o de estabilidade semelhante a`quela
proposta no Cap´ıtulo 2, em que separa-se o vetor de condic¸o˜es inici-
ais em duas partes: uma conte´m as condic¸o˜es iniciais em k = 0, e a
outra representa as condic¸o˜es iniciais atrasadas. Dessa forma, a carac-
terizac¸a˜o da regia˜o de estabilidade e´ feita a partir desses dois conjuntos.
Ale´m disso, foi proposto um problema de otimizac¸a˜o convexa para ma-
ximizar o tamanho dessa regia˜o de estabilidade estimada.
Para a estabilizac¸a˜o local ℓ2, o ca´lculo da regia˜o positivamente
invariante foi proposto por meio de um conjunto elipsoidal. Para a
soluc¸a˜o o´tima das condic¸o˜es convexas, foram sugeridos treˆs problemas
de otimizac¸a˜o: um maximiza o n´ıvel de energia da perturbac¸a˜o permi-
tida a afetar o sistema na˜o linear em malha fechada; e os outros dois
minimizam o efeito da perturbac¸a˜o nos estados do sistema na˜o linear
em malha fechada. Por fim, foram apresentados exemplos nume´ricos
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para ilustrar os resultados propostos, sendo que comparac¸o˜es com re-
sultados encontrados na literatura de fuzzy foram feitas de forma a
validar as condic¸o˜es aqui desenvolvidas.
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4 ESTABILIZAC¸A˜O LOCAL VIA REALIMENTAC¸A˜O
DO VETOR DE ESTADOS ATUAL E COM ATRASO
MA´XIMO
Neste cap´ıtulo, sa˜o propostas condic¸o˜es convexas para a estabi-
lizac¸a˜o de sistemas na˜o lineares discretos no tempo com atraso variante
nos estados via realimentac¸a˜o dos estados atuais e com atraso ma´ximo,
xk e xk−d¯, respectivamente. As condic¸o˜es sa˜o baseadas em uma can-
didata a` func¸a˜o fuzzy de Lyapunov-Krasovskii e sa˜o representadas em
termos de desigualdades matriciais lineares. Essas condic¸o˜es sa˜o va´lidas
para uma classe de sistemas na˜o lineares que podem ser exatamente re-
presentados por modelos fuzzy T-S sendo que essa representac¸a˜o exata
e´ va´lida somente no interior da regia˜o de validade. Por esse motivo,
regio˜es de estabilidade sa˜o estimadas tais que as trajeto´rias iniciadas a
partir dessas regio˜es convergem assintoticamente para a origem.
Destaca-se que a metodologia utilizada para estimar as regio˜es
de estabilidade segue a mesma ide´ia ja´ exposta em cap´ıtulos anteriores,
em que calculam-se dois conjuntos: um para tratar o vetor dos esta-
dos atuais, e o outro para lidar com os vetores de estados atrasados.
Contudo, a candidata a` func¸a˜o fuzzy L-K deste cap´ıtulo e as dos an-
teriores sa˜o diferentes entre si e, dessa forma, existem diferenc¸as nas
caracterizac¸o˜es das regio˜es de estabilidades propostas.
Vale ressaltar que neste cap´ıtulo na˜o se tem acesso ao atraso
variante no tempo, diferentemente do que e´ suposto no cap´ıtulo ante-
rior. Diante disso, apresentam-se condic¸o˜es em que sintetizam-se ga-
nhos para leis de controle que realimentam o vetor dos estados atuais,
xk, e o vetor dos estados mais atrasados, xk−d¯, e, assim, estabilizam-
se localmente sistemas na˜o lineares em malha fechada. Ale´m disso,
propo˜e-se um problema de otimizac¸a˜o convexa para calcular os con-
troladores fuzzy que maximizam as regio˜es de estabilidade estimadas
dos sistemas na˜o lineares em malha fechada. Finalmente, sa˜o apre-
sentados dois exemplos em que demonstra-se a eficieˆncia das condic¸o˜es
desenvolvidas e sa˜o apresentados tambe´m resultados de comparac¸o˜es
entre condic¸o˜es propostas na literatura e as condic¸o˜es desenvolvidas.
Ainda com relac¸a˜o aos resultados aqui propostos, condic¸o˜es prelimina-
res a esses sa˜o encontradas em (SILVA et al., 2014b) e no artigo que esta´
submetido a um perio´dico internacional.
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4.1 COLOCAC¸A˜O DO PROBLEMA
Os sistemas na˜o lineares discretos no tempo com atraso variante
nos estados tratados neste cap´ıtulo sa˜o representados por:
xk+1 = f(xk)xk + fd(xk)xk−dk + g(xk)uk, (4.1)
em que xk ∈ Ex ⊆ R
n e´ o vetor de estados, uk ∈ Eu ⊆ R
m e´ o vetor
de entrada de controle com m sinais de entrada e dk ∈ N
∗ denota o
atraso variante no tempo que verifica 1 ≤ dk ≤ d¯, em que d¯ e´ o limite
superior do atraso. As func¸o˜es f(·) : Rn → Rn×n, fd(·) : R
n → Rn×n
e g(·) : Rn → Rn×m sa˜o cont´ınuas e limitadas para todo xk ∈ Ex.
As condic¸o˜es iniciais sa˜o dadas pela sequeˆncia ϕd¯,0 ∈ Eϕ, sendo d¯ um
inteiro positivo conhecido tal que dk ≤ d¯ ∀k.
Como ja´ apresentado em cap´ıtulos anteriores, os sistemas na˜o
lineares discretos no tempo com atraso variante nos estados (4.1) podem
ser exatamente representados por modelos fuzzy T-S comN = 2p regras
dadas por
Regra i : SE z1,k e´ Mi1 e · · · e zp,k e´ Mip,
ENTA˜O xk+1 = Aixk +Adixk−dk +Biuk,
(4.2)
O processo de defuzzificac¸a˜o do modelo (4.2) pode ser representado
como (TANAKA; WANG, 2001)
xk+1 = A(αk)xk +Ad(αk)xk−dk +B(αk)uk, (4.3)
sendo que αk ∈ Ξ e´ func¸a˜o dos estados que esta˜o acess´ıveis em tempo
real e Ξ e´ dado por:
Ξ =
{
αk ∈ R
N ;
N∑
i=1
αk(i) = 1, αk(i) ≥ 0, i ∈ I[1, N ]
}
. (4.4)
Diante disso, as matrizes em (4.3) podem ser reescritas como:
[
A(αk) Ad(αk) B(αk)
]
=
N∑
i=1
αk(i)
[
Ai Adi Bi
]
, αk ∈ Ξ. (4.5)
O modelo fuzzy T-S (4.2)–(4.5) representa de forma exata o sis-
tema na˜o linear (4.1) somente no interior da regia˜o de validade, como
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ja´ discutido no Cap´ıtulo 2. A regia˜o de validade, V0, e´ dada por:
V0 = {xk ∈ R
n; |L(i)xk| ≤ η(i)} ⊆ Ex, (4.6)
em que η(i) > 0, L(i) ∈ R
1×n, i ∈ I[1, κ], e κ representando o nu´mero
de restric¸o˜es que caracteriza a regia˜o permitida no espac¸o de estados
para o sistema em malha fechada.
Utilizando a compensac¸a˜o paralela distribu´ıda, propo˜e-se uma
lei de controle fuzzy para realimentar o sistema na˜o linear (4.1) como:
uk = K(αk)xk +Kd¯(αk)xk−d¯. (4.7)
Diferentemente da lei de controle utilizada no cap´ıtulo anterior, a lei
proposta aqui na˜o requer que o valor de dk seja mensura´vel ou es-
tima´vel em tempo real. Sendo as matrizes do controlador dependentes
da func¸a˜o de pertineˆncia, elas sa˜o enta˜o definidas como se segue:
[
K(αk) Kd¯(αk)
]
=
N∑
i=1
αk(i)
[
Ki Kd¯i
]
, αk ∈ Ξ, (4.8)
em que Ki ∈ R
m×n e Kd¯i ∈ R
m×n. Portanto, substituindo (4.7) em
(4.3), obte´m-se o seguinte modelo fuzzy T-S em malha fechada
xk+1 = (A(αk) +B(αk)K(αk))xk +Ad(αk)xk−dk
+B(αk)Kd¯(αk)xk−d¯. (4.9)
Note que, da mesma forma que acontece com o modelo fuzzy T-S (4.3)–
(4.5), sempre que as trajeto´rias dos estados do modelo fuzzy T-S em
malha fechada (4.9) pertencerem a V0 e, em consequeˆncia, αk ∈ Ξ, esse
modelo representa exatamente o sistema na˜o linear (4.1) em malha
fechada a partir da lei de controle (4.7)–(4.8).
Portanto, o interesse neste momento e´ caracterizar a regia˜o de
estabilidade Υϕ, tal que as trajeto´rias do sistema na˜o linear (4.1) com
a lei de controle (4.7)–(4.8) e condic¸o˜es iniciais dadas pela sequeˆncia
ϕd¯,0 com elementos [ϕd¯,0]j , j ∈ I[1, d¯+ 1], e localizadas no interior de
Υϕ, permanec¸am confinadas em V0. Diante disso, a seguir apresenta-se
o principal problema tratado neste cap´ıtulo.
Problema 4.1 Determinar os ganhos fuzzy Ki e Kd¯i, para i ∈ I[1, N ],
do controlador (4.7)–(4.8) e caracterizar a regia˜o de estabilidade Υϕ tal
que as trajeto´rias do sistema em malha fechada (4.1) com (4.7)–(4.8)
permanec¸am confinadas em V0 e convirjam assintoticamente para a
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origem sempre que as condic¸o˜es iniciais forem dadas pela sequeˆncia
ϕd¯,0 com elementos [ϕd¯,0]j ∈ Υϕ, j ∈ I[1, d¯+ 1].
4.2 RESULTADOS PRELIMINARES
Inspirado por (WU et al., 2013), reescreve-se o modelo fuzzy (4.3)
com a ajuda da varia´vel instrumental wdk = xk−dk − xk−d¯, resultando
em:
xk+1 = A(αk)xk + Ad(αk)xk−d¯ +Ad(αk)wdk +B(αk)uk. (4.10)
Utilizando a lei de controle (4.7), tem-se que o sistema em malha
fechada dado por (4.9) pode ser reescrito de forma equivalente como:
xk+1 = Aˆ(αk)xk + Aˆd(αk)xk−d¯ +Ad(αk)wdk , (4.11)
em que as matrizes Aˆ(αk) e Aˆd(αk) sa˜o
Aˆ(αk) =
N∑
i=1
N∑
j=i
µijαk(i)αk(j)
Ai +BiKj +Aj +BjKi
2
, (4.12)
Aˆd(αk) =
N∑
i=1
N∑
j=i
µijαk(i)αk(j)
Adi +BiKd¯j +Adj +BjKd¯i
2
, (4.13)
com
µij = 2 se i 6= j, ou µij = 1 se i = j. (4.14)
Considere a candidata a` func¸a˜o fuzzy L-K, V (ϕd¯,k, αk) : Eϕ ×
Ξ 7→ R+:
V (ϕd¯,k, αk) = x
T
kQ
−1(αk)xk +
k−1∑
j=k−dk
xTj S(αj)xj
+
0∑
ℓ=1−d¯
k−1∑
j=k+ℓ
xTj S(αj)xj +
k−1∑
j=k−d¯
xTj R1xj , (4.15)
com Q(αk) =
N∑
i=1
αk(i)Qi e S(αk) =
N∑
i=1
αk(i)Si. Essa candidata a`
func¸a˜o fuzzy L-K e´ utilizada para formular condic¸o˜es de s´ıntese na
tentativa de encontrar soluc¸o˜es para o problema 4.1. Note que ela difere
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da candidata a` func¸a˜o L-K utilizada no cap´ıtulo anterior por conter
mais um termo de somato´rio, referente a R1, e por conter somente a
matriz Q(αk) com expoente −1.
Novamente, segundo (FRIDMAN, 2014; STOJANOVIc´; DEBELJ-
KOVIc´; MLADENOVIc´, 2007), a func¸a˜o V (ϕd¯,k, αk) > 0 em (4.15) e´ dita
ser uma func¸a˜o L-K se
∆V (ϕd¯,k, αk) = V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk) < 0. (4.16)
Enta˜o, a estabilidade assinto´tica do modelo fuzzy (4.9) para K(αk) e
Kd¯(αk) dados e αk ∈ Ξ e´ suficiente quando a desigualdade (4.16) e´
verificada.
Neste cap´ıtulo, a caracterizac¸a˜o da regia˜o de estabilidade Υϕ e´
a mesma apresentada na Definic¸a˜o 3.2 no Cap´ıtulo 3. Observe que na
caracterizac¸a˜o de Υϕ, o conjunto Cx descreve a regia˜o permitida para
valores do vetor de estado atual enquanto o conjunto Bφ define a regia˜o
para os elementos [φd¯,0]j ∈ Ej , para j ∈ I[1, d¯]. Portanto, seguindo o
Lema 3.1, apresentado no Cap´ıtulo 3, tem-se um resultado utilizado no
ca´lculo do conjunto Cx. A partir desse resultado, e´ poss´ıvel calcular
um conjunto de n´ıvel associado ao termo V1(xk, αk) da candidata a`
func¸a˜o L-K (4.15) que e´ dado pela intersecc¸a˜o dos conjuntos elipsoidais
relativos a`s matrizes QTi = Qi > 0, para i ∈ I[1, N ], ou seja,
LV1(c) =
{
E(Q−1i , c), ∀αk ∈ Ξ
}
=
⋂
αk∈Ξ
E(Q−1(αk), c) =
⋂
i∈I[1,N ]
E(Q−1i , c) ⊆ V0, (4.17)
em que c e´ um escalar positivo e E(Q−1i , c), para i ∈ I[1, N ], denota os
conjuntos elipsoidais definidos como se segue:
E(Q−1i , c) =
{
xk ∈ R
n; xTkQ
−1
i xk ≤ c
}
. (4.18)
As equac¸o˜es (4.17)–(4.18) sa˜o utilizadas para caracterizar con-
juntos, tais que as trajeto´rias do sistema correspondentes permane-
cem confinadas quando essas iniciam a partir de Υϕ. No caso em que
c = 1, utilizam-se as notac¸o˜es simplificadas LV1 = LV1(1) e E(Q
−1
i ) =
E(Q−1i , 1). A partir dos resultados apresentados no lema a seguir, e´
poss´ıvel caracterizar os conjuntos Cx e Bφ, e, por consequeˆncia, Υϕ.
Lema 4.1 Se V (ϕd¯,k, αk) definida em (4.15) e´ uma func¸a˜o L-K fuzzy
para o modelo fuzzy em malha fechada (4.9) e LV1 ⊆ V0, enta˜o a regia˜o
96
Υϕ definida por
Cx =
{
x0 ∈ R
n; V1(x0, α0) ≤ 1− ρ‖φd¯,0‖
2
d¯
}
⊆ V0, (4.19)
com
ρ = max
i∈I[1,N ]
(λmax (Si))
(
d¯2 − d¯+ 2
2
)
+ λmax(R)d¯. (4.20)
e r em (3.17) verificando
0 ≤ r ≤ ρ−
1
2 (4.21)
e´ uma regia˜o de estabilidade assinto´tica para o modelo fuzzy em malha
fechada considerado.
Prova: A prova da caracterizac¸a˜o do conjunto Cx esta´ apresentada no
Lema 3.3. Considerando os treˆs somato´rios do lado direito da igualdade
da func¸a˜o fuzzy L-K que tratam o atraso, tem-se que a varia´vel ρ deve
satisfazer:
−1∑
j=−dk
[φd¯,0]
T
d¯+1+jS(αj)[φd¯,0]d¯+1+j +
−1∑
ℓ=1−d¯
−1∑
j=ℓ
[φd¯,0]
T
d¯+1+jS(αj)
× [φd¯,0]d¯+1+j +
−1∑
j=−d¯
[φd¯,0]
T
d¯+1+jR1[φd¯,0]d¯+1+j ≤ ρ‖φd¯,0‖
2
d¯. (4.22)
Ale´m disso, e´ necessa´rio que 0 ≤ c ≤ 1 e isso e´ poss´ıvel somente se, em
(3.17), 0 ≤ r ≤ ρ−
1
2 .
Note que a diferenc¸a existente entre os lemas 3.3 e 4.1 e´ na forma de
calcular a varia´vel ρ.
A conexa˜o entre os conjuntos Cx e Bφ em termos do confinamento
de trajeto´rias em LV1 e a prova da estabilidade local assinto´tica podem
ser verificadas no Lema 3.4.
4.3 RESULTADO PRINCIPAL
No teorema apresentado na sequeˆncia, sa˜o apresentadas condic¸o˜es
dependentes do atraso que, se fact´ıveis, resolvem o problema 4.1 for-
necendo ganhos fuzzy T-S para a lei de controle (4.7)–(4.8). Assim,
a partir desses ganhos, estabiliza-se localmente o sistema na˜o linear
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discreto no tempo com atraso variante nos estados (4.1).
Teorema 4.1 Suponha que existam matrizes sime´tricas definidas posi-
tivas Qi ∈ R
n×n, para i ∈ I[1, N ], S˜ ∈ Rn×n e R˜1 ∈ R
n×n, e matrizes
H ∈ Rn×n, U ∈ Rn×n, X˜j ∈ R
n×n, para j ∈ I[1, 3], Yi ∈ R
m×n e
Yd¯i ∈ R
m×n, satisfazendo, ∀i, p, q ∈ I[1, N ], j ∈ I[i, N ] e ∀ℓ ∈ I[1, κ]:


−H −HT 0.5(AiU +BiYj +AjU +BjYi) X˜1
⋆
(
0.5(Qi +Qj)− U
T − U
+0.5d¯(S˜i + S˜j) + R˜1
)
X˜2
⋆ ⋆ −S˜p + R˜1
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆(
0.5
(
AdiU +BiYd¯j
+AdjU +BjYd¯i)− X˜1
) (
0.5(Adi +Adj)
×U − X˜1
)
−X˜2 −X˜2
−R˜1 + X˜
T
3 0
−X˜3 − X˜
T
3 −X˜
T
3
⋆ −R˜1
⋆ ⋆
HT
0
0
0
0
−Qq

 < 0,
(4.23)
e [
−Qi QiL
T
(ℓ)
⋆ −η2(ℓ)
]
≤ 0. (4.24)
Enta˜o, as matrizes do controlador (4.8) dadas por
Ki = YiU
−1 e Kd¯i = Yd¯iU
−1 (4.25)
sa˜o tais que a origem do sistema na˜o linear (4.1) em malha fechada
pela lei de controle (4.7)–(4.8) e´ assintoticamente esta´vel para toda
sequeˆncia de condic¸o˜es iniciais ϕd¯,0, com [ϕd¯,0]j ∈ Υϕ, j ∈ I[1, d¯ +
1], sendo os conjuntos Cx e Bφ obtidos como mostrado no Lema 4.1,
assegurando que as respectivas trajeto´rias permanec¸am em LV1 ⊆ V0.
Ale´m disso, (4.15) e´ uma func¸a˜o fuzzy L-K com Si = U
−T S˜iU
−1,
i ∈ I[1, N ] e R1 = U
−T R˜1U
−1.
Prova: Primeiramente, mostra-se que a soluc¸a˜o fact´ıvel de (4.23) as-
segura a estabilidade assinto´tica local do modelo fuzzy T-S (4.2)–(4.5)
em malha fechada a partir da lei de controle (4.7)–(4.8) com os ganhos
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do controlador dados por (4.8) e (4.25) sempre que as trajeto´rias dos
estados evolu´ırem no interior do conjunto V0. Em adicional, se (4.24)
e´ verificada, pode-se computar uma regia˜o de estabilidade Υϕ com ρ
dado por (4.20) e escolhendo r como mostrado em (4.21). Enta˜o, as
trajeto´rias de condic¸o˜es iniciais definidas no interior da regia˜o de es-
tabilidade para o modelo fuzzy T-S (4.2)–(4.5) em malha fechada pela
lei de controle (4.7)–(4.8) sa˜o esta´veis e permanecem em LV1 ⊆ V0.
Portanto, garante-se a estabilidade assinto´tica local do sistema na˜o li-
near (4.1) em malha fechada por meio do controlador (4.7)–(4.8) com
os ganhos dados por (4.25).
Se (4.23) e´ verificada considerando os requisitos definidos no Te-
orema (4.1), enta˜o tem-se assegurada a positividade de Qi, S˜i, i ∈
I[1, N ] e R˜1, e, em consequeˆncia, a positividade de Si, i ∈ I[1, N ], e
R1, resultando que V (ϕd¯,k, αk) verifique (4.15). Substituindo Yi e Yd¯i
por KiU e Kd¯iU , respectivamente, multiplicando a desigualdade resul-
tante sucessivamente por αk(i), αk(j), αk−dk(p) e αk+1(q), e somando
em i ∈ I[1, N ], j ∈ I[i, N ], q ∈ I[1, N ], p ∈ I[1, N ], obte´m-se
Π˜k =


−H −HT Aˆ(αk)U X˜1
⋆
(
Q(αk)− U
T − U
+d¯S˜(αk) + R˜1
)
X˜2
⋆ ⋆ −S˜(α−k ) + R˜1
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
Aˆd(αk)U − X˜1 Ad(αk)U − X˜1 H
T
−X˜2 −X˜2 0
−R˜1 + X˜
T
3 0 0
−X˜3 − X˜
T
3 −X˜3 0
⋆ −R˜1 0
⋆ ⋆ −Q(α+k )

 < 0, (4.26)
em que Aˆ(αk) e Aˆd(αk) sa˜o dados em (4.12) e (4.13), respectivamente,
α−k ≡ αk−dk e α
+
k ≡ αk+1. Note que as matrizes Ad(αk) e Q(αk)
podem ser escritas como
D(αk) =

 N∑
j=1
αj

D(αk) = N∑
i=1
N∑
j=i
µijαk(i)αk(j)0.5(Di +Dj),
em que D pode ser substitu´ıdo por Ad ou Q, com µij dado em (4.14).
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Considerando que −MTG−1M ≤ G−MT −M (veja Apeˆndice
A.4), pode-se aplicar essa desigualdade no bloco (2, 2) de Π˜k para obter
Θ˜k ≤ Π˜k, em que
Θ˜k =


−H −HT Aˆ(αk)U X˜1
⋆
(
−UTQ−1(αk)U
+d¯S˜(αk) + R˜1
)
X˜2
⋆ ⋆ −S˜(α−k ) + R˜1
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
Aˆd(αk)U − X˜1 Ad(αk)U − X˜1 H
T
−X˜2 −X˜2 0
−R˜1 + X˜
T
3 0 0
−X˜3 − X˜
T
3 −X˜3 0
⋆ −R˜1 0
⋆ ⋆ −Q(α+k )

 < 0. (4.27)
Aplicando o complemento de Schur em (4.27), tem-se
Θ˜k =


HTQ−1(α+k )H −H −H
T Aˆ(αk)U
⋆
(
−UTQ−1(αk)U
+d¯S˜(αk) + R˜1
)
⋆ ⋆
⋆ ⋆
⋆ ⋆
X˜1 Aˆd(αk)U − X˜1 Ad(αk)U − X˜1
X˜2 −X˜2 −X˜2
−S˜(α−k ) + R˜1 −R˜1 + X˜
T
3 0
⋆ −X˜3 − X˜
T
3 −X˜3
⋆ ⋆ −R˜1

 < 0. (4.28)
Enta˜o, considerando a regularidade de H , U , Xi = U
−T X˜iU
−1,
para i ∈ I[1, 3], e F = H−T , e aplicando a transformada de congrueˆncia
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Θk = T
T Θ˜kT com T = diag{H
−1, U−1, U−1, U−1, U−1}, obte´m-se
Θk =


Q−1(α+k )− F − F
T FAˆ(αk)
⋆ −Q−1(αk) + d¯S(αk) +R1
⋆ ⋆
⋆ ⋆
⋆ ⋆
X1 FAˆd(αk)−X1 FAd(αk)−X1
X2 −X2 −X2
−S(α−k ) +R1 −R1 +X
T
3 0
⋆ −X3 −X
T
3 −X3
⋆ ⋆ −R1

 < 0. (4.29)
Considerando que ξk =
[
xTk+1 x
T
k x
T
k−dk
xT
k−d¯
wTdk
]T
, tem-
se
Ωk = ξ
T
k Θkξk = x
T
k+1Q
−1(αk+1)xk+1 + x
T
k
[
−Q−1(αk) + d¯S(αk)
+R1]xk+x
T
k−dk
[R1 − S(αk−dk)]xk−dk−2x
T
k−dk
R1xk−d¯−w
T
dkR1wdk.
(4.30)
Tendo em vista que wdk = xk−dk − xk−d¯ e a LMI (4.23) e´ fact´ıvel e
seguindo (MIRANDA; LEITE; CALDEIRA, 2010), chega-se em
∆V (ϕd¯,k, αk) ≤ Ωk < 0. (4.31)
Portanto, conclui-se que o resultado fact´ıvel de (4.23) assegura a negati-
vidade de ∆V (ϕd¯,k, αk) e diante da positividade de V (ϕd¯,k, αk) e o teo-
rema de Lyapunov-Krasovskii (NICULESCU, 2001, Pag 31) e (FRIDMAN,
2014) assegura-se a estabilidade local do modelo fuzzy T-S (4.2)–(4.5)
em malha fechada a partir da lei de controle (4.7)–(4.8) com ganhos da-
dos por (4.25) sempre que a trajeto´ria dos estados evolu´ırem no interior
do conjunto V0.
Na prova do Teorema 3.1, mostra-se que, se as desigualdades
(4.24) sa˜o verificadas, enta˜o tem-se que LV1 ⊆ V0 e para qualquer tra-
jeto´ria comec¸ando em Υϕ permanece em LV1 e, portanto, a estabilidade
local do sistema na˜o linear (4.1) em malha fechada a partir da lei de
controle (4.7)–(4.8) com ganhos dados por (4.25) e´ assegurada.
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4.3.1 Problema de otimizac¸a˜o convexa
Considerando o Teorema 4.1 e o Problema 4.1, um importante
requisito complementar e´ maximizar a regia˜o de estabilidade estimada
Υϕ para o sistema na˜o linear (4.1) em malha fechada com a lei de con-
trole (4.7)–(4.8). Diante disso, o Teorema 4.1 pode ser utilizado para
computar o conjunto Υϕ o maior poss´ıvel por meio de um problema
de otimizac¸a˜o convexa. Existem diferentes formas de resolver tal pro-
blema de otimizac¸a˜o, e para o problema em questa˜o, considerou-se a
maximizac¸a˜o de um conjunto elipsoidal incluso no conjunto de n´ıvel
LV1 como se segue:
E (W ) =
{
x ∈ Rn;xTWx ≤ 1
}
⊆ LV1 . (4.32)
Essa inclusa˜o e´ equivalente a:[
W I
I Qi
]
≥ 0, i ∈ I[1, N ]. (4.33)
Assim, um problema de otimizac¸a˜o convexa e´ proposto como se
segue:
PW
{
min trac¸o(W )
sujeito a (4.23), (4.24), e (4.33).
(4.34)
4.4 EXEMPLOS NUME´RICOS
Para verificar os resultados propostos neste cap´ıtulo, sa˜o utili-
zados os mesmos sistemas explorados no cap´ıtulo anterior na parte de
estabilizac¸a˜o local.
4.4.1 Sistema acadeˆmico
A partir dos modelos fuzzy T-S encontrados para os sistemas
na˜o lineares de natureza acadeˆmica apresentados no Exemplo 2.2.1 do
Cap´ıtulo 2, foram utilizadas cinco condic¸o˜es de s´ınteses de controlado-
res: as condic¸o˜es propostas neste cap´ıtulo, uma referente a`s condic¸o˜es
apresentadas no Cap´ıtulo 3, sendo a lei de controle uk = K(αk)xk,
e treˆs condic¸o˜es encontradas em artigos sobre sistemas fuzzy T-S. Os
resultados obtidos na tentativa de encontrar soluc¸o˜es fact´ıveis esta˜o
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Tabela 2 – Resultados de condic¸o˜es de s´ıntese de controladores
Condic¸a˜o Resultado: Resultado:
c1 = c2 = 1 c1 = 0.64 e c2 = 0.8
(4.34) Infact´ıvel Fact´ıvel
(3.54) Infact´ıvel Fact´ıvel
(GAO; LIU; LAM, 2009) Infact´ıvel Infact´ıvel
(WU et al., 2011b) Infact´ıvel Infact´ıvel
(WU et al., 2013) Infact´ıvel Infact´ıvel
apresentados na Tabela 2.
A partir dos resultados expostos na Tabela 2, observa-se que
para o exemplo em questa˜o sendo c1 = c2 = 1 nenhuma das condic¸o˜es
encontra soluc¸a˜o; ja´ para c1 = 0.64 e c2 = 0.8 as condic¸o˜es apresen-
tadas neste cap´ıtulo e no cap´ıtulo anterior encontram soluc¸o˜es, o que
na˜o acontece com as treˆs condic¸o˜es presentes em artigos da literatura
de fuzzy. Vale destacar que (4.34) calcula leis de controle que realimen-
tam os vetores de estados atuais e de estados com atraso ma´ximo, ja´
as outras quatro condic¸o˜es calculam leis de controle que realimentam
somente o vetor de estados atuais.
Para comparar as duas condic¸o˜es que encontraram soluc¸o˜es para
o sistema com c1 = 0.64 e c2 = 0.8, foram calculadas as regio˜es de esta-
bilidades Υϕ, sendo considerado para ambos os casos que ‖φ5,0‖5 = 0
e c(φ5,0) = 1, portanto Cx = LV1 . As duas regio˜es esta˜o mostradas na
Figura 10, sendo Cx1 a regia˜o obtida a partir de (4.34) e Cx2 a regia˜o
obtida por meio de (3.54). Note que esse u´ltimo apresenta uma regia˜o
visivelmente maior que o primeiro. De forma mais precisa, a a´rea es-
timada para Cx1 e´ 4.7151, ja´ a a´rea estimada para Cx2 e´ 5.4331, sendo
assim a a´rea estimada para Cx2 e´ 15, 23% maior que a a´rea estimada
para Cx1. Esse resultado nume´rico na˜o esta´ de acordo com o esperado,
visto que as condic¸o˜es propostas neste cap´ıtulo sa˜o baseadas em uma
func¸a˜o L-K mais completa que as condic¸o˜es propostas no cap´ıtulo ante-
rior e, ale´m disso, tem-se o fato das condic¸o˜es propostas neste cap´ıtulo
terem grau de liberdade maior que as condic¸o˜es propostas no cap´ıtulo
anterior. Vale ressaltar que essas condic¸o˜es propostas no cap´ıtulo an-
terior sa˜o compostas de matrizes varia´veis U e H que esta˜o multipli-
cando diretamente as matrizes do sistema. A princ´ıpio isso introduz
uma reduc¸a˜o considera´vel de conservadorismo nessas condic¸o˜es. Um
outro fato interessante de observar e´ que a candidata a` func¸a˜o L-K uti-
lizada para desenvolver as condic¸o˜es apresentadas neste cap´ıtulo apre-
senta a matriz sime´trica definida positiva R1 independente da func¸a˜o
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Figura 10 – Conjuntos V0, Cx1 e Cx2.
de pertineˆncia. Isso foi necessa´rio fazer em consequeˆncia da metodo-
logia utilizada para tratar a varia´vel instrumental ωdk . Portanto, uma
investida em me´todos diferentes para tratar essa varia´vel instrumen-
tal pode possibilitar que a matriz R1 possa ser dependente da func¸a˜o
de pertineˆncia. Essa ac¸a˜o pode reduzir o conservadorismo de eventuais
condic¸o˜es a serem desenvolvidas comparadas com as aqui apresentadas.
Apesar do resultado inesperado encontrado, as condic¸o˜es aqui
propostas obtiveram desempenho nume´rico melhor comparadas com
condic¸o˜es encontradas em artigos da literatura de sistemas fuzzy. Na
tentativa de obter resultados melhores a partir da suposic¸a˜o da impos-
sibilidade de mensurar ou estimar o atraso variante no tempo sendo
utilizadas as informac¸o˜es de estados atrasados nas leis de controle pro-
jetadas, sa˜o apresentados resultados bastante promissores no pro´ximo
cap´ıtulo, em que os resultados nume´ricos encontrados superam todos
os outros obtidos nesta tese.
Na continuac¸a˜o desse exemplo e´ explorado o sistema na˜o linear
que representa a dinaˆmica de um levitador magne´tico e nessa etapa
sa˜o mostrados mais resultados nume´ricos, inclusive comparados com
condic¸o˜es da literatura, ale´m das ja´ utilizadas neste momento tem
tambe´m uma referente aos resultados apresentados no cap´ıtulo ante-
rior e uma extensa˜o desses.
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4.4.2 Sistema com motivac¸a˜o pra´tica
Considere o sistema na˜o linear discreto no tempo com atraso va-
riante nos estados que representa a dinaˆmica de um levitador magne´tico
(2.27), sendo esse tambe´m explorado no Exemplo 3.4 do cap´ıtulo an-
terior. Resolvendo o problema de otimizac¸a˜o convexo (4.34) para o
modelo fuzzy T-S tratado neste exemplo, obte´m-se
W =
[
402.7513 2.769
2.769 2.7889
]
.
e os seguintes ganhos para a lei de controle (4.7)–(4.8):
K1 = −
[
24.1570 10.1892
]
, Kd¯1 =
[
0.0025 −0.0019
]
,
K2 = −
[
23.5138 10.1831
]
, Kd¯2 =
[
0.0039 −0.0037
]
,
K3 = −
[
34.6331 14.6527
]
, Kd¯3 =
[
−0.0019 0.002
]
,
K4 = −
[
33.9998 14.6458
]
e Kd¯4 =
[
−0.0042 0.0035
]
.
(4.35)
Ale´m disso, foi obtido ρ = 6.0893 a partir da soluc¸a˜o de (4.20). A
partir desses valores e considerando o conjunto V0, pode-se determinar
o valor ma´ximo aceita´vel para r por meio do Lema 4.1, o que produz
r ≤ ρ−1/2 = 0.4052. Portanto, pode-se escolher o valor de r verificando
0 ≤ r ≤ 0.4052 e, por consequeˆncia disso, tem-se o conjunto Bφ dado
como em (3.17). E´ importante ressaltar que, de acordo com o valor sele-
cionado para r, pode-se chegar a uma relac¸a˜o para ‖φd¯,0‖5 ≤ r que na˜o
satisfac¸a [φd¯,0]j ∈ V0, para j ∈ I[1, 5]. Diante disso, a caracterizac¸a˜o
da regia˜o Bφ e´ obtida da verificac¸a˜o que ‖φd¯,0‖5 ≤ r e [φd¯,0]j ∈ V0,
para j ∈ I[1, 5], como pode-se perceber em (3.17). Para o exemplo
em questa˜o, isso que foi descrito representa que a velocidade admiss´ıvel
para a bola pode ser |x2,k| ≥ 0.05m/s. Note que essa considerac¸a˜o
reduz o conservadorismo dos resultados propostos. Na sequeˆncia, sa˜o
tratados dois tipos de ana´lises: uma relativa ao tamanho da regia˜o Cx
e a outra relacionada a`s trajeto´rias do sistema na˜o linear em malha
fechada pelo controlador fuzzy T-S.
Ana´lise do tamanho de Cx
A partir do conjunto Bφ computado no para´grafo anterior, pode-se cal-
cular conjuntos Cx, como dados em (3.16) e (4.19). A partir disso, e´
poss´ıvel investigar o conjunto Cx em func¸a˜o de ‖φ5,0‖5. Os resultados
obtidos podem ser vistos na Figura 11. Note que, como esperado, o
tamanho do conjunto Cx diminuiu quando o valor de ‖φ5,0‖5 aumenta.
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Figura 11 – Estimac¸a˜o de Cx em func¸a˜o de ‖φ5,0‖5.
Tabela 3 – Comparac¸a˜o dos tamanhos das regio˜es de estabilidade
Prob. Otim. Tamanho de E (W )
(4.34) 1
(SILVA et al., 2014c) 1.003
(SILVA et al., 2014a) 0.693
Assumindo que todas as condic¸o˜es iniciais sejam nulas para o
sistema na˜o linear (2.27) em malha fechada, enta˜o tem-se que r = 0
resultando em ‖φ5,0‖5 = 0 e c(φ5,0) = 1. Note que nessa situac¸a˜o o con-
junto Cx e´ igual a LV1 . Neste momento o interesse e´ estimar o tamanho
do conjunto LV1 ou Cx, dado em (3.16) e (4.19), a partir do tamanho
de E (W ), sendo que o tamanho desse conjunto elipsoidal, nomeado
sE , e´ proporcional a (det(W ))
−1/2 (BOYD et al., 1994). Assim, pode-se
comparar o tamanho de LV1 estimado obtido a partir das condic¸o˜es
propostas neste cap´ıtulo com as condic¸o˜es propostas em (SILVA et al.,
2014a, 2014c). Observe que os resultados apresentados em (SILVA et
al., 2014c) sa˜o resultados preliminares dos resultados apresentados no
Cap´ıtulo 3. Os valores estimados esta˜o apresentados na Tabela 3, em
que esses valores foram normalizados por s¯E = 0.0299 que e´ o tamanho
de Cx sendo ‖φ5,0‖5 = 0.
As condic¸o˜es desenvolvidas em (SILVA et al., 2014a, 2014c) apre-
sentam uma diferenc¸a na lei de controle proposta neste cap´ıtulo, pois
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neles a lei de controle, ale´m de realimentar o estado atual, realimenta
o estado atraso, xk−dk ; ja´ a lei de controle proposta neste cap´ıtulo rea-
limenta o estado atual e o estado com atraso ma´ximo, xk−d¯. Note que
essa diferenc¸a pode ser bastante significativa em aplicac¸o˜es reais, uma
vez que o valor do atraso, dk, e´ necessa´rio ser conhecido em cada amos-
tra nos resultados apresentados em (SILVA et al., 2014a, 2014c). Tal
necessidade na˜o e´ requisito nas condic¸o˜es desenvolvidas neste cap´ıtulo.
Como apresentado na Tabela 3, o tamanho da regia˜o Cx estimada a
partir dos resultados deste cap´ıtulo, sem o requisito do conhecimento
de dk, e´ 30.7% maior que a regia˜o computada por (SILVA et al., 2014a,
Teorema 1) e 0.3% menor que o tamanho da regia˜o determinada por
(SILVA et al., 2014c, Teorema 5). Isso ilustra que a utilizac¸a˜o da lei de
controle (4.7) pode na˜o introduzir um conservadorismo relevante nos
resultados nume´ricos do sistema em questa˜o.
Trajeto´rias do sistema na˜o linear em malha fechada pelo con-
trolador fuzzy T-S
A partir das condic¸o˜es propostas por (GAO; LIU; LAM, 2009), (WU et al.,
2011b) e (WU et al., 2013), sintetizaram-se controladores para estabili-
zar o sistema na˜o linear em questa˜o. A partir disso, e´ poss´ıvel fazer
comparac¸o˜es sobre o comportamento das trajeto´rias de estados geradas
para o sistema na˜o linear em malha fechada para diferentes condic¸o˜es
iniciais e diferentes controladores. Diferentemente das condic¸o˜es pro-
postas neste cap´ıtulo, os resultados apresentados nessas treˆs refereˆncias
consideram a lei de controle com realimentac¸a˜o somente do estado
atual, ou seja, uk = K(αk)xk. Ale´m disso, na etapa de projeto de
controlador dessas refereˆncias e´ necessa´rio ajustar um paraˆmetro es-
calar ǫ, sendo que para o caso tratado considerou-se ǫ = 10. Para
os artigos (GAO; LIU; LAM, 2009) e (WU et al., 2011b), obtiveram-se
soluc¸o˜es fact´ıveis, mas para o trabalho (WU et al., 2013) na˜o foi poss´ıvel
encontrar soluc¸a˜o (mesmo com valores positivos e elevados de ǫ). Di-
ante disso, encontrou-se os seguintes ganhos a partir de (GAO; LIU; LAM,
2009, Teorema 2):
K1 = −
[
0.2861 7.1512
]
,K2 =
[
0.3017 −7.1655
]
,
K3 = −
[
0.3097 10.1833
]
,K4 =
[
0.3346 −10.2008
]
.
(4.36)
Ja´ para (WU et al., 2011b, Teorema 4), obteve-se:
K1 = −
[
1.2052 5.5728
]
,K2 = −
[
0.6103 5.5875
]
,
K3 = −
[
1.6420 8.1241
]
,K4 = −
[
0.9618 7.8954
]
.
(4.37)
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Num primeiro momento, foi considerado que as condic¸o˜es iniciais
atrasadas sa˜o nulas, ou seja, [φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5] e, assim,
tem-se ‖φ5,0‖5 = 0. Diante disso, utilizou-se a lei de controle (4.7)–(4.8)
com ganhos apresentados em (4.35) para realimentar o sistema na˜o
linear com atraso nos estados (2.27). Obteve-se os seguintes conjuntos
Cx = LV1 e Bφ = {0}. Na Figura 12, sa˜o apresentados o conjunto
Cx = LV1 (linha pontilhada) e sete trajeto´rias esta´veis para condic¸o˜es
iniciais ϕ5,0 = {φ5,0, x0} ∈ Eϕ, φ5,0 ∈ Eφ, e x0 ∈ Ex, com [φ5,0]j =[
0 0
]T
, j ∈ I[1, 5] e xi0 =
[
x1,0 x2,0
]T
, para i ∈ [1, 7], (× marcas).
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Figura 12 – V0, Cx e trajeto´rias de estados que convergem para origem
e que convergem para pontos de equil´ıbrio diferentes da origem.
Na simulac¸a˜o utilizada para gerar as trajeto´rias de estados apre-
sentadas na figura em questa˜o, considerou-se dk = 3−round(2 cos(0.2k)),
|x1,k| ≤ 0.05 e se |x1,k| = 0.05, enta˜o x2,k = 0 devido a`s restric¸o˜es f´ısicas
do sistema. Note que todas essas trajeto´rias que convergem para a ori-
gem do sistema controlado sa˜o geradas a partir de condic¸o˜es iniciais
localizadas no interior da regia˜o de validade. Ale´m disso, ha´ uma tra-
jeto´ria que na˜o converge para a origem marcada por ◦, cuja a sequeˆncia
da condic¸a˜o inicial que a gerou na˜o pertence a regia˜o de estabilidade
estimada. Diante disso, observa-se que na˜o se pode garantir a con-
vergeˆncia para a origem de trajeto´rias geradas por condic¸o˜es iniciais
que na˜o pertenc¸am a regia˜o de validade estimada.
Considerando agora os controladores (4.36) e (4.37) projetados
a partir das condic¸o˜es (GAO; LIU; LAM, 2009, Teorema 2) e (WU et
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al., 2011b, Teorema 4), respectivamente, obte´m-se trajeto´rias para os
sistemas em malha fechada com tais controladores. Para realizar as
simulac¸o˜es, teˆm-se duas condic¸o˜es inicias sendo ϕ5,0 = {φ5,0, x0} ∈ Eϕ,
φ5,0 ∈ Eφ e x0 ∈ Ex, com [φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5] e xi0 =[
x1,0 x¯2,0
]T
, para i ∈ I[1, 2], em que x10 =
[
0.04665 0.16
]T
mar-
cado por ∗ e x10 =
[
−0.04745 −0.1408
]T
marcado por . A primeira
trajeto´ria gerada a partir da primeira condic¸a˜o inicial apresentada e´
obtida pelo sistema na˜o linear em malha fechada com o controlador
sintetizado pelo me´todo de (GAO; LIU; LAM, 2009, Teorema 2) e a se-
gunda trajeto´ria gerada pela segunda condic¸a˜o inicial apresentada e´
obtida pelo sistema na˜o linear em malha fechada com o controlador
calculado por (WU et al., 2011b, Teorema 4). Observa-se que nos dois
casos as condic¸o˜es iniciais pertencem a regia˜o de estabilidade estimada
pelos resultados apresentados neste cap´ıtulo. Contudo, em nenhum
dos casos essas trajeto´rias convergem assintoticamente para origem,
convergindo assim para pontos de equil´ıbrio diferentes da origem. Vale
ressaltar que as condic¸o˜es apresentadas nos trabalhos em questa˜o na˜o
levam em considerac¸a˜o a regia˜o de validade e, com isso, elas propo˜e
soluc¸o˜es globais para o problema de estabilizac¸a˜o. Pore´m, percebe-se
que quando os resultados encontrados nesses trabalhos sa˜o aplicados
nos sistemas na˜o lineares que geraram os modelos fuzzy T-S na˜o se tem
garantia da estabilidade.
Considere agora a situac¸a˜o em que o sistema na˜o linear em
malha fechada possui condic¸o˜es iniciais atrasadas na˜o nulas. Para o
exemplo em questa˜o, considera-se ‖φ5,0‖5 = 0.2 e, portanto, Cx ⊂
LV1 , Bφ e´ definido como (3.17) com r = 0.2. Nessa situac¸a˜o, tem-se
ϕ5,0 = {φ5,0, x0} ∈ Eϕ e escolhe-se [φ5,0]j =
[
0 0.2
]T
, j ∈ I[1, 5] e
x0 =
[
0.03767 0.00347
]T
. Na Figura 13 e´ apresentada a trajeto´ria
resultante para o sistema na˜o linear em questa˜o realimentado pelo con-
trolador (4.7)–(4.8) com os ganhos (4.35). Como pode-se observar a
trajeto´ria evolui fora do conjunto Cx, mas sempre no interior de LV1 e
como esperado converge assintoticamente para a origem.
4.5 CONCLUSO˜ES
Neste cap´ıtulo, foram apresentadas condic¸o˜es convexas depen-
dentes do atraso para a s´ıntese de controladores fuzzy T-S utilizados
para estabilizar localmente sistemas na˜o lineares discretos no tempo
com atraso variante nos estados. As condic¸o˜es foram desenvolvidas
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Figura 13 – Conjuntos LV1 e Cx, e uma trajeto´ria de estado.
baseadas em uma candidata a` func¸a˜o fuzzy L-K e sa˜o formuladas em
termos de LMIs. O atraso variante no tempo e´ limitado pelo valor
superior, d¯, e essa informac¸a˜o foi utilizada na lei de controle de reali-
mentac¸a˜o de estados.
Como considerado nesta tese, o modelo fuzzy T-S representa de
forma exata o sistema na˜o linear discreto no tempo com atraso nos esta-
dos no interior da regia˜o de validade. Em consequeˆncia disso, estimou-
se a regia˜o de estabilidade para o sistema na˜o linear em malha fechada
com o controlador fuzzy T-S sintetizado. Da mesma forma como feito
nos cap´ıtulos anteriores, a caracterizac¸a˜o da regia˜o de estabilidade e´
feita a partir de dois conjuntos, sendo que um descreve a regia˜o de va-
lores seguros para o vetor de estados atuais enquanto o outro define a
regia˜o para os elementos das condic¸o˜es iniciais atrasadas. Por meio do
problema de otimizac¸a˜o convexa proposto, pode-se computar os ganhos
fuzzy para o controlador que maximizam a regia˜o de estabilidade do
sistema na˜o linear em malha fechada com o controlador fuzzy T-S. Fi-
nalmente, apresentou-se exemplos nume´ricos para ilustrar os resultados
propostos.
Vale destacar que por meio dos exemplos nume´ricos foi poss´ıvel
perceber que as condic¸o˜es propostas neste cap´ıtulo apresentam resul-
tados menos conservadores comparados com resultados encontrados na
literatura. Pore´m, quando ha´ a comparac¸a˜o com os resultados desenvol-
vidos no Cap´ıtulo 3, esses se mostram superior. Como ja´ mencionado
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no texto do exemplo, esse resultado na˜o era o esperado. Sendo identi-
ficadas as poss´ıveis causas de conservadorismo nas condic¸o˜es propostas
neste cap´ıtulo, que tambe´m esta˜o descritas no texto do exemplo, tem-se
trabalho constantemente para a melhoria desses resultados. Contudo,
evidencia-se que no decorrer deste documento e´ apresentada uma abor-
dagem alternativa para tratar o problema ora considerado, baseando-se
na reescrita do modelo fuzzy como um sistema aumentado chaveado.
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5 ESTABILIZAC¸A˜O LOCAL VIA ABORDAGEM
SISTEMA AUMENTADO CHAVEADO
Neste cap´ıtulo, sa˜o propostas condic¸o˜es convexas para a estabi-
lizac¸a˜o local de sistemas na˜o lineares discretos no tempo com atraso
variante nos estados via realimentac¸a˜o de toda a sequeˆncia de vetores
de estados do sistema. Portanto, diferentemente do que foi feito em
cap´ıtulos anteriores, aqui sa˜o projetados ganhos para realimentarem
desde o vetor de estado xk ate´ o vetor de estado xk−d¯. Note que para
implementar essa lei de controle na˜o e´ necessa´rio mensurar ou estimar o
valor do atraso variante no tempo, dk. A partir da representac¸a˜o exata
local do sistema na˜o linear em questa˜o por modelo fuzzy T-S com atraso
variante nos estados, representa-se esse modelo com atraso variante nos
estados por um modelo fuzzy T-S aumentado chaveado pelo valor do
atraso seguindo a proposta definida em (HETEL; DAAFOUZ; IUNG, 2008)
para sistemas precisamente conhecidos. Diante disso, as condic¸o˜es de
s´ıntese propostas sa˜o baseadas em uma candidata a` func¸a˜o fuzzy de
Lyapunov-Krasovskii de estado aumentado e sa˜o representadas em ter-
mos de desigualdades matriciais lineares.
Considerando a representac¸a˜o local exata do modelo fuzzy T-S
e, por consequeˆncia, do modelo fuzzy T-S chaveado, e´ necessa´rio es-
timar regio˜es de estabilidade tais que as trajeto´rias iniciadas nessas
regio˜es convirjam assintoticamente para a origem. A metodologia uti-
lizada para estimar essas regio˜es de estabilidade segue a mesma ide´ia
ja´ exposta em cap´ıtulos anteriores, em que calculam-se dois conjuntos:
um para tratar o vetor de estado atual, e o outro para lidar com os
vetores de estados atrasados. Ale´m disso, propo˜e-se um problema de
otimizac¸a˜o convexa para calcular os ganhos do controlador fuzzy T-
S que maximizem as regio˜es de estabilidade estimadas para o sistema
na˜o linear em malha fechada. Finalmente, sa˜o apresentados exemplos
nume´ricos para demonstrar a eficieˆncia das condic¸o˜es desenvolvidas.
5.1 COLOCAC¸A˜O DO PROBLEMA
Considere a classe de sistemas na˜o lineares discretos no tempo
com atraso variante no tempo nos estados:
xk+1 = f(xk)xk + fd(xk)xk−dk + g(xk)uk, (5.1)
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em que xk ∈ Ex ⊆ R
n e´ o vetor de estados, uk ∈ Eu ⊆ R
m e´ o vetor
de entrada de controle, e dk ∈ N
∗ denota o atraso variante no tempo
que verifica 1 ≤ dk ≤ d¯, em que d¯ e´ o limite superior do atraso. As
func¸o˜es f(·) : Rn → Rn×n, fd(·) : R
n → Rn×n e g(·) : Rn → Rn×m
sa˜o cont´ınuas e limitadas para todo xk ∈ Ex. As condic¸o˜es iniciais sa˜o
dadas pela sequeˆncia ϕd¯,0 ∈ Eϕ.
Como realizado anteriormente, efetua-se a modelagem fuzzy T-S
para representar de forma exata o sistema na˜o linear (5.1) da seguinte
forma:
Regra i : SE z1,k e´ Mi1 e · · · e zp,k e´ Mip,
ENTA˜O xk+1 = Aixk +Adixk−dk +Biuk,
(5.2)
O processo de defuzzificac¸a˜o do modelo (5.2) pode ser representado por
(TANAKA; WANG, 2001):
xk+1 = A(αk)xk +Ad(αk)xk−dk +B(αk)uk, (5.3)
O vetor de func¸a˜o de pertineˆncia αk ∈ Ξ e´ dependente dos estados,
assume-se que ele esta´ acess´ıvel em tempo real e Ξ e´ dado por:
Ξ =
{
αk ∈ R
N ;
N∑
i=1
αk(i) = 1, αk(i) ≥ 0, i ∈ I[1, N ]
}
. (5.4)
Diante disso, as matrizes em (5.3) podem ser reescritas como:
[
A(αk) Ad(αk) B(αk)
]
=
N∑
i=1
αk(i)
[
Ai Adi Bi
]
, αk ∈ Ξ. (5.5)
A representac¸a˜o do sistema na˜o linear (5.1) pelo modelo fuzzy
T-S (5.2)–(5.5) e´ va´lida somente no interior da regia˜o de validade, como
ja´ mencionado. Essa regia˜o e´ definida pelo conjunto polie´drico V0 dado
por:
V0 = {xk ∈ R
n; |L(i)xk| ≤ η(i)} ⊆ Ex, (5.6)
em que η(i) > 0, L(i) ∈ R
1×n, sendo i ∈ I[1, κ], e κ representando o
nu´mero de restric¸o˜es que caracteriza a regia˜o permitida no espac¸o de
estados para o sistema em malha fechada.
Utilizando a compensac¸a˜o paralela distribu´ıda, propo˜e-se a se-
guinte lei de controle fuzzy para realimentar o sistema na˜o linear (5.1):
uk = K(αk)ξk,ϕ, (5.7)
113
sendoK(αk) =
[
K0(αk) K1(αk) · · · Kd¯(αk)
]
∈ Rm×(d¯+1)n e ξk,ϕ =
Vec(ϕd¯,k) =
[
xTk x
T
k−1 · · · x
T
k−d¯
]T
∈ R(d¯+1)n. Note que essa lei de
controle realimenta todos os estados do sistema na˜o linear, vetor de es-
tado atual e vetores de estados atrasados. Portanto, fazendo-se apenas
K0(αk) e Kd¯(αk) na˜o nulos, retorna-se a` lei de controle (4.7). A matriz
do controlador e´ dependente da func¸a˜o de pertineˆncia e, portanto,
K(αk) =
N∑
i=1
αk(i)Ki, αk ∈ Ξ,
Ki =
[
K0i K1i · · · Kd¯i
]
.
(5.8)
Assim, substituindo (5.7) em (5.3), obte´m-se o seguinte modelo fuzzy
T-S em malha fechada
xk+1 = (A(αk) +B(αk)K0(αk))xk +Ad(αk)xk−dk
+B(αk)
[
K1(αk) · · · Kd¯(αk)
]
ξk,φ, (5.9)
sendo ξk,φ = Vec(φd¯,k) =
[
xTk−1 x
T
k−2 · · · x
T
k−d¯
]T
∈ Rd¯n. Vale
destacar que esse modelo fuzzy de malha fechada representa de forma
exata o sistema na˜o linear (5.1) em malha fechada com o controlador
(5.7)–(5.8) se as trajeto´rias dos estados resultantes evolu´ırem em V0 e,
por consequeˆncia, αk ∈ Ξ.
Dessa forma, faz-se necessa´ria a caracterizac¸a˜o da regia˜o de es-
tabilidade Υϕ, garantindo-se assim que toda trajeto´ria do sistema na˜o
linear (5.1) realimentado com a lei de controle (5.7)–(5.8), iniciando em
Υϕ, permanecera´ confinada em V0. Diante disso, a seguir e´ apresentado
o principal problema tratado neste cap´ıtulo.
Problema 5.1 Determinar os ganhos fuzzy Ki ∈ R
m×(d¯+1)n, i ∈
I[1, N ], da lei de controle (5.7)–(5.8) e caracterizar a regia˜o de estabi-
lidade Υϕ tal que as trajeto´rias do sistema em malha fechada (5.1),
(5.7)–(5.8) permanec¸am confinadas em V0 e convirjam assintotica-
mente para origem sempre que as condic¸o˜es iniciais dadas pela sequeˆncia
ϕd¯,0 com elementos [ϕd¯,0]j ∈ Υϕ, j ∈ I[1, d¯+ 1].
5.2 RESULTADOS PRELIMINARES
Em (HETEL; DAAFOUZ; IUNG, 2008) e´ proposta a representac¸a˜o
de sistemas precisamento conhecidos, discretos no tempo e com atraso
variante nos estados por sistemas chaveados de estados aumentados,
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sendo que a lei de chaveamento e´ determinada pela dinaˆmica do atraso.
Seguindo essa ide´ia, pode-se representar o modelo fuzzy T-S com atraso
nos estados (5.3)–(5.5) por um modelo fuzzy T-S de estado aumentado
e chaveado como segue
ξk+1,ϕ = Aσk(αk)ξk,ϕ +B(αk)uk, (5.10)
em que
Aσk(αk) =


A(αk) Σσk,1(αk) Σσk,2(αk) · · · Σσk,d¯(αk)
I 0 · · · · · · 0
0 I 0 · · · 0
...
...
0 · · · 0 I 0

 ,
(5.11)
com
Σσk,i =
{
Ad(αk), i = σk
0, i 6= σk
∀i ∈ I[1, d¯], (5.12)
B(αk) =
[
B(αk)
T 0 0 · · · 0
]T
e σk ∈ I[1, d¯] e´ a func¸a˜o de cha-
veamento do sistema (5.10) definida como σk = dk.
Substituindo-se a lei de controle (5.7) em (5.10), obte´m-se o se-
guinte modelo fuzzy T-S de estado aumentado e chaveado em malha
fechada
ξk+1,ϕ = Aˆσk(αk)ξk,ϕ, (5.13)
em que a matriz de malha fechada Aˆσk (αk) e´
Aˆσk(αk) = Aσk(αk) +B(αk)K(αk)
=
N∑
i=1
N∑
j=i
µijαk(i)αk(j)
Aσk,i +BiKj +Aσk,j +BjKi
2
(5.14)
com
µij = 2 se i 6= j, ou µij = 1 se i = j. (5.15)
O modelo fuzzy T-S chaveado de estado aumentado em malha fechada
(5.13)–(5.14) e´ utilizado para calcular os ganhos da lei de controle (5.7)–
(5.8). Aplicando-se essa lei de controle no sistema na˜o linear (5.1) e
considerando-se que [ϕd¯,0]j ∈ Υϕ, j ∈ I[1, d¯ + 1], garante-se que as
trajeto´rias resultantes evoluira˜o no interior da regia˜o de validade, V0,
e, portanto, tem-se um sistema em malha fechada (5.1), (5.7)–(5.8)
assintoticamente esta´vel.
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Considere a candidata a` func¸a˜o fuzzy L-K, V (ϕd¯,k, αk) : Eϕ ×
Ξ 7→ R+:
V (ϕd¯,k, αk) = V1(xk, αk) + Vd¯(ξk,φ) = x
T
kQ
−1(αk)xk
+ ξTk,φR
−1ξk,φ = ξ
T
k,ϕQ
−1(αk)ξk,ϕ, (5.16)
com Q(αk) =
N∑
i=1
αk(i)Qi ∈ R
n×n, R ∈ Rnd¯×nd¯,
Q(αk) =
[
Q(αk) 0
0 R
]
, (5.17)
Q(αk) =
N∑
i=1
αk(i)Qi ∈ R
n(d¯+1)×n(d¯+1) e Qi = diag(Qi,R).
Diferentemente de como e´ proposto em (HETEL; DAAFOUZ; IUNG,
2008), a matriz aumentada de Lyapunov, Q(αk), depende somente da
func¸a˜o de pertineˆncia, sendo quadra´tica em relac¸a˜o a σk. Ale´m disso,
essa matriz tem termos nulos que sa˜o necessa´rios pela forma de carac-
terizar a regia˜o de estabilidade nesta tese, pois essa regia˜o e´ caracteri-
zada a partir do desacoplamento das condic¸o˜es iniciais atuais, k = 0,
e condic¸o˜es iniciais atrasadas e assim na˜o se pode ter na func¸a˜o L-K
termos relacionando as condic¸o˜es iniciais atuas com as atrasadas. Vale
destacar tambe´m que a candidata a` func¸a˜o L-K (5.16) e´ mais completa
que as candidatas a`s func¸o˜es L-K tratadas nos cap´ıtulos anteriores.
Dessa forma, os resultados obtidos aqui sa˜o mais gerais e menos con-
servadores que os resultados obtidos nos cap´ıtulos anteriores. Isso e´
explorado nos exemplos nume´ricos.
Novamente, segundo (FRIDMAN, 2014; STOJANOVIc´; DEBELJ-
KOVIc´; MLADENOVIc´, 2007), a func¸a˜o V (ϕd¯,k, αk) > 0 em (5.16) e´ dita
ser uma func¸a˜o L-K se
∆V (ϕd¯,k, αk) = V (ϕd¯,k+1, αk+1)− V (ϕd¯,k, αk) < 0. (5.18)
Enta˜o, a estabilidade assinto´tica do modelo fuzzy (5.9) para K(αk)
dados e αk ∈ Ξ e´ suficiente quando a desigualdade (5.18) e´ verificada.
A caracterizac¸a˜o da regia˜o de estabilidade Υϕ segue a Definic¸a˜o
3.2 do Cap´ıtulo 3. Assim, Υϕ e´ caracterizado por meio de dois conjun-
tos, sendo um para tratar o vetor de estado atual e o outro para lidar
com vetor de estados atrasados. Note que na caracterizac¸a˜o de Υϕ, o
conjunto Cx descreve a regia˜o permitida para valores do vetor de esta-
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dos atuais enquanto o conjunto Bφ define a regia˜o para os elementos
[φd¯,0]j ∈ Ej , j ∈ I[1, d¯]. Sendo assim, calcula-se o conjunto Cx a par-
tir do conjunto de n´ıvel associado ao termo V1(xk, αk) da candidata a`
func¸a˜o L-K (5.16) que e´ dado pela intersecc¸a˜o dos conjuntos elipsoidais
relativos as matrizes QTi = Qi > 0, i ∈ I[1, N ], ou seja,
LV1(c) =
{
E(Q−1i , c), ∀αk ∈ Ξ
}
=
⋂
αk∈Ξ
E(Q−1(αk), c) =
⋂
i∈I[1,N ]
E(Q−1i , c) ⊆ V0, (5.19)
em que c e´ um escalar positivo e E(Q−1i , c), para i ∈ I[1, N ], denota os
conjuntos elipsoidais definidos como se segue:
E(Q−1i , c) =
{
xk ∈ R
n; xTkQ
−1
i xk ≤ c
}
. (5.20)
No caso de c = 1 em (5.19)–(5.20), utilizam-se as notac¸o˜es sim-
plificadas LV1 = LV1(1) e E(Q
−1
i ) = E(Q
−1
i , 1). A partir dos resultados
apresentados no lema a seguir, e´ poss´ıvel caracterizar os conjuntos Cx e
Bφ definidos em (3.16) e (3.17), respectivamente, e, por consequeˆncia,
Υϕ que esta´ apresentado em (3.15).
Lema 5.1 Se V (ϕd¯,k, αk) definida em (5.16) e´ uma func¸a˜o L-K fuzzy
para o modelo fuzzy em malha fechada (5.9) e LV1 ⊆ V0, enta˜o a regia˜o
Υϕ definida por
Cx =
{
x0 ∈ R
n; V1(x0, α0) ≤ 1− ρ‖φd¯,0‖
2
d¯
}
⊆ V0, (5.21)
com
ρ = λmax(R
−1) (5.22)
e r em (3.17) satisfazendo
0 ≤ r ≤ ρ−
1
2 (5.23)
e´ uma regia˜o de estabilidade assinto´tica para o modelo fuzzy em malha
fechada em questa˜o.
Prova: Considere o Lema 3.1 com c = 1− ρ‖φd¯,0‖
2
d¯
. Enta˜o, tem-se
Cx = LV1(1− ρ‖φd¯,0‖
2
d¯) =
{
x0 ∈ R
n;xT0 Q
−1(α0)x0 ≤ 1
−ρ‖φd¯,0‖
2
d¯
}
⊆ V0. (5.24)
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Da func¸a˜o L-K fuzzy, tem-se que a varia´vel ρ deve satisfazer:
ξT0,φR
−1ξ0,φ ≤ ρ‖φd¯,0‖
2
d¯. (5.25)
Ale´m disso, e´ necessa´rio que 0 ≤ c ≤ 1 e isso e´ poss´ıvel se somente, em
(3.17), 0 ≤ r ≤ ρ−
1
2 .
A diferenc¸a existentes entre esse Lema e os lemas 3.3 e 4.1 esta´ na
forma de calcular o paraˆmetro ρ. Isso ocorre porque em cada um dos
casos e´ utilizada uma candidata a` func¸a˜o L-K diferente.
A conexa˜o entre os conjuntos Cx e Bφ e´ mostrada em termos
do confinamento de trajeto´rias em LV1 no Lema 3.3 do Cap´ıtulo 3.
Ademais, nesse lema tambe´m e´ mostrada a estabilidade local assinto´tica
caso a func¸a˜o (5.16) seja uma func¸a˜o L-K e as condic¸o˜es iniciais do
sistema resultante pertenc¸am a` regia˜o de estabilidade.
5.3 RESULTADO PRINCIPAL
No teorema apresentado na sequeˆncia, sa˜o mostradas condic¸o˜es
dependentes do atraso que, se fact´ıveis, fornecem uma soluc¸a˜o para o
Problema 5.1.
Teorema 5.1 Suponha que existam matrizes sime´tricas definidas po-
sitivas Qi ∈ R
(d¯+1)n×(d¯+1)n, para i ∈ I[1, N ], com a mesma estru-
tura apresentada em (5.17) e as matrizes U ∈ Rn(d¯+1)×n(d¯+1) e Yi ∈
R
m×n(d¯+1), satisfazendo, ∀i, q ∈ I[1, N ], j ∈ I[i, N ], ∀σ ∈ I[1, d¯] e
∀ℓ ∈ I[1, κ]:[
−Qq 0.5(Aσ,iU+BiYj +Aσ,jU+BjYi)
⋆ 0.5(Qi +Qj)−U
T −U
]
< 0, (5.26)
e [
−Qi QiL
T
(ℓ)
⋆ −η2(ℓ)
]
≤ 0. (5.27)
Enta˜o, as matrizes do controlador (5.8)
Ki = YiU
−1 (5.28)
sa˜o tais que a origem do sistema na˜o linear (5.1) em malha fechada
pela lei de controle (5.7)–(5.8) e´ assintoticamente esta´vel para toda
sequeˆncia de condic¸o˜es iniciais ϕd¯,0, com [ϕd¯,0]j ∈ Υϕ, j ∈ I[1, d¯ +
1], sendo os conjuntos Cx e Bφ obtidos como mostrado no Lema 5.1,
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assegurando que as respectivas trajeto´rias permanec¸am em LV1 ⊆ V0.
Prova: Se (5.26) e´ verificada considerando os requisitos definidos no Te-
orema 5.1, enta˜o tem-se assegurada a positividade de Qi, i ∈ I[1, N ],
com a estrutura como definida em (5.17), resultando que V (ϕd¯,k, αk)
verifique (5.16). Substituindo Yi por KiU, multiplicando a desigual-
dade resultante sucessivamente por αk(i), αk(j) e αk+1(q), e somando
em i ∈ I[1, N ], j ∈ I[i, N ] e q ∈ I[1, N ], obte´m-se[
−Q(α+k ) Aˆσk(αk)U
⋆ Q(αk)−U
T −U
]
< 0 (5.29)
em que Aˆσk (αk) e´ dado em (5.14) e α
+
k ≡ αk+1. Note que a matriz
Q(αk) pode ser escrita como
Q(αk) =

 N∑
j=1
αj

Q(αk) = N∑
i=1
N∑
j=i
µijαk(i)αk(j)0.5(Qi +Qj),
com µij dado em (5.15).
Sendo −MTG−1M ≤ G−MT −M (veja Apeˆndice A.4), pode-se
aplicar essa desigualdade no bloco (2, 2) de (5.29) e obter-se
Θ˜k =
[
−Q−1(α+k ) Aˆσk (αk)U
⋆ −UTQ−1(αk)U
]
< 0. (5.30)
Considerando a regularidade de U e aplicando a transformada
de congrueˆncia Θk = T
T Θ˜kT com T = diag{I,U
−1}, obte´m-se
Θk =
[
−Q−1(α+k ) Aˆσk(αk)
⋆ −Q−1(αk)
]
< 0. (5.31)
Aplicando a transformada de Schur em Θk, tem-se
Θk = Aˆ
T
σk(αk)Q
−1(α+k )Aˆσk (αk)−Q
−1(αk) < 0. (5.32)
Pre´ e po´s-multiplicando Θk por ξ
T
k,ϕ e ξk,ϕ, respectivamente, e a partir
de (5.10)–(5.14), substitui-se Aˆσk(αk)ξk,ϕ por ξk+1,ϕ, obtendo-se
Ωk = ξ
T
k+1,ϕQ
−1(αk+1)ξk+1,ϕ − ξ
T
k,ϕQ
−1(αk)ξk,ϕ < 0. (5.33)
Note que ∆V (ϕk, αk) = Ωk < 0 e, portanto, conclui-se que o resultado
fact´ıvel de (5.26) assegura a negatividade de ∆V (ϕd¯,k, αk) e diante da
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positividade de V (ϕd¯,k, αk) e o teorema de Lyapunov-Krasovskii (NI-
CULESCU, 2001, Pag 31) e (FRIDMAN, 2014) assegura-se a estabilidade
local do modelo fuzzy T-S (5.2)–(5.5) em malha fechada sob a lei de con-
trole (5.7)–(5.8) com ganhos dados por (5.28) sempre que a trajeto´ria
dos estados evoluirem no interior do conjunto V0.
As desigualdades (5.27) esta˜o provadas no Cap´ıtulo 3. Portanto,
verificando-se essas LMIs, garante-se que LV1 ⊆ V0 e para qualquer tra-
jeto´ria comec¸ando em Υϕ permanece em LV1 e, assim, a estabilidade
local do sistema na˜o linear (5.1) em malha fechada sob a lei de controle
(5.7)–(5.8) com ganhos dados por (5.28) e´ assegurada.
5.3.1 Problema de otimizac¸a˜o convexa
Considerando as ide´ias expostas nos cap´ıtulos anteriores sobre
o objetivo de obter regio˜es de estabilidades estimadas, Υϕ, as maiores
poss´ıveis, considere a maximizac¸a˜o de um conjunto elipsoidal incluso
no conjunto de n´ıvel LV1 como se segue:
E (W ) =
{
x ∈ Rn;xTWx ≤ 1
}
⊆ LV1 . (5.34)
Isso equivale a: [
W I
I Qi
]
≥ 0, i ∈ I[1, N ]. (5.35)
Assim, um problema de otimizac¸a˜o convexa e´ proposto como se
segue:
PW
{
min trac¸o(W )
sujeito a (5.26), (5.27), e (5.35).
(5.36)
5.3.2 Comparac¸o˜es complexidade nume´ricas
As condic¸o˜es propostas nesta tese como um todo podem ser re-
solvidas em tempo polinomial por solvers que utilizam me´todos eficien-
tes de pontos interiores. A complexidade nume´rica das soluc¸o˜es dessas
condic¸o˜es desenvolvidas esta´ associada ao nu´mero de linhas das LMIs,
R, e ao nu´mero de varia´veis escalares, V . Utilizando o LMI Control
Toolbox, por exemplo, o nu´mero de operac¸o˜es de pontos flutuantes ne-
cessa´rios para resolver uma LMI usando o LMIlab e´ proporcional a V3R
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(GAHINET et al., 1995). Esse e´ o me´todo de me´trica da complexidade
nume´rica utilizado nesta tese. Diante disso, a complexidade nume´rica
do problema de otimizac¸a˜o (5.36) e´
CNaum =
[
n(n+ 1)
2
(N + 1) +
d¯n(d¯n+ 1)
2
+ ((d¯+ 1)n)2
+m(d¯+ 1)nN
]3
(2n(d¯+ 1) + 3n+ 1), (5.37)
em que n representa no nu´mero de estados do sistema, d¯ o atraso
ma´ximo, m o nu´mero de entradas e N o nu´mero de ve´rtices do mo-
delo fuzzy T-S.
Para comparac¸o˜es, sa˜o apresentadas tambe´m as complexidades
nume´ricas dos problemas de otimizac¸a˜o (3.54) e (4.34), que sa˜o, res-
pectivamente,
CNno1 =
[
n(n+ 1)N + 3n2 + 2nmN
]3
(7n+ 1) (5.38)
e
CNno2 =
[
n(n+ 1)N +
n(n+ 1)
2
+ 6n2 + 2nmN
]3
(9n+ 1). (5.39)
Para avaliar comparativamente as complexidades nume´ricas dos
treˆs problemas de otimizac¸a˜o abordados neste momento, foram consi-
deradas duas situac¸o˜es: i) n = 2, m = 1, N = 4 e d¯ ∈ I[1, 5]; e ii)
n = 2, m = 1, d¯ = 5 e N ∈ I[2, 4, 6, 8, 10]. Para uma melhor avaliac¸a˜o
dos resultados foram consideradas as seguintes razo˜es: CNaum/CNo1
e CNaum/CNo2, para ambos os casos descritos. Com isso, obte´m-se
as figuras 14 e 15, sendo que na primeira e´ mostrada a comparac¸a˜o
para o caso em que d¯ varia e na segunda e´ mostrada a comparac¸a˜o
para o caso em que N varia. Observe que a complexidade nume´rica
do problema de otimizac¸a˜o (5.36) e´ sempre a maior e a complexidade
nume´rica do problema de otimizac¸a˜o (3.54) e´ a menor. Ale´m disso,
e´ poss´ıvel perceber que a complexidade nume´rica do problema de oti-
mizac¸a˜o aqui proposto aumenta bastante com o aumento de d¯. Isso e´
fa´cil de perceber, pois o aumento dessa varia´vel na˜o altera a comple-
xidade nume´rica dos problemas de otimizac¸a˜o propostos nos cap´ıtulos
anteriores. Ja´ para o aumento de N a raza˜o entre as complexidades
nume´ricas tendem a diminuir.
De toda forma, conclui-se que os resultados aqui propostos apre-
sentam complexidade nume´rica bastante elevada quando comparadas
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Figura 15 – Comparac¸a˜o complexidades nume´ricas em func¸a˜o de N .
com resultados propostos anteriormente. Esse pode na˜o ser um grave
problema, pois todas as condic¸o˜es propostas nesta tese sa˜o resolvidas
off-line. Pore´m, isso pode se tornar um problema bastante custoso
quando essa complexidade se torna ta˜o elevada que seja necessa´rio um
computador de processamento extremamente potente para que seja
poss´ıvel encontrar soluc¸o˜es. Tornando-se assim invia´vel a utilizac¸a˜o
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dessa te´cnica quando se tem acesso a computadores com processamen-
tos ditos normais para os padro˜es atuais.
5.4 EXEMPLOS NUME´RICOS
Nesta sec¸a˜o sa˜o apresentados os mesmos sistemas na˜o lineares
discretos no tempo com atraso nos estados apresentados no Cap´ıtulo 2.
A partir disso, sa˜o feitas comparac¸o˜es entre os resultados apresentados
aqui e nos cap´ıtulos anteriores.
5.4.1 Sistema acadeˆmico
Considere o sistema na˜o linear discreto no tempo com atraso
variante nos estados (2.18). A partir da representac¸a˜o fuzzy T-S desse
sistema na˜o linear via (5.2), tem-se que as matrizes do modelo fuzzy
resultante sa˜o representadas por (2.25). Como ja´ definido em cap´ıtulos
anteriores nesses sistemas o atraso e´ variante no tempo e dk ∈ I[1, 5] e
a regia˜o de validade V0 e´ definida como
L =
[
1 0
0 1
]
e η =
[
0.8
4
]
.
Assim como acontece na tentativa de obter soluc¸o˜es considerando
c1 = c2 = 1 a partir dos problemas de otimizac¸a˜o (3.54), para a lei de
controle uk = K(αk)xk, e (4.34), tambe´m na˜o foi poss´ıvel obter soluc¸a˜o
por meio de problema de otimizac¸a˜o (5.36). Ja´ considerando c1 = 0.64
e c2 = 0.8 foi poss´ıvel obter soluc¸a˜o a partir desse ultimo problema
de otimizac¸a˜o. De posse dos resultados obtidos pela utilizac¸a˜o desse
ultimo problema de otimizac¸a˜o e do (3.54), sa˜o estimadas as regio˜es
de estabilidade. Vale destacar que no Exemplo 4.4 do cap´ıtulo ante-
rior ja´ existe uma comparac¸a˜o para as regio˜es de estabilidade obtidas
para o mesmo sistema aqui tratado Figura 10, utilizando as condic¸o˜es
desenvolvidas no Cap´ıtulo 3 e no Cap´ıtulo 4. Diante disso, o inte-
resse neste exemplo e´ analisar o desempenho das condic¸o˜es propostas
neste cap´ıtulo frente as condic¸o˜es propostas no Cap´ıtulo 3, referentes
a` estabilizac¸a˜o local, pois no Exemplo 4.4 mostrou-se que essas obte´m
melhores resultados que as condic¸o˜es propostas no cap´ıtulo anterior,
referentes ao problema de otimizac¸a˜o (4.34). Portanto, na Figura 16
sa˜o apresentadas as regio˜es de estabilidade, sendo Cx2 relativa a` soluc¸a˜o
de (3.54) e Cx1 relativa a` soluc¸a˜o de (5.36). As regio˜es de estabilidade
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Figura 16 – Conjuntos V0, Cx1 e Cx2.
foram obtidas considerando [φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5], o que resulta
em Bφ = {0} e Cx = LV1 .
A partir da ana´lise das regio˜es apresentas na Figura 16 e´ poss´ıvel
perceber que Cx1 apresenta um tamanho maior que Cx2. Para ser mais
preciso, a a´rea estimada para Cx1 e´ 6.0983, ja´ para Cx2 e´ 5.4331. Sendo
assim, observa-se que a a´rea estimada para Cx1 e´ 12.24% maior que a
a´rea estimada para Cx2, mostrando assim que as condic¸o˜es obtidas neste
cap´ıtulo produzem resultados melhores do ponto de vista de otimizac¸a˜o
do tamanho da regia˜o de estabilidade que as condic¸o˜es desenvolvidas
no Cap´ıtulo 3 e, por consequeˆncia, que as condic¸o˜es desenvolvidas no
Cap´ıtulo 4.
5.4.2 Sistema com motivac¸a˜o pra´tica
Considere novamente o exemplo do levitador magne´tico com
atraso nos estados (2.27) apresentado no Cap´ıtulo 2. Por meio do mo-
delo fuzzy T-S desse sistema, pode-se obter um modelo fuzzy T-S de
estado aumentado e chaveado como mostrado em (5.10)–(5.15). Diante
disso, o objetivo e´ a partir do problema de otimizac¸a˜o (5.36) calcular
os ganhos que compo˜e a lei de controle (5.7)–(5.8) de tal forma a se
ter a maior regia˜o de estabilidade estimada Υϕ poss´ıvel. Os ganhos
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Tabela 4 – Comparac¸a˜o das condic¸o˜es dos cap´ıtulos 4 e 5
Prob. Otim. ρ A´rea estimada de Cx
para ‖φ5,0‖5 = 0
(5.36) 2.593 0.0964
(3.54) 6.0475 0.0941
(4.34) 6.0893 0.0941
calculados foram os seguintes:
K1 =
[
−24.0109 −10.2983 −0.0018 −0.9013 0.0001
−0.8848 0.0007 −0.8682 0.0007 −0.8610 0 −0.8555
]
K2 =
[
−23.4019 −10.2924 −0.0016 −0.9001 0.0001
−0.8856 0.0007 −0.8699 0.0007 −0.8626 0 −0.8547
]
K3 =
[
−33.8587 −14.6151 0.0070 −1.3091 0.0036
−1.2879 0.0025 −1.2704 0.0014 −1.2572 0 −1.2634
]
K4 =
[
−33.2195 −14.6153 0.0066 −1.3073 0.0035
−1.2855 0.0025 −1.267 0.0014 −1.2541 0 −1.2645
]
(5.40)
Ale´m disso, foi obtido ρ = 2.593.
Para avaliar os resultados obtidos neste cap´ıtulo, comparam-se
esses com os obtidos no Cap´ıtulo 4 e obtidos a partir da utilizac¸a˜o do
problema de otimizac¸a˜o (3.54), com a lei de controle uk = K(αk)xk.
Assim, foi montada a Tabela 4. Nessa tabela sa˜o apresentados os valo-
res de ρ e uma estimativa dos valores das a´reas das regio˜es Cx. Para a
determinac¸a˜o desses conjuntos Cx, foi considerado que ‖φ5,0‖5 = 0, em
ambos os casos, e assim, tem-se que o pro´prio Cx representa a regia˜o
de estabilidade.
Enta˜o, por meio dessa tabela, analisando os valores obtidos de ρ,
tem-se que pela soluc¸a˜o do problema de otimizac¸a˜o (5.36) essa varia´vel
e´ aproximadamente 57.12% menor que a soluc¸a˜o obtida pelo problema
de otimizac¸a˜o (3.54) e 57.42% menor que a soluc¸a˜o obtida a partir do
problema de otimizac¸a˜o (4.34). Isso demonstra um ganho bastante sig-
nificativo dos resultados aqui propostos em relac¸a˜o aos resultados apre-
sentados nos cap´ıtulo anteriores, pois e´ deseja´vel ter ρ sempre o menor
poss´ıvel. Fazendo a mesma ana´lise para as a´reas estimadas, tem-se que
esse paraˆmetro obtido pela soluc¸a˜o do problema de otimizac¸a˜o (5.36)
e´ aproximadamente 2.40% maior que o mesmo paraˆmetro encontrado
pelos problemas de otimizac¸a˜o (3.54) e (4.34). Esse tambe´m e´ um re-
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sultado positivo para as condic¸o˜es propostas neste cap´ıtulo em relac¸a˜o
as condic¸o˜es propostas nos cap´ıtulos anteriores.
Por meio das equac¸o˜es (5.37)–(5.39), e´ poss´ıvel ter uma estima-
tiva da complexidade nume´rica desse sistema a partir da utilizac¸a˜o dos
problemas de otimizac¸a˜o (5.36), (3.54) e (4.34). Note que nas equac¸o˜es
(5.37)–(5.39) tem-se: n = 2, N = 4, d¯ = 5 e m = 1. Como deseja-
se comparar as complexidades nume´ricas dos problemas de otimizac¸a˜o
mencionados, neste exemplo e´ considerada a raza˜o entre a complexi-
dade nume´rica, assim como mostrado nas figuras 14 e 15. Diante disso,
tem-se CNaum/CNno1 = 264.3408 e CNaum/CNno2 = 97.5635. Isso
mostra que a complexidade nume´rica do problema de otimizac¸a˜o pro-
posto neste cap´ıtulo e´ aproximadamente 264 vezes maior que a com-
plexidade nume´rica do problema de otimizac¸a˜o proposto no Cap´ıtulo
3, referente a` estabilizac¸a˜o local, e aproximadamente 97 vezes maior
que a complexidade nume´rica do problema de otimizac¸a˜o desenvolvido
no Cap´ıtulo 4. Portanto, apesar do problema de otimizac¸a˜o proposto
neste cap´ıtulo fornecer valores de ρ menores e uma a´rea estimada para
a regia˜o de estabilidade maior que os problemas de otimizac¸a˜o propos-
tos em cap´ıtulos anteriores, a complexidade nume´rica daquele e´ muito
maior que a complexidade nume´rica desses. Pore´m, essa desvantagem
na˜o e´ ta˜o relevante para o sistema em questa˜o visto que esses problemas
de otimizac¸a˜o sa˜o resolvidos off-lines.
Assumindo que as condic¸o˜es iniciais atrasadas sa˜o nulas, ou seja,
[φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5], isso resulta que Bφ = {0} e Cx = LV1 .
Diante disso, utilizou-se a lei de controle (5.7)–(5.8) com ganhos apre-
sentados em (5.40) para realimentar o sistema na˜o linear (2.27) e foi
proposta sete condic¸o˜es iniciais esta´veis, ou seja, sete condic¸o˜es iniciais
pertencentes a regia˜o de estabilidade que aqui e´ representada somente
pelo conjunto Cx, pois foi considerado Bφ = {0}, e uma condic¸a˜o inicial
que na˜o pertence a` regia˜o de estabilidade. Assim, chega-se na Figura
17, em que sa˜o apresentados o conjunto Cx = LV1 (linha pontilhada) e
as oito trajeto´rias resultantes das condic¸o˜es iniciais ϕ5,0 = {φ5,0, x0} ∈
Eϕ, φ5,0 ∈ Eφ, e x0 ∈ Ex, com [φ5,0]j =
[
0 0
]T
, j ∈ I[1, 5] e
xi0 =
[
x1,0 x2,0
]T
, para i ∈ [1, 8], sendo as trajeto´rias que conver-
gem assintoticamente para origem marcadas por × e a trajeto´ria que
convergem para um ponto de equil´ıbrio diferente da origem marcada
por ◦. Na simulac¸a˜o utilizada para gerar as trajeto´rias foi considerado
dk = 3−round(2 cos(k)), |x1,k| ≤ 0.05 e se |x1,k| = 0.05, enta˜o x2,k = 0
devido a`s restric¸o˜es f´ısicas do sistema. Note que todas as trajeto´rias
esta´veis sa˜o geradas a partir de condic¸o˜es iniciais localizadas no interior
da regia˜o de estabilidade, como esperado, e a trajeto´ria que na˜o con-
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Figura 17 – V0, Cx e trajeto´rias que convergem para origem e uma que
converge para um ponto de equil´ıbrio diferente da origem.
verge para a origem foi gerada pela condic¸a˜o inicial que na˜o pertence
a` regia˜o de estabilidade. Diante disso, observa-se que na˜o se pode ga-
rantir a convergeˆncia das trajeto´rias geradas por condic¸o˜es iniciais que
na˜o pertenc¸am a regia˜o de estabilidade estimada.
5.5 CONCLUSO˜ES
Neste cap´ıtulo, foram apresentadas condic¸o˜es locais convexas de-
pendentes do atraso para a s´ıntese de controladores fuzzy T-S utilizados
para estabilizar localmente sistemas na˜o lineares discretos no tempo
com atraso variante nos estados. As condic¸o˜es foram desenvolvidas
baseadas em uma candidata a` func¸a˜o fuzzy L-K e foram formuladas
em termos de LMIs. A lei de controle proposta e´ a de realimentac¸a˜o
de todos os vetores de estados do sistema, aqui representado por ξk.
Considerou-se que o modelo fuzzy T-S representa exatamente o sistema
na˜o linear no interior da regia˜o de validade. Ale´m disso, representou-
se esse modelo fuzzy T-S com atraso variante nos estados por modelo
fuzzy T-S de estado aumentado e chaveado em relac¸a˜o ao atraso. Em
consequeˆncia de trabalhar-se com condic¸o˜es locais, estimou-se a regia˜o
de estabilidade para o sistema na˜o linear em malha fechada com o
controlador fuzzy T-S sintetizado de tal forma que as trajeto´rias re-
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sultantes de condic¸o˜es iniciais que pertenc¸am a regia˜o de estabilidade
sejam assintoticamente esta´veis e, assim, convirjam assintoticamente
para a origem do sistema em malha fechada. Foram caracterizados
dois conjuntos para a estimac¸a˜o da regia˜o de estabilidade, sendo que
um descreve a regia˜o de valores seguros para o vetor de estados atu-
ais enquanto o outro define a regia˜o para os elementos das condic¸o˜es
iniciais atrasadas. Por meio de um problema de otimizac¸a˜o convexa
proposto, pode-se computar os ganhos fuzzy para o controlador que
maximizassem a regia˜o de estabilidade do sistema na˜o linear em ma-
lha fechada com o controlador fuzzy T-S. Finalmente, apresentou-se
exemplos para ilustrar os resultados propostos.
Vale destacar que a func¸a˜o L-K utilizada para o desenvolvi-
mento das condic¸o˜es aqui propostas e´ quadra´tica em relac¸a˜o ao cha-
veamento do modelo aumentado. Portanto, uma extensa˜o poss´ıvel e´
obter condic¸o˜es baseadas em uma candidata a` func¸a˜o L-K que seja de-
pendente tanto da func¸a˜o de pertineˆncia quanto do chaveamendo. Isso
resultaria em condic¸o˜es menos conservadoras, pore´m aumentaria bas-
tante a complexidade nume´rica dessas condic¸o˜es. Outra extensa˜o sim-
ples de ser realizada e´ a simplificac¸a˜o da lei de controle proposta neste
cap´ıtulo, de tal forma que seja poss´ıvel, por exemplo, recuperar leis
de controles utilizadas anteriormente. Possivelmente, isso diminuiria a
complexidade nume´rica, mas deixaria as condic¸o˜es mais conservadoras.
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6 CONSIDERAC¸O˜ES FINAIS
A utilizac¸a˜o de modelos fuzzy para ana´lise e s´ıntese de sistemas
de controle na˜o lineares e´ motivada, principalmente, pelo fato de que
esses modelos permitem a aplicac¸a˜o de ferramentas associadas a` teo-
ria de estabilidade de sistemas lineares com paraˆmetros variantes no
tempo. Mais especificamente, a modelagem via T-S permite obter uma
representac¸a˜o para o sistema na˜o linear sob a forma de um sistema
linear dependente da func¸a˜o de pertineˆncia e, portanto, dos estados do
sistema na˜o linear.
Assim, os modelos fuzzy T-S teˆm motivado o desenvolvimento de
va´rias pesquisas na comunidade nacional e internacional, como a ana´lise
de estabilidade, s´ıntese de controladores, s´ıntese de controladores com
especificac¸a˜o de desempenho, entre outras. Entretanto, e´ interessante
notar que, em geral, um modelo fuzzy T-S representa de forma exata
ou aproximada o sistema na˜o linear a controlar somente no interior de
uma regia˜o do espac¸o de estados, regia˜o na qual as propriedades de
convexidade do modelo sa˜o preservadas e que foi denominada domı´nio
de validade ou regia˜o de validade. Dessa forma, a utilizac¸a˜o de uma
lei de controle, projetada a partir do modelo fuzzy T-S, pode levar
a` degradac¸a˜o de desempenho e ate´ mesmo a` instabilidade do sistema
na˜o linear em malha fechada se suas trajeto´rias violarem a regia˜o de
validade do modelo T-S.
Dentro do contexto brevemente descrito acima, foram estabeleci-
dos como objetivos gerais deste trabalho: i) demonstrar a importaˆncia
da regia˜o de validade do modelo fuzzy T-S, quando esse e´ utilizado em
ferramentas de ana´lise de estabilidade e s´ıntese de controladores e os
resultados obtidos sa˜o aplicados diretamente no sistema na˜o linear que
originou aquele modelo fuzzy T-S; e ii) desenvolver algoritmos para
s´ıntese de leis de controle para sistemas na˜o lineares com atraso nos
estados, representados por modelos fuzzy T-S, em que as regio˜es de
validade desses modelos fuzzy sa˜o levadas em considerac¸a˜o.
Tendo em mente esses objetivos, descreveu-se no Cap´ıtulo 2 uma
breve introduc¸a˜o a` modelagem fuzzy T-S para sistemas com atraso e,
visando mostrar alguns aspectos citados anteriormente, desenvolveram-
se condic¸o˜es de estabilidade e estabilizac¸a˜o global para um modelo fuzzy
T-S com atraso constante. A seguir, por meio de exemplos nume´ricos,
demonstrou-se que na˜o havia garantias da estabilidade em todo o espac¸o
de estados para o sistema na˜o linear em malha fechada. Por u´ltimo,
foi proposta uma forma de adaptar essas condic¸o˜es para considerar a
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estabilidade em malha fechada em um contexto local. Foi introduzido
o conceito de estimac¸a˜o e maximizac¸a˜o da regia˜o de estabilidade as-
sinto´tica do sistema de controle. Nesse cap´ıtulo foram apresentadas
tambe´m duas metodologias diferentes para caracterizar regio˜es de es-
tabilidade assinto´ticas, sendo uma bastante utilizada em problemas de
sistemas lineares com atraso nos estados e saturac¸a˜o do sinal de controle
e a outra, proposta neste trabalho, em que e´ feita uma decomposic¸a˜o
da sequeˆncia de condic¸o˜es iniciais o que resulta no tratamento separado
de x0 e φd¯,0. Assim, a partir de um exemplo nume´rico evidenciou-se
o problema de violac¸a˜o da regia˜o de validade e por meio da revisa˜o
bibliogra´fica observou-se a lacuna existente na literatura em relac¸a˜o a
essa questa˜o. Ale´m disso, foi poss´ıvel verificar tambe´m que quando se
tem informac¸o˜es pre´vias sobre a norma das condic¸o˜es iniciais atrasadas,
principalmente quando essa norma e´ nula, o me´todo de caracterizac¸a˜o
da regia˜o de estabilidade proposta neste trabalho produz resultados
melhores do ponto de vista de tamanho de regio˜es quando comparado
com o me´todo utilizado na literatura de sistemas lineares com atraso
nos estados e saturac¸a˜o no sinal de controle.
No Cap´ıtulo 3 foi considerada a utilizac¸a˜o de um modelo fuzzy
T-S que representa um sistema na˜o linear com atraso variante. A partir
das concluso˜es obtidas no Cap´ıtulo 2, no cap´ıtulo em questa˜o foram de-
senvolvidas condic¸o˜es de estabilizac¸a˜o local com o ca´lculo de uma regia˜o
de estabilidade assinto´tica utilizando a metodologia de caracterizac¸a˜o
dessa regia˜o proposta nesta tese. Diante disso, foi considerada a decom-
posic¸a˜o do vetor de condic¸o˜es inicias, sendo separado em duas partes:
a primeira e´ referente somente a` condic¸a˜o inicial em k = 0, ou seja,
o primeiro termo da sequeˆncia, e a segunda e´ relativa a` sequeˆncia de
condic¸o˜es iniciais atrasadas. Assim, foram determinadas duas regio˜es:
uma para tratar as condic¸o˜es iniciais em k = 0, e a outra para lidar
com as condic¸o˜es iniciais atrasadas. A partir de exemplos nume´ricos
foi poss´ıvel verificar a eficieˆncia das condic¸o˜es propostas. Ale´m disso,
nesse mesmo cap´ıtulo foram desenvolvidas condic¸o˜es de estabilizac¸a˜o
de sistemas na˜o lineares discretos no tempo com atraso variante nos
estados afetados por sinais de perturbac¸a˜o de energia limitada. Esses
resultados foram formulados para garantir que um sistema na˜o linear
em malha fechada seja ISS e, portanto, que as trajeto´rias dos estados
resultantes evoluam somente no interior da regia˜o de validade do mo-
delo fuzzy T-S utilizado na etapa de projeto. Com isso, o ca´lculo da
regia˜o positivamente invariante foi proposto por meio de um conjunto
elipsoidal. A partir de um exemplo mostrou-se a importaˆncia de tratar
sinais de perturbac¸o˜es quando se trabalha com resultados locais ao se
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fazer comparac¸o˜es com resultados existentes na literatura.
Os resultados obtidos no Cap´ıtulo 4 sa˜o condic¸o˜es de s´ıntese de
controladores fuzzy T-S que estabilizam localmente sistemas na˜o line-
ares discretos no tempo com atraso variante nos estados. A distinc¸a˜o
entre as condic¸o˜es propostas nesse cap´ıtulo e as obtidas no Cap´ıtulo 3,
referentes a` estabilizac¸a˜o local, esta´ na lei de controle. Basicamente,
para a utilizac¸a˜o dos resultados apresentados no Cap´ıtulo 3 e´ necessa´rio
se ter informac¸o˜es em tempo real do valor do atraso variante nos es-
tados. Ja´ para a utilizac¸a˜o dos resultados propostos no Cap´ıtulo 4
e´ necessa´rio somente a informac¸a˜o do valor do atraso ma´ximo. No
exemplo nume´rico apresentado foram feitas comparac¸o˜es entre esses
dois conjuntos de condic¸o˜es. Contudo, observou-se que os resultados
propostos pelo Cap´ıtulo 3, que utilizam uma lei de controle na qual
na˜o e´ feita realimentac¸a˜o do vetor de estados atrasados, produziram
melhores soluc¸o˜es do ponto de vista de tamanho das regio˜es de estabi-
lidade estimadas do que os resultados propostos no Cap´ıtulo 4. Apesar
disso, vale destacar que esses u´ltimos resultados forneceram soluc¸o˜es
melhores quando comparados com condic¸o˜es propostas na literatura.
Ale´m disso, destaca-se que esforc¸os esta˜o sendo feitos na tentativa de
encontrar condic¸o˜es melhores e menos conservadoras.
A partir da caracterizac¸a˜o de sistemas lineares discretos no tempo
com atraso variante nos estados por sistemas discretos no tempo de es-
tados aumentados e chaveados proposta por (HETEL; DAAFOUZ; IUNG,
2008), no Cap´ıtulo 5 foram desenvolvidas condic¸o˜es de s´ıntese de con-
troladores fuzzy T-S para estabilizac¸a˜o de sistemas na˜o lineares discre-
tos no tempo com atraso variante nos estados. Para a utilizac¸a˜o dessas
condic¸o˜es, primeiramente, representa-se de forma exata o sistema na˜o
linear com atraso nos estados por modelos fuzzy T-S com atraso nos
estados, sendo essa representac¸a˜o va´lida somente no interior da regia˜o
de validade. Apo´s isso, obte´m-se o modelo fuzzy T-S de estado aumen-
tado e chaveado que representa o modelo fuzzy T-S com atraso variante
nos estados via metodologia apresentada em (HETEL; DAAFOUZ; IUNG,
2008). Assim, utiliza-se o modelo fuzzy T-S de estado aumentado e
chaveado para obterem-se os ganhos da lei de controle fuzzy T-S que
realimenta todos os estados do sistema na˜o linear original. A partir
de um exemplo nume´rico foi poss´ıvel perceber que as condic¸o˜es pro-
postas no Cap´ıtulo 5 produzem resultados menos conservadores que as
condic¸o˜es propostas nos Cap´ıtulos 3 e 4, pore´m essas u´ltimas apresen-
tam complexidade nume´ricas bem menores que aquelas.
Diante do que esta´ exposto, conclui-se que os objetivos princi-
pais foram alcanc¸ados, assim como os objetivos espec´ıficos tambe´m o
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foram. Portanto, nesta tese foi proposta uma nova metodologia para
caracterizar regio˜es de estabilidade para sistemas na˜o lineares discretos
no tempo com atraso variante no vetor de estados em malha fechada via
controladores fuzzy T-S. Ale´m disso, foram desenvolvidos treˆs conjun-
tos de condic¸o˜es para s´ıntese de controladores fuzzy T-S, como descrito
nos para´grafos anteriores, sendo que em um desses considera-se a lei de
controle de realimentac¸a˜o do vetor de estados atuais e o vetor de esta-
dos afetado pelo atraso variante no tempo; no outro a lei de controle
realimenta o vetor de estados atuais e o vetor de estados com o atraso
ma´ximo; e para o u´ltimo a lei de controle faz a realimentac¸a˜o de todos
os estados do sistema original.
6.1 ARTIGOS PUBLICADOS E SUBMETIDOS
Nesta sec¸a˜o sa˜o apresentados os artigos ja´ publicados e os sub-
metidos que teˆm relac¸o˜es diretas com o trabalho desenvolvido no dou-
torado. A partir dos resultados obtidos foram publicados os seguintes
artigos:
• (SILVA et al., 2012) apresenta resultados preliminares, em que
obteˆm-se condic¸o˜es de estabilizac¸a˜o para sistemas na˜o lineares re-
presentados por modelos fuzzy T-S com a regia˜o de estabilidade
estimada como uma bola.
• (SILVA et al., 2014c) e (SILVA et al., 2014a) sa˜o resultados obtidos
a partir de (SILVA et al., 2012). Em ambos os casos a forma de
estimar a regia˜o de estabilidade e´ mais elaborada, sendo que a
mesma e´ separada em duas partes: na primeira, tratam-se so-
mente as condic¸o˜es inicias para o instante k = 0; e na segunda
sa˜o tratadas as condic¸o˜es iniciais atrasadas. A diferenc¸a entre es-
ses dois resultados esta´ na func¸a˜o L-K utilizada, no segundo caso
essa func¸a˜o e´ mais elaborada.
• Em (SILVA et al., 2014d) sa˜o apresentados resultados, em que
condic¸a˜o de saturac¸a˜o do atuador sa˜o levadas em considerac¸a˜o.
• Ja´ em (SILVA et al., 2014b) sa˜o apresentados resultados, em que
a lei de controle considerada realimenta o estado com atraso
ma´ximo, ale´m de realimentar o estado atual.
• Por fim, um artigo com a extensa˜o dos resultados apresentados
em (SILVA et al., 2014c), no qual consideram-se perturbac¸o˜es no
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sistema de controle, foi aceito para ser publicado nos anais do
American Conference Control 2016 (ACC16) .
6.2 PROPOSTA PARA TRABALHOS FUTUROS
As propostas de trabalhos futuros podem ser separadas em duas
partes: uma em que a extensa˜o dos resultados aqui apresentados pode
ser realizada de forma mais direta e a outra para os casos em que a
obtenc¸a˜o dos resultados apresenta um certo grau de dificuldade. Para
as extenso˜es mais diretas, pode-se enumerar as seguintes:
1. A partir dos resultados apresentados no Cap´ıtulo 3, obter condic¸o˜es
em que e´ feita a minimizac¸a˜o de um ganho ℓ2 de tal forma a mi-
nimizar o efeito de perturbac¸o˜es no sinal de sa´ıda do sistema na˜o
linear discreto no tempo com atraso variante nos estados em ma-
lha fechada com os controladores fuzzy T-S projetados;
2. Assim como feito no Cap´ıtulo 3, em que apresentam-se resultados
de estabilizac¸a˜o local ℓ2, fazer o mesmo para as condic¸o˜es propos-
tas no Cap´ıtulo 4. Ou seja, a partir das condic¸o˜es desenvolvidas
no Cap´ıtulo 4, desenvolver condic¸o˜es de s´ıntese para estabilizac¸a˜o
local ℓ2 de sistemas na˜o lineares discretos no tempo com atraso va-
riante nos estados e afetados por sinais de perturbac¸o˜es de energia
limitada. Apo´s isso, pode-se trabalhar para desenvolver condic¸o˜es
de s´ıntese com minimizac¸a˜o do ganho ℓ2 e, assim, seja poss´ıvel
atenuar o efeito de perturbac¸o˜es nos sinais de sa´ıda dos sistemas
na˜o lineares em malha fechada;
3. O mesmo descrito no item anterior pode ser feito para as condic¸o˜es
desenvolvidas no Cap´ıtulo 5; e
4. Ale´m disso, pode-se utilizar os resultados apresentados nos Cap´ıtulos
4 e 5 para desenvolver condic¸o˜es de s´ıntese de controlador para
estabilizar sistemas na˜o lineares discretos no tempo com atraso
variante nos estados e com saturac¸a˜o do sinal de controle.
Os resultados apresentados nos Cap´ıtulos 4 e 5 foram propos-
tos para sistemas na˜o lineares discretos no tempo com atraso variante
nos estados em que na˜o se tem a informac¸a˜o em tempo real desse
atraso, mas sabe-se o valor ma´ximo que o mesmo pode assumir. Di-
ante disso, foram propostas leis de controle em que as informac¸o˜es do
atraso ma´ximo sa˜o utilizadas. Sabe-se tambe´m que os ganhos proje-
tados para os controladores sa˜o dependentes da func¸a˜o de pertineˆncia.
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Diante disso, e´ interessante que essas leis propostas sejam utilizadas
com func¸o˜es de pertineˆncia que na˜o dependam do atraso variante no
tempo. Caso isso acontec¸a, e´ necessa´rio considerar que os ganhos na˜o
sejam dependentes dessas func¸o˜es de pertineˆncia. Uma alternativa para
tratar esse problema e´ projetar controladores chaveados, sendo que essa
extensa˜o na˜o e´ direta como as descritas anteriormente. Algo nesse sen-
tido ja´ foi proposto por (DE SOUZA et al., 2013, 2014), em que sa˜o
projetados ganhos para a lei de controle chaveado para sistemas fuzzy
T-S cont´ınuos no tempo e sem atraso nos estados.
Uma outra alternativa para tratar o problema relatado no para´grafo
anterior seria propor func¸o˜es de pertineˆncias nas leis de controle dife-
rentes das func¸o˜es de pertineˆncia dos modelos fuzzy T-S. Resultados
sobre isso podem ser vistos em (LAM, 2011; LAM; NARIMANI, 2010).
Em uma breve ana´lise via observac¸a˜o dos resultados propostos por es-
ses trabalhos e ate´ mesmo por adaptac¸a˜o das condic¸o˜es propostas nesta
tese, conclui-se que a utilizac¸a˜o de diferentes func¸o˜es de pertineˆncia no
controlador tornam os resultados bastante conservadores e aumenta-se
tambe´m bastante a complexidade nume´rica das soluc¸o˜es. Ja´ os resul-
tados com a lei de controle chaveada mostram-se bastante promissores.
Nesta tese foi proposta uma forma de caracterizar a regia˜o de
estabilidade, que produziu bons resultados quando comparados com
as formas de caracterizac¸a˜o encontradas na literatura. Diante disso,
percebe-se que esforc¸os para desenvolver novos procedimentos de ca-
racterizac¸a˜o de regio˜es de estabilidade sa˜o va´lidos, sendo esse um tema
a ser tambe´m explorado em trabalhos futuros.
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A.1 DESIGUALDADES MATRICIAIS LINEARES – LMIS
Com o desenvolvimento de me´todos de pontos interiores para
problemas de programac¸a˜o semidefinida, SDP (do ingleˆs semidefinite
programming problem), desigualdades matriciais lineares, LMIs (do ingleˆs
linear matrix inequalities), teˆm sido uma ferramenta u´til para resoluc¸a˜o
de problemas de controle. A ideia ba´sica do me´todo de LMIs e´ expres-
sar o problema dado como um SDP. A formulac¸a˜o de LMIs e´ relevante
por va´rias razo˜es. Uma dessas razo˜es e´ que escrevendo um dado pro-
blema nessa forma, as soluc¸o˜es nume´ricas podem ser encontradas de
forma eficiente (BOYD et al., 1994) (GHAOUI; NICULESCU, 2000).
Uma desigualdade matricial linear tem a seguinte forma:
F (p) = F0 +
m∑
i
piFi > 0 (A.1)
em que pi ∈ R
m, para i ∈ I[1,m], sa˜o varia´veis escalares a serem
determinadas e Fi ∈ R
n×n, para i ∈ I[0,m] sa˜o matrizes sime´tricas
precisamente conhecidas. A desigualdade significa que F (p) e´ uma
matriz definida positiva, ou seja,
zTF (p)z > 0, ∀z 6= 0, z ∈ Rn (A.2)
Isso significa que F (p) e´ uma func¸a˜o afim dos elementos de p, que
representa um vetor p ∈ I[p1, pm].
A equac¸a˜o (A.1) e´ uma LMI estrita. No caso em que F (p) e´
semidefinida positiva, essa seria uma LMI na˜o estrita. A LMI estrita e´
fact´ıvel quando existe um vetor p que torna a desigualdade verdadeira,
ou seja, F (p) uma matriz definida positiva. Uma LMI na˜o estrita
fact´ıvel pode ser reduzida para o caso de uma LMI estrita fact´ıvel equi-
valente. Isso pode ser feito acrescentando um valor constante a` matriz
F (p), tornando essa matriz definida positiva, ou seja, F (p) + ǫI > 0.
Uma LMI pode ser reescrita em termos de um conjunto de desi-
gualdades escalares. De forma mais espec´ıfica, considere a LMI (A.1),
ela e´ equivalente a n desigualdades polinomiais. Para exemplificar,
considere P > 0 e ATPA− P < 0, que sa˜o LMIs, na qual
A =
[
a b
c d
]
P =
[
p1 p2
p2 p3
]
(A.3)
As desigualdades podem ser escritas em termos das inco´gnitas do pro-
148
blema, p1, p2 e p3, assim[
p1 p2
p2 p3
]
> 0 ⇐⇒
[
1 0
0 0
]
p1 +
[
0 1
1 0
]
p2 +
[
0 0
0 1
]
p3 > 0
(A.4)
ATPA− P =[
a2p1 + 2acp2 + c
2p3 abp1 + (ad+ bc)p2 + cdp3
abp1 + (ad+ bc)p2 + cdp3 b
2p1 + 2bdp2 + d
2p3
]
=[
a2 ab
ab b2
]
p1+
[
2ac bc+ ad
ad+ bc 2bd
]
p2+
[
c2 cd
cd b2
]
p3 < 0
(A.5)
Observe que no exemplo dado a matriz F0 e´ nula. De acordo com
(WYLIE; BARRET, 1995, pag 951) e (VANANTWERP; BRAATZ, 2000),
as restric¸o˜es podem ser colocadas em termos dos menores principais
l´ıderes de P e de ATPA− P , resultando em
•p1 > 0, p3 > 0, p1p3 − p
2
2 > 0,
•a2p1+2acp2+ c
2p3 < 0, b
2p1+2bdp2+d
2p3 < 0, (a
2p1+
2acp2+c
2p3)(b
2p1+2bdp2+d
2p3)−(abp1+(ad+bc)p2+
cdp3)
2 < 0
E´ interessante salientar que, ao se representar uma LMI por um con-
junto n de desigualdades polinomiais caso n > 1, esses polinoˆmios
sera˜o na˜o lineares, como acontece no exemplo dado acima.
Uma importante propriedade das LMIs e´ a convexidade, ou seja,
o conjunto de soluc¸o˜es x que atende a desigualdade e´ convexo. Em
um problema de otimizac¸a˜o convexa, o mı´nimo local encontrado e´ o
mı´nimo global. Isso torna a soluc¸a˜o do problema simples do ponto de
vista de otimizac¸a˜o. Um conjunto C e´ convexo se λx+ (1− λ)y ∈ C
para todo x, y ∈ C e λ ∈
[
0 1
]
.
A.2 COMPLEMENTO DE SCHUR
Considere a matriz quadrada sime´trica X
X =
[
A B
BT C
]
(A.6)
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O complemento de Schur pode ser usado na caracterizac¸a˜o da positivi-
dade de X, com as seguintes propriedades:
•X > 0 se e somente se A > 0 e C − BTA−1B > 0;
•X > 0 se e somente se C > 0 e A− BC−1BT > 0;
•se A > 0, X ≥ 0 se e somente se C − BTA−1B ≥ 0;
•se C > 0, X ≥ 0 se e somente se A− BC−1BT ≥ 0.
A matriz C−BTA−1B e´ chamada de complemento de Schur de
X em relac¸a˜o a A se det(A) 6= 0. Se det(C) 6= 0, A−BC−1BT e´ o
complemento de Schur deX em relac¸a˜o a C. Manipulac¸o˜es envolvendo
o complemento de Schur permitem transformar desigualdades convexas
na˜o lineares, que regularmente aparecem em problemas de controle, em
LMIs (VANANTWERP; BRAATZ, 2000), (OLIVEIRA; PERES, 2010).
Prova: A partir da transformac¸a˜o de congrueˆncia, caso exista A−1,
tem-se
X =
[
A B
BT C
]
=
[
I 0
BTA−1 I
]
︸ ︷︷ ︸
T˜T
[
A 0
0 C − BTA−1B
] [
I A−1B
0 I
]
︸ ︷︷ ︸
T˜
(A.7)
Como T˜ e´ uma matriz na˜o singular[
A B
BT C
]
> 0⇐⇒
[
A 0
0 C − BTA−1B
]
> 0 (A.8)
Analogamente, se existe C−1 existe,
X =
[
A B
BT C
]
=
[
I BC−1
0 I
] [
A−BC−1BT 0
0 C
]
×
[
I 0
C−1BT I
]
(A.9)
e, portanto,[
A B
BT C
]
> 0⇐⇒
[
A−BC−1BT 0
0 C
]
> 0 (A.10)
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A.3 LEMA DE FINSLER
O Lema de Finsler pode ser usado para expressar condic¸o˜es de
estabilidade em termos de desigualdades matriciais equivalentes, intro-
duzindo ou eliminando varia´veis (OLIVEIRA; PERES, 2010). Como esse
Lema tem sido utilizado frequentemente em teoria de controle para eli-
minar varia´veis, ele tambe´m e´ conhecido como Lema da Eliminac¸a˜o
(BOYD et al., 1994). A seguir esta´ enunciado o Lema.
Lema A.1 (Lema de Finsler)Sejam ϕ ∈ Rn, Q(α) ∈ Rn×n,
sime´trica, e B(α) ∈ Rm×n, α :
∑
i = 1
Nαi = 1, αi ≥ 0, i ∈
I[1,N ], tal que o Posto(B(α)) < n. As seguintes afirmativas sa˜o
equivalentes:
1.i) ϕTQ(α)ϕ < 0, ∀ϕ : B(α)ϕ = 0, ϕ 6= 0
2.ii) B⊥(α)TQ(α)B⊥(α), em que B⊥(α) denota uma base para
o espac¸o nulo de B(α)
3.iii) ∃µ(α) ∈ R+ : Q(α)− µB(α)
TB(α) < 0
4.iv) ∃X (α) ∈ Rn×m : Q(α)+X (α)B(α)+B(α)TX (α)T < 0
Prova: A prova do Lema de Finsler e´ baseada na demonstrac¸a˜o apresen-
tada em (DE OLIVEIRA; SKELTON, 2001), para o caso exato. Verifica-se
i)⇔ ii), pois todo x tal que B(α)x = 0 e, consequentemente, i)⇒
yTB⊥(α)TQ(α)B⊥(α)y < 0, para todo y 6= 0⇒ B⊥(α)TQ(α)
× B⊥(α) < 0. Por outro lado, assumindo que ii) e´ verificada, multi-
plique o lado esquerdo dessa condic¸a˜o, a` direita por y 6= 0 e a` esquerda
por yT para obter i).
Multiplique o lado esquerdo de iii) ou iv) a` direita por B⊥(α) e
a` esquerda por B⊥(α)T para obter ii). Assumindo que ii) e´ verificada,
a condic¸a˜o iii) pode ser recuperada como seque: fatore B(α) em um
produto de matrizes de posto completo, B(α) = Bℓ(α)Br(α), defina
W(α) = Br(α)
T
(
Br(α)Br(α)
T
)T (
Bℓ(α)
TBℓ(α)
)0.5
e aplique a
transformac¸a˜o de congrueˆncia[
W(α)T
B⊥(α)T
] (
Q(α)− µ(α)B(α)TB(α)
) [
W(α) B⊥(α)
]
=
[
W(α)TQ(α)W(α)− µ(α)I W(α)TQ(α)B⊥(α)
⋆ B⊥(α)TQ(α)B⊥(α)
]
< 0
(A.11)
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Como o bloco (2, 2) (A.11) e´ definido negativo (por hipo´tese), conclui-
se que existe µ(α) ∈ R+ suficiente grande tal que a condic¸a˜o acima
seja verificada. Resta mostrar que iii)⇒ iv). Para isso, basta escolher
X (α) = −µ(α)B(α)T /2.
A.4 LINEARIZAC¸A˜O
Nas provas dos teoremas dos cap´ıtulos 3–5 desta tese e´ utilizada
uma ferramenta para linearizar e tornar convexas as LMIs de estabi-
lizac¸o˜es. Essa ferramenta e´ representada pela seguinte desigualdade
−MTG−1M ≤ G−MT −M, (A.12)
e ela e´ assegurada para todos os pares de matrizes quadradas M de
rank completo e G = GT > 0. A partir de
(M −G)TG−1(M −G) ≥ 0, (A.13)
mostra-se que (A.13) e´ verdadeira. Para maiores detalhes veja (GERO-
MEL; KOROGUI; BERNUSSOU, 2007).
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APEˆNDICE B -- Descric¸a˜o da modelagem fuzzy dos
exemplos utilizados
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Neste apeˆndice sa˜o apresentadas descric¸o˜es auxiliares para o en-
tendimento do procedimento de obtenc¸a˜o dos modelos fuzzy T-S dos
sistemas na˜o lineares apresentados no Exemplo 2.2.1 do Cap´ıtulo 2.
B.1 SISTEMAS ACADEˆMICOS
Considere o sistema na˜o linear discreto no tempo com atraso nos
estados (2.18). Esse sistema pode ser reescrito da seguinte forma
[
x1,k+1
x2,k+1
]
= c1
[
−3x1,k 0.25f(x2,k)/x2,k
−2 0.65f(x2,k)/x2,k
] [
x1,k
x2,k
]
+ c2
[
0.1x1,k −0.2x1,k
0 −0.x1,k
] [
x1,k−dk
x2,k−dk
]
+
[
1
0.8
]
uk, (B.1)
em que f(x2,k) esta´ definido em (2.19).
Respeitando a regia˜o de operac¸a˜o determinada para esse sistema
no Exemplo 2.2.1, podem ser obtidos tanto os conjuntos fuzzy quanto
as matrizes do sistema fuzzy (2.2) de acordo com a descric¸a˜o da ob-
tenc¸a˜o de um modelo fuzzy apresentada na Sec¸a˜o 2.2. Um fato inte-
ressante no sistema na˜o linear em questa˜o e´ que a func¸a˜o f(x2,k) e´
linear para uma faixa de operac¸a˜o x2,k ∈ I[−3, 3] e na˜o linear para
o restante da faixa de operac¸a˜o de x2,k. Levando essa questa˜o em
considerac¸a˜o, as matrizes apresentadas em (2.25) podem ser obtidas a
partir da substituic¸a˜o dos valores ma´ximos e mı´nimos das varia´veis de
premissas, que sa˜o x1,k e f(x2,k)/x2,k, em (B.1) dentro da regia˜o de
operac¸a˜o pre´-determinada. O fato de se ter duas varia´veis de premissas,
resulta em quatro regras fuzzy SE-ENTA˜O. Sendo que para a primeira
regra, consideram-se os valores ma´ximos tanto para x1,k quanto para
f(x2,k)/x2,k. Para a segunda regra, tem-se o valor mı´nimo para x1,k e
o valor ma´ximo para f(x2,k)/x2,k. Para a terceira regra, consideram-
se o valor ma´ximo para x1,k e o valor mı´nimo para f(x2,k)/x2,k.
Sendo que esse valor mı´nimo e´ 3. E por fim, a u´ltima regra e´ composta
pelos valores mı´nimos tanto de x1,k quanto de f(x2,k)/x2,k. Assim,
chega-se nas matrizes apresentadas em (2.25).
Para a obtenc¸a˜o do vetor de func¸a˜o de pertineˆncia, teˆm-se as
mesmas ordens de ma´ximos e mı´nimos apresentadas anteriormente.
Sendo assim,
M11(x1,k) =M31(x1,k) =
x1,k −min(x1,k)
max(x1,k)−min(x1,k)
(B.2)
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e
M21(x1,k) =M41(x1,k) =
max(x1,k)− x1,k
max(x1,k)−min(x1,k)
. (B.3)
Quando |x2,k| < 3, tem-seM12(x2,k) =M22(x2,k) = 0 eM32(x2,k) =
M42(x2,k) = 1. Caso contra´rio
M12(x2,k) =M22(x2,k) =
x22,k −min(x
2
2,k)
max(x22,k)−min(x
2
2,k)
(B.4)
e
M32(x2,k) =M42(x2,k) =
max(x22,k)− x
2
2,k
max(x22,k)−min(x
2
2,k)
. (B.5)
E assim, obte´m-se o vetor de func¸a˜o de pertineˆncia como mostrado em
(2.24). Nas Figuras 18–21 sa˜o apresentados o comportamento do vetor
de func¸a˜o de pertineˆncia no interior da regia˜o de operac¸a˜o determinada.
Note que o valor de cada elemento do vetor e´ sempre positivo e menor
que 1.
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Figura 18 – Elemento α1,k do vetor de func¸a˜o de pertineˆncia.
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Figura 19 – Elemento α2,k do vetor de func¸a˜o de pertineˆncia.
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Figura 20 – Elemento α3,k do vetor de func¸a˜o de pertineˆncia.
B.2 SISTEMA COM MOTIVAC¸A˜O PRA´TICA
Assim como feito para o sistema na˜o linear acadeˆmico, para o
sistema na˜o linear com motivac¸a˜o pra´tica tambe´m e´ apresentada a des-
cric¸a˜o de como obter o modelo fuzzy do sistema do levitador magne´tico
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Figura 21 – Elemento α4,k do vetor de func¸a˜o de pertineˆncia.
apresentado em (2.27). Seguindo o mesmo procedimento, esse sistema
na˜o linear pode ser reescrito da seguinte forma
[
x1,k+1
x2,k+1
]
=

 1 cTTgµ(µx1,k + 2µy0 + 2)x1,k
(1 + µ(x1,k + y0))2
c
(
1−
TKm
m
)
×
[
x1,k
x2,k
]
+

0 (1− c)T
0 (1− c)
(
1−
TKm
m
) [x1,k−dk
x2,k−dk
]
+

 0Tλµ
2m(1 + µ(x1,k + y0))2

uk, (B.6)
sendo que todas as varia´veis esta˜o devidamente apresentadas no Exem-
plo 2.2.1.
Para obter o modelo fuzzy T-S do sistema na˜o linear em questa˜o,
primeiramente deve-se determinar a regia˜o de operac¸a˜o. Apo´s isso,
determinam-se as matrizes que va˜o compor o sistema fuzzy T-S (2.2).
Para isso e´ necessa´rio definir as varia´veis de premissa, que para esse
sistema sa˜o:
z1(x1,k) =
Tgµ(µx1,k + 2µy0 + 2)x1,k
(1 + µ(x1,k + y0))2
(B.7)
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e
z2(x1,k) =
Tλµ
2m(1 + µ(x1,k + y0))2
, (B.8)
sendo que ambas dependem somente do estado x1,k. Diante disso,
para a obtenc¸a˜o das matrizes (2.30), inicialmente substituem-se as na˜o
linearidades em (B.6) pelas varia´veis de premissas. Apo´s isso, calculam-
se os valores ma´ximos e mı´nimos de cada varia´vel de premissa. Assim,
montam-se as regras SE-ENTA˜O. Sendo assim, para a primeira regra
consideram-se os valores ma´ximos de ambas as varia´veis. Na segunda
regra, consideram-se o valor mı´nimo de z1(x1,k) e o valor ma´ximo de
z2(x1,k). Para a terceira regra, teˆm-se o valor ma´ximo de z1(x1,k)
e o valor mı´nimo de z2(x1,k). Por fim, teˆm-se os valores mı´nimos de
ambas as varia´veis de premissa.
Respeitando as ordens utilizadas para a obtenc¸a˜o das regras,
obteˆm-se os conjuntos fuzzy como mostrados em (2.29). Assim, chega-
se no vetor de func¸a˜o de pertineˆncia (2.29). Na Figura 22 sa˜o apresen-
tadas as curvas do vetor de func¸a˜o de pertineˆncia (2.29). Note que no
interior da regia˜o de operac¸a˜o, os valores dos elementos desse vetor sa˜o
sempre positivos e menores que 1. Vale destacar que os valores de α1,k
e α4,k sa˜o iguais, por isso nessa figura sa˜o identificadas treˆs curvas.
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Figura 22 – Vetor de func¸a˜o de pertineˆncia do modelo fuzzy T-S do
levitador magne´tico.
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APEˆNDICE C -- Manipulac¸o˜es alge´bricas
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C.1 MATRIZ DEMALHA FECHADA DE UM SISTEMA FUZZY T-S
Considere a seguinte matriz de malha fechada:
Aˆ(αk) = A(αk) + B(αk)K(αk). (C.1)
Sabe-se que as matrizes A(αk), B(αk) e K(αk), podem ser repre-
sentadas pela combinac¸a˜o convexa apresentada em (2.5) para as duas
primeiras e em (2.32) para a u´ltima. Portanto, tem-se:
Aˆ(αk) =
N∑
i=1
αk(i)Ai +
N∑
i=1
αk(i)Bi
N∑
i=1
αk(i)Ki
=
(
N∑
i=1
αk(i)
)
N∑
i=1
αk(i)Ai +
N∑
i=1
αk(i)Bi
×
N∑
i=1
αk(i)Ki
=
N∑
i=1
α2k(i)(Ai +BiKi) + 2
N∑
i=1
N∑
j=i+1
αk(i)
×αk(j)
Ai +BiKj +Aj +BjKi
2
,
(C.2)
O termo do lado esquerdo da u´ltima linha de (C.2) pode ser reescrito
de forma compacta a partir da utilizac¸a˜o de uma varia´vel σij definida
como:
σij =
{
2, se i 6= j,
1, caso contra´rio.
(C.3)
Assim, tem-se
Aˆ(αk) =
N∑
i=1
N∑
j=i
σijαiαj
Ai + BiKj +Aj +BjKi
2
. (C.4)
