Abstract Requirement eliciting, organizing, developing and 
Introduction
Software development is a dynamic process. The change of requirements is inevitable. Software developers often start with unclear, ambiguous, and incomplete requirements with inaccurate understanding of the user needs or insufficient requirements. Requirement changes not only cause software defects, but also cause software project delay and cost increase. They are the challenges that the software industry has to deal with [1] .
Although software design and code metrics can be used to predict the software quality attributes such as reliability and maintainability, however, this is not enough. We need to move the measurement to a higher level [2] . We not only need to measure the design and code, but also need to measure and manage the requirements, so that we can predict the success of our project as early as possible instead of after the project finished. The requirements changes at later stage can cause chain reactions and uncertainties in the software development. Each single requirement change causes design change, test case change, code change, and document change. Too many requirement changes may damage the initial well designed software architecture and may make the project delayed and failed.
Therefore, requirements development and management are very important to the software development. Some companies realized this and have developed some commercial software tools to support requirements management. These tools can not only be used to manage and trace the requirements, but also can be used to characterize and assess risks [3] .
Many organizations collect a lot of data on their software development processes and products, but the data are not fully analyzed and used [4] . How to maximize the usage of the collected data to predict the success of the project and improve the software project management is still under research.
Until now, there are no published studies on software requirement stability. This paper presents results of our research on requirement stability based on the collected data of requirement changes.
Eliciting, organizing, and managing the requirements are the start point of the software development process. Requirements are the basis for software project management and implementation. Therefore, the success of a software project depends on the requirement development and management. Although all the projects start with requirement analysis and specification, requirements still have to change during the software development lifecycle. Since all requirement changes will reflect in the software implementation, so they will impacts the cost, schedule, and quality of the resulting product [5] . Sometimes, the changes of the requirement will affect the success of the software development. In another word, the stability of the software requirement is very important to the software development.
For requirement engineering, the challenging issue is not requirements change; it is how to deal with them and measure them. As developers and users making progress in the software development, they understand more and more about the software system, and they want to change the requirements [1] .
All the developers expect the requirements will not change any more once they are approved by the users. According to Capers Jones, requirements change (RC) should come down to 3% in the design phase, 1% in the coding phase and ideally 0% during testing [1] [6] . However, requirements change is unavoidable. And, many organizations like to satisfy the users' change requests and expect another contract after this project, even in the later stage of the software development, such as testing stage. But, this is really dangerous. It may cause the project delay and fail completely.
Our requirement stability research uses function points to measure the requirement change and get the requirement change rate. Based on the requir ement change rate, then, we get the software requirement stability, and we can use the requirement stability to predict the success of the project. In this way, the organizations can detect and aware of the problems as early as possible and correct them to avoid the project failure.
Requirement measurement -function point analysis
Although there are many publications discuss the software measures/metrics, there are essentially only two software size measures that are widely used: (1) the number of sou rce lines of code (LOC), and (2) the number of function points (FPs) [7] .
Comparing with FPs approach, LOC is not a good choice since it is difficult to use before software development and it heavily depends on the implementation technology and implementation languages [7] . Thus, at early stage of the software development, FPs is much better than LOC to be used to estimate the requirements. LOC is useful for software statistics after the software system delivered, such as the statistics of errors, cost and defects of per thousand line of code.
FPs approach is widely used by academic researchers and industry managers. Some researchers estimate there are more than 500 major corporations worldwide using FPs, in a survey by the Quality Assurance Institute [7] . FPs is a very useful approach, it can not only be used in software project metrics, such as errors, cost and defects of per function point, but also be widely used during the entire software development process, such as cost estimation, productivity evaluation, and software quality evaluation [7] [6] .
In this paper, we use FPs to measure software requirements changes during the software development process. Based on this measurement, we can predict the software requirement stability and predict the success of the software project.
FPs approach was originally introduced by Albrecht, who used this approach to measure software system functions independent of the implementation technologies and implementation languages [8] . Function points are the measurements o f the functions and their complexity of software systems [9] .
Function point calculations can be divided into three steps.  First, we need to calculate the function point counts of a software system. In this step, we count the feature information of the software system. They are: inputs, outputs, files, interfaces and inquiries. Then, we need to evaluate the weights of each system feature that we count above. The weight is evaluated as low, average, and high, which depends on the complexity of each feature [10] . We can use table 1 to count the feature information. Then we can use following equation to calculate the function point count:
In this equation, W ij is the weight each of the function feature. For example, the weight of low complexity Input weight is 3, the weight of high complexity File is 15. Z ij is the number of each function feature i with complexity weight j. Z ij depends on the software systems to be implemented; it needs to be count one by one. So, W ij = weight for row i, column j, and Z ij = value that user inputs at the row i, column j in table 1.  Second, we need to evaluate 14 software system characteristics. The value of each characteristic is between 0 and 5. 0 means not applicable and 5 means very significant. These characteristics C i are: (1) data communications, (2) distributed processing, (3) high performance, (4) heavily used configuration, (5) high volume transactions, (6) on-line data entry, (7) end user efficiency, (8) on-line update, (9) complex processing, (10) reusability, (11) easy installation, (12) user friendly, (13) multiple sites, and (14) easy maintain.
Summarizing of the evaluation values of above 14 characteristics, and then we can get the Adjustment Factor (AF) [7] :
 Third, we need to calculate the function points based on the function point count and adjustment factor that we get in first two steps.
FP = AF * FC
Here, FP is the final function points that we get. The range of AF is 0.65 -1.35. When 
Prediction models for software requirement stability
Follow the three steps we discussed in above section, we can calculate the function points of software requirements. Since the software requirement change is unavoidable and we use function points as a measurement of the software requirements, the function points of requirement FP are different at different time. Therefore, FP is associate with timestamp  
The software requirement change can be represented as function point state transition:
We define the relation between the two elements of
y and the timestamp is linear, so we have following conditions are satisfied in FP-T:
Reflexive:
The requirement change can be represented as function point change, and then we have:
But, different requirement changes can cause different level of software implementation changes. We classify the requirement changes as: (1) FP change = FP add + FP update *70% + FP delete *40%
In order to make the prediction of the software requirement reasonable accurate, we combine two different prediction models. One model is based the comparison of function points of requirement change in the past history for the same project. Another model is ba sed on the comparison of function points of requirement change in other same or similar application domains.
Regression analysis based model
All the function points of requirement change FP change that we collected during the software development compose a sequence: {FP change 1 , FP change 2 , FP change 3 , …, FP change n }. We can define relative requirement change (RRC) metric as:
If RRC i is negative big value, then the requirement changes is becoming less and less. If RRC i is positive big value, then the requirement change is becoming more and more. Individual RRC i is not enough to predict the software requirement stability, then we can use sum of RRC i to check the software requirement stability:
If RRC i sequence {RRC 1 , RRC 2 , RRC 3 , , RRC n } is a negative and consistent decrease sequence,
RRC i+1 < RRC i
Then we call the software requirement is consistent stable. However, in the real world, it is difficult to get the consistent stability. So, we define relative stability as :
where for all a >= b and some k. If a = b+1 and k = 1, then we have consistent stability.
Software requirement stability can also be defined as initial requirements with a bounded (limited) requirement changes. The requirement changes to users' initial requirements will result in either a decreasing, neutral, or increasing trend (See Figure 1) .
Following the definition of stability, the software requirements are stable if and only if the requirement changes, FP change (τ), integrated over an infinite time (τ) range, is finite. That means, in terms of the convolution integral equation, following equation:
is finite. In Figure 1 , it is obvious that software requirements in (a) are stable, software requirements in (b) and (c) are not stable.
In order to predict the software requirement stability precisely, we need to make curve fitting based on the requirement change data that we collected during software development. This means that we need to use regression analysis approach [11] to get the curves in Figure 1 from requirement change sequence: {FP change 1 , FP change 2 , FP change 3 , …, FP change n }. As in most case, requirement changes will reduce as the users and developers know more and more about the system. So, we use exponential decay model to make the curve fitting:
based on the pair sequence:
From equation (1), if we use natural logarithm, then we can get:
To get the curves in Figure 1 based on the pair data: software requirement change FP change at time τ, we need to get least square estimation. That means we need to minimize the sum of the squares of the residuals:
The summation  index i from 1 to n is the data numbers that we collected during the software development.
If we use FP change * to represent ln(FP change ()) and  * to represent ln(), then equation (2) 
From (3) and (4), we can have: Then, we use the regression equation
τ to get the curve. This curve is similar the figures in Figure 1 , therefore we can easily predict the software requirement stability.
Control chart based model
To predict software requirement stability precisely, we not only need to analyze the data collected about past, but also need to analyze data collected for as many projects as possible, especially the projects that are in same or similar application areas [12] . Therefore, our requirement stability analysis must be based on a historical investigation of past projects.
In our research, we use FP change metrics to analyze the stability of the software requirement. However, the software requirement change is very complex; it is influenced by many parameters (e.g., the skills of software developers, the knowledge of the customers, and the techniques that is to be used). Thus, FP change metrics collected for one project might not be the same as similar metrics collected for another project [12] .
Since software requirement change FP change metrics will vary from project to project, we need an approach to find the statistically valid trend of FP change .
We use a graphical technique to predict the requirement stability based on FP change metrics data, which is called the control chart and developed by Walter Shewart in the 1920s [12] . This technique enables us to determine if FP change is significant variability that means software requirement is not stable. We also can use this technique to determine FP change is in the moving average compared with other similar projects. This means the requirement changes are under control and the software requirements are stable. Here, we use the moving range control chart to assess the metrics data FP change . To illustrate the control chart approach, let's consider a software organization that collects the software development process metric, software requirement changes FP change over the past 36 months, the organization has collected FP change for 12 projects in the similar software development domain at specific development phase in Figure 2 . In the figure, FP change varies from a low of 300 for project 12 to a high of 800 for project 5.
Then, we can use Richard Zultner's approach [12] [13] [14] to develop a moving range (mR) control chart to determine the stability of the software requirement:
(1) Calculate the differences of FP change between each pair of successive data points, and then we get the moving ranges on the chart. Using the data represented in Figure 2 , we develop a mR control chart shown in Figure 3 . The mR bar value for the moving range data is 2.1. The upper control limit is 6.86.
If the FP change of a project is inside of UCL, then the software requirement change is under control and the software requirements are stable.
FP change < UCL

Our software requirement stability analysis tool and experiment
To succeed in the software development, the developers and project managers not only need to collect and analyze the detail development information, such as productivity metrics and quality metrics, but also need to collect and analyze the information of requirement changes.
To help project developers and managers to discover the potential risks of the requirement changes, our tool must not only monitor and measure the requirement changes based on function point approach, but also predict the trend of the requirement changes. That is the stability of the software requirement. The aim of requirement stability analysis is to evaluate requirement changes of the software development process and uncover the potential change risks of the software development processes.
We have developed a web-based tool to predict the software requirement stability based on our approach. Our tool JReS (Java-based Requirement Stability Analysis Tool) is specifically designed and developed for monitoring, analyzing, and predicting the software requirement stability. It provides the critical functions to collect, monitor, analyze, and predict the requirement changes. JReS has following features: All components in JReS are integrated to complete the task of software requirement change information collection, monitoring, analysis and prediction. At the lowest layer are the Data Collection Agents. These agents are responsible for collect ing the requirement change data during the software development phases. Then the Data Collection Agents forward the requirement change data to the middle layer, JReS Server, which maintains a database as centralized requirement metric data system. JReS stores and manages all the requirement metric data to make them ready for analysis agents to use. The highest level is the Analysis Agent, which is responsible for analyzing the requirement change data and displaying the analysis and measurement information to the developers and managers according to their needs and configuration. The Analysis Agent provides methods to analyze the information stored and managed by the JReS Server and to produce a prediction report based on the regression analysis and control chart analysis.
The JReS Data Collection Agents and Analysis Agents use a thin client JSP-based approach to manage the interaction between the users and JReS system. Users can easily use all JReS features, such as input the requirement changes, displaying the requirement changes in visualization, highlighting the potential risk the requirement changes and the trend, from a web browser locally or remotely.
JReS Data Collection Agents to collect the requirement change information based on a function point change form includes file changes, interfaces … and their weights as we discussed in Section 2.
Below, we will discuss the experiment of using the JReS to show its features and how it works. In this case study, we use JReS to analyze the requirement changes visually. Figure 5 shows an execution of the Analysis Agent of the JReS. In this part of the JReS, we can see the overview of the requirement changes. The Analysis Agent uses a JSP plug -in Applet to display the regression analysis result and original data. We can easily find that the requirements are stable.
Conclusion
Requirement analysis is most important step in software development. However, the importance of stability of requirements has not been realized and studied. As software applications are becoming more and more complex, the stability of the requirements will become more and more important and it is also the key part of a software project to be succeeded. Our novel requirement stability analysis approach provides a solution, which is based on regression and control chart analysis of the function point changes, to monitor, analyze, and predict the requirement changes and stability. Our tool JReS is a Web-based requirement stability analysis tool; it can be used not only for waterfall process model, incremental process model, but also iteration process models, such as RUP, prototyping, and all other development models.
Figure 5. Regression analysis results
In order to help the project developers and managers to monitor, analyze, and predict the requirement stability, our tool provides the detail and visible information of the software requirement changes during the software development processes.
