Introduction
Techniques for reconstruction of the 3-dimensional distribution of density in an object from projections at multiple angles have received extensive investigation and review, particularly for x-ray transmiss.ion (Gordon and Herman 1973) and photon emission from radioisotopes (Budinger and Gullberg 1974) . Previous analyses of the expected uncertainty in a reconstruction due to statistical fluetuations in the measurements have been performed ·for several reconstruction algarithms ·under the assumption of adequate number of projections: iterative relax.;.. ation (Goitein 1972) , convolution or filtering of the projections with subsequent backprojection (Shepp and Logan 1974 , Barrett et. al. 1975 , Chesler 1975 , Tanaka and Iinuma 1975 , Radon inversion (Friedman, Beattie arid Laughlin, 1974) and convolution or filtering of the backprojection (Huesman 1975 ). The present work gives the dependence of noise amplification on the number of projection angles and on the sampling interval of projections. The analysis is applied to the noise propagation for iterative techniques in the limit that the least squares solution is reached. Errors or artifacts in the reconstruction unrelated to statistical fluctuations in the projection data are not considered here.
This analysis is carried out using a circular reconstruction region of diameter D which is subdivided into small square cells of dimension d x d. The area 2 to be reconstructed consists of \! "' (rr/4) (D/d) cells, each of which is assumed to contain uniform density. The data consist of a collection of line integrals of the density over n coplanar paths through the transverse section. The paths traverse the reconstruction region at nz regularly spaced intervals and at n 8 regularly spaced angles such that n = n 8 nz. The geometry of the reconstruction region and an example of the paths for line integrals at one angle; e, are shown in fig. 1 . For the model chosen (uniform density in each cell) the relationship between the line integral I. and the density, . h .th cell is, 1 pj 1n t e J
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where £ij is the line length of the ith path through the jth cell, as shown in the inset of fig. 1 mon to the ith path and the jth cell divided by the path width.
Reconstruction and Error Analysis
The backprojection (simple superposition image) Bk, for the kth cell is proportional to the line integral times the line length through that cell summed over the n paths. (2) Thus the normalization factor D/(nd 3 ) makes the matrix M roughly independent of the number of line integrals and the geometry of the reconstruction region.
In the Appendix it is shown that in the limit of.large n 8 and nz' ~j approaches In order to investigate the uncertainty in the reconstruction, the density vector is expressed in terms of the inverse of the matrix Mas,
L:
Since the measurements of different line integrals are statistically independent,
. \ the statistical rms error of p. is the sum of the rms errors'of the contributions
Mjk Mjm \k (:~r
Eqn (8) is the standard unweighted least squares solution of eqn (1) with D/(nd 3 ) factored out to make the results of the error analysis more transparent.
Just as the matrix M is independent of the number of line integrals, so are the diagonal elements of its inverse in the limit of large n 8 and nz (as will be shown in the next section). The derivation of eqn (11) 
< p> <I> <I>
where < p> is the average value of the density within the reconstruction region.
Eqn (13) 
shown to arrive at this result: convolution of the backprojection and filtering of the backprojection. In both cases the convolution function (or filter function) was chosen to. give the best possible resolution. When high frequency components are suppressed to reduce noise the resolution is degraded. Eqn (13) is applicable to any of the iterative techniques which converge to the least squares solution of eqn (1) Results simil.ar to eqns (13) and (15) have been derived for the methods of convolution and filtering of the projections with subsequent backprojection (Shepp and Logan 1974 , Barrett et. al .. 1975 , Chesler 1975 , Tanaka and Iinuma 1975 In order to investigate the effect of a finite number of angles the matrix M (as calculated using eqn (Al3) of the Appendix) has been inverted for n 8 and preferably 1.5 in order to make efficient use of the data. This is consis-
tent with the result of Klug and Crowther (1972) and Snyder and Cox (1975) which is that the number of angles required is given by nD/(2d). and Cox (1975) where it is assumed that the resolution obtainable in a reconstruction is the same as the resolution in the projections.
Finite Number of Line Integrals for each Angle
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The average variance of reconstructed cell densities based on the statistical uncertainty of the measurements, o 1 , can be calculated by averaging eqn (11) over cel+s in the reconstruction region,
Eqn (16) is applicable when there is a finite number of uniformly spaced angles, 
Discussion
Eqn (11) expresses the expected variance of the least squares solution of eqn (1), the basic relationship between 2-dimensional density distribution and their line integrals. For an infinite number of data points, eqn (11) reduces to the simple expressions given by eqns (13) The single assumption made has been that the uncertainties of all measured line integrals are equal. This assumption is particularly appropriate for transverse section scans using monoenergetic heavy charged particles such as
-9-protons or alpha particles. , Huesman, Rosenfeld and Solmitz 1975 . This assumption is also a reasonable approximation for x-ray transmission scans of the human head when a water bath is used to partially equalize the fraction of x-rays transmitted For x-ray transmission scanners which do not use a water bath, scans of the human head and chest are partially self-equalized. The. bone at the periphery of the transverse sections tends to increase the'attenuation of x-rays where the path length through the patient is shortest. For gamma ray emission scans it is expected that this work will provide a rough estimate of the expected statistical fluctuations of the reconstruction. In addition to the nonuniformity of measurement errors, the problem of attenuation has not been treated here.
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-10-APPENDIX In this appendix it is shown that and nz (n = nenz) become large, K . in eqn (4) . . 
---------L E G A L N O T I C E ------

