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We consider a system weakly interacting with a bath as a thermodynamic setting to establish a
quantum foundation of statistical physics. It is shown that even if the composite system is initially in
an arbitrary nonequilibrium pure quantum state, the unitary dynamics of a generic weak interaction
almost always drives the subsystem into the canonical ensemble, in the usual sense of typicality.
A crucial step is taken by assuming that the matrix elements of the interaction Hamiltonian have
random phases, while their amplitudes are left unrestricted.
The concept of typicality has recently gained renewed
interest in the context of the quantum foundation of sta-
tistical physics [1–3]. In particular, the following has
been shown [1]: Consider a closed quantum system hav-
ing a very large Hilbert space dimension. One randomly
picks a generic pure quantum state among those having
a particular energy within an energy shell. It then turns
out that the state of a small subsystem with the rest be-
ing traced out almost always, i.e., typically, has a canon-
ical distribution. Conceptually, this perspective seems to
contrast with the traditional one, in which the canonical
ensemble of a subsystem follows when the total system
is in the maximum-entropy state, i.e., the microcanoni-
cal ensemble [4]. In the new perspective, the entropy of
the total system seems to be zero, while its subsystem
nevertheless has a large entropy.
It should be noted here that the above two seem-
ingly different perspectives are equivalent in the following
sense: The new perspective implicitly assumes ergodic-
ity as the pure state is taken with respect to the uniform
measure. The initial set of states from which one is taken
is thus, due to symmetry, a microcanonical ensemble.
As the objective realism is an inherent nature of those
statistical descriptions and the microcanonical ensemble
is unitarily invariant, whichever basis is chosen, picking
one state out of the ensemble, having prior and complete
knowledge of the system and hence making the entropy
vanish in advance, should not make any difference to the
physical consequences. An important point is the fact
that when we are given a thermodynamic system, we are
already observing only one state among those in the en-
semble. Whether we know beforehand which state it was
does not matter. What statistical physics asserts is that
we indeed need not know such microscopic information
because almost all individual states will yield the same
statistical quantities as long as their fluctuations vanish
in the thermodynamic limit.
It is thus instructive to discriminate between two as-
pects behind the typicality arguments [1]. On one hand,
the typicality is generally a property of a large Hilbert
space dimension. On the other hand, its actual manifes-
tation (e.g., the resulting subsystem state) depends on
the choice of the initial ensemble from which the state
is taken. Hence, there remains a fundamental question
yet to be answered: Why do we pick a state with equal
priority? Why does the system have no preference to par-
ticular states? Recall that the ergodic hypothesis is not a
necessary physical consequence that every system should
result in, hence, hypothesis. A more relevant question
should be when and how the microcanonical ensemble is a
plausible representation of a given system, which we shall
consider in this paper. Whereas classical concepts such
as chaos and mixing support the ergodic hypothesis on
a mathematically rigorous footing, there are no stringent
counterparts of them in quantum physics, which poses
difficulties [5]. Note, however, that ergodicity and mixing
are empirically defined, not derived from first principles,
and by nature statistical concepts defined on a measure
space. In order to establish a corresponding quantum
theory, the question is, as for any statistical argument,
how to introduce some statistical nature, i.e., random-
ness, in a physically plausible manner. In this regard, it
is tempting to consider the inherent phase ambiguities in
quantum systems as a natural source of randomness.
In this paper, we consider a closed thermodynamic sys-
tem, composed of a system S and a bath B, in an arbi-
trary nonequilibrium pure quantum state with a certain
energy, and study how it evolves when a generic weak in-
teraction between S and B, whose meaning is clarified be-
low in terms of phase randomness, is brought in. We show
that for almost all interactions system S is driven to the
canonical ensemble under some reasonable conditions.
To this end, we separate the time-independent Hamilto-
nian H into the noninteraction part H0 = HS+HB with
the system (bath) Hamiltonian HS (HB) and the inter-
action part H1. We expand the state at time t with the
eigenstates |j〉 of H0 as |Ψ(t)〉 =
∑
j cj(t) |j〉. The tran-
sitions between the energy levels are determined by the
off-diagonal elements Hjk ≡ 〈j|H1 |k〉 (we let Hjj = 0).
Our starting point is to note that, given the inherent
complexity and arbitrariness of thermodynamic systems,
it is practically reasonable to assume that the phases of
Hjk, which vary sensitively with boundary conditions,
positions of interaction, etc., are determined randomly.
2Let us denote by θjk the phase of Hjk. Our basic as-
sumption is that θjk ∈ [0, 2pi) could be taken indepen-
dently and randomly with respect to the uniform mea-
sure. For later convenience, however, we transform the
set of θjk into an equivalent set of uniform random vari-
ables φj , θ
′
jk ∈ [0, 2pi) for j, k 6= 1, where φj = θj1 and
θ′jk = θjk − (φj −φk) (let us set φj = θ
′
jk = 0 otherwise).
We then take only φj as the random variable while letting
eiθ
′
jk be absorbed into Hjk, which is enough to account
for the typicality of thermodynamic evolutions. We now
have
Hjk → e
i(φj−φk)Hjk, φj , φk ∈ [0, 2pi). (1)
In what follows, we shall denote by 〈·〉 the average over
the ensemble defined with respect to the random vari-
ables φj [6]. This ensemble reminds us of the random
matrix theory [7]. Our assumption is, however, much
weaker because except for the phase randomness, no as-
sumptions are made on the statistical distribution of their
magnitudes. The formalism below also holds, with slight
modification, for real Hjk with random signs.
As discussed before, a source of randomness is a nec-
essary element of any statistical argument. In this sense,
we simply take the hypothesis of Eq. (1) for granted with-
out a supporting microscopic theory, except for argu-
ing that there is no physical law for an arbitrary sys-
tem to prefer a particular phase unless specially pre-
pared. We are just concerned with its consequences
when such an ensemble is acceptable as properly describ-
ing a given system. Let us take the interaction picture
to describe the dynamics in terms of the time evolu-
tion operator U(t, t0) = 1 − i
∫ t
t0
VI(t
′)U(t′, t0)dt
′ with
VI(t) = e
iH0tH1e
−iH0t. The coefficients cj(t) can be
written as
cj(t) = Ujj(t, t0)cj(t0) +
∑
k 6=j
Ujk(t, t0)ck(t0) (2)
with Ujk(t, t0) = 〈j|U(t, t0) |k〉. From Eq. (1), we have
〈
U∗jk(t, t0)Ulm(t, t0)
〉
= |Ujk(t, t0)|
2δjlδkm (3)
with the Kronecker deltas δjk and δkm. Note that the
right-hand side is invariant under the phase randomness.
Eq. (3) implies that
〈
c∗j (t)ck(t)
〉
=
〈
|cj(t)|
2〉δjk (4)
is satisfied at every t. Note that this condition along with
〈
|cj(t)|
2〉
≃ constant (5)
constitutes the defining character of the ergodic state, or
equivalently the microcanonical ensemble. Once condi-
tion (4) is understood, the remaining question is how to
derive condition (5) from it.
Before proceeding, we clarify three extra (but rea-
sonable) conditions. The first condition is concerning
the time scale. Among various time scales characteriz-
ing dynamical systems [8], two time scales are relevant
in our context. The first one is the Heisenberg time
τH ∼ 1/∆E, where ∆E is the characteristic energy level
spacing of the system. This time scale is related to the
energy-time uncertainty. When t≪ τH , the system can-
not see the discrete nature of its energy spectrum. In
this case, if the dynamics is diffusive, it persists as in
the classical counterpart system. On the other hand,
when t & τH , the system recognizes the discreteness and
the dynamics can deviate from the classical counterpart.
Dynamical localization [9], a dynamical analog of Ander-
son localization [10], is a well-known phenomenon in this
regime, demonstrating a stark difference between quan-
tum and classical dynamics. Another relevant time scale
is the ergodic time τE , which estimates the time for the
system to wander the entire region of the available phase
space. This time scale is largely dependent on the mi-
croscopic details, and discussing it quantitatively is out
of our scope. Qualitatively, we can argue that the more
complex the transition structure is, the faster is the dif-
fusion process, hence the shorter is τE . Later it becomes
evident that one can introduce such a concept as con-
nectivity in the purely classical sense. Here we simply
make an inevitable assumption that the transition struc-
ture is such that all the energetically allowed levels are
indeed connected through finite transitions (in the classi-
cal sense) and its time scale meets τE ≪ τH . If τE & τH ,
dynamical localization can occur, inhibiting the system
from reaching the ergodic state. Given the fact that the
total energy increases linearly with the number of par-
ticles, while the Hilbert space dimension increases expo-
nentially, for ordinary thermodynamic systems, the en-
ergy spectrum is continuous in any physically realistic
sense and the Heisenberg time can never be reached. The
condition τE ≪ τH is thus automatically met in all such
systems as long as the transition structure is as assumed
above. At this point, it is worthwhile to compare ear-
lier dynamical considerations in the present context with
ours [2]. Therein, the reason for being able to observe
an ensemble behavior was ascribed to the fact that the
time average of the relative phase
〈
e−i(Ej−Ek)t
〉
t
between
two energy eigenstates effectively vanishes in a long time.
However, this time averaging effect is relevant after the
Heisenberg time. In the thermodynamic systems we con-
sider, this effect cannot be observed.
The second condition is the high dimensionality, which
is essential in statistical physics. We quantify this in
terms of the effective dimension, or the effective num-
ber of involved states, d0(t)
−1 =
∑
j |cj(t)|
4
, which es-
timates how many coefficients are nonzero. We assume
d0(t) ≫ dS is met at every t, where dS is the Hilbert
space dimension of system S. As our regime is where the
total system has an extremely denser energy spectrum
3than system S, this condition is also automatically met.
The last condition is concerning the interaction be-
tween the system and the bath. As the spectrum is
a quasicontinuum, we can write the state as |j〉 →
|ES , EB〉, where ES and EB denote the energies of
system S and bath B, respectively. We assume that
|〈ES , EB|H1 |E
′
S , E
′
B〉| is a quasicontinuous function of
these energies, or at least of EB and E
′
B (recall that the
bath has a much denser energy spectrum). For example,
this is the case in scattering problems, which would de-
scribe the dynamics of gases [11]. In addition, we assume
that the interaction is weak. This has a clear analog in
statistical physics, wherein the derivation of the canoni-
cal ensemble from the microcanonical ensemble relies on
the assumption of weak interaction.
We are now in a position to proceed to our main result.
From Eq. (2), the population in |j〉 can be written as:
pj(t) = |cj(t)|
2
= pdj (t) + [p
f1
j (t) + p
f1∗
j (t) + p
f2
j (t)], (6)
where
pdj (t) = |Ujj(t, t0)|
2 |cj(t0)|
2 +
∑
k 6=j
|Ujk(t, t0)|
2 |ck(t0)|
2 ,
(7)
pf1j (t) =Ujj(t, t0)cj(t0)
∑
k 6=j
U∗jk(t, t0)c
∗
k(t0), (8)
pf2j (t) =
∑
k 6=j,l 6=j
Ujk(t, t0)U
∗
jl(t, t0)ck(t0)c
∗
l (t0)(1− δkl).
(9)
Our plan is to calculate the average dynamics, wherein
system S asymptotically reaches the canonical ensemble
by tracing out over bath B. We then show its fluctuation
vanishes, which proves that for almost every individual
dynamics system S reaches the canonical ensemble.
From Eq. (3) it is easily seen that
〈pj(t)〉 =
〈
pdj (t)
〉
. (10)
By defining the transition rate
wk→j(t, t0) ≡
d
dt
|Ujk(t, t0)|
2 (11)
and using d
dt
|Ujj(t, t0)|
2
= −
∑
k 6=j
d
dt
|Ukj(t, t0)|
2
, which
follows from the unitarity of U(t, t0), Eq. (10) reads
d
dt
〈pj(t)〉 =−
∑
k 6=j
wj→k(t, t0) 〈pj(t0)〉
+
∑
k 6=j
wk→j(t, t0) 〈pk(t0)〉
(12)
As the interaction is weak and the energy spectrum is
continuous, the transition rate is given by the Fermi
golden rule:
wk→j = 2pi |〈j|H1 |k〉|
2
δ(Ej − Ek), (13)
where it is understood that the density of energy levels
Γ(Ej) appears when the summation is taken over the fi-
nal states around |j〉, and Ej and Ek are the correspond-
ing energies [12]. Eq. (13) can also be calculated up to
higher orders using the so-called T matrix, but the result
is essentially the same in nature [11].
For a continuous energy spectrum, transition should be
treated carefully with respect to a well-defined normal-
ization method [12]. In our case, the Hilbert space can
be naturally separated into dS subspaces,H =
⊕dS
µ=1Hµ,
where Hµ is defined by a projector
∣∣ΨSµ〉 〈ΨSµ∣∣⊗ IB with∣∣ΨSµ〉 the µth eigenstate of HS and IB the identity op-
erator for bath B. We are concerned with the transitions
between these subspaces, which represent the transitions
in system S of our interest.
Suppose the total system has energy E within a cer-
tain precision, including that due to the energy-time un-
certainty. Let us define the population in Hµ:
Pµ(t) =
∑
|j〉∈Hµ
pj(t). (14)
We assume wj→k = 0 for |j〉 , |k〉 ∈ Hµ, since such transi-
tion within a subspace can be included in HB. From the
definition of Hµ, it can be seen that the density of energy
levels of Hµ is solely determined by that of the bath. De-
noting by ESµ the eigenvalue of
∣∣ΨSµ〉, it can be written
as ΓB(E−E
S
µ ). Note that the transition of Eq. (13) pre-
serves energy. By suitably summing Eq. (12) and taking
into account the energy spectrum being continuous, we
can obtain
d
dt
〈Pµ(t)〉 =−
∑
ν 6=µ
Wµ→νΓB(E − E
S
ν ) 〈Pµ(t0)〉
+
∑
ν 6=µ
Wν→µΓB(E − E
S
µ ) 〈Pν(t0)〉 ,
(15)
where Wµ→ν = Wν→µ denotes
Wµ→ν ≡ 2pi
∣∣〈ESν , E − ESν ∣∣H1 ∣∣ESµ , E − ESµ 〉∣∣2 (16)
It is instructive to represent this situation as a transition
network of dS nodes. In particular, as the transition rate
is independent of time, the transition structure is visu-
alized as a Markov chain. One can define a population
vector P(t) from 〈Pµ(t)〉 and a transition matrix T such
that
Tµµ = 1−
∑
ν 6=µ
Wµ→νΓB(E − E
B
ν )δt, (17)
Tµν =Wν→µΓB(E − E
B
µ )δt. (18)
The population is then given by
P(t0 + nδt) = T
n
P(t0) (19)
for a time interval δt chosen to be fairly small, but large
enough for the Fermi golden rule to be valid.
4This picture is very useful because the ergodic theory
is well established in the Markov chain [13]. When every
node is reachable from everywhere, the Markov chain is
called ergodic or irreducible. In this case, the ergodicity
means in the physical context that the time average of the
population approaches a steady state in that it is given by
limn→∞[
∑n
j=0 P (jδt)]/(n+1). An ergodic Markov chain
is called regular if some power of the transition matrix
has only positive elements. A regular Markov chain has
a stronger meaning of ergodicity in that P (t) itself ap-
proaches the steady state as t→∞. In either case, there
is a unique steady state determined by detailed balance.
From Eq. (15), the steady state is found to be
〈Pµ(t)〉 ∝ ΓB(E − E
S
µ ). (20)
Note that this condition is equivalent to that of the
canonical ensemble, where it is understood ΓB(E) in-
creases exponentially with E [4]. A similar result can be
obtained using the master equation approach [14].
Finally we show that the fluctuation of the average
dynamics effectively vanishes. Note that pdj (t) in Eq. (7)
is invariant under the phase randomness for any given
state at time t0. The off-diagonal contributions p
f1
j (t)
and pf2j (t) in Eq. (6) can thus be interpreted as random
fluctuations to pdj (t). It is thus enough to show that the
variances of pf1j (t) and p
f2
j (t) vanish in our regime. These
are calculated straightforwardly from Eq. (3). We have
〈
|pf1j (t)|
2
〉
=
〈
|Ujj(t, t0)|
2|cj(t0)|
2
∑
k 6=j
|Ujk(t, t0)|
2|ck(t0)|
2
〉
≤
√
1
d0
|Ujj(t, t0)|
2 〈
|cj(t0)|
2〉
. (21)
The last line follows from the Cauchy-
Schwarz inequality
(∑
k |Ujk(t, t0)|
2 |ck(t0)|
2)2 ≤(∑
k |Ujk(t, t0)|
4)(∑
k |ck(t0)|
4)
and the property of
unitary operators
∑
k |Ujk(t, t0)|
4 ≤ 1. In the same
fashion, the variance of pf2j (t) is calculated as
〈
|pf2j (t)|
2
〉
≤
√
1
d0
∑
k 6=j
|Ujk(t, t0)|
2 〈
|ck(t0)|
2〉
. (22)
By summing Eqs. (21) and (22), we have
〈
|∆Pµ(t)|
2
〉
≤ 2
√
1
d0
〈Pµ(t)〉 . (23)
For any statistical distribution {Pµ(t)} of dS variables,
this variance is negligible since d0 is exponentially larger
than dS .
In summary, we have presented a quantum descrip-
tion of the generic thermalization process for a subsystem
weakly interacting with a bath. A crucial step was taken
by assuming that the matrix elements of the interaction
Hamiltonian have random phases as in Eq. (1), while
their amplitudes are left unrestricted. Granting three
extra conditions stated after Eq. (5), we found that the
average subsystem dynamics reduces to a Markov chain
of Eq. (19) whose steady state coincides with a canonical
ensemble of Eq. (20). Indeed we found that such an av-
erage dynamics is the actual manifestation of almost ev-
ery individual dynamics as its fluctuation vanishes. This
implies that for an arbitrary initial state and a generic
unitary dynamics of the whole system as characterized
above, the subsystem is almost always led to a canonical
ensemble. The irreversibility is not problematic because
our time scale is such that the recurrence in quantum
dynamics is not observable [15].
We thank H. Nha and C. Gogolin for helpful discus-
sions. We acknowledge the UK EPSRC for financial sup-
port.
[1] P. Bocchieri and A. Loinger, Phys. Rev. 114, 948 (1959);
S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zanghi,
Phys. Rev. Lett. 96, 050403 (2006); S. Popescu, A. J.
Short, and A. Winter, Nature Phys. 2, 754 (2006).
[2] A. Peres, Phys. Rev. A 30, 504 (1984); H. Tasaki,
Phys. Rev. Lett. 80, 1373 (1998); D. C. Brody,
D. W. Hook, and L. P. Hughston, J. Phys. A 40,
F503 (2007); P. Reimann, Phys. Rev. Lett. 101, 190403
(2008); N. Linden, S. Popescu, A. J. Short, and A. Win-
ter, Phys. Rev. E 79, 061103 (2009).
[3] P. Reimann, Phys. Rev. Lett. 99, 160404 (2007);
C. Bartsch and J. Gemmer, ibid. 102, 110403 (2009).
[4] K. Huang, Statistical Mechanics (Wiley, New York,
1987).
[5] G. M. Zaslavsky, Phys. Rep. 80, 157 (1981).
[6] Note that φj take only a small portion of the whole ran-
domness and there are many ways of doing that. Even if
θjk have some correlations, one may be able to extract in-
dependent random variables φj from them. In this sense,
our assumption is very general.
[7] E. P. Wigner, Ann. Math. 62, 548 (1955); T. A. Brody,
J. Flores, J. B. French, P. A. Mello, A. Pandey, and
S. S. M. Wong, Rev. Mod. Phys. 53, 385 (1981).
[8] G. Casati and B. Chirikov, Physica D 86, 220 (1995).
[9] S. Fishman, D. R. Grempel, and R. E. Prange, Phys.
Rev. Lett. 49, 509 (1982).
[10] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[11] H. Bruus and K. Flensberg, Many-Body Quantum Theory
in Condensed Matter Physics (Oxford University Press,
New York, 2004).
[12] L. D. Landau and L. M. Lifshitz, Quantum Mechanics
(Non-Relativistic Theory) (Butterworth-Heinemann, Ox-
ford, 1981).
[13] C. M. Grinstead and J. L. Snell, Introduction to Probabil-
ity (American Mathematical Society, Providence, 1997).
[14] H. Breuer and F. Petruccione, The Theory of Open Quan-
tum Systems (Oxford University Press, Oxford, 2002);
M. Esposito and P. Gaspard, Phys. Rev. E 76, 041134
(2007).
[15] A. Peres, Phys. Rev. Lett. 49, 1118 (1982).
