Abstract. We prove a new formula for the Hirzebruch-Milnor classes of global complete intersections with arbitrary singularities describing the difference between the Hirzebruch classes and the virtual ones. This generalizes a formula for the Chern-Milnor classes in the hypersurface case that was conjectured by S. Yokura and was proved by A. Parusinski and P. Pragacz. It also generalizes a formula of J. Seade and T. Suwa for the Chern-Milnor classes of complete intersections with isolated singularities.
Introduction
For the proof of his Riemann-Roch theorem [Hi] , F. Hirzebruch defined the χ y -genus of a compact complex manifold X by
This specializes respectively to the Euler characteristic, the arithmetic genus, and the signature of X at y = −1, 0, 1. It is the highest degree part of the cohomology Hirzebruch characteristic class T * y (T X) of the tangent bundle T X. Using the Chern roots {α i } for T X, this cohomology Hirzebruch class is defined by
with Q y (α) := α(1 + y)/ 1 − e −α(1+y) − αy ∈ Q[y] [[α] ], where Q y (α) is as in [Hi] , 1.8 (see also (1.1) below), and H k (X) = H 2k (X, Q) in this paper. (It is known that the theory works also for the Chow cohomology groups as defined in [Fu1] , [Fu2] .) Substituting y = −1, 0, 1, we see that Q y (α) ∈ Q[y] [[α] ] becomes respectively 1 + α, α/(1 − e −α ), α/ tanh α, and hence T * y (T X) specializes respectively to the Chern class c * (T X), the Todd class td * (T X), and the Thom-Hirzebruch L-class L * (T X), see [HBJ] , Sect. 5.4. In the smooth case, this cohomology class T * y (T X) is identified by Poincaré duality with the (Borel-Moore) homology class T in the singular case), see (1.3) below. In this paper, we show that the difference between the Hirzebruch class and the virtual one is given by the Hirzebruch-Milnor class supported on the singular locus of X, and prove an inductive formula to calculate it explicitly in the case of global complete intersections with arbitrary singularities as follows.
Let Y (0) be a smooth projective variety, and L be a very ample line bundle on Y (0) . We have the graded ring
Let s j ∈ R L,a j with {a j } a decreasing sequence of positive integers. Let r be a positive integer strictly smaller than dim Y Note that Y is not necessarily smooth. It is a complete intersection of codimension r − 1 in a smooth projective variety Y (0) . The sections s j (j ∈ [1, r]) generate a graded ideal
Set P(R L,k ) := (R L,k \ {0})/C * , P(I X,k ) := (I X,k \ {0})/C * .
Replacing the s j without changing I X , we may assume by Proposition (3.2) below
Sing (2) For an embedded resolution of X ⊂ Y , the pullback of X ′ is smooth and transversally intersects any intersections of the irreducible components of the pullback of X.
This condition is satisfied (and the
Conditions (1) and (2) respectively define a non-empty Zariski-open subset of P(R L,ar ) for each choice of an algebraic Whitney stratification of Y or an embedded resolution of (Y, X). Note that the intersection of finitely many non-empty Zariski-open subsets of R L,ar is non-empty, and this is useful when we have to show the independence of the choices of the s j , s ′ j later. Note also that the Thom a f -condition follows from condition (1) (see [BMM] , [Pa] ), and condition (2) follows from (1) if there is an algebraic Whitney stratification of the embedded resolution such that the desingularization is a stratified morphism, i.e. any stratum of the resolution is smooth over a stratum of Y .
We have Σ := Sing X ⊃ Sing Y ⊃ Σ ′ := Sing X ′ = Sing Y ∩ X ′ .
Let i A,B denote the inclusion morphism for A ⊂ B in general. 
More precisely, choosing sufficiently general s by definition. So it is rare that the monodromy is trivial, and hence the situation is quite different from the one in [CMSS] . By Theorem 1, we have T
is the degree k part of T vir y * (X). This generalizes [CMSS] , Cor. 3.3 in the hypersurface case. Theorem 1 was proved in [CMSS] , (1.17) in the case of hypersurfaces with isolated singularities.
The above M y (X) may depend on the choice of the s j . However, it is well-defined if ([s j ]) belongs to a sufficiently small non-empty Zariski-open subset U I of r j=1 P(I X,a j ) (although it is not necessarily easy to write down explicitly U I ), see Proposition (4.4) below. Note that M y (X) coincides with this canonical one if it is invariant by any small perturbation of the s j , i.e. if it is constant for any element in a sufficiently small open neighborhood of ([s j ]) ∈ r j=1 P(I X,a j ) in classical topology. We briefly explain the construction of M y (X). There is a flat family Z T over a Zariskiopen subset T of C r defined by
Here t 1 , . . . , t r are the coordinates of C r , and T ⊂ C r is defined by the following condition:
and is flat over T , i.e. the t i − c i for i ∈ [1, r] form a regular sequence in O Z T ,(y,c) for any (y, c) ∈ Z T . This follows from a well-known theory of commutative algebra about regular sequences and flat morphisms, see e.g. [Ei] .)
We have Z 0 = Y (r) = X by definition. Applying the iterated nearby cycle functors, we define a mixed Hodge module on X by
. Indeed, the nearby cycle functor of mixed Hodge modules corresponds to the Gysin morphism of Borel-Moore homology via the transformation DR y in (1.2.1), see Proposition (3.3) below. (Note that the latter transformation is denoted by mC y in [Sch2] .) We can moreover prove the injectivity of the canonical morphism of mixed Hodge modules
together with the equality (0.2) at the level of the Grothendieck group of mixed Hodge modules by increasing induction on r. Then M(s ′ 1 , . . . , s ′ r ) is defined to be the cokernel of the above injection. It may depend on the s ′ i (i ∈ [1, r]) although its image by T y * (and hence M y (X)) does not by using a one-parameter family together with Lemma (2.6) below, see also [Sch3] , Cor. 3.7.
By [BSY] and (1.3.4) below, T y * (X) and T vir y * (X) respectively specialize for y = −1 to the MacPherson-Chern class c(X) (see [Ma] ) and the virtual Chern class c vir (X) (called the Fulton or Fulton-Johnson class, see [Fu2] , [FJ] ) with rational coefficients. Specializing Theorem 1 and using [Sch1] , Prop. 5.21, we then get the following. Corollary 1. With the notation and the assumptions of Theorem 1, there is M(X) ∈ H • (Σ), called the Milnor class, and satisfying
Here [Ma] with Q-coefficients of the associated constructible function. To get Corollary 1 with Z-coefficients (i.e. in H • (Σ, Z)), we have to prove some assertions in this paper (e.g. Proposition (4.1)) with Q replaced by Z, and use [Ve2] (and [Ke1] 
As special cases of Theorem 1, we also get the following.
Corollary 2. With the notation and the assumptions of Theorem 1, assume furthermore r = 1, i.e. Y is smooth, or dim Σ = 0, i.e. X has only isolated singularities. Then the second term in the right-hand side of (0.2) vanishes so that
Here H • (F x ) denotes the reduced Milnor cohomology of f : (Y, x) → (C, 0) endowed with a canonical mixed Hodge structure, and χ y is a polynomial defined by using its Hodge numbers, see (1.2.7) below.
is essentially the Steenbrink spectrum [St3] with information on the action of the monodromy forgotten (see [CMSS] , Remark 3.7 for a more precise statement). This spectrum coincides with the spectrum of the complete intersection ( 
by taking an embedded resolution of singularities and using the theory of motivic Milnor fibers [DL] (which is explained in a slightly different situation in Proposition (5.7) below). We can also apply a construction of Steenbrink [St2] in the isolated singularity case or the theory of mixed Hodge modules as in [BS] , Th. 4.3.
By using [Sch1] , Prop. 5.21, we see that Corollary 2 specializes for y = −1 to a formula for the Chern classes in the hypersurface case which was conjectured by S. Yokura [Yo2] (see also [Yo3] , [Yo4] ), and proved by A. Parusiński and P. Pragacz [PP] . Note that the formulation itself of Theorem 0.2 in loc. cit. cannot be generalized to the case of Hirzebruch classes because of some monodromy problem. The equality (0.4) specializes for y = −1 to a formula of J. Seade and T. Suwa for the Chern classes in the case of complete intersections with isolated singularities (see [SeSu] , [Su] ).
Note finally that the Hirzebruch-Milnor class M y (X) can be calculated explicitly by using (0.2), see Section 5 below. This is quite important form the view point of applications of Theorem 1.
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In Section 1 we review some basics of the Hirzebruch characteristic classes. In Section 2 we prove some properties of the Gysin morphisms which are used in later sections. In Section 3 we show some assertions in the global complete intersection case, e.g. Proposition (3.4). In Section 4 we prove Theorem 1 after showing Proposition (4.1). In Section 5 we show how the Hirzebruch-Milnor classes can be calculated explicitly.
Conventions.
1. A variety means a complex algebraic variety which is always assumed reduced and irreducible except for the case of subvarieties (e.g. hypersurfaces) which may be non-reduced or reducible. We assume a variety is quasi-projective when we use [Fu1] . 2. Cohomology and homology groups are always with Q-coefficients unless the coefficients are explicitly stated. 3. In this paper, H k (X), H k (X) are respectively H BM 2k (X, Q) and H 2k (X, Q) in order to simplify the explanations. We have similar assertions for H k (X) := CH k (X) Q where H k (X) is either the Chow cohomology in [Fu1] or Fulton-MacPherson's operational Chow cohomology in [FM] , [Fu2] (see [To] for the relation with H 2k (X, Q)).
The nearby and vanishing cycle functors
are not shifted by −1 as in [Sa1] , [Sa2] . They are compatible with the corresponding functors for the underlying Q-complexes without a shift of complexes, but do not preserve mixed Hodge modules. 5. We use left D-modules, although right D-modules are mainly used in [Sa1] , [Sa2] . The transformation between filtered left and right D-modules is given by
where (M, F ) are left D X -modules, and Gr
Hirzebruch characteristic classes
In this section we review some basics of the Hirzebruch characteristic classes.
1.1. Cohomology Hirzebruch classes. Let X be a smooth complex algebraic variety of dimension n. The cohomology Hirzebruch characteristic class T * y (T X) of the tangent bundle T X is defined by
where Q y (α) is explained as below and the {α i } are the (formal) Chern roots of T X, i.e.
We have normalized and unnormalized power series (see [Hi] , 1.8 and [HBJ] , 5.4.):
Their initial terms are as follows:
These two power series have the following relation
1.2. Homology Hirzebruch classes. Let X be a complex algebraic variety. Let MHM(X) be the category of mixed Hodge modules on X.
, its homology Hirzebruch characteristic class is defined by
Here we define
to be the scalar extension of the Todd class transformation
(denoted by τ in [BFM] ) together with the multiplication by (1 + y) −k on the degree k part (see [BSY] ). The last multiplication is closely related to the identity (1.1.4), and we have actually by [Sch1] , Prop. 5.21
In this paper, we set H k (X) := H BM 2k (X, Q) to simplify the arguments, see Convention 3. In some other papers (as [BSY] , [CMSS] 
where the Tate twist (k) on the filtered D-module part is given by the shift of the filtration [k] which is defined by
The homology Hirzebruch characteristic class T y * (X) is defined by applying the above definition to the case M • = Q h,X (see [BSY] ), i.e.
This coincides with the definition using the Du Bois complex [DB] by [Sa3] , and it is known that T y * (X) belongs to H • (X)[y], see [BSY] . In case X is smooth, we have
with n := dim X, and the Hodge filtration F p on Ω • X is given by the truncation σ ≥p in [D1] . To show the coincidence with the above definition of T y * (X) in the smooth case, we need the relation (1.1.4) together with some calculation about Hirzebruch's power series Q y (α) as in [HBJ] , Sect. 5.4 or in the proof of [Yo1] , Lemma 2.3.7, which is closely related to the generalized Hirzebruch-Riemann-Roch theorem in [Hi] , Th. 21.3.1. This coincidence is part of the characterization of the Hirzebruch characteristic classes for singular varieties, see [BSY] , Th. 3.1.
By a generalization of the Riemann-Roch theorem [BFM] , td * commutes with the pushforward under proper morphisms, and so does T y * . If we apply this to a X : X → pt with X compact, then the pushforward for H • is identified with the degree map or the trace morphism, and we have
where MHS is the category of graded-polarizable mixed Q-Hodge structures in [D1] . By definition we have for
So the degree 0 part of T y * (X) is identified with χ y H • (X) if X is compact and connected. Here the cohomology groups H
• (X) (with the zero differential) is defined in D b MHS by [D1] , and this is compatible with [Sa2] by [Sa3] (using [Ca] ).
Virtual Hirzebruch classes.
Hirzebruch also introduced the notion of virtual χ ygenus (or χ y -characteristic) which is the χ y -genus of general complete intersections X in smooth projective varieties Y . Let X be a complete intersection in a smooth projective variety Y . The virtual Hirzebruch characteristic class T vir y * (X) can be defined like the virtual genus by
and DR
by Proposition (3.4) below. Here K 0 (X), K 0 (X) are respectively the Grothendieck group of locally free sheaves of finite length and that of coherent sheaves. We denote respectively by T * Y and N * X/Y the cotangent and conormal bundles, and the virtual cotangent bundle is defined by
More precisely, N * X/Y in the non-reduced case is defined by the locally free sheaf I X /I 2 X on X where I X ⊂ O Y is the ideal sheaf of the subvariety X of Y . Here we set for a virtual vector bundle V on X in general
We can also define T vir y * (X) by using the virtual tangent bundle
together with the above cohomological transformation T * y as in [CMSS] (in the hypersurface case) so that
is the fundamental class of X with m j the multiplicities along the irreducible components X j of X. We have the equality T y * (X) = T vir y * (X) if X is smooth. The problem is then how to describe the difference in the singular case, which is called the Hirzebruch-Milnor class. (For the degree-zero part, i.e. on the level of Hodge polynomials, see also [LM] .) 1.4. Proposition. The equality (1.3.4) holds in H • (X) [[y] ] under the assumption that X is a locally complete intersection in a smooth variety Y of pure codimension r.
Proof. By the compatibility of td * with the cap product [BFM] , we have
where DR vir y [X] is as in (1.3.1), and ch denotes also the scalar extension of the Chern character ch :
. By [Ve1] , Th. 7.1, we have
Using the relation of i ! , i * with the cap product (see (2.3.4) below), we then get
Let α i and β j be respectively the (formal) Chern roots of T Y | X and N X/Y . Then
where m = dim Y and r = m − n with n = dim X. Indeed, if ℓ(γ j ) denotes a (formal) line bundle class with the first Chern class γ j in some ring extension of K 0 (X), then
and this implies (see also [Hi] )
Since td (1+y) * is the composition of td * with the multiplication by (1 + y) −k on H k (X), and the last multiplication corresponds to the multiplication by (1 + y)
k on H k (X) under the cap product, we then get the desired equality as follows:
, where the relation (1.1.4) between the power series Q y and Q y is used, see also [BSY] , (1.1) and [Yo1] , Lemma 2.3.7. This finishes the proof of Proposition (1.4).
Gysin morphisms
In this section we prove some properties of the Gysin morphisms which are used in later sections.
2.1. Construction. Let i : X ֒→ Y be a locally complete intersection morphism of pure codimension r. By [Fu2] , [Ve1] there are Gysin morphisms
in a compatible way with the cycle map. These are constructed by using the deformation to the normal cone q :
More precisely, Z is the complement of the proper transform of Y ×{0} in the blow-up of Y ×S along X×{0}, see loc. cit.
We recall here the definition of the Gysin morphism for Borel-Moore homology (see [Ve1] ). We have the isomorphisms
, where a S ′ : S ′ → pt is the natural morphism. So we get the cospecialization morphism
. Taking the dual, we get the Gysin morphism
, where the last isomorphism is induced by the pullback under the canonical morphism π N :
The above definition implies the compatibility with the pushforward under a proper morphism ρ : Y → Y such that X = X× Y Y has codimension r everywhere in Y . In this case we have the cartesian diagram
Indeed, the specialization morphism sp * in (2.1.4) is compatible with the pushforward by proper morphisms, and N X/ Y → X is the base change of N X/Y → X by the hypothesis.
2.2. Sheaf-theoretic description [Ve1] . With the above notation, set Z s := q −1 (s), and let i s : Z s ֒→ Z denote the inclusion for s ∈ S. We have (2.2.1)
For s ∈ S we have the canonical flasque resolutions 
and this is a quasi-isomorphism for s = 0. We thus get the canonical morphisms of complexes
where qi means an quasi-isomorphism. For any open subset U ⊂ Y , set
U (s) = U (s = 0), and (2.2.4) implies the canonical morphisms of complexes
).
Here we have presheaves defined by associating to U respectively
and these are sheaves. So we get the canonical morphisms of sheaf complexes on Y , and this gives the morphism in the derived category
, where π N : N X/Y → X denotes the canonical projection and the last quasi-isomorphism is given by π * N . So we get the sheaf-theoretic description of the Gysin morphism in (2.1). (This is a detailed version of a slight modification of a sketch of an argument in [Ve1] , Sect. 8 where a point of S ′ = C \ {0} was not chosen as in the above argument. We may assume that this point is 1 by using an equivariant C * -action on q : Z → S.)
2.3. Compatibility with the cap product. Let ζ ∈ H j (Y, Q). By the canonical isomorphism
. So the above sheaf-theoretic construction of the Gysin morphism implies the compatibility with the cap product (2.3.3)
, this implies the commutative diagram (2.3.5)
r) This is used in the proof of [CMSS] , Lemma 3.1 in the hypersurface case (i.e. r = 1).
Principal divisor case.
Assume X is a globally principal divisor on Y , i.e. there is a function on Y with X = f −1 (0) and r = 1. Then the Gysin morphism induces a 'well-defined' morphism (2.4.1)
using the exact sequence
where 'well-defined' means that i ! : CH k (Y ) → CH k−1 (X) factors through the surjection j * . Indeed, the composition i ! • i * vanishes by the triviality of the normal bundle. By [Ve1] , Th. 7.1, we have
is the pull-back of the Grothendieck groups of coherent sheaves defined by the mapping cone of the multiplication by the global defining function f of X. Using the exact sequence
the last definition implies that the composition i * • i * vanishes so that i * induces also a 'well-defined' morphism
We have a similar property for the nearby cycle functor ψ f with f a global defining function of X, and we have the 'well-defined' functor 
, and the next proposition shows the vanishing of the composition
2.5. Proposition. With the above notation and the assumptions, the composition of the two morphisms in (2.4.6) vanishes.
Proof. By the construction in (2.1), the restriction of sp * to the image of i * is essentially the identity. More precisely, we have
, where s 0 : X ֒→ N X/Y is the zero-section. We have moreover
, where π N : N X/Y → X is the projection. Indeed, we have
, since the deformation to the normal cone is identified with a trivial deformation. By a similar argument, we have the following.
2.6. Lemma. Let X be a complex algebraic variety. Let i t : X = X × {t} ֒→ X × C denote the inclusion for t ∈ C. Then i
Then the assertion follows from (2.5.2).
Global complete intersections
In this section we show some assertions in the global complete intersection case, e.g. Proposition (3.4). We first give proofs of the following lemma and proposition for the convenience of the reader. These are related to the independence of the choice of the sections s i . They should be well-known to specialists. Proof. Consider Z := (y, t) ∈ X × P m−1 i∈[1,m] t i s i (y) = 0 . By the Sard-type theorem, it is enough to show that Z is smooth. Set
where the t k /t j (k = j) are the affine coordinates of U j . So the assertion follows. 
Proof. We proceed by increasing induction on r ≥ 2. Consider the embedding Y ֒→ P N by the line bundle L. Let {τ
. We apply Lemma (3.1) to the case where
ν a 1 −a i , and the s j (j ∈ [1, m]) in Lemma (3.1) are given by the restrictions of τ
Note that the intersection of the zero loci of τ
We may assume that the coefficient of s 1 does not vanish since this condition defines a non-empty Zariski-open subset of P m−1 (and the intersection of any two non-empty Zariski-open subsets of P m−1 is non-empty). So we get the assertion for j = 1, and hence for r = 2. Moreover, the assertion for r ≥ 3, j ≥ 2 is reduced to the assertion with Y replaced by Y
(1) , and (r, j) by (r − 1, j − 1). Thus we can proceed by induction on r. This finishes the proof of Proposition (3.2).
The following was shown in [Sch2] without assuming the condition that the variety Y is embeddable into a smooth variety. We give here a simplified proof assuming this condition. This proposition will be used in the proof of Proposition (3.4) below. • on Y , we have
where ψ f M • is viewed as a complex of mixed Hodge modules on Y 0 .
Proof. It is enough to show the first equality since the second equality follows from it using [Ve1] , Th. 7.1. (Here the term (1 + y) disappears since i
Let i f : Y ֒→ Z be the graph embedding, and (M, F ) be the underlying filtered left D Z ′ -module of the direct image of M by i f , see [Sa1] . It has an increasing filtration V of Kashiwara and Malgrange such that ∂ t t − a is nilpotent on Gr 
(Indeed, for any m ∈ M, we have t i m ∈ V a M for i ≫ a and t is invertible on Z ′ * ). Using the well-definedness of (2.4.3), the left-hand side of (3.3.1) can be given by applying i * 0 to the mapping cone (3.3.2) C Gr
and considering it in K 0 (Y 0 )[y, y −1 ] (using [Sa1] , Lemma 3.2.6). Here a, b can be any rational numbers satisfying
(This implies that [Sa1] , (3.2.1.3) is not needed in [Sch2] .) By [Sa1] , (3.2.1.2), we have the isomorphisms
So the left-hand side of (3.3.1) is given by 
3).)
As for the right-hand side of (3.3.1), we have by definition
where the shift of complex by 1 comes from Convention 4. So we get (3.3.1) by using (1.2.2) and (3.3.4). This finishes the proof of Proposition (3.3).
and Λ y (T * vir X) be as in the introduction and (1.3) respectively. Then
, and
Proof. It is enough to show the first equality, since the last assertion follows from it by [Ve1] , Th. 7.1 applied to the inclusion X ֒→ Z T . In the notation of the introduction, set
with the inclusions i j : Z j ֒→ Z j−1 . Let i X : X ֒→ Z T denote the composition of the i j for j ∈ [1, r]. Set n := dim X. Applying Proposition (3.3) to the i j , we get 
, where U ′ r = T r = {0}, and (2.4.3), (2.4.4) will be applied to the base changes of the inclusions
is given, then U j can be any Zariski-open subset of T j satisfying the two conditions in (3.4.3). Here a canonical choice would be the maximal one satisfying the two conditions, i.e.
This means that T j \ U j is the union of the irreducible components of T j \ U ′ j which are not contained in T j+1 .
Consider now the inclusions
which are obtained by the base change of the inclusions U ′ j+1 ֒→ U j ֒→ U by Z U → U for j ∈ [0, r − 1]. The assertion then follows from the 'well-definedness' of (2.4.3) and (2.4.4) (as is explained in (2.4)) which we apply to the inclusions (3.4.4) inductively. This finishes the proof of Proposition (3.4).
Proof of the main theorem
In this section we prove Theorem 1 after showing Proposition (4.1) below. A proof of the latter has been presented in the proof of [PP] , Prop. 5.1 in case Y is smooth, where they demonstrated the contractibility of the Milnor fiber using the integration of a controlled vector field as in [Mi] . We give a sheaf-theoretic proof using an embedded resolution.
4.1. Proposition. Let X be a hypersurface of a projective variety Y such that X is a very ample divisor, and Y \ X is smooth. Let X ′ be a sufficiently general member of the linear system associated with X so that we have a one-parameter family Y = c∈P 1 Y c with Y 0 = X, Y ∞ = X ′ . Here P 1 is identified with C ∪ {∞} by the inhomogeneous coordinate t of P 1 . Let π : Y → P 1 be the projection. Set
Proof. We first treat the following simple case.
(a) Normal crossing case. Assume that Y , X ′ are smooth, X is a divisor with simple normal crossings, and X ′ transversally intersects any intersections of irreducible components of X. (Here it is not necessary to assume that X is a very ample divisor.) Let g be a local equation of X around x ∈ X ′′ = X ∩ X ′ . Let y 1 , . . . , y n be local coordinates of Y such that
where r < n := dim Y and m i ≥ 1 (i ∈ [1, r]). Then we have locally
where t is identified with the affine coordinate of C ⊂ P 1 . So the Milnor fiber of π :
where 0 < |t| ≪ ε ≪ 1. This is identified with
This set is contractible by using the natural action of λ ∈ [0, 1] defined by λ(y 1 , . . . , y n−1 ) = (λy 1 , . . . , λy n−1 ).
So the assertion in the normal crossing case follows.
be an embedded resolution of singularities such that X := σ −1 (X) is a divisor with simple normal crossings. By assumption, X ′ := σ −1 (X ′ ) is smooth and transversally intersects any intersections of irreducible components of X. So X ′ is the total transform of X ′ , and we get the one-parameter family
By the definition of Y U , Y U , we have the inclusions
and σ induces an isomorphism
Consider now the distinguished triangle
By the definition of σ U and using (4.1.1), we have
′′ is the first projection. Let t be the affine coordinate of C ⊂ P 1 . Since the nearby cycle functor commutes with the direct image by a proper morphism, we have a canonical isomorphism
By the assertion in the normal crossing case together with the proper base change theorem, we then get
which is the extension of (4.1.2) over P 1 . Restricting these over X ′′ ⊂ X = Y 0 , and using the 'well-definedness' of the nearby cycle functor as in (2.4.4), we then get a morphism of distinguished triangles (4.1.5)
where the right vertical isomorphism follows from (4.1.3). Moreover, the middle vertical morphism is an isomorphism by (4.1.4). So the left vertical morphism is an isomorphism. This finishes the proof of Proposition (4.1).
Proof of Theorem 1.
We proceed by increasing induction on r. We fix s 1 , . . . , s r such that
in the notation of the introduction, e.g.
Here we use c to denote a point of P 1 , and the coordinate t r will be used to define the nearby and vanishing cycle functors.
Set
if we are given sufficiently general s 
Proof. By inductive hypothesis, we have
where the last equality holds since s ′ r is assumed to be sufficiently general. So M U ′ is viewed as a mixed Hodge module on Σ × U ′ , and this can be extended to a mixed Hodge module on Σ × C by extendability of mixed Hodge modules in the algebraic case, where C is the complement of some point of P 
is the restriction of M U I,R by the inclusion Σ × {s, s ′ } ֒→ Σ × U I,R , and moreover this inclusion is strictly noncharacteristic for the underlying perverse sheaf F U I,R of M U I,R , i.e. F U I,R is a topologically locally constant family of perverse sheaves parametrized by U I,R . (This can be shown for instance by using [BMM] together with a Whitney stratification of the total space, since its restriction to a sufficiently general fiber is a Whitney stratification.)
We then get the independence of M y (X) by the choices of s, s ′ using Lemma (2.6) together with a one-parameter family as in the last part of the proof of Theorem 1 in (4.2). Since the independence of s ′ is already shown, the assertion follows.
4.5. Remarks. (i) Let Z T → T be as in the introduction. If X = Z 0 has an isolated singular point x, then we have a mixed Hodge structure on the vanishing cohomology. This can be defined by restricting the morphism Z T → T over a generic smooth curve on T passing through 0 and using an embedded resolution of singularities as in [St2] . (This can be calculated also by using mixed Hodge modules as in [BS] , Th. 4.3.) The associated mixed Hodge numbers are independent of the choice of the generic smooth curve by the theory of spectra for arbitrary varieties which uses the deformation to the normal cone (see e.g. [DMS] , Remark (1.3)(i)). By a similar argument these mixed Hodge numbers coincide with those given by Corollary 2 assuming that s 1 , . . . , s r−1 and s ′ 1 , . . . , s ′ r are sufficiently general (by using Proposition (3.2)).
(ii) For a germ of a complete intersection with an isolated singularity (X, 0), there is a versal flat deformation ρ : (X , 0) → (S, 0) in the following sense: any flat deformation (X ′ , 0) → (S ′ , 0) of (X, 0) is analytically isomorphic to the pull-back of ρ by some complex analytic morphism (S ′ , 0) → (S, 0), see [KS] , [Tju] . Choosing a generic smooth curve on S passing through 0, we also get a mixed Hodge structure on the vanishing cohomology, and the associated mixed Hodge numbers are independent of the choice of the generic curve, see also [ES] . Moreover these numbers coincide with those given in Remark (i) above by using [DMS] , Cor. 3.4.
Explicit calculations of the Hirzebruch-Milnor classes
In this section we show how the Hirzebruch-Milnor classes can be calculated explicitly.
5.1. Stratification. The first term of the right-hand side of (0.2) in Theorem 1 can be described explicitly as follows. Let S be a complex algebraic stratification of Σ \ X ′ such that the H j ϕ f Q Y | S are local systems for any j ∈ N and S ∈ S. Then H j ϕ f Q Y | S underlies the variation of mixed Hodge structure H j i * S,Σ\X ′ ϕ f Q h,Y . Here it is enough to assume that each stratum S ∈ S is a locally closed smooth subvariety and the Whitney conditions are not needed as long as we have local systems on each stratum. We have the following. Indeed, this follows from the following.
5.3. Proposition. Let X be a complex algebraic variety. Let M • ∈ D b MHM(X), and K
• its underlying Q-complex. Let S = {S} be a complex algebraic stratification of X such that for any S ∈ S, S is smooth, S \ S is a union of strata, and the H i K • | S are local systems on S for any i. Let j S : S ֒→ X denote the inclusion. Then
where H i for (j S ) * M • is associated to the classical t-structure as in [Sa2] , 4.6.2 (which coincides with the usual t-structure on the derived category of mixed Hodge modules up to a shift if it is restricted to a stratum of the stratification) so that H i K • | S underlies variations of mixed Hodge structures
Proof. Set X k := dim S≤k S ⊂ X. We have the canonical inclusions
together with the distinguished triangles
→ .
These imply the following identity in the Grothendieck group of
Moreover, j S is the composition of j ′ S : S ֒→ X k with i k where k = dim S. So the assertion follows.
Logarithmic forms.
The right-hand side of (5.2.1) can be described as follows. Let M be an admissible variation of mixed Hodge structure on a stratum S more generally, where we may assume that M is a polarizable variation of Hodge structure by taking the graded pieces of the weight filtration W . Let M be the underlying O S -module with the Hodge filtration F of the variation of mixed Hodge structure. Take a smooth partial compactification i S,Z : S ֒→ Z such that D := Z \ S is a divisor with simple normal crossings and moreover i S,Σ = π Z • i S,Z for a proper morphism π Z : Z → Σ. Here D cannot be empty, since we take a stratification of Σ \ X ′ and X ′ is a hyperplane section. Let M
>0
Z be the Deligne extension with eigenvalues of the residues of the logarithmic connection contained in (0, 1]. Then we have the following. 
