The equivalence between Bruck nets and mutually orthogonal latin squares is extended to (s, r; u)-nets and mutually orthogonal quasi frequency squares. We investigate geometries arising from classical forms such as bilinear forms, alternating bilinear forms, hermitian forms and symmetric forms and show that (s, r;p)-nets provide the right building blocks for each of these geometries with suitable values of p. Toward the goal of geometric classification of distance-regular graphs, the local structure of the case of alternating forms graphs is stressed.
Introduction
The structure of (s, r; &nets includes Bruck nets as the special case of ,u = 1 and their duals are transversal designs TD, [r, s] introduced by Hanani [6] . Indeed, (s, r; ,u)-nets are equivalent to affine designs S,( 1, sp, s*p) and to orthogonal arrays OA,(s, r), and in this language they have been studied since around 1945. A survey on the geometric and group-theoretic aspects of (s, r; p)-nets can be found in [ 111, where problems concerning existence, completion and geometric configurations are emphasized. In Section 2, we recall the notion of (s, r; CL)-nets, the procedure of 'inflation' is used for constructing (s, r;p)-nets from existing (s, r; I)-nets. In Section 3, the notion of quasi frequency squares is introduced and then we prove the equivalence between (s, r; n)-nets and sets of mutually orthogonal quasi frequency squares, which includes squares as a special case. After reviewing how nets (with p= 1) provide the right building blocks for the lower semilattice 6p4( I', W) [4] by using Sprague's [14] result on the characterization of d-dimensional nets, we study in Section 4 the geometries associated with classical forms (alternating bilinear forms, symmetric forms, hermitian forms and bilinear forms) and show how their local structures involve (s, r; p)-nets (with ~22). We also emphasize the relationships between these geometries and the association schemes of affine type carried by each family of the above classical forms.
In the final section, we further investigate the geometric properties of the association schemes defined over alternating bilinear forms, hence covering the initial step toward the problem of characterization of their graphs by their intersection arrays.
(s, r;p)-nets
In this section, first we xshall recall the notion of (s, r; p)-nets, and then a specified class of (s, r; p)-nets which can be obtained from given (s, r; 1)-nets by the procedure of 'inflation' will be studied. The diagram [lip o-o is introduced for the class of duals of (s, r; y)-nets.
A finite incidence structure Ii'= (9, iii?', E) is called a (s, r; p)-net ofmultiplicity p if the block set g can be partitioned into r (r2 3) block classes gl,aZ, . . ..g'. such that (Nl) the blocks of each block class %?i form a partition of 9, (N2) any two blocks from distinct block classes meet at p points, \J3) one of the block classes consists of s blocks. Since r b 3, it follows that each block class al, gZ, . . . , W, consists of s blocks, each block in 98 consists of sp points, each point lies on exactly r blocks and, hence, 15??l=s2/l.
For an (s, r; p)-net, it is known that [l l] r d (s2p-l)/(s -l), with equality holding if and only if it is an affine 2-design. Indeed, if r = (s2p -l)/(s -l), then any two points are on precisely i =(sp-l)/(s -1) blocks. The sets T(r, p) of integers s for which (s,r;p)-nets exist were investigated by Hanani [6] ; in particular, he showed that SE T(7, p) for every s > 1 and every p 2 2. Recently, Ray-Chaudhuri and Singhi [ 131 have shown that, for given r and s, there exists an (s, r; p)-net whenever ~1 is sufficiently large. (s, r; 1)-nets are simply the well-studied classical Bruck nets; for example, the existence of an (s, r; 1)-net is equivalent to the existence of each of the following structures:
(1) r -2 mutually orthogonal latin squares of order s, (2) an orthogonal array OA(s, r), 
lai,j<r iij
Then bij forms a partition of 9, and elements of &G(,;) are called lines. For distinct pairs (i, j) and (2, j'), where 1 <i, i', j, j' dr, i #j, i' #j', the two partitions bij and Bi,j, of the point set 9 do not necessarily coincide. An interesting special case is when all such partitions coincide, i.e., dij = di,j, for all 1 < i, j, i', j' <r, with i #j, i' Zj'. This happens exactly when the following condition (*) holds:
(*) For any two intersecting blocks B and B' (say BEB~, B'E~~), there exist blocks Bi~~i, 1 <i<r, such that BnB'= nl<i,, Bi.
On the other hand, we may define a relation N on 9' in such a way that, for any x, y~9, x 'Y y if and only if x, y~Z?nBl for some distinct blocks B, B'E~. Under condition (*), the relation 'v is clearly an equivalence relation on 9, with & as its family of equivalent classes. The above observations are summarized in the following theorem. For a prime power q, a specific class of (q"-I, q + 1; q)-nets satisfying (*) and related to alternating bilinear forms defined over finite dimensional vector spaces over finite field GF(q) will be studied in Section 5. 
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with suitable choices of p. The reader is referred to [l] for the details of association schemes and to [2] for the details of diagram geometries.
(s, u; p)-nets and quasi frequency squares
In this section, relaxing the condition required for frequency squares [12] , we shall introduce the notion of quasi frequency squares, which includes latin squares and frequency squares as special cases. Moreover, the well-known equivalence between (s, r; 1)-nets and sets of mutually orthogonal latin squares can be generalized to (s,r;p)-nets and sets of mutually orthogonal quasi frequency squares.
Afrequencysquare F(n;pl,p2,..., pL,) of order n (FS for short) is an n x n array with entriesfromtheset[l,s]={1,2,..., s} with the property that each symbol YES occurs exactly ,ui times in each row and each column. Clearly, n=pl +p2 + . . . +ps and an F(n; l,l, . . . . 1) frequency square of order n is simply a latin square of order n. Two frequency squares F (n; pl, pz, . . . , ps,) and F (n; vl, v2, . . . , v,,) are said to be orthogonal if each ordered pair (i, j) of symbols occurs exactly ~ivj times for all i~ [l,si] and j~ [l, We need some more notations to introduce the notion of quasi frequency squares. 
i,<iQr
Some easy observations are as follows: (1) Each block in 93 consists of ,u2s points, and each family gi consists of s blocks which form a partition of 9.
(2) Any two blocks from distinct families Bi, &Ij intersect in p2 points (by the orthogonality among (F, , . , . , F,}). Hence, the incidence structure is a (s, r; p2)-net.
(3) By the assumption that each FL is a QFS, one can extend the above QFS-net by adding two more block classes do and wO, i.e., is a (s, r + 2; p2)-net.
Equivalence
indeed holds between sets of mutually orthogonal QFS and nets of multiplicity ,LL' as shown in the next theorem. 
. If there exist r mutually orthogonal frequency squares of frequency p on s symbols, then there exists a (s, r + 2; p2)-net.
We now turn to the question of determining whether it is possible to derive a set of r mutually orthogonal FS from a (s, r + 2; p2)-net. In fact, as shown in the following example, this is not true in general.
Example33.
Let~= Of course, we would like to obtain a set of mutually orthogonal frequency squares from a (s, r +2; p2)-net by using conditions milder than (*). One step towards this direction is to observe that, for a given set of r mutually orthogonal FS, one can sometimes derive a (s, r';,u2)-net with r'>r+ 3, i.e., one can define additional block classes besides the families JzZ~, go, 9if1, . . . , 9i?r constructed so far. This can be done if one can define row or column partitions other than JX?,, and +ZO. Recall that 3, denotes the initial partition of [l, n] Let A,~~r9i be the block of n formed by the rows indexed by Zi for 0 < i<s. Since Zl is a (s, r + 2(s + 1); s2)-net, we have that 1 BnA,I = s2, i.e., Cjsli cCj= s2 for 0 <ids. Summing the above s+ 1 equations, we obtain that (s+ l)cr, +C14j,<s2 Mj-cC, =s'(s+ l), and, since x1 ~ jGs2 Qj =s3, it follows that a1 = s The other cases Cli = s, 2 < i < s2, can be proved similarly. 0
(s,r;,u)-nets and association schemes of affine type
In this section, we shall introduce some geometries related to classical forms and then show that their local structures can be described as the dual of (s, r; p)-nets with suitable parameters.
The lower semilattice -ri",(U, V).
First, we shall concentrate on the lower semilattice $P4(U, is linear, (fd-2,Ud-2)<(f;A)), and
S?={(g,U)Ig:U-+V
is linear,
El ements in 9' and B are called points and blocks, respectively. Any incidence structure Zl isomorphic to the semilinear iocidence structure (dpd, Yipd_ 1, 2) is called an (n, q; d)-attenuated space [14] , or a d-attenuated space in short. These are examples of the following specific class of incidence structure with (s,r; 1)-nets as their planes. A d-dimensional net is a connected semilinear incidence structure Il such that the following conditions hold:
(Dl) every plane is a (s,r; 1)-net, (D2) the intersection of two subspaces is connected, (D3) if two planes in a 3-space of Il have a point in common, then they have a second point in common, and (D4) the minimum number of points which generate Il is d+ 1. Sprague [14] proved that every finite d-dimensional net (d B 3) is an (n, q; d) attenuated space for some finite field GF(q). Sprague also characterized d-dimensional nets as the duals of those incidence structures belonging to the diagram in Theorem 4.1.
As mentioned before, the set 6pd of roofs of the geometry Y = (YO, Y1, . . . , Yd) can
. .
be identified with the set Md x ,, (GF(q)) of all d x n matrices over GF(q). Furthermore, it is worth mentioning here that it also carries the structure of (P&Q)-association schemes and, hence, distance-regular graphs. Set
Then (i) LRO is the diagonal of (Md x ,, (GF(q)))2, and {LRi IO < i < d} forms a partition of (Mdxn(GF(q)))2,
(ii) the transpose LRT of LRi is identical with LRi, 06 i <d.
(iii) if (A,B)ELR~, then ({CICEM~~~ (GF(q)), (A, C)ELRi and (C,B)ELRj}I is a constant Pz which is independent of the choice of A and B.
In other words, (Mdx n (GF(q)), (LRi ( 0 < i < d}) forms a symmetric association scheme of d classes. The reader is referred to [l] for more details about association schemes. Furthermore, (Mdxn(GF(q) ), LR1) turns out to be a distance-regular graph with LR1 as its edge set, denoted by H,(d, n) , and, indeed, a distance-transitive graph of diameter d.
The d-shadow ad(g,A) of (g,A)EY, is defined to be {(f, U)l(f, U)EZ~ and (g, A)b(f, U)}. It is easy to see that ad (g, A) is a (0, 1, . proved similar results in the context of distance-transitive graphs which includes even the square case d =n.
Geometries for classical ,forms
In the second half of this section, we concentrate on square matrices as well as some examples of (s, r; p)-nets with ,u > 2. Let V be a vector space of dimension n over a finite field GF(q), where q=p" is a prime power, Us V be a subspace of dimension i. Let Bil( U), Alt(U), Her(U) and Sym(U) be, respectively, the set of all bilinear forms, alternating bilinear forms, hermitian forms and symmetric forms defined on U. We assume that p #2 in the case of alternating forms and m=2r is even in the case of hermitian forms. Then Bil(U), Alt(U), Sym(U) are vector spaces of dimensions i2, i(i -1)/2, i(i + 1)/2, respectively, over GF(q), and Her(U) is a vector space of dimension i2 over GF(p'). Bil(U), Alt(U), Sym(U) and Her(U) will be denoted by Bil(i, q), Alt(i, q), Sym(i, q) and Her(i, q), respectively when there is no confusion. Let is uniquely determined by some (.fn-2, Un-2)~d"-Z, where U,_ 2 E V is a subspace of dimension n -2 and fn_ ,~Alt (U,_ 2); more specifically, the residue Res(P) of the flag 9 is defined to be 9'u%?, where where bj, c$, 3 <j< n, are uniquely determined by fnm2, f and f ', respectively. Since there are q choices for LX= h (vI, v2) , it follows that there are q blocks which go through both (J; U) and (f', U'), as required.
0
Remark. The proof of the second part of (1) can be found in [lo] .
With respect to a fixed base of V, each member in the sets of roofs B(n, q), A(n, q), H(n, q), S(n, q) of the geometries 8, JJ, X and Y, respectively, can be expressed as an n x n matrix, n x n antisymmetric matrix with zero diagonal, n x n hermitian matrix and an n x n symmetric matrix, respectively. Furthermore, each set of roofs also carries the structure of (P&Q) show that the distance-regular graphs defined over Alt(n, q) and Sym(n,q), respectively, are not characterized by their intersection arays, nor by the diagram geometries they belong to.
Alternating-forms graphs
Toward the goal of a geometric classification of the family of distance-regular graphs Alt(n, q), in this section, we shall provide more detailed analysis of the local structure of Alt(n, q). The notion of pseudo-alternating incidence structures is introduced in the hope that, in addition to its diagram, the geometry d =(,al,, &r, . . , ~2,) and its adjacency graph Alt(n,q) could be characterized in terms of it. Let us start from the maximal cliques of the graph Alt(n,q). Since it is distance-transitive, we are concerned only about those maximal cliques which contain the zero form.
Theorem 5.1 (Hemmeter [7] ). If%? is a maximal clique in Alt (n, q) which contains the zero form, then either ufE
Hence, up to isomorphism, there are two types of maximal cliques in Alt(n,q);
cliques of the first type are of size q"-I, and the others are of size q3. If (fn-r, Un-l)E.dm-l, i.e., U,_ 1 s V is a subspace of dimension n-1 and fn_ 1 EAlt(U,_ r), without loss of generality, we may assume thatf,_ 1 is the zero form.
The nth shadow a,(f,_,, U,_,) of (fn_t, U,_,) is defined to be ((fT V)(feAlt(n,q) and f 1 un_, =fn _ 1 }. An immediate consequence is the following corollary. f orms a second-type maximal clique of size q3 in Alt(n, q), where z is a point in Tl(y)nB1. Therefore, some features of the incidence structure Ii'=(Alt(n, q), a, E) can be summarized as follows:
(1) each line consists of q"-' points and each point lies on (q"-l)/(q-1) blocks, It seems worthwhile to state other properties of pseudo-alternating incidence structures as a formal proposition. Proof. By (PA3), for each line A with XEA and A E B, in addition to B, there are exactly another p blocks which contain A. Hence, (1) follows from (PAl), and (2) follows from (PA2) and (1). 0 The next proposition treats the possible structures over 2-subspaces of pseudoalternating incidence structures.
Proposition 5.4. Zf I72 =(X, B, E) is a 2-subspace of Il=(P, 9, E), then n is a prime power, II,/ z is a 2-attenuated space and .s=,tT1 for some integer n.
Proof. Since IZ,/ N is a (s, r; 1)-net which satisfies the dual Pasch axiom, the proposition follows immediately from [15] . q
We conclude this paper by mentioning the following result without proof: If p 2 5, B~93 is a block and Ti(x)nB is either empty or line-closed in Z778=(B, _'?((B),E) for xc.9 not in B, then ~1 is a prime power and Z778=(B, 2((B), E) is isomorphic to the affine space AG(n -1, q) for some integer n.
