Abstract.
INTRODUCTION
Random search methods are common in nonsmooth optimization. These methods are based on selecting random samples from the domain of the target function. The effectiveness of these methods depends on the distribution of the random sample selected. If the random sample is replaced by a deterministic point set, we have a type of quasi-random search method developed by Niederreiter [1] .
To describe the method of Niederreiter, we consider the problem M = sup/(x),
where f: A -* R is continuous on the bounded set A ç R , s > 1 . Let {*,};=1 be a deterministic point set in A .
We define the modulus of continuity of / on A by cof(t)= sup \f(x)-f(y)\, t>0,
x, y€A d(x,y)<l and the dispersion by dN = sup^^ min1</<A, d(x, x¡), where d(-, •) is a metric on A , normally taken to be the maximum or Euclidean metric. An approximation to M is MN = max1<(<A, f(x¡) with the error bound M -MN < cof(dN). We note that as / is continuous, convergence to the global solution is assured, i.e., MN -► M as N -> oo , if d^. -► 0 as N -> oo.
Bounds for dN
It has been shown in [1] that for any /V points in A , dN > CAN~ /s, where CA is a constant depending only on A. We assume from now on that A is a subset of Is = [0, if. Then the dispersion is related to the most useful measure of uniform distribution for sequences, called the discrepancy. This is defined by \A(K,N)
where K runs through all subintervals of Is and the counting function A(K, N) is the number of /, 1 < / < N, such that x¡ 6 K. The relation (1) dN<V5D]i* is established in [1] for the Euclidean metric. For the maximum metric one obtains (2) d'N < DX'S according to [6] , Consequently, bounds of the Erdös-Turan-Koksma type (see [2] ) may be obtained for the dispersion, using (1) where S(x¡) = {x e I\a¡_x < x < a¡}, 1 < / < N, with a0 = 0, a¡ = {Xj + Xj+i)/2, 1 < / < N-1, and aN = 1. H. Niederreiter [6] first proved a result of the type given in Lemma 1. By invoking the following theorem of Niederreiter [7] , we obtain yet another inequality.
Lemma 2 (Niederreiter [7] ). Let f be a nondecreasing function on [0,1] = / with f(0) = 0, f(\) = 1. Suppose the function g on I satisfies a Lipschitz condition, i.e., \g(u) -g(v)\ < L\u -v\ for all u, v e I, as well as g(0) = 0, Information on Halton and Hammersley sequences can be found in [2, 5] . 
