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We demonstrate a 6 Gbps real-time optical quantum random number generator by measuring vacuum fluctuation. To
address the common problem that speed gap exists between fast randomness generation and slow randomness extraction
in most high-speed real-time quantum random number generator systems, we present an optimized extraction algorithm
based on parallel implementation of Toeplitz hashing to reduce the influence of classical noise due to the imperfection
of devices. Notably, the real-time rate of randomness extraction we have achieved reaches the highest speed of 12 Gbps
by occupying less computing resources and the algorithm has the ability to support hundreds of Gbps randomness
extraction. By assuming that the eavesdropper with complete knowledge of the classical noise, our generator has
a randomness generation speed of 6.83 Gbps and this supports the generation of 6 Gbps information-theoretically
provable quantum random numbers, which are output in real-time through peripheral component interconnect express
interface.
INTRODUCTION
Random numbers are the basis for applications in statistics,
simulation1, cryptography2 and fundamental science3. The
randomness of random numbers will directly affect the overall
security of corresponding application systems. Classical ran-
dom number generation methods, for example pseudo random
number generators (RNG) based on determined algorithms4,
provide a cost-efficient and portable method to produce
pseudo random numbers at a high speed, which satisfies the
demand for random numbers of most applications. However,
due to the deterministic and predictable features of the algo-
rithms, pseudo RNG are not suitable for certain applications
where true randomness is required. In cryptography appli-
cations, random numbers with untrusted randomness will re-
sult in safety issues, since hackers can access the information
of random numbers and thus crack the encryption systems5.
The rapid development of quantum cryptography technologies
such as quantum key distribution6–10 which requires secure,
real-time and high-speed random number generation, unar-
guably accelerate the researches about true random number
generation.
Distinct from pseudo RNG, the optical quantum ran-
dom number generators (QRNG) based on the intrinsic ran-
domness of fundamental quantum processes are guaran-
teed to produce nondeterministic and unpredictable random
numbers11–13. Such advantages attract researchers’ attention
and many related generator protocols are proposed. Sub-
stantial practical QRNG protocols have been demonstrated
to realize high-speed random number generation with rela-
tively low cost, including measuring photon path14,15, photon
arrival time16–20, photon number distribution21–25, vacuum
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fluctuation26–32, phase noise33–40 and amplified spontaneous
emission noise of quantum states41–46, etc. Typically, proto-
col based on the measurement of vacuum fluctuation is a more
applied and valuable QRNG protocol, for its convenience of
state preparation, insensitivity of detection efficiency and high
generation speed.
QRNGs based on measuring vacuum fluctuation are gener-
ally realized by applying homodyne scheme26–32, which real-
ize the measurement of the quadrature amplitude of vacuum
state so as to generate true random numbers. Their security is
ultimately guaranteed by the laws of quantum physics and can
be achieved by applying ideal devices. But actually the prac-
tical devices equipment in the QRNG systems can not always
meet the requirements, which will inevitably introduce classi-
cal noise, and ultimately lead to system security reduction.
The universal hash function families including Toeplitz
hashing47,48 have proved to be information-theoretically se-
cure, and they are widely used to eliminate the influence
of classical noise that compromise the security of generated
random numbers49. The postprocessing process is generally
called randomness extraction. Toeplitz hashing matrix is of-
ten chosen as a randomness extraction algorithm because of
its low computation and implementation complexity. Up to
now, there are many Toeplitz hashing implementations real-
ized on different platforms including central processing unit
(CPU) devices, general processor unit (GPU) devices and field
programmable gate array (FPGA) devices, etc. The imple-
mentations on CPU devices transform the Toeplitz hashing
algorithm to fast Fourier transform (FFT) algorithm while
their speeds are limited to relatively small values, such as
441 kbps49 and 1.6 Mbps37. The GPU implementation re-
alizes the parallel computation of many FFT threads in a GPU
device and thus achieves a real-time extraction rate of 1.35
Gbps50. However, these speeds still do not match the practi-
cal quantum key distribution system’s demand for high-speed
real-time random number generation.
2Considering the advantages of FPGA with parallel comput-
ing, the Toeplitz hashing implementation in FPGA devices
may be a most promising method to achieve fast random-
ness extraction speed so as to support high-speed real-time
random number generation. The work in Ref.39 introduces a
QRNG based on the measurement of laser phase fluctuations
and realizes a 3.36 Gbps real-time randomness extraction and
finally supports a 3.2 Gbps real-time random number gener-
ationdue to the rate limitation of its small form-factor plug-
gable interface. Its randomness extraction algorithm applied
in this work transforms the whole Toeplitz matrix into sub-
matrices and performs multiplication operation between the
submatrices and the input raw data, which improves the per-
formance of randomness extraction. While multiplication op-
eration between the submatrices and the input raw data will
still consume certain computing resources, which will signif-
icantly limit the final randomness extraction speed on a given
device where computing resources are finite. To address this
issue, an optimized Toeplitz hashing algorithm is required to
reduce computing resource consumption and finally supports
a faster extraction speed.
In this paper, we present a 6 Gbps real-time QRNG
based on measuring vacuum fluctuation using the homodyne
scheme. To fill the gap between the rapid randomness gener-
ation and the slow randomness extraction, we realize an op-
timized Toeplitz hashing algorithm to support the realization
of high-speed generators. The real-time randomness extrac-
tion speed we have realized reaches 12 Gbps by occupying
less computing resources and the algorithm has the ability
to support hundreds of Gbps randomness extraction, which
is faster than the ever reported 3.36 Gbps randomness extrac-
tion method39. Assuming that the eavesdropperwith complete
knowledge of the classical noise, our generator has a random-
ness generation speed of 6.83 Gbps and this supports the gen-
eration of 6 Gbps information-theoretically provable quantum
random numbers, which are output in real-time through the
peripheral component interconnect express (PCIE) interface
with a security parameter of 1.03e−128.
REAL-TIME RANDOMNESS EXTRACTION ALGORITHM
For practical QRNG system, the electrical noise existing in
the actual system will affect the security of the raw data, so
a corresponding random number extraction operation is very
important to eliminate the influence of the classical noise. The
random extraction operation is usually carried out on the ba-
sis of the min-entropy estimation which helps to characterize
the extractable randomness and the true random numbers will
be generated after randomness extraction. For a real-time sys-
tem, the extraction rate is usually the bottleneck of the whole
system. Therefore, it is very important to design a high-speed
random extraction algorithm so as to improve the overall per-
formance of the system.
As one of the universal hash functions, Toeplitz hashing
matrix is often chosen as an extraction algorithm because of
its low computation and implementation complexity. A binary
Toeplitz matrix T with a size of j× k can be constructed by
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FIG. 1. Real-time randomness extraction algorithm of each calcula-
tion block.
j+ k− 1 random bits for the reason that each descending di-
agonal of Toeplitz matrix is the same. The collision probabil-
ity of such a Toeplitz matrix, which indicates the probability
of having the same output for different input raw data, is de-
termined by the number of rows and the number of columns
in the Toeplitz matrix. The collision probability of a cer-
tain Toeplitz hash is equal to k ·2(− j+1), where the number of
columns k equals to the input data length and the number of
rows j indicates the output data length. So a relatively small
collision probability can be obtained by selecting suitable k
and j values.
The parallel computing advantages of FPGAmake it widely
used in high-speed computing applications. However, it is dif-
ficult for FPGA to perform large-scale matrix computing di-
rectly due to the limitation of FPGA resources. The real-time
randomness extraction algorithm applied in Ref.39 transforms
the whole Toeplitz matrix into submatrices and performsmul-
tiplication operation between the submatrices and the input
raw data. While multiplication operation between the subma-
trices and the input raw data will still consume certain com-
puting resources when the submatrices are large. Considering
the advantages of FPGA with parallel computing character,
we optimize the Toeplitz hashing algorithm by transforming
the multiplication between submatrices and the input raw data
into exclusive or (XOR) operation between the columns of the
Toeplitz hashing matrix, which can significantly reduce the
resource consumption and support higher extraction rate. The
multiplication operation of Toeplitz matrix T and raw data D
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FIG. 2. The process of randomness extraction algorithm that multi blocks work in parallel. To bridge the speed gap, the sampled high speed
n-bit raw data is transferred into multiple low speed preprocessed k bit data blocks through one or several memory queue modules called First
Input First output (FIFO). (Sn)/(CG) calculation blocks based on the algorithm introduced in FIG.1 are cyclically called from block 0 to block
(Sn)/(CG)−1 as soon as each block finishes raw data acquiring. The reason that the random extraction works at a frequency of C rather than
S is that the general FPGA development board does not support too fast clock.
can be transformed into the XOR operation between columns
of T .
As shown in FIG.1, j + k − 1 random bits are utilized
as the random number seeds. Each clock G columns of
the Toeplitz matrix can be separately represented as Ti,g =
t [ j− 1+ g : g] ,g = 0,1,2, ...,G− 1. The G raw data bits
Di,g = 1 or 0 will simultaneously lead to the corresponding
intermediate variable Ui,g = Ti,g or Ui,g = 0, and Ui = Ui,0 ⊕
Ui,1...⊕Ui,G−1 will be achieved. If Di = Di,0 ‖ Di,1 ‖ ... ‖
Di,G−1 = 1, another intermediate variable Zi+1 = Ui ⊕ Zi.
Otherwise, if Di = Di,0 ‖ Di,1 ‖ ... ‖ Di,G−1 = 0, then Zi+1 =
Zi. The value of counter i increases by 1 per round. If i equals
to k/G, the calculated result d = Zk/G−1 outputs. Otherwise,
t will shift G bits to the right and restart the assignment of
Ti,g. The output d is the final extracted j bit random numbers.
Notably, the column number for each XOR operation can be
not only G, but also the integer multiple of G. Usually, we
set the value of G equal to the integral rate of the sampling
precision n to simplify the calculation process. Assuming that
the calculation frequency of the extractor is C, such a random
extraction module can realize real-time processing of raw data
with CG rate.
However, the FPGA platform supports calculation speed C
that is much slower than the sampling frequency S. So it is
necessary to transform the sampled high speed n bit raw data
into multiple low speed preprocessed k bit data blocks through
a caching medium called First Input First Output (FIFO).
As shown in FIG.2, these blocks are numbered sequentially
as 0, 1, 2, . . . , (Sn)/(CG)− 1. The transformation progress
can be divided into two steps. Firstly, we use FIFO to convert
n bit sampled data at a frequency of S to Sn/C bit data at a fre-
quency of C. Due to the limitation of FPGA, the value of S/C
is usually set as 2i and the value of i can be set as -3, -2, -1, 0,
1, 2, or 3. If the value of S/C needs to be greater than 8, more
FIFOs will be cascaded to implement such a function. After
the first step, the bit rate on the output side of the FIFO is Sn,
which is much faster than randomness extraction speed, CG,
of each block. So secondly, we will distribute the (Sn)/C bit
data from the output port of the FIFO to (Sn)/(CG) indepen-
dent calculation blocks sequentially by controlling the output
enable signal. Thus each block will take (kC)/(Sn) clocks to
receive k bit data sequentially. We should notice that the fre-
quency of Sn/C bit data that each block received is C instead
of S. The following processing will also work at a frequency
of C.
After one block finishes storing k bit data, this block will
stop data storage and the next block begins to store the next
k bit data. When the last block, block (Sn)/(CG)− 1, fin-
ishes data storage, the first block, block 0, begins data storage
again, which constitutes a loop of data storage. It will take
k/G clocks for all (Sn)/(CG) blocks to realize data storage
sequentially.
Finally, we will apply the randomness extraction algorithm
introduced in FIG.1 in each block. Each clock G bit raw data
will be used to control the extraction progress, so that each
block with k bit input raw data will take k/G clocks to accom-
plish the randomness extraction and output j bit extracted ran-
dom numbers. The extraction operation of each block begins
as soon as the block finishes data storage and they are calcu-
lated independently. Usually the value of G can be set as the
integer multiple of the sampling precision n, and in our setup
this value is equal to n to simplify the calculation process.
4k=192, j=96 k=384, j=192 k=768, j=384 k=1536, j=768 k=3072, j=1536 k=6144, j=3072 k=12288, j=6144
Size of Toeplitz matrix
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
R
at
e 
of
 o
cc
up
ie
d 
sli
ce
s
0.0114
0.0187
0.0360
0.0645
0.1424
0.3987
0.6885
0.0228
0.0396
0.0747
0.1640
0.4633
 12 Gbps raw data input and 6 Gbps extracted data output
 24 Gbps raw data input and 12 Gbps extracted data output
FIG. 3. Computing resources consumption test result of the algorithm. We focus on the resource of slice that constitutes the basic logic unit of
FPGA. The test is performed on the Xilinx KC705 evaluation board, which has 50950 slices. k equals to the input data length and the column
number of matrix T . j indicates the output data length together with the row number of matrix T . The blue line is the test result that using
different Toeplitz Matrix to deal with 12 Gbps input raw data. The input data is divided into 8 blocks to be calculated separately. The red line
shows the results of dealing with 24 Gbps input raw data, which is divided into 16 blocks to be calculated separately.
Computing resource consumption test of the algorithm is
performed on the Xilinx KC705 evaluation board to find a
suitable parameter configuration scheme. It is easy to under-
stand that the extraction speed of the extractor is related to the
number of blocks in parallel operation together with the hard-
ware resource of the computing platform. The speed of ran-
domness extraction increases linearly as the number of blocks
increases under a given calculation frequency, while the occu-
pied computing resources will also increase. The results of the
test are shown in FIG.3. We set j
/
k = 1/2 and G = n = 12
to test how different k and j values affect the occupancy of
computing resources. For a specified block number and cal-
culating frequencyC, the greater the value of k and j, the more
computing resources will be consumed and the increase of k
and j values is helpless to the calculation speed. While greater
k and j values help to gain a smaller security parameter when
the extractable randomness value is determined, which will
be analyzed in detail in the next section. Notably, if we use
Toeplitz matrix with a small size, i.e., 192× 384, it is possi-
ble to realize real-time processing of hundreds of Gbps raw
data with this algorithm. In this experiment, we ensure that
the calculated security parameter is small enough by selecting
appropriate k and j, while at the same time make smaller use
of computing resources. The randomness extractors support-
ing 24 Gbps and 12 Gbps real-time input raw data are realized
and their slice consumption results are shown in FIG.3, where
slice constitutes the basic logic unit of FPGA. Taking one of
the extractors for an example, it will occupy 16.40% slices
when the size of Toeplitz hashing matrix is 1536× 3072 and
16 blocks are called to realize the real-time randomness ex-
traction of 24 Gbps real-time input raw data, which means our
algorithm is very promising to support even faster randomness
extraction in our platform i.e., KC705 evaluation board.
EXPERIMENTAL IMPLEMENTATION
To realize a practical secure, real-time and high-speed
QRNG, we implement an all-in-fiber setup with several off-
the-shelves devices and a self-developed analog-to-digital
converter (ADC) card, and apply the optimized real-time ran-
domness extractor to generate true random numbers by mea-
suring vacuum fluctuation. The block diagram is shown in
FIG.4.
A 1550-nm fiber-coupled laser (NKT Basic E15, linewidth
100 Hz) serves as the local oscillator (LO) and is connected
to one input port of the 50:50 beam splitter (BS). While the
other input port is blocked to provide the vacuum state. The
two output ports of the beam splitter are optically coupled to
the two input ports of a balanced homodyne detector (Thor-
labs PDB480C, the measurement bandwidth limited to 1 GHz
by low-pass filter). The measurement results of the balanced
homodyne detector are finally sampled by a 12 bit ADC card
(ADS5400, sampling frequency 1 GHz, sampling precision
12 bit and input voltage range 2R reduced from 2 VPP to 1.5
VPP by the pre-amplifier of ADC card) to acquire the raw data
in real time. A following randomness extractor based on the
optimized algorithm is used to perform extraction simultane-
ously with raw data acquiring.
Assuming in the worst case that the adversary can listen to
and control over the classical noise, Haw et al29 has derived
the maximum min-entropy of discretized measurement signal
5FIG. 4. Experimental demonstration of real-time optical QRNG based on vacuum fluctuation. The CW beams emitted by the laser diode enter
one input port of the 50:50 BS. The other input port of the BS is blocked to provide the vacuum state. A following measurement operation
is realized by a homodyne detector and an ADC. The measurement result is finally processed by a randomness extractor to distill the final
random bits.
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FIG. 5. Variance vs LO power. This figure shows the voltage vari-
ance of the sampled raw data as a function of the LO power. The LO
power is increased by adjusting the variable attenuator from 0 mW
with a step size of 0.5 mW. The voltage variance of the raw data en-
hances linearly with LO power in the range of 0 mW to 9.5 mW. The
slope of the trend curve will decrease when the LO power is larger
than 9.5 mW.
Mdis conditioned on classical noise E , which is
Hmin(Mdis|E) =−log2[max(c1,c2)], (1)
where c1 =
1
2
[er f ( emax−R+3δ/2√
2σQ
) + 1], c2 = er f (
δ
2
√
2σQ
), and
the value of M is the superposition of quantum noise Q and
classical noise E . R equals to half of the input voltage range
of ADC card and δ = 2R/(2n), where n is the sampling pre-
cision of ADC card. σQ indicates the value of the standard
deviation of quantum fluctuation. This result is based on the
assumption that quantum randomness is independent of clas-
sical noise and the value of classical noise is within a finite
interval, i.e., −5σE ≤ e≤ 5σE , which is valid for 99.9999%.
We simplify the analysis progress and ensure that the sys-
tem works under safety conditions that c1 ≤ c2, in which
the comparison between c1 and c2 will indicate whether the
min-entropy evaluation utilizes the correct maximum guess-
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FIG. 6. The power spectrum density of the vacuum fluctuations when
the LO power is 9.5 mW (blue line) and the electrical noise when the
LO power is 0 mW (red line). The 3 dB bandwidth range f0 is ap-
proximately 0-1 GHz. The corresponding result is acquired by using
the spectrum analyzer to detect the output signal of the detector.
ing probability. In this case, we can simplify the conditional
min-entropy as
Hmin(Mdis|E) =−log2[er f (
δ
2
√
2σQ
)], (2)
in which we find that Hmin(Mdis|E) increases with decreasing
δ and increasing σQ. For a given QRNG system, its sam-
pling precision δ is determined, thus we consider how the
constructed components influence the value of σQ.
A suitable LO power improve the value of σ2Q as Ref.
30
introduced. The LO power is increased by adjusting the vari-
able attenuator from 0 mWwith a step size of 0.5 mW to seek
for the optimal σ2Q. Simultaneously the voltage variance of
each measured raw data is calculated and recorded, as shown
in FIG.5. When the LO power is set to 0 mW, the measured
voltage variance of 108 successive raw data is treated as σ2E ,
which has an average calculated value of 3.13e−5V2. FIG.5
indicates that the voltage variance of the raw data enhances
6FIG. 7. Autocorrelation of 107 raw data (a) and 107 bit extracted random numbers (b). The imperfect homodyne detector without steep
sideband will inevitably compromise the autocorrelation performance, which leads to higher values of low-order autocorrelation. The autocor-
relation existing in the raw data is well eliminated by the Toeplitz hashing extraction process.
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FIG. 8. Calculated security parameter values for different Toeplitz
matrix sizes when the extractable randomness of input raw data is
56.92%.
linearly with LO power in the range of 0 mW to 9.5 mW.
While the slope of the trend curve will decrease when the LO
power is larger than 9.5 mW. An average σ2M value of the cor-
responding 108 successive data can be obtained as 3.16e−4V2
by setting the LO power to 9.5 mW. For our ADC with 12
bit sampling precision and 1.5 VPP input voltage range, its
variance of quantization errors is calculated as (δ
/
12)2 =
(1.5
/
(4096 ·12))2 = 9.3132e−10V2. Quantization errors exist
in the discretization of M and E , so the secure upper bound of
σ2Q can be calculated as σ
2
M −σ2E −2(δ
/
12)2 = 2.8457e−4V2
when considering the influence of ADC’s quantization errors.
Substitute σ2Q into Eq. (2) and Hmin (Mdis|E) is thus calculated
as 6.83 bits per sample, which means that 56.92% random bits
can be generated from each sample and the real-time quantum
randomness generation speed reaches 6.83 Gbps. It is note-
worthy that a self-designed 1.2 GHz balanced homodyne de-
tector is used to build a quantum random number generator
system and it has achieved a min-entropy value of 6.53 bits
per sample51.
The quantum noise is well above the classical noise at the
output end of the homodyne detector when the LO power is set
to 9.5 mW, as shown in FIG.6. The following 12 bit ADCwith
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FIG. 9. Results of the NIST statistical test suite. The NIST stan-
dard test suites contain 15 test items. The Kolmogorov-Smirnov test
is used to obtain a final p-value for the cases of multiple p-values.
The test is considered successful if all final p-values satisfy 0.01≤P-
values≤0.99.
a sampling frequency of 1 GHz then quantifies the signals into
digital data. 8 extracting operation blocks with a synchronized
calculation frequencyC of 125 MHz are performed in parallel
on FPGA in real time. For our implementation of Toeplitz
hashing extraction, we set j = 6144 and k = 12288 so that the
extraction ratio is j
/
k=50%, which is smaller than 56.92%
derived from the calculated Hmin (Mdis|E).
Thus the information theoretic security parameter ε , which
means the statistical distance between the extracted random
sequence and the uniform sequence, can be calculated by the
leftover hash lemma, j = k ·Hmin (Mdis|E)
/
n− 2 · log2
(
1
/
ε
)
.
The calculated ε is approximately 1.03e−128 in our setup.
With such configuration, the real-time random number gen-
eration rate can finally achieve 6 Gbps. Notably, for different
Toeplitz matrix sizes, the calculated security parameter values
are quite different, as shown in FIG.8. Different Toeplitz ma-
trices can be selected to perform extraction according to the
actual available resources and different security requirements.
To test the randomness of real-time generated random num-
bers, the extracted random numbers are uploaded to computer
7through PCIE interface for offline randomness testing. The
maximum theoretical PCIE rate for transferring the extracted
random numbers reaches 13.66 Gbps when the KC705 board
is configured to work in 8 lanes at a 2.5 Gbps link rate mode
and can effectively support our 6 Gbps data transmission.
Autocorrelation tests are performed to compare the quality
between raw data and extracted random numbers, as shown
in FIG.7. We randomly choose 107 successive raw data
and 107 successive extracted random numbers. The rea-
son for the relatively large autocorrelation existing in the
raw data is that the imperfect homodyne detector without
steep sideband will inevitably compromise the autocorrela-
tion performance27, which leads to higher values of low-order
autocorrelation. The autocorrelation can be significantly re-
duced after the Toeplitz hashing operation.
We also apply the standard test suite NIST to test the ob-
tained random numbers. 1 Gigabit binary data is read and di-
vided into 1000 subsequences of 1 megabits. To deal with the
test results, we apply Kolmogorov-Smirnov (KS) test to ob-
tain a final p-value for the cases that each test item will obtain
multiple p-values. Generally, the test is considered successful
if all final p-values satisfy 0.01≤P-value≤0.99. The test re-
sults are shown as FIG.9, which indicates that the generated
random bit sequence has passed all the NIST tests.
CONCLUSION AND DISCUSSION
In this paper, we have proposed and experimentally demon-
strated a high-speed, security-proved and real-time quantum
random number generator by measuring vacuum fluctuation.
An optimized random extraction algorithm is proposed and re-
alized to bridge the speed gap between fast randomness gen-
eration and slow randomness extraction. The real-time rate
of randomness extraction we have achieved reaches the high-
est speed of 12 Gbps by occupying less computing resources
and the algorithm has the ability to support hundreds of Gbps
randomness extraction. By assuming that the eavesdropper
with complete knowledge of the classical noise, our generator
has a randomness generation speed of 6.83 Gbps and this sup-
ports the generation of 6 Gbps information-theoretically prov-
able quantum random numbers, which are output in real-time
through the PCIE interface. The extraction operation elimi-
nates potential security issues caused by classical noise. The
final real-time random number output through the PCIE inter-
face reaches 6 Gbps which is faster than the ever reported 2
Gbps28 scheme based on measuring vacuum fluctuation.
The LO power is assumed to be constant and it is rela-
tively stable in our experiment. But the LO power fluctuation
should be investigated in further research, for the LO power
can be influenced or even controlled by eavesdropper in prac-
tical issues. What’s more, the quantum randomness quantifi-
cation of this work is semi-classical. Since it is a quantum
random number generator, it will be interesting to apply the
fully quantum analysis method52 to quantify the extractable
randomness in the future. Meanwhile, further research can
be done by proposing various defense methods against hacker
attacks, such as real-time min-entropy monitoring, to enhance
the practical security of quantum random number generators.
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