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Résuḿe - Cet article de synth̀ese pŕesente les avancées
réaliśees en France au cours de ces quatre dernières anńees
dans le domaine de l’asservissement visuel.1
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I. I NTRODUCTION
Les premiers travaux en asservissement visuel au sein de
la communaut́e française datent de la fin des années 1980.
Depuis lors, ils n’ont cessé de prendre de l’essor, via des
contributions ḿethodologiques propres ou via l’é argissement
de leur domaine d’application en se confrontant aux autres
domaines de la robotique. Au niveau factuel, depuis le dernier
point fait sur l’asservissement visuel aux JNRR’03, on peut
noter la soutenance d’une quinzaine de th` ses dans le domaine,
la publication d’une centaine d’articles dans les conférences
et revues internationales (dont cet article tente d’en faire la
synth̀ese), la production d’un article de base [12], ainsi que
d’un tutoriel [13], [14], le seul existant jusqu’à pŕesent datant
de 1996. Parmi toutes ces publications, on peut mettre en
exergue [28], prix du meilleur papier 2005 d’ITRO, faisant
suiteà celui d́ejà attribúe en 2002, d́emontrant ainsi l’excellent
niveau des travaux réaliśes en France sur le sujet. Un effort
important de diffusion logicielle áegalement́et́e ŕealiśe via la
mise à disposition de la biblioth̀eque d’asservissement visuel
ViSP [42] et de l’algorithme de suivi ESM [38].
Les contributions ŕecentes touchent̀a tous les domaines de
l’asservissement visuel. Nous décrivons dans un premier temps
celles ayant trait̀a la mod́elisation des informations visuelles
qui sont utiliśees en entrée des lois de commande. Sur ce
point, on peut particulièrement noter les travaux réaliśes pour
prendre en compte de nouveaux capteurs tels les capteurs de
vision omnidirectionnelle, ainsi que les sondeséchographiques
en robotique ḿedicale. La prise en compte de contraintes au
cours d’un asservissement visuel, soit pour réaliser des t̂aches
complexes, soit pour appréhender des environnements de plus
en plus ŕealistes, aégalementét́e largementétudíee. Nous
décrivons en section III les travaux basés sur des techniques de
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commande avancée telles les LMI ou la commande prédictive,
et, en section IV ceux utilisant des techniques de planification
ou de śequencement de tâches. Nous présentons ensuite en
section V les contributions obtenues dans le domaine de
la navigation visuelle en robotique mobile. Celles-ci sont
significatives, en raison notamment des progrès éaliśes dans
le domaine de la vision par ordinateur qui permettentà pŕesent
de consid́erer de manìere fiable et robuste des environnements
d’extérieur. Comme nous le verrons en section VI, le contrˆ le
d’engins volants par asservissement visuel estégalement en
pleine expansion. Nous terminerons enfin en section VII par
la description de travaux plus ponctuels.
II. M ODÉLISATION D’ INFORMATIONS VISUELLES
Le but de ceśetudes est de déterminer des informations
visuelles telles que les lois de commande associées pŕesentent
des propríet́es remarquables. Nous considérons tout d’abord
l s études reposant sur un modèle de projection perspective
classique, puis sur la modélisation de nouveaux capteurs.
A. Projection perspective
1) Asservissement visuel 2D́etendu : Les travaux d́ecrits
dans [59] portent sur l’analyse d’une commande utilisant
comme informations visuelles les coordonnées homog̀enes
de points de l’image expriḿees en pixel multiplíees par la
profondeur du point 3D correspondant, d’où le terme d’asser-
vissement visuel 2D́etendu choisi par les auteurs de [59]. On
rappelle que ces informations visuelles peuventˆ tre obtenues
soit à partir d’un calcul de pose si on dispose d’une caméra
´ talonńee et du mod̀ele 3D de l’objet consid́eŕe, soità partir de
points apparíes sur les images courante et d´ siŕee en remontant
à la structure partielle de l’objet. L’emploi de ces informations
visuelles redondantes aboutità de bonnes propriét́es de la
commande associée telles la possibilité de caract́eriser l’en-
semble de ses minima locaux, la géńeration de trajectoires
atisfaisantes, ainsi que la stabilité asymptotique globale du
syst̀eme sous l’hypoth̀ese de mesures parfaites et sa stabilité
asymptotique locale en présence d’erreurs d’étalonnage.
2) Homographie:De nombreux travaux en asservissement
visuel utilisent l’estimation d’une homographie, soit pour
calculer les informations visuelles comme il est possible de
le faire en asservissement visuel 2D 1/2 ou 2Détendu, soit
pour le suivi visuel de texture plane, ou mê e les deux
simultańement [38]. Il est bien connu que l’extraction de
la pose partielle de la caḿera à partir de l’homographie
donne deux solutions possibles. Bien que de nombreuses
applications aient pûetre ŕealiśees, comme par exemple le
suivi automatique de v́ehicule [6], la double solution issue de
la décomposition peut poser des problèmes, qui peuvent̂etre
contourńes en utilisant la moyenne des deux solutions [66].
Les travaux pŕesent́es dans [7] montrent que la décomposition
n’est m̂eme pas indispensable.
3) Informations visuelles photométriques: Pour limiter au
maximum la phase de traitement d’image, et donc réduire le
risque d’erreur dans le suivi ou la mise en correspondance des
mesures utiliśees pour construire les informations visuelles, il
est possible d’utiliser directement l’intensité lumineuse d’une
zone de l’image. Ainsi, dans [43], une loi de commande est
propośee afin de maximiser le contraste ou l’éclairement d’un
objet dans l’image. Cette commande peut s’appliquer aussi
bien pour ŕegler la pose de la source de lumière que celle de
la caḿera.
4) Mécanismes parallèles: L’analyse de la cińematique
particulìere des robots parallè es a montŕe que l’asservissement
visuel 3D-pose d’un tel type de robot, c’est-à-dire utilisant
comme informations visuelles la pose de l’organe terminal du
robot par rapport̀a la caḿera, est en fait une simple commande
par retour d’́etat non-lińeaire qui ne d́epend aucunement de la
mesure proprioceptive [18]. Une extensionà la dynamique est
en cours [47], baśee notamment sur la mesure simultanée de
la pose 3D et de la vitesse cartésienne de l’organe terminal du
robot par caḿera à exposition śequentielle [1].
Alternativement, la commande des robots parallèles peut se
faire en observant leśeléments cińematiques du robot, ce qui
permet de mesurer la cinématique du robot (plutô que de
l’estimer par mod̀ele) et de ŕeduire ainsi le jeu de paramètres
géoḿetriques ńecessaires̀a la commande. Cette approche a
ét́e valid́ee exṕerimentalement sur la plateforme de Gough-
Stewart [4] et sur la famille I4R/Par4 [19].
B. Nouveaux capteurs
1) Asservissement visuel omnidirectionnel:La vision omni-
directionnelle a connu un essor important ces dernières anńees
au sein de la communauté de vision par ordinateur. Il est
donc naturel que la communauté en asservissement visuel
s’y soit également int́eresśee, notamment pour profiter du
champ de vision panoramique qu’elle fournit, particulièrement
intéressant pour la navigation d’un robot mobile.
Sur la base d’un mod̀ele de projection sph́erique unifiant les
capteurs de vision omnidirectionnellèa centre de projection
unique et les caḿeras classiques régies par une projection
perspective, des asservissements visuels valables pour tous ces
capteurs ont́et́e propośes. L’image de droites est considéŕee
dans [32] et une homographie dans [31], amenant alorsà de
bonnes propríet́es de d́ecouplage. Ces résultats ont́et́e valid́es
avec un capteur omnidirectionnel sur un robot manipulateurà
six degŕes de libert́e et sur un robot mobile. Dans ce dernier
cas, les lois de commande ontét́e construites en considérant les
contraintes de non-holonomie [30]. La commande d’un robot
parall̀ele (plateforme de Gough) par vision omnidirectionnelle
a également́et́e ŕecemment ŕealiśee [63].
Le mod̀ele de projection sph́erique pŕesente également
de bonnes propriét́es pour d́eterminer des informations vi-
suelles optimales. Par exemple, des informations visuelles
caract́erisant l’image d’une sph̀ere, proportionnelles aux co-
ordonńees du centre de la sphère, peuvent̂etre obtenues assez
aiśement gr̂ace à ce mod̀ele [64]. Il en ŕesulte une loi de
commande dont le seul paramètre inconnu est le rayon de
la sph̀ere et il est possible d’assurer la stabilité asymptotique
globale du syst̀eme quelle que soit la valeur choisie pour
c rayon. Pour les capteurs catadioptriques disposant d’une
zone morte, une variante aux informations initiales peutêtre
choisie afin d’́eviter autant que possible de traverser cette zone
morte [65].
2) Lumìere structuŕee: L’emploi de lumìeres structuŕees
n’avait pas fait l’objet d’́etudes depuis de nombreuses
anńees. Elles simplifient pourtant sensiblement les traitements
d’images et permettent d’appréhender des objets non struc-
turés et non texturés. Dans le cas où la grille projet́ee est
rigidement líee à l’objet d’intér̂et, les techniques classiques
peuvent s’appliquer directement. Par contre, si les sources
lumineuses sont liéesà la caḿera, la phase de modélisation
doit être revue entièrement. Unéetude aét́e effectúee dans
ce sens dans [49] pour determiner le motif de lumière et les
informations visuelles associées ŕealisant au mieux la liaison
classique plan sur plan.
3) Asservissement visuel´ chographique:Le travail d́ecrit
dans [67] concerne la conception et la commande d’un système
robotique permettant de guider un instrumentà partir d’images
échographiques ainsi que son application pour de la chirurgie
intracardiaquèa cœur battant. Les informations visuelles uti-
lisées sont composées de l’intersection entre l’instrument et
le plan échographique, dont il a fallu déterminer la matrice
d’interaction. La difficult́e particulìere est que le modèle utiliśe
est corrompu par des incertitudes sur les paramètres estiḿes. Il
est donc ńecessaire de mettre en œuvre, au niveau de l’analyse
et de la synth̀ese, des ḿethodes avancées pour garantir la
robustesse en boucle fermée : ḿethode indirecte de Lyapunov
et adaptation en ligne des gains. Le système propośe a ét́e
validé par des exṕeriences in vitro et in vivo sur animaux.
Signalons que les techniques de commande prédictive peuvent
être utiliśees pour assurer que l’instrument reste visible dans
le plan de coupe [56].
Une autreétude dans le domaine de l’utilisation d’images
échographiques a porté sur l’utilisation de l’asservissement vi-
suel pouŕetalonner les param̀etres intrins̀eques et extrins̀eques
d’une sonde embarquée [33]. Apr̀es étalonnage, il est en
effet possible de superposer les différents plans de coupe
pour obtenir une reconstruction de la zone observé par la
sonde. L’asservissement visuel aét́e utilisé pour positionner
la sondeà des configurations particulières par rapport̀a une
mire d’étalonnage.
Par ailleurs, des travaux très novateurs sont actuellement
en cours sur l’utilisation du speckle contenu dans les images
échographiques pour contrôler localement la pose de la
sonde [34].
III. C OMMANDE
A. Commande sans prise en compte de contraintes
De nombreux travaux sur le développement de nouvelles
lois de commande ont́egalementét́e ŕealiśes. Pour celles
utilisant en entŕee des informations visuelles redondantes
proches des mesures effectuées, telles des coordonnées de
points, on peut tout d’abord signaler [16] qui permet de rejeter
des informations visuelles aberrantes duesà des erreurs de
traitement d’image. Le principe consisteà associer un poids
à chaque information visuelle. Ce poids, reflétant la confiance
en la mesure associée, peutêtre calcuĺe automatiquement en
utilisant les techniques statistiques robustesà base de M-
estimateur.
Dans le m̂eme ordre d’id́ee, pour assurer la continuité de
la loi de commande lorsque des informations visuelles dispa-
raissent ou apparaissent (et sous hypothèse qu’un nombre suf-
fisant reste visible), il est possible d’introduire une pondération
sur chaque information visuelle, cette pondérationétant alors
une fonction d́ecroissante de la distance de la primitive visuelle
au centre de l’image [27].
Le probl̀eme majeur des lois de commande classiques
utilisées en asservissement visuel 2D sur des informations
visuelles redondantes de type point porte sur les trajectoir s
réaliśees pour de grands déplacements̀a effectuer. En effet,
ces lois de commande ne sont valables que localement. Il
est montŕe dans [37] que des techniques de commande ins-
pirées des ḿethodes d’optimisation ESM (Efficient Second-
order Method) permettent de rem´ dier en bonne partièa ce
probl̀eme. En pratique, elles consistentà utiliser la moyenne
des matrices d’interaction calculées pour la configuration
courante et celle d́esiŕee.
B. Commande par LMI
Comme cela avait d́ejà ét́e souligńe en 2003, les tech-
niques de commande utilisées en asservissement visuel ont
continúe à progresser et̀a se ǵeńeraliser à des techniques
non linéaires plus complexes, capables notamment de prendre
en compte des contraintes au niveau de l’asservissement.
Dans ce domaine, des avancées concernant l’analyse et la
synth̀ese multicrit̀eres de lois de commande par la théorie
de Lyapunov et l’optimisation convexe sous contraintes LMI
(Inégalit́es Lińeaires Matricielles) ont́et́e obtenues. Ainsi, le
probl̀eme d’asservissement visuel (3D ou 2D) sous contraintes
(visibilit é, saturation des actionneurs, contraintes 3D, etc.)
peut être ŕesolu de cette manière [20], [62] et formaliśe
comme la stabilisation d’un système non lińeaire rationnel
sous des contraintes rationnelles, ce qui permet de ré ui e le
conservatisme habituel de ces approches [21].
C. Commande prédictive
Une autre approche pour prendre en compte des contraintes
au niveau de l’asservissement visuel consisteà utiliser les
techniques de commande prédictive non lińeaire. Dans cette
approche, les objectifs sont exprimés sous la forme d’un
probl̀eme d’optimisation non lińeaire dont la ŕesolution fournit
une planification implicite et optimale de trajectoire sous
contraintes. De plus, le modèle non lińeaire complet du
syst̀eme est consid́eŕe. La lińearisation locale via la ma-
trice d’interaction n’est donc plus nécessaire, ce qui permet
d’améliorer le comportement du système. Diff́erentes appli-
cations ont ét́e ŕealiśees sur des bras manipulateurs [55]
et sur des robots mobiles, notamment pour la stabilisation
en une image d́esiŕee [2], ainsi que pour du guidage sous
échographie [56]. Dans tous les cas, l’étude de la stabilité
reste un probl̀eme ouvert. Le temps de calcul pour résoudre le
probl̀eme d’optimisation NL, qui doit̂etre effectúe à chaque
itération de la loi de commande, est parfois aussi une li-
mitation à l’utilisation de cette approche. Il est cependant
montŕe dans [3] que l’utilisation de la propriét́e de platitude
diff érentielle du système permet de diviser par deux le temps
de calcul dans le cas d’un robot mobile.
La commande prédictive peutégalement̂etre utiliśee pour
des t̂aches de poursuite d’un objet en mouvement. Ainsi,
un mod̀ele pŕedictif du mouvement du cœur a-t-ilét́e utilisé
dans [28] pour ŕeduire l’erreur de suivi du ṕericarde en
chirurgie à cœur battant. L’objectif de ces travaux viseà
réaliser des interventions en laissant le cœur battre librement.
Le robot est alors utiliśe pour suivre de manière synchrone
les mouvements du coeur dans le but d’annuler le déplacement
relatif entre l’outil de chirurgie et la zone du péricardèa traiter.
De cette manìere, le chirurgien a l’impression d’opérer un
cœur arr̂et́e. Ces travaux ont́et́e valid́es par des exṕeriences
réaliśees sur animaux avec un système robotique controlé par
asservissement visuelà 500 Hz.
D. Couplage vision/force
Il existe deux façons classiques pour réaliser le couplage
vision/force : la ḿethode par imṕedance et la ḿethode dite hy-
bride. Il aét́e montŕe dans [46] que la ḿethode par imṕedance
peut pŕesenter des minima locaux et que la méthode hybride
requiert un mod̀ele tr̀es pŕecis de la t̂ache. Pour circonvenir
ces difficult́es, une nouvelle ḿethode dite hybride externe a
ét́e propośee. L’asservissement visuel y est placé à l’intérieur
d’une commande en effort externe, de manière híerarchique.
Le couplage est ainsi fait dans l’espace capteur : la trajectoir
de ŕeférence ǵeńeŕee par asservissement visuel est modifiée par
la commande en effort. Cette méthode aét́e appliqúee pour
l’exécution de t̂aches de robotique de service telles l’ouverture
de porte et de tiroir [50].
IV. PLANIFICATION ET SÉQUENCEMENT DE T̂ACHES
La planification hors ligne de trajectoire est une approche
connue pour pallier aux problèmes des commandes clas-
siques lors de grands déplacements̀a ŕealiser et pour pouvoir
consid́erer des contraintes. Dans ce domaine, deux algo-
rithmes, baśes sur les coordonnées 2Détendues et fournissant
une solution analytique, ont́et́e propośes ŕecemment. Les
trajectoireśetant planifíees en coordonnées 2Détendues, elles
peuventêtre inject́eesà tout asservissement visuel chargé de
suivre ces trajectoires. La première ḿethode imposèa un point
image śelectionńe de se d́eplacer en ligne droite, en faisant
varier la distance entre caméra et objet pour assurer´ galement
la visibilité de tous les autres points images [58]. La seconde
méthode cherchèa d́eplacer en ligne droite le centre de la
caḿera, en admettant d’éventuelsécarts locaux pour assurer
la visibilité [57].
L’utilisation du formalisme de la redondance est une autre
approche classique pour prendre en compte des contraintes.
Dans cette approche, celles-ci sont assurées, autant que faire
se peut, par les mouvements disponibles ne modifiant pas
l’ évolution de la t̂ache visuelle principale. Ceci s’avère être
parfois trop contraignant et il est possible d’élargir sensi-
blement l’ensemble des mouvements permis en considérant
tous ceux qui font diminuer la norme de la tˆ che principale,
conservant ainsi sa stabilité [39].
Il n’empêche que des degrés de libert́e doivent être dis-
ponibles pour pouvoir respecter les contraintes, ce qui n’est
pas toujours possible. Il est alors nécessaire de modéliser
et de śequencer plusieurs tâches qui seront activées ou
désactiv́ees en fonction deśevénements se produisant, et donc
des contraintes̀a assurer. C’est ce principe qui aét́e utilisé
dans [25] afin de faire naviguer un robot mobile tout enévitant
des obstacles et des occultationséventuels. Dans certains cas
cependant, il n’est pas possible d’éviter toute occultation tout
en naviguant vers le but et eńevitant simultańement les
obstacles. C’est pourquoi ces travaux ontét́e aḿeliorés afin de
laisser les occultations se produire si cela est n´ cessaire au bon
déroulement de la mission. Pour cela, plusieurs méthodes ont
ét́e propośees pour pŕedire la position des mesures visuelles
lorsque celles-ci sont momentanément indisponibles [26].
Plutôt que d’imposer a priori le séquencement̀a effectuer,
ce qui peut s’av́erer probĺematique pour des applications
complexes, il est possible de s´ lectionner automatiquement les
tâches et contraintes̀a activer ouà d́esactiver au cours de la
réalisation de la mission. On se ramène alors̀a un probl̀eme de
gestion de pile de tâches [40]. Cette approche aét́e ŕecemment
appliqúee sur un robot humanoı̈de afin de ŕealiser la saisie
d’une balle en mouvement au cours de la marche tout en
conservant l’́equilibre et eńevitant les but́ees du bras [41].
V. ROBOTS MOBILES
A. Fonctions transverses
Pour les robots non-holonomes, il est bien connu que la
stabilisation de la pose complète du robot ne peut paŝetre
résolue de manière ǵeńerique à l’aide de commandes par
retour d’́etat classiques. L’utilisation de retours d’état tr̀es non-
linéaires pose alors des problèmes difficiles de robustesse, en
particulier vis-̀a-vis d’erreurs d’estimation de la pose. Dans
[5], le suivi d’une cible mobile omnidirectionnelle par un robot
de type unicycle muni d’une caḿera embarqúee est trait́e,
via l’approche de commande par fonctions transverses. Un
mod̀ele pŕecis de la cible et des paramètres intrins̀eques de la
caḿera permet une reconstruction fine de la pose, et conduità
de bonnes performances du schéma de commande. Le mê e
probl̀eme aét́e reconsid́eŕe dans [44] sous l’angle de la robus-
tesse des schémas de commande vis-à-vis d’erreurs de mod̀ele
de l’ensemble capteur/cible. Ce travail a montré qu’̀a partir
’un mod̀ele tr̀es grossier, il est toujours possible de garantir
de bonnes propriét́es de bornitude de l’erreur de suivi, mais il
montre aussi une dégradation des performances pour certaines
trajectoires de ŕeférence, qui se traduit par l’apparition de
mouvements parasites autour du point de fonctionnement. Au
vu de ces ŕesultats pŕeliminaires, il apparâıt que l’étude de
l’asservissement visuel pour des systèmes tr̀es non-lińeaires
mérite d’̂etre approfondie.
B. Navigation par localisation 3D
Des travaux tr̀es fructueux ont́et́e ŕealiśes ces dernières
anńees dans le domaine de la navigation de robot mobile en
milieu urbain. Dans [54], la trajectoirèa suivre est donńee au
robot suiteà une phase d’apprentissage. Pendant cette phase
d’apprentissage, la caḿera embarqúee enregistre une vidéo à
partir de laquelle une carte de l’environnement est construite.
Cette carte, obtenue par un algorithme de reconstruction 3D
baśe sur la mise en correspondance de points d’intér̂et, est
un mod̀ele 3D de la sc̀ene observ́ee constitúe d’un nuage de
points. Au cours de la navigation, les images prises par la
caḿera permettent de localiser le robot au voisinage de la
trajectoire de ŕeférence. Cette localisation consisteà mettre
en correspondance des points d’intér̂et d́etect́es sur l’image
courante avec le modèle 3D de la sc̀ene, ce qui permet d’en
déduire la pose de la caméra et donc du robot. La pose est
ensuite utiliśee pour commander le robot et faire en sorte qu’il
uive de façon autonome le mê e parcours que durant la phase
d’apprentissage ou un parcours lég̀erement diff́erent.
C. Navigation par ḿemoire visuelle
Le même type d’application, reposantégalement sur une
phase d’apprentissage, áet́e trait́e dans [52] et [8]. La
diff érence principale porte sur le fait qu’une reconstruc-
tion globale de l’environnement n’est pas indispensable pour
réaliser la navigation, mais que des reconstructions locales
suffisent entre les différentes images clés repŕesentant le
cheminà parcourir. Une autre différence importante porte sur
les lois de commande utilisées. Dans [52], on ne cherche pasà
suivre pŕeciśement une trajectoire planifiée, mais̀a progresser
le long du couloir de navigation. En termes d’asservissement
visuel, cela revient̀a ce que les informations visuelles restent
au sein d’un intervalle, au lieu qu’elles atteignent des valeurs
sṕecifiques. L’application de cette approche pour la navigation
d’un Cycab est d́ecrite dans [23] et pour un robot mobile
d’intérieur dans [8]. Initíee avec une caḿera conventionelle,
cette approche áet́e ŕecemment ǵeńeraliśee à toutes les
caḿerasà point central unique [17].
VI. ROBOTS VOLANTS
La commande par asservissement visuel d’engins volants a
connu elle aussi un essor très important ces dernières anńees.
Les premiers travaux que l’on peut signaler portent sur les
dirigeables pour lesquels des asservissements visuels ontét́e
dévelopṕes pour la stabilisation en un point fixe, l’atterrissage
automatique, ainsi que le suivi de structures linéiques (routes,
rivi ères, ligneśelectriques,...) [61], [53].
Pour la commande d’h́elicopt̀eres, autre type de systèmes
sous-actionńes, les premières contributions portent logique-
ment sur des asservissements visuels 3D utilisant la vision
pour estimer la pose du drone [48]. Coté asservissement visuel
2D, des lois de commande cinématiques ont tout d’abord́et́e
propośees [9]. Elles reposent sur la mesure du centre de gravité
d’une cible apr̀es projection sph́erique, ce qui permet d’avoir
des informations visuelles disposant de la propriét́e de passi-
vité structurelle. Une commande dynamique a´ galement́et́e
récemment proposée [29]. Dans ce type de loi de commande,
la mesure de la vitesse de translation de la camér est supposée
connue. Il est d́emontŕe dans [35] que, si on suppose que la
cible observ́ee est plane, alors, en combinant la vitesse d’un
point dans l’image et les mesures fournies par les gyromètres,
il est possible d’estimer la vitesse de la caméra à un facteur
d’échelle pr̀es. Une nouvelle stratégie de contr̂ole adaptatif
a ensuiteét́e d́evelopṕee et exṕeriment́ee sur un drone. Le
principal inconv́enient de cette première ḿethode ŕeside dans
la non observabilit́e de certains param̀etres rendant obligatoire
une mesure de la vitesse d’un point dans l’image, très d́egrad́ee
en pratique avec les capteurs utilisés. Une seconde approche
a alors ét́e exploŕee [36] pour se ramener̀a un syst̀eme
entìerement observablèa partir des simples mesures des amers
visuels. Pour cela, la taille de la cible observ´ e par la caḿera
a ét́e utilisée.
Par ailleurs, la relation entre le sous actionnement et l’ana-
lyse des conditions de visibilité d’une cible est un problème
très int́eressant pour toute réalisation pratique d’un asservis-
sement visuel sur un drone. Pour ce problème, une première
approche de contrôle, baśee sur les techniques de commande
par petits gains et utilisant l’homographie comme information
visuelle, aét́e étudíee dans [45].
Enfin, desétudes sont́egalement en cours pour réaliser
l’atterrissage automatique d’avions. La stratégie propośee
dans [10] consistèa planifier une trajectoire compatible avec
la dynamique de l’avion permettant de rejoindre la trajectoire
nominale d’atterrissage, puis̀a suivre cette trajectoire en
utilisant des lois de commande d´ coupĺees pour les contrôles
latéral et longitudinal en utilisant des informations visuelles
extraites de la piste d’atterrissage.
VII. A UTRES APPLICATIONS
Des progr̀es importants ont́egalementét́e ŕealiśes dans
le domaine du traitement d’images pour suivre des objets
de forme ou de texture complexes. Outre le suivi de points
d’intér̂et d́ejà évoqúe, on peut notamment citer le suivi de
surface planaire texturée [38] à partir duquel il est possible
d’estimer la pose du robot et la structure de la scène. On
peut alors concevoir des approches d’asservissement visuel
qui ne ńecessitent pas une image de réfé ence pour sṕecifier
une positioǹa atteindre [60]. Des techniques de reconstruction
locale peuvent́egalementêtre utiliśees pour se positionner
par rapportà des objets non polyédriques [15]. Enfin, des
techniques de suivi 3D combinant des mesures de type contour
et texture ont́et́e d́evelopṕees, permettant d’appréhender des
objets 3D complexes [51]. Des applications d’envergure, autres
que celles d́ejà cit́ees, sont donc̀a pŕesent consid́eŕees, telles
la manipulation d’objets en environnement spatial [22], l’aide
aux personnes handicapées pour la d́etection et la saisie d’ob-
jets [24], ou la reconstruction 3D d’objets rigides naturels dans
les fonds marins par des techniques de perception active [11].
Dans un proche avenir, les techniques d’asservissement visuel
seront également utiliśees pour des applications de micro-
manipulation et de micro-assemblage.
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[2] G. Allibert, E. Courtial, Y. Touŕe, “Visual predictive control”,IFAC
Workshop on Nonlinear Predictive Control for Fast Systems, Grenoble,
octobre 2006.
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