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CASINet: Content-Adaptive Scale Interaction
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Abstract—Objects at different spatial positions in an image
exhibit different scales. Adaptive receptive fields are expected to
capture suitable ranges of context for accurate pixel level seman-
tic prediction. Recently, atrous convolution with different dilation
rates has been used to generate features of multi-scales through
several branches which are then fused for prediction. However,
there is a lack of explicit interaction among the branches of
different scales to adaptively make full use of the contexts. In this
paper, we propose a Content-Adaptive Scale Interaction Network
(CASINet) to exploit the multi-scale features for scene parsing.
We build CASINet based on the classic Atrous Spatial Pyramid
Pooling (ASPP) module, followed by a proposed contextual scale
interaction (CSI) module, and a scale adaptation (SA) module.
Specifically, in the CSI module, for each spatial position of some
scale, instead of being limited by a fixed set of convolutional
filters that are shared across different spatial positions for feature
learning, we promote the adaptivity of the convolutional filters
to spatial positions. We achieve this by the context interaction
among the features of different scales. The SA module explicitly
and softly selects the suitable scale for each spatial position and
each channel. Ablation studies demonstrate the effectiveness of
the proposed modules. We achieve state-of-the-art performance
on three scene parsing benchmarks Cityscapes, ADE20K and
LIP.
Index Terms—scene parsing, multi-scale information, contex-
tual scale interaction, scale adaptation.
I. INTRODUCTION
Scene parsing or semantic segmentation is a fundamental
and challenging task. The purpose is to predict the semantics
of each pixel including stuffs (e.g. sky, road) and objects
(e.g. person, car). This task has recently attracted remarkable
attention for both images [1]–[3] and video [4], [5], and has
benefited many important applications in computer vision,
such as autonomous driving [6], robot sensing [7], [8], and
image editing/captioning [9], [10].
With the development of the Fully Convolutional Net-
work (FCN) [11], semantic image segmentation has achieved
promising results with significantly improved feature repre-
sentation. However, as shown in Figure 1, objects within
a picture are typically diverse on scales. The CNNs with
standard convolutions can not handle diverse scales due to
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Fig. 1. Example of the scale variations of objects in a street scene. The same
category of objects, such as cars, may vary largely in scale. Each pixel needs
a suitable size receptive field to catch the best context.
fixed receptive fields. Objects that are larger than the recep-
tive fields often have inconsistent parsing prediction while
objects that are smaller than the receptive fields are often
ignored/mislabeled [12].
To deal with scale diversity, multi-scale context fusion
schemes have been proposed [13]–[15]. The early representa-
tive work is the pyramid pooling module (PPM) in PSPNet
[13], which pools the feature map at multiple rates and
multiple effective field-of-views, capturing objects at multiple
scales [16]. Atrous spatial pyramid pooling (ASPP) [14], [15]
modules use atrous/dilated convolutions [17] to effectively
enlarge the field of view of filters to have multi-scale features.
Atrous/Dilated convolutions with different atrous rates lead
to different receptive field sizes in generating features. All
the above approaches concatenate these features followed by
convolution operations to exploit multi-scale contexts. To some
extent, these convolution filters promote the interactions and
selections among features of different scales. However, after
training, the filter weights are fixed and thus the interaction
and selection are not highly content adaptive and flexible. For
different spatial positions, the object/stuff categories and scales
are different. The feature interaction among scales for ex-
ploiting contextual features of different scales should be more
content adaptive rather than position invariant. Moreover, for
each scale, the convolutional filters are shared across different
spatial positions. Ideally, the weights of the filters should adapt
to the varied contents on different spatial positions.
To address the above problems, we propose a Content-
Adaptive Scale Interaction Network (CASINet) to adaptively
exploit multi-scale features for scene parsing. Figure 2 shows
the overall flowchart of our framework. We build our frame-
work on top of the classic Atrous Spatial Pyramid Pooling
(ASPP) module, which provides K (K = 5 in our design)
feature maps, with each obtained from the filtering by a set
of fixed size convolutional filters.
First, we design a contextual scale interaction (CSI) module
for feature refinement, which intends to have adaptive filters
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Fig. 2. An overview of the Content-Adaptive Scale Interaction Network (CASINet). We build it based on the classic Atrous Spatial Pyramid Pooling (ASPP)
[16], followed by the proposed Contextual Scale Interaction (CSI) module, and the Scale Adaptation (SA) module. The CSI module mimics the function of
spatial adaptive filtering for better feature learning/refinement. The SA module adaptively combines/fuses the features of different scales for objects/stuffs of
different sizes. The fused feature is fed to a convolution layer followed by SoftMax for prediction. Note d denotes the dilation rate of the atrous convolution.
Fig. 3. Illustration of the generation of a new filter from three filters by
combing them with weights of e.g. 0.5, 0.3, 0.2.
for features at each scale. As illustrated in Figure 3, by
weighted combining several (e.g., three) filters of different
sizes/dilation rates, we can have a new filter, where the com-
bination weights control the shape of the filter. Motivated by
this, since the features of different scales are obtained by using
corresponding filters of different sizes, we can re-generate a
refined feature by weighted combining the multi-scale features
to mimic the use of adaptive filters for each spatial position
of each scale. Intuitively, the combination could consider
the correlations among the responses of different filters to
downplay the features from weakly correlated scales. We
achieve this goal by leveraging the non-local operations [18]
across the K scales of features. For the feature of a scale
at a spatial position, we compute the refined response as a
weighted sum of the features at all the scales of the same
spatial position. For different spatial positions, the combination
weights are different to be content adaptive. Note that even
though the filter kernel weights also aim at capturing the varied
correlations within a receptive field, since the filter kernel
weights are shared across the different spatial positions of an
image, they cannot meet the varied requirements of different
spatial positions. Second, we design a spatial and channel
adaptive scale adaptation (SA) module to adaptively combine
the appropriate features of different scales for objects/stuffs of
different sizes. For each spatial position, we simultaneously
learn scale and channel attention.
Our main contributions are summarized as follows:
• We propose a simple yet effective content-adaptive scale
interaction network (CASINet) to efficiently exploit the
multi-scale features for scene parsing. This can mimic
spatial adaptive filtering for each branch/scale for feature
refinement.
• We propose a contextual scale interaction (CSI) module
which enables the function of spatial adaptive filtering
for better feature learning, by leveraging the scale context
interaction. In addition, we propose a scale adaptation (SA)
module that facilitates the appropriate scale selection and
combination adapted to spatial positions and channels.
We validate the effectiveness of the proposed modules
through the ablation studies. We achieve state-of-the-art results
on three scene parsing benchmarks including Cityscapes [19],
ADE20K [20], and LIP datasets [21].
II. RELATED WORK
Multi-Scale Feature Exploration. Scene parsing has
achieved great progress with the development of Fully Convo-
lutional Networks (FCNs) [11]. To alleviate the local receptive
field (RF) issue of convolution operations in FCNs, several
network variants are proposed to generate and aggregate multi-
scale features. Motivated by the spatial pyramid matching
[22], PSPNet [13], Deeplabv2 [14], and Deeplabv3 [16] are
proposed to concatenate features of multiple receptive field
sizes together for the semantics prediction. PSPNet [13] em-
ploys four spatial pyramid pooling (down-sampling) layers in
parallel, named pyramid pooling module (PPM), to aggregate
information from multiple receptive field sizes. Deeplabv2 [14]
and Deeplabv3 [16] both adopt atrous spatial pyramid pooling
(ASPP) to concatenate features from multiple atrous convo-
lution layers with different dilation rates arranged in parallel.
Considering the simple structure yet superior performance of
ASPP [14], [16], our design follows the multi-branch structure
as used in ASPP.
Besides the above popular multi-branch structures, there
are some other works that exploit spatial contexts to achieve
the effect of different receptive field sizes. Peng et al.
[23] enlarge the kernel size with a decomposed structure for
global convolution. Zhang et al. [12] propose a scale-adaptive
convolution to acquire flexible-size receptive fields by adding a
scale regression layer. Lin, et al. [24], [25] utilize the encoder-
decoder structure to fuse middle-level and high-level features.
DAG-RNN [26] employs a recurrent neural network to capture
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the contextual dependencies over local features. EncNet [27]
introduces a global encoding layer to learn whether some
category of object/stuff exists and uses this as channel attention
over the score maps.
However, for the set of works [13], [14], [16], there is
a lack of explicit content adaptive interaction among the
features of different scales. Moreover, for each scale, the set
of filters is fixed and invariant to different spatial positions.
Intuitively, since the correlations vary for different distances
and contents, flexible filters are desired. Even though the filter
kernel weights also aim at reflecting such varying correlations,
the filter kernel weights are shared across different spatial
positions and thus cannot meet the varied requirements of
the different spatial positions. In contrast, our contextual scale
interaction (CSI) module achieves this by adaptively adjusting
the combination weights of the responses of the filters of
different scales, by exploiting the correlations among the
responses.
Non-Local Mean. Non-local mean has proven effective for
many tasks, such as image denoising [28], [29], and texture
synthesis [30]. It calculates the pixel/feature value at one
position as a weighted sum of all positions to exploit the spatial
context. For the convolutional neural networks, Wang et al.
design a module of non-local block which enables the feature
refinement by exploiting the long-range spatial or spatio-
temporal contexts [18]. Fu et al. [31] and Yuan et al. [32] adopt
the non-local block for the spatial information interaction for
scene parsing. Fu et al. [31] extend the non-local operation
to channels which enables the channel information interaction
[31].
In this paper, based on the ASPP [14], [16] multi-branch
framework, we enable the function of spatial adaptive filter-
ing for better feature learning by adaptively combining the
responses of filters of different sizes/dilation rates. Since the
combination is expected to leverage the correlations of the
contents, we propose to achieve this through the non-local
operations among features of different scales. Moreover, we
leverage the scale prior, i.e., scale/branch index, as part of the
features for better determining the combination weights for
the target scale.
Attention. Attention that aims to enhance the important fea-
tures and suppress the irrelevant features is widely used in
many tasks [33]–[38]. Hu et al. [38] introduce a channel-wise
attention mechanism through a squeeze-and-excitation (SE)
block to modulate the channel-wise feature responses for im-
age classification. For scene parsing, an attention mechanism
is proposed that learns to weight the multi-scale features at
each pixel location on the score maps [39]–[41]. For a spatial
position at a scale, each attention weight is shared across
all channels. Weights are normalized by SoftMax/Gumbel
Softmax across scales [39], [41].
Our scale adaptation (SA) can be viewed as an attention
across scales, but it is different from previous works in two
aspects. First, we relax the sum 1 constraint (across the scales)
over the attention weights. Such constraint is not well aligned
with the content based adaptation motivation, as it assumes
spatial uniformity and thus makes it hard to adjust the energy
for different spatial positions. In contrast, the sum of our
attentions of the five scales is allowed to vary over spatial
positions, and is more spatially adaptive. Second, we extend
the attention to be both channel and spatially adaptive to
enable the network to flexibly select/combine the appropriate
scales.
III. PROPOSED CASINET
We propose a Content-Adaptive Scale Interaction Network
(CASINet) to efficiently exploit the multi-scale features for
scene parsing. In considering the simple structure yet su-
perior performance of ASPP [14], [16], our design follows
the multi-branch structure as ASPP. Figure 2 illustrates the
overall framework. For a given input image, the ASPP module
generates multi-scale features (e.g. K = 5 scales) from the
feature map extracted by a backbone FCN. For the multi-
scale features, the proposed contextual scale interaction (CSI)
module (see subsection III-A) enables spatial adaptive filtering
for better feature learning/refinement. Over the refined multi-
scale features, the proposed scale adaptation (SA) module
(see subsection III-B) adaptively determines suitable scales for
channels and spatial positions to fuse the multi-scale features.
The fused feature is fed to a convolution layer followed by
SoftMax for prediction. Note that the entire network is end-
to-end trained.
A. Contextual Scale Interaction (CSI) Module
Objects within an image typically have different sizes. Mul-
tiple branch structures like that in ASPP [14], [16] are usually
used to learn features using filters of different sizes/dilation
rates in order to adapt to the scales. Intuitively, for each scale,
since the spatial contents vary, a set of fixed filters is not
flexible enough to adapt to the variations over different spatial
positions. Thus, spatial adaptive filters are desired.
We intend to design a module which can mimic the func-
tion of spatial adaptive filtering to adapt to varied contents.
Mathematically, we can represent the response y(i,j) of a new
filter at spatial position (i,j) by weighted combining K filters
as
y(i,j) = σ
(( K∑
m=1
c(i,j)m Wm
)
z(i,j)
)
, (1)
where c(i,j)m denotes the combination weights of the K filters,
with the mth filter matrix represented by Wm, to have a new
position adaptive filter
∑K
m=1 c
(i,j)
m Wm for spatial position (i,
j). z(i,j) denotes the input feature around the position (i, j).
σ(·) denotes the activation function. We approximate this by
weighted combing the K scale features x(i,j)m ,m = 1, · · · ,K,
which are obtained from filtering operations with different
filter sizes, as
y(i,j) = σ
(( K∑
m=1
c(i,j)m Wm
)
z(i,j)
)
≈
K∑
m=1
c˜(i,j)m σ
(
Wmz
(i,j)
)
=
K∑
m=1
c˜(i,j)m x
(i,j)
m ,
(2)
In our work, we achieve this by simply enabling the
interaction among the multi-scale features and weighted com-
bining them. Like non-local operation [18], we model the
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Fig. 4. Illustration of different non-local methods. Each cube shows a feature
map tensor, with C denoting the number of channels, H and W as the height
and width. (a) Spatial-wise non-local operation [31], [32]. (b) Channel-wise
non-local operation [31]. (c) Proposed scale-wise non-local operation in our
CSI module for contextual scale interaction. Scale1 ∼ 3 denote different
feature tensors corresponding to different scales/receptive fields.
combination weight by the relation/affinity of the features
in an embeded space. Different from previous works which
apply non-local operations on spatial (see Figure 4(a)) or
channel (see Figure 4(b)), we take it as a tool to achieve scale-
wise interaction which enables the spatial adaptive feature
combinations across scales, for features of each scale.
Figure 5 illustrates the procedure. Given five (K = 5) in-
termediate feature maps (tensors) {X1, X2, X3, X4, X5} from
five branches of ASPP with each Xk ∈ RH×W×C of width
W , height H , and C channels. For each spatial position (i, j),
the information interaction is performed across the five scales
with each scale being a feature node. The five feature nodes
are represented as x(i,j)k ∈ RC , where k = 1, 2, 3, 4, 5. Then
non-local operations are performed for the five features. For
the feature of scale k, it is calculated as a weighted average
of all the scales as
x˜
(i,j)
k =
1
C(x(i,j))
K∑
m=1
r
(i,j)
k,m x
(i,j)
m , (3)
where c˜(i,j)k,m = r
(i,j)
k,m /C(x(i,j)) denotes the connecting weight
in terms of the pairwise affinity, between features x(i,j)m (of the
source scale m) and x(i,j)k (of the target scale k), C(x(i,j)) =∑K
m=1 rk,m. Here r
(i,j)
k,m is obtained by
r
(i,j)
k,m = f(x
(i,j)
k , k,x
(i,j)
m ,m)=e
θk(x
(i,j)
k ,k)
Tφm(x
(i,j)
m ,m), (4)
where θk(x
(i,j)
k , k), φm(x
(i,j)
m ,m) represent two individual
embedding functions implemented by two 1 × 1 convolu-
tional layers followed by batch normalization (BN) and ReLU
activation. For each spatial position (i, j), from r(i,j)k,m with
k,m ∈ {1, · · · ,K}, we can obtain an affinity matrix G(i,j) of
K ×K for guiding the interaction. It is worth noting that we
embed the prior information of scale index k to better learn
the affinity among features of various scales.
Then, we obtain five refined feature maps (tensors),
{Xˆ1, · · · , Xˆ5} ∈ RH×W×C .
Fig. 5. Illustration of the Contextual Scale Interaction (CSI) module through
scale-aware non-local operations across scales. For example, we refine the
feature of scale 3 at spatial position (i, j) by weighted averaging the features
of all the five scales (context) at position (i, j) (best viewed in color).
Discussion: Along with the use of non-local blocks [18]
to exploit the long-range spatial or spatio-temporal contexts
for feature refinement, the variants of non-local idea in scene
parsing [31], [32], [42] tend to refine the feature at one spa-
tial/channel position as a weighted sum of all (spatial/channel)
positions within a feature tensor. In contrast, our CSI module
exploits the features at the same spatial positions but across
different scales to achieve the adaptive information interaction
across scales. Figure 4 illustrate the (a) spatial-wise, (b)
channel-wise, and (c) our scale-wise non-local operations,
respectively. To our best knowledge, CSI is the first to exploit
the scale contextual information to enable the position adaptive
interactions among scales. We will validate that our CSI
module is complementary to the function of previous non-
local operations in the experiment section.
B. Scale Adaptation (SA) Module
We propose a spatial and channel adaptive scale adap-
tation (SA) module. This enables the adaptive selection of
the appropriate receptive fields/scales for different size ob-
jects/stuffs. As illustrated in Figure 6, the refined feature maps
(of {Xˆ1, Xˆ2, Xˆ3, Xˆ4, Xˆ5} with Xˆk ∈ RH×W×C of width W ,
height H , and C channels) from the CSI module is the input
of SA module. For each spatial position (i, j), we concatenate
the K scale features to derive the attention over different scales
and channels.
For each spatial position (i, j), we represent the feature
vectors from the five scale feature maps as s(i,j)k = Xˆk(i, j) ∈
RC , where k = 1, · · · , 5. We concatenate the feature vectors to
have s(i,j) = [s(i,j)1 , s
(i,j)
2 , · · · , s(i,j)5 ]. Specifically, the channel
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Fig. 6. Illustration of our Scale Adaptation (SA) module. To facilitate the
illustration, we pick the position (i, j) as an example. For each spatial position
(i, j), we concatenate the features of all scales and learn content adaptive
scale attention over each channel of each scale, i.e. 5×C attention values
(best viewed in color).
adaptive scale attention vector α(i,j)k over the k
th refined
feature map Xˆk at position (i, j) is obtained by:
α
(i,j)
k = Sigmoid(WkReLU(W s
(i,j))), (5)
where W and Wk are implemented by 1×1 convolution
followed by batch normalization. W shrinks the channel
dimension by a rate r (we experimentally set it to r = 4),
and Wk transforms the channel dimension to C. Then, the
attention element-wise modulates the channel dimensions for
each scale.
Similar idea but with shared channel attention has been
proposed in [39], [41] to spatial adaptively determine the
suitable feature scales. However, they all constrain the sum of
the attention weights across scales to be 1, e.g., using SoftMax
activation function. We relax the sum 1 constraint on the
attention weights by using Sigmoid activation function. This
provides more flexible optimization space. Intuitively, since
the sum of the attention weights at a spatial position is not
restricted to be 1, the energy at different spatial positions can
vary and this is equivalent to playing a role of spatial attention.
Further, to be more flexible, our scale attention is also channel
adaptive.
IV. EXPERIMENTS
To evaluate the proposed CASINet, we carry out com-
prehensive experiments on three widely-used scene parsing
datasets including Cityscapes [19], ADE20K [20] and LIP
[21]. In the following sections, we will first introduce three
datasets and the implementation details, respectively. Then we
perform extensive ablation studies on the Cityscapes dataset
to demonstrate the effectiveness of our designs. Finally, we
further evaluate CASINet’s performance on ADE20K [20] and
LIP [21].
A. Datasets
Cityscapes. The dataset is a large, diverse set of high-
resolution (1024x2048) images recorded in streets from 50
different cities, where 5000 images have high quality pixel-
level labels of 19 classes and are finely annotated. Following
the standard setting of Cityscapes, the finely annotated 5000
images are divided into 2975, 500, and 1525 images for
training, validation, and testing. We do not use coarse data
(20000 coarsely annotated images) in our experiments.
ADE20K. The dataset has been used in ImageNet scene
parsing challenge 2016, including 150 classes and diverse
scenes with 1038 image-level labels, which is divided into
20K/2K/3K images for training, validation, and testing, re-
spectively.
LIP. The dataset has been used in the Look into Person (LIP)
challenge 2016 for single human parsing, including 50,462
images with 19 semantic human part classes and 1 background
class.
B. Implementation Details
We employ a pre-trained FCN (ResNet) [37] with the dilated
strategy [14] as the backbone to extract the feature map. To
capture objects of different scales, we organize five dilated
convolutional branches in a parallel fashion, which provides
five feature maps with each characterized by a different
scale/receptive field. Referring to ASPP [14], [16], we set
the dilation rates for the five branches as d = 1, 6, 12, 24, 36,
respectively. We implement our method based on Pytorch, and
all experiments are performed on 4x Tesla P40 GPUs.
1) Cityscapes.: Referring to the public settings in previous
work, we set the initial learning rate as 0.01 and weight decay
as 0.0005. The original image size is 1024x2048 and we crop
it to 769×769 following PSPNet [13]. The training batch size
is set to 8, and we train our model with InPlaceABNSync [43]
to synchronize the mean and standard-deviation of BN across
multiple GPUs in all the experiments. We employ 40K/80k
training iterations when training without/with validation set.
Similar to the previous works ASPP [14] and DenseASPP
[15], we also employ the poly learning rate policy where the
learning rate is multiplied by (1− iter/totaliter)0.9.
For the data augmentation, we apply random flipping hor-
izontally and random scaling in the range of [0.5, 2]. For
loss functions, following [14], we employ class-balanced cross
entropy loss on both the final output and the intermediate
feature map output, where the weight of the final loss is 1 and
the auxiliary loss is 0.4. Following previous works [44], we
also adopt the online hard example mining (OHEM) strategy.
2) ADE20K: We set the initial learning rate as 0.02 and
weight decay as 0.0001. The input image is resized to 300,
375, 450, 525, 600 randomly since the images are of various
sizes on ADE20K. The training batch size is set to 8 and we
also train our model with InPlaceABNSync [43]. We train the
model for 100k iterations. By following the previous works
[13], [16], we employ the same poly learning rate policy and
data augmentation and employ supervision in the intermediate
feature map.
3) LIP: Following the CE2P [45], we set the initial learning
rate as 0.007 and weight decay as 0.0005. The original images
are of various sizes and we resize all of them to 473x473. The
training batch size is set to 40 and we also train our model with
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InPlaceABNSync [43]. We train the model for 110k iterations.
The poly learning rate policy, data augmentation methods and
deep supervision in the intermediate feature map are consistent
with the experiments on Cityscapes and ADE20K.
C. Ablation Study
We perform all ablation studies on the Cityscapes datasets.
We split this section into three sub-sections for better il-
lustration: (1) CASINet versus Baseline. (2) Study on the
Contextual Scale Interaction (CSI) module. (3) Study on the
Scale Adaptation (SA) module.
1) CASINet versus Baseline: In order to verify the effec-
tiveness of each module in CASINet, we perform comprehen-
sive ablation studies on the Cityscapes validation datasets. We
use the ResNet-101 Baseline [46] to represent the traditional
FCN with the dilated strategy [14], which can be viewed as
the “FCN” in our pipeline (Figure 2). To ensure fairness, the
ResNet-101 + ASPP scheme follows DeepLabv3 [16] with
some modifications in our designs: we remove the original
image-level pooling branch, and employ five 3x3 dilated
convolution branches with dilation rates of 1, 6, 12, 24 and
36, respectively (as shown in Figure 2).
Because our key contributions lie in the contextual scale
interaction (CSI) module and scale adaptation (SA) module,
we verify their effectiveness separately: ResNet-101 + ASPP +
CSI and ResNet-101 + ASPP + SA. The complete version, i.e.
ResNet-101 + ASPP + CSI + SA, is abbreviated as CASINet.
For quantitative evaluation, mean of class-wise Intersection
over Union (mIoU) is used.
The experimental results are reported in Table I, where all
the results are based on single scale testing. The performance
of ResNet-101 + ASPP is comparable to the numbers in
the original DeepLabv3 paper [16]. We make the following
observations.
TABLE I
ABLATION STUDY ON CITYSCAPES VALIDATION SET. CSI REPRESENTS
THE CONTEXTUAL SCALE INTERACTION (CSI) MODULE, SA REPRESENTS
THE SCALE ADAPTATION (SA) MODULE, AND CASINET REPRESENTS THE
COMPLETE VERSION WITH BOTH CSI AND SA.
Methods Train. mIoU (%) Val. mIoU (%)
ResNet-101 Baseline 83.75 74.82
ResNet-101 + ASPP [16] 85.91 78.51
ResNet-101 + ASPP + CSI 87.74 80.17
ResNet-101 + ASPP + SA 87.66 80.08
CASINet 88.33 81.04
Our contextual scale interaction (CSI) module and scale
adaptation (SA) module both significantly improve over other
two powerful baselines. ResNet-101 + ASPP + CSI outper-
forms the ResNet-101 Baseline and ResNet-101 + ASPP by
5.35% and 1.66% respectively in mIoU, which verifies the
effectiveness of the feature interaction among scales to exploit
scale contextual information. In addition, ResNet-101 + ASPP
+ SA outperforms the ResNet-101 + ASPP by 1.57% in mIoU,
which verifies the effectiveness of the spatial and channel
adaptive scale attention.
Fig. 7. Visualization results of Contextual Scale Interaction (CSI) module on
Cityscapes validation set.
We find that we can further improve the performance by
combining the CSI and SA modules together. For example,
the complete version CASINet achieves the best (81.04%) on
the validation set based on single scale testing and improves
by 0.87% over ResNet-101 + ASPP + CSI and 0.96% over
ResNet-101 + ASPP + SA.
2) Study on Contextual Scale Interaction (CSI) Module:
In this subsection, we study how different designs of the Con-
textual Scale Interaction (CSI) module influence performance
quantitatively.
Influence of Scale Index. The scale index (branch index
with each corresponding to a different dilation rate) in our
CASINet acts as an important scale prior to explicitly rep-
resenting its corresponding receptive-field size. We verify its
effectiveness in Table II.
TABLE II
INFLUENCE OF THE SCALE PRIOR (SCALE INDEX) IN THE CSI MODULE
EVALUATED ON THE VALIDATION SET OF CITYSCAPES. FOR FAIRNESS OF
COMPARISON, WE IMPLEMENT DIFFERENT DESIGNS ON TOP OF OUR
BASELINE ResNet-101+ASPP.
Methods Train. mIoU (%) Val. mIoU (%)
CSI without scale index 86.68 79.51
CSI with scale index (Ours) 87.74 80.17
Sharing Embedding or Not? We have compared the indi-
vidual embedding and the shared embedding function among
scales which are used for calculating the affinities within the
CSI module. We find that the former achieves about 0.45%
gain over the latter on the validation set. We note that features
of different scales should be embedded into different high
dimensional feature spaces.
Visualization. We visualize the influences of Contextual
Scale Interaction (CSI) module on the parsing results in
Figure 7. We observe that some inconspicuous objects are
well-captured and object boundaries are clearer with the CSI
module included, such as the ‘fence’ in the first row and
the ‘pole’ in the second row, which demonstrates that the
contextual interaction over multi-scale features enhances the
discrimination of details. Meanwhile, some salient objects
exhibit their intra-class consistency because some otherwise
misclassified regions are now correctly classified with the CSI
module, such as the ‘truck’ in the third row and the ‘bus’ in the
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Fig. 8. Visualization of the connecting weight (pairwise affinity) from the source scales (5 scales in total) to the target scale (5 scales in total) on all spatial
positions. We randomly selected an image from the validation set of Cityscapes as the example.
fourth row, which further verifies that the feature interaction
of CSI is powerful and can promote the content adaptation.
We further visualize the learned connecting weight c˜(i,j)k,m as
described around formulation (3) from the source scales (5
scales in total) to the target scale (5 scales in total) on all
spatial positions in Figure 8. We show them by 5×5=25 gray
images (5 columns denoting the 1-5 source scales while 5 rows
denoting the 1-5 target scales respectively), with each pixel’s
value indicating the weight amplitudes. We observe that: (1)
For different spatial positions, the learned weights/affinity
values are different. They are spatially adaptive and thus
can help to mimic the function of spatial adaptive filtering
for better feature learning/refinement. (2) For different target
scales (rows in Figure 8), the weight maps are different. In
comparison with the largest scale 5 (the fifth row), the weights
vary across the spatial positions at finer granularity and can
better adapt to smaller objects. (3) For each target scale k,
the weight map of the source scale k (itself) has larger values
than those of other scales, which indicates that the scale itself
still dominates the feature representations in comparison with
other source scales.
3) Study on Scale Adaptation (SA) Module: In this
subsection, extensive experiments are designed to study how
different designs of the Scale Adaptation (SA) module influ-
ence performance quantitatively. We perform the studies on
the Cityscapes’ validation set. For fairness of comparison, we
implement different designs on top of our baseline ResNet-101
+ ASPP.
Sigmoid or Softmax? Our scale attention is different
from the attention in [39], [41] as they typically employ a
Softmax/Gumbel Softmax function to map the un-normalized
output to a probability distribution, which has to meet the sum
1 constraint on the attention weights across the candidates.
We relax the sum 1 constraint on the attention weights by
employing Sigmoid activation function across the scales. This
provides more flexible optimization space. On the other hand,
since the sum of the attention weights in a spatial position is
not restricted to being 1, the energy at different spatial position
can vary and play a role of spatial attention. We experimentally
demonstrate the effectiveness of relaxing the sum 1 constraint
and show the results in Table III.
TABLE III
INFLUENCE OF RELAXING THE CONSTRAINT ON ATTENTION VALUES IN
THE SA MODULE. WE IMPLEMENT THE DIFFERENT DESIGNS ON TOP OF
OUR BASELINE ResNet-101+ASPP FOR FAIR COMPARISON.
Methods Train. mIoU (%) Val. mIoU (%)
SA with Softmax 86.82 79.56
SA with Sigmoid (Ours) 87.66 80.08
Attention Shared on Channels or Not? For the scale
adaptation, previous works [39], [41] share the same attention
value across channels for a scale and the attention values are
different for different scales. To be more flexible, our attention
is also channel adaptive. Table IV shows the comparisons.
ResNet-101 + ASPP + SA (shared) denotes the scheme where
attention value is shared across channels. ResNet-101 + ASPP
+ SA denotes our scheme where attention is also adaptive on
channels. Our SA achieves 0.58% gain in mIoU. Note that for
different spatial positions, the attention responses are different
and spatial adaptive. This is also illustrated in Figure 9.
TABLE IV
COMPARISONS OF THE SCALE ADAPTATION (SA) WITH ATTENTION
VALUES SHARED ACROSS CHANNELS OR UNSHARED FOR A SCALE,
EVALUATED ON THE VALIDATION SET OF CITYSCAPES. WE IMPLEMENT
ON TOP OF OUR BASELINE ResNet-101+ASPP FOR FAIR COMPARISON.
Methods Train. mIoU (%) Val. mIoU (%)
ResNet-101 + ASPP 85.91 78.51
ResNet-101 + ASPP + SA (shared) 86.71 79.50
ResNet-101 + ASPP + SA 87.66 80.08
Visualization. In order to further understand our Scale
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Fig. 9. Visualization of scale attention (SA) map on five scales respectively for two images from Cityscapes validation set.
TABLE V
INFLUENCE OF NON-LOCAL OPERATION ON SPATIAL,I.E., (+Non-local), OR
ON SCALES, I.E., CSI. WE IMPLEMENT THE DIFFERENT DESIGNS ON TOP
OF OUR SCHEME ResNet-101+ASPP+SA. BEING FUNCTIONALLY
DIFFERENT, THE SPATIAL-WISE NON-LOCAL AND OUR SCALE-WISE
NON-LOCAL ARE COMPLEMENTARY TO EACH OTHER.
Methods Train. mIoU (%) Val. mIoU (%)
ResNet-101+ASPP+SA 87.66 80.08
ResNet-101+ASPP+CSI+SA 88.33 81.04
ResNet-101+ASPP(+Non-local)+SA 87.91 80.39
ResNet-101+ASPP(+Non-local)+CSI+SA 88.68 81.41
Adaptation (SA) module intuitively, we randomly choose some
examples from the validation set of Cityscapes and visualize
the Scale Attention (SA) map in Figure 9. For each branch
in CASINet, the overall scale attention map has a size of
H × W × C because it is spatial and channel adaptive,
so we show the scale attention map averaged along the
channel dimension to see whether they could capture objects
of different scales at different spatial positions.
As illustrated in Figure 9, we can find that each branch has
different degrees of response to objects of different scales.
For example, for the first and second branch with dilation
rates being 1 and 6, their scale attention maps “Attention
map #1” and “Attention map #2” mainly focus on small
inconspicuous objects and object boundaries, such as the
‘traffic sign’ in the first row and second row. With the increase
of the dilation rates, the third and fourth branch with dilation
rates being 12 and 24 both have larger receptive-fields, so
their corresponding scale attention maps “Attention map #3”
and “Attention map #4” mainly focus on salient objects, such
as the ‘train, sidewalk’ in the first row and the ‘terrain’ in
the second row. For the fifth (last) branch with dilation rates
being 36, its receptive-field is large enough to cover the biggest
objects/stuffs in the scene, so its “Attention map #5” mainly
focuses on the background region of the scene, such as the
‘building, vegetation’ in the first row and second row. In short,
these visualizations further verify that our Scale Adaptation
(SA) module helps each branch focus on different objects with
different scales, and adaptively select the appropriate receptive
fields/scales for each spatial position.
4) Study on Non-local w.r.t. Spatial and Scales: To
further verify the difference and complementary relationship
between the non-local operation on spatial [18], [32], and
ours on scales which enables interaction among scales in CSI
module, we design another two schemes for comparisons as
shown in Table V. (1) ResNet-101+ASPP(+Non-local)+SA:
Based on the scheme ResNet-101+ASPP+SA, we add an
additional spatial-wise non-local branch (parallel to the five
scale branches) similar to that in OCNet [32], before our SA
module. (2) ResNet-101+ASPP(+Non-local)+CSI+SA: Based
on ResNet-101+ASPP(+Non-local)+SA, we add our CSI mod-
ule for the scale interaction achieved by non-local opera-
tion across scales. We can observe that our CSI module
(in scheme ResNet-101+ASPP(+Non-local)+CSI+SA) brings
1.02% gain in Val. mIoU compared with the scheme ResNet-
101+ASPP(+Non-local)+SA. This indicates our CSI module
is complementary to the spatial non-local idea. In comparison
with the scheme ResNet-101+ASPP+SA, the gain of our CSI
(of scheme ResNet-101+ASPP+CSI+SA) is 0.96%, which is
larger than that of using spatial non-local (of scheme ResNet-
101+ASPP(+Non-local)+SA), i.e., 0.31%. This demonstrates
the feature interactions among scales can enhance the power
of feature representation.
D. Comparison with State-of-the-Art
Results on Cityscapes Dataset. We compare our method
with existing methods on the Cityscapes test set. Specifically,
we train our CASINet with only finely annotated data (in-
cluding validation set for training) for 80k training iterations
and submit our test results (with multi-scale [0.75x, 1.0x,
1.25x] testing strategy) to the official evaluation server. Results
are shown in Table VI. Baseline1 denotes the scheme of
ResNet-101+ASPP. Baseline2 denotes the scheme of ResNet-
101+ASPP(+Non-local). CASINet1 denotes the scheme of
ResNet-101+ASPP+CSI+SA. CASINet2 denotes the scheme
of ResNet-101+ASPP(+Non-local)+CSI+SA. We observe that
CASINet outperforms existing approaches. In particular, our
CASINet1 outperforms DenseASPP [15] by 1.3% in mIoU,
even though DenseASPP uses a more powerful and more
complex pretrained DenseNet model [63] as the backbone
network. In addition, compared with two baseline schemes
Baseline1, and Baseline2, our two schemes CASINet1 and
CASINet2 obtain 3.8% and 2.7% gains in mIoU, respectively,
which demonstrates the effectiveness and robustness of our
proposed CSI and SA modules. Compared with the approaches
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TABLE VI
CATEGORY-WISE COMPARISONS WITH STATE-OF-THE-ART APPROACHES ON THE CITYSCAPES TEST SET. CASINET OUTPERFORMS EXISTING METHODS
AND ACHIEVES 81.9% IN MEAN IOU. Baseline1 DENOTES THE SCHEME OF ResNet-101+ASPP. Baseline2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local). CASINet1 DENOTES THE SCHEME OF ResNet-101+ASPP+CSI+SA. CASINet2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local)+CSI +SA. ∗: MODELS ARE NOT PRETRAINED ON IMAGENET.
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FCN-8s [11] 65.3 97.4 78.4 89.2 34.9 44.2 47.4 60.1 65 91.4 69.3 93.9 77.1 51.4 92.6 35.3 48.6 46.5 51.6 66.8
DeepLab-v2 [14] 70.4 97.9 81.3 90.3 48.8 47.4 49.6 57.9 67.3 91.9 69.4 94.2 79.8 59.8 93.7 56.5 67.5 57.5 57.7 68.8
FRRN [47] 71.8 98.2 83.3 91.6 45.8 51.1 62.2 69.4 72.4 92.6 70 94.9 81.6 62.7 94.6 49.1 67.1 55.3 53.5 69.5
RefineNet [24] 73.6 98.2 83.3 91.3 47.8 50.4 56.1 66.9 71.3 92.3 70.3 94.8 80.9 63.3 94.5 64.6 76.1 64.3 62.2 70
GCN [23] 76.9 - - - - - - - - - - - - - - - - - - -
DUC [48] 77.6 98.5 85.5 92.8 58.6 55.5 65 73.5 77.9 93.3 72 95.2 84.8 68.5 95.4 70.9 78.8 68.7 65.9 73.8
ResNet-38 [49] 78.4 98.5 85.7 93.1 55.5 59.1 67.1 74.8 78.7 93.7 72.6 95.5 86.6 69.2 95.7 64.5 78.8 74.1 69 76.7
DSSPN [50] 77.8 - - - - - - - - - - - - - - - - - - -
DepthSeg [40] 78.2 - - - - - - - - - - - - - - - - - - -
PSPNet [13] 78.4 - - - - - - - - - - - - - - - - - - -
BiSeNet [51] 78.9 - - - - - - - - - - - - - - - - - - -
CiSS-Net [52] 79.2 - - - - - - - - - - - - - - - - - - -
DFN [53] 79.3 - - - - - - - - - - - - - - - - - - -
PSANet [54] 80.1 - - - - - - - - - - - - - - - - - - -
Auto-DeepLab-S* [55] 79.9 - - - - - - - - - - - - - - - - - - -
Auto-DeepLab-L* [55] 80.4 - - - - - - - - - - - - - - - - - - -
DenseASPP [15] 80.6 98.7 87.1 93.4 60.7 62.7 65.6 74.6 78.5 93.6 72.5 95.4 86.2 71.9 96.0 78.0 90.3 80.7 69.7 76.8
DANet [31] 81.5 98.6 86.1 93.5 56.1 63.3 69.7 77.3 81.3 93.9 72.9 95.7 87.3 72.9 96.2 76.8 89.4 86.5 72.2 78.2
OCNet [32] 81.7 - - - - - - - - - - - - - - - - - - -
Baseline1 78.1 98.6 86.2 93.0 57.7 60.7 64.7 73.7 77.6 93.4 72.9 95.2 85.5 70.1 95.8 66.8 81.7 66.0 68.3 75.6
CASINet1 81.9 98.7 87.2 93.7 62.6 64.7 69.0 76.4 80.7 93.7 73.3 95.6 86.8 72.3 96.2 78.1 90.6 87.9 71.5 76.9
Baseline2 79.5 98.7 86.9 93.4 59.4 61.6 67.2 75.3 79.0 93.6 73.2 95.4 86.4 71.3 95.9 70.1 84.6 74.1 69.3 76.5
CASINet2 82.2 98.7 87.3 93.6 62.0 62.9 69.5 77.8 81.0 94.1 73.4 95.8 87.1 73.5 96.3 80.1 91.3 87.6 72.0 78.0
TABLE VII
COMPARISONS WITH STATE-OF-THE-ART APPROACHES ON THE
VALIDATION SET OF THE ADE20K DATASET. Baseline1 DENOTES THE
SCHEME OF ResNet-101+ASPP. Baseline2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local). CASINet1 DENOTES THE SCHEME OF
ResNet-101+ASPP+CSI+SA. CASINet2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local)+CSI+SA. ∗: MODELS ARE NOT
PRETRAINED ON IMAGENET.
Methods Publication Backbone Val. mIoU (%)
RefineNet [24] CVPR2017 ResNet-101 40.20
RefineNet [24] CVPR2017 ResNet-152 40.70
PSPNet [13] CVPR2017 ResNet-101 43.29
PSPNet [13] CVPR2017 ResNet-152 43.51
PSPNet [13] CVPR2017 ResNet-269 44.94
SAC [12] ICCV2017 ResNet-101 44.30
PSANet [54] ECCV2018 ResNet-101 43.77
UperNet [56] ECCV2018 ResNet-101 42.66
DSSPN [50] CVPR2018 ResNet-101 43.68
EncNet [27] CVPR2018 ResNet-101 44.65
OCNet [32] ArXiv2018 ResNet-101 45.45
CiSS-Net [52] CVPR2019 ResNet-50 42.56
CFNet [57] CVPR2019 ResNet-50 42.87
CFNet [57] CVPR2019 ResNet-101 44.89
Auto-DeepLab-S* [55] CVPR2019 – 40.69
Auto-DeepLab-M* [55] CVPR2019 – 42.19
Auto-DeepLab-L* [55] CVPR2019 – 43.98
APCNet [58] CVPR2019 ResNet-101 45.38
Baseline1 – ResNet-101 42.88
CASINet1 – ResNet-101 45.28
Baseline2 – ResNet-101 43.67
CASINet2 – ResNet-101 45.61
of OCNet [32] and DANet [31], our CASINet2 also achieves
superior performance.
Results on ADE20K Dataset. We further carry out experi-
TABLE VIII
COMPARISONS WITH STATE-OF-THE-ART APPROACHES ON THE
VALIDATION SET OF THE LIP DATASET. Baseline1 DENOTES THE SCHEME
OF ResNet-101+ASPP. Baseline2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local). CASINet1 DENOTES THE SCHEME OF
ResNet-101+ASPP+CSI+SA. CASINet2 DENOTES THE SCHEME OF
ResNet-101+ASPP(+Non-local)+CSI+SA.
Methods Publication Backbone Val. mIoU (%)
Attention+SSL [21] CVPR2017 ResNet-101 44.73
JPPNet [59] TPAMI2018 ResNet-101 51.37
SS-NAN [60] CVPR2017 ResNet-101 47.92
MMAN [61] ECCV2018 ResNet-101 46.81
MuLA [62] ECCV2018 ResNet-101 49.30
CE2P [45] AAAI2019 ResNet-101 53.10
OCNet [32] ArXiv2018 ResNet-101 54.72
Baseline1 – ResNet-101 49.59
CASINet1 – ResNet-101 54.38
Baseline2 – ResNet-101 51.41
CASINet2 – ResNet-101 55.14
ments on the ADE20K dataset to evaluate the effectiveness
of our method. Comparisons with previous state-of-the-art
methods on the ADE20K validation set are shown in Table VII.
Results show that our CASINet achieves the best performance
of 45.61% in Mean IoU. Our CASINet1 outperforms the
ResNet-101 based state-of-the-art method EncNet by 0.63%
in mIoU, and improves over the ResNet-269 based PSPNet
by 0.34% in mIoU. Note that we have not tuned the pa-
rameters of our networks (baselines and ours) aggressively.
The performance of our Baseline2 (that also adds a spatial-
wise non-local branch as OCNet) is 1.78% lower than OCNet
[32] in mIOU. The introduction of our modules improves
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Baseline2 significantly by 1.94% in mIOU and achieves the
best performance (45.61% in mIoU).
Results on LIP Dataset. We also conduct experiments
on the LIP dataset. Comparisons with previous state-of-the-
art methods are reported in Table VIII. We observe that
the proposed CASINet2 achieves 55.14% in mIoU, which
outperforms Baseline2 by 3.73% thanks to the introduction
of our modules, indicating the effectiveness of our modules
on the human parsing task.
V. CONCLUSION
In this paper, we propose a simple yet effective Content-
Adaptive Scale Interaction Network (CASINet) to adaptively
exploit multi-scale features through contextual interaction and
adaptation. Specifically, we build the framework based on the
classic Atrous Spatial Pyramid Pooling (ASPP), followed by
the proposed contextual scale interaction (CSI) module which
enables spatial adaptive filtering for better feature learning, and
a spatial and channel adaptive scale adaptation (SA) module to
facilitates the appropriate scale selection. Our ablation studies
demonstrate the effectiveness of the proposed CSI and SA
modules, leading to more precise parsing results. In addition,
CASINet achieves state-of-the-art performance on Cityscapes,
ADE20K, and LIP datasets.
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