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Distributed Projected Subgradient Method for
Weakly Convex Optimization
Shixiang Chen, Alfredo Garcia, and Shahin Shahrampour
Abstract—The stochastic subgradient method is a widely-
used algorithm for solving large-scale optimization prob-
lems arising in machine learning. Often these problems
are neither smooth nor convex. Recently, Davis et al.
[1], [2] characterized the convergence of the stochastic
subgradient method for the weakly convex case, which
encompasses many important applications (e.g., robust
phase retrieval, blind deconvolution, biconvex compressive
sensing, and dictionary learning). In practice, distributed
implementations of the projected stochastic subgradient
method (stoDPSM) are used to speed-up risk minimization.
In this paper, we propose a distributed implementation
of the stochastic subgradient method with a theoretical
guarantee. Specifically, we show the global convergence of
stoDPSM using the Moreau envelope stationarity measure.
Furthermore, under a so-called sharpness condition, we
show that deterministic DPSM (with a proper initialization)
converges linearly to the sharp minima, using geometrically
diminishing step-size. We provide numerical experiments to
support our theoretical analysis.
I. INTRODUCTION
Optimization in multi-agent networks has received a
great deal of attention in the past few years in control,
signal processing, and machine learning. A wide range
of networked problems such as distributed detection [3],
estimation [4], and localization [5] can be formulated
via distributed optimization with applications in wireless
sensor networks [6], robotic networks [7], power net-
works [8], and social networks [9]. In such decentralized
frameworks, a number of agents in a network need
to accomplish a global task, which is formulated as
an optimization. Each individual agent, however, has
limited information about the objective function. There-
fore, agents locally interact with each other to solve the
global problem. Decentralized techniques have gained
popularity over time due to robustness to individual fail-
ures, imposing low computational burden on individual
agents, and promoting privacy.
In a (constrained) multi-agent optimization, we deal
with a problem of the form
min
x
f(x) =
1
N
N∑
i=1
fi(x) s.t. x ∈ X , (I.1)
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where X ⊂ Rn is a closed convex set known to all
agents, and fi(x) is only available to agent i. Given this
partial knowledge, agents must communicate with each
other to minimize f(x). There exists a large body of
works on distributed convex optimization, where each
fi(x) is convex (see e.g., the seminal work of [10]
and its following papers). The literature has witnessed
various algorithms for solving (I.1), which come with
theoretical guarantees. In this paper, we depart from
the classical convex setting and focus on weakly convex
and nonsmooth problems. In particular, we assume that
every fi(x) is ρ−weakly convex 1 and the subgradient
‖∂fi(x)‖ is uniformly bounded.
Weakly convex problems play a key role in important
machine learning applications such as robust phase re-
trieval [11]–[13], blind deconvolution [14], [15], bicon-
vex compressive sensing [16], and dictionary learning
[1]. Recently, Davis et al. [1], [2] characterized the
convergence of the stochastic subgradient method for
the weakly convex case. However, training in a single
device the machine learning models aforementioned can
take a significant amount of time. In practice, distributed
implementations of the stochastic subgradient method
(stoDPSM) are used to speed-up training time (see e.g.
[17], [18]).
In this paper we focus on developing a theoretical con-
vergence result for the distributed projected subgradient
method (DPSM)
xi,k+1 = ProjX

 N∑
j=1
ai,j(k)xj,k − αkgi,k

 , (I.2)
where ProjX denotes the orthogonal projection onto
X , ai,j(k) is the weight agents i associates to infor-
mation received from agents j at time k, αk is the
stepsize, and gi,k is any subgradient of fi evaluated at∑N
j=1 ai,j(k)xj,k . This algorithmic scheme was first pro-
posed for unconstrained distributed convex optimization
[10] and it was then extended to the constrained scenario
[19], [20]. Under standard assumptions on the weights
ai,j(k) and αk, it can be shown that (I.2) converges
to the minimizer of f(x) in (I.1) for convex problems.
1i.e., there exists a convex function hi(x) such that fi(x) =
hi(x)− ρ2‖x‖2.
2Nevertheless, the weakly convex problem (which is
essentially non-convex) has not been addressed in the
literature. We (i) provide global convergence results for
DPSM using the notion of Moreau envelope and show
that the infimum of its gradient approaches zero with
a rate O(k−1/4); (ii) show a linear convergence rate of
DPSM under a so-called sharpness condition; (iii) extend
the global convergence results to the stochastic setting
(stoDPSM). This paper is the first work providing con-
vergence analysis of distributed subgradient for weakly
convex, non-smooth problems, extending classical con-
vex analysis to non-convex setting.
A. Related work
We now briefly review the existing work on distributed
(sub)gradient method. When fi is convex and nons-
mooth, the distributed subgradient method converges in
terms of function value [10] in unconstrained scenario
and the distributed stochastic subgradient projection al-
gorithms [21] can deal with a common constraint. In the
case that each agent only knows its own constraint in-
formation, convergence guarantee was proved in [19]. In
all above results, diminishing stepsize (square-summable
but nonsummable) is required and the convergence for
constrained problem is measured by the distance be-
tween the sequence and optimal set, i.e., the limiting
of dist(xi,k, X
∗) is zero for any i, where X∗ is the
optimal point set. The square-summable condition was
relaxed in [20], provided the optimum set is bounded.
Moreover, a convergence rate of O(1/√k) is shown in
[20] if the stepsize is set to αk = O(1/k) for strongly
convex fi. For smooth convex and unconstrained case,
the convergence is established in [22]. We refer to
the survey [23] for a complete review of decentralized
optimization of convex problems.
Whilst fi is nonconvex and its gradient ∇fi is Lip-
schitz continuous, fi(x) is automatically weakly con-
vex. Plenary algorithms have been proposed for the
constrained setting. For example, the convergence of
distributed projected stochastic gradient was founded in
[24]; an ergodic convergence rate was established in [25]
for proximal gradient method. The nonsmooth objective
function in [25] is in the composite form, i.e., fi(x) =
gi(x) + hi(x), where gi is smooth but hi is nonsmooth
with easy proximal mapping. In contrast, the nonsmooth
objective in (I.1) generally doesn’t follow an easy prox-
imal mapping. While the computation of subgradient
of fi is inexpensive, algorithm (I.2) is a better choice.
Recently, when fi is weakly convex, the centralized
proximal-type subgradient methods have been shown to
converge in finite time in terms of a stationarity measure
using Moreau envelope (see [1], [12], [26], [27]). Un-
der the presence of sharpness property, the centralized
subgradient converges linearly in a local region [2]. In
this paper, we focus on establishing the convergence
of the distributed version of the projected subgradient
algorithm. Specifically, we show convergence for the
average point x¯k = 1/N
∑N
i=1 xi,k using the Moreau
envelope. With the sharpness regularity condition, the
local linear convergence rate for
∑N
i=1 ‖xi,k−x∗‖2 and
‖x¯k − x∗‖ is established, where x∗ is the global sharp
minimizer. We summarize the convergence results for
distributed projected subgradient method in table I.
II. PRELIMINARIES
Notation: We use 〈x, y〉 = x⊤y to denote the Eu-
clidean inner product and ‖x‖ to denote the Euclidean
norm of x. We denote by ∂h(x) the subgradient set
of a convex function h(x). Abusing notation, we use
〈∂h(x), y〉 to denote the inner product of any elements
of ∂h(x) and a vector y.
A. Network Model
We consider a time-varying network of agents that
can exchange information locally. To model the network,
we use a time-varying graph (V , Ek), where V =
{1, . . . , N} denotes the set of nodes and Ek ⊆ N ×N
is the set of links connecting nodes at time k > 0. Let
A(k) = [ai,j(k)] denote the matrix of weights associated
with links in the graph at time k > 0. For node i, Ni(k)
denotes the neighborhood of i in which ai,j(k) > 0.
Define Φ(k, s) = A(s)A(s + 1) · · ·A(k − 1)A(k) for
k ≥ s, Φ(k, k) = A(k) and Φ(k, s) = I for k < s.
B. Weak Convexity and Optimality Measure
We assume the local objective fi(x) in (I.1) is
ρ−weakly convex for some ρ ≥ 0; i.e., there exists a
convex function hi(x) such that fi(x) = hi(x)− ρ2‖x‖2.
Although fi(x) is not convex, we may define its subd-
ifferential by
∂fi(x) = ∂hi(x) − ρx, ∀x ∈ X ; (II.1)
(see [28]). Here, ∂hi(x) is the subdifferential in the
convex sense. The following lemma states an equiva-
lent definition of weakly convex functions and strongly
convex functions.
Lemma II.1. If f(x) is ρ-weakly convex and g(x) is
τ−strongly convex in Rn, then ∀x1, . . . , xm ∈ Rn, it
follows that
f(
m∑
i=1
aixi) ≤
m∑
i=1
aif(xi)+
ρ
2
m−1∑
i=1
m∑
j=i+1
aiaj‖xi−xj‖2
(II.2)
and
g(
m∑
i=1
aixi) ≤
m∑
i=1
aig(xi)−τ
2
m−1∑
i=1
m∑
j=i+1
aiaj‖xi−xj‖2,
(II.3)
3fi strongly convex convex weakly convex
Measure dist(xi,k ,X
∗) dist(xi,k,X
∗) ‖∇ϕt(x¯k)‖
This paper:
Convergence dist(xi,k, X
∗) = O(1/
√
k) lim
k→∞
dist(xi,k ,X
∗) = 0 [19], [20]; inf
1≤k≤T
‖∇ϕt(x¯k)‖ = O( 1T1/4 )
with αk = O(1/k) [20] with αk = O(1/
√
k).
TABLE I
CONVERGENCE RESULTS: DISTRIBUTED PROJECTED SUBGRADIENT METHOD FOR CONSTRAINED OPTIMIZATION
where
∑m
i=1 ai = 1 and ai ≥ 0 for all i.
To analyze DPSM, we follow the framework of [1],
where authors propose a novel convergence analysis for
centralized subgradient method. We extend this analysis
to the distributed case for weakly convex problems.
Since there exist different stationary points in nonconvex
problems, neither the suboptimal objective value nor the
distance to the optimum set tend to be good measures
for analysis. On the other hand, the subgradient of the
objective is not continuous, which renders it difficult
to analyze the convergence of the subgradient norm. A
surrogate stationary measure for problem (I.1) was thus
defined using the Moreau envelope in [1]. We briefly
review it in the sequel.
Recall that if fi(x) is ρ−weakly convex, iff we have
the following inequality [1, Lemma 2.1]
fi(y) ≥ fi(x) + ∂fi(x)⊤(y − x) − ρ
2
‖y − x‖2. (II.4)
This inequality is also known as prox-regular inequality
introduced in [29]. Therefore, f(x) = 1/N
∑N
i=1 fi(x)
is also ρ−weakly convex. Let ϕ(x) = f(x) + IX (x),
where IX is the indicator function of X 2. Define the
Moreau envelope [30] as
ϕt(x) := min
y∈Rn
ϕ(y) +
1
2t
‖y − x‖2, t < 1/ρ.
The Moreau envelope is a C1 smooth approximation
to the nonsmooth function f(x) over X . Since fi is
ρ−weakly convex, the minimization problem above is
strictly convex and the minimizer is unique. We denote
it as
xˆ = argmin
y∈Rn
ϕ(y) +
1
2t
‖y − x‖2,
and the mapping proxtf (x) := xˆ is called the proximal
mapping. We here omit X in the notation proxtf but
remember the proximal mapping is related to X . The
proximal mapping is only used in our analysis but
not computed in the algorithm. From the optimality
condition of xˆ, one has
0 ∈ ∂f(xˆ) + ∂IX (xˆ) + 1
t
(xˆ− x).
It follows that
dist(0, ∂f(xˆ) + ∂IX (xˆ)) ≤ 1
t
‖xˆ− x‖.
2
IX (x) = 0 when x ∈ X , and IX (x) =∞ otherwise.
Therefore, if 1t ‖xˆ− x‖ ≤ ε, then xˆ is ε−stationary and
x is close to the ε−stationary point xˆ. We also have [30]
‖∇ϕt(x)‖ = 1
t
‖xˆ− x‖, (II.5)
which can be used as near-stationarity measure of x.
C. Assumptions
In this part, we introduce the assumptions used for our
analysis. To begin with, we define the average vector
x¯k :=
1
N
N∑
i=1
xi,k,
and
vi,k :=
∑
j∈Ni(k)
ai,j(k)xj,k.
Then, the iteration in DPSM (I.2) can be rewritten as
xi,k+1 = ProjX (vi,k − αkgi,k) , (II.6)
where gi,k ∈ ∂fi(vi,k) is any element of the subdifferen-
tial set. Unlike the centralized algorithm, the distributed
update does not rely on a fusion center and computing
vi,k, gi,k can be done in a decentralized manner. The
following assumptions on the network are commonly
adopted in the literature [10], [19], [31].
Assumption 1 (Weights rule). There exists a scalar η ∈
(0, 1) such that for all i, j ∈ {1, . . . , N},
• ai,i(k) ≥ η for all k ≥ 0.
• If ai,j(k) > 0 then ai,j(k) ≥ η.
Assumption 2 (Doubly stochasticity). The weight ma-
trix A(k) is doubly stochastic (i.e.,
∑
j ai,j(k) =∑
j aj,i(k) = 1, ∀i, k).
Assumption 3 (Connectivity). The graph (V,E∞) is
strongly connected, where E∞ is the set of edges
(j, i) representing agent pairs communicating directly
infinitely many times, i.e., E∞ = {(j, i) : (j, i) ∈
Ek for infinitely many indices k}.
Assumption 4 (Bounded Intercommunication Interval).
There exists an integer B ≥ 1 such that for every (j, i) ∈
E∞, agent j sends its information to the neighboring
agent i at least once every B consecutive time slots, i.e.,
at time tk or at time tk + 1 or . . . or (at latest) at time
tk +B − 1 for any k ≥ 0.
4We also need some assumptions on the function f(x).
Assumption 5. f(x) is lower bounded. Every fi is
ρ−weakly convex and we have ‖∂fi(x)‖ ≤ L for x ∈ X .
The bounded subgradient holds if fi(x) is glob-
ally L−Lipschitz continuous on Rn or X [32]. One
common class of weakly convex function is f(x) =
h(c(x)), where h is convex and Lipschitz and c is
smooth with Lipschitzian Jacobian [33]. However, such
f(x) = h(c(x)) is usually locally Lipschitz continuous.
A common assumption to resolve this issue is that X
is compact or the sequence {xi,k} is bounded. Then,
the boundedness of subgradient is equivalent to the
L−Lipschitz of fi(x). Such assumptions are usually
needed in centralized algorithms; see [1], [27].
Last, the stepsize for the global convergence of DPSM
should be non-summable and diminishing.
Assumption 6. The stepsize αk > 0 satisfies
∞∑
k=0
αk =∞ and lim
k→∞
αk = 0.
A commonly used stepsize sequence satisfying As-
sumption 6 can be as follows
αk =
1
kq
, where q ∈ (0, 1].
D. Technical lemmas
In this part, we introduce some necessary lemmas. All
proofs can be found in the appendix.
Lemma II.2. Under Assumptions 1 to 4, there exist
constants c > 0 and λ ∈ (0, 1) such that
‖Φ(k, s)− 1
N
11
⊤‖op ≤ cλk−s,
where ‖ · ‖op is the matrix operator norm.
Lemma II.3. Let λ ∈ (0, 1) and {γk} be a positive
sequence. Suppose
∑∞
k=0 γk =∞ and limk→∞ γk = 0.
Considering the convolution sequence
∑T−1
k=0 λ
kγT−k−1,
we have
T−1∑
k=0
λkγT−k−1 = O(γT−1). (II.7)
For convergence analysis, we should show that the
deviation of individual errors from the mean ‖xi,k− x¯k‖
goes to zero. We define a vector ∆k where ∆k,i :=
xi,k − x¯k. That is, ∆k ∈ RNn is the vector formed by
stacking all individual deviations from the mean. The
following inequality (II.8) for ∆k was established in
[19], [20], [23] for convex problems. We show that it
still holds for the weakly convex case.
Lemma II.4. Under Assumptions 1 to 6, for the dis-
tributed projected subgradient algorithm (II.6), we have
the following consensus result
lim
k→∞
‖∆k,i‖ = 0, ∀i. (II.8)
Furthermore, similar to the result of [20, Proposition
8], the convergence rate can be characterized as follows.
Lemma II.5. Under Assumptions 1 to 6, for the dis-
tributed projected subgradient algorithm (II.6), we have
the following error rate
‖∆k‖2 = O(α2k). (II.9)
We also have the following well-known property of
the projection onto convex sets.
Lemma II.6. [19] For convex closed set X , it follows
that ∀y ∈ X
‖ProjX (x) − y‖2 ≤ ‖x− y‖2 − ‖x− ProjX (x)‖2.
We further have the following property of the proximal
mapping. Although the proximal mapping is not nonex-
pansive when f(x) is weakly convex, it is still Lipschitz
continuous.
Lemma II.7. If f(x) is ρ−weakly convex, then the
proximal mapping with t < 1/ρ satisfies
‖proxtf (x1)− proxtf (x2)‖ ≤
1
1− tρ‖x1 − x2‖,
∀x1, x2 ∈ X .
III. MAIN RESULTS AND CONVERGENCE ANALYSIS
In this section, we state the main convergence results
of DPSM. First, if the Assumptions 1 to 6 hold, the
Moreau envelope sequence {ϕt(x¯k)} converges and the
infimum of its gradient converges to 0. Second, under
the sharpness condition, DPSM converges linearly with
geometrically diminishing stepsize in a neighborhood
of the sharp minimizer. Finally, we also provide the
convergence result of distributed projected stochastic
subgradient method.
A. Global Convergence
We now establish the first convergence result. The fol-
lowing lemma states the improvement after one iteration
of the algorithm (II.6).
Lemma III.1 (One-step improvement). Let
sk := argmin
y∈X
f(y) +
1
2t
‖y − x¯k‖2,
vi,k =
∑
j∈Ni(k)
ai,j(k)xj,k,
vˆi,k := argmin
y∈X
f(y) +
1
2t
‖y − vi,k‖2.
5Under Assumption 5, we have
N∑
i=1
‖xi,k+1 − vˆi,k‖2 ≤
N∑
i=1
‖vi,k − vˆi,k‖2
+ 2αk
(
N(− 1
2t
+ ρ)‖x¯k − sk‖2
+
L(2− tρ)
1− tρ
N∑
i=1
‖xi,k − x¯k‖
+2ρ(1 +
1
(1− tρ)2 )
N∑
i=1
‖xi,k − x¯k‖2
)
+NL2α2k.
(III.1)
By invoking Lemma II.4, the distance ‖xi,k−x¯k‖ goes
to 0 for all i when αk goes to zero. Note that for t <
1/(2ρ), the term (− 12t+ρ)‖x¯k−sk‖2 in (III.1) is strictly
negative if ‖x¯k − sk‖2 is not zero. Then, we may have∑N
i=1 ‖xi,k+1 − vˆi,k‖2 <
∑N
i=1 ‖vi,k − vˆi,k‖2, which
means that comapred to vi,k, the new point xi,k+1 is
closer to vˆi,k. Hence, the algorithm continues to make
progress. Now, we present our first main result, which
shows the decay of the gradient of the Moreau envelope
(optimality measure).
Theorem III.2. Let t < 12ρ and {xi,k} be the sequence
of projected subgradient method for solving problem
(I.1). Under Assumptions 1 to 6,
(1) If
∑∞
k=0 α
2
k < ∞, there exists ϕ¯t such that
lim
k→∞
ϕt(xi,k) = lim
k→∞
ϕt(x¯k) = ϕ¯t;
(2) There exists bk = O(α2k) such that
inf
k
‖∇ϕt(x¯k)‖2
≤ 2
1− 2tρ ·
ϕt(x¯0)− inf ϕt(x) +
∞∑
k=0
bk +
∞∑
k=0
L2α2k
2t∑∞
k=0 αk
.
Statement (1) of Theorem III.2 suggests that the
Moreau envelope function value converges at the mean
x¯k if
∑∞
k=0 α
2
k < ∞. Statement (2) is the decen-
tralized counterpart of the centralized algorithm estab-
lished in [1]. Due to Assumption 6, it implies that
lim infk→∞ ‖∇ϕt(x¯k)‖ = 0. It also provides the con-
vergence rate of infk ‖∇ϕt(x¯k)‖2. For example, if αk =
O(1/√k), we have
inf
k=1,2,...,T
‖∇ϕt(x¯k)‖2 ≤ O( log T√
T
),
for sufficiently large T . Compared with the centralized
algorithm [1], we have an extra term
∑
k bk in the upper
bound, which is the cost of decentralization as it has
constants involving network parameters.
B. Local Convergence Rate with Sharpness Property
In this section, we discuss the convergence rate of the
Algorithm I.2 under the presence of sharpness property.
The definition of sharpness is given as follows.
Definition III.3 (Sharpness). A function f : X → R
possesses the local sharpness property, if there exist
constants β > 0 and B > 0 such that the following
inequality holds for the minimizer x∗ of f(x)
f(x)−min f ≥ β‖x− x∗‖, ∀x ∈ B, (III.2)
where B = {x ∈ X : ‖x− x∗‖ ≤ B}. Furthermore, x∗
is called the local sharp minimizer of f .
It has been shown the centralized subgradient method
converges linearly in the neighborhood of the sharp
minimizer [2], [11], [27], if the Polyak stepsize [34]
or geometrically diminishing stepsize [35] is adopted.
The Polyak stepsize [34] and geometrically diminishing
stepsize were firstly proposed for convex problems and
they also work for weakly convex problems. Since the
Polyak stepsize needs the knowledge of the optimal
function value, we will only consider the geometrically
diminishing stepsize, i.e, αk = µ0γ
k, where µ0 > 0
and γ ∈ (0, 1) are constants decided by the problem
parameters. Under some conditions, we can show the
linear rate of DPSM in Theorem III.5. The proof idea is
as follows. As the sharpness is a property of the whole
function f(x), we can only use the sharpness inequality
at x¯k. We firstly need to estimate the deviation from
mean ‖∆k‖ when using the geometrically diminishing
stepsize.
Lemma III.4. Let the stepsize αk in Algorithm I.2 be
αk = µ0γ
k, k ≥ 0, where µ0 > 0, γ ≥ λδ, δ ∈ (0, 1)
and λ is the parameter given in Lemma II.2. Then,
‖∆k‖ = O(αk).
Proof. From inequality (A.7) in the proof of Lemma II.4
and the fact γ ≥ λδ , we have
‖∆k+1‖
≤ cλk‖∆0‖+ c
√
NL
k−1∑
l=0
λk−l−1αl +
√
NLαk
≤
(
c
λ
‖∆0‖+
√
NL
λ2
(c
γ
1
δ−1
1− γ 1δ−1 + λ)µ0
)
γk+1.
(III.3)
Assumption 7. Let x1,0, . . . , xN,0 be the initial points
in Algorithm II.6. Given any constants Λ ∈ (λ, 1) and
η ≥ √2, define
e0 := min

max

 βρη ,
√√√√ 1
N
N∑
i=1
‖xi,0 − x∗‖2

 , Bη

 ,
a :=
2(L+ β)L
λ2
,
q :=
2β
η
e0 − ρe20 −
2(L+ β)c√
Nλ
‖∆0‖,
6where c, λ are constants given in Lemma II.2, β and B
are defined in (III.2), ρ is the weak-convexity parameter,
and L is the bound on subgradients. Let the stepsize in
Algorithm II.6 be given by αk = µ0γ
k, where 0 < µ0 ≤
min{ e02β−ρe0 ,
q
10
√
N(aλ+L2+ acΛ
1−Λ
)
} and γ ∈ (0, 1).
We use the stepsize assumption above to prove the
following theorem.
Theorem III.5. Let N ≥ 2 and x∗ be a local sharp
minimizer of problem (I.1). Suppose the initial points
x1,0, . . . , xN,0 in Algorithm II.6 satisfy for all i ∈
{1, . . . , N} the three constraints
N∑
i=1
‖xi,0 − x∗‖2 ≤ N
η2
min
{
(
2β
ρ
)2, B2
}
‖xi,0 − x∗‖2 ≤ η
2
N
N∑
i=1
‖xi,0 − x∗‖2,
‖∆0‖ <
2
ηβe0 − ρe20
2(L+ β)c
λ,
where c, λ are constants given in Lemma II.2. Under
Assumptions 1 to 5 and 7, there exists sufficiently small
δ > 0 such that for γ = λδ , we have
N∑
i=1
‖xi,k − x∗‖2 ≤ Nγ2ke20 (III.4)
and
‖xi,k − x∗‖2 ≤ η2γ2ke20 (III.5)
for any sequence {xi,k} generated by Algorithm II.6.
The following comments about the theorem are in
order:
(1) The convergence rate γ = λδ is the same as
the decaying rate of stepsize. But it cannot be
smaller than λ, which is the convergence rate of
the consensus.
(2) For the centralized subgradient method [2], [27],
the local linear rate is established in the tube
T = {x : dist(x,X∗) ≤ 2β
ρ
},
where X∗ is the set of the global sharp minimiz-
ers. In Theorem III.5, the initialization constraints
ensure that the individual initial points are close
enough to each other as well as a sharp minimizer
(local convergence). Moreover, since we use the
local sharpness property, the local region should be
included in B.
(3) An immediate corollary of Theorem III.5 is that
‖x¯k − x∗‖2 ≤ 1/N
∑N
i=1 ‖xi,k − x∗‖2 ≤ γ2ke20
under the same conditions.
(4) If fi(x) is convex, i.e., ρ = 0, then the condition
e0 ≤ βρ can be removed. The weak convexity
parameter ρ restricts the initialization region, which
is also clearly stated for centralized subgradient
method [2].
C. Distributed Projected Stochastic Subgradient Method
In some settings, the function fi(x) at local agent
is given by fi(x) =
1
mi
∑mi
j=1 fi,j , where mi is a
extremely large number and fi,l is ρ−weakly convex.
Therefore, it is forbidden to compute the subgradient of
fi(x) in each iteration. In contrast to the algorithm (I.2),
the distributed stochastic projected subgradient method
iterates as follows
xi,k+1 = ProjX (vi,k − αkξi,k) , (III.6)
where αk > 0 is the stepsize,
vi,k =
∑
j∈Ni(k)
ai,j(k)xj,k,
and ξi,k satisfies Eξi,k ∈ ∂fi(vi,k). In practice, for
each i, we uniformly randomly select index il ∈
{1, 2, . . . ,mi} and set ξi,k ∈ ∂fil(vi,k). And we assume
that E‖ξi,k‖2 ≤ L2 for all i, k, which is standard
as in [1]. We have the following convergence result
for distributed projected stochastic subgradient method
(III.6).
Theorem III.6. Let t < 12ρ and {xi,k} be the sequence
of algorithm (III.6). Under Assumptions 1 to 6, there
exists a subsequence of {‖∇ϕt(x¯k)‖} converging to
zero, i.e.,
lim inf
k→∞
E‖∇ϕt(x¯k)‖ = 0.
IV. NUMERICAL EXPERIMENT
We conduct simulations on robust phase retrieval
problem
min
x∈Rn
f(x) =
1
N
N∑
i=1
(
1
m
m∑
j=1
| 〈wi,j , x〉2 − yi,j |). (IV.1)
The problem is to recover the random signal x˜ ∈ Rn
using Gaussian measurements wi,j . We generate the
measurements wi,j and the observations yi,j following
the work [12]. For simplicity, we only consider the noise-
less case. More specifically, the ground truth x˜ is drawn
from N(0, In) and yi,j = 〈wi,j , x˜〉2, where wi,j are i.i.d
standard Gaussian random variables. As suggested by
[12], the recovery rate is 100% when N × m ≥ 2.7n
for the proximal linear algorithm. Therefore, we use
N × m ≥ 3n for subgradient method in all tests. All
initialization follows from the procedure proposed in [12,
Section 4.2] and we set x1,0 = x2,0 = . . . = xN,0. We
generate a Erdo¨s-Re´nyi model G(N, 0.3) and A(k) = A
is time-invariant Metropolis Hasting matrix associated
70 20 40 60 80 100 120
Epoch
10-6
10-4
10-2
100
Fig. 1. Stochastic DPSM. n = 100, N = 10, m = 1000.
with the graph. Therefore, we have λ is the second
largest eigenvalue of A in Lemma II.2.
The robust phase retrieval formulation (IV.1) was
shown to be weakly convex [12] and have sharpness
property w.h.p under mild probabilistic assumptions in
[12], [13]. Different from the definition III.3, the sharp-
ness condition is given by
f(x) −min f ≥ κ‖x− x˜‖‖x+ x˜‖,
where κ > 0 is some numerical number. Hence, ±x˜ are
also the global minimizers.
We denote X ∗ as the global minimizers set and
dist(x,X ∗) denotes the distance between x and X ∗.
The global minimizers set is {x˜,−x˜}. According to [11,
Lemma 3.1], there is no other critical points in the tube
{x : dist(x,X ∗) ≤ 2βρ }. Since 0 is also a critical point to
the population function fP (x) = Ea[| 〈a, x〉2−〈a, x˜〉2 |]
[11, Theorem 5.1]. We have {x : ‖x− x˜‖ ≤ 2βρ } ∩ {x :
‖x + x˜‖ ≤ 2βρ } = ∅. To satisfy definition III.3, we let
β = κ‖x˜‖ and choose B = {x : ‖x − x∗‖ ≤ 2βρ },
where x∗ is x˜ or −x˜ and the sign is decided by the
initialization.
Synthetic data Firstly, we solve the robust phase
retrieval problem (IV.1) by stochastic DPSM using di-
minishing stepsize. In each epoch K , the stepsize is set
to αK = O(1/K) or αK = O(1/
√
K). We plot the log
distance v.s. epoch K in Figure 1. We see that stochastic
DPSM converges to the global minimizer.
Secondly, we demonstrate the linear rate of DPSM.
Like the centralized subgradient method [2], µ0 and γ
should be tuned for performance. In Figure 2, ’CSub’
represents the centralized subgradient method [2]. We
see that γ = 0.8 works for CSub but not for DPSM, since
the smallest γ is 0.99 for µ0 = 4/N . For µ0 = 5/N, γ =
0.99, DPSM does not converge, so the largest µ0 may
be 4/N . This indicates that convergence rate of DPSM
is slower than CSub. And γ = 0.99 > λ = 0.8818 also
demonstrates that the convergence rate cannot be faster
0 1000 2000 3000 4000 5000
Iteration
10-10
100
1010
CSub: 0=4; =0.8
DPSM: 0=4/N; =0.97
DPSM: 0=4/N; =0.98
DPSM: 0=4/N; =0.99
DPSM: 0=5/N; =0.99
Fig. 2. Linear rate with different stepsize. Data size: n = 400, N =
10, m = 120. λ = 0.8818.
0 1000 2000 3000 4000 5000
Iteration
10-15
10-10
10-5
100
105
CSub: 0=7; =0.7
DPSM: 0=34/N; =0.983
DPSM: 0=34/N; =0.984
DPSM: 0=34/N; =0.985
DPSM: 0=35/N; =0.984
Fig. 3. Linear rate with different stepsize. Data size: n = 100, N =
400, m = 1. λ = 0.2767.
than consensus. Although, the DPSM is not faster than
CSub in the iteration number, DPSM has the advantages
of parallel computation. And if the data number m×N
is extremely large, the computation of the whole subgra-
dient is not affordable. We also test the case m = 1, i.e.,
there is only single data at each node. In Figure 3, we
observe similar performance as in Figure 2.
Real-world image We use digit images from the
MNIST data set [36]. The gray image dimension is
n = 28× 28 = 784 and we set m = 84, N = 28 so that
the number of Gaussian measurements ism×N = 3×n.
Other settings are the same as previous synthetic data.
In Figure 4, we show the original, initial guess and
recovered image. We see that the recovery is identical to
the true image. The convergence plot is shown in Figure
5.
V. CONCLUSION
We analysed the (stochastic) distributed subgradient
method for solving constrained weakly convex optimiza-
tion. Under standard assumptions on the the connectivity
of the network and agents weights, we presented the
global convergence of the average point using Moreau
8Fig. 4. Digit recovery; left is the true digit, middle is the initial, right is
the digit produced by DPSM. Data size: n = 784, N = 28,m = 84.
0 1000 2000 3000 4000 5000
Iteration
10-15
10-10
10-5
100 DPSM: 0=5/N; =0.99
Fig. 5. Linear rate of DPSM. MINIST Data: n = 784, N = 28, m =
84.
envelope. Moreover, we proved a linear convergence rate
under the sharpness property. Numerical results on robust
phase retrieval illustrates our theory.
A natural extension of this work is to consider the di-
rected network. For example, the convergence of directed
distributed subgradient method for convex problems was
analyzed in [37]. It will also be interesting to see weather
it is possible to deal with different constraints at each
local node; see the convex constraints in [19]. Finally, it
will be worth considering non-convex constraints (e.g.,
sphere constraint [38]).
APPENDIX
Proof of Lemma II.1. We prove it by induction. For
m = 2, let y = a1x1+a2x2, where a1+a2 = 1, a1 ≥ 0
and a2 ≥ 0. From the subgradient inequality (II.4), we
have
f(x1) ≥ f(y) + 〈∂f(y), x1 − y〉 − ρ
2
‖x1 − y‖2
and
f(x2) ≥ f(y) + 〈∂f(y), x2 − y〉 − ρ
2
‖x2 − y‖2.
Multiplying the two above inequalities by a1 and a2,
respectively, and summing them, yield
a1f(x1) + a2f(x2) ≥ f(y)− ρ
2
a1a2‖x1 − x2‖2.
Similarly, we also have
a1g(x1) + a2g(x2) ≥ g(y) + τ
2
a1a2‖x1 − x2‖2.
Therefore, inequality (II.2) holds for m = 2. Suppose
they hold for m = k. For m = k+1, let z =
∑k+1
i=1 aixi
and b =
∑k
i=1 ai. We have
f(z) = f(b
k∑
i=1
ai
b
xi + ak+1xk+1)
≤ bf(
k∑
i=1
ai
b
xi) + ak+1f(xk+1)+
ρ
2
ak+1b‖
k∑
i=1
ai
b
(xi − xk+1)‖2
≤ b

 k∑
i=1
ai
b
f(xi) +
ρ
2
k−1∑
i=1
k∑
j=i+1
aiaj
b2
‖xi − xj‖2


+ ak+1f(xk+1) +
ρ
2
ak+1b‖
k∑
i=1
ai
b
(xi − xk+1)‖2,
(A.1)
where the first inequality follows from b+ak+1 = 1 and
the second from assumption step. Notice that since ‖ ·‖2
is 2−strongly convex, it follows from the assumption for
strongly convex function that
‖
k∑
i=1
ai
b
(xi − xk+1)‖2
≤
k∑
i=1
ai
b
‖xi − xk+1‖2 −
k−1∑
i=1
k∑
j=i+1
aiaj
b2
‖xi − xj‖2.
Substituting it into (A.1) yields
f(z) ≤
k∑
i=1
aif(xi)
+
ρ
2
k−1∑
i=1
k∑
j=i+1
(
aiaj
b
− ak+1aiaj
b
)‖xi − xj‖2
+ ak+1f(xk+1) +
ρ
2
k∑
i=1
aiak+1‖xi − xk+1‖2
=
k+1∑
i=1
aif(xi) +
ρ
2
k∑
i=1
k+1∑
j=i+1
aiaj‖xi − xj‖2,
where we use ak+1 = 1 − b in the equality. Therefore,
inequality (II.2) holds for m = k + 1. Using the same
argument and noticing that −‖ · ‖2 is 2−weakly convex,
we have that (II.3) also holds for m = k+1. Hence, we
obtain the desired results.
Proof of Lemma II.2. It is shown in [10, Proposition 1]
that there exist η such that∣∣∣∣[Φ(k, s)]ij − 1N
∣∣∣∣ ≤ 21 + η−B01− ηB0 (1 − ηB0)(k−s)/B0
9for all s and k with k ≥ s, where [Φ(k, s)]ij− denotes
the i−th row and j−th column element of Φ(k, s),
B0 = (N − 1)B and B is the intercommunication
interval bound of Assumption 3. By using the matrix
norm inequality
‖A‖op ≤ ‖A‖F ≤ N‖A‖∞
for any symmetric real matrix A ∈ RN×N , where ‖A‖F
is the Frobenius norm and ‖A‖∞ = maxi,j |[A]ij |, we
have the desired result, where c = 2N 1+η
−B0
1−ηB0 and λ =
(1− ηB0)B−10 .
Proof of Lemma II.3. Since limT→∞ γT = 0, there ex-
ists M > 0 such that γk is uniformly bounded, i.e.,
γk ≤ M, ∀k ≥ 0. For each T , we have λk ≤ γT−1, for
any k ≥ K0(T ) := ⌈ log γT−1log λ ⌉. It follows that
T−1∑
k=0
λkγT−k−1
=
K0(T )−1∑
k=0
λkγT−k−1 +
T−1∑
k=K0(T )
λkγT−k−1
≤ 1
1− λ · max0≤k≤K0(T )−1 γT−k−1 +
λK0(T )
1− λ ·M
≤ 1
1− λ
(
max
0≤k≤K0(T )−1
γT−k−1 +MγT−1
)
.
Recall limT→∞ γT = 0 and
∑
T γT = ∞. It is clear
that K0(T ) = ⌈ log γT−1log λ ⌉ = o(T ), otherwise γT−1 may
be decreasing at least as a geometric sequence, which
contradicts
∑∞
k=0 γk =∞. Then, we have
lim
T→∞
max0≤k≤K0(T )−1 γT−k−1
γT−1
= 1.
Therefore,
∑T−1
k=0 λ
kγT−k−1 = O(γT−1) holds for suf-
ficiently large T and thus we have the desired result.
Proof of Lemma II.4 and Lemma II.5. The inequality
(II.8) is the same as [19, Lemma 8]. We provide the
proof for completeness. Without loss of generality, we
assume n = 1. Define
xk = [x1,k, x2,k, . . . , xN,k],
vk = [v1,k, v2,k, . . . , vN,k],
ek = [e1,k, e2,k, . . . , eN,k],
(A.2)
where ei,k = ProjX (vi,k − αkgi,k)− vi,k. The iteration
(II.6) can be rewritten as
xk+1 = vk + ek = A(k)xk + ek. (A.3)
That is, the iteration is split into a linear term A(k)xk
and a nonlinear term ek. Using Lemma II.6 and Assump-
tion 5, it follows that
‖ei,k‖2 ≤ ‖vi,k − αkgi,k − vi,k‖2 ≤ α2kL2. (A.4)
Therefore, we have
‖ek‖ ≤
√
NLαk. (A.5)
Let J = 1N 11
T , where 1 ∈ RN is a column vector with
all elements 1. Then, ∆k = xk − Jxk . We have
∆k+1 = (I − J)xk+1
= (I − J)A(k)xk + (I − J)ek
= A(k)xk −A(k)Jxk + (I − J)ek
= A(k)∆k + (I − J)ek,
(A.6)
where the third equality is due to JA(k) = J = A(k)J .
Therefore, the following recursion holds for k ≥ s ≥ 0
∆k+1 = Φ(k, s)∆s+
k−1∑
l=s
Φ(k, l+1)(I−J)el+(I−J)ek.
Since 1⊤∆l = 1⊤(I − J)el = 0, ∀l, we have
∆k+1 = (Φ(k, s)− J)∆s
+
k−1∑
l=s
(Φ(k, l + 1)− J)(I − J)el + (I − J)ek.
It follows from Lemma II.2 that there exist c > 0 and
λ ∈ (0, 1), where λ is independent of k, such that
‖∆k+1‖ ≤ cλk‖∆0‖+ c
√
NL
k−1∑
l=0
λk−l−1αl +
√
NLαk.
(A.7)
With the Lemma II.3, we have (II.9) as desired.
Proof of Lemma II.7. Let 1X (·) be the indicator func-
tion of X . Denote y1 = proxtf (x1) and y2 =
proxtf (x2). From optimality condition, there exists v1 ∈
∂IX (y1) and v2 ∈ ∂IX (y2) such that
1
t
(y1 − x1) + ∂f(y1) + v1 = 0
and
1
t
(y2 − x2) + ∂f(y2) + v2 = 0.
It follows that
1
t
〈(y1 − x1)− (y2 − x2), y1 − y2〉
=− 〈∂f(y1) + v1 − ∂f(y2)− v2, y1 − y2〉
≤ρ‖y1 − y2‖2,
where the last inequality is due to [1, Lemma 2.1] and
the convexity of IX (·). Therefore, the claimed inequality
follows from Cauchy-Schwarz inequality.
Proof of Lemma III.1. The following inequality holds
because of the non-expansiveness of the projector
‖xi,k+1 − vˆi,k‖2 = ‖ProjX (vi,k − αkgi,k)− vˆi,k‖2
≤ ‖vi,k − αkgi,k − vˆi,k‖2
= ‖vi,k − vˆi,k‖2 − 2αk 〈vi,k − vˆi,k, gi,k〉
+ α2k‖gi,k‖2.
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Recall the weak convexity of fi and the boundedness of
gi,k. It follows that
‖xi,k+1 − vˆi,k‖2
≤ ‖vi,k − vˆi,k‖2 + 2αk(fi(vˆi,k)− fi(vi,k)
+
ρ
2
‖vi,k − vˆi,k‖2) + L2α2k.
(A.8)
Using the Lipschitz continuity of fi and Lemma II.7,
we have
fi(vˆi,k)− fi(vi,k)
= fi(vˆi,k)− fi(sk) + fi(sk)− fi(x¯k) + fi(x¯k)− fi(vi,k)
≤ L‖vˆi,k − sk‖+ fi(sk)− fi(x¯k) + fi(x¯k)− fi(vi,k)
≤ L( 1
1− tρ + 1)‖vi,k − x¯k‖+ fi(sk)− fi(x¯k)
≤ L(2− tρ)
1− tρ
N∑
j=1
ai,j(k)‖xj,k − x¯k‖+ fi(sk)− fi(x¯k)
(A.9)
and
ρ
2
‖vi,k − vˆi,k‖2
=
ρ
2
‖vi,k − x¯k + x¯k − sk + sk − vˆi,k‖2
≤ ρ‖x¯k − sk‖2 + ρ‖vi,k − x¯k + sk − vˆi,k‖2
≤ ρ‖x¯k − sk‖2 + 2ρ(1 + 1
(1− tρ)2 )‖vi,k − x¯k‖
2
≤ ρ‖x¯k − sk‖2
+ 2ρ(1 +
1
(1− tρ)2 )
N∑
j=1
ai,j(k)‖xj,k − x¯k‖2.
(A.10)
Summing inequalities (A.9) and (A.10) for i =
1, . . . , N , yields
N∑
i=1
(
fi(vˆi,k)− fi(vi,k) + ρ
2
‖vi,k − vˆi,k‖2
)
≤L(2− tρ)
1− tρ
N∑
i=1
‖xi,k − x¯k‖+N(f(sk)− f(x¯k))
+Nρ‖x¯k − sk‖2 + 2ρ(1 + 1
(1− tρ)2 )
N∑
i=1
‖xi,k − x¯k‖2.
(A.11)
From the definition of sk, if t <
1
2ρ , one has
f(sk)− f(x¯k) + ρ‖x¯k − sk‖2
= f(sk)− f(x¯k) + ( 1
2t
− 1
2t
+ ρ)‖x¯k − sk‖2
≤ (− 1
2t
+ ρ)‖x¯k − sk‖2.
(A.12)
Therefore, we have (III.1) by combining (A.8), (A.11)
and (A.12).
Proof of Theorem III.2. (1). From the definition of
ϕt(xi,k+1), we have
ϕt (xi,k+1) ≤ f(z) + 1
2t
‖xi,k+1 − z‖2 , ∀z ∈ X .
(A.13)
Let
vˆi,k = argmin
y∈X
f(y) +
1
2t
‖y − vi,k‖2
xˆi,k = argmin
y∈X
f(y) +
1
2t
‖y − xi,k‖2.
Substituting z = vˆi,k into (A.13), we obtain
ϕt (xi,k+1) ≤ f(vˆi,k) + 1
2t
‖xi,k+1 − vˆi,k‖2 .
(A.14)
Summing the above inequality for i and using inequality
(III.1) yields
N∑
i=1
ϕt (xi,k+1)
≤
N∑
i=1
ϕt (vi,k) +
αk
t
(
N(− 1
2t
+ ρ)‖x¯k − sk‖2
+
L(2− tρ)
1− tρ
N∑
i=1
‖xi,k − x¯k‖
+2ρ(1 +
1
(1 − tρ)2 )
N∑
i=1
‖xi,k − x¯k‖2
)
+
NL2α2k
2t
.
(A.15)
Noticing vi,k =
∑N
j=1 ai,j(k)xj,k , we have
ϕt(vi,k)
= f(
N∑
j=1
ai,j(k)vˆi,k) +
1
2t
‖
N∑
j=1
ai,j(k)(vˆi,k − xj,k)‖2
≤ f(
N∑
j=1
ai,j(k)xˆj,k) +
1
2t
‖
N∑
j=1
ai,j(k)(xˆj,k − xj,k)‖2
≤
N∑
j=1
ai,j(k)f(xˆj,k)
+
ρ
2
N−1∑
j=1
N∑
l=j+1
ai,j(k)ai,l(k)‖xˆj,k − xˆl,k‖2
+
N∑
j=1
ai,j(k)
1
2t
‖xˆj,k − xj,k‖2
≤
N∑
j=1
ai,j(k)ϕt(xj,k)
+
ρ
2(1− tρ)2
N−1∑
j=1
N∑
l=j+1
ai,j(k)ai,l(k)‖xj,k − xl,k‖2,
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where the first inequality is because of the definition of
vˆi,k and
∑N
j=1 ai,j(k)xˆj,k ∈ X , the second inequality
follows from inequality (II.2) in Lemma II.1 and the
convexity of ‖ · ‖2 and the last inequality holds due
to Lemma II.7. Letting ϕ¯t,k+1 :=
1
N
∑N
i=1 ϕt (xi,k+1)
together with (A.15) gives
ϕ¯t,k+1 ≤ ϕ¯t,k
+
ρ
2N(1− tρ)2 ·
N∑
i=1
N−1∑
j=1
N∑
l=j+1
ai,j(k)ai,l(k)‖xj,k − xl,k‖2
+
αk
t
(
(ρ− 1
2t
)‖x¯k − sk‖2
+
L(2− tρ)
N(1− tρ)
N∑
i=1
‖xi,k − x¯k‖
+
2ρ
N
(1 +
1
(1− tρ)2 )
N∑
i=1
‖xi,k − x¯k‖2
)
+
L2α2k
2t
≤ ϕ¯t,k + bk + L
2α2k
2t
, (A.16)
where
bk
:=
ρ
2N(1− tρ)2
N∑
i=1
N−1∑
j=1
N∑
l=j+1
ai,j(k)ai,l(k)‖xj,k − xl,k‖2
+
αk
t
(
L(2− tρ)
N(1− tρ)
N∑
i=1
‖xi,k − x¯k‖
+
2ρ
N
(1 +
1
(1− tρ)2 )
N∑
i=1
‖xi,k − x¯k‖2
)
.
and the last inequality in (A.16) follows from − 12t+ρ <
0. By invoking Lemma II.5, we have
N∑
i=1
N−1∑
j=1
N∑
l=j+1
ai,j(k)ai,l(k)‖xj,k − xl,k‖2 = O(α2k),
(A.17)
αk
N∑
i=1
‖xi,k − x¯k‖ = O(α2k), (A.18)
αk
N∑
i=1
‖xi,k − x¯k‖2 = O(α3k) (A.19)
and thus bk = O(α2k). Because f(x) is lower bounded
on X , we have ϕt(x) is also lower bounded on X . From
(A.16) it follows that
ϕ¯t,k+1 − inf ϕt(x) ≤ ϕ¯t,k − inf ϕt(x) +O(α2k).
Since
∑∞
k=0 α
2
k <∞, using Lemma 23 in [39, Chapter
2.2] we have {ϕ¯t,k} converges to some value ϕ¯t.
Recall that ϕt(x) is continuous differentiable. Since
‖xi,k − x¯k‖ → 0, it follows that
|ϕt(xi,k)− ϕt(x¯k)|2 → 0
and
|ϕ¯t,k − ϕt(x¯k)|2 = | 1
N
N∑
i=1
ϕt(xi,k)− ϕt(x¯k)|2
≤ 2
N2
N∑
i=1
|ϕt(xi,k)− ϕt(x¯k)|2 → 0.
Thus, ϕt(x¯k)→ ϕ¯t.
(2). The inequality (A.16) can be re-written as
αk
t
(
1
2t
− ρ)‖x¯k − sk‖2 ≤ ϕ¯t,k − ϕ¯t,k+1 + bk + L
2α2k
2t
.
(A.20)
Using (A.20), we have
∞∑
k=0
αk
t
(
1
2t
− ρ)‖x¯k − sk‖2
≤ ϕ¯t,0 − ϕ¯t +
∞∑
k=0
bk +
∞∑
k=0
L2α2k
2t
.
Dividing both sides by
∑∞
k=0 αk yields
inf
k=1,...,∞
‖∇ϕt(x¯k)‖2
≤ 2
1− 2tρ
ϕ¯t,0 − ϕ¯t +
∑∞
k=0 bk +
∑∞
k=0
L2α2k
2t∑∞
k=0 αk
.
If αk = O(1/
√
k), for sufficiently large T we have
inf
k=1,2,...,T
‖∇ϕt(x¯k)‖2 ≤ O( logT√
T
).
Before proving Theorem III.5, we need the following
technical lemma.
Lemma A.1. Given a > 0, 0 < 2b ≤ a and c ≥ 1, the
lower bound of the minimum value in (PN ) is given by
− 12Na2 + Nbac .
min
x1,...,xN
− 1
2
N∑
i=1
(x2i − 2bxi)
s.t.
N∑
i=1
x2i ≤ Na2,
0 ≤ xi ≤ ca, ∀i.
(PN )
3The lemma is stated as follows. Let uk+1 ≥ 0 and let uk+1 ≤
(1 + αk)uk + βk,
∑∞
k=0 αk < ∞,
∑∞
k=0 βk < ∞. Then uk →
u ≥ 0.
12
Proof of Lemma A.1. The dual function is given by
g(λ) := min
0≤xi≤ca
−1
2
N∑
i=1
(x2i −2bxi)+λ(
N∑
i=1
x2i −Na2),
where λ ≥ 0. We have
g(λ)
= N · min
0≤x≤ca
{(λ− 1
2
)x2 + bx} − λNa2
=
{ −λNa2 if λ ≥ 12 − bca ,
N
[
(λ− 12 )c2a2 + cba
]− λNa2 otherwise.
Note that 12 − bca ≥ 0. Therefore, we have
max
λ≥0
g(λ) = g(
1
2
− b
ca
) = −1
2
Na2 +
Nba
c
.
The weak duality implies the desired result.
Proof of Theorem III.5. We prove it by induction. By
the definition of e0 and the assumptions on k = 0, we
have
∑N
i=1 ‖xi,0 − x∗‖2 ≤ Nγ2ke20 and ‖xi,0 − x∗‖ ≤
ηe0, ∀i ∈ [N ] := {1, . . . , N}. Assume that (III.4) and
(III.5) hold for k ≥ 0. For k + 1, we have
N∑
i=1
‖xi,k+1 − x∗‖2
≤
N∑
i=1
‖vi,k − αkgi,k − x∗‖2
≤
N∑
i=1
(‖vi,k − x∗‖2 − 2αk 〈vi,k − x∗, gi,k〉)+NL2α2k
≤
N∑
i=1
(‖vi,k − x∗‖2 − 2αk(fi(vi,k)− fi(x∗))
+αkρ‖vi,k − x∗‖2
)
+NL2α2k
=
N∑
i=1
(‖vi,k − x∗‖2 − 2αk(fi(vi,k)− fi(x¯k)
+fi(x¯k)− fi(x∗)) + αkρ‖vi,k − x∗‖2
)
+NL2α2k
≤
N∑
i=1
(
(1 + ραk)‖vi,k − x∗‖2 + 2Lαk‖vi,k − x¯k‖
)
− 2Nβαk‖x¯k − x∗‖+NL2α2k,
where the third inequality follows from the weak con-
vexity and the last one is due to the sharpness property
and Lipschitz continuity of fi. Using the convexity of
‖ · ‖2 and ‖ · ‖ and the stochasticity of columns of A(k),
we have
N∑
i=1
‖xi,k+1 − x∗‖2
≤
N∑
i=1
(
(1 + ραk)‖xi,k − x∗‖2 + 2Lαk‖xi,k − x¯k‖
)
− 2Nβαk‖x¯k − x∗‖+NL2α2k
≤
N∑
i=1
(
(1 + ραk)‖xi,k − x∗‖2 − 2βαk‖xi,k − x∗‖
)
+ 2(L+ β)αk
N∑
i=1
‖x¯k − xi,k‖+NL2α2k
≤
N∑
i=1
(
(1 + ρµ0)‖xi,k − x∗‖2 − 2βαk‖xi,k − x∗‖
)
+
2
√
N(L+ β)c‖∆0‖
λ
γkαk
+
2N(L+ β)L
λ2
(
cγ1/δ−1
1− γ1/δ−1 + λ)α
2
k +NL
2α2k,
(A.21)
where we use ‖x¯k − x∗‖ ≥ ‖xi,k − x∗‖ − ‖x¯k − xi,k‖
and ‖ · ‖1 ≤
√
N‖ · ‖ in the second inequality. The
last inequality is due to (III.3). Recall the induction
assumption that
∑N
i=1 ‖xi,k − x∗‖2 ≤ Ne20γ2k and
‖xi,k − x∗‖ ≤ ηe0γk. Since
µ0 ≤ e0
2β − ρe0 , (A.22)
we have 2βαk1+ρµ0 =
2βµ0γ
k
1+ρµ0
≤ e0γk. By invoking
Lemma A.1(letting a = e0γ
k, b = βαk1+ρµ0 and c = η
in the lemma), we deduce that
(1 + ρµ0)
N∑
i=1
(
‖xi,k − x∗‖2 − 2βαk
(1 + ρµ0)
‖xi,k − x∗‖
)
≤ (1 + ρµ0)Ne20γ2k − 2
N
η
βαke0γ
k.
This, together with (A.21) yields
N∑
i=1
‖xi,k+1 − x∗‖2
≤ (1 + ρµ0)N(e0γk)2 − 2N
η
βµ0e0γ
2k
+
2
√
N(L+ β)c‖∆0‖
λ
µ0γ
2k
+
2N(L+ β)L
λ2
(
cγ1/δ
1− γ1/δ−1 + λ)µ
2
0γ
2k +NL2µ20γ
2k
= Nγ2ke20
(
1 + (ρ− 2β
ηe0
+
2(L+ β)c‖∆0‖√
Nλe20
)µ0+
+
2(L+β)L
λ2 (
cγ1/δ−1
1−γ1/δ−1 + λ) + L
2
e20
µ20


= Nγ2ke20

1− q
e20
µ0 +
acγ1/δ−1
1−γ1/δ−1 + aλ+ L
2
e20
µ20

 ,
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where a = 2(L+β)Lλ2 , q =
2β
η e0 − ρe20 − 2(L+β)c√Nλ ‖∆0‖.
Since γ ∈ (0, 1), if we have the following two conditions
1) q > 0
2)
1 > γ2 ≥ 1− qµ0
e20
+
acγ1/δ−1
1−γ1/δ−1 + aλ+ L
2
e20
µ20,
(A.23)
the result follows
N∑
i=1
‖xi,k+1 − x∗‖2 ≤ Nγ2(k+1)e20.
Proof of Condition 1) Since e0 ≤ 2βρη and
‖∆0‖ <
2β
η e0 − ρe20
2(L+ β)c
λ, (A.24)
we have q > 0.
Proof of Condition 2) To ensure (A.23), it is sufficient
to show
1 > γ2 ≥ 1− qµ0
10e20
√
N
+
acγ1/δ−1
1−γ1/δ−1 + aλ+ L
2
e20
µ20,
(A.25)
for some γ ∈ (0, 1), which is equivalent to
−γ1/δ+1 + γ2 + (1− qµ0
10e20
√
N
+
aλ+ L2 − ac
e20
µ
2
0)γ
1/δ−1
−(1− qµ0
10e20
√
N
+
aλ+ L2
e20
µ
2
0) ≥ 0,
if we multiply by (1−γ1/δ−1) and re-arrange the terms.
Consider the function
φ(γ)
=− γ1/δ+1 + (1− qµ0
10e20
√
N
+
aλ+ L2 − ac
e20
µ20)γ
1/δ−1
+ γ2 − (1− qµ0
10e20
√
N
+
aλ+ L2
e20
µ20).
Our goal is to find 1 > δ > 0 such that φ(λδ) ≥ 0 when
µ0 > 0.
Letting ǫ:=− qµ0
10e2
0
√
N
+ aλ+L
2
e2
0
µ20, we have ǫ < 0 since
0 < µ0 <
q
10(aλ+L2)
√
N
due to Assumption 7. By the
same token we have
−ac
e20
µ20 ≥ (
1
Λ
−1)ǫ, as µ0 ≤ q
10
√
N(aλ+ L2 + acΛ1−Λ )
.
(A.26)
Therefore, if 0 < µ0 ≤ q10√N(aλ+L2+ acΛ
1−Λ
)
, we have
φ(λδ)
= (1− λ2δ + ǫ − acµ
2
0
e20
)λ1−δ + λ2δ − (1 + ǫ)
≥ (1− λ2δ + 1
Λ
ǫ)λ1−δ + λ2δ − (1 + ǫ)
= (1− λ2δ)(λ1−δ − 1) + 1
Λ
λ1−δǫ − ǫ.
It is clear for every λ ∈ (0, 1) that
(1− λ2δ)(λ1−δ − 1) + 1
Λ
λ1−δǫ→ 1
Λ
λǫ as δ → 0.
Therefore, there exists sufficiently small δ > 0 such that
φ(λδ) ≥ 1Λλǫ− ǫ > 0, since Λ > λ and ǫ < 0.
Combining (A.22), (A.26) and (A.24), we have
N∑
i=1
‖xi,k+1 − x∗‖2 ≤ Ne20γ2k+2,
if 0 < µ0 ≤ min{ e02β−ρe0 ,
q
10
√
N(aλ+L2+ acΛ
1−Λ
)
}, γ = λδ
and ‖∆0‖ <
2
η
βe0−ρe20
2(L+β)c λ.
Lastly, we need to verify (III.5) for k + 1. Since
‖x¯k+1 − x∗‖2 ≤ 1N
∑N
i=1 ‖xi,k+1 − x∗‖2 ≤ e20γ2k+2,
it follows from (III.3) that
‖xi,k+1 − x∗‖
≤ ‖xi,k+1 − x¯k+1‖+ ‖x¯k+1 − x∗‖
≤ ‖∆k+1‖+ e0γk+1
≤
(
c
λ
‖∆0‖+
√
NL
λ2
(c
γ
1
δ−1
1− γ 1δ−1 + λ)µ0
)
γk+1 + e0γ
k+1
Using (A.25), one has
(c
γ
1
δ−1
1− γ 1δ−1 + λ)µ0 <
q
10
√
Na
≤ βe0
5
√
Na
.
Therefore, we have
‖xi,k+1−x∗‖ ≤
(
c
λ
‖∆0‖+ β
10(L+ β)
e0
)
γk+1+e0γ
k+1.
Since ‖∆0‖ <
2
η βe0−ρe20
2(L+β)c λ, it follows that
‖xi,k+1 − x∗‖
≤
(
2
ηβe0 − ρe20
2(L+ β)
+
β
10(L+ β)
e0
)
γk+1 + e0γ
k+1
≤ ( 1
2η
+
21
20
)e0γ
k+1
≤ ηe0γk+1,
where the second inequality follows from β ≤ L and the
last inequality holds since η ≥ √2.
Proof of Theorem III.6. The proof is quite similar to
that of algorithm (I.2). We explain the main steps below.
First, we have the same consensus lemma as Lemma II.4.
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Substituting z = vˆi,k into (A.13) and taking expectation
conditioned on k, we obtain
Eϕt (xi,k+1)
≤ f(vˆi,k) + E 1
2t
‖xi,k+1 − vˆi,k‖2
≤ f(vˆi,k) + 1
2t
E
(‖vi,k − vˆi,k‖2 − 2αk 〈vi,k − vˆi,k, ξi,k〉
+α2k‖ξi,k‖2
)
≤ ϕt(vi,k)− αk
t
〈vi,k − vˆi,k, gi,k〉+ α
2
k
t
L2.
(A.27)
Then, the remaining parts of the proof are the same as
that of Theorem III.2.
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