The idea of slicing divergences has been proven to be successful when comparing two probability measures in various machine learning applications including generative modeling, and consists in computing the expected value of a 'base divergence' between one-dimensional random projections of the two measures. However, the computational and statistical consequences of such a technique have not yet been well-established. In this paper, we aim at bridging this gap and derive some properties of sliced divergence functions. First, we show that slicing preserves the metric axioms and the weak continuity of the divergence, implying that the sliced divergence will share similar topological properties. We then precise the results in the case where the base divergence belongs to the class of integral probability metrics. On the other hand, we establish that, under mild conditions, the sample complexity of the sliced divergence does not depend on the dimension, even when the base divergence suffers from the curse of dimensionality. We finally apply our general results to the Wasserstein distance and Sinkhorn divergences, and illustrate our theory on both synthetic and real data experiments.
complexity of SW has at most polynomial dependency on the dimension of the problem d, compared to the sample complexity of the Wasserstein distance, which has an exponential dependence on d [19] . [20] then refined that result, and showed that the convergence rate of empirical measures under SW does not depend on the dimension, assuming some moment conditions on the measures. Finally, [21] showed that the estimators obtained by minimizing SW converge to a true estimator with a rate of n −1/2 , thus independent of d, where n denotes the number of observed samples. These results illustrate that slicing the Wasserstein distance can yield a remarkably improved metric in terms of the dependence of the statistical properties on the problem dimension, since the rates are improved from n −1/d to n −1/2 , which is dimension-independent.
Despite the fact that slicing might fundamentally change the statistical properties of the Wasserstein distance, it has also been observed that the topological properties of SW are similar to those of the Wasserstein distance. In particular, [22] showed that SW satisfies the metric axioms and is strongly equivalent to Wasserstein on compact domains, implying in that setting that the topology generated by SW is finer than the one corresponding to the weak convergence. [21] improved this result and showed that convergence in SW implies weak convergence in general. Finally, very recently [23] proved that SW and Wasserstein distances are weakly equivalent in general, meaning that convergence in one of them implies convergence in the other one. Combined with the statistical properties of SW, these results show that while inducing a similar topology to the one of Wasserstein distance, SW can further enjoy nice statistical properties, whereas the Wasserstein distance cannot.
Even though sliced versions of several other divergence functions have already been used in practice (e.g., [14, 12, 24] ), the theoretical properties of such sliced divergences have not yet been well-understood. Motivated by the properties of SW, we investigate, in the present document, the statistical and topological properties of Sliced Probability Divergences in a more general setting. In particular, we consider a generic base divergence ∆, and define its sliced version, denoted as S∆. First, we show that slicing preserves the metric properties, in the sense that if ∆ is a metric, then so is S∆. Afterwards, we focus on finer topological properties of S∆ and show that if convergence in the base distance ∆ implies weak convergence of measures, then slicing preserves this property as well, meaning that convergence in S∆ implies weak convergence of measures. Furthermore, in the case when ∆ is an integral probability metric [25] , we identify sufficient conditions for S∆ to be upper-bounded by ∆, which implies that S∆ induces a weaker topology. Similarly, we also identify sufficient conditions such that, ∆ and S∆ are strongly equivalent in compact domains, which implies that convergence in one of them is equivalent to the convergence in the other one.
In terms of statistical properties of S∆, we investigate its sample complexity and relate it to the sample complexity of the base divergence ∆. We show that, for any S∆, the sample complexity does not depend on the dimension d, and it is proportional to the one-dimensional sample complexity of ∆. This property comes with a caveat, however: we further show that, if one approximates the expectation over the random projections that appear in S∆ with a simple Monte Carlo average, which is the most common practice, an additional variance term appears in the sample complexity and can limit the performance of S∆ in high dimensions. This result agrees with the recent empirical observations reported in [15, 17] .
As a showcase, we first apply our general theory on identifying the sample complexity of SW under different assumptions on the measures to be compared. We then consider the Sinkhorn divergences [26] , whose sample complexity is known to have an exponential dependence on the dimension d [27] , and investigate its sliced version, which we refer to as the Sliced-Sinkhorn divergence. We further provide customized sample complexity results for Sliced-Sinkhorn based on recent results [27, 28] , and obtain rates that still do not depend on d. We also investigate the worst-case computational complexity of computing Sliced-Sinkhorn. We finally support our theory with numerical experiments conducted on synthetic and real data.
Preliminaries and Technical Background
Notations. For d ∈ N * , let X be a closed and measurable subset of R d and B(X) its Borel σ-algebra for the induced topology. P(X) stands for the set of probability measures on (X, B(X)), and P p (X) is the set of probability measures on (X, B(X)) with finite moment of order p, i.e. P p (X) = µ ∈ P(X) : X x p dµ(x) < +∞ . For any µ ∈ P(X), denote by supp(µ) the support of µ. Define for any n ≥ 1,μ n the empirical distribution computed over a sequence of independent and identically distributed (i.i.d.) random variables {X k } n k=1 sampled from µ, byμ n = (1/n) n k=1 δ X k , with δ x the Dirac measure at x. Leb d refers to the Lebesgue measure on R d . M(X) is the set of real-valued measurable functions on X, and M b (X) is the set of bounded functions of M(X). S d−1 = θ ∈ R d : θ = 1 denotes the d-dimensional unit sphere, and B d (0, R) = x ∈ R d : x < R is the open ball in R d of radius R > 0 centered around 0 ∈ R d . We denote by ·, · the Euclidean inner-product. For any θ ∈ S d−1 , we denote by θ :
The Integral Probability Metric (IPM, [25] ) associated with F and denoted by γ F , is defined for any µ, ν ∈ P F (Y) as
Note that if µ or ν does not belong to P F (Y), we set γ F (µ, ν) = +∞. IPMs are pseudo-metrics [29] , i.e. they are non-negative, symmetric, satisfy the triangle inequality and γ F (µ, µ) = 0 for any µ ∈ P F (Y). Instances of well-known IPMs include the Wasserstein distance of order 1, total variance distance (TV) and maximum mean discrepancy (MMD), which we recall below.
(1) Wasserstein distance of order 1. By the Monge Kantorovich duality theorem [8, Theorem 5.10] , when F = {f : In some of our results presented in Section 3, we will assume that the supremum in (1) is attained. This property is verified for MMD, W 1 , and TV, by [9] , [8] , and [30] respectively.
Wasserstein distance and Sinkhorn divergences. Arising from the optimal transportation (OT) theory, the Wasserstein
where Γ(µ, ν) represents the set of probability measures γ on
Note that W 1 can be characterized by (2) or as an IPM (1) . The former corresponds to Kantorovitch's primal formulation of the OT problem, while the latter is the dual problem, and strong duality holds [8, Theorem 5.10] .
When µ and ν are discrete distributions, computing W p (µ, ν) amounts to solving a linear program, meaning that the computational complexity becomes excessive in large-scale applications. By adding an entropic penalization term to (2) , one can obtain an approximate solution to the original problem using a simple numerical scheme with significantly lower computational requirements [31] . This yields a regularized Wasserstein cost, defined for any µ, ν ∈ P p (R d ) and ε ≥ 0 as
where H(γ | µ ⊗ ν) is the relative entropy of the transport plan γ with respect to µ ⊗ ν, and if γ is absolutely continuous with respect to µ ⊗ ν, it is given by
Building on the regularized Wasserstein cost, [26] studied Sinkhorn divergences, defined for any µ, ν ∈ P p (R d ) and ε ≥ 0 as
These divergences satisfy W p,ε (µ, µ) = 0 for µ ∈ P(R d ) (contrary to W p,ε ), and have been shown to interpolate between OT (when ε → 0) and MMD (when ε → ∞).
Sliced-Wasserstein (SW) distance. When dealing with one-dimensional distributions, (2) admits a closed-form solution, which can be efficiently computed. This practical property gave rise to another popular tool called SW. Here, the main idea is to consider one-dimensional linear projections of two high dimensional measures, then compute the expected W p between these one-dimensional representations. Formally, for any θ ∈ S d−1 , θ denoting the linear form given by θ (x) = θ, x for all x ∈ R d , SW of order p ∈ [1, ∞) is defined for any µ, ν ∈ P p (R d ) as:
where σ is the uniform distribution on S d−1 , and for any measurable function f :
Recently, SW has been successfully used for generative modeling applications [32, 33, 34, 35] .
Sliced Probability Divergences
In this section, we define the family of Sliced Probability Divergences (SPDs), then we present our theoretical contributions regarding their topological and statistical properties. We provide all the proofs in the supplementary document.
Consider a divergence ∆ R d : P(R d ) × P(R d ) → R + ∪ {∞} which measures the dissimilarity between two probability measures on R d for d ∈ N * . We use the notation ∆ to denote ∆ R , and refer to it as the 'base divergence'. We define the Sliced Probability Divergence of order p ∈ [1, ∞) associated to ∆, and denoted by S∆ p , for any µ, ν ∈ P(R d ) as
Note that in this paper, we assume that θ → ∆ p (θ µ, θ ν) is measurable so that (4) is well-defined. This can be easily checked if (µ , ν ) → ∆(µ , ν ) is continuous for the weak topology on P(R), since this implies θ → ∆ p (θ µ, θ ν) is continuous. The integration over S d−1 in (4) does not admit an analytical form in general, and is approximated with a simple Monte Carlo scheme in practice (e.g., [13, 17, 24, 12] ). Accordingly, we denote by S∆ p,L , the Monte Carlo estimate of S∆ p obtained by uniformly sampling L projection directions on S d−1 , and it is defined as follows
with {θ l } L l=1 is i.i.d. from σ and θ l (x) = θ l , x . Since each term of the sum in (5) can be computed independently from each other, the approximation of SPDs can be carried out in parallel, which constitutes a nice practical feature.
Topological properties
In this section, we describe the topology induced by SPDs, given the properties of base divergences. Our first result relates the metric properties of ∆ and S∆ p . Proposition 1. Let p ∈ [1, ∞). (i) If ∆ is non-negative (symmetric resp.), then S∆ p is non-negative (symmetric resp.). (ii) If ∆ satisfies for µ , ν ∈ P(R), ∆(µ , ν ) = 0 if and only if µ = ν , then S∆ p satisfies the same property for any µ, ν ∈ P(R d ).
(iii) If ∆ is a metric, then S∆ p is a metric.
Next, we show that if the weak convergence of probability measures in P(R) is equivalent to the convergence in ∆, then the same property holds for S∆ p , p ∈ [1, ∞), with measures in P(R d ). Theorem 1. Let p ∈ [1, ∞). Assume ∆ is non-negative and bounded, and the weak convergence in P(R) is equivalent to the convergence under ∆, i.e. for any sequence of probability measures (µ k ) k∈N in P(R), µ k converges weakly to µ for µ ∈ P(R) is equivalent to lim k→∞ ∆ µ k , µ = 0. Then, the weak convergence in P(R d ) is equivalent to the convergence under S∆ p .
Note that if ∆ is a distance, S∆ p is also a distance by Proposition 1, and we can reformulate Theorem 1 as "if ∆ metrizes the weak convergence in P(R), then, S∆ p metrizes the weak convergence in P(R d )". [21] showed that the convergence in the Sliced-Wasserstein distance implies the weak convergence of probability measures. Theorem 1 extends their result to the general class of SPDs with an analogous proof, but also proves that the converse implication holds, provided that ∆ is weakly continuous.
In the next three results, we focus on IPMs and provide finer results on their respective topologies. Before proceeding with the results, let us first formally define Sliced-IPMs.
The Sliced Integral Probability Metric (Sliced-IPM) of order p ∈ [1, ∞) associated with F, denoted by Sγ F,p , is defined for any µ, ν ∈ P(R d ) as
Note that since γ F is a pseudo-metric, we conclude by applying Proposition 1 that Sγ F,p is a pseudo-metric as well.
We now identify some regularity conditions on the function classes F and F such that, under those conditions, we are able to show that Sliced-IPMs can be bounded above and below by IPMs. Our analysis builds on [22, Chapter 5.1], which contains analogous results for the specific case of Sliced-Wasserstein.
Then, for any p ∈ [1, ∞) and µ, ν ∈ P(R d ),
Informally, the condition on the function classes requires that F and F should be linked to each other in the way that F should be large enough to contain the composition of all the elements of F with all the possible projections θ .
Let us illustrate this condition by considering W 1 , where F is the set of 1-Lipschitz functions from R d to R, and F is the set of 1-Lipschitz functions from R to R. Then, the condition on F boils down to showing that the composition of anỹ f ∈ F with any linear projection θ results in a 1-Lipschitz function in R d , which is simply true sincef is 1-Lipschitz and θ = 1 for all θ ∈ S d−1 . We provide a formal proof in the supplementary document along with the illustrations of other classical instances of IPMs, namely TV and MMD.
The upper-bound in Theorem 2 means that Sγ F,p induces a weaker topology, which can be computationally beneficial, as argued in [3] . On the other hand, it also indicates that Sγ F,p comes with less discriminative power, which might be restrictive for hypothesis testing applications [9] . We now restrict Sγ F,p to compact domains and derive a lower-bound.
and suppose that there exists L ≥ 0 such that for any g ∈ G, g is L-Lipschitz continuous. Let G be a class of functions satisfying
Furthermore, suppose that Sγ G,p is bounded. Then, for any p ∈ [1, +∞), there exists C p > 0 such that
As with Theorem 2, Theorem 3 assumes that the function classes G and G are linked to each other and sufficiently regular. The condition on G is verified with W 1 (simply by definition) and MMD (provided that the reproducing kernel is Lipschitz-continuous, which holds on compact spaces for classical choices of kernels), but not with TV. On the other hand, the second condition requires G to be large enough to contain any possible slice g(x − θt) for any g ∈ G.
By combining Theorem 2 and 3, we can finally establish the strong equivalence of Sliced-IPMs and IPMs.
Assume that the conditions of Theorem 3 are satisfied. Then, for any p ∈ [1, +∞), there exists C p ≥ 0 independent of µ, ν such that
Corollary 1 implies that the convergence of probability measures in Sγ G,p is equivalent to the convergence in γ G .
Statistical properties
In practical applications, including generative modeling, we generally have at hand finite sets of samples with unknown underlying distributions. A question of particular importance is then the bound of the error made when approximating a probability divergence with finitely many samples. In other words, given an SPD S∆ p , we would like to quantify the convergence rate of S∆ p (μ n ,ν n ) to S∆ p (µ, ν) for any distributions µ and ν, according to the number of samples n. This rate is called the sample complexity of S∆ p .
Besides the sample complexity, SPDs also induce in practice an approximation error due to the Monte Carlo approximation (see Section 3). We introduce the term projection complexity to refer to the convergence rate of the Monte Carlo estimate S∆ p,L to S∆ p as a function of the number of projections L. Hence, the overall complexity S∆ p,L (μ n ,ν n ) − S∆ p (µ, ν) will be bounded by the sum of the sample and the projection complexities.
We begin this section by showing that the sample complexity of any SPD is proportional to the one dimensional sample complexity of the base divergence.
Suppose that ∆ p admits the following sample complexity: for any µ , ν in P(R) with respective empirical measuresμ n ,ν n ,
Then, for any µ, ν in P(R d ) with respective empirical measuresμ n ,ν n , the sample complexity of S∆ p is given by
If ∆ is a bounded pseudo-metric and we have a direct control over the convergence rate of empirical measures in ∆, we can further derive the following result.
Suppose that for any µ ∈ P(R) and empirical measureμ n , E|∆ p (μ n , µ )| ≤ α(p, n).
Then, for any µ in P(R d ) with empirical measureμ n ,
. Furthermore, if ∆ is non-negative, symmetric, and satisfies the triangle inequality, then
These results show that the sample complexity of any SPD is dimension-independent. However, this property comes with a caveat: in practice, the projection complexity of the SPD comes into play as well, as pointed out hereafter. Theorem 6. Let p ∈ [1, ∞) and µ, ν ∈ P(R d ). Then, the error made with the Monte Carlo estimation of S∆ p can be bounded as follows
This result illustrates that the quality of the Monte Carlo estimates is impacted by the number of projections as well as the variance of the evaluations of the base divergence. This behavior has already been empirically observed in different scenarios [15, 17, 16] , and paved the way for the so-called 'max-sliced' distances.
Applications
We focus on two instances of SPDs, namely the Sliced-Wasserstein distance and Sliced-Sinkhorn divergence. Specifically, we apply the general results derived in the previous section to analyze their sample complexity.
The next corollary establishes the sample complexity of SW p under different moment conditions.
with q > p, and its empirical approximationμ n . Then, there exists a constant C p,q depending on p, q such that,
where M q (µ) refers to the moment of order q of µ.
Besides, for any µ, ν ∈ P q (R d ) with q > p, and corresponding empirical measuresμ n ,ν n , we have
We now introduce a new family of probability divergences, obtained by slicing the regularized OT cost and Sinkhorn divergences:
We refer to SW p,ε and SW p,ε as Sliced-Sinkhorn divergences, and we show that such divergences exhibit interesting statistical and computational properties on compact spaces. For clarity purposes, we will present our results for SW p,ε , but these also apply for SW p,ε .
Since W p,ε is not an IPM, we start with a topological property that is analogous to Theorem 2 and establish that the regularized OT cost is lower-bounded by its sliced version.
In the next theorem, we work with probability measures supported on a compact set X ⊂ R d , and we show that while the sample complexity of regularized OT worsens as ε decreases, the one for Sliced-Sinkhorn divergences does not depend on ε.
Theorem 8. Let X be a compact subset of R d , p ∈ [1, ∞) and µ, ν ∈ P p (X), with respective empirical instanciationŝ µ n ,ν n . Suppose there exists q > p such that µ, ν ∈ P q (X). Then, the Sliced-Sinkhorn divergence satisfy
where C q (µ, ν) is a constant that depends on q and the moments of order q of µ and ν.
By slightly stretching the scope of our study, we finally investigate the computational properties of SW p,ε . Sinkhorn's algorithm is the classical way of computing the regularized OT cost, and can also be used for the sliced counterparts. It is based on an iterative procedure which returns a solution of (3) at a linear rate ( [36] ; more details on this result can be found in the supplementary document and [37, Section 4.2]). In particular, if we deal with sets of n samples in R d and use the squared Euclidean cost, the worst-case convergence rate is determined by max i,j∈{1,...,n} x i − y j 2 /ε (see also [38] for a sublinear convergence rate with a better constant also depending on this quantity). We show that in high dimension d, unless the number of samples grows super-polynomially with d, this quantity is divided by a factor at least of order √ d with high probability.
≤ R 2 and let θ be a random vector chosen uniformly on the sphere S d−1 . Then for δ ∈ ]2e −d/32 , 1], it holds with probability 1 − δ
This result suggests an improvement of the convergence rate of Sinkhorn's algorithm when projecting high-dimensional distributions. By combining Proposition 2 with the fact that (5) can be computed in parallel, we expect that slicing the regularized OT cost leads to significant computational benefits in practice. 
Experiments
In this section, we present the numerical experiments that we conducted to illustrate our theoretical findings.
We first verify that IPMs and Sinkhorn divergences are bounded below by their sliced versions, as demonstrated in Theorems 2 and 7 respectively. Consider n = 1000 observations i.i.d. from N (0, σ 2 I d ) where σ 2 = 4. We generate n i.i.d. samples from N (0, σ 2 I d ) for 100 values of σ 2 equispaced between 0.1 and 9. We compute MMD between the empirical distributions of the observations and the generated datasets, as well as the Wasserstein distance of order 1 and normalized Sinkhorn divergence (6) with order 1 and ε = 1. We used a Gaussian kernel for MMD combined with the heuristic proposed in [9] , which sets the kernel width to be the median distance over the aggregated data, and we approximated this discrepancy with the biased estimator in [9, Equation 5 ]. Then, we compute Sliced-Wasserstein, Sliced-Sinkhorn and Sliced-MMD. Each of these sliced divergences was approximated with a Monte Carlo estimate based on 10 randomly picked projections. Figure 1 reports the divergences against σ 2 for d = 10, and shows that the curves for Wasserstein, Sinkhorn and MMD are above their respective sliced version's ones, as predicted by our theoretical bounds. On the other hand, this figure also illustrates the statistical benefits induced by slicing: all sliced divergences attain their minimum at σ , while Wasserstein and Sinkhorn fail at this. This observation is in line with [39] , where the authors showed that the minimum point and also the gradients of the Wasserstein distance have a bias, which can be prominent unless n is large enough. Note that MMD performs well in this task, and this might be explained by its sample complexity, which does not depend on the dimension. In that sense, Sliced-MMD does not bring much regarding statistical efficiency.
The next experiments focus on illustrating the statistical properties presented in Section 3.2. We first analyze the convergence rate of the sliced divergences' Monte Carlo estimates (Theorem 6) in a synthetical setting. We consider two sets of 500 samples i.i.d. from the d-dimensional Gaussian distribution N (0, I d ), and we approximate SW 2 between the empirical distributions with a Monte Carlo scheme that uses a high number of projections L = 10 000. Then, we compute the Monte Carlo estimate of SW 2 obtained with L < L random projections, denoted by SW 2,L . Figure 2 shows the absolute difference of SW 2,L and SW 2,L (averaged over 100 runs) against L, for different values of dimensions d. We observe that the Monte Carlo error indeed shrinks to zero when we increase the number of projections, with a convergence rate of order L −1/2 .
Then, we illustrate the sample complexity of Sliced-Wasserstein and Sliced-Sinkhorn (Corollary 2 and Theorem 8, respectively). We consider two sets of n samples i.i.d. from N (0, I d ), and we compute W 2 and W 2,ε between the corresponding empirical distributions, as well as their respective sliced versions. We analyze the convergence rate for different number of samples n (ranging from 10 to 1000) and dimensions d. For the Sinkhorn divergences, we also study the influence of the regularization parameter ε. Each experiment was run 100 times, and the sliced divergences are approximated with a Monte Carlo scheme using 10 random projections. Figure 3 reports the Wasserstein and Sliced-Wasserstein distances vs. the number of samples, for d varying from 2 to 100. We observe that, as opposed to W 2 , the convergence rate of SW 2 does not depend on the dimension. As a consequence, SW 2 converges faster than W 2 when the dimension increases. Figures 4(a) and 4(b) show Sinkhorn and Sliced-Sinkhorn divergences vs. n, and respectively study the influence of d and ε on the convergence rate. As predicted by the theory, Sliced-Sinkhorn seems to be more 'robust' than Sinkhorn in the sense that its convergence rate does not depend on the dimension nor on the regularization coefficient. To illustrate Proposition 2, we also store the number of iterations when the convergence of Sinkhorn's algorithm is reached, and plot it as a function of d on Figure 4 (c). Note that for Sliced-Sinkhorn, this number corresponds to an average over the number of projections used in the approximation. Our experiment emphasizes the (a) Infuence of dimension computational advantages of Sliced-Sinkhorn, since the number of iterations remains the same with the increasing dimension, while it grows exponentially for Sinkhorn.
Our last experiment operates on real data and is motivated by the two-sample testing problem [9] , whose goal is to determine whether two sets of samples were generated from the same distribution or not. This is useful for various applications, including data integration, where we wish to understand that two datasets were drawn from the same distribution in order to merge them. In this context, we run the following experiment: for different values of n, we randomly select two subsets of n samples from the same dataset, and we compute the Wasserstein and Sliced-Wasserstein distances (of order 2) between the empirical distributions, as well as the Sinkhorn and Sliced-Sinkhorn divergences (ε = 1). We use the MNIST [40] and CIFAR-10 [41, Chapter 3] datasets, and we plot the results on Figure 5 (a) and 5(b) respectively. Specifically, we report the divergences (averaged over 10 runs) against n, and the mean execution time for the computation of Sinkhorn and Sliced-Sinkhorn. The sliced divergences perform the best, in the sense that they need less samples to converge to zero. Besides, Sliced-Sinkhorn is faster than Sinkhorn in terms of execution time (which was expected, due to Proposition 2 and the parallel computation), and the difference is even more visible for a high number of samples. For example, for n = 2500 on MNIST or n = 1000 on CIFAR-10, Sliced-Sinkhorn is almost 130 times faster than for Sinkhorn on average.
Conclusion
In this study, we considered Sliced Probability Divergences, which have been increasingly popular in machine learning applications, thanks to their favorable computational properties. We derived theoretical results about their induced topology as well as their statistical efficiency in terms of number of samples and projections. Specifically, we proved that the sample complexity of SPDs does not depend on the problem dimension, and showed that this attractive property might be offset in practice with the projection complexity. We empirically illustrated our findings on different setups.
The gains in statistical efficiency could be explained by an ability of slicing to overlook irrelevant characteristics of the distributions. An important question for future work is then to understand precisely what geometrical features are well preserved by the slicing operation, and which are not. On the other hand, another interesting future direction is to extend our analysis to the recently proposed 'max-sliced' [15] and 'generalized' sliced divergences [17] .
A Postponed proofs for Section 3 A.1 Proof of Proposition 1
Proof of Proposition 1. (i) The fact that S∆ p is non-negative (or symmetric) if ∆ is, immediately follows from the definition of S∆ p (4).
(ii) Assume that ∆ satisfies the identity of indiscernibles, i.e. for µ , ν ∈ P(R), ∆(µ , ν ) = 0 if and only if µ = ν . For any µ ∈ P(R d ) and θ ∈ S d−1 , ∆(θ µ, θ µ) = 0, therefore S∆ p (µ, µ) = 0 by its definition (4) . Now, consider µ, ν ∈ P(R d ) such that S∆ p (µ, ν) = 0. Then, by the definition of S∆ p (4), we have ∆(θ µ, θ ν) = 0 for σ-almost every (σ-a.e.) θ ∈ S d−1 , therefore θ µ = θ ν for σ-a.e. θ ∈ S d−1 . Next, we use the same technique as in [22, Proposition 5.1.2]: for any measure ξ ∈ P(R s ) (s ≥ 1), F[ξ] denotes the Fourier transform of ξ and is defined as, for any w ∈ R s ,
Then, by using (7) and the property of pushforward measures, we have for any t ∈ R and θ ∈ S d−1 ,
Since for σ-a.e. θ ∈ S
. By the injectivity of the Fourier transform, we conclude that µ = ν.
(iii) Suppose ∆ is a metric. Based on the previous results, to show that S∆ p is a metric, all we need to prove here is that it verifies the triangle inequality. Let µ, ν, ξ ∈ P(R d ). Using that ∆ satisfies the triangle inequality and the Minkowski inequality in L p (S d−1 , σ), we get
A.2 Proof of Theorem 1
We start by proving Lemma 1 below, which extends [21, Lemma S13] to the more general class of Sliced Probability Divergences. Lemma 1. Consider (µ k ) k∈N a sequence in P(R d ) satisfying lim k→∞ S∆ 1 (µ k , µ) = 0, with µ ∈ P(R d ), and assume that the convergence in ∆ implies the weak convergence in P(R). Then, there exists an increasing function φ : N → N such that the subsequence (µ φ(k) ) k∈N converges weakly to µ.
Proof. We assume that lim k→∞ S∆ 1 (µ k , µ) = 0, i.e.: 
where Φ ν is the characteristic function of ν ∈ P(R s ) (s ≥ 1) and is defined as: for any v ∈ R s , Φ ν (v) = R s e i v,w dν(w). Therefore, for Lebesgue-almost every z ∈ R d , lim
We now use (9) to show that (µ φ(k) ) k∈N converges weakly to µ. By [44, Problem 1.11, Chapter 1], this boils down to proving that, for any f : R d → R continuous with compact support,
Consider σ > 0 and a continuous function f : R d → R with compact support. We introduce the function f σ defined as:
where * denotes the convolution product, and g σ is the density of the d-dimensional Gaussian with zero-mean and covariance matrix σ 2 I d . First, we prove that (10) holds with f σ in place of f . The characteristic function associated to a d-dimensional Gaussian random variable G with zero mean and covariance matrix (1/σ 2 )I d is given by: for any z ∈ R d , E e i z,G = e − z 2 /(2σ 2 ) . By plugging this in the definition of f σ and using Fubini's theorem, we obtain for any k ∈ N,
where
Since the support of f is assumed to be compact, F[f ] exists and is bounded by
We can prove with similar techniques that (11) holds with µ in place of µ φ(k) , i.e.:
Using (9), (11), (12) and Lebesgue's Dominated Convergence Theorem, we obtain:
We can now prove (10): for any σ > 0,
By (13) , we deduce that for any σ > 0, lim sup
and since lim σ→0 sup z∈R d |f (z) − f σ (z)| = 0 [45, Theorem 8.14-b], we conclude that (µ φ(k) ) k∈N converges weakly to µ.
We can now prove Theorem 1.
Proof of Theorem 1. Let p ∈ [1, ∞) and (µ k ) k∈N be a sequence of probability measures in P(R d ).
First, suppose (µ k ) k∈N converges weakly to µ ∈ P(R d ). By the continuous mapping theorem, since for any θ ∈ S d−1 , θ is a bounded linear form thus continuous, then (θ µ k ) k∈N converges weakly to θ µ. Therefore, according to our assumption on ∆, for any θ ∈ S d−1 , lim k→∞ ∆(θ µ k , θ µ) = 0 .
Besides, ∆ is assumed to be non-negative and bounded. Hence, there exists M > 0 such that, for any k ∈ N,
Using (14), (15) and the bounded convergence theorem, we obtain
Since the mapping t → t 1/p is continuous on R+ (and can be applied to S∆ p p , which is non-negative by the nonnegativity of ∆ and Proposition 1), then (16) implies lim k→∞ S∆ p (µ k , µ) = 0. Now, let us prove the other implication, i.e. lim k→∞ S∆ p µ k , µ = 0 implies the weak convergence of (µ k ) k∈N to µ, given the assumptions on ∆. This result is a generalization of [21, Theorem 1], and is proved analogously, using Lemma 1: consider (µ k ) k∈N and µ in P(R d ) such that
and suppose (µ k ) k∈N does not converge weakly to µ. Therefore, lim k→∞ d P (µ k , µ) = 0, where d P is the Lévy-Prokhorov metric, i.e. there exists > 0 and a subsequence (µ ψ(k) ) k∈N with ψ : N → N increasing, such that for any k ∈ N,
On the other hand, an application of Hölder's inequality on S d−1 gives for any µ, ν in P(R d ),
Then, by (17) , lim k→∞ S∆ 1 (µ ψ(k) , µ) = 0. Since we assume the convergence in ∆ implies the weak convergence in P(R), Lemma 1 gives us: there exists a subsequence (µ φ(ψ(k)) ) k∈N with φ : N → N increasing such that (µ φ(ψ(k)) ) k∈N converges weakly to µ. This is equivalent to lim k→∞ d P (µ φ(ψ(k)) , µ) = 0, which contradicts (18) . We conclude that (17) implies the weak convergence of (µ k ) k∈N to µ.
A.3 Proof of Theorem 2
Proof of Theorem 2. Let p ∈ [1, ∞) and µ, ν ∈ P(R d ).
, which is assumed to exist. Note that (19) results from applying the property of pushforward measures.
By definition of F, for any θ ∈ S d−1 , there exists f * θ ∈ F such that f * θ =f * • θ . Therefore, we obtain
which completes the proof.
The next three corollaries exhibit that Theorem 2 holds for the Wasserstein distance of order 1 W 1 , total variation distance TV and maximum mean discrepancy MMD. We denote by SW 1 , STV p and SMMD p the respective sliced versions of these IPMs with order p ∈ [1, ∞).
Then, by using the Cauchy-Schwarz inequality and the definition of F, we have for any x, y ∈ R d , 
We obtain the final result by using Theorem 2 and the definition of TV.
be the unit ball of the RKHS with reproducing kernelk, and k be the positive definite kernel such that for any
as the unit ball of the RKHS whose reproducing kernelk satisfies k −k is positive definite. Then, for any p ∈ [1, ∞) and µ, ν ∈ P(R d ),
where MMD(·, · ; F ) and SMMD p (·, · ; F ) respectively denote the MMD and the Sliced-MMD of order p in the RKHS whose unit ball is F .
In particular, this property holds for (i) Linear kernels:k(t i , t j ) = t i t j for t i , t j ∈ R, andk(x i , x j ) = x i x j /d for x i , x j ∈ R and d ≥ d.
(ii) Radial basis function (RBF) kernels: let h ≥ 0,k(t i , t j ) = e −|ti−tj | 2 /h for t i , t j ∈ R, andk(
Proof. Define F as the unit ball of an RKHS whose reproducing kernel is denoted byk. Then, anyf ∈ F satisfies
where n ∈ N * , α 1 , . . . , α n ∈ R and t 1 , . . . , t n ∈ R.
The integration of (21) over S d−1 give us
Define k :
Sincek is positive definite, so is k. By the Moore-Aronszajn theorem, there exists a unique RKHS with reproducing kernel k. Therefore, (22) means that f is in the unit ball of the RKHS associated with k.
Additionally, consider a positive definite kernelk :
In other words, the following holds for any n ∈ N, v 1 , . . . , v n ∈ R and x 1 , . . . ,
Then, by (22) , we obtain
Therefore, any f defined as f =f • θ withf ∈ F and θ ∈ S d−1 is in the unit ball of the RKHS associated withk, which we denote by F. By using Theorem 2 and the definition of MMD, we obtain the desired result: for any p ∈ [1, ∞) and µ, ν ∈ P(R d ),
Next, we show that this result holds for two popular choices of kernels. First, we choosek as the linear kernel:
Definek as a rescaled version of the linear kernel in
Then, for any n ∈ N, v 1 , . . . , v n ∈ R and x 1 , . . . ,
where (24) results from n i=1 n j=1 v i v j x i x j ≥ 0 (the linear kernel is positive definite) and d ≥ d. We conclude that (23) holds with F defined as the unit ball of the RKHS associated with the linear kernelk(t i , t j ) = t i t j for t i , t j ∈ R, and F being the unit ball of the RKHS associated with the rescaled linear kernelk(x i , x j ) = x i x j /d for x i , x j ∈ R d and d ≥ d.
We conclude that (23) holds with F defined as the unit ball of the RKHS associated with the linear kernelk(t i , t j ) = t i t j for t i , t j ∈ R, and F being the unit ball of the RKHS associated with the rescaled linear kernelk(
We focus now on RBF kernels: let h ≥ 0 and choosek(t i , t j ) = e −|ti−tj | 2 /h for t i , t j ∈ R, andk(x i , x j ) = e − xi−xj 2 /h for x i , x j ∈ R d . We have for any
where M (a, c, κ) stands for the confluent hypergeometric function evaluated at a, c, κ ∈ R, and appears in the normalizing constant of the multivariate Watson distribution: see [46, Section 2.3] for more details.
M satisfies the following property
Since
Finally, by using (25) and (26), we obtain: for any n ∈ N, v 1 , . . . , v n ∈ R and x 1 , . . . ,
where the last line follows from (27) and n i=1 n j=1 v i v j e − xi−xj 2 /h ≥ 0 (RBF kernels are positive definite). We conclude that k −k is positive definite, hence (23) holds for RBF kernels. By the isometry properties of the Fourier transform and the definition of ϕ λ , we have
where µ λ = µ * ϕ λ and ν λ = ν * ϕ λ . By representing w with its polar coordinates (r, θ) ∈ [0, ∞) × S d−1 , we obtain
Since g is a real function, F[g] is an even function, hence
where (28) follows from (7), (29) results from the definition of the Fourier transform and the fact that u ∈ [−R, R], and in the last line, we used the definition of the Fourier transform and Fubini's theorem. By making the change of variables
Since we assumed supp(µ), supp(ν) are included in B d (0, R), then supp(µ λ ), supp(µ λ ) are in B d (0, R + λ), and the domain of x → g(x − uθ) must be contained in B d (0, 2R + λ). By Fubini's theorem and the definition of G, we have
where in (30) , C > 0 and does not depend on µ and ν, (31) results from applying Hölder's inequality on S d−1 if p > 1, and in (32), C 1 = C R F[ϕ](r)|r| d−1 dr. By using the definition of γ G and (32), we obtain
We now relate γ G (µ λ , ν λ ) with γ G (µ, ν). We start with the following estimate
Since we assumed any g ∈ G is L-Lipschitz continuous, we can bound the integrand in (34) as follows: for x ∈ R d ,
Hence, by denoting by M 1 (ϕ) the moment of order 1 of ϕ, (34) is bounded by
Taking the supremum of both sides over G gives us
By combining the above inequality with (33), we get
with C 2 satisfying C 2 ≥ C 1 and C 2 ≥ 2LM 1 (ϕ). Finally, by choosing λ = R d/(d+1) Sγ G,p (µ, ν) 1/(d+1) and using the hypothesis that Sγ G,p is bounded, we obtain
for some C p > 0, as desired. This concludes the proof.
A.5 Proof of Corollary 1
Proof of Corollary 1. The desired result can be obtained as a direct application of Theorem 2 and Theorem 3.
A.6 Proof of Theorem 4
Proof of Theorem 4. Let p ∈ [1, ∞) and µ, ν in P(R d ) with respective empirical measuresμ n ,ν n . By using the definition of S∆ p , the triangle inequality and the assumption on the sample complexity of ∆ p , we have
A.7 Proof of Theorem 5
Proof of Theorem 5. Let p ∈ [1, ∞) and µ ∈ P(R d ) with corresponding empirical measureμ n . By using the definition of S∆ p , the triangle inequality and the assumed convergence rate of empirical measures in ∆ p , we obtain the convergence rate in S∆ p as follows
Additionally, if we assume that ∆ satisfies non-negativity, symmetry and the triangle inequality, then S∆ p also verifies these three properties by Proposition 1, and we can derive its sample complexity: for any µ, ν in P(R d ) with respective empirical measuresμ n ,ν n , the triangle inequality give us
By taking the expectation of (36) with respect toμ n ,ν n , we obtain
where (37) results from applying Hölder's inequality on S d−1 if p > 1, and (38) follows from the convergence rate result in (35) .
A.8 Proof of Theorem 6
Proof of Theorem 6. Let p ∈ [1, ∞) and µ, ν ∈ P(R d ). We recall that S∆ p,L (µ, ν) denotes the approximation of S∆ p (µ, ν) obtained with a Monte Carlo scheme that uniformly picks L projection directions on S d−1 (cf. Equation (5)).
By using Hölder's inequality and the results on the moments of the Monte Carlo estimation error, we obtain 2p) .
B.3 Proof of Theorem 8
Proposition 3. LetX be a compact subset of R, and µ , ν ∈ P(X) with respective empirical instantiationsμ n ,ν n . Then, for p ∈ [1, ∞) and ε ≥ 0,
Proof. Let p ∈ [1, ∞), ε ≥ 0 andX ⊂ R compact. Consider µ , ν ∈ P(X) with respective empirical distributionŝ µ n ,ν n . We first express the regularized OT cost as the maximum of an expectation [48, Proposition 2.1]
where φ ε (t, s, x, y) = t + s − εe (t+s− x−y 2 /2)/ε . By [27, Proposition 1] , the Sinkhorn potentials (ũ,ṽ) are Lipschitz continuous with Lipschitz constant diam(X) < ∞. Therefore, by denoting by Lip diam(X) (R) the space of diam(X)-Lipschitz continuous functions defined on R, (45) and (46) can be rewritten with the maximization over Lip diam(X) (R).
We can now use [28, Proposition 2] to bound the absolute difference of W p,ε (µ , ν ) and W p,ε (μ n , ν ). We provide the detailed proof below for completeness. By [28, Proposition 6, Appendix A], there exist smooth potentials (ũ ,ṽ ) attaining the maximum in (45) such that, for allx,ỹ ∈ R,
Analogously, there exist smooth optimal potentials (ũ n ,ṽ n ) for (46) satisfying (47) and (48) whereũ ,ṽ and µ are replaced byũ n ,ṽ n andμ n respectively.
The optimality of these potentials give us E µ ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ ) ≤ E µ ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ ) ≤ E µ ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ ) . Therefore, |W p,ε (µ , ν ) − W p,ε (μ n , ν )| = E µ ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ )
We bound each term of the sum in (49) as follows
where (50) results from (47) . Since for any f ∈ Lip L (R) with L > 0, f /L ∈ Lip 1 (R), (50) can be bounded as follows E µ ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ (X),ṽ (Ỹ ),X,Ỹ )
≤ diam(X) sup
where (51) follows from the dual formulation of the Wasserstein distance of order 1 [8, Theorem 5.10] .
We show with an analogous proof that E µ ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ ) − Eμ n ⊗ν φ ε (ũ n (X),ṽ n (Ỹ ),X,Ỹ ) ≤ diam(X)W 1 (µ ,μ n ) , which leads to the conclusion that
By using the triangle inequality and (52), we obtain the final result
Corollary 6. LetX be a compact subset of R, and µ , ν ∈ P q (X) with q > 1. Denote byμ n ,ν n their respective empirical instantiations. Then, for p ∈ [1, ∞) and ε ≥ 0,
where C q is a constant that depends on q.
Proof. We apply Proposition 3 and take the expectation of (44) with respect toX 1:n ∼μ n andỸ 1:n ∼ν n
Since we assumed there exists q > 1 such that the moments M q (µ ), M q (ν ) are finite, we can bound (53) using the convergence rate of empirical measures in W 1 , recalled in Lemma 2. This concludes the proof.
Proof of Theorem 8. Let p ∈ [1, ∞) and ε ≥ 0. Consider µ, ν ∈ P q (X) with q > p, and denote byμ n ,ν n their respective empirical distributions. Then, by (39) , for any θ ∈ S d−1 , M q (θ µ) < M q (µ) and M q (θ ν) ≤ M q (ν). Define for all θ ∈ S d−1 , X θ = { θ, x : x ∈ X}. X θ is compact (since X is compact and θ is continuous) and verifies diam(X θ ) ≤ diam(X) (by the Cauchy-Schwarz inequality). By Corollary 6, there exists C q < ∞ which depends on q such that, E W p,ε (θ μ n , θ ν n ) − W p,ε (θ µ, θ ν) ≤ 2 diam(X)C q M 1/(µ) + M 1/(ν)    n −1/2 if q > 2, n −1/2 log(n) if q = 2, n −(q−p)/q if q ∈ (1, 2).
The sample complexity of SW p,ε is finally obtained by applying Theorem 4.
B.4 Proof of Proposition 2
Sinkhorn's algorithm refers to an iterative procedure which operates on empirical distributions as follows: consider a cost matrix C between two sets of n samples, and define the matrix K with K i,j = exp(−C i,j /ε) for 1 ≤ i, j ≤ n, and initialize b (0) = 1 ∈ R n ; then, compute for > 1, a ( ) = 1./n(Kb ( −1) ), b ( ) = 1./n(Ka ( ) ), where ./ stands for the entry-wise division. This defines a sequence γ ( )
j , which converges to a solution of (3) at a linear rate. The convergence rate of Sinkhorn's algorithm is recalled in Theorem 9. For an extended discussion on this result, we refer to [37, Section 4.2] . Theorem 9 ( [36] ). The iterates a ( ) and b ( ) of Sinkhorn's algorithm converge linearly for the Hilbert metric at a rate 1 − tanh(τ (K)/4), with τ (K) = log max i,j,i ,j Kij K i j K ij K i j . In particular, for the squared-norm cost, i.e. K ij = exp(− x i − x j 2 /ε), it holds τ (K) ≤ 2 max i,j
x i − x j 2 /ε. (c) L = 1000 Figure 6 : Illustration of Corollary 2: Wasserstein and Sliced-Wasserstein distances of order 2 between two sets of n samples generated from N (0, I d ) vs. n, for different d, on log-log scale. SW 2 is approximated with L random projections for L ∈ {1, 100, 1000}. Results are averaged over 100 runs, and the shaded areas correspond to the 10%-90% quantiles. Figure 3 shows the results for L = 10. (a) Influence of the data dimension for ε ∈ {0.05, 10, 100} 
