Abstract. Most existing semi-supervised learning methods are based on the smoothness assumption that data points in the same high density region should have the same label. This assumption, though works well in many cases, has some limitations. To overcome this problems, we introduce into semi-supervised learning the classic low-dimensionality embedding assumption, stating that most geometric information of high dimensional data is embedded in a low dimensional manifold. Based on this, we formulate the problem of semi-supervised learning as a task of finding a subspace and a decision function on the subspace such that the projected data are well separated and the original geometric information is preserved as much as possible. Under this framework, the optimal subspace and decision function are iteratively found via a projection pursuit procedure. The low computational complexity of the proposed method lends it to applications on large scale data sets. Experimental comparison with some previous semi-supervised learning methods demonstrates the effectiveness of our method.
Introduction
We consider the general problem of learning from labeled and unlabeled data. Given an input data set {x 1 , . . . , x l , x l+1 , . . . , x n }, the first l points have labels {y 1 , . . . , y l } ∈ {−1, +1} and the remaining points are unlabeled. The goal is to learn a prediction function which has low classification error on test points.
To make use of unlabeled data, assumption of the relationship between the marginal distribution p(x) and the conditional distribution p(y|x) should be made. This prior assumption plays an essential role in semi-supervised learning [1, 2] . Most of the semi-supervised learning methods proposed by far are based on the smoothness assumption that "two points in the same high-density region are likely of the same label" [1] . The effectiveness and generality of this assumption has made the smoothness-based methods very successful, and in fact most of the state-of-the-art semi-supervised learning methods are based on this assumption.
Although the smoothness assumption is effective and methods based on it have obtained good performance on some problems, there are two main limitations of it. First, according to Mann and McCallum [3] , most of the current semi-supervised methods lack in scalability. Typical semi-supervised learning methods, such as label propagation [4, 5, 2] , Manifold Regularization [6] , Transductive Support Vector Machines (TSVM) [7] , require learning time of order O(n 3 ) where n is the size of data set. Second, when data of different classes overlap heavily, the ideal decision boundary should cross the overlapping area which is a high density region. Thus, smoothness-based methods may fail since they always avoid a decision boundary that crosses high density region to satisfy the smoothness assumption [3, 8] .
In this paper, we turn to consider the low-dimensionality embedding assumption in the semi-supervised learning setting. This assumption can be roughly described as most information of high dimensional data is embedded in a low dimensional manifold. It has been traditionally used in dimension reduction methods to map the high dimensional data to a low-dimensional representation while preserving most original information [9] .
In the typical setting of semi-supervised learning, there is very limited number of labeled data in a high-dimensional input space. According to statistical learning theory, because of the sparseness of data it is impossible to learn a good classifier for a general problem [10] . Based on the low-dimensional embedding assumption, we naturally hope to find a low-dimensional representation of data so as to make the labeled data more dense and therefore much easier for training. To this end, both labeled and unlabeled data can be used to explore the low-dimensional structure in data. Specifically, we propose a combined criterion to evaluate the candidate subspace and the classifier simultaneously: the datafitting term evaluates how well the labeled data points of different classes are separated in the subspace, and the regularization term evaluates how much information has been lost by mapping the whole (labeled and unlabeled) data to the subspace. As the regularization term tends to find the subspace that preserves most interesting information, we call this framework as subspace regularization.
Within the above general framework, we instantiate a specific algorithm called PCA-based Least Square (PCA-LS), where the regularization term aims at reducing the reconstruction error of input points just like Principal Component Analysis (PCA) [11] . We also kernelize the PCA-LS to extend our method to nonlinear cases. The method we use to solve the optimal problem turns out to be a special case of the classic projection pursuit procedure which constructs the subspace and the decision function defined on this subspace in an incremental manner.
Compared to the smoothness-based methods, subspace regularization has two remarkable advantages. First, our methods still work when data from different classes overlap heavily, while smoothness-based methods may fail. Roughly speaking, after the subspace is fixed, subspace regularization looks for a decision boundary that can optimally classify the projected labeled data. Thus, although the data still overlap in the subspace, the decision boundary will not be affected by the data density directly and avoids the problem that fails smoothness-based methods. Second, our method has very low computational complexity which implies that it can be applied in large-scale applications. For linear PCA-LS, the computational complexity is linear in the number of data points and dimension of the input space. As a result, for a data set of 80, 000 points, our method is about 60 times faster than typical smoothness-based methods in training. Beside these, the method is rather robust to hyperparameters and still suitable when l/n is large. We will examine these in much more detail in the experiment section.
The remainder of this paper is organized as follows. In section 2, we briefly review the existing semi-supervised learning methods. Section 3 introduces the subspace regularization framework and the details of algorithms. Experimental results are reported in section 4. We conclude the paper in section 5.
Related Work
Over the past decade, there are many methods have been proposed to handle the semi-supervised problem. Based on the prior assumptions they use, these methods can be roughly divided into three categories.
The methods from the first category are generative models in which they make a prior assumption on the form of the input data distribution, for example Gaussian mixture models or naive Bayes models [8] . Then, models are trained by Expectation Maximization algorithm using both labeled and unlabeled data. Nigam et al. applied this method to text classification problem and improved the performance dramatically [12] . However, this prior assumption on data distribution is too strict for general problems, and when the model is wrong unlabeled data may hurt accuracy.
The methods from the second category are based on the smoothness assumption as stated in the previous section. Based on this assumption, two families of methods have been developed.
The methods in the first family, namely, graph-based methods, have been developed to satisfy the smoothness assumption by penalizing the variance of decision function in high density region of data. Specifically, using both labeled and unlabeled data, an adjacency graph is constructed to explore the intrinsic geometric structure of the data. The decision function is then found by minimizing the training error on labeled data and the variance on the adjacency graph. Many famous semi-supervised learning methods, like label propagation [4, 5, 2] , spectral methods [13, 14] , manifold regularization [6] , belong to this family.
The methods in the second family, namely, low-density-separation-based methods, implement the smoothness assumption based on an equivalent assumption that "the best decision boundary should be located in low-density region". The aim of this kind of methods is to find a decision boundary which can correctly classify the labeled data and meanwhile is far away from the high density region of unlabeled data points. The distance from one point to the decision boundary is evaluated by the absolute value of the decision function or the value of posterior probability on the point. Methods of this family include the TSVM [7] , semi-supervised Gaussian processes [15] , entropy regularization [16] , information regularization [17] , low density separation [18] , etc.
The methods from the third category make use of the prior knowledge of label distribution. They force the model predictions on unlabeled data to match the prior label distribution. For example, Zhu et al. used class mean normalization (CMN) as a post-processing step of Gaussian Random Fields (GRF) method to adjust the classification results [4] . Mann et al. proposed a method named Expectation Regularization that directly augments the objective function by adding a regularization term which is defined as the KL-divergence between prior label distribution and empirical label distribution predicted by model [3] . One important advantage of the methods of this type is their high efficiency in computation. However, as they do not explicitly explore the underling structure of data, these methods can not utilize the information of unlabeled data sufficiently.
Subspace Regularization
In this section, we first present the subspace regularization framework. Then a specific algorithm is given to learn linear decision function, and kernelized to tackle the nonlinear case. Finally, we analyze the computational complexity of our method.
Objective Function
Given a set of labeled and unlabeled data, we denote the input data by matrix From the above discussion, we aim to find a low-dimensional subspace W = span{w 1 , . . . , w p |w i ⊥ w j , i = j} and a decision function g defined on the W such that the following objective is minimized:
where L F and L R are loss functions, and
i is the projection of x i onto the subspace W . The first term evaluates how well the projected labeled data can be separated by g in the subspace W , and the second term evaluates how much information is lost by projecting data onto the subspace.
Specifically, we choose L F as the least square error, L R as the reconstruction error, and let g be an arbitrary linear function defined on W . Then, the objective function can be rewritten as
The parameters α = [α 1 , ..., α p ] and W are estimated by minimizing (2) . The dimension of subspace p and the regularization factor λ are hyperparameters which can be fixed by cross-validations. In experiment section, we will show our method is surprisingly robust to the λ, while the p should be carefully chosen. The hyperparameter λ is introduced to trade off between terms of data-fitting error and reconstruction error. When λ becomes large, the optimal subspace approximates the PCA subspace. Thus, we name our algorithm as PCA-based least square (PCA-LS).
PCA-Based Least Square Algorithm
We employ the traditional projection pursuit procedure [19, 20] to incrementally construct the optimal subspace W and decision function g in problem (2) . More specifically, we use an iterative procedure to minimize the objective function. In each iteration, based on the current model, we select one projection direction to add into the subspace and choose the coefficient in g for the selected direction such that the objective function has a maximum reduction. one iteration in projection pursuit Suppose that, at t th iteration, we have
Note that R i is orthogonal to the subspace W. Our goal in the t th iteration is to optimize the following problem:
where X L is the first l columns of X, α is a scalar,
T . After w is solved from problem (3), we denote it by w t and add it to W . In this way, we finish one iteration of projection pursuit.
The problem (3) is difficult to optimize due to the high order of variables and the orthogonal constraints. To eliminate the constraints, we limit the searching scope of direction to be the subspace spanned by the residuals, which means
. . , n, the orthogonal constraints are automatically met. It thus results in the following unconstrained minimization problem:
Fortunately, it is guaranteed that the optimal w * of problem (3) is indeed a linear combination of R i :
Proposition 1: The minimum point of problem (3) can be represented as a linear combination of R i .
Proof:
where X is the subspace spanned by x i , 1 ≤ i ≤ n and X ⊥ is the orthogonal complement space of X . By construction, X can be further decomposed as X = W ⊕ R, where W is the subspace spanned by w j , 1 ≤ j ≤ t − 1, and R is the subspace spanned by R i , 1 ≤ i ≤ n. As the optimal solution w * of (3) should be perpendicular to the subspace W, thus w
The third equation follows from the fact that X
* is in the subspace R, and can be represented as a linear combination of
To minimize the objective function (4), the iterative coordinate decent method is used. Briefly speaking, in each step, we optimize α, β for fixed η , and then optimize η for fixed α, β.
For a fixed η, the optimal α and β can be obtained by setting the partial derivatives
to zeros, and are given by:
For fixed α and β, gradient decent is used to update η. The partial derivative of H(α, β, η) with respect to η is given by
After the iterative coordinate decent method converges, we get the optimal solution α * , β * , η * for the problem (4 using (7) 3.
Kernel PCA-Based Least Square
When the data set has highly nonlinear structure, the PCA-based least square may fail. One common technique to tackle the nonlinear problem in machine learning is the kernel trick, which can be briefly described as follows: with a feature mapping φ : x → φ(x), the input data is mapped to a feature space. For linear learning in this feature space, the inner product of two mapped data is defined as the kernel function: k(x, y) = φ(x), φ(y) , and the matrix K with (K) ij = k(x i , x j ) is the Gram matrix.
At the t th iteration, suppose that the residual R i of φ(x i ) can be expressed
where M is a n × n matrix. In parallel with the linear case, we constrain the projection direction w to be a linear combination of residuals: w = n i=1 η i R i = Rη = φ(X)M η. Now we get the objective function H(α, β, η) of the kernel method similar to the linear case:
where K L is the first l columns of the Gram matrix K. As before, we employ the iterative coordinate decent method to minimize the objective function (8) . In each step, α, β are given by
and the partial derivative of H(α, β, η) with respect to η is given by
After the iterative coordinate decent method converges, we get the optimal solution α * , β * , η * for the problem (8) . Then, the direction w t = φ(X)M η * is added to {w 1 , . . . , w t−1 } to form the new basis of subspace W . The residual of response and residual of inputs are updated by:
The whole process is summarized in Algorithm 2. Different from the linear case, we can not express the projection direction w t explicitly. Instead, the coefficient vector s t of w t 's linear representation by {φ(x 1 ), . . . , φ(x n )} is stored.
Computational Complexity
As discussed above, large-scale problem is extremely important for semisupervised learning. The linear PCA-LS algorithm consists of p times greedy search iterations, where p is the dimensionality of the subspace W . The complexity of every iteration is dominated by computing the gradient of η which scales as O(nd) where d is the dimensionality of the input space. Thus, the computational complexity of the linear PCA-LS is O(pnd). By a similar analysis, the computational complexity of the kernel PCA-LS algorithm scales as O(pn 2 ).
Experiments
In this section, we first conduct experiments on synthetic data sets to show the ability of subspace regularization methods in handling overlapping data and manifold data. 
Overlapping Data
When data of different classes overlap heavily, the optimal decision boundary or Bayesian decision boundary may cross the overlapping area which is a high density region. In this case, the smoothness-based methods tend to fail as they prefer a decision boundary located in low density area [3, 8] . With following experiments, we demonstrate that subspace regularization methods can effectively avoid this problem.
Two dimension case. 200 data points were drawn from each of two unitvariance Gaussians, the centers of which are (0, 0) and (1.5, 1.5). Only one point was labeled in each class and all the rest points were treated as unlabeled. The data set and the best decision boundary across a range of hyperparameters of kernel PCA-LS (KPCA-LS) and kernel LapRLS (KLapRLS) [6] are shown in Figure 1 . Just as PCA, KPCA-LS finds the first principal component direction as the subspace to project on. In Figure 1 (a), this direction is parallel to the line passing through the centers of two Gaussians. As a result, the decision boundary is a line that is perpendicular to the selected subspace and can correctly classify the labeled data. However, for KLapRLS, the smoothness regularization term makes the decision boundary avoid the overlapping area as crossing such a high density region would lead to a big penalty. This makes the KLapRLS fail to find a satisfactory solution.
High dimension case. G241c and G241d are commonly-used data sets in semi-supervised learning which are constructed by Chapelle et al. [1] . Each of them is composed of 1500 points with dimension of 241. For G241c, two classes data come from two unit-variance Gaussians respectively, and centers of the two Gaussians have a distance of 2.5. For G241d, the data of the first class come from the two unit-variance Gaussians, the centers of which have a distance of 6; and the data of second class come from another two Gaussians which are fixed by moving each of the former centers a distance of 2.5. By the construction of G241c and G241d, we see that there exists overlapping between different class.
We compare subspace regularization methods with 3 smoothness-based methods, including Gaussian Random Field (GRF) [5] , Learning with Local and Global Consistency (LLGC) [2] and manifold regularization (linear LapRLS and kernel LapRLS) [6] . 50 points are randomly sampled as labeled data, and the rest are left as unlabeled data. Data set is split 10 times, and the reported results are averaged classification accuracy over these 10 splits. 5-fold cross-validation is used to select hyperparameters, and the detailed setting for every method is introduced in following section. Experiments results is summarized in Table 1 .
From the results, we can conclude that, when data of different classes overlap heavily, the subspace regularization methods outperform smoothness-based methods dramatically.
Manifold Data
This experiment was conducted on the two moons data set which was designed to satisfy the smoothness assumption and have a strong geometric structure. 200 data points were drawn from each of two moons, and three points drawn from each class were labeled. The data set and the best decision boundary across a range of hyperparameters of kernel PCA-LS and kernel LapRLS are shown in Figure 2 . It is well-known that the kernel LapRLS algorithm can work perfectly well on such problems. As can be seen from Figure 2 , the kernel PCA-LS also learns a satisfactory decision function that correctly classify all the data points.
Real Data Sets
To evaluate our methods, We perform experiments on seven data sets of binary classification problem that come from the benchmark in Chapelle's book [1] and UCI machine learning repository. These data set originate from areas like image, text, biometrics etc., with size from 277 to 83,679 and dimension from 9 to 11,960. The characteristics of the data sets are shown in Table 2 . We compare subspace regularization methods with 3 smoothness-based semisupervised learning methods, including GRF [5] , LLGC [2] , manifold regularization (linear LapRLS and kernel LapRLS) [6] . We also use both labeled and unlabeled data to perform dimension reduction with PCA, and then use regularized least square (RLS) to learn classifier on labeled data. For convenience, we name this baseline algorithm as PCA+RLS. We details the experimental setting for each method in the following: As some graph-based methods like GRF and LLGC can not directly predict the out-of-sample points, we adopt the transductive setting in the experiments which means all the data points are available before training. But we emphasize that the subspace regularization method is inductive. For all data sets except SecStr, 50 points are randomly sampled as labeled data, and the rest are left unlabeled. We split each data set 10 times, and report the averaged classification accuracy over these 10 splits. 5-fold cross-validation is used to select hyperparameters. For SecStr, 500 points are randomly sampled as labeled data in which 400 points are used for training and 100 points are used to select the hyperparameters. The reported results are averaged accuracy on 10 splits. Table 3 summarizes the experiments results. There are blank entries in Table 3 as some algorithms require too many memory, or the results can not be achieved within 3 days.
For all data sets except image (Image and USPS), subspace regularization method works as well as or better than smoothness-based methods. It demonstrates that subspace regularization is a powerful semi-supervised learning method. We will analyze this result in more detail in the next section.
For SecStr data set, it costs PCA-LS less than 5 minutes to learn a decision function and a subspace of dimension p = 8 which is the dimensionality selected by most splits. However, for graph-based methods, only to construct a neighborhood graph will take more than 2 hours without saying to inverse a matrix of same size with neighborhood graph. All experiments are performed on a PC with 3.0GHz CPU, 2GB memory, using Matlab.
Robustness Analysis
Recall that in all of the above experiments the regularization factor λ for subspace regularization methods is set to a fixed number, and here we will examine this robustness of our methods to hyperparameters in more details.
To evaluate the PCA-LS's robustness to the regularization factor λ, we fix the dimension p of subspace to 16 and report the classification accuracy for λ = {10 −4 , 10 −2 , 10 0 , 10 2 , 10 4 }. For SecStr, 500 points are randomly labeled, and for other data sets 50 data are randomly labeled. The result is averaged over 10 splits which is shown in the Figure 3 . We can see that PCA-LS is rather robust to the variation of λ, so no careful tuning of λ is needed.
To evaluate the PCA-LS's robustness to the dimension p of subspace, we fix the λ to 1 and report the classification accuracy for p = {1, 2, 2 2 , 2 3 , 2 4 , 2 5 , 2 6 }. For SecStr, 500 points are randomly labeled, and for other data sets 50 data are randomly labeled. The result shown in the Figure 4 is averaged over 10 splits. Unlike λ, the dimension p of the subspace is very important to the success of subspace regularization methods, and needs to be chosen carefully. According to the performance of PCA-LS, these seven data sets can be clearly divided into two categories. For Breast-cancer, waveform, Text and SecStr, the accuracy peaks at a very small p and then decrease gradually, which means most of the information valuable for classification is actually embedding in a low dimensional subspace. For Image, USPS and BCI, however, the accuracy increases with the dimension of subspace monotonically which means the discriminative information is highly nonlinear and can not be captured by a low dimensional subspace. It is very interesting to see that it is exactly on the first class of data sets that the subspace regularization methods beat all the smoothness-based methods, while on the second class of data sets smoothness-based methods work better. Thus the conclusion is that, for very limited labeled data finding a general semi-supervised learning method that works well for most problem may be extremely hard, and we need to choose method carefully according to the characteristics of problem at hands. For manifold or highly nonlinear data set, smoothness-based methods are good choices. For those linear or approximately linear problems, subspace regularization methods are more effective.
Conclusions
This paper has presented subspace regularization, a new method for semi-supervised learning. The motivation of our work is to find a low-dimensional representation of data to avoid the curse of dimensionality and reduce the complexity of the problem. Specifically, we hope to find a subspace and a decision function defined on this subspace such that the projection of labeled data onto this subspace can be easily separated and meanwhile the data information does not loss too much by projection. By specifying the regularization term as reconstruction error as PCA, we propose the PCA-based least square algorithm.
Unlike most of the semi-supervised learning methods which are based on the smoothness assumption, subspace regularization utilizes the classic low dimensional embedding assumption. Compared with previous works, our methods have two remarkable advantages. First, under the situation that data from different classes overlap heavily, our methods can still work, while smoothness-based methods may fail. Second, our method has low computational complexity. For linear PCA-LS, the computational complexity is linear in the number of data points and dimension of the input space. This favorable property enables our method to be applied to large-scale applications which have been demonstrated in the experiment section.
