Abstract-Mobile malware attacks increased three folds in the past few years and continued to expand with the growing number of mobile users. Adversary uses a variety of evasion techniques to avoid detection by traditional systems, which increase the diversity of malicious applications. Thus, there is a need for an intelligent system that copes with this issue. This paper proposes a machine learning (ML) based framework to counter rapid evolution of mobile threats. This model is based on flow-based features, that will work on the network side. This model is designed with adversarial input in mind. The model uses 40 timebased network flow features, extracted from the real-time traffic of malicious and benign applications. The proposed model not only to detects the known and unknown mobile threats but also deals with the changing behavior of the attackers by triggering the retraining phase. The proposed framework can be used by the mobile operators to protect their subscribers. We used several supervised ML algorithms to build the model and got an average accuracy of up to 99.8%.
I. INTRODUCTION
According to Statista [1] , a number of mobile users are rising rapidly, and it will surpass 5 billion by 2019. Nowadays, people use smart-phones for a variety of purposes from online shopping to bank transaction, which makes the smart-phones attractive target to cybercriminals. According to the IDC [2] , 85% of the smart-phones running Android and thus it becomes the most target-able OS.
According to MCafee threat report [3] , mobile threats are evolving with the nature of the mobile devices. These threats are not limited to smart-phones, but also target the Internet of things (IoT) devices which are controlled by smart-phones apps. Some of the common mobile threats include spy-ware, ransom-ware, banking Trojans, premium messages senders, and private information stealing.
The protection systems that use signatures to detect threats are good at identifying known attacks [4] , but the minor modification can easily bypass these signature-based systems [5] . Nowadays, cybercriminals use a variety of methods to evade detection from traditional intrusion detection systems (IDS) and anti-virus systems. In our analysis, we have also observed that many malicious applications were using Google Docs for the data transmission and these packets can be easily bypassed through the traditional systems. Encrypted traffic also hurdles the deep packet inspection and needs more computational resources [6] . Shallow Packet inspection can combat several issues caused by encrypted traffic [7] .
In the mobile threats, the weakest link is the user. According to Nokia [8] , 71% mobile users do not install anti-virus system and the anti-virus systems are not capable of detecting these sophisticated threats. Another issue with the traditional anti-virus system is that the adversary can try their evasion techniques.
Therefore, there is a need for a network-based solution, which can protect users from these advanced threats efficiently, while retaining the privacy of the user. The machine learning and artificial intelligence offer powerful tools to cope with this issue. In this paper, we propose a network-based framework to detect mobile threat using machine learning models. Our proposed model uses 40 time-related network traffic features (see Table 1 ) to identify known/unknown attacks. This detection model uses TCP flows of the network traffic, which includes several bidirectional time-based features. These time-based features are bi-directional flows of malware communication.
The features used in this study are different from many flowbased techniques proposed for network-based intrusion detection systems, due to their characteristics. We have used several ML algorithms to train and test our model, that include J.48, random forest (RF), multilayer perceptron (MLP), radial basis function (RBF) and Deeplearning4j (DL4J). The ML-based anomaly detections systems often need regular re-training in a non-stationary environment and adversary can poison the system. The proposed model also requires re-training, but it is not possible for the adversary to poison the system by forcing the system to learn the patterns according to them.
The main contribution and novelty of this paper include the proposed network-based ML classification model that uses 40 time-related network flow based features to detect known/unknown threats. These bi-directional features are unique, as in best of our knowledge these features were not used by any other study at the time of this research. This model also comprises a retraining phase to avoid concept-drift situation. This model can detect known and unknown threats and classify them according to the family they belong. The features used in this research were extracted from real-time traffic generated by several malicious and benign applications. We have developed this dataset due to the non-availability of any latest labeled public dataset that applies to mobile threats. The time-based bidirectional flows of malware communication are used in this research, that makes it different from several other studies. The proposed solution is also unique in the way that it also comprises the retraining phase to reduce the chance of concept drift. This framework can deal with the changing behavior of the attacker by initializing the re-training phase which can increase the performance of the classifiers.
The structure of this paper is as follows. In Section 2, we discuss the previous work in Network-based mobile intrusion detection systems and their limitations. Section 3 describes the methodology, proposed ML model/framework and the development steps. Section 4 is based on the experiments conducted in this study and the obtained results from the machine learning classifiers. Finally, in Section 5 the conclusion and future work of this research are outlined.
II. RELATED WORK AND THEIR LIMITATIONS
Artificial intelligence and machine learning are becoming prevalent in the field of cybersecurity. Most studies in the area of Android malware detection, have only focused on features such as system or API calls. Some of the solutions proposed for mobile threat detection such as [9] - [12] , are device-based and need to be installed on the mobile device, like a traditional anti-virus. However, many users do not install security applications on their devices. Due to ignorance of the users, there is a need for an efficient network-based mobile threat detection system. Several researchers such as [13] , [14] focused on network-based solutions to detecting mobile malware and intrusions and produced effective results. Drebin [10] , a very popular method of detecting android malicious application, uses SVM to classify applications using several features such as Permissions, API calls, or Network address.
In 2014 Narudin et al. [9] proposed a model of detecting Android-based malware using ML classifiers. The research was carried out on the samples from the MalGenome [15] dataset and produced good results on the know data, i.e., 99.7% true positive rate (TPR), while the significant decrease was seen on unknown data with TPR of 74.5%. In 2014, a mobile botnet detection model was proposed that uses TCP Size, connection duration, and GET/POST parameters detect botnet [11] . The features were extracted from 100 botnet samples. The study produced TPR of 99.94% and false positive rate (FPR) of 0.06% on the known data. The study used only 3 features and attackers change their traffic patterns, so there is high chance that it produces false positives or false negatives after an interval of time. In 2012, a framework to check malicious applications on the Android store was proposed by Su et al. [12] and it used J.48 and Random Forest for the classification of the malicious applications. The system checks the system calls and if any anomaly found in the system calls then the traffic is generated from the sample to do packet inspection to make the decision [12] . All of these systems need to be installed on the device itself. Our proposed system works on the network side, which is the black box to the attacker. Several researchers [16] - [18] used flow-based techniques to detect botnet. Flow-based techniques are extremely useful in detecting threats [7] , as most of the malware communication is encrypted [6] . Flowbased techniques also proven to be successful in detecting website fingerprinting attacks [19] , [20] .
III. METHODOLOGY
We proposed a network-based framework to detect mobile threat using Machine Learning techniques. By analyzing the time-related flow-based features of the network traffic, it can detect malicious network patterns. Fig. 1 shows the process of the model. The model was developed in several phases. The first phase was sample collection and traffic generation from the malicious and benign application. In the second phase, 40 time-based features were extracted from the bi-flows of the traffic generated by these applications and then labeled accordingly. After that, the model was built using several ML algorithms. This model is different from many other studies as it uses many different time-related features and it has a retraining phase to deal with concept drift situation. It is usually seen that adversary change the attack patterns and evasion techniques with the advent of time and the ML models produce false positives or false negatives. Our framework is capable of coping with this kind of situations. There is another advantage of this network-based framework, the algorithm and features used in the system are unknown to the adversary. So, it will be hard for the attacker to try their evasion techniques in comparison to traditional antivirus'. Also, the concept-drift function is designed in a way that the "Poisoning" by the adversary could not be possible.
A. Sample collection and Traffic Generation
We have used the same sample collection and traffic generation method as used in our last paper [13] . Traffic was generated for both benign and malicious applications. Virustotal [21] was used to download a number of malware samples while the benign samples were collected through Google playstore.
1) Normal Traffic Generation: Several benign applications were downloaded in different android virtual machines. These applications were executed at a different interval of time. Traffic generated by these virtual machines was captured and features were extracted from the traffic flows. Table I shows the benign applications used in this study.
2) Malicious Traffic Generation: The traffic used in this study was generated by the method mentioned in our previous work [13] . We have used some previously generated traffic and also generated new traffic for the testing purposes. We have used around 700 malicious samples of several malware families to generate our malicious traffic dataset. Virustotal was used to download these samples using several conditions. A public sandbox "Anubis (Andrubis)" [22] and "Cuckoo" [23] was used to generate the traffic.
B. Preprocessing
In the Preprocessing, the PCAPs of the generated traffic were converted into meaningful datasets, by extracting features from network flows and labeling them. Before the extraction of features, raw traffic was further analyzed to identify any normal traffic generated by malicious samples, as incorrect labels could lead to inefficient model. Several tools and techniques including an online PCAP Analyzer "NetworkTotal", were used to verify the PCAPs.
1) Feature Extraction:
The features were extracted according to "RFC-5103 BiFlow Export" using IPFIX [24] and RFC 2724. According to [25] , there are several advantages of using bi-directional flows in security analysis.
40 time-based features (see Table II ) were extracted from each traffic flow, known as "Instance". "Flowtbag" was used to extract these features. The flow is a 5-tuple in which all the packets having the same Source IP, Destination IP, port numbers(source and destination ports) and protocols. These features have unique characteristics so that the attackers cannot change most of these traffic features to evade detection. It was also seen in our previous study [26] , that using an ensemble of multiple ML classifiers can increase the performance and reduce the chance of concept drift.
2) Labeling: The instances were labeled as "Normal" or "Malicious" accordingly. We have also created a dataset in which the instances were labeled according to the malware family they belong.
C. Machine learning classification model
The ML algorithms that were used in this research are RBF, Random Forest, DeepLearning4j, J.48, and MLP. The training of the ML model is based on the real-time traffic from the malicious and benign samples. We have used ten-fold crossvalidation and percentage split for the training and testing the classifier. The classifiers were also tested on the new test dataset.
D. Concept-Drift Detector
Adversary always tries to change their traffic patterns to evade detection, and therefore concept-drift occurs in machine learning methods. To avoid concept-drift, a retraining phase is introduced in our framework. As this solution is network based, so it is hard for the adversary to test their evasion techniques. Although, there are many studies that show limitation related to the security of ML models [27] - [30] . This conceptdrift feature was designed while keeping these limitations in mind. The retraining phase will trigger according to several parameters. The concept drift detector analyzes a labeled test dataset after a certain interval of time. The test dataset is based on latest malicious samples from different malware families, selected by the security expert. The dataset will be tested to analyze the efficiency of the classifier. If the accuracy of the classifier is below the threshold for any particular malware family, the detector will trigger the retraining phase after including the instances of that family to the training dataset. These testing samples will be collected and labeled by the security expert, so it will be difficult or nearly impossible for an adversary to poison our concept-drift system by forcing the learning algorithm to learn the patterns suitable for her. The full working principle and architecture of this concept-drift detector will be discussed in our future work.
IV. PERFORMANCE EVALUATION
The following parameters were used in order to evaluate ML Classifiers. 
T P R+P recision = 2T P 2T P +F P +F N ROC (Receiver Operating Characteristic) curve is a plot between TPR and FPR at various threshold settings [31] . The area under ROC Curve (AUC) used in this study is derived from ROC Curve. AUC tells how efficient will be the classifier on the unseen data. AUC value is the best parameter to compare different algorithms. Furthermore, accuracy depends on both TP and FP and therefore considered as an important parameter when it comes to ML classifiers performance evaluation.
V. EXPERIMENTS
We have performed two experiments using 5 ML algorithms. These experiments were performed in WEKA [32] . The tuning of the hyper-parameters of the ML algorithms was also performed using WEKA. In the first experiment, the cross-validation [33] method was used for the performance evaluation. The cross-validation (CV) is very famous method when evaluating the machine learning algorithms. In this method, the validation set is not needed, while the test-set is held out for final evaluation. We have used 10 fold CV, it divides the training set into 10 smaller subsets. The optimizing iteration goes for 10 times and in each iteration, 9 data subsets were used as training set and 1 remaining subset used for testing and evaluating the accuracy of the ML algorithm. The overall performance of the classifier will be the average of values obtained in each iteration. Although CV method is computationally expensive, it avoids the chance of overfitting the model. Furthermore, in the second experiment, the classifier was tested on the unseen data. To avoid the issue of over-fitting, the dataset was divided into three portions: the training set, validation set and test set. The training was done on the training dataset and then evaluation was performed on In the first experiment, DeepLearning4j and Random Forest produced the highest accuracy of 99.9%, while the RBF produced the worst performance with FPR of 10.5%, as shown in the Table III. In the Fig. 2 , the best TPR and TNR were observed by Random Forest and DeepLearning4j. In the second experiment, the training dataset and test dataset were different. The Random forest, MLP and Deeplearning4j produced best results with an accuracy of 99.9% as shown in the Table IV. It can be seen in Fig. 3 , RBF produced worst performance among all as it produced high FPR. The best performance in both experiments was observed by Random Forest, MLP and Deeplearning4j.
VI. CONCLUSION
The threat detection model developed in this study can detect known and unknown threat by using time-based features. ML-based Intrusion detection systems need frequent retraining. The framework proposed in this paper automates the retraining phase when the accuracy goes below the threshold. The retraining-phase overcomes many limitations in ML-based Intrusion detection systems that produce false positives or false negatives after an interval of time. In our previous studies, we have observed that ensemble of ML algorithms could be used to further enhance the performance of the classifiers. Proper feature extraction plays a vital role in ML-based Intrusion detection systems. Wrong features could overfit the model and produce less accuracy on unseen traffic. The classifiers built in this study were able to provide the accuracy of 99.9%, which is higher than many of the other studies in this field. Future work in progress is to build a model which contains several other malware families and list of other benign applications. The concept drift detector will be further enhanced to behave towards the changing attack patterns.
