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Abstract
The Whitehead asphericity problem, regarded as a problem of combinatorial group
theory, asks whether any subpresentation of an aspherical group presentation is also
aspherical. This is a long standing open problem which has attracted a lot of attention.
Related to it, throughout the years there have been given several useful characteriza-
tions of asphericity which are either combinatorial or topological in nature. The aim
of this paper is two fold. First, it brings in methods from semigroup theory to give a
new combinatorial characterization of asphericity in terms of what we define here to be
the weak dominion of a submonoid of a monoid, and uses this to give a sufficient and
necessary condition under which a subpresentation of an aspherical group presentation
is aspherical.
1 Introduction
A 2-dimensional CW-complex K is called aspherical if π2(K) = 0. The Whitehead aspheric-
ity problem, raised as a question in [36], asks whether any subcomplex of an aspherical
2-complex is also aspherical. The question can be formulated in group theoretic terms since
every group presentation P has a geometric realisation as a 2-dimensional CW-complex
K(P) and so P is called aspherical if K(P) is aspherical. A useful review of this question is
in [34].
The problem is still unsolved despite of many efforts during several decades and it cer-
tainly lies deep. An indication to the deepness of the Whitehead problem is the connections
it has with other major open problems in low dimension homotopy or group theory. We will
mention below two of them. First, a result of Bestvina-Brady [2] says that a positive answer
to Whitehead problem would imply that another old conjecture of Eilenberg and Ganea [10]
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is false. This conjecture states that if a discrete group G has cohomological dimension 2,
then it has a 2-dimensional Eilenberg-MacLane space K(G, 1).
Second, in [30] Ivanov considers the following situation. Suppose that P1 = (x, r) is
aspherical, z /∈ x and w(x, z) is a word in the alphabet (x∪ z)±1 with nonzero sum exponent
of z. He conjectures that P = (x∪z, r∪w(x, z)) is aspherical if and only if the group G given
by P is torsion free, and proves that if this conjecture is false and G is a counterexample,
then G is torsion free and the integral group ring ZG contains zero divisors. So the existence
of a counterexample as above would be a counterexample to the Kaplansky problem on zero
divisors which asks whether the group ring of a torsion free group over an integral domain
can have zero divisors.
There is a large corpus of results which are related to ours and is mostly contained in [3],
[4], [7], [9], [11], [12], [13], [16], [17], [18], [19], [20], [21], [22], [23], [27], [29], [30], [14] and
[35].
In our paper we will make use of the review paper [4] of Brown and Huebschmann which
contains several key results about aspherical group presentations one of which is proposition
14 that gives sufficient and necessary conditions under which a group presentation P = (x, r)
is aspherical. It turns out that the asphericity of P is encoded in the structure of the free
crossed module (H/P, F, δ) that is associated to P. To be precise we state below proposition
14.
Proposition 1.1. (Proposition 14 of [4]) Let K(P) be the geometric realisation of a group
presentation P = (x, r) and let G be the group given by P. The following are equivalent.
(i) The 2-complex K(P) is aspherical.
(ii) The module π of identities for P is zero.
(iii) The relation module N (P) of P is a free left ZG module on the images of the relators
r ∈ r.
(iv) Any identity Y -sequence for P is Peiffer equivalent to the empty sequence.
The last condition is of a particular interest to us. By definition, a Y -sequence for P is a
finite (possibly empty) sequence of the form ((u1r1)
ε1, ..., (unrn)
εn) where r ∈ r, u is a word
from the free group F over x and ε = ±1. A Y -sequence ((u1r1)ε1 , ..., (unrn)εn) is called an
identity Y -sequence if it is either empty or if
∏
i=1,n uir
εi
i u
−1
i = 1 in F . The definition of
Peiffer equivalence is based on Peiffer operations on Y -sequences and reads as follows.
(i) An elementary Peiffer exchange replaces an adjacent pair ((ur)ε, ((vs)δ) in a Y -sequence
by either ((ur
εu−1vs)δ, (ur)ε), or by ((vs)δ, ((vs
−δv−1ur)ε).
(ii) A Peiffer deletion deletes an adjacent pair ((ur)ε, (ur)−ε) in a Y -sequence.
(iii) A Peiffer insertion is the inverse of the Peiffer deletion.
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The equivalence relation on the set of Y -sequences generated by the above operations is
called Peiffer equivalence. We recall from [4] what does it mean for an identity Y -sequence
((u1r1)
ε1, ..., (unrn)
εn) to have the primary identity property. This means that the indices
1, 2, ..., n are grouped into pairs (i, j) such that ri = rj, εi = −εj and ui = uj modulo N
where N is the normal subgroup of F generated by r. Proposition 16 of [4] shows that every
such sequence is Peiffer equivalent to the empty sequence. Given an identity Y -sequence d
which is equivalent to the empty sequence 1, we would be interested to know what kind of
insertions ((ur)ε, (ur)−ε) are used along the way of transforming d to 1. It is obvious that
keeping track of that information is vital to tackle the Whitehead problem.
The aim of Section 3 of the present paper is to offer an alternative way in dealing with
the asphericity of a group presentation P = (x, r) by considering a new crossed module
(G(Υ), F, θ˜) over F where G(Υ) is the group generated by the symbols (ur)ε subject to
relations (ur)ε(vs)δ = (ur
εu−1vs)δ(ur)ε, the action of F on G(Υ) and the map θ˜ are defined in
the obvious fashion. The advantage of working with G(Υ) is that unlike to H/P , in G(Υ)
the images of insertions ((ur)ε, (ur)−ε) do not cancel out and this enables us to express the
asphericity in terms of such insertions. This is realized by considering the kernel Π˜ of θ˜ which
is the analogue of the module π of identities for P in the standard theory and is not trivial
when P is aspherical. We call Π˜ the generalized module of identities for P. This approach
turns out to be useful when we discuss in Section 4 the asphericity of a subpresentation
P1 = (x, r1) of an aspherical presentation P = (x, r) where r1 differs from r from a single
defining relation r0. The characterization we give in this section for the asphericity of P1
reduces the search for the asphericity into the problem of deciding whether two certain groups
are isomorphic or not.
To prove our results we apply techniques from the theory of semigroup actions and to
this end we use concepts like the universal enveloping group G(S) of a given semigroup S,
the dominion of a subsemigroup U of a semigroup S and the tensor product of semigroup
actions. These concepts are explained, with references, in Section 2.
2 Monoid actions
For the benefit of the reader not familiar with monoid actions we will list below some basic
notions and results that are used in the paper. For further results on the subject the reader
may consult the monograph [24]. Given S a monoid with identity element 1 and X a
nonempty set, we say that X is a left S-system if there is an action (s, x) 7→ sx from S ×X
into X with the properties
(st)x = s(tx) for all s, t ∈ S and x ∈ X,
1x = x for all x ∈ X.
Right S-systems are defined analogously in the obvious way. Given S and T (not necessarily
different) monoids, we say that X is an (S,T)-bisystem if it is a left S-system, a right
T -system, and if
(sx)t = s(xt) for all s ∈ S, t ∈ T and x ∈ X.
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If X and Y are both left S-systems, then an S-morphism or S-map is a map φ : X → Y
such that
φ(sx) = sφ(x) for all s ∈ S and x ∈ X.
Morphisms of right S-systems and of (S, T )-bisystems are defined in an analogue way. If we
are given a left T -system X and a right S-system Y , then we can give the cartesian product
X × Y the structure of an (T, S)-bisystem by setting
t(x, y) = (tx, y) and (x, y)s = (x, ys).
Let now A be an (T, U)-bisystem, B an (U, S)-bisystem and C an (T, S)-bisystem. As
explained above, we can give to A × B the structure of an (T, S)-bisystem. With this in
mind we say that a (T, S)-map β : A× B → C is a bimap if
β(au, b) = β(a, ub) for all a ∈ A, b ∈ B and u ∈ U.
A pair (A⊗U B,ψ) consisting of a (T, S)-bisystem A⊗U B and a bimap ψ : A×B → A⊗U B
will be called a tensor product of A and B over U if for every (T, S)-bisystem C and every
bimap β : A × B → C, there exists a unique (T, S)-map β¯ : A ⊗U B → C such that the
diagram
A× B
β

ψ
// A⊗U B
β¯
xxrr
rr
rr
rr
rr
r
C
commutes. It is proved in [24] that A ⊗U B exists and is unique up to isomorphism. The
existence theorem reveals that A ⊗U B = (A × B)/τ where τ is the equivalence on A × B
generated by the relation
T = {((au, b), (a, ub)) : a ∈ A, b ∈ B, u ∈ U}.
The equivalence class of a pair (a, b) is usually denoted by a ⊗U b. To us is of interest the
situation when A = S = B where S is a monoid and U is a submonoid of S. Here A is
clearly regarded as an (S, U)-bisystem with U acting on the right on A by multiplication,
and B as an (U, S)-bisystem where U acts on the left on B by multiplication.
Another concept that is important to our approach is that of the dominion which is
defined in [28] from Isbell. By definition, if U is a submonoid of a monoid S, then the
dominion DomS(U) consists of all the elements d ∈ S having the property that for every
monoid T and every pair of monoid homomorphisms f, g : S → T that coincide in U , it
follows that f(d) = g(d). Related to dominions there is the well known zigzag theorem of
Isbell. We will present here the Stenstrom version of it (theorem 8.3.3 of [24]) which reads.
Let U be a submonoid of a monoid S and let d ∈ S. Then, d ∈ DomS(U) if and only if
d⊗U 1 = 1 ⊗U d in the tensor product A = S ⊗U S. We mention here that this result holds
true if S turns out to be a group and U a subgroup, both regarded as monoids. A key
result (theorem 8.3.6 of [24]) that is used in the next section is the fact that any inverse
semigroup U is absolutely closed in the sense that for every semigroup S containing U as
a subsemigroup, DomS(U) = U . It is obvious that groups are absolutely closed as special
cases of inverse monoids (see [25]).
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3 Peiffer operations and monoid actions
Before we explain how monoid actions are used to deal with the Peiffer operations on Y -
sequences, we will introduce several monoids.
The first one is the monoid Υ defined by the monoid presentationMP(Y ∪Y −1, P ) where
Y −1 is the set of group inverses of the elements of Y and P consists of all pairs (ab, θ(a)ba)
where a, b ∈ Y ∪ Y −1.
The second one is the group G(Υ) given by the group presentation (Y ∪ Y −1, Pˆ ) where
Pˆ is the set of all words abι(a)ι(θ(a)b) where by ι(c) we denote the inverse of c in the free
group over Y ∪ Y −1. Before we introduce the next two monoids and the respective monoid
actions, we stop to explain that Υ and G(Υ) are special cases of a more general situation. If
a monoid S is given by the monoid presentation MP(X,R), then its universal enveloping
group G(S) (see [1] and [8]) is defined to be the group given by the group presentation
(X, Rˆ) where Rˆ consists of all words uι(v) whenever (u, v) ∈ R where ι(v) is the inverse
of v in the free group over X . We let for future use σ : FM(X) → S the respective
canonical homomorphism where FM(X) is the free monoid on X . It is easy to see that
there is a monoid homomorphism µS : S → G(S) which satisfies the following universal
property. For every group G and monoid homomorphism f : S → G, there is a unique group
homomorphism fˆ : G(S)→ G such that fˆµS = f . This universal property is an indication of
an adjoint situation. Specifically, the functor G :Mon→ Grp which maps every monoid to
its universal group, is a left adjoint to the forgetful functor U : Grp→Mon. This ensures
that G(S) is an invariant of the presentation of S.
The third monoid we consider is the submonoid U of Υ, having the same unit as Υ, and
is generated from all the elements of the form σ(a)σ(a−1) with a ∈ Y ∪ Y −1. This monoid,
acts on the left and on the right on Υ by the multiplication in Υ.
The last monoid considered is the subgroup Uˆ of G(Υ) generated by µ(U). Similarly to
above, Uˆ acts on G(Υ) by multiplication.
Given α = (a1, ..., an) an Y -sequence over the group presentation P = (x, r), then per-
forming an elementary Peiffer operation on α can be interpreted in a simple way in terms of
the monoids Υ and U. In what follows we will denote by σ(α) the element σ(a1)···σ(an) ∈ Υ.
If β = (b1, ..., bn) is obtained from α = (a1, ..., an) by performing an elementary Peiffer ex-
change, then from the definition of Υ, σ(α) = σ(β), therefore an elementary Peiffer exchange
or a finite sequence of such has no effect on the element σ(a1) · · · σ(an) ∈ Υ. Before we see
the effect that a Peiffer insertion in α has on σ(α) we need the first claim of the following.
Lemma 3.1. The elements of U are central in Υ and those of Uˆ are central in G(Υ).
Proof. We see that for every a and b ∈ Y ∪ Y −1, σ(a)σ(a−1)σ(b) = σ(b)σ(a)σ(a−1). Indeed,
σ(a)σ(a−1)σ(b) = θ(a)θ(a
−1)σ(b)(σ(a)σ(a−1))
= σ(b)σ(a)σ(a−1).
Since elements σ(b) and σ(a)σ(a−1) are generators of Υ and U respectively, then the first
claim holds true. The second claim follows easily.
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If we insert (a, a−1) at some point in α = (a1, ..., an) to obtain α
′ = (a1, ..., a, a
−1, ..., an),
then from lemma 3.1,
σ(α′) = σ(α) · (σ(a)σ(a−1)),
which means that inserting (a, a−1) inside a Y -sequence α has the same effect as multiplying
the corresponding σ(α) in Υ by the element σ(a)σ(a−1) of U. For the converse, it is obvious
that any word β ∈ FM(Y ∪ Y −1) representing σ(α) · (σ(a)σ(a−1)) is Peiffer equivalent to α.
Of course the deletion has the obvious interpretation in our semigroup theoretic terms as the
inverse of the above process. We retain the same names for our semigroup operations, that
is insertion for multiplication by σ(a)σ(a−1) and deletion for its inverse. Related to these
operations on the elements of Υ we make the following definition.
Definition 3.2. We denote by ∼U the equivalence relation in Υ generated by all pairs
(σ(α), σ(α) · σ(a)σ(a−1)) where α ∈ FM(Y ∪ Y −1) and a ∈ Y ∪ Y −1. We say that two
elements σ(a1) · · · σ(an) and σ(b1) · · · σ(bm) where m,n ≥ 0 are Peiffer equivalent in Υ if
they fall in the same ∼U-class.
From what we said before it is obvious that two Y -sequences α and β are Peiffer equivalent
in the usual sense if and only if σ(α) ∼U σ(β). For this reason we decided to make the
following convention. If α = (a1, ..., an) is a Y -sequence (resp. an identity Y -sequence), then
its image in Υ, σ(α) will again be called a Y -sequence (resp. an identity Y -sequence). In the
future instead of working directly with an Y -sequence α, we will work with its image σ(α).
We note that it should be mentioned that the study of ∼U might be as hard as the
study of Peiffer operations on Y -sequences, and at this point it seems we have not made any
progress at all. In fact this definition will become useful later in this section and yet we have
to prove a few more things before we utilize it.
The process of inserting and deleting generators of U in an element of Υ is related to
the following new concept. Given U a submonoid of a monoid S and d ∈ S, then we say
that d belongs to the weak dominion of U , shortly written as d ∈ WDomS(U), if for every
group G and every monoid homomorphisms f, g : S → G such that f(u) = g(u) for every
u ∈ U , then f(d) = g(d). An analogue of the Stenstro¨m version of Isbell’s theorem for weak
dominion holds true. The proof of the if part of its analogue is similar to that of Isbell
theorem apart from some minor differences that reflect the fact that we are working with
WDom rather than Dom and that will become clear along the proof, while the converse
relies on the universal property of µ : S → G(S).
Proposition 3.3. Let S be a monoid, U a submonoid and let Uˆ be the subgroup of G(S)
generated by elements µ(u) with u ∈ U . Then d ∈WDomS(U) if and only if µ(d) ∈ Uˆ .
Proof. The set Aˆ = G(S)⊗Uˆ G(S) has an obvious (G(S),G(S))-bisystem structure. The free
abelian group ZAˆ on Aˆ inherits a (G(S),G(S))-bisystem structure if we define
g ·
∑
zi(gi ⊗Uˆ hi) =
∑
zi(ggi ⊗Uˆ hi) and
(∑
zi(gi ⊗Uˆ hi)
)
· g =
∑
zi(gi ⊗Uˆ hig).
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The set G(S)× ZAˆ becomes a group by defining
(g,
∑
zigi ⊗Uˆ hi) · (g
′,
∑
z′ig
′
i ⊗Uˆ h
′
i) = (gg
′,
∑
zigi ⊗Uˆ hig
′ +
∑
z′igg
′
i ⊗Uˆ h
′
i).
The associativity is proved easily. The unit element is (1, 0) and for every (g,
∑
zigi ⊗Uˆ hi)
its inverse is the element (g−1,−
∑
zig
−1gi ⊗Uˆ hig
−1). Let us now define
β : S → G(S)× ZAˆ by s 7→ (µ(s), 0),
which is clearly a monoid homomorphism, and
γ : S → G(S)× ZAˆ by s 7→ (µ(s), µ(s)⊗Uˆ 1− 1⊗Uˆ µ(s)),
which is again seen to be a monoid homomorphism. These two coincide on U since for every
u ∈ U
γ(u) = (µ(u), µ(u)⊗Uˆ 1− 1⊗Uˆ µ(u)) = (µ(u), 0) = β(u).
The last equality and the assumption that d ∈WDomS(U) imply that β(d) = γ(d), therefore
(µ(d), 0) = (µ(d), µ(d)⊗Uˆ 1− 1⊗Uˆ µ(d)),
which shows that µ(d)⊗Uˆ 1 = 1⊗Uˆ µ(d) in the tensor product G(S)⊗Uˆ G(S) and therefore
theorem 8.3.3, [24], applied for monoids G(S) and Uˆ , implies that µ(d) ∈ DomG(S)(Uˆ). But
DomG(S)(Uˆ) = Uˆ as from theorem 8.3.6, [24] every inverse semigroup is absolutely closed,
whence µ(d) ∈ Uˆ .
Conversely, suppose that µ(d) ∈ Uˆ and we want to show that d ∈ WDomS(U). Let G
be a group and f, g : S → G two monoid homomorphisms that coincide in U , therefore the
group homomorphisms fˆ , gˆ : G(S) → G of the universal property of µ coincide in Uˆ which,
from our assumption, implies that fˆ(µ(d)) = gˆ(µ(d)), and then f(d) = g(d) proving that
d ∈WDomS(U).
Given a presentation P = (x, r) for a group G, we consider the following crossed module.
If G(Υ) is the universal group associated with P and F is the free group on x, then we define
θ˜ : G(Υ)→ F by µσ(ur)ε 7→ urεu−1.
An action of F on G(Υ) is given by v(µσ(ur)ε) = µσ(vur)ε for every v ∈ F and every generator
µσ((ur)ε) of G(Υ). It is easy to check that the triple (G(Υ), F, θ˜) is a crossed module over
F . The elements of Ker(θ˜) are central, therefore Ker(θ˜) is an abelian subgroup of G(Υ) on
which G acts on the left by the rule
g(µσ(a1, ..., an)ιµσ(b1, ..., bm)) = µσ(
wa1, ...,
w an)ιµσ(
wb1, ...,
w bm),
where w is a word in FG(x) representing g. With this action Ker(θ˜) becomes a left G-module
which we call the generalized module of identities for P and is denoted by Π˜. Also we note
that Uˆ is a sub G-module of Π˜. The module of identities π for P is obtained from Π˜ by
factoring out Uˆ. In terms of Π˜ and Uˆ we prove the following analogue of theorem 3.1 of [32].
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Theorem 3.4. The following assertions are equivalent.
(i) The presentation P = (x, r) is aspherical.
(ii) For every identity Y -sequence d, d ∈WDomΥ(U).
(iii) Π˜ = Uˆ.
Proof. (i) ⇒ (ii) Let d = σ(a1) · · · σ(an) ∈ Υ be any identity Y -sequence and as such it
has to be Peiffer equivalent to 1. We proceed by showing that d ∈ WDomΥ(U). Let G be
any group and f, g : Υ → G two monoid homomorphisms that coincide in U and we want
to show that f(d) = g(d). The proof will be done by induction on the minimal number
h(d) of insertions and deletions needed to transform d = σ(a1) · · · σ(an) to 1. If h(d) = 1,
then d ∈ U and f(d) = g(d). Suppose that h(d) = n > 1 and let τ be the first operation
performed on d in a series of operations of minimal length. After τ is performed on d, it is
obtained an element d′ with h(d′) = n − 1. By induction hypothesis, f(d′) = g(d′) and we
want to prove that f(d) = g(d). There are two possible cases for τ . First, τ is an insertion
and let u = σ(a)σ(a−1) ∈ U be the element inserted. It follows that f(d′) = f(d)f(u) and
g(d′) = g(d)g(u), but f(u) = g(u), therefore from cancellation law in the group G we get
f(d) = g(d). Second, τ is a deletion and let u = σ(a)σ(a−1) ∈ U be the element deleted,
that is d = d′u. It follows immediately from the assumptions that f(d) = g(d) proving that
d ∈WDomΥ(U).
(ii) ⇒ (iii) Let d˜ ∈ Π˜. We may assume without loss of generality that no ι(µσ(ur)ε) is
represented in d˜ for if there is any such occurrence, we can multiply d˜ by µσ((ur)ε(ur)−ε)
to obtain in return d˜′ where ι(µσ(ur)ε) is now replaced by µσ((ur)−ε). It is obvious that if
d˜′ ∈ Uˆ, then d˜ ∈ Uˆ and conversely. Let now d be any preimage of d˜ under µ. It is clear that
d is an identity Y -sequence and as such d ∈WDomΥ(U). Then proposition 3.3 implies that
d˜ = µ(d) ∈ Uˆ.
(iii) ⇒ (i) Assume that Π˜ = Uˆ and we want to show that any identity Y -sequence
d is Peiffer equivalent to 1. From the assumption for d we have that µ(d) ∈ Uˆ and then
proposition 3.3 implies that d ∈WDomΥ(U). Consider the group H/P as a quotient of G(Υ)
obtained by identifying ι(µσ(ur)) with µσ((ur)−1) and let ν : G(Υ)→ H/P be the respective
quotient morphism. Writing τ for the zero morphism from Υ to H/P , we see that τ and the
composition νµ coincide in U, therefore since d ∈ WDomΥ(U), it follows that νµ(d) = 1 in
H/P . The asphericity of P now follows from theorem 2.7, p.71 of [15].
Before we prove our next result we recall the definition of the relation module N (P).
Given P = (x, r) a presentation for a group G, we let α : FG(x)→ G and β : N → N/[N,N ]
be the canonical homomorphisms where N is the normal closure of r in FG(x) and [N,N ]
its commutator subgroup. There is a well defined G-action on N (P) = N/[N,N ] given by
wα · sβ = (w−1sw)β
for every w ∈ FG(x) and s ∈ N . This action extends to an action of ZG over N (P) by
setting
(wα1 ± w
α
2 ) · s
β = (w−11 sw1w
−1
2 s
±1w2)
β.
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When P is aspherical, the basis of N (P) as a free ZG module is the set of elements rβ with
r ∈ r.
Proposition 3.5. If P is aspherical, then Uˆ is a free G-module with bases equipotent to the
set r.
Proof. The result follows if we show that Uˆ ∼= N (P) as G-modules. For this we define
Ω : N (P)→ Uˆ
on free generators by rβ 7→ µσ(rr−1) which is clearly well defined and a surjective morphism
of G-modules. Now we prove that Ω is injective. Let
ξ =
n∑
i=1
uαi · r
β
i −
m∑
j=n+1
vαj · r
β
j ∈ Ker(Ω),
which means that
n∏
i=1
µσ(uiri(
uiri)
−1)ι
(
m∏
j=n+1
µσ(vjrj(
vjrj)
−1)
)
= 1. (1)
To prove that ξ = 0 we will proceed as follows. Define
γ : FM(Y ∪ Y −1)→ N (P)
on free generators as follows
(ur)ε 7→ uα · rβ.
It is easy to see that γ is compatible with the defining relations of Υ, hence there is g : Υ→
N (P) and then the universal property of µ implies the existence of gˆ : G(Υ)→ N (P) such
that gˆµ = g. If we apply now gˆ on both sides of (1) obtain
2 ·
n∑
i=1
uαi · r
β
i − 2 ·
m∑
j=n+1
vαj · r
β
j = 0,
proving that ξ = 0.
Let χ : G(Υ) → Uˆ be the map defined on generators by µσ((ur)ε) 7→ µσ((ur)ε(ur)−ε).
It is easy to see that this is a well defined homomorphism of groups. Also we see that
χ(µσ((ur)ε(ur)−ε)) = µσ((ur)ε(ur)−ε)2. This follows easily from the fact that µσ((ur)ε(ur)−ε) =
µσ((ur)−ε(ur)ε). The latter can be seen by taking the conjugate ιµσ((ur)ε) ·µσ((ur)ε(ur)−ε) ·
µσ((ur)ε) and then using the fact that µσ((ur)ε(ur)−ε) is central.
We denote by J the image of the restriction of χ on Π˜ and let χ¯ = χ|Π˜, therefore we have
the short exact sequence of G-modules
0 // K
ι
// Π˜
χ¯
// J // 0 , (2)
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where K is the kernel of χ¯.
Define the following subset of Uˆ
B = {aµσ(rr−1)|a ∈ G and r ∈ r}.
We have already seen in proposition 3.5 that when P is aspherical, then Uˆ is a free abelian
group with bases equipotent to B.
Lemma 3.6. If Uˆ is a free abelian group with bases B, then J is isomorphic to Uˆ.
Proof. Before we prove that J and Uˆ are isomorphic, we will find a bases C for J and to this
end we will use the standard scheme of finding the bases for a subgroup of a free abelian
group with known bases. Assume that G × r to which {aµσ(rr−1)|a ∈ G and r ∈ r} is
bijective to is well ordered and let ≤ be the assumed order. Let
F(a,r) = 〈
bµσ(ss−1)|(b, s) ∈ G× r such that (b, s) ≤ (a, r)〉,
be the subgroup of Uˆ generated by all those bases elements with label (b, s) less or equal to
the given (a, r). Also we let
F ′(a,r) = 〈
bµσ(ss−1)|(b, s) ∈ G× r such that (b, s) < (a, r)〉.
Let now
H(a,r) = F(a,r) ∩ J and H
′
(a,r) = F
′
(a,r) ∩ J.
It is clear that an element of infinite order ofH(a,r) is
aµσ(rr−1)2 and that aµσ(rr−1)2 /∈ H ′(a,r).
To see the latter we assume for absurd that
aµσ(rr−1)2 =
n∏
i=1
aiµσ(rir
−1
i ) · ι
(
m∏
j=1
ajµσ(rjr
−1
j )
)
,
where (ai, ri) 6= (a, r) for all 1 ≤ i ≤ n and (aj , rj) 6= (a, r) for all 1 ≤ j ≤ m. But this
is impossible since Uˆ is a free abelian group on B. So it remains that aµσ(rr−1)2 /∈ H ′(a,r).
This implies that any generator of H(a,r)/H
′
(a,r) can be written as
aµσ(rr−1)k(a,r)h(a,r)H
′
(a,r)
where k(a,r) ∈ Z
∗ and h(a,r) is a product of the form
n∏
i=1
aiµσ(rir
−1
i ) · ι
(
m∏
j=1
ajµσ(rjr
−1
j )
)
,
where (ai, ri) 6= (a, r) for all 1 ≤ i ≤ n and (aj, rj) 6= (a, r) for all 1 ≤ j ≤ m. The
general scheme for constructing a bases C for J as an abelian group shows that C =
{aµσ(rr−1)k(a,r)h(a,r)|a ∈ G, r ∈ r}. Now we can define homomorphisms
ψ : Uˆ→ J
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by
aµσ(rr−1) 7→ aµσ(rr−1)k(a,r)h(a,r),
and
ψ′ : J→ Uˆ
by
aµσ(rr−1)k(a,r)h(a,r) 7→
aµσ(rr−1).
It is obvious that ψ and ψ′ are inverses of each other proving that Uˆ ∼= J.
Theorem 3.7. If Uˆ is a free abelian group with bases B, then the presentation P is aspher-
ical, and conversely.
Proof. The assumption on the freeness of Uˆ on B implies by lemma 3.6 that J is free on C
and then we have a section s of χ¯. It follows that Π˜ = K⊕s(J) and that s(J) ∼= J. Applying
the result of lemma 3.6 again we have the isomorphism Π˜ ∼= K ⊕ Uˆ. If now
d =
n∏
i=1
µσ((uiri)
εi)ι
(
m∏
j=n+1
µσ((vjrj)
εj)
)
∈ K,
then in Uˆ we have
n∏
i=1
uαi µσ(rir
−1
i )ι
(
m∏
j=n+1
vαj µσ(rjr
−1
j )
)
= 1. (3)
The freeness of Uˆ on B implies that m = 2n and the indices of the terms in (3) are paired
up into pairs (i, j) in such a way that 1 ≤ i ≤ n, n+1 ≤ j ≤ m, ri = rj and ui = vj modulo
N . If we multiply both sides of d by
uˆ =
m∏
j=n+1
µσ((vjrj)
εj (vjrj)
−εj),
d transforms into
d′ =
n∏
i=1
µσ((uiri)
εi)
(
m∏
j=n+1
µσ((vjrj)
−εj)
)
.
From the above we see that the identity Y -sequence
δ′ = ((u1r1)
ε1, ..., (unrn)
εn , (vn+1rn+1)
εn+1 , ..., (vmrm)
εm)
has the primary identity property and then δ′ is Peiffer equivalent to the empty sequence.
Theorem 3.4 implies that d′ = µσ(δ′) ∈ Uˆ and so d = d′ · ι(uˆ) ∈ Uˆ. But χ¯(d) = 0 with d ∈ Uˆ
is only possible when d = 0, so K = {0} and then Π˜ ∼= Uˆ which in turn proves that the
module of identities π for P is zero as π ∼= Π˜/Uˆ, hence we have the asphericity of P.
The converse follows from proposition 3.5.
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4 A characterization for the asphericity of subpresen-
tations
Let P = (x, r) be an aspherical group presentation and P1 = (x, r1) a subpresentation of
the first where r1 = r \ {r0} and r0 ∈ r is a fixed relation. We denote by Υ1, U1 monoids
associated with P1 and by G(Υ1) and Uˆ1 their respective groups and let θ˜1 be the morphism of
the crossed module G(Υ1) whose kernel is denoted by Π˜1. Also we consider Aˆ1 the subgroup
of Uˆ generated by all µσ(bb−1) where b ∈ Y1 ∪ Y
−1
1 . Finally note that the monomorphism
f : Υ1 → Υ induced by the map σ1(a)→ σ(a) induces a homomorphism fˆ : G(Υ1)→ G(Υ).
These data fit into a commutative diagram as depicted below.
G(Υ1)
fˆ
//
θ˜1 ""❊
❊❊
❊❊
❊❊
❊❊
G(Υ)
θ˜||③③
③③
③③
③③
F
An immediate corollary of proposition 3.5 is the following.
Corollary 4.1. If P is aspherical, then the subgroup Aˆ1 is a free abelian with basis equipotent
to the set G× r1.
Proof. The restriction of Ω of proposition 3.5 on the subgroup N1(P) of N (P) generated by
all the elements of the form uα · rβ where r ∈ r1 is an isomorphism onto Aˆ1.
Further we note that the normal closure N0 of r0 in FG(x) acts on the left of Uˆ1 in the
obvious way therefore we have the displacement subgroup [Uˆ1, N0] of Uˆ1 (see [6]) which is a
normal subgroup of Π˜1.
Proposition 4.2. If P is aspherical, then there is an epimorphism from Π˜1/[Uˆ1, N0] to Aˆ1.
Proof. First we show that fˆ maps Π˜1 onto Aˆ1. Let d˜ = µ1σ1(a1 · · · an) ∈ Π˜1 where as before
no ai is equal to any ι(µ1σ1(
ur)ε) and assume that
fˆ(d˜) =(µσ(b1b
−1
1 ) · · · µσ(bsb
−1
s )) · (ι(µσ(bs+1b
−1
s+1)) · · · ι(µσ(brb
−1
r )))
(µσ(c1c
−1
1 ) · · · µσ(ctc
−1
t )) · (ι(µσ(d1d
−1
1 )) · · · ι(µσ(dkd
−1
k ))),
where the first half involves elements from Y1 ∪ Y
−1
1 and the second one is
µσ(C)ι(µσ(D))
with
C = c1c
−1
1 · · · ctc
−1
t and D = d1d
−1
1 · · · dkd
−1
k ,
where C and D involve only elements of the form (ur0)
ε with ε = ±1. Recalling from above
that in G(Υ) we have
µσ((a1 · · · an) · ((bs+1b
−1
s+1) · · · (brb
−1
r )) · ((d1d
−1
1 ) · · · (dkd
−1
k )))
= µσ(((b1b
−1
1 ) · · · (bsb
−1
s )) · ((c1c
−1
1 ) · · · (ctc
−1
t ))),
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we can apply gˆ defined in proposition 3.5 on both sides and get
gσ((a1 · · · an) · ((bs+1b
−1
s+1) · · · (brb
−1
r )) · ((d1d
−1
1 ) · · · (dkd
−1
k )))
= gσ(((b1b
−1
1 ) · · · (bsb
−1
s )) · ((c1c
−1
1 ) · · · (ctc
−1
t ))).
If we now write each ci = (
uir0)
εi and each dj = (
vjr0)
δj where εi and δj = ±1, while we write
each aℓ = (
wℓrℓ)
γℓ and each bp = (
ηpρp)
ǫp where all rℓ and ρp belong to r1 and γℓ, ǫp = ±1,
then the definition of g yields
(wα1 · r
β
1 + · · ·+ w
α
n · r
β
n) + (2η
α
s+1 · ρ
β
s+1 + · · ·+ 2η
α
r · ρ
β
r ) + (2v
α
1 + · · ·+ 2v
α
k ) · r
β
0
= (2ηα1 · ρ
β
1 + · · ·+ 2η
α
s · ρ
β
s ) + (2u
α
1 + · · ·+ 2u
α
t ) · r
β
0
The freeness of N (P) on the set of elements rβ implies in particular that
(2vα1 + · · ·+ 2v
α
k ) · r
β
0 = (2u
α
1 + · · ·+ 2u
α
t ) · r
β
0
from which we see that k = t, and after a rearrangement of terms uαi = v
α
i for i = 1, ..., k.
The already known fact that in G(Υ), µσ(aa−1) = µσ(a−1a) and the fact that if uα = vα,
then for every s ∈ r, µσ((vs)δ(vs)−δ) = µσ((us)δ(us)−δ), imply easily that
µσ((vr0)
δ(vr0)
−δ) = µσ((ur0)
ε(ur0)
−ε).
If we apply the latter to pairs (ci, di) for which u
α
i = v
α
i , we get that µσ(C)ι(µσ(D)) = 1
which shows that fˆ(d˜) ∈ Aˆ1.
Second, fˆ induces ϕˆ : Π˜1/[Uˆ1, N0] → Aˆ1 because if ι(uˆ1)n0uˆ1 is any generator of [Uˆ1, N0]
and if fˆ(uˆ1) = uˆι(vˆ) where uˆ, vˆ ∈ Aˆ1, then
fˆ(ι(uˆ1)
n0uˆ1) = vˆι(uˆ) ·
n0 uˆn0ι(vˆ) = 1,
since for every uˆ ∈ Uˆ, n0uˆ = uˆ in G(Υ).
The following reduces the search for the asphericity of the subpresentation P1 in proving
that the groups Π˜1/[Uˆ1, N0] and Aˆ1 are isomorphic.
Theorem 4.3. The subpresentation P1 = (x, r1) is aspherical if and only if the groups
Π˜1/[Uˆ1, N0] and Aˆ1 are isomorphic under ϕˆ.
Proof. Under the assumption that P1 is aspherical we have to show that ϕˆ has an inverse.
Indeed, since from corollary 4.1, Aˆ1 is free abelian with basis the set of elements of the form
µσ(ur(ur)−1) we can define
ϕˆ′ : Aˆ1 → Π˜1/[Uˆ1, N0] by µσ(
ur(ur)−1) 7→ µ1σ1(
ur(ur)−1)[Uˆ1, N0],
which is well defined and a right inverse of ϕˆ since from the definition, ϕˆϕˆ′ = id
Aˆ1
. To
prove that ϕˆ′ is a left inverse of ϕˆ we recall from theorem 3.4 that Π˜1 = Uˆ1 hence for every
generator µ1σ1(
ur(rr)−1) · [Uˆ1, N0] of Π˜1/[Uˆ1, N0] we have,
ϕˆ′ϕˆ(µ1σ1(
ur(rr)−1) · [Uˆ1, N0]) = ϕˆ
′fˆ(µ1σ1(
ur(rr)−1))
= ϕˆ′µσ(ur(rr)−1)
= µ1σ1(
ur(ur)−1)[Uˆ1, N0],
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proving that ϕˆ′ϕˆ = idΠ˜1/[Uˆ1,N0].
Conversely, let d be any identity Y1-sequence and u, v ∈ U1 such that
ϕˆ(µ1(u)ιµ1(v)) · [Uˆ1, N0]) = ϕˆ(µ1σ1(d) · [Uˆ1, N0]).
Such elements exist because fˆ(µ1σ1(d)) ∈ Aˆ1. But ϕˆ is an isomorphism, hence there is
K ∈ [Uˆ1, N0] such that
µ1σ1(d) = µ1(u)ιµ1(v) ·K, (4)
where K equals to a product of generators n0,i uˆiι(uˆi) since conjugating a generator by an
element of Π˜1 does not alter the generator. If we apply on both sides of (4) the canonical
map ν1 : G(Υ1)→ H1/P1 where H1/P1 is the usual free crossed module for P1, then we see
that dP1 is trivial, thereby proving the claim.
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