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De nos jours l’interopérabilité de différents systèmes est souvent obtenue via l’échange
de documents XML (eXtensible Markup Language). La situation est plus complexe lorsque
le besoin de comparer ou ajuster des schémas XML (décrivant la structure des documents)
se fait sentir. Diverses applications éprouvent ce besoin comme la composition des services
web (par exemple, lors du remplacement d’un service non disponible) ou l’intégration de
données. Dans ces situations, il est intéressant d’avoir la possibilité de comparer et faire
évoluer non seulement les schémas mais aussi les informations sémantiques liées à ces
schémas (à savoir, les contraintes d’intégrité ainsi que les concepts utilisés dans chaque
application), et les documents XML.
Considérons l’application suivante : soient les systèmes locaux S1, . . . , Sn de la Figure 1.1,
qui travaillent respectivement sur les collections de documents X1, . . . , Xn. Un système local
Si est représenté par un schéma XML Di qui renseigne sur les contraintes de structure, un en-
semble de dépendances fonctionnelles XML F i qui renseigne sur les contraintes d’intégrité
des données. Chaque ensemble de documents XML Xi respecte les contraintes imposées par
Di et F i. Les systèmes S1, . . . , Sn interagissent avec un système global S. Le système S est
une intégration des systèmes locaux, et est vu comme une évolution conservatrice de chaque
système local. Cette évolution est conservatrice parce que : (i) le schéma XML D du système
global S accepte tous les documents de Xi, (ii) l’ensemble de dépendances fonctionnelles F
du système global S est respecté par tous les documents de Xi.
Le système global S communique avec les systèmes locaux via des échanges de do-
cuments. Les communications sont possibles dans les deux sens : global-à-local et local-
à-global. L’objectif est de laisser la possibilité aux systèmes locaux de travailler par eux
mêmes tout en permettant des diagnostics et des modifications sur le système global. Dans
ce contexte, S peut aussi recevoir de nouveaux documents qui ne proviennent pas des sys-
tèmes locaux éventuellement non valides par rapport à chacun des systèmes locaux. Dans
ce cadre, nous sommes intéressés par la création d’outils pour assister les évolutions de
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Figure 1.1 – Exemple d’application où des systèmes locaux S1, . . . , Sn évoluent en un seul système global S.
schémas et l’adaptation de documents. Les aspects suivants nous semblent particulièrement
importants :
– Pouvoir comparer des schémas ainsi qu’exprimer leur évolution. D’un côté, nous sou-
haitons exprimer l’évolution de chaque système local par un mapping Mi qui spé-
cifie l’évolution du schéma Di, appelé le schéma source, vers le schéma D, appelé
le schéma cible. D’autre coté, nous voulons avoir la possibilité de comparer D avec
un autre schéma D′ de manière souple, simplement en vérifiant si D′ accepte des
documents XML qui contiennent toutes les informations qui se retrouvent dans les
documents XML acceptés par D. Cette comparaison (nommée relâchée) permettrait de
vérifier une certaine cohérence de contenu sans prendre en compte toute la structure
des documents.
– A partir du mapping Mi, il serait important de traduire les documents valides par
rapport à un système local Si vers le système global S, assurant ainsi le transfert de
données et une adaptation automatique. Le mapping entre deux schémas est fonda-
mentale dans le cadre de l’évolution et de l’adaptation automatique des documents.
Par exemple, dans une évolution au niveau du système global où S (avec schéma D)
évolue vers S′ (avec schéma D’), la composition des mappings Mi et M
′ (où M′ est
le mapping entre D et D′, cf. Figure 1.1) guide l’adaptation des documents. Cette évo-
lution peut aussi se faire au niveau des systèmes locaux quand Sk évolue vers S′k et,
ici encore, les mappings exprimant les modifications des schémas serviront de base
pour la traduction des documents. Des outils permettant de telles adaptations auto-
matiques sont essentiels pour assurer la communication global-à-local et local-à-global,
garantissant un fonctionnement concomitant qui peut être souhaitable, au moins tem-
porairement.
– Si nous nous intéressons à l’adaptation d’un document X (valide par rapport à un
schéma Di) à un autre schéma D, il est naturel de penser de manière plus générale et
proposer une méthode pour corriger X pour qu’il respecte les contraintes de structure
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imposées par D. L’idée étant de réparer X, en proposant des documents X′ qui lui sont
proches tout en étant valides par rapport à D.
– Faire évoluer le schéma implique en faire évoluer aussi des contraintes d’intégrité. Les
dépendances fonctionnelles des systèmes locaux peuvent être utilisées pour obtenir un
ensemble global F de dépendances fonctionnelles pour le système global.
L’objectif de ma thèse est de proposer des solutions à des problèmes liés à l’intégration et
l’évolution des applications XML. Pour cela nous nous sommes intéressés à tous les aspects
énumérés ci-dessus. Dans la suite, nous résumons nos contributions dans chacun de ces cas.
1.1 Contributions
La définition de mapping pour exprimer l’évolution des schémas est le fil conducteur
reliant les contributions de ma thèse. Revenons à l’application que nous avons décrite dans
la Section 1, illustrée dans la Figure 1.1.
– Nous souhaitons un schéma global capable de reconnaître comme valides des docu-
ments originaires de n’importe quel système local. L’algorithme introduit dans [42]
propose une extension de schéma de ce genre. Dans [9], nous avons complété cette
proposition en implémentant une méthode pour calculer automatiquement un map-
ping entre une grammaire RTG (Regular Tree Grammar) G et son extension minimale
G′ qui est une grammaire LTG (Local Tree Grammar). La grammaire G′ résultante
reconnaît le plus petit langage LTL (Local Tree Language) qui contient L(G). Cette
méthode est utilisée pour calculer les mappings M1, . . . ,Mn entre le schéma D du
système global et les schémas D1, . . . , Dn des systèmes locaux. Le schéma D est calculé
à partir de l’algorithme dans [42], en faisant une extension minimale de l’union des
schémas D1, . . . , Dn. La Section 1.1.4 donne les premières idées de cette contribution,
décrite en détails dans le Chapitre 6.
– Dans le processus évolutif, nous souhaitons aussi pouvoir comparer des schémas. La
comparaison que nous avons envisagée est une inclusion relâchée entre deux gram-
maires d’arbre. Dans [10], nous avons proposé une méthode pour effectuer cette com-
paraison. Remarquer qu’une évolution peut être choisie sur les bases de cette inclusion
relâchée et qu’ensuite, en suivant les mêmes lignes de [9], il est possible de calculer le
mapping entre l’ancien et le nouveau schéma. Dans la Section 1.1.1 nous présentons
un résumé de cette contribution qui sera traitée dans le Chapitre 3.
– L’évolution des systèmes implique aussi une évolution des contraintes d’intégrité. Les
dépendances fonctionnelles jouent un rôle important dans la qualité des données sto-
ckées. Il est donc important de pouvoir maintenir le plus grand nombre de contraintes
(non contradictoires) lors de l’intégration de plusieurs systèmes locaux vers un sys-
tème global. Dans cette thèse nous proposons un algorithme permettant d’obtenir le
plus grand ensemble de dépendances fonctionnelles XML (XFD) satisfaites par tous
les schémas locaux. La Section 1.1.2 montre les grandes lignes de cette contribution,
décrite en détails dans le Chapitre 4.
– La méthode pour adapter les documents XML à partir d’un mapping M entre deux
schémas, est basée sur le correcteur de document XML par rapport à un schéma. Nous
avons développé ce correcteur de manière général, comme une extension des travaux
dans [46], pour ensuite l’utiliser comme base pour les adaptations de documents, ren-
dant plus simple le transfert de données La Section 1.1.3 résume cette contribution,
détaillée dans le Chapitre 5.
Le reste de cette section est consacré à un aperçu de toutes ces contributions.
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1.1.1 Comparaison des schémas de données
Nous proposons de comparer deux schémas XML via une inclusion relâchée. Cette in-
clusion consiste à relâcher la relation père-fils entre les nœuds d’un document XML, offrant
ainsi la possibilité de regarder à l’intérieur des arbres XML pour vérifier la présence et la po-
sition des informations demandées par une application. De cette manière, les informations
peuvent être extraites et, éventuellement, adaptées à un autre schéma.
La comparaison considérée est une inclusion relâchée entre deux schémas XML dont l’un
est considéré comme schéma source et l’autre comme schéma cible. Cette inclusion relâchée
offre la possibilité de regarder à l’intérieur des arbres XML retournés par le schéma cible,
pour vérifier si on a bien toutes les informations demandées par le schéma source. Ainsi
nous repérons à quel endroit les informations se trouvent dans l’arbre du schéma cible, afin
de les extraire et de reconstruire un arbre conforme au schéma source.
Exemple 1.1 Dans la Figure 1.2, nous avons une composition entre les services web A, C,
D. Lorsque l’un des services n’est plus disponible, il est important de pouvoir le remplacer
par un autre service qui peut fournir les mêmes données que le service en panne. Nous
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Figure 1.2 – Composition entre les services web A, C et D.
pouvons remarquer que le service B de la Figure 1.2 fournit bien des documents ayant
toutes les informations contenues dans les documents fournis par le service A. Le service
B est un bon candidat pour remplacer A dans la composition de services car il va pouvoir
fournir toutes les informations de l’ancien service A tout en gardant sa structure.
⊠
Nos contributions permettent de comparer de façon relâchée des langages réguliers
d’arbres représentés sous forme de grammaire RTG (Regular Tree Grammar). Supposons
deux grammaires G1 et G2. Pour savoir si L(G1) 1 est inclus relâché dans L(G2), notre solu-
tion consiste à calculer la grammaire WI(G2) des arbres relâchés de la grammaire G2. Ensuite
nous vérifions que le langage généré par G1 (la grammaire du schéma à remplacer) est inclus
(au sens inclusion d’ensembles) dans le langage généré par la grammaire WI(G2). Dans une
première contribution, [8], nous supposons que les grammaires RTG ne sont pas récursives.
Ensuite, une nouvelle contribution, [10] a été apportée pour résoudre le cas général.
1. L(G1) est le langage généré par la grammaire G1.
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1.1.2 Intégration de dépendances fonctionnelles
Suite à une évolution conservatrice des systèmes locaux Si en un système global S (cf.
Figure 1.1), nous souhaitons calculer l’ensemble global de dépendances fonctionnelles F qui
est respecté par tous les documents de chaque systèmes local Si. Ainsi F est le plus grand
ensemble de dépendances fonctionnelles (issues des différents F i) respecté par tous les do-
cuments de chaque ensemble Xi. Pour calculer F (Figure 1.3), nous allons analyser chaque
dépendance fonctionnelle f ki dans chaque ensemble F i pour décider si nous devons la gar-
der dans F ou pas. La dépendance f ki n’est pas gardée dans F seulement si un document
dans Xj (i 6= j) peut violer f ki . Nos contributions pour cette partie, publiées dans [11, 12],
sont :
Figure 1.3 – Intégration de dépendances fonctionnelles.
1. une première contribution est l’élaboration d’un système d’axiomes correct et com-
plet pour pouvoir raisonner sur les dépendances fonctionnelles XML (dénotée XFD)
définies dans [82, 66, 33]. A l’aide de ce système d’axiomes, nous pouvons déduire
des XFD à partir d’un ensemble de dépendances fonctionnelles F , et aussi calculer la
fermeture de F ;
2. notre deuxième contribution est une méthode pour calculer une couverture de l’en-
semble F . Nous calculons une couverture de F , notée coverF et qui est un ensemble
équivalent à F , car l’ensemble F contient un nombre très élevé de dépendances, ce qui
fait qu’il est impossible de pouvoir travailler avec F directement. Cet ensemble coverF
sera utilisé par le système global pour, par exemple, valider de nouveaux documents
qu’il va recevoir. Une originalité de notre travail, est la technique pour supprimer une
dépendance fonctionnelle f (non souhaitée) d’un ensemble de dépendances fonction-
nelles G sans pour autant affaiblir les raisonnements et déductions que l’on peut faire
à partir de G. La suppression de f dans G est faite de telle sorte que G continue à dé-
river toutes les dépendances qu’il dérivait auparavant, à l’exception de la dépendance
supprimée f .
Un résumé de ses travaux a été publié dans [11], puis une version longue dans [12].
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1.1.3 La correction d’un document par rapport à un schéma XML
Étant donné un arbre XML t qui n’est pas valide par rapport à un schéma S, nous propo-
sons un correcteur pour trouver tous les arbres t′ valides par rapport à S tel que la distance
d’édition entre t et t′ est inférieure à un seuil donné. Le correcteur se base sur trois opé-
rations élémentaires à savoir l’ajout et la suppression d’une feuille et le renommage d’un
nœud, pour pouvoir modifier un arbre XML. La principale contribution de notre approche
est d’offrir une première étude approfondie du problème de correction d’arbre vers un lan-
gage d’arbres. Non seulement nous mesurons la distance entre le document et le schéma
mais aussi nous trouvons les arbres candidats à la correction. Nous ne nous limitons pas
seulement à la recherche des solutions minimales. Nous trouvons toutes les solutions à une
distance inférieure à un seuil donné. Ce travail est une continuation et une extension de
ceux de [46, 29, 28]. Dans [46, 29, 28], les auteurs proposent de corriger des sous-arbres
détectés invalides lors de la validation d’un arbre XML par rapport à un schéma. A par-
tir de l’algorithme proposé dans nos travaux, nous avons développé le correcteur nommé
XMLCorrector (Figure 1.4) pour proposer des corrections à un document XML non valide.
L’outil XMLCorrector permet aussi de calculer les solutions de coût minimal. Nos travaux
sur la correction de document ont été publiés dans le journal [6] et une démonstration de
l’outil XMLCorrector a été effectuée lors de la conférence internationale CIAA 2012 à Porto.
Figure 1.4 – Correction de document XML.
Dans l’application décrite dans la Section 1 et illustrée dans la Figure 1.1, nous utilisons
XMLCorrector pour :
1. réparer un document XML X par rapport au schéma D ;
2. adapter les documents du schéma D en des documents valides par rapport à D′,
lorsque le schéma D évolue vers le schéma D′ ;
3. choisir le système local Si qui va stocker un nouveau document XML que le système
global S reçoit. L’idée est de comparer la distance entre le nouveau document XML et
chacun des schémas XML locaux Di et ensuite d’orienter le nouveau document vers le
système dont le schéma a obtenu la plus petite distance.
1.1.4 L’évolution des schémas et l’adaptation des documents XML
Lorsqu’un schéma D évolue en un autre schéma D′ (Figure 1.5), nous souhaitons faire
aussi évoluer ou adapter les documents liés au schéma D. Pour exprimer l’évolution de
D vers D′, nous proposons un langage de mapping basé sur des opérations d’édition de
schémas XML (représentés par des RTG). Ensuite, en se servant du mapping ainsi exprimé,
nous proposons une méthode pour adapter les documents XML du schéma D vers le
schéma D′. Pour faire face à d’éventuelles évolutions de D ou de D′, nous définissions la
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composition et l’inversion d’un mapping. Ces opérateurs sont fondamentales pour adapter
un mapping M aux évolutions des schémas originaux (D et D′) qui ont servis à sa définition.
Figure 1.5 – Échange de données entre deux schémas.
1.1.5 Contributions logicielles
A partir des prototypes développés pour nos expérimentations, nous avons conçu l’ap-
plication XMLCorrector 2 et nous sommes en train de développer l’application DTDGrabber
qui met en commun nos diverses contributions en un seul outil (qui est bien avancé) pour
faciliter la gestion d’une base de données XML. Par gestion nous entendons : (i) la définition
d’une base de donnée XML à partir d’un schéma XML (DTD ou grammaire RTG), (ii) l’ajout
de dépendances fonctionnelles et la vérification de ces contraintes sur les documents XML
de la base de données, (iii) l’ajout de nouveaux documents XML à la base et la correction
éventuelle des nouveaux documents qui sont pas conformes au schéma de la base de don-
nées, (iv) la création de mapping pour permettre l’évolution d’un schéma source vers un
nouveau schéma cible et l’adaptation des documents de la source vers la cible. Pour être un
vrai SGBD, il manque à notre application toute la partie interrogation de données et mise
à jour de données, et une API (interface de programmation) pour accéder facilement à ces
fonctionnalités via d’autres programmes. Nos applications sont développées en Java.
1.2 Structure du manuscrit
Le manuscrit est ordonné de la manière suivante. Le Chapitre 2 regroupe les définitions
d’arbres XML et de schémas XML qui sont des notions communes aux autres chapitres.
Les chapitres suivants détaillent les contributions de ma thèse. Les différents aspects du pro-
cessus évolutif traités dans ce manuscrit sont présentés de manière indépendantes. C’est seulement
dans le chapitre 6 que le lien entre plusieurs de ces aspects sera fait.
Ainsi, le Chapitre 3 présente les résultats obtenus sur la comparaison de schémas XML.
Le problème d’intégration de dépendances fonctionnelles est abordé dans le Chapitre 4. Le
2. XMLCorrector est disponible en ligne : ❤!!♣✿✴✴✇✇✇✳✐♥❢♦✳✉♥✐✈✲!♦✉./✳❢.✴⑦/❛✈❛.②✴❊♥❣❧✐/❤✴
①♠❧❝♦..❡❝!♦.✳❤!♠❧
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Chapitre 5 sera consacré aux détails sur la correction d’un document XML par rapport à
un schéma XML. Le Chapitre 6 définit notre langage de mapping de schémas et propose
une méthode pour l’adaptation des documents XML et des algorithmes pour calculer (i)
les mappings entre des schémas locaux et le schéma global, et (ii) le mappings entre un
schéma G′ et le schéma de ses sous-arbres relâchés WI(G′). Nos applications XMLCorrector et
DTDGrabber sont décrites dans le Chapitre 7. La majorité des preuves de lemmes, propriétés
et théorèmes sont en Annexe A. Certaines preuves sont en anglais.
2Arbres et schémas XML
Sommaire
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2.1 Documents XML
Nous manipulons les documents XML sous forme d’arbres d’arité non bornée. Un arbre
t est une fonction d’un ensemble fini de positions (le domaine) vers un ensemble d’étiquettes
(ou labels) Σ. L’ensemble Σ est aussi appelé alphabet. Une position est un identifiant unique
d’un nœud de t et est représentée par une séquence d’entiers positifs. Par exemple, la Fi-
gure 2.1 montre un document XML et sa représentation sous forme d’arbre. Les noms des
attributs sont précédés du symbole @ et les valeurs sont attachées aux feuilles et sont en
italique. Dans la Figure 2.1, le premier élément de label author est en position 0.5.0. On
constate dans cette figure que chaque position est toujours préfixée par celle de son père.
Dans la suite nous confondrons les notions de nœud et de position.
❁♣✉❜❃
❁♣❛♣❡' ✐❞❂✧✶✧❃
❁-✐-❧❡❃❳▼▲❁✴-✐-❧❡❃
❁❝♦♥❢❃❙❆❈❁✴❝♦♥❢❃
❁②❡❛'❃✷✵✶✸❁✴②❡❛'❃
❁♣❛❣❡?❃✻❁✴♣❛❣❡?❃
❁❛✉-❤♦'?❃
❁❛✉-❤♦' ✐❞❂✧❛✶✧❃
❁♥❛♠❡❆❃❆♠❛✈✐❁✴♥❛♠❡❆❃
❁❛❢❢✐❧✐❛-✐♦♥❃▲■❋❖❁✴❛❢❢✐❧✐❛-✐♦♥❃
❁✴❛✉-❤♦'❃
❁❛✉-❤♦' ✐❞❂✧❛✷✧❃
❁♥❛♠❡❆❃❍❛❧❢❡❧❞❁✴♥❛♠❡❆❃
❁❛❢❢✐❧✐❛-✐♦♥❃▲■❋❖❁✴❛❢❢✐❧✐❛-✐♦♥❃
❁✴❛✉-❤♦'❃
❁✴❛✉-❤♦'?❃
❁✴♣❛♣❡'❃
❁✴♣✉❜❃
0
0.0 0.1 0.2 0.3 0.4 0.5
0.5.0 0.5.1
0.5.0.0 0.5.0.1 0.5.0.2
0.5.1.0
0.5.1.1 0.5.1.2
SAC 6XML 20131
LIFOHalfeld
nameA
a1
@id
Amavi LIFO a2
affiliation nameA affiliation@id
authorauthor
authorspagesyearconftitle@id
paper
pub
ǫ
Figure 2.1 – Exemple de document XML et son arbre
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Nous allons travailler avec un alphabet Σ qui est un ensemble fini d’étiquettes (ou labels)
d’alphabet Σ et un ensemble de positions U ⊆ N∗ qui est l’ensemble de tous les mots sur
les entiers. La concaténation est dénotée par le point.
Définition 2.1 (Positions)
Soit N l’ensemble des entiers positifs, et N∗ l’ensemble des mots où un mot est une séquence
d’entiers positifs. La concaténation est dénotée par le point et la séquence vide est notée ǫ.
Une position p est un élément de N∗. 
La façon dont nous numérotons les positions est aussi appelée "Dewey numbering" [75]
qui est une numérotation basée sur les préfixes.
Définition 2.2 (Comparaison de positions)
Soient u et v des positions. La position u est un préfixe (ou ancêtre) de v (dénotée u ≤ v) si
et seulement si il existe une séquence (éventuellement vide) d’entiers w telle que u.w = v.
Lorsque w n’est pas vide alors nous disons que u est un préfixe propre de v (dénotée u < v).
La position u est à gauche de v (dénotée u ≺ v) s’il existe des séquences p, q, r et des entiers
i,j ∈ N tels que u = p.i.q, v = p.j.r et i < j.
La position u est parallèle à v (dénotée u ‖ v) si ¬(u < v) ∧ ¬(v < u).

L’ensemble des positions D (D ⊆ N∗) est clos par préfixe si v ∈ D et u < v implique
u ∈ D.
Définition 2.3 (Domaine d’un arbre)
Le domaine de l’arbre t, noté Pos(t), est l’ensemble des positions de t clos par préfixe et qui
satisfait la condition (∀j ≥ 0, u.j ∈ Pos(t))⇒ (∀i 0 ≤ i < j, u.i ∈ Pos(t)). 
Intuitivement, la dernière condition indique que si la position 1.2 existe, alors les posi-
tions 1.0 et 1.1 (les frères gauches) existent aussi.
Définition 2.4 (Représentation d’un document XML)
Soit un alphabet Σ = Σele ∪ Σatt ∪ Σdata, dans lequel Σele est l’ensemble des noms d’éléments,
Σatt est l’ensemble des noms d’attributs et Σdata est l’ensemble des noms d’éléments ayant
des données. Un document XML est représenté par un triplet T = (t, type, value) tel que :
– l’arbre t est la fonction t : Pos(t)→ Σ∪ {λ}. Pour chaque position p ∈ Pos(t), t(p) = a
indique que le symbole a ∈ Σ est associé au nœud de position p. La racine est associée
à la position ǫ et l’arbre vide est l’arbre {(ǫ, λ)} où λ /∈ Σ est un symbole réservé pour
l’arbre vide. L’arbre t est appelé arbre XML.
– la fonction type : t × Pos(t) → {data, élément, attribut} est défini par : type(t, p) =

data si t(p) ∈ Σdata
élément si t(p) ∈ Σele
attribut si t(p) ∈ Σatt
– la fonction value : t× Pos(t) → Pos(t) ∪ V est défini par :
value(t, p) =
{
p si type(t, p) = élément
val ∈ V sinon
où V est un ensemble récursivement énumérable.

L’ensemble des positions feuilles dans un arbre XML t, noté leaves, est défini comme
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suit :
leaves(t) = {u ∈ Pos(t) |6 ∃ i ∈ N tel que u.i ∈ Pos(t)}
Nous notons par |t| la taille de l’arbre t c’est-à-dire le nombre de positions dans (ou la
cardinalité de) Pos(t), et par t¯ le nombre de fils directs du nœud racine de t. L’arbre vide
(pour lequel Pos(t) = ∅) est dénoté par t∅.
Exemple 2.1 Par exemple considérons le document XML T = (t, type, value) de la Fi-
gure 2.2, nous avons t(ǫ) = library, t(0) = book, type(t, 1.0) = data et value(t, 1.0) =
BackPack. Aussi |t| = 26 et t¯ = 2.
n
chapter
title section
title txt section
title chapter
title section
book
txt title
title chapter
title section
txttitle
book
library
0 1
0.0 0.1 0.2 1.0 1.1
1.1.0 1.1.1
section
txttitle
txttitle
ǫ
0.1.1 0.2.0 0.2.10.1.0
Journeys
blablaReading ...
...Vocabulary
...Understanding
...
Animals
Reading
BackPack
Weather
Reading
English Lang Book
Figure 2.2 – Document XML : une librairie de livres en anglais. Chaque nœud a une position et un label. Par
exemple, t(ǫ) = library et t(0.1.1) = section.
⊠
Nous allons introduire les notions de sous-arbre et arbre partiel.
Définition 2.5 (Sous-arbre et arbre partiel)
Étant donné un arbre XML non vide t, une position p ∈ N∗ and i ∈ N tel que −1 ≤ i ≤ t¯− 1,
les notions de sous-arbre et d’arbre partiel sont définies comme suit :
– t|p dénote le sous-arbre dont la racine est en position p ∈ Pos(t), plus précisément
Pos(t|p) = {s | p.s ∈ Pos(t)} et pour chaque position s ∈ Pos(t|p) on a t|p(s) = t(p.s).
– t〈i〉 dénote l’arbre partiel de t qui contient la racine de t et les sous-arbres t|0, t|1, . . . ,
t|i. Formellement nous avons Pos(t〈i〉) = {v | v ∈ Pos(t), et [v = ǫ ou v = k.u avec
0 ≤ k ≤ i et u ∈ N∗]} et pour chaque position v ∈ Pos(t〈i〉) on a t〈i〉(v) = t(v).

Tout sous-arbre ou arbre partiel d’un arbre XML est lui-même un arbre XML au sens de la
Définition 2.4. Notons que d’après la Définition 2.5, pour tout arbre non vide t on a t|ǫ = t,
t〈t¯− 1〉 = t, et t〈−1〉 = {(ǫ, t(ǫ))}.
Les documents XML que nous représentons sous forme d’arbres, doivent vérifier des
contraintes de schémas qui sont exprimées par des DTD ou XML Schema du W3C ou Relax-
NG. Nous allons définir dans la section suivante les différents types de schémas pour XML.
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2.2 Schémas XML
Dans ce manuscrit, les schémas XML seront exprimés par des grammaires d’arbres. Nous
verrons ensuite le lien entre les grammaires d’arbres que nous allons définir avec les schémas
XML, c’est-à-dire DTD ou XML Schema du W3C ou Relax-NG. Les définitions suivantes ont
été formalisées dans [89, 42].
Définition 2.6 (Regular Tree Grammar (RTG))
Une grammaire regular tree grammar (RTG) (appelée aussi grammaire de haies) est un 4-
uplet G = (N, Σ, S, P), où N est un ensemble fini de symboles non-terminal ; Σ est un ensemble
fini de symboles terminal ; S est un ensemble de symboles initiaux tel que S ⊆ N et P est un
ensemble fini de règles de production qui sont de la forme X → a [R], avec X ∈ N, a ∈ Σ,
et R est une expression régulière sur l’ensemble N. Nous rappelons que les expressions
régulières sur N = {A1, . . . , An} sont définies par induction par :
R ::= ǫ | Ai | R|R | R.R | R+ | R∗ | R? | (R).

Dans la suite, nous allons considérer uniquement des RTGs en forme réduite et normale.
Les définitions de ces différentes formes sont les suivantes :
Définition 2.7 (Grammaire en forme normale et réduite [86])
Une grammaire RTG est réduite si (i) chaque non-terminal est accessible à partir d’un non-
terminal initial, et (ii) tous les non-terminaux génèrent au moins un arbre ne contenant que
des symboles terminaux. Une grammaire RTG est en forme normale si différentes règles
de production ont différents non-terminaux comme membre gauche. Ainsi lorsqu’on a une
RTG G = (N, Σ, S, P) réduite et en forme normale, pour chaque non-terminal A ∈ N il
existe dans P exactement une seule règle de production de la forme A → a[E], c’est-à-dire
qui a comme membre gauche A.

Étant donné une RTG G qui n’est pas en forme normale, il est toujours possible de la
transformer en une RTG en forme normale équivalente. Voici un exemple qui illustre une
telle transformation :
Exemple 2.2 La grammaire G0 = (N0, Σ, S, P0), telle que N0 = {X, A, B}, Σ = { f , a, c},
S = {X}, et P0 = {X → f [A.B], A → a[ǫ], B → a[ǫ], A → c[ǫ]}, n’est pas en forme
normale. La conversion de G0 en forme normale donne les ensembles N1 = {X, A, B, C} et
P1 = {X → f [(A|C).B], A → a[ǫ], B → a[ǫ], C → c[ǫ]}.
⊠
Comme dans une grammaire en forme normale, il existe une seule règle de production
A → a[E] pour un non-terminal A, nous notons par term(A) = a et reg(A) = E le terminal
et l’expression régulière respectivement, associés à A.
A partir d’une grammaire RTG G, la définition suivante nous montre comment dériver
un arbre t qui appartient au langage L(G) généré par G.
Définition 2.8 (Dérivation)
Soit G = (N, Σ, S, P) une RTG (en forme normale). Considérons un non-terminal A ∈ N,
et soit A → a[E] la règle de production unique de P qui a comme partie gauche A. Le
langage Lw(E) dénote l’ensemble des mots sur les non-terminaux générés par E, et TΣ dénote
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l’ensemble de tous les arbres qui ne contiennent que des symboles terminaux. L’ensemble
LG(A) d’arbres générés par A est défini récursivement par :
LG(A) = {a(t1, . . . , tn) | ∃u ∈ Lw(E), u = A1 . . . An, ∀i, ti ∈ LG(Ai)}.
Le langage L(G) généré par G est L(G) = {t ∈ TΣ | ∃A ∈ S, t ∈ LG(A)}.
Un arbre t défini sur N ∪ Σ se dérive (en une étape) en un arbre t′ si et seulement si (i)
il existe une position p dans t telle que t|p = A ∈ N et une règle de production A → a [E]
appartenant à P, et (ii) t′ = t[p ← a(w)] 1 où w ∈ Lw(E). Nous notons cette dérivation par
t →[p,A→a [E]] t
′. Une dérivation (en plusieurs étapes) est une séquence (éventuellement vide)
de dérivations en une étape. Nous la notons t →∗G t
′. Le langage L(G) défini ci-dessus peut
être aussi défini de la façon suivante : L(G) = {t ∈ TΣ | ∃A ∈ S, A →∗G t}.
Un nt-tree est un arbre dont toutes les étiquettes sont des non-terminaux. L’ensemble
LntG (A) de nt-trees généré par A est défini récursivement par :
LntG (A) = {A(t1, . . . , tn) | ∃u ∈ L
w(E), u=A1 . . . An, ∀i (ti ∈ LntG (Ai) ∨ ti =Ai)}.

Exemple 2.3 Considérons la grammaire G1 = (N1, Σ, S, P1), telle que N1 = {X, A, B, C},
Σ = { f , a, c}, S = {X}, et P1 = {X → f [(A|C).B], A → a[ǫ], B → a[ǫ], C → c[ǫ]}. Le nt-tree
pour l’arbre f
c a
est : X
C B
.
⊠
La classe des langages d’arbres réguliers RTL possède des sous-classes que nous allons
maintenant aborder. Pour différencier les sous-classes de RTL, nous devons comprendre la
notion de non-terminaux en concurrence.
Définition 2.9 (Non-terminaux en concurrence)
Soit une RTG G = (N, Σ, S, P). Deux non-terminaux A et B sont en concurrence si A 6= B et
G contient des règles de productions de la forme A → a[E] et B → a[E′], c’est-à-dire que A
et B partagent le même symbole terminal. 
Nous allons maintenant considérer les différentes sous-classes de RTG proposées
dans [89].
Définition 2.10 (Local Tree Grammar (LTG))
Une grammaire local tree grammar (LTG) est une RTG qui ne possède pas de non-terminaux
en concurrence. Un local tree language (LTL) est un langage qui peut être généré par au
moins une LTG. 
Définition 2.11 (Single-Type Tree Grammar (STTG))
Une grammaire single-type tree grammar (STTG) est une RTG en forme normale telle que
(i) pour chaque règle de production, les non-terminaux contenus dans son expression ré-
gulière ne sont pas en concurrence et (ii) les non-terminaux initiaux ne sont pas en concur-
rence. Un single-type tree language (STTL) est un langage qui peut être généré par au moins
une STTG. 
1. La notation t[p ← a(w)] signifie qu’on remplace le sous-arbre à la position p dans t par le sous-arbre
a(w).
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Exemple 2.4 Soient G1, G2 et G3 les grammaires suivantes :
G1 : G2 : G3
B → book[Tb.S∗] B → book[Tb.S∗] B → book[Tb.S∗]
Tb → titleBook[St?] Tb → title[St?] Tb → title[St?]
St → subtitle[ǫ] St → subtitle[ǫ] St → subtitle[ǫ]
S → section[Ts.Para+] S → section[Ts.Para+] S → section[Ts.Para1.Para2]
Ts → titleSection[ǫ] Ts → title[ǫ] Ts → title[ǫ]
Para → paragraph[Ct∗] Para → paragraph[Ct∗] Para1 → paragraph[Ts.Ct]
Para2 → paragraph[Ct∗]
Ct → content[ǫ] Ct → content[ǫ] Ct → content[ǫ]
La grammaire G2 n’est pas une LTG car les non-terminaux Tb et Ts sont en concurrence. La
grammaire G3 n’est pas une STTG car les non-terminaux Para1 et Para2 sont en concurrence
et se retrouvent tous les deux dans l’expression régulière Ts.Para1.Para2 associée au non-
terminal S. Voici un tableau résumé des types pour les grammaires de cet exemple :
RTG STTG LTG
G1 Oui Oui Oui
G2 Oui Oui Non
G3 Oui Non Non
Figure 2.3 – Tableau résumé des types des grammaires
⊠
Dans [89] le pouvoir d’expression de ces classes de langages est discuté. Nous pouvons
donc rappeler que LTL ⊂ STTL ⊂ RTL (RTL correspond à local tree grammar). Cependant
LTL et STTL sont clos par intersection mais pas par union ; tandis que RTL est clos par
union, intersection et complément. Nous pouvons aussi remarquer que la convertion d’une
LTG en forme normale est aussi une LTG.
Dans [89] il est aussi établi la correspondance entre ces langages théoriques et les sché-
mas XML telles que les DTD ou XML Schema du W3C ou Relax-NG. Dans ce sens, nous
avons :
1. LTG a le même pouvoir d’expression qu’une DTD ;
2. STTG a le même pouvoir d’expression qu’un XML Schema du W3C ;
3. RTG a le même pouvoir d’expression que Relax-NG.
Pour terminer ce chapitre, nous allons rappeler quelques définitions et résultats concer-
nant les expressions régulières. Ainsi le standard du W3C établit que seules les expressions
régulières 1-unambiguous sont autorisées dans les DTDs. Une expression régulière est 1-
unambiguous si chaque symbole dans un mot peut être rattaché à une seule occurrence
de symbole dans l’expression régulière lors de l’analyse du mot, sans savoir ce qui suit
dans le mot. Par exemple, considérons l’expression régulière E = (A|B)∗.A.A∗ et le mot
w = BAA ∈ L(E). Le mot w peut être parsé de deux façons différentes. Si nous numéro-
tons chaque symbole de E par des entiers distincts, nous obtenons E′ = (A1|B2)∗.A3.A∗4 . En
considérant les mots avec indices B2 A1 A3 et B2 A3 A4 nous avons deux façons d’engendrer
w. Par conséquent, l’expression régulière E n’est pas 1-unambiguous. Nous référons à [35]
pour la définition formelle de cette notion. Il a aussi été montré qu’une expression régu-
lière E est 1-unambiguous si et seulement si son automate de Glushkov correspondant est
déterministe [35, 38, 128].
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Définition 2.12 (Expression régulière monadique et stricte)
Une expression régulière E est monadique si chaque non-terminal de E n’apparaît qu’une
seule fois dans E. Une expression régulière E est stricte si elle ne contient pas d’opérateurs
+ (la fermeture positive) et ? (optionnel). Une grammaire est monadique (respectivement
stricte) si toutes les expressions régulières sont monadiques (respectivement strictes).

Le lemme qui suit, est une conséquence immédiate des notions précédentes.
Lemme 2.1 Une expression régulière monadique est 1-unambiguous. Par conséquent, une LTG
monadique est déterministe (une LTG ou DTD est déterministe si toutes ses expressions régulières
sont 1-unambiguous [35]).

3Inclusion relâchée de schémas XML
Sommaire
3.1 Préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Inclusion relâchée pour les Regular Tree Grammars . . . . . . . . . . . . . 20
3.2.1 Cas de grammaire non récursive . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.2 Cas de grammaire récursive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Implémentation et Résultats Expérimentaux . . . . . . . . . . . . . . . . . . . . 28
3.4 Travaux liés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
De nos jours, XML est le format d’échange de données le plus utilisé sur le web. Pour
permettre l’interopérabilité entre plusieurs systèmes, il est utile d’obtenir des informations
à partir d’un autre système. Dans le contexte des données modélisées sous forme d’arbres,
cette opération correspond à la recherche de sous-arbres selon une requête de l’application
donnée. Cette recherche de sous-arbre peut être approximative, en essayant de trouver le
document XML qui est le plus adapté pour un certain nombre de contraintes. La situation
est beaucoup plus complexe lorsque l’on souhaite comparer (ou retrouver) des schémas
XML qui définissent des documents proches (pas forcément égaux) aux documents générés
par un schéma XML donné. Dans ce chapitre nous offrons la possibilité de comparer les
schémas XML d’une manière relâchée qui n’a pas encore été étudiée dans la littérature. Il
existe des travaux [22, 44, 45, 74, 98] sur la comparaison d’arbres de façon relâchée mais la
possibilité de faire une telle comparaison sur des langages d’arbres (ou schémas XML) est
nouvelle. Ainsi toutes les applications pour lesquelles une telle comparaison est nécessaire
ne sont pas encore connues. Pour les arbres, la comparaison de manière relâchée est par
exemple utilisée pour exprimer et retrouver de l’information dans une base donnée structu-
rée. L’une des applications possibles pour la comparaison de manière relâchée de schémas
XML, est de pouvoir substituer un service web faisant partie d’une composition de services
par un autre service web. Cette application est illustrée dans l’exemple suivant.
Exemple 3.1 Supposons que nous avons une application où nous souhaitons remplacer un
schéma XML G par un nouveau schéma G′ (comme par exemple une composition de ser-
vices web où un service remplace un autre, chacun des services est associé à son propre
schéma XML). Avant d’effectuer le remplacement, nous voulons vérifier si les documents
(ou messages) XML supportés par G′ contiennent (d’une manière approximative) ceux sup-
portés par G. Les schémas XML sont vus comme des grammaires (Chapitre 2, Définition 2.6)
où nous ne considérons que la structure des documents XML sans prendre en compte les
données attachées aux feuilles. Ainsi pour définir les feuilles, nous considérons les règles de
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production de la forme A → a[ǫ]. Nous allons supposer que G et G′ contiennent les règles
suivantes :
G : G′ :
P → publi[(F.L)+.T.B?] P → publi[A∗.Pa]
B → biblio[P+] A → author[F.L]
F → firstName[ǫ] Pa → paper[T.Y.B?]
L → lastName[ǫ] B → biblio[P+]
T → title[ǫ] F → firstName[ǫ]
L → lastName[ǫ]
T → title[ǫ]
Y → year[ǫ]
Le non-terminal P définit une publication et le non-terminal B définit une bibliographie.
Nous souhaitons savoir si les messages XML valides par rapport à G peuvent être accep-
tés (d’une manière approximative) par G′. Le schéma G accepte les documents XML comme
l’arbre t de la Figure 3.1 qui ne sont pas valides par rapport à G′, mais qui représentent les
mêmes types d’informations qui sont traités par G′. En effet dans G′, la même information
est organisée comme l’arbre t′ de la Figure 3.1.
biblio
title year biblio
paper
title year
Joshua Amavi Inclusion 2011
Jacques Chabin XML 2010
title
title
Jacques Chabin XML
Joshua Amavi Inclusion
ε ε
1.2.0.1
0.0 0.1 1.0 1.1 1.2
1.2.0
1.2.0.0
1.2.0.1.11.2.0.1.01.2.0.0.11.2.0.0.0
0 1
3.0
3210
3.0.23.0.13.0.0
firstName lastName
firstName lastName
firstName lastName
firstName lastName
author paper
author
t = t’ =
publi
publipubli
publi
Figure 3.1 – Arbres XML t et t′ valides par rapport à G et G′, respectivement.
⊠
Le critère d’approximation qui est souvent utilisé pour comparer les arbres, consiste à
relâcher la relation père-fils entre les nœuds d’un arbre. Dans ce chapitre, nous considérons
ce critère dans le contexte des langages d’arbres. Nous appelons cette relation inclusion relâ-
chée pour éviter des confusions avec l’inclusion classique de langages, c’est-à-dire l’inclusion
d’un ensemble d’arbres dans un autre.
Étant donné deux grammaires G et G′, L(G) et L(G′) sont les ensembles (aussi appelés
langages) de documents XML valides par rapport à G and G′, respectivement. Nous pro-
posons dans ce chapitre, une méthode pour décider si L(G) est inclus relâché dans L(G′)
dans le but de savoir si la substitution de G par G′ peut être envisagée. Le langage d’arbres
L(G) est inclus relâché dans L(G′) si pour tout arbre t ∈ L(G), il existe un arbre t′ ∈ L(G′)
tel que t inclus relâché dans t′. Intuitivement t est inclus relâché dans t′ (dénoté t ⊳ t′) si
nous pouvons obtenir t en supprimant des nœuds dans t′ (un nœud supprimé, est remplacé
par ses enfants s’il en a). Par exemple dans la Figure 3.1, t peut être obtenu à partir de
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t′ en supprimant les nœuds author, paper, year de t′ ce qui fait que nous avons t ⊳ t′. La
grammaire G′ de l’Exemple 3.1 a deux niveaux en plus, à savoir les nœuds author, paper
et une information en plus, le nœud year, par rapport à la grammaire G de l’Exemple 3.1.
Nous pouvons donc vérifier facilement que L(G) est inclus relâché dans L(G′). Nous allons
voir dans ce chapitre comment faire cette vérification à partir d’un algorithme que nous
avons prouvé correct et complet et sur lequel nous avons fait des expérimentations. Dans
ce chapitre nous abordons le cas général : les grammaires sont des Regular Tree Grammars
(RTG) et peuvent être récursives.
La suite du chapitre sera organisée comme suit : dans la section 3.1 nous trouvons les
notions préliminaires, l’algorithme pour l’inclusion relâchée de schémas XML est décrite en
section 3.2 tandis que dans la section 3.3 nous analysons quelques résultats expérimentaux.
Nous terminerons par l’état de l’art en section 3.4, la conclusion et les perspectives dans la
section 3.5. Les preuves sont en Annexe A.1.
3.1 Préliminaires
Nous allons premièrement définir l’inclusion relâchée sur les arbres et ensuite la définir
sur les grammaires d’arbres RTG.
Définition 3.1 (Arbre résultat après une suppression de nœud)
Pour un arbre t′ et une position non vide q de t′, nous dénotons par Remq(t′) = t l’arbre t
obtenu en supprimant le nœud à la position q de t′ (un nœud supprimé, est remplacé par
ses enfants s’il en a). Formellement nous avons :
1. t(ǫ) = t′(ǫ),
2. ∀p ∈ Pos(t′) tel que p < q : t(p) = t′(p),
3. ∀p ∈ Pos(t′) tel que p ≺ q : t|p = t′|p,
4. Soient q.0, q.1, ..., q.n ∈ Pos(t′) les positions filles de la position q. Si q n’a pas de fils,
soit n = −1. Nous supposons que q = s.k où s ∈ N∗ et k ∈ N. Nous avons :
– t|s.(k+n+i) = t′|s.(k+i) pour tout i tel que i > 0 et s.(k + i) ∈ Pos(t′) (les frères situés
à droite de q décalent vers la droite),
– t|s.(k+i) = t′|s.k.i pour tout i tel que 0 ≤ i ≤ n (les enfants montent d’un niveau
dans t′).

Définition 3.2 (Inclusion relâchée d’arbres)
L’arbre t est inclus relâché dans t′, dénoté par t⊳ t′, s’il existe une séquence de positions
q1 . . . qn telle qu’on a t = Remqn(· · · Remq1(t
′)).

Exemple 3.2 Considérons la Figure 3.1. L’arbre t peut être obtenu à partir de t′ en appli-
quant les opérations t = Rem0(Rem1(Rem1.1(Rem1.2.0.0(Rem1.2.0.1(Rem1.2.0.1.1(t′)))))) et donc
nous concluons que t⊳ t′. Remarquons que pour chaque nœud dans t, il existe un nœud
dans t′ avec la même étiquette, et ce matching préserve l’ordre vertical (c’est-à-dire que si un
nœud a est ancêtre de b dans t′ alors a est aussi ancêtre de b dans t) et l’ordre gauche-droite
(c’est-à-dire que si un nœud a est à gauche de b dans t′ alors a est aussi à gauche de b dans t).
Cependant l’arbre t1 = paper(biblio, year) n’est pas inclus relâché dans t′ puisque le nœud
biblio devrait être à droite du nœud year.
⊠
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Définition 3.3 (Inclusion relâchée de RTLs)
Soit G, G′ deux RTGs. L’ensemble des arbres inclus relâchés dans L(G′), noté WI(L(G′)),
est défini par WI(L(G′)) = {t | ∃t′ ∈ L(G′), t⊳ t′}. Le langage L(G) est inclus relâché dans
L(G′), dénoté par L(G) ⊳ L(G′), si et seulement si L(G) ⊆ WI(L(G′)). En d’autres mots
L(G) est inclus relâché dans L(G′), si pour tout arbre t dans L(G) il existe un arbre t′ dans
L(G′) tel que t⊳ t′.

Exemple 3.3 Le langage {a(b(c)), a(b, d), a(g), a(c)} est inclus relâché dans le langage
{a( f , b(c), e, d), a( f (g), d)}. Aussi le langage L(G) généré par la grammaire G de
l’Exemple 3.1 est inclus relâché dans L(G′) généré par la grammaire G′ de l’Exemple 3.1.
⊠
3.2 Inclusion relâchée pour les Regular Tree Grammars
Pour décider si L(G) est inclus relâché dans L(G′), nous procédons par les différentes
étapes suivantes :
1. En partant de G′, nous calculons la grammaire WI(G′) qui génère le langage d’arbres
WI(L(G′)) = {t | ∃t′ ∈ L(G′), t⊳ t′} ;
2. Ensuite nous vérifions si L(G) ⊆ WI(L(G′)), c’est-à-dire l’inclusion classique de lan-
gages réguliers d’arbres. Nous avons L(G)⊳ L(G′) ssi L(G) ⊆ WI(L(G′)).
Nous allons nous intéresser au calcul de l’ensemble des arbres inclus relâchés WI(L(G′))
pour un langage L(G′) donné. Notre méthode va transformer la grammaire G′ pour obtenir
la grammaire qui génère le langage WI(L(G′)). La méthode que nous proposons, permet de
résoudre le cas où la grammaire G′ est récursive. Des preuves de correction et de complétude
de notre algorithme seront données. Nous allons d’abord introduire une méthode qui traite
les grammaires d’arbres non récursives et ensuite montrer la difficulté pour les grammaires
d’arbres récursives. Nous n’aborderons pas l’algorithme pour tester l’inclusion classique
entre deux langages réguliers d’arbres. Ce test est décidable puisque G et WI(G′) sont des
grammaires régulières. Dans [26, 43, 50, 51], nous pouvons trouver des algorithmes efficaces
pour tester cette inclusion mais la complexité de tels algorithmes reste exponentiel dans le
pire des cas.
3.2.1 Cas de grammaire non récursive
Pour calculer la grammaire qui génère WI(L(G′)), nous avons proposé dans [8] une
méthode pour le cas où la grammaire G′ n’est pas récursive. L’intuition de la méthode est la
suivante :
1. pour chaque non-terminal A qui apparaît dans une règle de production, on remplace
le non-terminal A par l’expression A|reg(A) dans la règle de production. Ainsi nous
pouvons générer le non-terminal ou directement ses enfants, et plus généralement ses
descendants en sautant comme cela plusieurs niveaux dans la grammaire ;
2. chaque non-terminal remplacé est marqué, pour éviter de le remplacer de nouveau.
Une fois que tous les non-terminaux des règles de productions sont marqués, nous
obtenons la grammaire qui génère le langage WI(L(G′)).
3. la méthode termine bien car nous avons supposé que la grammaire n’est pas récursive.
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G′ : G′′ :
A → a[B] A → a[B|(C|ǫ)]
B → b[C] B → b[(C|ǫ)]
C → c[ǫ] C → c[ǫ]
Figure 3.2 – Cas 1 : Exemple de grammaires pour le cas non récursif
Exemple 3.4 Soit G′ la grammaire de la Figure 3.2. En appliquant la méthode décrite ci-
dessus pour calculer la grammaire des sous-arbres relâchés de G′ on obtient G′′. La gram-
maire G′ génère l’arbre unique a(b(c)) alors que la grammaire G′ permet de générer les
arbres a, a(b), a(c) et a(b(c)) qui sont des sous-arbres relâchés de l’arbre a(b(c)).
⊠
Malheureusement, cette méthode ne marche pas lorsque la grammaire G′ est récursive
car elle ne termine pas dans ce cas. Considérons la grammaire G′1 de la Figure 3.3. Cette
grammaire est récursive à cause de la règle de A qui contient un A dans son expression
régulière. Si nous appliquons la méthode précédente, nous obtenons pour le non-terminal
A la règle suivante : A → a[(B|ǫ).(A|((B|ǫ).(A|ǫ).(C|ǫ))|ǫ).(C|ǫ)]. Cependant une nouvelle
occurrence de A apparaît dans la partie droite de la nouvelle règle ce qui fait que cette
méthode ne pourra pas terminer. Si nous arrêtons de remplacer les nouveaux A introduits
après un certain nombre d’étapes, la grammaire obtenue ne génère pas WI(L(G′1)). Dans cet
exemple simple, nous pouvons facilement voir que la grammaire qui génère WI(L(G′1)) est
la grammaire G′′1 de la Figure 3.3. Avec G
′′
1 , nous pouvons obtenir un nombre quelconque de
b à gauche de a et un nombre quelconque de c à droite de a dans un arbre généré par G′′1 .
Aussi les b sont toujours à gauche de a et les c sont toujours à droite de a.
G′1 : G
′′
1 :
A → a[B.(A|ǫ).C] A → a[B∗.(A|ǫ).C∗]
B → b[ǫ] B → b[ǫ]
C → c[ǫ] C → c[ǫ]
Figure 3.3 – Cas 2 : Exemple de grammaires pour le cas récursif
Considérons maintenant la grammaire G′2 de la Figure 3.4 qui est aussi récursive. Dans G
′
2
nous avons deux appels récursifs à A. Pour les arbres relâchés de cette grammaire, nous
pouvons avoir un c ou un a à gauche d’un b dans un arbre généré par WI(L(G′2)), ce qui
n’est pas le cas pour G′2 et aussi pour WI(L(G
′
1)). En fait le langage WI(L(G
′
2)) peut être
généré par la grammaire G′′2 de la Figure 3.4. Dans les arbres générés par G
′′
2 , il n’y a plus
d’ordre entre les fils de a comme c’était le cas pour G′2 où comme fils de a on avait un b suivi
de a qui est suivi de c.
G′2 : G
′′
2 :
A → a[B.(A.A|ǫ).C] A → a[(A|B|C)∗]
B → b[ǫ] B → b[ǫ]
C → c[ǫ] C → c[ǫ]
Figure 3.4 – Cas 3 : Exemple de grammaires pour le cas récursif
Nous pouvons conclure avec ces exemples que le cas des grammaires récursives est
beaucoup plus compliqué. Dans la section suivante, nous proposons une méthode pour
résoudre le cas récursif.
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3.2.2 Cas de grammaire récursive
Dans cette section nous allons nous intéresser aux grammaires récursives pour le calcul
de la grammaire des sous-arbres relâchés. Nous pouvons noter que notre méthode pour
résoudre le cas des grammaires récursives, marchera aussi pour les grammaires non récur-
sives.
Pour résoudre le cas récursif, nous divisons les non-terminaux de la grammaire en 3
catégories : non-récursif ou 0-récursif, 1-récursif et 2-récursif. Intuitivement, un non-terminal
A de la grammaire G est 2-récursif s’il existe un arbre t ∈ LntG (A) et A apparaît dans t à au
moins deux positions non vide p, q telles que p et q sont parallèles (p ‖ q). Un non-terminal
A est 1-récursif si A n’est pas 2-récursif, et si A apparaît à une position non vide dans LntG (A).
Un non-terminal n’est pas récursif si A n’est pas 2-récursif et A n’est pas 1-récursif.
Exemple 3.5 Considérons la grammaire G de l’Exemple 3.1. Nous avons : P est 2-récursif
puisque P génère B et B peut générer l’arbre biblio(P, P). B aussi est 2-récursif. Les non-
terminaux F, L, T, Y sont non-récursifs. La grammaire G ne possède pas de non-terminaux
qui sont 1-récursif.
⊠
Nous allons maintenant définir les types de récursivités des non-terminaux de façon
formelle.
Définition 3.4 (Relation de dépendance sur les non-terminaux)
Soit G = (N, Σ, S, P) une RTG en forme normale. Pour une expression régulière E, nt(E)
dénote l’ensemble des non-terminaux apparaissant dans E.
– La relation > sur les non-terminaux est définie par :
A > B si ∃ A → a[E] ∈ P tel que B ∈ nt(E).
– La relation > sur les multi-ensembles 1 de non-terminaux de taille au plus 2, est définie
par :
• {A} > {B} si A > B,
• {A, B} > {C, D} si A = C et B > D,
• {A} > {C, D} s’il existe une règle de production A → a[E] dans G et un mot
u ∈ Lw(E) de la forme u = u1Cu2Du3, c’est-à-dire que les non-terminaux C et D
sont contenus dans le même mot.

Remarque 3.1 Pour vérifier que {A} > {C, D}, c’est-à-dire que l’on peut retrouver C et D dans
un même mot généré par l’expression reg(A)=E, nous pouvons utiliser la fonction in définie récur-
sivement sur E par in(C, D, E) = :
1. si E est un non-terminal ou E = ǫ alors retourner faux ;
2. si E=E∗1 ou E=E
+
1 alors retourner (C ∈ nt(E1)) ∧ (D ∈ nt(E1)) ;
3. si E=E?1 alors retourner in(C, D, E1) ;
4. si E=E1|E2 alors retourner in(C, D, E1) ∨ in(C, D, E2) ;
5. si E=E1.E2 alors retourner ((C ∈ nt(E1)) ∧ (D ∈ nt(E2)))∨
((C ∈ nt(E2)) ∧ (D ∈ nt(E1)))∨ in(C, D, E1) ∨ in(C, D, E2) ;
1. Du fait que nous avons les multi-ensembles, remarquons que {A, B} = {B, A} et {C, D} = {D, C}.
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La fonction in termine car les appels récursifs sont appelés sur des sous-expressions de E. La com-
plexité en temps est de O(|E|) où |E| est la taille de E (vu comme un arbre).
Définition 3.5 (Type de récursivité des non-terminaux)
Soit >+ la fermeture transitive de la relation >. Nous avons :
– le non-terminal A est 2-récursif ssi {A} >+ {A, A} ;
– le non-terminal A est 1-récursif ssi A >+ A et A n’est pas 2-récursif ;
– le non-terminal A est 0-récursif ssi A n’est ni 2-récursif, ni 1-récursif.

Pour calculer la fermeture transitive de >, nous pouvons utiliser l’algorithme de War-
shall [123]. L’algorithme de Warshall prend en paramètre une matrice qui représente la
relation > et calcule la matrice pour la relation >+. Si nous avons n non-terminaux dans
G, alors nous avons p = n + n.(n+1)2 multi-ensembles de taille au plus 2. Ainsi une matrice
booléenne p× p peut représenter >, et par conséquent la complexité en temps pour le calcul
de >+ est en O(p3) = O(n6) qui est polynomial.
Exemple 3.6 Considérons la grammaire G de l’Exemple 3.1. Nous avons {P} > {B} >
{P, P} et donc P est 2-récursif. Nous avons aussi ¬({F} >+ {F, F}) et ¬(F >+ F), par
conséquent F n’est pas récursif. ⊠
Maintenant pour définir l’algorithme pour calculer la grammaire qui génère le langage
des sous-arbres relâchés WI(L(G)) de G, nous avons besoin des notions supplémentaires
suivantes : une relation de classe d’équivalence entre les non-terminaux, les descendants
d’un non-terminal, les non-terminaux pouvant être à gauche (ou à droite) d’un non-terminal
A dans un mot. Ces notions sont formalisées dans la définition suivante.
Définition 3.6 (Notion d’équivalence et fonctions sur les non-terminaux)
Soit G = (N, Σ, S, P) une RTG en forme normale.
1. La relation ≡ est définie sur les non-terminaux par A ≡ B si A >∗ B ∧ B >∗ A,
où >∗ dénote la fermeture transitive-réflexive de >. La relation ≡ est une relation
d’équivalence car si A ≡ B alors A et B ont le même type de récursivité. Nous utilisons
Â pour dénoter la classe d’équivalence de A.
2. Succ(A) est l’ensemble des non-terminaux tels que Succ(A) = {X ∈ N | A >∗ X}.
Pour un ensemble Q = {A1, . . . , An}, Succ(Q) = Succ(A1) ∪ · · · ∪ Succ(An).
3. Left(A) est l’ensemble de non-terminaux définis par :
Left(A) = {X ∈ N | ∃ B, C ∈ Â, ∃B → b[E] ∈ P, ∃u ∈ Lw(E), u = u1Xu2Cu3}.
Similairement, Right(A) est défini par :
Right(A) = {X ∈ N | ∃ B, C ∈ Â, ∃B → b[E] ∈ P, ∃u ∈ Lw(E), u = u1Cu2Xu3}.
4. reg(A) est l’expression régulière de la règle de production de A.
5. r̂eg(A) = reg(A)|reg(B1)| · · · |reg(Bn) where Â = {A, B1, . . . , Bn}.

Exemple 3.7 Considérons la grammaire G′ de l’Exemple 3.1. Nous avons :
– P ≡ B, car P > Pa > B et B > P.
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– P̂ = {P, Pa, B}.
– Succ(A) = {A, F, L}.
– Left(P) est défini à partir des non-terminaux équivalents (≡) à P, c’est-à-dire B, P, Pa,
et de la grammaire G′ qui contient les règles de productions (parmi d’autres) :
B → biblio[P+], P → publi[A∗.Pa], Pa → paper[T.Y.B?].
P+ peut générer P.P, et donc nous avons Left(P) = {P} ∪ {A} ∪ {T, Y} = {P, A, T, Y}.
– reg(P) = A∗.Pa
– r̂eg(P) = reg(P)|reg(Pa)|reg(B) = (A∗.Pa)|(T.Y.B?)|P+.
⊠
Nous avons les propriétés suivantes : (i) lorsque deux non-terminaux A et B sont équiva-
lents, alors les successeurs, les non-terminaux pouvant être à gauche (ou à droite) de A sont
respectivement les mêmes que les successeurs, les non-terminaux pouvant être à gauche (ou
à droite) de B ; (ii) La classe d’équivalence d’un non-terminal A non récursif est un single-
ton qui ne contient que A. La définition formelle de ces propriétés et les preuves sont les
suivantes.
Lemme 3.1 Soit A, B deux non-terminaux. Nous avons :
– Si A ≡ B alors Succ(A) = Succ(B), Left(A) = Left(B), Right(A) = Right(B),
r̂eg(A) = r̂eg(B).
– Si A, B ne sont pas récursifs, alors A 6= B implique A 6≡ B, par conséquent Â = {A} et
B̂ = {B}, c’est-à-dire que les classes d’équivalence des non-terminaux non récursifs sont des
singletons.
Démonstration. La première partie du lemme est triviale.
Voici la preuve de la deuxième partie du lemme. Le fait qu’un non-terminal A est (1 ou 2)-
récursif est exprimé par (A >+ A) =⇒ (A>+ A ∧ ¬({A}>+ {A, A})) ∨ ({A}>+ {A, A}).
Par conséquent, si A n’est pas récursif alors A 6>+ A. Maintenant supposons que A et B
ne sont pas récursifs, A 6= B et A ≡ B (preuve par contradiction). Dans ce cas nous avons
A >+ B∧ B >+ A qui conduit à A >+ A, ceci est impossible car si A n’est pas récursif nous
avons A 6>+ A. ⊳
L’intuition de notre algorithme est basée sur les idées suivantes :
1. Rappelons que l’inclusion relâchée de deux arbres t et t′ consiste à supprimer une
série de positions dans t′ pour obtenir t. Lorsqu’on supprime un nœud, on le remplace
par ses enfants. Ainsi il est possible de faire remonter les descendants d’un nœud de
plusieurs niveaux. Les descendants possibles que peut avoir un nœud généré par le
non-terminal A sont calculés par la fonction Succ(A).
2. Lorsqu’un non-terminal A est non récursif, nous allons appliquer la même méthode
expliquée dans la section 3.2.1 pour calculer la nouvelle règle du non-terminal A.
Cette méthode garde la structure (l’ordre entre les non-terminaux) des expressions
régulières, en remplaçant chaque non-terminal B par B|reg(B). Dans le nouvel algo-
rithme, comme nous avons des non-terminaux 1-récursif et 2-récursif, B|reg(B) sera
remplacé par la nouvelle expression de B lorsque B est 1-récursif ou 2-récursif. Ce cas
sera illustré dans l’Exemple 3.8.
3. Lorsqu’un non terminal A est récursif, nous avons une répétition dans le sens de la
verticale dans un arbre généré par la grammaire. Avec la suppression possible d’un
nœud qui revient à mettre à plat les niveaux dans la grammaire, la répétition verticale
entraîne une répétition horizontale dans la nouvelle expression régulière de A.
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4. Lorsqu’un non-terminal A est 2-récursif, nous avons vu dans l’exemple de la sec-
tion 3.2.1 que l’ordre entre les fils d’un nœud généré par A n’est pas préservé. Ainsi
tous les descendants de A peuvent arriver à n’importe quelle position dans la nou-
velle expression régulière. Par exemple si A, B, C sont les descendants de A alors sa
nouvelle expression régulière sera (A|B|C)∗. Ce cas sera illustré dans l’Exemple 3.9.
5. Lorsqu’un non-terminal A est 1-récursif, Nous avons vu dans l’exemple de la sec-
tion 3.2.1 que l’ordre gauche-droite entre les fils potentiellement à gauche de A et ceux
potentiellement à droite de A est conservé. Ce cas est beaucoup plus compliqué que
les autres cas (0-récursif et 2-récursif) car le non-terminal A qui est 1-récursif doit être
traité à la fois comme un non-terminal 0-récursif et comme un non-terminal 2-récursif.
Il doit être traité comme un 0-récursif dans le sens où l’ordre gauche-droite entre les
fils à gauche de A et les fils à droite de A est conservé donc on ne peut pas avoir juste
une expression régulière comme une répétition de ses descendants comme pour le cas
2-récursif ; et il doit aussi être traité comme un 2-récursif dans le sens où l’ordre entre
que les fils potentiellement à gauche (resp. potentiellement à droite) n’est pas préservé.
Plus précisément si B et C sont à gauche de A alors on peut obtenir un C à gauche de
B et inversement. Donc pour résumer, dans la nouvelle expression régulière de A, la
partie concernant les non-terminaux à gauche (resp. non-terminaux à droite) est gérée
de la même façon que le cas 2-récursif et le lien entre les non-terminaux à gauche et
les non-terminaux à droite est géré de la même façon que le cas 0-récursif. Ce cas sera
illustré dans les Exemples 3.10 et 3.11.
6. Les non-terminaux qui sont dans la même classe d’équivalence ont le même type de
récursivité (Définition 3.6), et un point très intéressant est qu’ils possèdent la même
expression régulière dans la grammaire qui génère le langage WI(L(G)).
En nous basant sur les idées établies ci-dessus, nous pouvons définir l’algorithme qui
résout le cas récursif.
Définition 3.7 (Expression régulière Ch des non-terminaux de la nouvelle grammaire)
Pour chaque non-terminal A, nous définissons l’expression régulière Ch de façon récurcive.
Nous allons considérer chaque ensemble de non-terminaux {A1, . . . , An} comme étant l’ex-
pression régulière (A1| · · · |An).
– si A est 2-récursif, alors Ch(A) = (Succ(A))∗
– si A est 1-récursif, alors Ch(A) = (Succ(Left(A)))∗.ChrexÂ (r̂eg(A)).(Succ(Right(A)))
∗
– si A n’est pas récursif, alors Ch(A) = ChrexÂ (reg(A))
avec ChrexÂ (E) étant l’expression régulière obtenue à partir de E en remplaçant chaque non-
terminal B apparaissant dans E par ChÂ(B), où
ChÂ(B) =
- B̂|ǫ si B est 1-récursif et B ∈ Â
- Ch(B) si (B est 2-récursif) ou (B est 1-récursif et B 6∈ Â)
- B|Ch(B) si B n’est pas récursif
Par convention ChrexÂ (ǫ) = ǫ et Ch(ǫ) = ǫ.

Par exemple lorsque nous prenons Ch(A) pour un non-terminal A qui est 1-récursif,
(Succ(Left(A)))∗ représente la partie de l’expression régulière qui génère les non-terminaux
potentiellement à gauche de A et leur descendant ; (Succ(Right(A)))∗ représente la partie
de l’expression régulière qui génère les non-terminaux potentiellement à droite de A et
leur descendant ; et ChrexÂ (r̂eg(A)) représente la partie de l’expression régulière qui génère la
partie qui conserve l’ordre gauche droite et qui fait le lien entre les non-terminaux à gauche
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de A et les non-terminaux à droite de A. Cette dernière partie est la même que la façon dont
est calculé Ch pour un non-terminal non récursif. Nous pouvons aussi remarquer qu’avec
(Succ(Left(A)))∗ et (Succ(Right(A)))∗, l’ordre entre les non-terminaux n’est pas respecté.
Notre algorithme pour calculer la grammaire générant WI(L(G)) pour une grammaire
G éventuellement récursive est le suivant :
Algorithme 1 Calcul de la grammaire générant tous les sous-arbres relâchés d’un langage
Entrée : Une RTG G = (N, Σ, S, P) en forme normale
Sortie : La RTG G′ qui génère le langage WI(L(G))
1: P′ := ∅
2: pour tout A → a[E] ∈ P faire
3: Ajouter A → a[Ch(A)] à P′
4: fin pour
5: retourner (N, Σ, S, P′)
Comme remarque, la nouvelle grammaire a exactement le même nombre de règles de
production que la grammaire initiale. Aussi l’ensemble de non-terminaux N, l’alphabet Σ et
l’ensemble de non-terminaux initiaux de la nouvelle grammaire sont les mêmes que ceux de
la grammaire initiale.
Théorème 3.1 Le calcul de Ch termine toujours, et nous avons L(G′) = WI(L(G)).
La preuve du Théorème 3.1 établissant que le langage L(G′) est le même que WI(L(G))
se trouve en Annexe, section A.1. Nous allons considérer des exemples pour donner plus
d’intuitions sur l’Algorithme 1 et aussi montrer les différentes situations que l’on peut ren-
contrer.
Exemple 3.8 Considérons la grammaire G qui contient les règles de productions suivantes :
A → a[B], B → b[C], C → c[ǫ]
A est le non-terminal initial. Notons que A, B, C ne sont pas récursifs.
Ch(C) = ChrexĈ (reg(C)) = Ch
rex
Ĉ (ǫ) = ǫ.
Ch(B) = ChrexB̂ (reg(B)) = Ch
rex
B̂ (C) = ChB̂(C) = C|Ch(C) = C|ǫ.
Ch(A) = ChrexÂ (reg(A)) = Ch
rex
Â (B) = ChÂ(B) = B|Ch(B) = B|(C|ǫ).
Ainsi, nous obtenons les règles suivantes pour la nouvelle grammaire G′ :
A → a[B|(C|ǫ)], B → b[C|ǫ], C → c[ǫ]
qui génère bien WI(L(G)). Dans ce cas particulier, où il n’y a pas de non-terminaux récursifs,
nous obtenons bien la même grammaire que pour la méthode décrite en Section 3.2.1 et dont
les détails se trouvent dans [8], malgré que l’algorithme soit formalisé d’une autre manière.
⊠
Exemple 3.9 Considérons la grammaire G qui contient les règles de productions suivantes :
A → a[(C.A.A?)|F|ǫ], C → c[D], D → d[ǫ], F → f [ǫ]
Pour cette grammaire nous avons A qui est 2-récursif ; C, D, F qui ne sont pas récursifs.
Ch(D) = Ch(F) = ǫ. Ch(C) = D|ǫ.
Succ(A) = {A, C, D, F}. En considérant Succ(A) comme l’expression A|C|D|F nous avons
Ch(A) = (A|C|D|F)∗.
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Ainsi, nous obtenons les règles suivantes pour la nouvelle grammaire G′ :
A → a[(A|C|D|F)∗], C → c[D|ǫ], D → d[ǫ], F → f [ǫ]
L’arbre t ci-dessous est généré par G. En supprimant les nœuds soulignés, nous obtenons
t′ ⊳ t, et t′ est bien généré par la grammaire G′. Notons que a est un frère gauche de c dans
t′, qui est impossible pour un arbre généré par G.
t = a
c
d
a
f
a
c
d
a
t′ = a
d a c
d
⊠
Exemple 3.10 Considérons la grammaire G qui contient les règles de productions suivantes
(A est le symbole initiale) :
A → a[(B.C.A?.H)|F], B → b[ǫ], C → c[D], D → d[ǫ], H → h[ǫ], F → f [ǫ]
Pour cette grammaire nous avons A qui est 1-récursif ; B, C, D, H, F qui ne sont pas ré-
cursifs. Nous avons aussi Ch(B)=Ch(D)=Ch(H)=Ch(F)=ǫ ; Ch(C)=D|ǫ ; Â={A} et donc
r̂eg(A) = reg(A) = (B.C.A?.H)|F .
Chrex
Â
(r̂eg(A)) = Chrex
Â
((B.C.A?.H)|F) = (ChÂ(B).ChÂ(C).ChÂ(A)
?.ChÂ(H))|ChÂ(F)
= ((B|Ch(B)).(C|Ch(C)).(A|ǫ)?.(H|Ch(H)))|(F|Ch(F))
= ((B|ǫ).(C|(D|ǫ)).(A|ǫ)?.(H|ǫ))|(F|ǫ)
= (B?.(C|D|ǫ).A?.H?)|F? (après simplification)
Left(A)={B, C} et Succ(Left(A))={B, C, D} ; Right(A)={H} et Succ(Right(A))={H}. En les
considérant comme des expressions régulières (au lieu d’ensembles), Succ(Left(A)) = B|C|D
et Succ(Right(A)) = H. Ainsi nous obtenons pour Ch(A) :
Ch(A) = (Succ(Left(A)))∗.ChrexÂ (r̂eg(A)).(Succ(Right(A)))
∗
= (B|C|D)∗.[(B?.(C|D|ǫ).A?.H?)|F?].H∗
= (B|C|D)∗.(A?|F?).H∗ (après simplification)
La nouvelle grammaire G′ possède les règles suivantes :
A → a[(B|C|D)∗.(A?|F?).H∗], B → b[ǫ], C → c[D|ǫ], D → d[ǫ], H → h[ǫ], F → f [ǫ]
L’arbre t ci-dessous est généré par G. En supprimant les nœuds soulignés, nous obtenons
t′ ⊳ t, et t′ est bien généré par la grammaire G′. Notons que c est un frère gauche de b dans
t′, qui est impossible pour un arbre généré par G. Comme b et c sont des nœuds à gauche de
a dans t par exemple, ils peuvent apparaître dans n’importe quel ordre dans t′. Par contre
les nœuds b, c, d sont nécessairement à gauche de h dans t′.
t = a
b c
d
a
b c
d
a
f
h
h
t′ = a
c b d a
f
h h
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⊠
Exemple 3.11 L’exemple précédent ne montrait pas le rôle des classes d’équivalences.
Considérons la grammaire G ayant comme règles de productions :
A → a[B?], B → b[A]
où A et B sont 1-récursifs. Nous avons A ≡ B et donc Â = B̂ = {A, B} ; Left(A)=Left(B)=
Right(A)=Right(B)=∅. Nous obtenons pour Ch(A) :
Ch(A) = ChrexÂ (r̂eg(A)) = Ch
rex
Â (B
?|A) = (ChÂ(B))
?|(ChÂ(A))
= (B̂|ǫ)?|(Â|ǫ) = (A|B|ǫ)?|(A|B|ǫ)
= A|B|ǫ (après simplification)
Nous pouvons noter que Â et B̂ ont été remplacés par A|B, qui est nécessaire comme illustré
par les arbres t et t′ ci-dessous. Puisque A ≡ B alors Ch(B) = Ch(A). Nous déduisons donc
que les règles de la grammaires G′ sont :
A → a[A|B|ǫ], B → b[A|B|ǫ]
L’arbre t = a
b
a
est généré par G. En supprimant b on obtient t′ = a
a
qui est généré par G′
comme souhaité.
⊠
3.3 Implémentation et Résultats Expérimentaux
Nous avons implémenté un prototype en Java et les expériences ont été effectuées sur un
Intel Quad Core i3-2310M avec 2.10GHz et 8GB de mémoire RAM. Le calcul de la grammaire
des sous-arbres relâchés se fait en deux temps : en premier nous recherchons le type de
récursivité de la grammaire initiale ; et ensuite en fonction du type de récursivité d’un non-
terminal, nous déterminons sa nouvelle règle de production. En comparant les deux étapes,
il se fait que la première étape (c’est-à-dire celle qui calcule le type de récursivité des non-
terminaux) est celle qui consomme plus de temps. La plus difficile tâche est de décider si
un non-terminal est 2-récursif or 1-récursif. Pour cette partie, nous avons implémenté deux
algorithmes :
1. l’un qui utilise la méthode Warshall pour calculer >+ et dont nous avons montré que
la complexité en temps est de O(n6) où n est le nombre de non-terminaux 2,
2. l’autre méthode consiste en la comparaison de cycles dans un graphe représentant la
relation > sur les non-terminaux (et non sur les multi-ensembles). Dans le pire des
cas, la complexité de cette méthode est exponentielle puisque nous calculons tous les
cycles dans le graphe. Le calcul de tous les cycles est un problème d’énumération et
a une complexité exponentielle dans le pire des cas. Le pire des cas arrive lorsque le
graphe est complet, c’est-à-dire qu’il y a une arête entre chaque sommet du graphe
avec chacun des autres sommets. Dans notre contexte le graphe issu de la relation
> dans une RTG est complet si tous les non-terminaux apparaissent dans toutes les
2. Puisque les grammaires sont en forme normales, n est aussi le nombre de règles de production.
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règles, ce qui est rare car dans le cas pratique les schémas XML (DTD, XML Schema)
ne possèdent pas de tels règles. Par conséquent nous avons peu de cycles dans les
graphes et ceci rend cette méthode beaucoup plus efficace.
Pour résumer, le premier algorithme basé sur la méthode de Warshall dépend du nombre
de non-terminaux n, tandis que le deuxième algorithme dépend du nombre de cycles dans
un graphe issu de la relation >.
Pour mieux comprendre le deuxième algorithme, considérons la grammaire G qui
contient les règles suivantes :
A → a[B|C.D], B → b[I|ǫ], C → c[A|ǫ], D → d[A|ǫ],
I → i[E.B.F], E → e[ǫ], F → f [ǫ]
Le graphe obtenu à partir de la grammaire G est le graphe G> de la Figure 3.5. A partir de
A
B
I
E F
C D
Figure 3.5 – Exemple de graphe issu de la relation > pour une grammaire RTG.
ce graphe, nous pouvons calculer tous les cycles (classés par ordre alphabétique par rapport
au premier symbole) suivants : ACA, ADA et BIB. Tous les non-terminaux qui sont dans un
cycle sont ont moins 1-récursif. Aussi tous les non-terminaux qui sont dans le même cycle,
appartiennent à la même classe d’équivalence. Pour savoir si un non-terminal est 2-récursif,
il faut comparer tous les cycles qui le contiennent, deux à deux (la comparaison d’un cycle
avec lui même est aussi possible). Nous comparons deux cycles débutant par le même non-
terminal jusqu’à ce qu’on ait la confirmation que le non-terminal est 2-récursif. Si après
les comparaisons de tous cycles contenant ce non-terminal, nous avons pas obtenu que le
non-terminal en question est 2-récursif, alors nous pouvons affirmer que le non-terminal est
1-récursif. La comparaison se fait de la façon suivante : pour le non-terminal A par exemple,
nous allons comparer les cycles ADA et ACA.
– nous commençons par les deuxièmes symboles des cycles et nous comparons les sym-
boles aux mêmes positions dans les cycles. Pour notre exemple, D sera comparé à C et
le dernier symbole A du cycle ADA sera comparé avec le dernier symbole A du cycle
ACA.
– A chaque position i, nous vérifions si les deux symboles aux positions i peuvent se
trouver dans un même mot généré par l’expression régulière associée au symbole à
la position i − 1 (qui doit être la même dans les deux cycles). Si le test est vrai alors
tous les non-terminaux des deux cycles sont 2-récursifs et sont dans la même classe
d’équivalence.
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– Dans le cas où le test échoue, on passe à la position suivante i + 1 seulement si les
deux symboles au position i sont les mêmes ; sinon on passe à la comparaison d’autres
cycles.
– Dans notre exemple D et C sont dans un même mot généré par l’expression régulière
B|C.D de A ce qui conduit au résultat : A, C, et D sont 2-récursif.
Pour la grammaire G, nous avons A, C, et D qui sont 2-récursif, B et I qui sont 1-récursif et
E, F qui ne sont pas récursifs.
Nous avons fait tourner notre prototype sur des grammaires générées aléatoirement et
sur des cas rééls de grammaires. Dans le Tableau 4.1, nous montrons une comparaison
entre les deux algorithmes pour calculer les types de récursivité des non-terminaux. Les
notations #0-rec, #1-rec et #2-rec dénotent respectivement le nombre de non-terminaux qui
sont 0-récursif, 1-récursif et 2-récursif ; #Cycles le nombre de cycles, et |G| (resp. |WI(G)|)
dénote la somme des tailles des expressions régulières 3 de la grammaire initiale (resp. la
grammaire résultat WI(G)). Les résultats des lignes 1 à 4 concernent les DTDs générés,
tandis que les lignes 5 et 6 correspondent à des cas réels de DTDs. Les résultats montrent
que si n < 50, l’algorithme basé sur la méthode de Warshall est très efficace (il met moins
de 6 secondes pour terminer) et pour des valeurs de n > 50 l’algorithme met beaucoup de
temps à répondre. Dans la plupart des cas, l’algorithme basé sur la comparaison de cycles
(Algorithme B) s’exécute plus rapidement que l’algorithme basé sur la méthode de Warshall
(Algorithme A). Un exemple avec n = 111 (ligne 3) met 7 minutes pour l’Algorithme A alors
que la réponse est immédiate pour l’Algorithme B. Lorsque le nombre de cycles est inférieur
à 100, l’Algorithme B est immédiat malgré que sa complexité est exponentielle dans le pire
des cas.
Maintenant considérons les DTDs qui concernent les cas réels. La DTD de la ligne 6
spécifie des annotations linguistiques des entités nommées, effectuées dans le projet Corpus
National Polonais. Cette DTD est décrite en détaille dans le Chapitre 5, page 117. A partir de
cette DTD nous avons 17 règles de productions et des certains non-terminaux récursifs. Les
deux algorithmes donnent des réponses dans l’immédiat pour cette grammaire avec peu de
règles et peu de cycles. La DTD de la ligne 6 est le schéma du XHTML 4 qui possède n = 85
non-terminaux et beaucoup de cycles (#Cycles = 9620). Les deux algorithmes calculent les
types des non-terminaux en environ 2 minutes.
Grammaires RTG Temps CPU (s) Tailles
#0-rec #1-rec #2-rec #Cycles Warshall Cycle-compar. |G| |WI(G)|
1 9 2 38 410 5.48 0.82 183 1900
2 34 4 12 16 5.51 0.08 126 1317
3 78 12 21 30 445 0.2 293 4590
4 8 2 16 788 0.38 1.51 276 397
5 14 0 2 1 0.08 0.01 30 76
6 30 0 55 9620 136.63 113.91 1879 22963
Tableau 3.1 – Temps CPU (en secondes) nécessaires pour les deux algorithmes pour la détection des types de
récursivité.
3. La taille d’une expression régulière E est le nombre d’occurence de non-terminaux dans E.
4. http ://www.w3.org/TR/xhtml1/dtds.html
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3.4 Travaux liés
Le problème d’inclusion relâchée d’arbres a été premièrement étudié dans [74] avec
la proposition d’un algorithme, et ensuite des solutions améliorées ont été apportées
dans [22, 44, 45, 98]. Notre approche diffère de ces travaux du fait que nous considérons
l’inclusion relâchée sur des langages d’arbres (et non sur des arbres). Dans [98], Richter
décrit un algorithme d’inclusion relâché d’arbres qui consiste à calculer une fonction de
mapping entre l’arbre pattern P et l’arbre cible T. La fonction de mapping est une asso-
ciation entre chacun des nœuds de l’arbre pattern P à un des nœuds de l’arbre cible T.
Si un mapping entre les nœuds des deux arbres existe alors P est inclus relâché dans T.
L’algorithme s’arrête dès qu’il trouve une fonction de mapping (car il peut avoir plusieurs
mapping entre les nœuds de P et T). L’algorithme proposé par Richter a une complexité de
O(|ΣP| · |T|+ #matches · DEPTH(T)) (où ΣP est l’ensemble des étiquettes de l’arbre pattern
et #matches est le nombre de pairs (v, w) ∈ P ∗ T avec Label(v) = Label(w)). Son algorithme
améliore celui proposé par Mannila et Kilpelainen [74] ayant une complexité de O(|P| · |T|).
Mannila et Kilpelainen [74] sont les premiers à proposer un algorithme en temps polyno-
mial qui résout le problème d’inclusion relâché d’arbres. Une des applications au problème
d’inclusion relâché d’arbres, comme l’est proposée dans [74, 98], est la recherche de sous-
arbres dans l’arbre d’analyse syntaxique d’une phrase en langage naturel. On peut ainsi
extraire une ou plusieurs sous-phrases de la phrase initiale, en ne gardant que les informa-
tions souhaitées par l’utilisateur. Un autre algorithme pour le problème d’inclusion relâchée
d’arbres, qui a une meilleure complexité que l’algorithme proposé par Richter [98], est pro-
posé dans [44]. Au lieu de calculer une fonction mapping entre l’arbre pattern P et l’arbre
cible T, les auteurs proposent de partir de l’arbre T et ensuite de trouver une série de po-
sitions dans T telle que si l’on supprime les nœuds (un nœud supprimé est remplacé par
ses enfants) à ces positions dans T, on obtient P. L’algorithme dans [44] a une complexité de
O(|T| · min{DEPTH(P), |leaves(P)|}). Dans [98], nous pouvons trouver trois autres défini-
tions d’inclusion d’arbres :
– inclusion chemin ordonné : pour cette inclusion lorsque que l’on supprime un nœud
alors tous ses descendants sont aussi supprimés. Pour cette inclusion, on ne peut avoir
que des nœuds manquants entre nœuds frères et il n’est pas possible d’avoir de nœuds
manquants entre un nœud et ses ancêtres. Ainsi, la relation père-fils est donc préservée
entre les nœuds de l’arbre pattern P et ceux de l’arbre cible T.
– inclusion région ordonnée : pour cette inclusion lorsque que l’on supprime un nœud
alors tous ses descendants sont aussi supprimés, et aussi il n’est pas possible de sup-
primer des nœuds entre deux nœuds voisins. La relation père-fils et la relation frère
(nœud voisin immédiat) sont donc préservées entre les nœuds de l’arbre pattern P et
ceux de l’arbre cible T.
– inclusion forte : correspond au faite que l’arbre pattern P est un sous-arbre (au sens
classique Chapitre 2, Définition 2.5) de l’arbre cible T.
Il existe une hiérarchie entre ces trois définitions d’inclusion et l’inclusion relâchée. Une
solution au problème d’inclusion forte est aussi une solution au problème d’inclusion région
ordonnée. Une solution au problème d’inclusion région ordonnée est aussi une solution
au problème d’inclusion chemin ordonné. Et enfin une solution au problème d’inclusion
chemin ordonné est aussi une solution au problème d’inclusion relâchée. Nous pouvons
remarquer que l’inclusion relâchée est la moins contraignante, d’où son utilisation dans l’in-
clusion relâchée de langages d’arbres. Aussi dans [98], nous pouvons trouver la définition
d’une autre inclusion d’arbres qu’est l’inclusion d’abres non ordonnés. Cette inclusion ne
tient pas compte de la relation gauche-droite entre les nœuds des arbres P et T. Par exemple
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avec cette inclusion, nous avons l’arbre a(b, c) qui est inclus dans l’arbre a(c, d, b). Richter
dans [98], montre que le problème d’inclusion d’arbres non ordonnés est NP-complet.
L’inclusion (au sens classique) de langages d’arbres est considérée dans [26, 43, 50,
51, 87]. Une étude de complexité est faite dans [87], où les auteurs identifient des cas où
l’inclusion de langages est efficace. Dans [43], un algorithme polynomial pour vérifier si
L(A) ⊆ L(D) est donné, où A est un automate pour les arbres d’arités non borné et D est
une DTD déterministe. L’inclusion relâchée est plus flexible que l’inclusion d’ensemble car
ce dernier exige que le plus grand ensemble contienne tous les éléments du plus petit. Dans
l’inclusion relâchée de langages d’arbres L1 et L2, il suffit que chacun des arbres de L1 soient
liés (en considérant l’inclusion relâché d’arbres) à au moins un arbre de L2. En considérant
l’application de substitution de services web, le fait d’utiliser l’inclusion relâchée pour re-
chercher un schéma XML B pour remplacer un autre schéma XML A dans une composition
de services web est plus intéressant que l’utilisation de l’inclusion d’ensembles car (i) nous
n’imposons pas que les arbres de B soient exactement les mêmes que ceux de A ; (ii) ce
qui est important est que les arbres de B possèdent toutes les informations de ceux de A
sans pour autant qu’ils aient la même structure ; (iii) les arbres de B peuvent contenir des
informations qui n’existent pas dans les arbres de B. Il serait aussi intéressant de ne pas tenir
compte de l’ordre dans la comparaison des arbres de A et B en utilisant l’inclusion d’arbres
non ordonné mais ce problème est très difficile (NP-complet). Aussi notre choix de prendre
en compte l’ordre se justifie par le fait que dans les documents XML l’ordre horizontal des
nœuds est important. Une perspective serait quand même de tester l’inclusion relâchée des
schémas XML sans tenir compte de l’ordre horizontal entre les nœuds des arbres. Ceci serait
utile pour les XML schema du W3C qui à partir de l’élément xsd:all permet de définir des
expressions régulières qui ne tiennent pas compte de l’ordre entre les non-terminaux.
3.5 Conclusion et perspectives
Dans cette thèse, étant donné une grammaire d’arbres d’arité non bornée G (ou gram-
maire de haies), nous présentons une méthode directe (c’est-à-dire manipulant les gram-
maires) pour calculer une grammaire G′ qui génère l’ensemble de tous les arbres inclus
relâchés dans les arbres générés par G. La méthode que nous avons proposée dans [8], était
aussi une méthode directe mais sur des grammaires de haies qui ne sont pas récursives.
Dans mon stage de fin d’année de Master [5], nous avons proposé une autre méthode plus
complexe que celle décrite dans ce chapitre, pour résoudre le cas récursif. Cette méthode
est basée sur les langages synchronisés de couples d’arbres [97] qui ont un pouvoir d’ex-
pression plus fort que les langages algébriques et qui sont définis par des programmes
logiques sur des arbres d’arité bornée. Cette méthode calcule G′ en transformant les lan-
gages d’arbres d’arité non bornée en langages d’arbres binaires en utilisant l’encodage
« first-child next-sibling » [52, 90, 106]. Ensuite l’inclusion relâchée ⊳ est exprimée par un
langage synchronisé de couples d’arbres, et en se servant de la projection régulière nous
obtenons une grammaire régulière d’arbres G1. Enfin la transformation de la grammaire
binaire G1 en grammaire de haies donne la grammaire G′. Cette méthode est plus complexe
et produit des grammaires complexes.
Pour terminer ce chapitre nous allons considérer une perspective qui est nécessaire pour
compléter l’application (décrite dans l’Exemple 3.1) où l’on souhaite substituer un service
A dans une composition de services par un autre service B. A partir de la méthode décrite
dans ce chapitre, nous pouvons décider si un service A peut être remplacé par un service
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B. Le service B trouvé peut donc fournir les mêmes informations que celles contenues dans
les documents de A mais la structure des documents de B n’est pas la même que celle des
documents de A. Pour que le service B puisse remplacer le service A dans la composition de
services web, il faudra pouvoir traduire les documents de B vers des documents valides par
rapport aux autres services de la composition, et faire la traduction dans le sens contraire
c’est-à-dire traduire les documents des autres services de la composition vers des docu-
ments du service B. Des solutions pour cette phase de traduction bi-directionnelle peuvent
être trouvées dans le chapitre 6. Dans le chapitre 6 nous proposons un langage basé sur des
opérations d’éditions pour exprimer un mapping entre deux schémas dont l’un est consi-
déré comme la source et l’autre comme la cible. A partir du mapping et d’un document t
valide par rapport au schéma source, nous proposons une méthode qui permet de transfor-
mer t en un arbre t′ valide par rapport au schéma cible. Cette méthode s’inspire fortement
du mapping pour avoir une transformation qui est conforme aux exigences de ce dernier.
A partir de la méthode décrite dans ce chapitre nous avons les informations nécessaires
pour exprimer un mapping entre le service A et B. Ensuite en se servant des opérations de
composition et d’inversion définies sur les mappings (chapitre 6) qui sont très utiles pour
l’évolution de schéma et évitent de recalculer les mappings entre les schémas, nous pouvons
exprimer des mappings entre un autre schéma de la composition de services et le service B.
Notre proposition pour la traduction de documents dans le contexte de la substitution de
services web, sera expliquée plus en détails dans le chapitre 6 avec des exemples pour bien
comprendre son fonctionnement.
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4.1 Introduction
Dans ce chapitre, nous nous intéressons au problème d’échanges de données XML dans
un environnement multi-système (décrit dans le Chapitre 1 : Introduction) où un système
35
36 Chapitre 4. Intégration de dépendances fonctionnelles XML
global doit recevoir et traiter des données provenant de différents systèmes locaux. Le sys-
tème global est une évolution conservatrice des systèmes locaux dans le sens où il concerve
la possibilité d’accepter les documents XML de chaque système local. Le système global
possède son propre schéma et son propre ensemble de contraintes d’intégrité (généré à
partir d’une fusion de ceux des systèmes locaux), et peut accepter et traiter des documents
XML non locaux (éventuellement n’étant pas valides par rapport aux systèmes locaux).
Notre travail a pour but d’enrichir les propositions d’évolution de schéma en prenant
en compte les contraintes d’intégrité qui permettent de spécifier la sémantique des données
et qui jouent un rôle important dans le maintien de la consistance des données. Les pro-
positions de fusion de schémas sont souvent basées sur de simple modèle de données. Les
schémas peuvent être plus expressif que les DTD et XSD, et sont associés à des contraintes
d’intégrités (comme dans [33]) ou exprimés par un modèle de données sémantiquement
plus riche (comme dans [124]).
Un algorithme pour l’évolution conservatrice de schémas, qui étend de façon minimale
une grammaire d’arbres régulier, est proposé dans [42]. Cette approche pour l’extension de
schéma est purement syntaxique : seul les aspects structuraux de XML sont considérés et
de nouvelles grammaires sont construites par des manipulations syntaxiques des règles de
production. Nous souhaitons enrichir ce modèle en offrant la possibilité de calculer à partir
d’ensembles locaux de XFD (Dépendances Fonctionnelles XML), une couverture du plus
grand ensemble de dépendances fonctionnelles qui n’est pas violé par les documents des
systèmes locaux. Ceci est une première étape vers une proposition d’évolution de schéma
qui prend en compte les contraintes d’intégrité. Cette extension vise à enrichir l’évolution
de schéma mais est conçue comme une procédure indépendante. Dans ce sens, elle peut
être appliquée ou adaptée à d’autres approches d’évolution de schéma.
Certaines applications de nos travaux sont : dans le domaine des Bibliothèques Nu-
mériques, à cause de leur besoin d’évolution lorsque de nouvelles sources de données de-
viennent disponibles ou lorsque la fusion de deux bibliothèques peut être intéressante [53] ;
dans la construction de services innovantes avec des données provenant de diverses organi-
sations qui manipulent des informations similaires (mais pas identiques), et qui permettent
d’envisager des adaptations possibles aux applications du « big data » [39]. Dans ces cas,
il est important d’avoir un ensemble non contradictoire de dépendances fonctionnelles (cet
ensemble peut être construit à partir des ensembles locaux de contraintes).
Nous supposons des systèmes locaux S1, . . . , Sn, comme illustré dans la Figure 4.1,
qui travaillent respectivement sur des ensembles de documents XML X1, . . . , Xn, et qui
interagissent avec un système global S. Le système global S est une évolution conserva-
trice des systèmes locaux S1, . . . , Sn. Chaque ensemble Xi est conforme aux contraintes
de schéma Di et aux contraintes d’intégrité F i et suivent une ontologie Oi. Notre but
est d’associer à S un schéma et des contraintes d’intégrité qui représentent une évolu-
tion conservatrice des contraintes locales. Plus précisément, étant donnés différents triplets
(D1,F 1, O1), . . . , (Dn,F n, On), nous sommes intéressés par la génération de (D, coverF ,A)
où :
(i) D est une extension de schéma qui accepte tous les documents locaux ;
(ii) coverF est un ensemble de XFD équivalent à F : le plus grand ensemble de
XFD construit à partir de F 1, . . . ,F n, qui est satisfait par tous les documents dans
X1, . . . , Xn ;
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(iii) et A est un ensemble de correspondances entre les éléments de D1, . . . ,Dn, et qui
guide la construction de D et F en termes de sémantique.
Ce chapitre est consacré à la génération de coverF qui contient les XFD pour lesquelles
aucune violation n’est possible pour les ensembles de documents X1, . . . , Xn. Il est important
de noter que notre algorithme est basé sur un système d’axiomes, et ainsi coverF est obtenu
à partir de F 1, . . . ,F n sans tenir compte des données.
D1
F1
O1 X1
Dn
Fn
On Xn
S1 Sn
. . .
. . .
. . .
S
D
AcoverF
Figure 4.1 – Le schéma et les contraintes d’intégrité du système S sont construits à partir des contraintes dans
les systèmes locaux. Le schéma D accepte tous les documents de D1, . . . ,Dn. Les contraintes d’intégrité dans
coverF sont obtenues en filtrant les XFD non-contradictoires dans F 1, . . . ,Fn. L’ensemble de correspondances
A, construit à partir des ontologies O1, . . . , On, permet de retrouver les concepts équivalents dans les schémas.
Chaque système local Si traite les données de la collection de documents Xi.
La contribution de ce chapitre est double : d’un côté nous introduisons un système
d’axiomes avec des preuves de correction et complétude ; et de l’autre côté, nous présentons
un algorithme efficace pour calculer, en nous aidant du système d’axiomes, l’ensemble
coverF . Nous prouvons que l’ensemble coverF a de bonnes propriétés et est bien équivalent
à l’ensemble F et des expériences montrent l’efficacité de notre approche.
Le reste du chapitre est organisé comme suit : dans la Section 4.2 nous présentons un
exemple de calcul de coverF pour motiver notre approche. Les notions préliminaires pour
la compréhension de nos méthodes sont introduites dans la Section 4.3. Nous définissons
les dépendances fonctionnelles pour XML avec des exemples dans la Section 4.4. Ces dé-
finitions de dépendances fonctionnelles proviennent de [33, 66, 82] où l’on peut trouver
l’algorithme de satisfaction de telles dépendances fonctionnelles sur un document XML.
Dans la Section 4.5, nous présentons le système d’axiomes pour ces dépendances fonction-
nelles, nécessaire pour pouvoir raisonner sur les dépendances fonctionnelles. Un algorithme
pour calculer la fermeture d’un ensemble de chemins par rapport à un ensemble de XFD,
basé sur le système d’axiomes, est présenté en Section 4.6 avec la définition de la notion
de couverture. Dans la Section 4.7, nous pouvons trouver les méthodes pour calculer F et
sa couverture coverF , les preuves de correction de ces méthodes et l’analyse de leur com-
plexité. Nos résultats expérimentaux sont présentés en Section 4.8, les travaux similaires aux
nôtres sont présentés dans la Section 4.9 et pour terminer nous concluons le chapitre en
Section 4.10.
4.2 Motivation
Nous supposons des universités de la même région de France qui veulent implanter
un système central pour obtenir et traiter les informations concernant leurs cours et leurs
étudiants, indépendamment des systèmes locaux déjà existants. Leur but est d’obtenir un
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système central qui assure un nombre maximal de contraintes d’intégrité locaux et non-
contradictoires.
Chaque université a établit localement, ses propres contraintes. Par exemple, considérons
les arbres XML de la Figure 4.2 comme étant des documents de deux différentes universités.
Chaque document est valide par rapport aux dépendances fonctionnelles présentées dans le
Tableau 4.1, c’est-à-dire les documents dans X1 sont valides par rapport à F 1, et ceux dans
X2 sont valides par rapport à F 2.
undergraduate
univ
@domain courses
course 
codeC title C
codeC codeC
course 
@domain codeC nameC@level
univ
courses
... course 
course ...
codeC
prerequisitesC NbHours
prerequisitesC
Figure 4.2 – Deux documents XML de différentes sources locaux.
Dans le domaine XML, une dépendance fonctionnelle (XFD) est définie par des chemins
sur un arbre. Chaque chemin sélectionne un nœud dans l’arbre. Les valeurs ou positions des
nœuds sélectionnés sont regroupées pour construire des n-uplets qui seront utilisés pour
vérifier si un document XML donné satisfait une dépendance. Par exemple, considérons
la XFD f : (univ, (undergraduate/courses/course/codeC → undergraduate/courses/course/titleC)) sur
le premier document de la Figure 4.2. Elle spécifie que le contexte est univ, c’est-à-dire
que la contrainte doit être vérifiée sur les données en dessous du nœud étiquetté par univ.
Dans ce contexte, f implique la construction des n-uplets composés par les valeurs ob-
tenues en suivant les chemins : univ/undergraduate/courses/course/codeC, univ/undergraduate/-
courses/course/titleC. Comme dans le modèle relationnel, un document est valide par rap-
port à f si n’importe quels deux n-uplets égaux sur les valeurs obtenues à partir de
univ/undergraduate/courses/course/codeC, sont aussi égaux sur les valeurs obtenues à partir
de univ/undergraduate/courses/course/titleC. Par conséquent dans une université, le code d’un
cours détermine son nom.
Similairement, la XFD f1 : (univ, (undergraduate/courses/course/codeC → undergraduate/cour-
ses/course/prerequisitesC)) implique des n-uplets où le chemin univ/undergraduate/courses/-
course/prerequisitesC conduit aux sous-arbres ayant comme racine prerequisitesC (c’est-à-dire
les sous-arbres contenant les informations sur "prerequisites"). Cette contrainte indique que
les cours ayant le même code doivent aussi avoir les mêmes prérequis. Un document est
valide par rapport à f1 si n’importe quels deux n-uplets égaux sur les valeurs obtenues à
partir de univ/undergraduate/courses/course/codeC, sont aussi égaux sur les valeurs obtenues à
partir de univ/undergraduate/courses/course/prerequisitesC, c’est-à-dire les sous-arbres obtenus
sont isomorphes.
Considérons les trois premières XFD dans le Tableau 4.1, concernant la source 1. Elles
indiquent que dans une université, le code d’un cours détermine son nom, son domaine et
ses prérequis. En d’autres mots, le cours est identifié par son code.
A partir des différentes ontologies nous assumons que le Tableau 4.2 est disponible, fai-
sant la correspondance entre les chemins des différents ensembles locaux de documents.
Ainsi il est possible de conclure que, par exemple, les XFD f : (univ, (undergraduate/cour-
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ses/course/codeC → undergraduate/courses/course/titleC)) et (univ, (courses/course/codeC → cour-
ses/course/nameC)) sont équivalentes, c’est-à-dire qu’elles représentent la même contrainte
puisqu’elles concernent les mêmes concepts : dans une université, le code détermine son
nom.
F XFD
1 (univ, (undergraduate/courses/course/codeC → undergraduate/courses/course/titleC))
1 (univ, (undergraduate/courses/course/codeC → undergraduate/courses/course/prerequisitesC))
1 (univ, (undergraduate/courses/course/codeC → undergraduate/@domain))
2 (univ, (courses/course/codeC → courses/course/nameC))
2 (univ, (courses/course/codeC → courses/course/@domain))
2 (univ, (courses/course/codeC → courses/course/@level))
2 (univ, ({courses/course/nameC, courses/course/@level} → courses/course/NbHours))
Tableau 4.1 – XFD dans F 1 et F 2.
Chemins dans D1 Chemins dans D2
univ/undergraduate/courses/course/codeC univ/courses/course/codeC
univ/undergraduate/courses/course/titleC univ/courses/course/nameC
univ/undergraduate/courses/course/prerequisitesC univ/courses/course/prerequisitesC
univ/undergraduate/courses/course/prerequisitesC/codeC univ/courses/course/prerequisitesC/codeC
univ/undergraduate/@domain univ/courses/course/@domain
Tableau 4.2 – Extrait de la table de correspondance.
Supposons que nous avons ces deux sources locaux, et nous souhaitons avoir à partir de
F 1 et F 2, le plus grand ensemble de XFD F qui ne contredit aucun document dans X1 et X2.
Pour atteindre ce but, nous considérons toutes les XFD dérivables à partir de F 1 et F 2, qui
résultent en un très grand ensemble de XFD. En effet l’ensemble F est très grand pour qu’on
puisse l’exploiter. Une meilleure solution consiste à calculer coverF , une couverture de F (qui
est un ensemble de XFD plus petit et qui est équivalent à F ), sans pour autant calculer
toutes les XFD que l’on peut dériver à partir de F 1 et F 2. Nous proposons un algorithme
qui génère coverF .
Dans notre exemple, l’ensemble coverF résultat contient les XFD du Tableau 4.3. Dans
le Tableau 4.3, la première et la quatrième XFD sont équivalentes. Elles ont été ajoutées
à coverF puisque tous les documents dans X1 et X2 sont valides par rapport à ces deux
dépendances. Le même raisonnement est appliqué à la deuxième et à la troisième dépen-
dance dans le Tableau 4.3. Les deux dernières dépendances concernent des concepts qui
apparaissent seulement dans X2, et par conséquent ne peuvent pas être violées par les do-
cuments dans X1. Enfin remarquons que la dépendance (univ, (undergraduate/courses/-
course/codeC → undergraduate/courses/course/prerequisitesC)) dans F 1, qui nous dit que
les cours ayant le même code doivent avoir les mêmes prérequis, n’est pas dans coverF .
La raison est que, selon la table de correspondance, cette dépendance est équivalente à
(univ, (courses/course/codeC → courses/course/prerequisitesC)) dans F 2. Cependant comme F 2
ne contient pas cette dépendance, les documents dans X2 peuvent la violer (puisque les
concepts concernés existent dans X2).
4.3 Préliminaires
Les dépendances fonctionnelles (XFD) que nous allons définir, ont été introduites
dans [27, 33]. Dans cette section nous allons rappeler les notions nécessaires pour la défini-
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(univ, (undergraduate/courses/course/codeC → undergraduate/courses/course/titleC))
(univ, (undergraduate/courses/course/codeC → undergraduate/@domain))
(univ, (courses/course/codeC → courses/course/@domain))
(univ, (courses/course/codeC → courses/course/nameC))
(univ, (courses/course/codeC → courses/course/@level))
(univ, ({courses/course/nameC, courses/course/@level} → courses/course/NbHours))
Tableau 4.3 – XFD dans l’ensemble résultat coverF .
tion de la sémantique de nos XFD (dépendances fonctionnelles pour XML).
4.3.1 Langage de chemins linéaire
Plusieurs langages de chemins sont possibles pour désigner des parties d’un document
XML, allant de la séquence d’étiquettes (chemin simple) [36] à des langages plus expressifs
comme XPath [48]. Dans ce manuscrit nous utilisons le langage de chemin PL, qui est une
sous-classe de XPath, pour adresser une partie d’un document XML.
Définition 4.1 (Langage de chemins)
PL est le langage de chemins (mots sur l’alphabet Σ ∪ {/, //, []}) définit récursivement par :
ρ ::= [] | l | ρ/ρ | ρ//l
où [] est le chemin vide, l est un label dans Σ, le symbole "/" est l’opération concaténation,
"//" représente n’importe quelle séquence (éventuellement vide) de labels. Notons que l/[] =
[]/l = l et []//l = //l.

On appelle chemins simples des chemins qui sont de simples séquences d’étiquettes (sans
//). Nous désignons par IP l’ensemble de tous les chemins simples qui se trouvent dans n’importe
quel arbre XML t respectant un schéma D donné. L’ensemble IP est généré à partir d’un schéma
D donné et est un ensemble fini de chemins simples, car on suppose que D est limité en
profondeur. En d’autres termes le langage de mots L(AD), obtenu à partir d’un automate
à états finis AD , est fini. L’automate AD est construit à partir du schéma D. Ce type de
schéma est exprimé, par exemple, à partir d’une DTD non récursive. Dans ce sens, nous
sommes plus général que [27, 33] où IP est l’ensemble contenant tous les chemins possible
dans un arbre donné.
Il est important de noter qu’un chemin avec // peut être associé à un ensemble de
chemins simples dans IP. Pour un chemin P dans PL, son ensemble de chemins simples
est le langage L(AP) où AP est l’automate de mots à états finis obtenu sur le principe des
deux définitions ci-après. L’automate AP reconnaît donc l’ensemble des chemins simples
représentés par le chemin P dans le contexte de IP.
L’automate AP est construit en deux étapes. Tout d’abord on construit un automate BP
à partir du chemin P c’est-à-dire reconnaît tous les chemins simples définis sur l’alphabet Σ
et qui respectent l’expression du chemin P. Ensuite l’automate AP est obtenu en faisant une
intersection entre l’automate BP et l’automate AD qui reconnaît tous les chemins simples
du schéma D. En général, l’automate BP reconnaît un langage infini, et une fois que l’inter-
section de BP est faite avec AD on obtient un automate qui reconnaît un langage fini du fait
que L(AD) est fini. L’Algorithme 14 (Annexe A.2) permet de construire l’automate d’états
4.3. Préliminaires 41
finis (FSA) BP à partir d’un chemin donné P dans PL sur l’alphabet Σ. Le FSA BP est un
5-uplet (Q, Σ, s0, δ, s f ) où
– Q est l’ensemble des états,
– Σ est l’alphabet,
– s0 est l’état initial,
– δ est la fonction transition tel que δ : Q× Σ → Q
– et s f est l’état final.
L’automate BP est construit en analysant le chemin P, à partir de l’ensemble des états
Q = {s0}. L’état s0 est l’état initial et l’état courant s est initialisé à s0. En analysant le chemin
P, si on est sur un label a ∈ Σ alors :
1. lorsque le label a est précédé du symbole ’/’ (i.e. /a), on rajoute la transition δ(s, a) = si
à l’automate BP où si est un nouvel état. L’état courant s devient l’état si
2. lorsque le label a est précédé du symbole ’//’ (i.e. //a), on boucle sur l’état courant
en rajoutant les transitions ∀ b ∈ Σ, δ(s, b) = s à l’automate BP. L’état courant s passe
ensuite à un nouvel état si après avoir ajouté la transition δ(s, a) = si à l’automate BP.
Aucune action n’est faite sur l’automate BP lorsqu’on rencontre le symbole du chemin vide
’[]’. A la fin de l’analyse du chemin P, l’état final s f est égal à l’état courant s.
L’automate BP a toujours le même format à cause du symbole // qui fait ajouter des
transitions avec toutes les étiquettes de l’alphabet Σ à un état de BP. Nous pouvons facile-
ment construire l’automate à états finis déterministe de BP, avec juste quelques transitions
en plus.
Définition 4.2 (FSA AP associé à P dans le contexte de IP)
Soit un chemin P dans PL et un ensemble de chemins simples IP. L’automate AP associé à P
est défini tel que L(AP) = L(BP) ∩ IP où BP est l’automate construit par l’Algorithme 14.

Exemple 4.1 Soit la DTD D concernant une librairie de livres en anglais, acceptant des do-
cuments comme celui de la Figure 2.2. La DTD D impose à une section d’avoir au plus deux
sous-niveaux de sous-sections. L’automate AD construit à partir de la DTD D est illustré par
la Figure 4.3(a) et on a L(AD) = IP. Notons que l’automate AD reconnaît aussi les préfixes
des chemins définis dans la DTD D. Soit P = library//section/title. L’automate BP construit
à partir de P et sa déterminisation sont illustrés par la Figure 4.3(b). En effet L(BP) ∩ IP
contient l’ensemble les chemins simples associés à P en considérant IP. Plus précisément,
L(BP)∩ IP contient les chemins simples dans L(BP) qu’on retrouve aussi dans l’ensemble IP.
L’ensemble L(AP) = { library/book/chapter/section/title, library/book/chapter/section/section/title,
library/book/chapter/section/section/section/title} et on a AP = AD ∩ BP.
⊠
Un chemin donné P est valide dans D si : (i) il est conforme à la syntaxe PL, (ii)
L(AP) 6= ∅, (iii) pour chaque label l dans P, si l ∈ Σdata ∪ Σatt alors le label l est le dernier
symbole dans P.
Nous allons maintenant définir des fonctions sur les chemins PL qui sont aussi valables
sur les chemins simples.
Définition 4.3 (Fonctions Parent et Last sur les chemins)
Soit P = l1/ . . . /ln où n ≥ 1, un chemin PL.
– Le dernier label de P est obtenu par la fonction Last : Last(P) = ln. Le label ln est aussi
appelé le dernier pas de P.
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Figure 4.3 – (a) Automate AD construit à partir de la DTD D (L(AD) = IP). (b) Automate BP pour
le chemin P = library//section/title et sa déterminisation (où any est utilisé pour Σ, other est utilisé pour
Σ \ {section} et other1 est utilisé pour Σ \ {section, title}).
– Le parent de P représente le(s) chemin(s) obtenu(s) en enlevant le dernier pas à P. La
fonction Parent(P) = {l1/ . . . /ln−1 | l1/ . . . /ln−1/ln ∈ L(AP) pour n > 1}.

Définition 4.4 (Préfixe d’un chemin)
Soit P un chemin valide dans D et AP son automate associé (Définition 4.2). Soit
PREFIX(AP) l’automate à états finis qui reconnaît tous les préfixes de L(AP). Le chemin
Q est un préfixe de P, noté Q PL P, si nous avons L(AQ) ⊆ L(PREFIX(AP)). Entre deux
chemins simples, la notion de préfixe est notée  (sans le PL).

Exemple 4.2 Considérons le document XML de la Figure 2.2 et l’ensemble IP = L(AD) de
la Figure 4.3(a). Soit un chemin P = library//section/title. Nous avons :
– Last(P) = title
– Parent(P) = library//section
– library/book  library/book/chapter/section/txt
– L(PREFIX(AP)) = {library, library/book, librairy/book/chapter, library/book/chapter/-
section, library/book/chapter/section/section, library/book/chapter/section/section/sec-
tion, library/book/chapter/section/section/section/title}
– library//section PL P, library/book/chapter PL P, library PL P
⊠
Définition 4.5 (Le plus long préfixe commun (intersection de chemin))
Soit P′ et Q′ deux chemins simples, P et Q deux chemins PL valides, et AP, AQ leurs auto-
mates associés (Définition 4.2).
– Le plus long préfixe commun de deux chemins simples P′ et Q′ (noté par P′ ∩ Q′) est
le chemin R tel que R  P′ et R  Q′ et il n’existe pas un autre chemin R′ tel que
R ≺ R′, R′  P′ et R′  Q′.
– Le plus long préfixe commun de P et Q, noté P ∩ Q, décrit l’ensemble des chemins
simples {P′ ∩Q′ | P′ ∈ L(AP) ∧Q′ ∈ L(AQ)}.
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
Exemple 4.3 Considérons le document XML de la Figure 2.2 et l’ensemble IP = L(AD) de
la Figure 4.3(a). Nous avons :
– library/book/chapter/section/section/title ∩ library/book/chapter/section/txt =
library/book/chapter/section
– library//section/title ∩ library//section/txt = library//section
⊠
L’Algorithme 15 (Annexe A.3) permet de calculer l’automate AP∩R associé au plus long
préfixe commun P ∩ R des chemins P et R.
Instances de chemin. Nous pouvons représenter avec le langage PL un chemin dans un
document XML. Maintenant il est important de savoir exactement quelle partie du document
XML nous intéresse pour un chemin donné. Les parties de notre document XML seront donc
les instanciations des chemins.
Définition 4.6 (Instance d’un chemin P dans un arbre t)
Soit P un chemin PL, AP son automate associé et L(AP) le langage reconnu par AP. Soit
I = p1/ . . . /pn une séquence de positions tel que chaque pi est le fils de pi−1 dans t.
Nous considérons I comme une instance de P dans l’arbre t si et seulement si la séquence
t(p1)/ . . . /t(pn) ∈ L(AP). L’ensemble de toutes les instances de P dans un arbre t est défini
par la fonction Instances(P, t). 
Nous allons définir sur les instances de chemins les mêmes fonctions qui ont été défini
sur les chemins.
Définition 4.7 (Fonctions sur les instances de chemins)
Soit I = p1/ . . . /pn et J = u1/ . . . /um deux instances de chemin.
– Last(I) = pn est la dernière position dans I.
– Pour n > 1, Parent(I) est la séquence p1/ . . . /pn−1.
– L’instance I est un préfixe de l’instance J, noté par I  J, si n ≤ m et p1 = u1, . . . ,
pn = un. Nous avons I = J Lorsque I  J and J  I.
– Le plus long préfixe commun de I et J, noté par I ∩ J, est l’instance K tel que K  I et
K  J et il n’existe pas une autre instance K′ tel que K ≺ K′, K′  I et K′  J.

Le plus long préfixe commun de deux instances, détermine aussi le plus petit ancêtre
commun entre deux nœuds et son chemin est donné par la Définition 4.5.
Exemple 4.4 Dans le document de la Figure 2.2, I1 = ǫ/0/0.1/0.1.0, I2 = ǫ/0/0.2/0.2.0 et
I3 = ǫ/1/1.1/1.1.0 sont des instances du chemin P = library/book/chapter/title. Nous avons
Last(I1) = 0.1.0 et Parent(I1) = ǫ/0/0.1. Le plus long préfixe commun de I1 et I2 est ǫ/0, et
le plus long préfixe commun de I1 et I3 est ǫ. ⊠
Comparaison de nœuds. Comme beaucoup d’auteurs, nous utilisons deux types d’égalité
pour comparer des nœuds dans un arbre XML qui sont : l’égalité par valeur et l’égalité par nœud
(ou identité de nœud). Deux nœuds sont égaux par nœud lorsqu’ils sont à la même position.
Deux nœuds sont égaux par valeur lorsqu’ils sont des racines de sous-arbres isomorphes.
Plus précisément nous avons :
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Définition 4.8 (Égalité par valeur)
Soit un arbre XML t. Deux nœuds de position p et q sont égaux par valeur, égalité notée par
p =V q, si les conditions suivantes sont respectées :
(i) t(p) = t(q) (ils ont la même étiquette) ;
(ii) type(t, p) = type(t, q) (ils ont le même type) ;
(iii) si type(t, p) = data ou type(t, p) = attribut alors value(t, p) = value(t, q) (ils ont la
même valeur sur leur donnée) ;
(iv) si type(t, p) = élément alors il existe une fonction bijective entre les fils de p et ceux de
q qui associe chaque position p.i à une position q.j telle que p.i =V q.j.

Par exemple dans la Figure 2.2, les nœuds en positions 1.1.1 et 0.1.1 sont égaux par
valeur, mais les nœuds 1.1 et 0.1 ne le sont pas (les sous-arbres des éléments title sont
associées à différente données). Notons que la définition de l’égalité par valeur ne prend
pas en compte l’ordre entre les fils d’un nœud dans l’arbre t.
Pour exprimer ces deux égalités on utilise le symbole E, qui peut être remplacé par V
pour l’égalité par valeur ou N pour l’égalité par nœud.
Définition 4.9 (Concordance de nœud)
Soient deux nœuds n1 et n2 de même étiquette. Les nœuds n1 et n2 concordent, ce qui se
note n1 =E n2, si et seulement si, ou bien n1 =V n2 (égalité en valeur, dans ce cas E = V), ou
bien n1 =N n2 (identité de nœud, dans ce cas E = N). 
Remarquons que n1 =N n2 implique n1 =V n2. La réciproque est fausse c’est à dire que
deux nœuds égaux par valeur, ne sont pas forcément à la même position.
4.3.2 Branches dans un arbre
Dans la section précédente, nous avons vu ce que c’est qu’un chemin et des fonctions sur
les chemins. Nous allons maintenant introduire la notion de branche aussi appelé motif dans
la littérature [32, 120].
Une branche est vue comme un ensemble non vide de chemins simples qui ont un préfixe
commun (au moins la racine). La projection de l’arbre sur une branche (ou l’instance de la
branche dans l’arbre) détermine les positions de l’arbre correspondant aux chemins. Ainsi,
la projection est un ensemble clos par préfixe d’instances de chemins qui respectent certaines
conditions nécessaires. Avec cette définition intuitive nous pouvons nous dire qu’un chemin
PL est aussi une branche mais, nous allons voir tout à l’heure en formalisant les choses,
qu’un chemin PL n’est pas du tout une branche.
Définition 4.10 (Branche dans un arbre)
Une branche ou motif est un ensemble fini de chemins (simples) d’un arbre t, clos par préfixe.

Pour pouvoir instancier une branche dans un arbre, nous avons besoin de regrouper les
instances des chemins de la branche qui sont les plus proches, c’est à dire qui partagent
le même préfixe. Par exemple lorsque nous considérons la branche M comprenant les che-
mins library/book/title, library/book/chapter/title et leur préfixes, une instance de M dans
l’arbre de la Figure 2.2 serait composée de ǫ/0/0.0, ǫ/0/0.1/0.1.0 et leur préfixes. L’en-
semble composé de ǫ/0/0.0, ǫ/1/1.1/1.1.0 et leur préfixes, n’est pas une instance de M car
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les instances ǫ/0/0.0 et ǫ/1/1.1/1.1.0 ne sont pas proches. Dans ce dernier cas, on essaie
d’associer le chapitre weather au livre English Lang Book alors que le livre English Lang Book
ne comporte pas de chapitre ayant le titre weather. La notion de plus proche nous est donnée
par la définition suivante :
Définition 4.11 (Test de Proximité entre deux instances)
Soit P et Q deux chemins valides sur l’arbre t. La fonction booléenne isInst_lcp(P, I, Q, J)
renvoie vraie lorsque toutes les conditions suivantes sont vérifiées :
1. I ∈ Instances(P, t) ;
2. J ∈ Instances(Q, t) et
3. I ∩ J est une instance du chemin P ∩Q ;
Dans le cas contraire, la fonction retourne faux.

L’instance d’une branche est donc définie comme suit :
Définition 4.12 (Projection d’un arbre T sur une branche M)
Soit M une branche sur l’arbre T . Soit LongM l’ensemble des chemins dans M qui ne sont
pas préfixes d’autres chemins dans M. Soit SetPathInst l’ensemble des instances de chemins
(simples) qui vérifie :
1. ∀ P ∈ LongM, il existe une et une seule instance inst ∈ Instances(P, t) dans l’ensemble
SetPathInst.
2. ∀ inst ∈ SetPathInst, il existe un chemin P ∈ LongM tel que inst ∈ Instances(P, t).
3. pour toutes instances inst et inst′ dans SetPathInst, si inst ∈ Instances(P, t) et inst′ ∈
Instances(Q, t) alors isInst_lcp(P, inst, Q, inst′) est vraie.
Une projection de T sur M, notée par ΠM(T ), est un triplet (t
i, typei, valuei) où
typei(ti, p) = type(t, p), valuei(ti, p) = value(t, p) et ti est une fonction ∆ → Σ telle que :
– ∆ =
⋃
inst ∈ SetPathInst{p | p est une position dans inst}
– ti(p) = t(p), ∀p ∈ ∆
Dans la suite, pour faire simple, nous allons confondre ΠM(T ) et la fonction t
i. 
Étant donné les projections de deux branches, ΠM1(T ) et ΠM2(T ), l’union ΠM1(T ) ∪
ΠM2(T ) est obtenue naturellement en considérant toutes les instances des chemins qui se
trouvent dans les deux projections.
Exemple 4.5 Considérons le document XML T de la Figure 2.2. Soit M une branche définie
à partir de l’ensemble
{library/book/title, library/book/chapter/title, library/book/chapter/section/title },
i.e., M contient ces chemins et tous leur préfixes.
Un exemple de projection pour T sur M est égale à l’ensemble
{(ǫ, library), (0, book), (0.0, title), (0.1, chapter), (0.1.0, title), (0.1.1, section), (0.1.1.0, title)}.
Cependant, l’ensemble
{(ǫ, library), (0, book), (0.0, title), (0.1, chapter), (0.1.0, title), (0.2.1, section), (0.2.1.0, title)}
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n’est pas une projection de T sur M. En effet, en prenant la Définition 4.12, si nous
considérons P = library/book/chapter/title et son instance inst = ǫ/0/0.1/0.1.0 avec
Q = library/book/chapter/section/title et son instance inst′ = ǫ/0/0.2/0.2.1/0.2.1.0, nous
avons isInst_lcp(P, inst, Q, inst′) = f aux. Nous pouvons remarquer que le plus long préfixe
commun P ∩Q est library/book/chapter alors que celui des instances inst ∩ inst′ est ǫ/0.
Nous pouvons trouver dans T deux autres projections sur M :
1. {(ǫ, library), (0, book), (0.0, title), (0.2, chapter), (0.2.0, title), (0.2.1, section),
(0.2.1.0, title)} et
2. {(ǫ, library), (1, book), (1.0, title), (1.1, chapter), (1.1.0, title), (1.1.1, section),
(1.1.1.1, title)}
⊠
D’après la Définition 4.12, nous pouvons remarquer que la projection de T sur une
branche M contient exactement une instance pour chaque chemin dans M. Dans la suite, si
besoin, nous notons par ΠM(T )[P] l’unique instance du chemin P dans ΠM(T ). En effet, en
écrivant ΠM(T )[P] nous limitons la projection de T sur M à l’instance (dans la projection)
d’un seul chemin P.
Le lemme suivant nous garantie que dans une projection, toutes les instances des che-
mins sont proches entre elles.
Lemme 4.1 Soit ΠM(T ) une projection du document T sur une branche M. Pour chaque chemin
P et Q dans M si I = ΠM(T )[P] et J = ΠM(T )[Q] alors on a isInst_lcp(P, I, Q, J) = vraie.
Démonstration. Soit P et Q deux chemins dans la branche M. Soit ΠM(T ) la projection de
M sur l’arbre T et soit I et J les instances de P et Q dans ΠM(T ). Nous avons les deux cas
suivants :
1. Cas 1 : P ≺ Q. Dans ce cas P ∩ Q = P. Puisque I et J sont les unique instances des
chemins P et Q dans ΠM(T ) alors I ∩ J = I. Ainsi on obtient isInst_lcp(P, I, Q, J) =
vraie.
2. Cas 2 : P 6≺ Q et Q 6≺ P. Nous pouvons distinguer trois situations différentes :
(a) P et Q sont des chemins dans LongM. D’après la Définition 4.12 nous savons que
isInst_lcp(P, I, Q, J) = vraie.
(b) P ∈ LongM et Q 6∈ LongM. Soit Q
′ ∈ LongM tel que Q ≺ Q
′. Soit J′ =
ΠM(T )[Q
′]. D’après la Définition 4.12, nous savons que isInst_lcp(P, I, Q′, J′) =
vraie et par conséquent I ∩ J′ est l’instance de P ∩ Q′ dans la projection
ΠM(T ). Nous savons aussi que I ∩ J
′ ≺ J′. D’après l’item 1 nous avons
isInst_lcp(Q, J, Q′, J′) = vraie et aussi J ≺ J′. Comme J 6≺ I (puisque Q 6≺ P)
nous avons I ∩ J′ ≺ J. Puisque J ≺ J′, nous concluons que I ∩ J = I ∩ J′ et donc
isInst_lcp(P, I, Q, J) = vraie.
(c) P 6∈ LongM et Q 6∈ LongM est similaire à la situation (2b).
⊳
4.3.3 Informations incomplètes et arbre complet
Un document XML T représente couramment des informations incomplètes. C’est le cas
pour le document T de la Figure 4.4, dans lequel un livre (position 1) ne possède pas de fils
chapter. Par exemple le chemin library/book/chapter possède une instance incomplète sur
T , à savoir ǫ/1/1.1.
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Figure 4.4 – Document XML avec des informations manquantes
Le traitement correct des informations incomplètes est fondamental, aussi bien pour le
calcul des requêtes que pour la vérification des contraintes d’intégrité. Différentes propo-
sitions, établies dans le cadre du modèle relationnel [17, 49, 72, 73, 81, 83], peuvent être
transposées aux documents XML [2, 15, 67, 120].
A l’opposée un arbre complet, terme aussi utilisée dans [118], est un arbre XML qui ne
possède pas d’informations manquantes. L’arbre complet est une extension de la notion de
relation complète (dans le modèle relationnel). La définition de l’arbre complet nous est donnée
par la définition suivante :
Définition 4.13 (Arbre complet)
Soit IP un ensemble de chemins simples. Un arbre T est complet par rapport à IP si lorsqu’il
existe des chemins P et P′ dans IP tels que P′ ≺ P et il existe une instance de I′ pour P′, alors
il existe une instance I pour P telle que le nœud Last(I′) est un ancêtre du nœud Last(I).

Ainsi un arbre qui ne respecte pas les conditions de la Définition 4.13, possède des
informations incomplètes.
Exemple 4.6
– En considérant IP comme l’ensemble des chemins reconnus par l’automate de la Fi-
gure 4.3(a), l’arbre de la Figure 2.2 est un arbre complet par rapport à IP alors que
l’arbre de la Figure 4.4 n’est pas complet par rapport à IP.
– Soit IP′ composé des chemins R/A/C, R/A/D, R/B et de leur préfixes. La Figure 4.5
montre des arbres qui sont complets par rapport à IP′, et d’arbres qui ne le sont pas.
A
R
C D
B
C D
A
R
A
C D
B
C
B
C D
A
R
A
R
(a) (b) (c) (d)
Figure 4.5 – Exemple d’arbres complets ((a) et (b)) et d’arbres non complets ((c) et (d)) par rapport à IP′
⊠
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4.4 Dépendances Fonctionnelles pour XML
4.4.1 Définition
Dans le modèle relationnel, une dépendance fonctionnelle pour un document XML
(XFD) se note X → Y (où X et Y sont des ensembles de chemins) et impose que pour
chaque paire de n-uplets 1 t1 et t2 si t1[X] = t2[X] alors t1[Y] = t2[Y]. Nos dépendances fonc-
tionnelles peuvent être imposées dans une partie spécifique du document XML, et donc
pour cette raison nous spécifions un chemin contexte. Nous allons introduire la définition des
dépendances fonctionnelles pour XML qui a été formalisée dans [32, 33, 66, 82].
Définition 4.14 (Dépendance fonctionnelle pour un document XML)
Soit un arbre XML t, une dépendance fonctionnelle XML (XFD) est une expression de la
forme
f = (C, ({P1 [E1], . . . , Pk [Ek]} → {Q1 [E
′
1], . . . , Qn [E
′
n]}))
où :
– C est un chemin commençant à la racine de t et se terminant au nœud contexte. Le che-
min C représente le contexte dans lequel la dépendance fonctionnelle doit être respectée
(la dépendance est alors dite relative) ;
– {P1, . . . , Pk} et {Q1, . . . , Qn} sont des ensembles non vides de chemins. Les chemins
Pi et Qj commencent à partir du nœud contexte. L’ensemble {P1, . . . , Pk} représente la
partie gauche (LHS) de la XFD ou la partie déterminante, et l’ensemble {Q1, . . . , Qn}
représente la partie droite (RHS) ou la partie dépendante. Nous allons omettre l’acco-
lade lorsque la partie droite est un singleton ;
– les symboles E1, . . . , Ek et E′1, . . . , E
′
n représentent le type d’égalité associé à chaque
chemin de la dépendance : si Ei = V alors cette partie de la dépendance fonctionnelle
doit être vérifiée avec l’égalité de valeurs, et si Ei = N alors cette partie doit être
vérifiée avec l’identité de nœud. Quand les symboles E1, . . . , Ek ou E′1, . . . , E
′
n sont omis,
l’égalité par valeur est utilisée par défaut.

Remarquons que pour une XFD, l’ensemble de chemins {C/P1, . . . , C/Pk, C/Q1, . . . , C/Qn}
et leur préfixes définissent une branche. La définition de nos XFD autorise la combinaison
de deux types d’égalités comme dans [122], et généralise les propositions de dépendances
fonctionnelles sur XML des articles [15, 67, 119, 120]. Nous revenons sur ces propositions
dans l’état de l’art de ce chapitre (section 4.9).
Exemple 4.7 Une université possède plusieurs spécialités pour le diplôme Licence. Par
exemple à l’Université d’Orléans il y a : les licences informatique, MIAGE, Mathématiques,
Chimie, Gestion, Droit etc. La licence se fait généralement en trois ans (niveaux L1,L2,L3).
Pour une université, nous stockons pour chaque licence son intutilé, l’année académique, les
informations concernant l’ensemble des étudiants, l’ensemble des cours et les inscriptions
de chaque étudiant à un cours. Un cours possède des pré-réquis qui sont d’autres cours, et
aussi l’inscription d’un étudiant à un cours est faite pour un niveau donné. La Figure 4.6
illustre des parties de documents XML contenant ces informations sur les licences de l’Uni-
versité d’Orléans. Le nœud students à la position 2.2 dans l’arbre T 1 de la Figure 4.6 a
1. Les n-uplets sont formés par les valeurs des derniers nœuds des instances des chemins de X et de Y sur
un document T .
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Univ. Orle´ans Orle´ans
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ǫ
Figure 4.6 – Documents XML concernant les diplômes Licence dans une université
comme fils le sous-arbre ta[p = 2.2.0], c’est-à-dire l’arbre ta de la Figure 4.6 où l’on remplace
toutes les positions p par 2.2.0. Il en est de même pour les autres nœuds de la même forme.
Voici des exemples de XFD, qui expriment des dépendances pour des données comme
celles contenues dans le document de la Figure 4.6 :
XFD1 : (univ//courses, ({course/codeC} → course/titleC))
En considérant l’ensemble des cours d’une même Licence (contexte), les cours qui ont le
même code doivent avoir aussi le même titre.
XFD2 : (univ, ({undergraduate//course/codeC} → undergraduate//course/titleC))
En considérant l’ensemble des cours d’une même université (contexte), les cours qui ont le
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même code doivent avoir aussi le même titre. Cette dépendance doit être vérifiée dans tout
le document XML.
XFD3 : (univ, ({undergraduate/@year, undergraduate/@domain, undergraduate//regis-
ter/idSt} → undergraduate//register/degree))
Dans une université, lors d’une année académique pour une Licence donnée, un étudiant
ne peut choisir que des cours correspondant à une même année de Licence. Cette dépen-
dance n’autorise pas qu’un étudiant puisse être à cheval sur deux niveaux d’une même
Licence.
XFD4 : (univ, ({undergraduate//idSt, undergraduate/@year} → undergraduate/@domain))
Chaque année, un étudiant ne peut s’inscrire qu’aux cours d’une seule Licence. Cette dé-
pendance n’autorise donc pas la double inscription.
XFD5 : (univ//students, ({student/idSt} → student[N]))
En considérant l’ensemble des étudiants d’une Licence donnée, deux étudiants ne peuvent
pas avoir le même identifiant et un étudiant n’apparaît qu’une fois.
⊠
4.4.2 Satisfaction de XFD
Une XFD définit des conditions que doivent vérifier les n-uplets formés des valeurs
atteintes par les chemins spécifiés. Les définitions qui vont suivrent proviennent de [32, 66,
82]. La définition suivante précise les n-uplets considérés.
Définition 4.15 (n-uplets dans la projection d’un arbre sur une branche)
Soit M une branche et soit un ensemble de chemins X = {P1, . . . , Pk} tel que X ⊂ M. Soit
τ = ΠM(T ) = (t
i, typei, valuei) une projection d’un arbre T sur M. On note τj l’instance
du chemin Pj dans τ, ∀ j ∈ [1 . . . k]. Le n-uplet correspondant à X sur τ, noté τ[X], est tel
que 2 : τ[X] = (P1 : valuei(ti, Last(τ1)), . . . , Pk : valuei(ti, Last(τk))). On note par τ[Pj] la
valeur valuei(ti, Last(τj)).

Le n-uplet τ[X] est l’ensemble des valeurs obtenues d’un document T à partir d’une
projection sur une branche M, et est construit selon la perspective nommée des bases de
données relationnelles [1] (c’est à dire que les noms des attributs composant le n-uplet sont
connus). Deux n-uplets τ1[X] et τ2[X] sont égaux relativement à ~E = E1, . . . , Ek, ce qui se
note τ1[X] =~E τ
2[X], si et seulement si :
∀ j ∈ [1 . . . k], τ1[Pj] =Ej τ
2[Pj].
La définition ci-dessous formalise la sémantique des XFD avec les deux notions d’égalité,
comme dans l’approche proposée dans [122].
Définition 4.16 (Satisfaction de XFD)
Soient f = (C, ({P1 [E1], . . . , Pk [Ek]} → {Q1 [E′1], . . . , Qn [E
′
n]})) un XFD et T un document
XML complet par rapport à IP . Soit M la branche définie à partir de f . L’arbre T satisfait f
(que l’on note T |= f ) si et seulement si pour tout τ1 = Π1M(T ) et τ
2 = Π2M(T ) qui sont des
projections de T sur M et coïncident au moins sur le contexte C, on a :
Si τ1[C/X] =~E τ
2[C/X] alors τ1[C/Y] =~E′ τ
2[C/Y] avec
2. Lorsqu’il n’y a pas d’ambiguïté pour le tuple, nous allons omettre les chemins associés aux valeurs.
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C/X = {C/P1, . . . , C/Pk} ; C/Y = {C/Q1, . . . , C/Qn} ; ~E = E1, . . . , Ek et ~E′ = E′1, . . . , E
′
n.

Exemple 4.8 Considérons les documents T 1 et T 2 de la Figure 4.6 et les cinq dépendances
de l’Exemple 4.7.
– XFD1 : pour la branche M formée à partir de l’ensemble de chemins dans la
partie gauche C/X = {univ//courses/course/codeC} et du chemin C/Q =
univ//courses/course/titleC, nous obtenons dans T 1 les trois projections τ1, τ2 et
τ3, telles que τ1[C/X] = (UE1), τ2[C/X] = (UE2), τ3[C/X] = (UE1). Seulement τ1,
τ2 s’intersectent sur le contexte univ//courses. Puisque τ1[C/X] 6=V τ2[C/X] et qu’on
ne peut pas comparer τ3[C/X] avec τ1[C/X] et τ2[C/X] alors le document T 1 respecte
la dépendance XFD1.
– XFD2 : pour la dépendance XFD2 nous obtenons dans T 1 les trois projections τ1,
τ2 et τ3, telles que τ1[C/X] = (UE1), τ2[C/X] = (UE2), τ3[C/X] = (UE1) et τ1,
τ2, τ3 s’intersectent bien sur le contexte univ. Puisque τ1[C/X] =V τ3[C/X] et que
τ1[C/Q] 6=V τ3[C/Q] (’Java’ 6=V ’Analyse’), alors la dépendance XFD2 est violée par
le document T 1.
– XFD3 : la dépendance XFD3 n’autorise pas qu’un étudiant puisse être à che-
val sur deux niveaux d’une même Licence. La branche M est formée des che-
mins dans C/X = {univ/undergraduate/@year, univ/undergraduate/@domain, univ/-
undergraduate//register/idSt} et du chemin C/Q = univ/undergraduate//regi-
ster/degree. Pour M, nous obtenons dans T 1 les trois projections τ1, τ2 et τ3, telles
que τ1[C/X] = (2012, In f ormatique, 2039), τ2[C/X] = (2012, In f ormatique, 2039),
τ3[C/X] = (2012, Maths, 2078) et τ1, τ2, τ3 s’intersectent bien sur le contexte univ.
Puisque τ1[C/X] =V τ2[C/X] et que τ1[C/Q] =V τ2[C/Q] alors le document T 1 res-
pecte la dépendance XFD3.
Par contre dans le document T 2, les projections τ1, τ2 sont telles que τ1[C/X] =
τ2[C/X] = (2012, In f ormatique, 2039) et τ1[C/Q] = L1, τ2[C/Q] = L2. Le docu-
ment T 2 ne respecte donc pas la dépendance XFD3 puisque nous avons τ1[C/X] =V
τ2[C/X] et que τ1[C/Q] 6=V τ2[C/Q].
– XFD4 : la dépendance XFD4 n’autorise pas qu’un étudiant s’inscrive dans deux
Licences distinctes la même année. Nous pouvons vérifier de la même manière
que les documents T 1 et T 2 vérifient la dépendance XFD4. L’étudiant d’iden-
tifiant 2039 n’apparaît que dans la Licence ’Informatique’, et l’étudiant d’iden-
tifiant 2078 n’apparaît aussi que dans la Licence ’Maths’. Pour le chemin PL
univ/undergraduate//idSt, nous avons au moins deux instances possibles dans chaque
sous-arbre concernant une Licence. Pour le sous-arbre de la Licence ’Informatique’,
deux instances sont ǫ/2/2.2/2.2.0/2.2.0.0 et ǫ/2/2.4/2.4.0/2.4.0.0 correspondant cha-
cune respectivement aux chemins simples univ/undergraduate/students/student/idSt
et univ/undergraduate/enroll/register/idSt.
– XFD5 : univ//students, ({student/idSt} → student[N]). La dépendance XFD5 uti-
lise l’identité de nœud pour le chemin de droite. La dépendance XFD5 im-
pose dans l’ensemble des étudiants d’une même Licence que deux étudiants ne
peuvent pas avoir le même identifiant. La branche M est formée des chemins dans
{univ//students/student/idSt, univ//students/student}. En considérons le document
T 2, nous obtenons les trois projections τ1, τ2 et τ3 telles que τ1[C/X, C/Q] =
(2039, 2.2.0), τ2[C/X, C/Q] = (2039, 2.2.1), τ3[C/X, C/Q] = (2078, 3.2.0) et seul τ1,
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τ2 s’intersectent sur le contexte univ//students. Puisque τ1[C/X] =V τ2[C/X] et que
τ1[C/Q] 6=N τ3[C/Q], alors la dépendance XFD5 est violée par le document T 2.
⊠
Il est important de remarquer qu’il est difficile (voir impossible) d’exprimer la
dépendance XFD4 avec que des chemins simples sans utiliser de chemins PL. Soit
le document XML T 3 de la Figure 4.7. Nous allons supposer qu’il n’y a pas de
nœud idSt ayant la valeur 2039 dans le sous-arbre enraciné en 3.4.0. Ainsi le do-
cument T 3 exprime le fait que l’étudiant d’identifiant 2039 est inscrit en Licence
’Informatique’ mais suit des cours en Licence ’Maths’. Il est évident que T 3 6|=
XFD4. En essayant d’exprimer la dépendance XFD4 via les deux dépendances XFD4a
univ, ({undergraduate/students/student/idSt, undergraduate/@year} → undergraduate/-
@domain) et XFD4b univ, ({undergraduate/enroll/register/idSt, undergraduate/@year} →
undergraduate/@domain), nous constatons que T 3 |= XFD4a, XFD4b. Il en est de
même pour la dépendance XFD4c : univ, ({undergraduate/students/student/idSt,
undergraduate/enroll/register/idSt, undergraduate/@year}→ undergraduate/@domain) qui
ne peut pas remplacer XFD4 car T 3 |= XFD4c.
Nous voyons donc que le fait d’utiliser un language de chemins plus puissant dans une
XFD, permet d’exprimer plus de choses en comparaison avec une XFD ne comportant que
des chemins simples.
@year @domain courses
undergraduate
3.0 3.1 3.2 3.3 3.4
3
2012 Maths
enroll students
@year @domain students courses
undergraduate
2.0 2.1 2.2 2.3
2
enroll
2.4
2012 Informatique
idSt nameSt addSt
2039 Alex rue Colombia
student
2.2.0.2
2.2.0
2.2.0.12.2.0.0
idSt degree codeC
2039
register
2.2.0.2
2.2.0
UE1L1
2.2.0.12.2.0.0
univ
@name @city
0 1
Univ. Orle´ans Orle´ans
T 3 =
ǫ
..
...
.
..
.
..
.
Figure 4.7 – Documents XML violant la dépendance XFD4
4.5 Raisonner sur les dépendances fonctionnelles XML
Un document XML T satisfait un ensemble de XFD F , noté par T |= F , si T |= f
pour toute XFD f dans F . Il est en effet important de pouvoir raisonner sur le fait qu’une
dépendance f est aussi satisfaite sur un document T lorsqu’un ensemble F est satisfait. La
définition suivante formalise l’implication de XFD.
Définition 4.17 (Implication de XFD)
Soit un ensemble de XFD F . L’ensemble F implique logiquement f , noté par F |= f , si pour
tout document XML T tel que T |= F alors T |= f .

En nous basant sur la notion d’implication, nous pouvons introduire la définition de la
fermeture d’un ensemble de XFD.
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Définition 4.18 (Fermeture d’un ensemble de XFD)
La fermeture d’un ensemble de dépendances F , noté F+, est l’ensemble contenant toutes les
dépendances XFD qui sont logiquement impliquées par F , c’est à dire, F+ = { f | F |= f }.

Notation : Dans le reste du manuscrit, étant donné une XFD (C, (X → A)) où X =
{P1, . . . , Pn} est un ensemble de chemins et A est un chemin, on utilise C/X comme un
raccourci pour l’ensemble {C/P1, . . . , C/Pn}.
4.5.1 Système d’axiomes
Pour calculer F+, on a besoin de règles d’inférence qui expliquent comment des dé-
pendances peuvent engendrer d’autres dépendances. Dans cette section nous présentons
notre système d’axiomes et prouvons qu’il est correct (i.e. nous ne pouvons pas déduire
à partir de F une fausse dépendance) et complet (i.e. nous arrivons à déduire toutes les
dépendances vraies à partir de F ). Notre système d’axiomes est similaire à celui proposé
dans [118], mais diffère sur deux points importants : (i) nos XFD sont définies par rapport
à un contexte (donc pas forcément par rapport à la racine) et (ii) nous avons deux types
d’égalités. Dans [118] les auteurs utilisent l’égalité par nœud pour les nœuds internes et
l’égalité par valeur pour les feuilles. Nous considérons des documents XML complets, c’est
à dire ne possédant pas d’informations manquantes.
Définition 4.19 (Règles d’inférence)
Soit un document T complet par rapport à IP et des XFD définies sur les chemins dans IP,
nos axiomes sont :
A1 : Réflexivité
(C, ({P1 [E1], . . . , Pn [En]} → Pi [Ei])), ∀i ∈ [1 . . . n].
A2 : Augmentation
Si (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})) alors
(C, ({P0 [E0], P1 [E1], . . . , Pn [En]} → {P0 [E0], Q1 [E′1], . . . , Qm [E
′
m]})).
A3 : Transitivité
Si (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})) et
(C, ({Q1 [E′1], . . . , Qm [E
′
m]} → S [Es])) alors (C, ({P1 [E1], . . . , Pn [En]} → S [Es])).
A4 : Branche Préfixe
Si (C, ({P′1 [E
′
1], . . . , P
′
n [E
′
n]} → Pn+1 [En+1])) et il existe des chemins C/P1, . . . , C/Pn (pas
nécessairement distincts) tels que :
(i) P′i ∩ Pn+1 PL Pi et
(ii) Pi PL P′i ou Pi PL Pn+1
alors (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1])).
A5 : Unicité des Ascendants
Si Q est un préfixe de P alors (C, (P [N] → Q [N])).
A6 : Unicité de l’Attribut
Si Last(P) ∈ Σatt alors (C, (Parent(P) [E] → P [E])).
A7 : Unicité du contexte
(C, ({P1 [E1], . . . , Pn [En]} → [] [En+1])).
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A8 : Extension du Contexte
Si (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1])) et il existe un chemin Q tel que P1 = Q/P′1,
· · · , Pn+1 = Q/P′n+1 alors (C/Q, ({P
′
1 [E1], . . . , P
′
n [En]} → P
′
n+1 [En+1])).
A9 : De l’identité par nœud à l’égalité par valeur
Pour n’importe quel chemin, (C, (P [N] → P [V])).

Les axiomes A1-A3 sont similaires aux axiomes d’Armstrong pour le modèle relationnel.
Leur intuition est donc la même que pour le modèle relationnel.
Exemple 4.9 Considérons le document XML T 1 de la Figure 4.6.
A1 : (univ/undergraduate, ({idSt, nameSt, addSt} → addSt)). L’axiome A1 est toujours véri-
fié quelque soit le document XML. Il concerne donc les dépendances triviales.
A2 : si (univ//courses, ({course/codeC} → course/titleC)) alors (univ//courses,
({course/codeC, course/prerequisitesC} → {course/titleC, course/prerequisitesC})).
Il est clair que si les cours ayant le même code correspondent à un seul titre alors les cours
ayant le même code et les mêmes pré-réquis vont correspondre aussi au même titre et
mêmes pré-réquis.
A3 : si univ/undergraduate, ({courses//codeC} → course[N]) et (univ/undergraduate,
({courses/course[N]} → titleC[N])) alors (univ/undergraduate, ({courses//codeC} →
titleC[N])). En prenant une Licence comme contexte, nous considérons qu’un cours est
défini par son code (i.e., CodeC est la clé), et donc il n’existe pas deux cours qui ont le même
codeC. Par ailleurs, un cours n’a qu’un seul titre. Dans ce contexte, nous pouvons déduire
via l’axiome A3 que le code d’un cours (codeC) détermine de façon unique son titre (titleC).
⊠
Pour une dépendance f , l’axiome A4 spécifie que l’ensemble obtenu en remplaçant un ou
plusieurs chemins de la partie gauche par certains chemins parmi les préfixes des chemins
de f , détermine aussi le chemin à droite. Les chemins qui nous intéressent sont ceux situés
entre (i) le plus long préfixe commun d’un chemin de la partie gauche et du chemin droit,
et (ii) le chemin de gauche considéré ou le chemin de droite.
Exemple 4.10 Considérons le document XML T 1 de la Figure 4.6.
A4 : soit la XFD (univ, ({undergraduate/students//idSt, undergraduate/@year} →
undergraduate/@domain)). Les plus long préfixes commun sont :
– undergraduate/students//idSt ∩ undergraduate/@domain = undergraduate et
– undergraduate/@year ∩ undergraduate/@domain = undergraduate.
Avec l’axiome A4, nous obtenons par exemple :
– (univ, ({undergraduate/students/student, undergraduate/@year} → undergradua-
te/@domain)) ou
– (univ, ({undergraduate/students, undergraduate/@year} → undergraduate/@domain))
ou
– (univ, ({undergraduate} → undergraduate/@domain))
La dépendance n’autorise pas qu’un étudiant s’inscrive dans deux Licences distinctes la
même année. A partir de cette dépendance, nous pouvons déduire parmi d’autres XFD,
qu’une licence n’est associée qu’a un seul domaine.
⊠
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En considérant l’identité de nœud, l’axiome A5 exprime qu’un chemin détermine n’im-
porte quel chemin qui est son préfixe. Ceci est possible parce qu’une position identifie de
façon unique un nœud dans un arbre et un nœud possède un seul nœud ancêtre pour un
chemin préfixe. L’axiome A6 exprime qu’un chemin parent à un attribut détermine cet attri-
but. Ceci est vrai parce que dans un document XML, un nœud ne possède qu’un seul nœud
attribut pour chacun de ses chemins attribut. Puisqu’il existe qu’une seule racine dans un
document XML, l’axiome A7 indique que n’importe quel ensemble de chemins détermine
le chemin racine.
Exemple 4.11 Considérons le document XML T 1 de la Figure 4.6.
A5 : Soit le chemin P = undergraduate//register/idSt, avec l’axiome A5 nous
pouvons engendrer par exemple, (univ, ({undergraduate//register/idSt[N] } →
undergraduate//register[N])).
A6 : Soit le chemin P = undergraduate/@year, avec l’axiome A6, nous pouvons engendrer
la dépendance (univ, ({undergraduate[N] } → undergraduate/@year[N])).
⊠
Remarquons que l’axiome A5 est fausse en prenant en compte l’égalité par valeur.
L’arbre T 1 de la Figure 4.6 ne satisfait pas la dépendance (univ, ({undergraduate//course/-
prerequisitesC [V]} → undergraduate//course [V])). En fait nous avons
Last(ǫ/2.3/2.3.0/2.3.0.2) =V Last(ǫ/2.3/2.3.1/2.3.1.2)
alors que Last(ǫ/2.3/2.3.0) 6=V Last(ǫ/2.3/2.3.1).
Remarquons aussi que malgré que nous avons l’égalité par valeur, la règle sui-
vante (C, (P[V] → P/Q [V])) est fausse. Considérons la XFD (univ, ({undergraduate//pre-
requisitesC [V]} → undergraduate//prerequisitesC/codeC [V])). L’arbre T 1 de la Figure 4.6
ne satisfait pas cette dépendance parce que nous avons
Last(ǫ/2.3/2.3.0/2.3.0.2) =V Last(ǫ/2.3/2.3.1/2.3.1.2)
alors que Last(ǫ/2.3/2.3.0/2.3.0.2/2.3.0.2.0) 6=V Last(ǫ/2.3/2.3.1/2.3.1.2/2.3.1.2.0).
Pour une XFD f , avec l’axiome A8 nous pouvons étendre (ou rallonger) le chemin
contexte C de f pour obtenir une nouvelle XFD avec le contexte C/Q, où le chemin Q
est un préfixe pour tous les chemins apparaissant dans la dépendance f .
Exemple 4.12 Considérons le document XML T 1 de la Figure 4.6.
A8 : Si (univ/undergraduate, ({students/student/idSt} → students/student/nameSt)) alors
(univ/udergraduate/students, ({student/idSt} → student/nameSt)). Si dans le contexte un-
dergraduate, le chemin idSt identifie le nom d’un étudiant, alors cela est aussi vrai pour le
contexte students.
⊠
L’axiome A9 affirme que pour un chemin donné, l’identité de nœud entraîne l’égalité
par valeur. Ceci est vrai car deux nœuds se trouvant à la même position ont forcément les
mêmes valeurs.
La grande différence entre notre système d’axiomes et celui de [118] est la présence des
axiomes A7, A8, A8. Aussi la différence entre la définition de XFD va influencer sur les
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preuves de correction et de complétude du système d’axiomes.
L’intérêt d’avoir un système d’axiomes (ou des règles d’inférences) pour les XFD, est de
pouvoir répondre à la question suivante : « Étant donné un ensemble de XFD F et une XFD f ,
est ce que F engendre f ? ». Pour y répondre il faudra montrer qu’à partir de l’ensemble F et
en appliquant les règles d’inférences, on arrive à engendrer la dépendance f . La définition
suivante nous en dit plus sur ce qu’est une séquence de dérivation.
Définition 4.20 (Dérivation de XFD)
Soit F un ensemble de XFD, on dit qu’une XFD f est dérivable à partir des dépendances
dans F par les règles d’inférences de la Définition 4.19, notée F ⊢ f (i.e. F implique séman-
tiquement f ), ssi il existe une séquence de XFD f1, f2, . . . , fn telle que :
1. f = fn et
2. pour tout i = 1, . . . , n la dépendance fi est dans F ou est obtenue à partir de
f1, f2, . . . fi−1 en appliquant un axiome parmi les règles du système d’axiomes (Dé-
finition 4.19).
La séquence de XFD f1, f2, . . . , fn est appelée séquence de dérivation (ou une démonstration)
de f à partir de F . La notation F ⊢ f se lit aussi F engendre f , ou F entraîne f .
Soit α une séquence de dérivation. Nous notons par α(F ) la sous-séquence de α qui ne
contient que les dépendances de F .

Exemple 4.13 Voici un exemple de dérivation. Prenons par exemple l’ensemble F = {
(univ/undergraduate, ({students//idSt} → students/student)),
(univ/undergraduate, ({students//nameSt} → students//addSt)) }.
La XFD f = (univ/undergraduate, ({students//idSt} → students//addSt)) est engendrée par
l’ensemble F car la suite α = f1, f2, f3, f4 ci-dessous constitue une dérivation de f à partir
de F :
f1 : (univ/undergraduate, ({students//nameSt} → students//addSt)) est dans F
f2 : (univ/undergraduate, ({students/student} → students//addSt)) est obtenue en appli-
quant l’axiome A4 (Branche Préfixe) à f1
f3 : (univ/undergraduate, ({students//idst} → students/student)) est dans F
f4 : (univ/undergraduate, ({students//idSt} → students//addSt)) est obtenue en appli-
quant A3 (Transitivité) sur f3 et f2
Nous avons la sous-séquence α(F ) = f1, f3.
⊠
4.5.2 Axiomes additionnels
A partir des règles d’inférences du système d’axiomes introduit dans la Définition 4.19,
nous pouvons dériver d’autres règles que nous appellons des axiomes additionnels au sys-
tème d’axiomes. Ces nouveaux axiomes nous seront très utiles dans des preuves, comme
par exemple celle de la complétude (Section A.5) de notre système d’axiomes, même s’ils ne
sont pas indispensables pour prouver la complétude.
Définition 4.21 (Règles d’inférences additionnelles)
Soit un document T complet par rapport à IP et des XFD définies sur les chemins dans IP,
nos axiomes additionnels sont les suivants :
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A10 : Union
Si (C, ({P1 [E1], . . . , Pn [En]} → Q [En+1])) et (C, ({P1 [E1], . . . , Pn [En]} → R [En+2])) alors
(C, ({P1 [E1], . . . , Pn [En]} → {Q [En+1], R [En+2]})).
A11 : Décomposition
Si (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})) et l’ensemble des chemins
{R1, . . . , Rk} ⊆ {Q1, . . . , Qm} alors (C, ({P1 [E1], . . . , Pn [En]} → {R1 [E′′1 ], . . . , Rk [E
′′
k ]})).
A12 : Pseudo-transitivité
Si (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})) et (C, ({Q1 [E
′
1], . . . ,
Qm [E′m], R1 [E
′′
1 ], . . . , Rk [E
′′
k ]} → S [Es])) alors (C, ({P1 [E1], . . . , Pn [En], R1 [E
′′
1 ], . . . ,
Rk [E′′k ]} → S [Es])).
A13 : Valeur Unique d’un sous-arbre
Si (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1])) et pour tout i ∈ [1 . . . n] le plus long préfixe
commun de C/Pi et C/Pn+1 est le chemin contexte C (i.e., Pi ∩ Pn+1 = []) alors (C, (P0 [E0]→
Pn+1 [En+1])) pour n’importe quel chemin C/P0.

L’intuition des axiomes A10, A11 et A12 est la même que pour le modèle relationnel.
Remarquons que grâce aux axiomes A10 et A11 (Décomposition) que nous pouvons écrire
nos XFD avec qu’un seul chemin à droite. En effet une conséquence de ces deux axiomes est
que la dépendance (C, ({P1 [E1], . . . , Pk [Ek]} → {Q1 [E′1], . . . , Qm [E
′
m]})) est satisfaite si et
seulement si les dépendances ∀ i ∈ [1, . . . , m], (C, ({P1 [E1], . . . , Pk [Ek]} → {Qi [E′i ]})) sont
aussi satisfaites. Ainsi, c’est suffisant d’avoir une XFD avec un seul chemin à droite. En ce qui
concerne l’axiome A13, il exprime le fait que toutes les instances pour le sous-arbre désigné
par le chemin de droite Pn+1 ont la même valeur dans le contexte C. Puisque l’intersection
entre chacun des chemins à gauche de la dépendance avec le chemin de droite est le chemin
vide, nous pouvons associer n’importe quelles instances des chemins de gauche à toutes les
instances du chemin de droite. Pour que la dépendance soit donc vérifiée, il faudrait que (i)
toutes les instances du chemin de droite aient la même valeur dans le cas de l’égalité par
valeur ou soient la même instance dans le cas d’identité de nœud. Si on a bien la condition
(i) alors toutes les dépendances ayant le chemin Pn+1 à droite, seront aussi vérifiées.
Exemple 4.14 Pour illustrer l’axiome A13, nous allons considérer la dépendance
(univ/undergraduate, ({students//idSt} → @domain)). Dans le contexte univ/undergra-
duate, un étudiant est associé à un seul domaine. Puisque la dépendance vérifie les
conditions de l’axiome A13, nous pouvons déduire la dépendance (univ/undergraduate,
({courses//codeC} → @domain)) qui exprime que les cours ayant le même codeC appar-
tiennent au même domaine.
⊠
4.5.3 Dépendances triviales
La notion de XFD triviale (c’est à dire toujours satisfaite ou contient des informations
redondantes, pour tout arbre t contenant les instances de ses chemins) a été étudiée dans les
articles [14, 120, 63], d’où nous pouvons synthétiser la propriété suivante :
Proposition 4.1 (XFD triviale)
Une XFD (C, ({P1 [E1], . . . , Pn [En]} → Q [E])) où P1, . . . , Pn, Q sont des chemins, est une XFD
triviale si l’une des conditions suivantes est respectée :
1. Q = []. Cas où la partie droite correspond au contexte.
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2. Q = Pi et E = Ei pour un i tel que 1 ≤ i ≤ n. Cas où un chemin dans la partie gauche est
identique au chemin de la partie droite. La dépendance est aussi triviale dans le cas où Ei = N
et E = V.
3. Pi = Q/P′i et Ei = N pour un i ∈ [1, . . . , n]. Dans ce cas, il existe un chemin Pi dans la partie
gauche dont Q est un préfixe. L’égalité considérée est l’identité de nœud.
4. Last(Q) ∈ Σatt, Pi = Parent(Q) pour un i ∈ [1, . . . , n]. Dans ce cas, un nœud (père)
détermine la valeur de son attribut.
5. il existe i, j ∈ [1, . . . , n], j 6= i tel que Pj  Pi et Ei = N. On est ici dans le cas où un chemin
dans la partie gauche est préfixe d’un autre chemin dans la partie gauche.
6. il existe i, j ∈ [1, . . . , n], j 6= i tel que Pi = Parent(Pj), Last(Pj) ∈ Σatt. Dans ce cas, un
chemin dans la partie gauche est le parent d’un autre chemin qui est un attribut et se trouvant
aussi dans la partie gauche.

Pour les cas 1 à 4, les dépendances sont toujours satisfaites. Pour les cas 5 à 6, les dé-
pendances ne sont pas significatives puisque les informations contenues dans Pj sont redon-
dantes. Nous pouvons remarquer que les dépendances triviales tournent autour des axiomes
A1 (Réflexivité), A5 (Unicité des Ascendants), A6 (Unicité de l’Attribut), et A7 (Unicité du
contexte) et A9 (De l’identité de nœud à l’égalité par valeur).
Pour illuster les dépendances triviales, prenons le document T 1 de la Figure 4.6, la
dépendance (univ, ({undergraduate/students [N]} → undergraduate [N])) est toujours satis-
faite. De même, la dépendance (univ, ({undergraduate [N]} → undergraduate/@domain [N]))
est une XFD triviale.
4.5.4 Fermeture d’un ensemble de chemins
A la fin de la Section 4.5.1, plus précisément avec la Définition 4.20, nous avons vu ce
qu’est une dérivation d’une XFD f à partir d’un ensemble de XFD F . On a aussi conclut
que lorsqu’on arrive à construire une dérivation de f en partant de F , alors on peut décider
que F ⊢ f (F engendre f ). Nous allons maintenant fournir un algorithme qui va permettre
de décider si F ⊢ f ou pas. L’algorithme se base sur la notion de fermeture d’un ensemble
de chemins, et principalement sur le Lemme 4.2.
Définition 4.22 (Fermeture d’un ensemble de chemins)
Soient X = {P1, . . . , Pn} un ensemble de chemins et C un chemin simple qui sera le
contexte. Soit ~E = E1, . . . , En un vecteur de types d’égalité associé à l’ensemble X. La ferme-
ture de (C, X) par rapport à F , notée (C, X[~E])+
F
, est l’ensemble maximal de chemins
{C/Q1[E′1], . . . , C/Qm[E
′
m]} tel que la dépendance (C, (X [~E] → {Q1 [E
′
1], . . . , Qm [E
′
m]}))
peut être engendrée à partir de F en utilisant le système d’axiomes. Formellement,
(C, X [~E])+
F
= {C/Q[E′] | F ⊢ (C, (X [~E] → Q [E′]))}. Lorsqu’il n’y a pas d’ambiguïté
sur l’ensemble F utilisé, on le note (C, X[~E])+. 
Comme dans le modèle relationnel, le résultat central sur la fermeture d’un ensemble de
chemins est qu’il permet de donner un aperçu sur le fait qu’une XFD est déduite d’un en-
semble F en utilisant la fermeture d’un ensemble de chemins. Le prochain lemme formalise
cela :
Lemme 4.2 Soient C un chemin simple et X = {P1, . . . , Pn}, Y = {Q1, . . . , Qm} des ensembles de
chemins. Soient ~E = E1, . . . , En et ~E′ = E′1, . . . , E
′
m des vecteurs de types d’égalités associés à X et
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Y respectivement. Nous avons :
F ⊢ (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})) ssi C/Y[~E′] ⊆ (C, X[~E])
+.
Démonstration.
1. Supposons que F ⊢ (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})). En uti-
lisant l’axiome A11 (Décomposition) nous obtenons pour tout i ∈ [1, . . . , m], F ⊢
(C, ({P1 [E1], . . . , Pn [En]} → Qi [E′i ])). On en déduit donc que chacun des che-
mins C/Q1 [E′1], . . . , C/Qm [E
′
m] est dans (C, X [~E])
+ et donc nous avons C/Y[~E′] ⊆
(C, X [~E])+.
2. Supposons que C/Y[~E′] ⊆ (C, X[~E])+. Par la définition de (C, X[~E])+, nous savons
que F ⊢ (C, ({P1 [E1], . . . , Pn [En]} → Qi [E′i ])) pour chaque chemin Qi[Ei] tel que
i ∈ [1, . . . , m]. En appliquant l’axiome A10 (Union), nous obtenons F ⊢ (C, ({P1 [E1],
. . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})).
⊳
Grâce au Lemme 4.2 nous pouvons donner l’algorithme (qui est le même que celui utilisé
dans le modèle relationnel) pour décider si F engendre f = (C, (X [~E] → Y [~E′])) qui est le
suivant :
1. calculer (C, X[~E])+
F
;
2. si C/Y[~E′] ⊆ (C, X[~E])+
F
alors F ⊢ f , sinon F 6⊢ f .
Nous introduisons l’algorithme qui permet de calculer (C, X[~E])+
F
dans la section 4.6.
Le résultat du Lemme 4.2 nous sera très utile dans la preuve de complétude du système
d’axiomes.
Les preuves de correction et de complétude du système d’axiomes se trouvent respecti-
vement dans l’Annexe A.4 et dans l’Annexe A.5.
4.6 Fermeture d’un ensemble de chemins
Pour compléter l’algorithme qui permet de décider si un ensemble de dépendances F
engendre une dépendance f , nous allons proposer un algorithme pour calculer la ferme-
ture (C, X[~E])+ d’un ensemble de chemins C/X. Nous présenterons l’algorithme qui calcule
(C, X[~E])+, et nous allons aussi prouver qu’il calcule bien la fermeture d’un ensemble de
chemins. Enfin une analyse de sa complexité sera faite pour démontrer son efficacité.
4.6.1 Algorithme pour la fermeture d’un ensemble de chemins
L’Algorithme 2 prend en entrée un ensemble de XFD F , l’ensemble des chemins simples
IP, le chemin contexte C et un ensemble de chemins X (tel que C/X ⊆ IP) pour lequel on
veut calculer la fermeture. L’algorithme se divise en deux phases : une phase d’initialisation
et une phase d’itération. Dans chaque phase nous allons calculer l’ensemble de chemins
X(i) où i est le numéro d’itération avec i = 0 pour la phase d’initialisation. L’ensemble X(i)
est le résultat intermédiaire pour (C, X[~E])+ et chaque ensemble X(i) est calculé à partir
de l’ensemble précédent X(i−1) ; sauf pour la phase d’initialisation.La phase d’initialisation
consiste donc à calculer X(0) à partir des ensembles suivants où le type d’égalité prise en
compte est aussi stocké :
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– S qui contient le chemin contexte (C/[], ligne 1). L’égalité par nœud est considérée ;
– T qui contient les préfixes de chaque chemin dans X (ligne 2). Notons que l’ensemble
X[~E] est aussi ajouté à T car dans le cas de l’égalité par valeur les préfixes d’un chemin
ne sont pas ajoutés à T.
– V qui contient les chemins attributs pour des chemins dans T qui sont leur parents
(ligne 3) ;
– W qui contient les chemins associés à l’égalité par valeur sachant que ces mêmes che-
mins avec l’identité de nœud sont dans S ∪ T ∪V (ligne 4).
Algorithme 2 closurePath(C, X,F ) : Fermeture d’un ensemble de chemins
Entrée :
– un ensemble fini de chemins simple IP
– un ensemble de XFD F
– un chemin contexte C et un ensemble de chemins X tel que C/X ⊆ IP
– un vecteur de types d’égalité ~E associé à X
Sortie : L’ensemble de chemins (C, X[~E])+
1: S := {[][N]} % grâce à l’axiome A7 %
2: T := {P[N] | P  Q et Q[N] ∈ X[~E]} ∪X[~E] % grâce aux axiomes A1 et A5 %
3: V := {P[N] | Q[E′] ∈ T ∪ S, Parent(P) = Q et Last(P) ∈ Σatt} % grâce à l’axiome A6 %
4: W := {P[V] | P[N] ∈ S ∪ T ∪V} % grâce à l’axiome A9 %
5: X(0) := S ∪ T ∪V ∪W
6: Tant que X(i) 6= X(i−1) faire
7: Y := {P[En+1] | il existe une XFD f ∈ F où f = (C, ({P1 [E1], . . . , Pn [En]} → P [En+1]))
ou f = (C′, ({Q/P1 [E1], . . . , Q/Pn [En]} → Q/P [En+1])) avec C = C′/Q, telle qu’une des
conditions ci-dessous soit satisfaite :
(a) {P1 [E1], . . . , Pn [En]} ⊆ X(i) ou % grâce à l’axiome A3 %
(b) ∃ P′1 [E1], . . . , P
′
n [En] ∈ X
(i) tel que ∀ k ∈ [1, . . . , n], Pk ∩ P  P′k
et (P′k  Pk ou P
′
k  P) % grâce à l’axiome A4 %
}
8: T := {P[N] | P  Q et Q[N] ∈ Y} ∪Y % grâce à l’axiome A5 %
9: V := {P[N] | Q[E′] ∈ T, Parent(P) = Q et Last(P) ∈ Σatt} % grâce à l’axiome A6 %
10: W := {P[V] | P[N] ∈ T ∪V} % grâce à l’axiome A9 %
11: X(i+1) := X(i) ∪ T ∪V ∪W
12: fin Tant que
13: retourner C/X(i)
La phase d’itération i (> 0) consiste à calculer X(i) à partir des ensembles suivants :
– X(i−1) qui est le résultat de l’itération précédente i− 1 ;
– Y (ligne 7) qui contient tous les chemins P tel que :
(a) il existe une dépendance f dans F telle que tous les chemins à gauche de f sont
dans X(i−1) et P est à droite de f
(b) ou il existe une dépendance f dans F telle qu’un sous ensemble de X(i−1) vérifie
les conditions de l’axiome A4 pour les chemins à gauche de f et P est à droite de
f
– un nouveau T qui contient les préfixes de chaque chemin dans Y (ligne 8) ;
4.6. Fermeture d’un ensemble de chemins 61
– un nouveau V qui contient les chemins attributs pour des chemins dans T (ligne 9) ;
– et un nouveau W qui contient les chemins associés à l’égalité par valeur sachant que
ces mêmes chemins avec l’identité de nœud sont dans S ∪ T ∪V (ligne 10).
L’algorithme s’arrête lorsqu’on ne peut plus rajouter de chemins dans X(i).
Exemple 4.15 Soit l’ensemble de chemins IP qui contient les chemins de l’ensemble
{C/R/A/I, C/R/B, C/R/H/J, C/R/D/E/@E, C/R/D/F, C/R/D/G} et ses préfixes ;
soient les XFD f1 = (C/R, (A[V] → B[V])), f2 = ({C/R, (A/I[N], H/J[N]} → D/E[V])),
f3 = (C, ({R/D/F[V], R/B[V]} → R/D/G[V])) et l’ensemble de XFD F = { f1, f2, f3}.
Nous allons maintenant calculer (C/R, X[~E])+ pour X = {A/I, H/J, D/F} et ~E = N, N, V.
X[~E] ou Y S T V W
X(0) A/I[N], H/J[N], [][N] A[N], A/I[V], H/J[V],
D/F[V] H[N] [][V], A[V], H[V]
X(1) B[V] ( f1), D/E[V] ( f2) D/E/@E[N] D/E/@E[V]
X(2) D/G[V] ( f3)
Tableau 4.4 – Illustration du calcul de la fermeture d’un ensemble de chemins.
Les étapes du calcul de (C/R, X[~E])+ sont illustrées dans le Tableau 4.4. L’ensemble
X(i) contient les chemins des lignes précédentes en plus de ceux sur sa ligne. Le résultat
pour X = {A/I, H/J, D/F} est C/X(2) qui contient tous les chemins dans le Tableau 4.4.
Remarquons que pour pouvoir utiliser la dépendance f3, l’axiome A8 a été utilisée pour
faire passer le contexte de C à C/R.
⊠
Dans l’Annexe A.6, nous prouvons que l’Algorithme 2 est correct.
4.6.2 Analyse de la complexité
Faisons une analyse de la complexité de l’Algorithme 2. Dans cet algorithme nous pou-
vons noter que :
1. la boucle à la ligne 6 est exécutée au plus |IP| fois lorsque nous supposons qu’à chaque
itération un seul chemin est ajouté à X(i).
2. vérifier que X(i) 6= X(i+1) a eu complexité dans le pire des cas de O(|IP|2) lorsque
X(i) = X(i+1) = IP.
3. Pour calculer l’ensemble Y à la ligne 7, nous considérons toutes les XFD dans F et
vérifions pour chacune si l’une des conditions (a)-(b) est satisfaite. La complexité de
cette partie est O(| fmax| · |IP| · |F |) où |F | est la cardinalité de F et | f max| est la taille
(nombre de chemins dans la XFD) de la plus longue XFD dans F .
4. Pour calculer les préfixes et attributs aux lignes 8 et 9, la complexité dans le pire des
cas est O(|IP|) si l’on considère qu’on les cherche dans l’ensemble IP.
Nous obtenons donc pour le tout O(| IP| · (| fmax| · |IP| · |F | + |IP|2 + | IP|)), ou après avoir
factorisé O(|IP|2 · (| fmax| · |F |+ |IP|+ 1)). Ainsi la complexité en temps de l’Algorithme 2,
dans le pire des cas (peu probable) est O(|IP|2 · (|F |+ |IP|)).
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4.6.3 Algorithme pour la fermeture d’un ensemble de dépendances
Du fait que nous avons prouvé que notre système d’axiomes est correct et complet (voir
section A.4 et A.5), il en découle qu’on peut aussi définir la fermeture (C, X[~E])+ comme
l’ensemble de tous les chemins P[E′] tel que F |= (C, (X[~E] → P[E′])). Une autre consé-
quence est la suivante : la fermeture d’un ensemble de dépendances F+ que nous avons
défini comme l’ensemble contenant toutes les dépendances XFD qui sont logiquement im-
pliquées par F , peut être considérée comme étant l’ensemble de toutes les dépendances
XFD qui sont dérivées par F en se servant du système d’axiomes.
En prenant en compte cette nouvelle façon de représenter F+, nous pouvons proposer
un algorithme pour calculer F+ en se servant de l’Algorithme 2 qui calcule la fermeture
d’un ensemble de chemins. Pour avoir toutes les dépendances dans F+, l’algorithme 3 va
calculer pour chaque sous-ensemble X de IP sa fermeture X+. Ensuite les dépendances
X → X+ seront ajoutées dans F+. En ayant calculé la fermeture des combinaisons de tous
les chemins de IP, on est sûr d’avoir toutes les dépendances dérivées par F .
Algorithme 3 closureXFD(F ) : Fermeture d’un ensemble de XFD
Entrée :
– un ensemble fini de chemins simple IP
– un ensemble de XFD F
Sortie : L’ensemble de XFD F+
1: Fplus := ∅
2: pour tout sous-ensemble X de IP faire
3: pour tout chemin contexte C dans F faire
4: si le chemin C est préfixe de tous les chemins dans X alors
5: Xplus := closurePath(C, X,F )
6: Fplus := Fplus ∪ {(C, (X → Xplus))}
7: fin si
8: fin pour
9: fin pour
10: retourner Fplus
Soit n égal au nombre de chemins simples dans IP. Le nombre de sous-ensemble de IP est
de 2n ce qui fait que le nombre de XFD dans F+ est de l’ordre de 2n. Du fait que le nombre
de dépendances dans F+ est exponentiel par rapport à n, le calcul de F+ est très coûteux
même pour une petite valeur de n. La complexité en temps de l’Algorithme 3 est : O(2n ·
|IP|2 · (|F |+ |IP|)), c’est-à-dire l’Algorithme 3 est exponentiel en fonction de la taille de IP.
4.6.4 Notion de couverture
Définition 4.23 (Ensembles équivalents et couverture)
Soient F 1, et F 2 deux ensembles de XFD. Nous disons que F 1 est équivalent à F 2, noté
F 1 ≡ F 2 si et seulement si on a F+1 = F
+
2 . Nous disons aussi que F 1 est une couverture de
F 2 lorsque nous avons F 1 ≡ F 2.

Pour montrer qu’un ensemble F 1 est une couverture d’un autre ensemble F 2 (F 1 ≡ F 2),
on vérifie que F+1 = F
+
2 c’est à dire :
– pour toute XFD f ∈ F 1 on vérifie que F 2 ⊢ f . Ceci montre que F+1 ⊆ F
+
2 ;
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– pour toute XFD f ∈ F 2 on vérifie que F 1 ⊢ f . Ceci montre que F+2 ⊆ F
+
1 .
Avec ces deux inclusions on a bien F+1 = F
+
2 . A la fin de la section 4.5.4, nous proposons un
algorithme qui se sert de l’Algorithme 2 pour tester si un ensemble F dérive une dépendance
f . Vérifier que F+1 = F
+
2 en se servant de l’Algorithme 2 sera beaucoup plus efficace que
de calculer F+1 et F
+
2 à l’aide de l’Algorithme 3 et de les comparer ensuite.
4.7 Dépendances Fonctionnelles pour l’interopérabilité
Étant donné des ensembles de XFD F 1, · · · ,F n, nous voulons calculer le plus grand
ensemble de dépendances fonctionnelles F tel que :
pour tout document T, (∃ i ∈ [1, . . . , n], T |= F i) =⇒ T |= F .
Autrement dit, tout document XML qui satisfait les dépendances d’un système local doit
satisfaire aussi les dépendances du système global. Avoir F comme ensemble de XFD au
niveau de notre système global, va nous permettre d’assurer la cohérence entre les données
XML se trouvant au niveau des systèmes locaux. Pour remplir cette condition, l’ensemble
F doit être maximal, c’est à dire qu’il ne sera donc pas possible de trouver une dépendance
XFD (i) qui peut être engendrée par tous ou une partie parmi les ensembles F 1, · · · ,F n ;
(ii) qui est satisfaite par tous les documents XML dans X1, · · · , Xn ; et (iii) qui ne soit pas
dans F .
Pour des raisons de simplicité, nous allons supposer que nous avons deux sources locales
mais notre méthode peut être facilement adaptée pour n sources locales. Dans le cas où
n = 2, nous disposons donc de deux sources locales S1 = (D1,F 1, X1) et S2 = (D2,F 2, X2)
où Dk est le schéma, F k est l’ensemble des XFD et Xk est l’ensemble des documents XML.
Il est possible que la manière de représenter les données dans chaque système ne soit pas
forcément la même. Une même information peut être représentée différemment selon qu’on
est dans le système S1 ou qu’on est dans le système S2. Prenons par exemple la Figure 4.8(a)
qui illustre l’ensemble des chemins simples IP1 pour le schéma D1, et la la Figure 4.8(b)
qui illustre l’ensemble des chemins simples IP2 pour le schéma D2. Dans le schéma de la
Figure 4.8(a), les publications sont organisées comme une collection de papiers où pour
chaque papier on connaît les informations sur le titre, la conférence dans laquelle il est
publié, l’année de publication, le nombre de pages et les auteurs. Par contre dans le schéma
de la Figure 4.8(b), les publications sont organisées comme une collection de conférences où
pour chaque conférence on connaît son nom, l’année et la ville où elle a lieu, la liste des
papiers avec leur titre, nombre de pages et auteurs. Comme nous pouvons le constater, tous
les deux schémas représentent les mêmes données (des publications) mais la façon dont elles
sont organisées n’est pas pareille. Aussi un schéma possède des informations qu’un autre
n’a pas. Par exemple comme information commune, le chemin pub/paper/authors dans IP1
représente la même information que le chemin pub/con f /paper/writers à savoir les auteurs ;
et comme information diverse l’ensemble IP2 contient le chemin pub/con f /@city alors que
son chemin équivalent n’est pas dans IP1.
Pour résoudre ce problème de sémantique entre les deux sources S1 et S2, nous allons
supposer que la table de correspondance (Tableau 4.5) entre les chemins des deux schémas
D1 et D2 nous a été donnée. Dans cette table, chaque chemin de l’ensemble IP1 est associé
à son chemin équivalent dans IP2 et vice-verca. Cela va donc permettre de savoir qu’une
donnée dans D1 représente la même information qu’une autre donnée dans D2. A partir du
Tableau 4.5 nous définissons deux fonctions de traductions Φ1 et Φ2 :
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paper
title conf year pages authors
author
nameA aff
paper
pub
author
conf
pub
name year city paper
title pages writers
nameW aff
paper
conf
. . .
. . .
. . .
. . .
. . .
(a)
(b)
Figure 4.8 – Deux schémas D1 (a) et D2 (b) représentant les mêmes données de façon différentes.
– la fonction Φ1 est définie de IP2 → IP1 ∪ IP2 : étant donné le chemin P ∈ IP2, Φ1(P)
donne son chemin équivalent dans IP1 s’il existe ; sinon il renvoie P.
– la fonction Φ2 est définie de IP1 → IP1 ∪ IP2 : étant donné le chemin P ∈ IP1, Φ2(P)
donne son chemin équivalent dans IP2 s’il existe ; sinon il renvoie P.
Dans la suite nous allons utiliser k et k pour indiquer deux sources qui sont symétriques
(par exemple lorsque k = 1, k = 2 et lorsque k = 2, k = 1).
Chemin dans IP1 Chemin dans IP2
pub/paper/title pub/con f /paper/title
pub/paper/year pub/con f /year
pub/paper/con f pub/con f /name
pub/paper/authors pub/con f /paper/writers
pub/paper/year pub/con f /paper/year
Tableau 4.5 – Tableau de correspondances entre les chemins de IP1 et IP2.
Exprimer la sémantique entre deux schémas est un vrai problème, qui est surtout posé
lors de l’interopérabilité entre deux systèmes. Il faut permettre aux deux systèmes de pou-
voir parler le même langage pour qu’il puissent se comprendre lors de leurs échanges. Il
existe plein de travaux dans ce sens dans la littérature et diverses solutions ont été propo-
sées, comme les outils Coma 2.0/3.0, XClust [79], XS3 [116], Cupid, AgreementMaker. Les
auteurs de l’article [3] font un panorama sur les différentes techniques utilisées pour faire le
matching entre schémas et proposent un comparatif entre ces techniques.
4.7.1 Méthode pour calculer l’ensemble maximal de XFD F
A partir de deux ensembles de XFD F 1, F 2 nous souhaitons calculer le plus grand
ensemble de XFD F pour permettre la cohabitation entre les documents XML qui vérifient
F 1 et ceux qui vérifient F 2 sans qu’il n’y ait de contradiction entre les documents. L’objectif
est donc de faire une intégration des dépendances XFD au niveau d’un système global qui
centralise les données provenant de plusieurs systèmes locaux.
L’Algorithme 4 permet d’obtenir le plus grand ensemble de dépendances fonctionnelles
en se basant sur la démarche suivante :
1. calculer F+1 et F
+
2 pour avoir toutes les XFD qu’on peut déduire à partir de F 1 et F 2 ;
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2. ensuite chaque dépendance f dans F+k (k ∈ [1, 2]) est analysée pour savoir si elle peut
être violée par les documents provenant de la source symétrique Sk. Cette vérification
n’est pas faite au niveau des documents XML mais plutôt au niveau de l’ensemble F k.
La dépendance f = (C, (X → B)) est analysée et ajoutée à F lorsqu’une des conditions
ci-dessous est satisfaite :
(a) il n’existe pas de chemin dans IPk équivalent au chemin de la partie droite C/B
de f (ligne 4). Dans ce cas les documents de Sk ne peuvent pas violer f ∈ F
+
k .
L’information que porte le chemin C/B n’est pas présente dans les documents de
Sk ce qui fait que la dépendance f ne les concerne pas ;
(b) il n’existe pas d’ensemble de chemins dans IPk équivalent aux chemins de la partie
gauche C/X de f (ligne 6). Les informations que portent les chemins dans C/X
ne sont pas présentes dans les documents de Sk ce qui fait que la dépendance f
ne les concerne pas. On est donc dans la même situation qu’au (a), les documents
de Sk ne peuvent pas violer f ∈ F
+
k ;
(c) lorsque les deux conditions (a) et (b) ne sont pas vérifiées, cela veut dire que les
informations que portent les chemins dans C/X et C/B sont présentes dans les
documents de Sk. Dans ce cas on va vérifier si F k peut engendrer f (ligne 8).
Si c’est le cas alors f est satisfaite par tous les documents de Sk et donc peut
être ajoutée à F . Dans le cas contraire il peut exister des documents de Sk qui
violent f et donc on a une incohérence entre les documents des deux sources. La
dépendance f est alors à écarter.
La conclusion qu’on peut tirer est la suivante : si f peut être violée par certains
documents XML alors f ne peut pas être dans F , sinon f est ajoutée à F .
Algorithme 4 integrationXFD(F 1,F 2) : XFD assurant l’interoperabilité de S1 et S2
Entrée :
– Ensemble de XFD F 1 pour le schéma D1
– Ensemble de XFD F 2 pour le schéma D2
– L’ensemble des chemins IP1 obtenus à partir de D1
– L’ensemble des chemins IP2 obtenus à partir de D2
– Fonctions de traductions Φ1 et Φ2
Sortie : L’ensemble des XFD F pour le système global S
1: F := ∅
2: pour k := 1 à 2 faire
3: pour tout (C, (X → B)) ∈ F+k faire
4: si Φk(C/B) 6∈ IPk alors
5: F := F ∪ {(C, (X → B))}
6: sinon si Φk(C/X) 6⊆ IPk alors
7: F := F ∪ {(C, (X → B))}
8: sinon si Φk(C/B) ∈ Φk(C, X)
+
F k
alors
9: F := F ∪ {(C, (X → B))}
10: fin si
11: fin pour
12: fin pour
13: retourner F
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Le schéma de notre application pour calculer F est illustrée dans la Figure 4.9. Le « mat-
ching » entre les schémas est assuré par les outils comme Coma ou XClust dédiés à cela
ou un humain. Le tableau de correspondance entre les chemins des schémas est le résultat
de la phase de « matching ». Notre système d’axiomes que nous avons prouvé correct et
complet est utilisé pour raisonner sur les XFD. L’application reçoit donc les ensembles de
XFD F 1 et F 2, applique l’Algorithme 4 et nous donne en sortie l’ensemble F . Nous allons
maintenant prouver que l’ensemble F calculé par l’Algorithme 4 est bien l’ensemble que
nous souhaitons.
f 6∈ F f ∈ F
F
F1
F2
∀ f = (C, (X → A)) ∈ F+
i
No
C/A ∈ (C,X)+F i¯
?
C/X ⊆ IPi¯ ?
C/A ∈ IPi¯ ?
No
No
Yes
Yes
Yes
Schema Matching
tools such as Cupid
Coma++, XClust, XS3
AgreementMaker
D1
D2
Ontology
Alignment A
Axiom System
for XFD
Figure 4.9 – Schéma de l’application pour calculer F .
Définition 4.24 (XFD concernant un ensemble et pas un autre)
Soient F 1 un ensemble de XFD défini sur l’ensemble des chemins IP1, et F 2 un ensemble de
XFD défini sur l’ensemble des chemins IP2. Nous définissons l’ensemble des XFD concernant
F 1 et pas F 2, noté KF 1/F 2 , l’ensemble suivant :
KF 1/F 2 = {(C, (X → A)) | (C, (X → A)) ∈ F
+
1 et [C/X ⊆ (IP1\ IP2) ou C/A ∈ (IP1\ IP2)]}

Intuitivement pour deux ensembles F 1 et F 2 , KF 1/F 2 contient toutes les XFD f qu’on
peut engendrer à partir de F 1 et qui ne peuvent pas être violées par les documents dans X2
pour l’une des raisons suivantes :
1. le chemin droit de f est un chemin dans IP1 mais qui n’est pas IP2 ou
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2. les chemins dans la partie gauche de f sont des chemins dans IP1 mais qui ne sont pas
IP2.
Nous allons prouver que F est un ensemble dans F+1 ∪F
+
2 qui contient les dépendances
caractérisées par le théorème ci-dessous :
Théorème 4.1 Soient F 1, F 2 deux ensembles de XFD. L’ensemble F retourné par la fonction
integrationXFD(F 1,F 2) (Algorithme 4), est tel que :
F = (F+1 ∩ F
+
2 ) ∪ KF 1/F 2 ∪ KF 2/F 1
Démonstration. La preuve est triviale en suivant les étapes de l’Algorithme 4. Nous retrou-
vons le calcul de :
– (F+1 ∩ F
+
2 ) entre les lignes 8 et 10
– KF 1/F 2 entre les lignes 4 et 7 lorsque k vaut 1
– KF 2/F 1 entre les lignes 4 et 7 lorsque k vaut 2 ⊳
Il reste à prouver que F est le plus grand ensemble qu’on peut avoir pour le système
global S dans l’ensemble F+1 ∪ F
+
2 .
Théorème 4.2 Soient F 1, F 2 deux ensembles de XFD tels que F 1 est défini sur les docu-
ments de X1 et F 2 est défini sur les documents de X2. L’ensemble F retourné par la fonction
integrationXFD(F 1,F 2) (Algorithme 4), est le plus grand sous-ensemble de F+1 ∪ F
+
2 tel que,
sans prendre en compte les données, nous pouvons garantir que X1 |= F et X2 |= F .
Démonstration. Prouver que X1 |= F et X2 |= F est très facile. Nous savons que X1 |= F 1
et par conséquent X1 |= F+1 . Et comme (F
+
1 ∩ F
+
2 ) ⊆ F
+
1 alors X1 |= (F
+
1 ∩ F
+
2 ). Nous
savons aussi que KF 1/F 2 ⊆ F
+
1 ce qui a pour conséquence X1 |= KF 1/F 2 . Comme les
dépendances qui sont dans KF 2/F 1 n’ont rien avoir avec les documents de X1 alors on a
X1 |= KF 2/F 1 . Nous pouvons donc conclure que X1 |= F . Avec un raisonnement similaire,
on obtient X2 |= F .
Ensuite nous allons prouver par contradiction que F est le plus grand sous-ensemble
de F+1 ∪ F
+
2 assurant la propriété du théorème. Supposons qu’il existe un ensemble XFD G
inclus dans F+1 ∪F
+
2 tel que F ⊂ G et Xk |= G pour k = 1, 2. Soit f = (C, (X → A)) une XFD
dans G qui n’est pas dans F . Comme (C, (X → A)) 6∈ F et que (C, (X → A)) ∈ F+1 ∪ F
+
2 ,
nous savons que :
1. C/A est dans IP1 et C/A est dans IP2 ; sinon f aurait été ajouté à F à l’étape 4 dans
l’Algorithme 4 ;
2. C/X est inclus dans IP1 et IP2 ; sinon f aurait été ajouté à F à l’étape 6 dans l’Algo-
rithme 4 ;
3. C/A ∈ X+
F 1
et C/A 6∈ X+
F 2
ou l’inverse ; sinon f aurait été ajouté à F à l’étape 8 dans
l’Algorithme 4 ;
D’après le cas 3, nous savons que (C, (X → A)) ∈ F+1 mais (C, (X → A)) 6∈ F
+
2 . Dans cette
situation, d’après les cas 1-2 ci-dessus, les documents dans X2 peuvent violer (C, (X → A)).
Ceci est donc une contradiction avec notre hypothèse qui nous dit qu’il est toujours vrai que
Xi |= G pour k = 1, 2.
⊳
Nous pouvons prouver le résultat suivant, découlant du Théorème 4.2 et qui positionne
la fermeture de l’ensemble F par rapport à F+1 ∪ F
+
2 . Une illustration du Corollaire 4.1 est
faite dans la Figure 4.10.
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Corollaire 4.1 F+ ∩ (F+1 ∪ F
+
2 ) = F .
Démonstration. Soit (C, (X → A)) une XFD dans F+ qui n’est pas F . Ainsi (C, (X → A))
n’est pas non plus dans F+1 ∪ F
+
2 . En effet si (C, (X → A)) était dans F
+
1 ∪ F
+
2 , d’après le
Théorème 4.2, il ne serait pas toujours possible d’avoir Xk |= (C, (X → A)). Cette situation
est impossible car (C, (X → A)) ∈ F+ et nous avons l’assurance que Xk |= F pour k = 1, 2.
⊳
F
+ F F
+
1 ∪ F
+
2
Figure 4.10 – Résultat du Corollaire 4.1.
4.7.2 Vers une version optimisée
L’Algorithme 4 dépend de deux principales fonctions : l’Algorithme 3 qui calcule la
fermeture d’un ensemble de XFD (F+) et l’Algorithme 2 qui calcule la fermeture d’un en-
semble de chemins ((C, X)+). Comme prévu c’est le calcul des F+k (k ∈ [1, 2]) qui prend la
majeure partie du temps nécessaire pour l’Algorithme 4. Ainsi l’Algorithme 4 analyse un
nombre exponentiel de XFD (créées par l’Algorithme 3) ce qui fait que sa complexité est
exponentielle par rapport à la taille des IPk.
Il est important de noter que nous ne pouvons pas juste remplacer F+i par F i à la
ligne 3 dans l’Algorithme 4. Pour comprendre cela, considérons les ensembles F 1 et F 2 à
partir desquels on peut engendrer la dépendance f par différentes séquences de dériva-
tion. Supposons que pour F 1 nous avons f1, . . . , fk, . . . , f tandis que pour F 2 nous avons
f ′1, . . . , f
′
k, . . . , f . De plus supposons aussi qu’à cause des conditions des lignes 4, 6 et 8, les
dépendances fk et f ′k ne sont pas ajoutées dans F et donc la dérivation de f ne sera pas
possible par F retourné par l’Algorithme 4. Ce serait donc une grosse erreur que F 6|= f ,
puisque f est dérivée par F 1 et F 2. C’est pour cela que l’Algorithme 4 prend en compte
toutes les XFD dans la fermeture de F 1 et F 2. Mais cette solution implique la génération
d’un ensemble avec un très grand nombre de XFD et qui n’est pas manipulable. Pour pouvoir
améliorer l’Algorithme 4 nous allons proposer une autre méthode qui utilise les ensembles
F k au lieu de F
+
k mais qui traite plus finement les cas où une dépendance n’est pas ajoutée
à F afin d’éviter que F ne puisse pas engendrer d’autres dépendances que les ensembles
F 1 et F 2 dérivent. La complexité de la nouvelle méthode n’aura pas le facteur 2n (n = | IPk|)
qui est présent dans celui de l’Algorithme 4. En conclusion, la nouvelle méthode va s’exé-
cuter plus rapidement et produira un ensemble avec beaucoup moins de XFD, et qui sera
exploitable.
4.7.3 Méthode pour calculer une couverture de F
Dans cette section nous présentons l’Algorithme 5 qui génère l’ensemble de XFD coverF
équivalent au plus grand ensemble de XFD F calculé par l’Algorithme 4. Elle prend aussi
en paramètre deux ensembles de XFD F 1 et F 2.
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Avant de comprendre le fonctionnement de l’Algorithme 5, nous allons définir deux
sous-ensembles de la fermeture d’un ensemble de chemins. Pour un ensemble de chemins,
nous définissons une étape de la fermeture en faisant un pas vers l’avant ou un pas vers
l’arrière.
Définition 4.25 (Un pas de la fermeture d’un ensemble de chemins)
Soit X un ensemble de chemins et C un chemin simple qui sera le contexte. Soit ~E le
vecteur de types d’égalité associé à l’ensemble X. La fermeture en un seul pas de (C, X)
par rapport à F , notée (C, X[~E])(1)
F
, est l’ensemble de chemins C/{P1[E′1], . . . , Pn[E
′
n]}
tel que chaque dépendance (C, (X[~E] → Pi[E′i ])), i ∈ [1, · · · , n] peut être engendrée
à partir de F avec une séquence de dérivation αi et la longueur de la sous-séquence
αi(F ) est d’au plus 1. Formellement, (C, X[~E])
(1)
F
= {C/P[E′] | F ⊢ (C, (X[~E] →
P[E′])) est obtenue avec une séquence de dérivation αi, et la longueur de la sous-séquence αi(F )
est d’au plus 1}.
Lorsqu’il n’y a pas d’ambiguïté sur l’ensemble F utilisé, on le note (C, X[~E])(1).

Définition 4.26 (Un pas de la fermeture inverse d’un ensemble de chemins)
Soit X un ensemble de chemins et C un chemin simple qui sera le contexte. Soit ~E
le vecteur de types d’égalité associé à l’ensemble X. La fermeture inverse en un seul
pas de (C, X) par rapport à F , notée (C, X[~E])(−1)
F
, est l’ensemble minimal d’ensemble
de chemins {C/Y1[~E′1], . . . , C/Yn[~E
′
n]} tel que C/X[~E] soit inclus dans chaque ensemble
(C, Y1[~E′1])
(1), · · · , (C, Yn[~E′n])
(1). Formellement, (C, X[~E])(−1)
F
= {C/Y[~E′] | C/X[~E] ∈
(C, Y[~E′])(1) et il n’existe pas C/Y′[ ~E′′] ∈ (C, X[~E])(−1)
F
tel que C/Y′[ ~E′′] ⊂ C/Y[~E′]}.
Lorsqu’il n’y a pas d’ambiguïté sur l’ensemble F utilisé, on le note (C, X[~E])(−1).

Nous allons maintenant expliquer le fonctionnement de l’Algorithme 5. L’Algorithme 5
utilise le même raisonnement que dans l’Algorithme 4 en analysant les XFD des ensembles
F k (k ∈ [1, 2]) au lieu de celles des ensembles F
+
k (k ∈ [1, 2]). Chaque dépendance f =
(C, (X → B)) dans F k est analysée et ajoutée à coverF selon les conditions établies aux
points (2a)-(2c) au début de la section 4.7.1 (Page 65). Nous retrouvons la vérification de ces
conditions aux lignes 7 à 12 dans l’Algorithme 5. Si ces conditions sont vérifiées, c’est à dire
f ne viole pas de documents du système symétrique, alors f est ajoutée à coverF sinon un
traitement spécial est fait à la dépendance f .
Aux lignes 15 à 20, l’Algorithme 5 prend en compte le fait qu’en travaillant avec F k,
certaines XFD dans F+k peuvent être oubliées. L’exemple 4.16 illustre bien cette situation qui
est expliquée dans la section 4.7.2.
Exemple 4.16 Soient F 1 = {(C, (A → B)), (C, (B → M)), (C, (M → D)), (C, (D →
E)), (C, (O → Z)), (C, ({F, D} → E))} et F 2 = {(C, (A → B)), (C, (B → M)), (C, (B →
O)), (C, (O → E)), (C, (D → N)), (C, ({F, M} → O))}. Sans les lignes 15-20 de l’Algo-
rithme 5, les dépendances (C, (A → E)) et (C, ({F, M} → E)) dérivées par F 1 et F 2,
ne seront pas dérivées par coverF qui sera égal à l’ensemble { (C, (A → B)), (C, (B →
M)), (C, (O → Z)), (C, (D → N)) }.
⊠
Comme nous pouvons le constater dans l’exemple 4.16, puisque certaines dépendances
de F 1 et F 2 ne peuvent pas être ajoutées à coverF , coverF ne peut pas engendrer (C, (A →
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Algorithme 5 integrationXFDv2(F 1,F 2) : XFD assurant l’interoperabilité de S1 et S2
Entrée :
– Ensemble de XFD F 1 pour le schéma D1
– Ensemble de XFD F 2 pour le schéma D2
– L’ensemble des chemins IP1 obtenus à partir de D1
– L’ensemble des chemins IP2 obtenus à partir de D2
– Fonctions de traductions Φ1 et Φ2
Sortie : L’ensemble des XFD coverF pour le système global S
1: coverF := ∅
2: pour k := 1 à 2 faire
3: G1 := F k % G1 contient les XFD à analyser %
4: G2 := ∅ % G2 contient les XFD à écarter de coverF %
5: G3 := ∅ % G3 contient les XFD à ajouter à coverF %
6: pour tout (C, (X → B)) ∈ G1 faire
7: si Φk(C/B) 6∈ IPk alors
8: G3 := G3 ∪ {(C, (X → B))}
9: sinon si Φk(C/X) 6⊆ IPk alors
10: G3 := G3 ∪ {(C, (X → B))}
11: sinon si Φk(C/B) ∈ Φk(C, X)
+
F k
alors
12: G3 := G3 ∪ {(C, (X → B))}
13: sinon
14: % une XFD f est ajoutée à G1 seulement si f 6∈ G1 ∪G2 ∪G3 %
15: H := closure1Step(C, B, G1 ∪ G3) \ {C/B}
16: G1 := G1 ∪ {(C, (X → D)) | C/D ∈ H}
17: K := inverseClosure1Step(C, X, G1 ∪ G3) \ {C/X}
% Rappelons que K est un ensemble d’ensembles de chemins %
18: G1 := G1 ∪ {(C, (Y → B)) | C/Y ∈ K}
19: G1 := G1 ∪ {(C, (Z → B)) | (C, (Z → B)) est obtenue en utilisant l’axiome A4
sur (C, (X → B))} % Z contient les préfixes des chemins de X ou B %
20: G1 := G1 ∪ {(C, (X, W → V)) | (C, (X, W → V)) est obtenue en utilisant
l’axiome A12 sur (C, (X → B)) et (C, (B, W → V)) ∈ G1 ∪ G3}
21: G2 := G2 ∪ {(C, (X → B))}
22: fin si
23: G1 := G1 \ {(C, (X → B))}
24: fin pour
25: coverF := coverF ∪ G3
26: fin pour
27: retourner coverF
E)) sans les lignes 15-20 de l’Algorithme 5. Soit f = (C, (X → B)) une des dépendances
ayant échouées aux tests des lignes 7 à 12 de l’Algorithme 5. Pour éviter que les dépendances
comme (C, (A → E)) de l’exemple 4.16 ne soient pas dérivées par coverF , l’Algorithme 5
calcule aux lignes 15 à 20 pour chaque XFD f , les dépendances de la forme f j = (C, (Y →
A)) telles que :
(i) C/X ∈ (C, Y)(1) et A = B ou
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(ii) C/Y = C/X et C/A ∈ (C, B)(−1) ou
(iii) C/A = C/B et f j est obtenue en appliquant l’axiome A4 sur f , ou
(iv) Y = X ∪Y1 et f j est obtenue en appliquant l’axiome A12 sur f et (C, (B, Y1 → A))
Les tests des lignes 7-12 seront ensuite exécutés sur les nouvelles dépendances f j. Dans ce
sens, nous ne calculons pas toute la fermeture de F k mais nous calculons plutôt une partie
de la fermeture si besoin. Ainsi pour calculer juste une partie de la fermeture d’un ensemble
de XFD, nous utilisons deux fonctions : closure1Step et inverseClosure1Step. La fonction
closure1Step calcule une étape de la fermeture d’un ensemble de chemins ((C, X)(1)). Quand
à la fonction inverseClosure1Step, elle considère les XFD dans le sens inverse et calcule une
étape de la fermeture inverse ((C, X)(−1)) en allant vers l’arrière. Ces deux fonctions seront
expliquées en détails après. L’exemple suivant illustre le calcul effectué aux lignes 15-20 de
l’Algorithme 5.
Exemple 4.17 Considérons les ensembles F 1 et F 2 de l’exemple 4.16. Le Tableau 4.6 nous
montre les dépendances obtenues en considérant chaque XFD dans F 1 (ligne 3 de l’Al-
gorithme 5). La première colonne de ce tableau indique les dépendances de G1 qui sont
analysées. La seconde colonne indique les XFD qui sont ajoutées à G1 lors de l’exécution des
lignes 15-20. Finalement la troisième colonne indique les XFD qui sont insérées dans coverF .
G1 (XFD analysées) Ajout à G1 Contenu de coverF
(C, (A → B)) (C, (A → B)) (cond. ligne 11)
(C, (B → M)) (C, (B → M)) (cond. ligne 11)
(C, (M → D)) (C, (M → E))
(C, (B → D))
(C, ([ ]→ D))
(C, ({F, M} → E))
(C, (D → E)) (C, ([ ]→ E))
(C, (O → Z)) (C, (O → Z)) (cond. ligne 7)
(C, (M → E)) (C, (B → E))
(C, (B → D)) (C, (A → D))
(C, ({F, M} → E)) (C, ({F, M} → E)) (cond. ligne 11)
(C, (B → E)) (C, (B → E)) (cond. ligne 11)
(C, (A → D)) (C, (A → E))
(C, (A → E)) (C, (A → E)) (cond. ligne 11)
Tableau 4.6 – Calcul d’une partie de coverF : XFD obtenue en considérant F 1
Le Tableau 4.6 est construit en suivant l’exécution de l’Algorithme 5. Par exemple considé-
rons la troisième ligne de ce tableau : le cas où la XFD (C, (M → D)) appartenant à F 1 est
choisie à la ligne 6 de l’Algorithme 5. Cette dépendance ne vérifie aucune condition parmi
les conditions des lignes 7, 9 et 11. Nous avons :
– lorsque la ligne 15 est exécutée, l’ensemble H = {C/E} est calculé puisque
closure1Step(C, D, F 1) donne {C/D, C/E}. Par conséquent la XFD (C, (M → E))
est ajoutée à G1 (ligne 16) ;
– lorsque la ligne 17 est exécutée, l’ensemble K = {{C/B}} est calculé puisque
inverseClosure1Step(C, D, F 1) donne {{C/B}, {C/M}}. Par conséquent la XFD
(C, (B → D)) est ajoutée à G1 (ligne 18) ;
– lorsque la ligne 19 est exécutée, la XFD (C, ([]→ D)) est ajoutée à G1 ;
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– lorsque la ligne 20 est exécutée, la XFD (C, ({F, M} → E)) est ajoutée à G1 puisque en
se servant de l’axiome A12 (Pseudo-transitivité) sur (C, (M → D)) et (C, ({F, D} →
E)) on obtient (C, ({F, M} → E)).
Notons que ces quatre XFD seront analysées plus tard (lignes 6, 7 et 8 du Tableau 4.6).
Les dépendances (C, (M → E)) et (C, (B → D)) ne seront pas ajoutées à coverF mais
vont générées d’autres XFD comme par exemple (C, (A → E)) qui sera finalement ajoutée
à coverF . La dépendance (C, ({F, M} → E)) sera ajoutée à coverF lors de son analyse.
Nous avons vu dans l’exemple 4.16 que sans les lignes 15-20 les dépendances (C, (A → E))
et (C, ({F, M} → E)) ne peuvent pas être engendrées par coverF , et dans cet exemple
nous voyons comment les lignes 15-20 permettent à coverF d’engendrer (C, (A → E)) et
(C, ({F, M} → E)).
⊠
Fonctions closure1Step et inverseClosure1Step. Pour pouvoir calculer une partie de la
fermeture d’un ensemble de XFD, nous allons introduire deux fonctions : closure1Step et
inverseClosure1Step.
La fonction closure1Step calcule une étape de la fermeture d’un ensemble de chemins
((C, X)(1)). Plus précisément si nous prenons l’Algorithme 2, pour l’ensemble de chemins
C/X, la fonction closure1Step calcule C/X(1). Le code de la fonction closure1Step revient
à supprimer la boucle « tant que » de l’Algorithme 2 pour que les instructions ne soient
exécutées qu’une seule fois. Nous trouverons donc le code de la fonction closure1Step dans
l’Algorithme 6.
La fonction inverseClosure1Step considère les XFD dans le sens inverse et calcule, pour
un ensemble de chemins, une étape de la fermeture inverse ((C, X)(−1)) en allant vers l’ar-
rière. Cette fonction est implémentée par l’Algorithme 7. Le résultat est un ensemble S
contenant des ensembles de chemins. Mais avant de passer à l’algorithme, nous allons défi-
nir l’opérateur ⊎ sur des ensembles d’ensembles :
Définition 4.27 (Distribution de l’union)
Soient deux ensembles S1, S2 qui contiennent des ensembles d’éléments. La distribution de
l’union de S1 et S2, notée S1 ⊎ S2, est définie comme suit :
S1 ⊎ S2 = {U | U = U1 ∪U2 où U1 ∈ S1 et U2 ∈ S2}
S1 ⊎ S2 contient tous les ensembles résultant de l’union de chaque élément U1 dans S1 avec
chaque élément U2 dans S2.

Pour illustrer l’opérateur ⊎ prenons l’exemple suivant :
Exemple 4.18 Considérons les ensembles S1 = {∅}, S2 = {{A, B}, {D}} et S3 = {{M, N}}.
Nous avons :
– S1 ⊎ S2 = {{A, B}, {D}} = S2
– S1 ⊎ S3 = {{M, N}} = S3
– S2 ⊎ S3 = {{A, B, M, N}, {D, M, N}}
⊠
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Algorithme 6 closure1Step(C, X,F ) : Fermeture en un pas d’un ensemble de chemins
Entrée :
– un ensemble fini de chemins simple IP
– un ensemble de XFD F
– un chemin contexte C et un ensemble de chemins X tel que C/X ⊆ IP
– un vecteur de types d’égalité ~E associé à X
Sortie : L’ensemble de chemins (C, X[~E])(1)
1: S := {[][N]} % grâce à l’axiome A7 %
2: T := {P[N] | P  Q et Q[N] ∈ X[~E]} ∪X[~E] % grâce aux axiomes A1 et A5 %
3: V := {P[N] | Q[E′] ∈ T ∪ S, Parent(P) = Q et Last(P) ∈ Σatt} % grâce à l’axiome A6 %
4: W := {P[V] | P[N] ∈ S ∪ T ∪V} % grâce à l’axiome A9 %
5: X(0) := S ∪ T ∪V ∪W
6: Y := {P[En+1] | il existe une XFD f ∈ F où f = (C, ({P1 [E1], . . . , Pn [En]} → P [En+1])) ou f =
(C′, ({Q/P1 [E1], . . . , Q/Pn [En]} → Q/P [En+1])) avec C = C′/Q, telle qu’une des conditions
ci-dessous soit satisfaite :
(a) {P1 [E1], . . . , Pn [En]} ⊆ X(0) ou % grâce à l’axiome A3 %
(b) ∃ P′1 [E1], . . . , P
′
n [En] ∈ X
(0) tel que ∀ k ∈ [1, . . . , n], Pk ∩ P  P′k
et (P′k  Pk ou P
′
k  P) % grâce à l’axiome A4 %
}
7: T := {P[N] | P  Q et Q[N] ∈ Y} ∪Y % grâce à l’axiome A5 %
8: V := {P[N] | Q[E′] ∈ T, Parent(P) = Q et Last(P) ∈ Σatt} % grâce à l’axiome A6 %
9: W := {P[V] | P[N] ∈ T ∪V} % grâce à l’axiome A9 %
10: X(1) := X(0) ∪ T ∪V ∪W
11: retourner C/X(1)
La ligne 1 initialise l’ensemble résultat S. Ensuite pour chaque chemin P dans X, l’Al-
gorithme 7 calcule (C, {P[E′]})(−1) et ensuite combine les résultats par la distribution de
l’union pour obtenir les ensembles de chemins dans (C, X[~E])(−1). L’intuition derrière cette
façon de procéder est la suivante :
– si X → {A, B} alors on a X → A et X → B ;
– si {X, Y} → {A, B} alors on a X → A et Y → B, ou X → B et Y → A, ou simplement
que {X, Y} → A et {X, Y} → B.
Les lignes 2-11 font l’initialisation de (C, {P[E′]})(−1). Pour cela l’Algorithme 7 stocke dans
R tous les ensembles de chemins qui impliquent le chemin P en utilisant les axiomes A7
(Unicité du contexte), A1 (Réflexivité), A5 (Unicité des ascendants), A6 (Unicité de l’attribut)
et A9 (De l’identité de nœud à l’égalité par valeur) :
– si P = [] comme n’importe quel chemin implique P (axiome A7), l’ensemble R est
initialisé avec des singletons formé chacun par un chemin de IP.
– si Last(P) est un élément (ligne 5), comme avec l’axiome A5 n’importe quel chemin Q
dont P est préfixe détermine P, l’ensemble R est initialisé avec des singletons formé
chacun d’un chemin Q. Rappelons que P  P, donc {P[E′]} ∈ R.
– si Last(P) est un attribut (ligne 7), en appliquant A6 nous avons (C, (Parent(P) → P).
L’ensemble R est initialisé avec deux ensembles : l’un contenant P lui même (A1) et
l’autre contenant son parent Parent(P) (A6).
– si Last(P) est une donnée (ligne 9) alors l’ensemble R est initialisé avec {P} à cause de
l’axiome A1.
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Algorithme 7 inverseClosure1Step(C, X,F ) : Une étape de la fermeture inverse d’un en-
semble de chemins
Entrée :
– un ensemble fini de chemins simple IP
– un ensemble de XFD F
– un chemin contexte C et un ensemble de chemins X tel que C/X ⊆ IP
– un vecteur de types d’égalité ~E associé à X
Sortie : L’ensemble de chemins (C, X[~E])(−1)
1: S := {∅}
2: pour tout chemin P[E′] ∈ X[~E] faire
3: si P = [] alors
4: R := {{Q[E′′]} | Q ∈ IP, E′′ = N ou E′′ = V}
5: sinon si Last(P) ∈ Σele alors
6: R := {{Q[N]} | P  Q}
7: sinon si Last(P) ∈ Σatt alors
8: R := {{P[E′]}} ∪ {{Parent(P)[E′′] | E′′ = N ou E′′ = V}}
9: sinon si Last(P) ∈ Σdata alors
10: R := {{P[E′]}}
11: fin si
12: R := {{Q[N]} | {Q[V]} ∈ R}
13:
14: Y1 := {{P1 [E1], . . . , Pn [En]} | il existe une XFD [(C, ({P1 [E1], . . . , Pn [En]} →
P′ [En+1])) ou (C′, ({Q/P1 [E1], . . . , Q/Pn [En]} → Q/P′ [En+1])) avec C = C′/Q]
dans F telle que P′ = P }
15:
16: Y2 := {{P1 [E1], . . . , Pn [En]} | il existe une XFD [(C, ({P′1 [E1], . . . , P
′
n [En]} →
P′ [En+1])) ou (C′, ({Q/P′1 [E1], . . . , Q/P
′
n [En]} → Q/P
′ [En+1])) avec C = C′/Q]
dans F telle que P′ = P et ∀ k ∈ [1, . . . , n], P′k ∩ P  Pk et (Pk  P
′
k ou Pk  P)}
17:
18: S := S ⊎ (R ∪Y1 ∪Y2)
19: fin pour
20: retourner minimiser(C/S)
– si l’égalité par valeur est associé à un chemin Q de R alors Q[N] est aussi un élément
de R (axiome A9).
A la ligne 14, Y1 contient tous les ensembles de chemins Z apparaissant à gauche d’une
dépendance dans F qui a le chemin P à droite c’est à dire (C, (Z → P)) ∈ F . A la ligne 16,
Y2 contient tous les ensembles de chemins respectant les conditions de l’axiome A4 (Branche
Préfixe) sur une dépendance de F ayant P comme chemin droit. N’oublions pas que pour Y1
et Y2 nous considérons aussi les dépendances de F sur lesquels on doit appliquer l’axiome
A8 (Extension du contexte) avant d’obtenir une dépendance avec le contexte C. Ensuite à
la ligne 18, la nouvelle valeur de S est obtenue en faisant la distribution de l’union (⊎) de
l’ancienne valeur de S et l’union de Y1, Y2 et R. Finalement l’ensemble S est réduite à la
ligne 20 par la fonction minimiser. La fonction minimiser supprime de S tous les ensembles
qui contiennent au moins un autre ensemble de S. L’exemple suivant illustre le fonctionne-
ment de l’Algorithme 7.
Exemple 4.19 Considérons l’ensemble F avec trois XFD : (C, (D → O)), (C, ({A, B} → O))
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et (C, ({M, N} → Q)). Aussi nous affirmons que Q ≺ J et que O ≺ I. Soit X = {O, Q} où les
derniers nœuds de O et Q sont des nœuds éléments. Cet exemple est simplifié en ne tenant
pas compte des types d’égalités. En déroulant l’Algorithme 7, nous obtenons à chaque étape
les résultats dans le tableau suivant :
1ère étape de la boucle 2ème étape de la boucle pour tout
chemin P ∈ X O Q
R (ligne 5) {{O}, {I}} {{Q}, {J}}
Y1 (ligne 14) {{A, B}, {D}} {{M, N}}
Y2 (ligne 16) {{[ ]}} {{[ ]}}
S (ligne 18) {{O}, {I}, {A, B}, {D}, {[ ]}} {{O, Q}, {O, J}, {O, M, N}, {O, [ ]},
{I, Q}, {I, J}, {I, M, N}, {I, [ ]},
{A, B, Q}, {A, B, J},
{A, B, M, N}, {A, B, [ ]},
{D, Q}, {D, J}, {D, M, N}, {D, [ ]},
{[ ], Q}, {[ ], J}, {[ ], M, N}, {[ ]}}
minimiser(S) {{O}, {I}, {A, B}, {D}, {[ ]}} {{O, Q}, {O, J}, {O, M, N},
(ligne 20) {I, Q}, {I, J}, {I, M, N},
{A, B, Q}, {A, B, J}, {A, B, M, N},
{D, Q}, {D, J}, {D, M, N}, {[ ]}
Tableau 4.7 – Calcul de S contenant les ensembles de chemin qui implique un chemin P en un pas.
L’ensemble résultat indique que les XFD comme (C, ({I, Q} → X)) ou (C, ({A, B, M, N} →
X)) sont dérivées à partir de l’ensemble initial F . Ainsi, l’Algorithme 7 retourne l’ensemble
S = {{C/O, C/Q}, {C/O, C/J}, · · · , {C/[ ]}}. Remarquons aussi que pour cet exemple, à
la ligne 17 de l’Algorithme 5 l’ensemble K va contenir tous les ensembles de chemins dans
S sauf {C/O, C/Q} qui correspond à notre X.
⊠
4.7.4 Calcul de la couverture de F : Preuve de correction
Dans cette section nous allons prouver que l’ensemble coverF retourné par l’Algo-
rithme 5 contient des XFD correctes, et est bien une couverture de F calculé par l’Algo-
rithme 4. Nous allons introduire le lemme suivant qui pour un ensemble de XFD F , nous
indique les dépendances qu’il faut ajouter à l’ensemble F \ { f } pour continuer à assurer la
dérivation de F+ \ { f }, c’est-à-dire continuer à dériver toutes les dépendances (si possible
f ) que F dérive.
Lemme 4.3 Soit F un ensemble de XFD défini sur l’ensemble des chemins IP, tel que (C, (X →
Y)) ∈ F . Soit H = {(C, (X, V → Y, V)) | V ⊆ IP} c’est-à-dire l’ensemble des XFD obtenues en
appliquant l’axiome A2 (Augmentation) sur la dépendance (C, (X → Y)). Soit (C, (Z1 → Z2)) une
XFD différente de (C, (X → Y)) et telle que (C, (Z1 → Z2)) 6∈ H. Si F ⊢ (C, (Z1 → Z2)) alors
G ⊢ (C, (Z1 → Z2)) où G est l’ensemble de XFD défini comme suit :
G = F ∪F 1 ∪ F 2 ∪ F 3 ∪ F 4 \ {(C, (X → Y))}
avec
F 1 = {(C, (X → V)) | V ∈ (C, Y)
(1)
F }
F 2 = {(C, (W → Y)) | W ∈ (C, X)
(−1)
F }
F 3 = {(C, (X′ → Y)) | X′ respecte les conditions de l’axiome A4 sur (C, (X → Y))}
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F 4 = {(C, (X, W → V)) | (C, (Y, W → V)) ∈ F et W ⊆ IP}
Démonstration. Supposons en premier que (C, (Z1 → Z2)) ∈ F . Comme (C, (Z1 → Z2)) est
différent de (C, (X → Y)) et G contient toutes les dépendances de F excepté (C, (X → Y))
alors nous avons G ⊢ (C, (Z1 → Z2)).
Dans le cas contraire (C, (Z1 → Z2)) 6∈ F . Comme F ⊢ (C, (Z1 → Z2)) cela veut dire
qu’il existe une séquence de dérivation α qui est une démonstration de (C, (Z1 → Z2)) à
partir de F . Lorsque α ne contient pas (C, (X → Y)) alors il est clair que G ⊢ (C, (Z1 → Z2)).
Nous allons maintenant considérer que α contient (C, (X → Y)). La preuve va consister à
construire à partir de α une nouvelle séquence de dérivation qui sera la démonstration de
(C, (Z1 → Z2)) à partir de G. Pour construire la nouvelle séquence de dérivation, on va isoler
la partie de la séquence α où (C, (X → Y)) intervient et on va remplacer toute cette partie
par une ou plusieurs dépendances qui appartiennent à G et qui sont dérivées en utilisant
(C, (X → Y)).
1. Soit la séquence de dérivation α1 = f1, · · · , fn telle que :
(a) chaque fi (1 ≤ i ≤ n) est dans α
(b) chaque fi (1 ≤ i ≤ n) est de la forme (C, (Xi → X) c’est à dire que X1, · · · , Xn
sont des ensembles de chemins dans (C, X)(−1)
F
.
Nous disons que α1 est la sous-séquence de α qui dérive l’ensemble X en une étape.
Puisque F ⊢ (C, (Xi → X)) et F ⊢ (C, (X → Y)) alors par transitivité (A3) F ⊢
(C, (Xi → Y)). Nous construisons la séquence α1 en remplaçant dans α la dépendance
(C, (X → Y))
par la séquence
(C, (X1 → Y)), · · · , (C, (Xn → Y)).
En considérant α1 nous venons de prouver que G ⊢ (C, (Z1 → Z2)) puisque chaque
XFD (C, (Xi → Y)) ∈ G (ensemble F 2 du lemme).
2. De façon similaire au cas 1, soit la séquence α2 qui est la sous-séquence de α qui dérive
les chemins Y1, · · · , Y2 en une étape à partir du chemin Y. Les chemins Y1, · · · , Yn sont
dans (C, Y)(1)
F
et puisque F ⊢ (C, (X → Y)) et F ⊢ (C, (Y → Yi)) alors par transitivité
(A3) F ⊢ (C, (X → Yi)). Nous construisons la séquence α2 en remplaçant dans α la
dépendance
(C, (X → Y))
par la séquence
(C, (X → Y1)), · · · , (C, (X → Yn)).
En considérant α2 nous venons de prouver que G ⊢ (C, (Z1 → Z2)) puisque chaque
XFD (C, (X → Yi)) ∈ G (ensemble F 1 du lemme).
3. De façon similaire au cas 1, soit la séquence α3 qui est la sous-séquence de α qui dérive
le chemin Y en une étape à partir de chaque ensemble Xi (i ∈ [1, · · · , n]) et en utilisant
l’axiome l’axiome A4 sur la dépendance (C, (X → Y)). Nous construisons la séquence
α3 en enlevant la dépendance (C, (X → Y)) de α. Puisque chaque XFD (C, (Xi → Y)) ∈
G (ensemble F 3 du lemme), nous venons de prouver que G ⊢ (C, (Z1 → Z2)).
4. De façon similaire au cas 1, soit la séquence α4 qui est la sous-séquence de α qui
dérive les dépendances (C, (X, Wi → Vi)) (i ∈ [1, · · · , n]) à partir de (C, (X → Y)) et
(C, (Y, Wi → Vi)) de deux manières différentes :
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– soit en utilisant l’axiome A2 pour obtenir (C, (X, Wi → Y, Wi)) et ensuite la tran-
sitivité (A3) pour obtenir (C, (X, Wi → Vi)) ;
– soit en appliquant directement l’axiome A12 sur (C, (X → Y)) et (C, (Y, Wi →
Vi)) pour obtenir (C, (X, Wi → Vi)).
Nous construisons la séquence α4 en remplaçant dans α la séquence α4 par la séquence
(C, (X, Wn → Vn)), · · · , (C, (X, Wn → Vn)). Puisque chaque XFD (C, (X, Wi → Vi)) ∈
G (ensemble F 4 du lemme), nous venons de prouver que G ⊢ (C, (Z1 → Z2)).
Nous venons de montrer qu’en utilisant des XFD dans l’ensemble F 1 ou F 2 ou F 3 ou
F 4, il est possible de trouver une démonstration de (C, (Z1 → Z2)) à partir de G. Nous
allons montrer qu’il existe au moins une telle séquence en se servant des XFD de F 1 ∪F 2 ∪
F 3 ∪ F 4. Pour cela montrons que si F 1 ∪ F 2 ∪ F 3 ∪ F 4 = ∅ et que F ⊢ (C, (Z1 → Z2))
alors la séquence α considérée précédemment ne peut pas contenir (C, (X → Y)). Cette
preuve sera faite par contradiction. Supposons que α contienne (C, (X → Y)) et que α
est construit à partir des axiomes élémentaires A1-A9. Notons que parmi les axiomes du
système d’axiomes, ceux qui s’appuient sur une ou plusieurs XFD pour dériver une nouvelle
XFD sont les axiomes A2, A3 et A4. Nous avons les différents cas suivants :
– α contient une seule dépendance qui est (C, (X → Y)). Dans ce cas (C, (X → Y)) est
le même que (C, (Z1 → Z2)) qui nous donne une contradiction avec notre hypothèse :
(C, (Z1 → Z2)) est différent de (C, (X → Y)).
– α contient plus d’une dépendance y compris (C, (X → Y)). Si la dépendance (C, (X →
Y)) est dans la séquence α alors l’un ou plusieurs des axiomes A2, A3 et A4 ont été
utilisé. Si l’axiome A2 a été utilisé alors on est dans le même cas que le cas 4 et donc
l’ensemble F 4 6= ∅ ce qui contredit notre hypothèse. Si l’axiome A3 a été utilisé alors
on est dans le cas 1 ou le cas 2 et donc l’ensemble F 1 6= ∅ ou l’ensemble F 3 6= ∅ ce
qui contredit notre hypothèse. Si l’axiome A4 a été utilisé alors on est dans le même
cas que le cas 3 et donc l’ensemble F 3 6= ∅ ce qui contredit notre hypothèse.
Ceci prouve donc que si F 1 ∪F 2 ∪F 3 ∪F 4 = ∅ et que F ⊢ (C, (Z1 → Z2)) alors la séquence
α considérée précédemment ne peut pas contenir (C, (X → Y)).
⊳
Remarquons que la dérivation de f à partir du nouvel ensemble G n’est pas garantie
mais reste possible. Dans le cas où G ⊢ f nous avons G équivalent à F . Nous pouvons aussi
voir l’ensemble F 1 ∪ F 2 ∪ F 3 ∪ F 4 du Lemme 4.3 comme le sous-ensemble indispensable
de l’ensemble des XFD qu’on peut « ne pas pouvoir dériver » en enlevant f de F . Grâce au
Lemme 4.3 nous pouvons maintenant prouver que l’ensemble coverF est équivalent à F en
d’autres termes que coverF+ = F+.
Théorème 4.3 coverF ≡ F : l’ensemble coverF , retourné par l’Algorithme 5, est équivalent à (ou
est une couverture de) l’ensemble F = (F+1 ∩ F
+
2 ) ∪ KF 1/F 2 ∪ KF 2/F 1 .
Démonstration. La preuve sera composée de trois parties : (A) l’Algorithme 5 termine, (B)
∀ f ∈ coverF , F ⊢ f et (C) ∀ f ∈ F , coverF ⊢ f .
Fait A : l’Algorithme 5 termine.
Pour chaque XFD h = (C, (Y → A)) qui est considérée à la ligne 6 de l’Algorithme 5,
la dépendance h est ajoutée à coverF grâce aux tests des lignes 7-12 ou h est analysée et
implique l’ajout de 0 ou plusieurs dépendances dans G (lignes 13-20).
Rappellons que l’ensemble (C, Y)+ par rapport à F k est fini et est calculé en ajoutant à
chaque itération i de l’Algorithme 2, un ensemble de chemins Zk à (C, Y)+F k . Cette procédure
78 Chapitre 4. Intégration de dépendances fonctionnelles XML
continue jusqu’à ce que aucun ajout ne soit possible dans (C, Y)+F k . L’ensemble de chemins
Zk (1 ≤ k ≤ n) est obtenue par plusieurs appels successives de la fonction closure1Step
(Algorithme 6). Ainsi, nous affirmons que Zn ⊆ Yn = closure1Step(C, Yn−1,F k), . . ., Z2 ⊆
Y2 = closure1Step(C, Y,F k).
Les fonctions closure1Step(C, A,F i) et inverseClosure1Step(C, Y,F i) suivent les XFD
vers l’avant ou l’arrière, en visitant les chemins qui sont dans (C, Y)+F k . Et comme (C, Y)
+
F k
est
fini, le nombre d’appels de closure1Step(C, A,F k) ou inverseClosure1Step(C, Y,F k) est aussi
fini. Nous concluons que l’Algorithme 5 termine à cause de l’une des raisons suivantes :
– une nouvelle XFD ajoutée à G grâce à h, est aussi ajoutée à coverF ;
– une nouvelle XFD engendrée aux lignes 15-20 à partir de h, correspond à une XFD déjà
traitée et donc n’est plus ajoutée à G ;
– la dépendance h = (C, (Y → A)) est telle que inverseClosure1Step(C, Y,F i) = ∅ et
closure1Step(C, A,F i) = ∅, et donc aucune XFD n’est ajoutée à G.
Fait B : ∀ f ∈ coverF , F ⊢ f (ou coverF+ ⊆ F+).
En fait nous pouvons prouver que coverF ⊆ F (qui est plus fort que prouver juste que
F ⊢ f pour toute XFD f ∈ coverF ). A partir de l’Algorithme 5, deux types de XFD sont
ajoutées à coverF :
1. Celles qui sont dans F 1 ou F 2 et qui réussissent aux tests des lignes 7, 9 et 11. Sans
surprise, selon le contenu de F (Théorème 4.1), ces XFD sont aussi F .
2. celles qui sont dérivées à partir de F 1 ou F 2 (lignes 15 à 20) et qui aussi réussissent
aux tests des lignes 7, 9 et 11. Pour ce cas, considérons une XFD g = (C, (X → B))
appartenant G pour qui les lignes 15 à 20 de l’Algorithme 5 sont exécutées :
– d’après la ligne 16 on obtient g1 = (C, (X → D)) telle que C/D ∈ (C, B)+F k
, qui
est dans F+k .
– d’après la ligne 18 on obtient g2 = (C, (Y → B)) telle que C/X ∈ (C, Y)+F k
, qui
est dans F+k .
– d’après la ligne 19 on obtient g3 = (C, (Y → B)) telle que C/B ∈ (C, Y)+F k
, qui
est aussi dans F+k .
– d’après la ligne 20 on obtient g4 = (C, (X, W → V)) telle que C/B, C/V ∈ (C, X∪
W)+
F k
, qui est aussi dans F+k .
Puisque ces nouvelles dépendances sont dans F+1 ou F
+
2 et satisfont les conditions des
lignes 7, 9 ou 11 alors ils sont aussi dans F (Théorème 4.1).
Nous venons de prouver que coverF ⊆ F .
Fait C : ∀ f ∈ F , coverF ⊢ f (ou F+ ⊆ coverF+).
Cette partie est un peu plus difficile puisque nous prétendons que coverF qui est beaucoup
plus petit et inclus dans F , dérive les mêmes dépendances que F . Pour y parvenir, nous
allons prendre chaque dépendance f ∈ F = (F+1 ∩ F
+
2 ) ∪ KF 1/F 2 ∪ KF 2/F 1 et montrer
que f est aussi dans coverF+ (i.e., coverF ⊢ f ).
1. Soit (C, (Y → A)) une XFD appartenant à l’ensemble F+1 ∩ F
+
2 . Avec cette hypothèse
nous savons que (C/Y ∪ {C/A}) ⊆ IP1, (C/Y ∪ {C/A}) ⊆ IP2, C/A ∈ (C, Y)+F 1 et
C/A ∈ (C, Y)+F 2 .
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(a) Si (C, (Y → A)) ∈ F 1 alors comme C/A ∈ (C, Y)+F 2 , d’après la ligne 11 de
l’Algorithme 5, nous avons (C, (Y → A)) ∈ coverF . Il est donc évident que
coverF ⊢ (C, (Y → A)) ou (C, (Y → A)) ∈ coverF+.
(b) Sinon si (C, (Y → A)) ∈ F 2 alors avec les mêmes arguments qu’au cas 1a, nous
pouvons affirmer que (C, (Y → A)) ∈ coverF et donc (C, (Y → A)) ∈ coverF+.
(c) Sinon nous avons f = (C, (Y → A)) 6∈ F 1 et (C, (Y → A)) 6∈ F 2. Comme
C/A ∈ (C, Y)+F 1 , il existe une séquence de dérivation α = f1, . . . , fn qui dérive f .
En premier supposons que coverF contiennent toutes les dépendances de F 1 qui
sont dans la séquence α. Dans ce cas, il est évident que coverF ⊢ f .
Maintenant supposons le cas contraire, c’est à dire qu’il existe au moins une XFD
de F 1 qui est dans la séquence α mais qui n’est pas dans coverF . Notons cette
dépendance fk. Nous savons que fk ne satisfait pas les conditions des lignes 7, 9,
11 et donc sera considérée aux lignes 15-20. D’après les lignes 15-20, nous savons
aussi que fk sera enlevée de G et va impliquer l’ajout d’autres XFD h. D’après le
Lemme 4.3, on obtient que G ⊢ f .
Toutes les nouvelles XFD h seront analysées à la ligne 6. Elles seront ajoutées à
coverF si elles satisfont les conditions des lignes 7, 9, 11. Dans le cas contraire
elles sont traitées aux lignes 15-20 et la procédure continue jusqu’à ce que f soit
ajoutée à G et ensuite à coverF . Lorsque les dépendances h n’ont pas entraîné
l’ajout de f dans coverF , alors en suivant le même raisonnement que dans le
Lemme 4.3 (qui consiste à remplacer les dépendances h par certaines parmi les
nouvelles calculées), on arrive à construire à partir de α une séquence composée
de XFD dans coverF qui dérive f .
Et pour comprendre pourquoi f sera éventuellement ajoutée à G, rappellons les
faits suivants. D’après l’hypothèse, nous savons que f = (C, (Y → A)) et f ∈
F+1 . Nous savons aussi que les nouvelles XFD h qui sont pas ajoutées à coverF ,
provoquent l’ajout dans G de dépendances de la forme (C, (Z → W)) avec C/Z ⊆
(C, Y)+
F 1
et C/W ⊆ (C, Y)+
F 1
. Ceci est vrai parce que en calculant (C, Y)+
F 1
nous
trouvons des chemins dans C/Z et C/W qui sont ajoutés à (C, Y)+
F 1
durant une
étape de l’Algorithme 2. Plus précisément, il existe des ensembles de chemins
C/Z1, · · · , C/Zn ⊆ (C, Y)+ tels que C/W ⊆ closure1Step(C, Zn,F 1), · · · , Z2 ⊆
closure1Step(C, Z1,F 1), Z1 ⊆ closure1Step(C, Z,F 1). Comme la XFD f est l’une
de ces XFD décrites au-dessus, elle peut éventuellement être ajoutée à G, et ensuite
être ajoutée à coverF à la ligne 11 du fait que C/A ∈ (C, Y)+F 1 et C/A ∈ (C, Y)
+
F 2
.
2. Soit f = (C, (Y → A)) ∈ KF 1/F 2 . Dans ce cas f ∈ F
+
1 , (C/Y ∪ {C/A}) ⊆ IP1, et
(C/Y∪{C/A}) 6⊆ IP2. Nous allons montrer que f ∈ coverF+. Comme C/A ∈ (C, Y)+F 1 ,
il existe une séquence α = f1, . . . , fn correspondant à la dérivation de f . Avec les mêmes
arguments que ceux dans le cas 1c, nous savons que coverF contient toutes les XFD
nécessaires à la dérivation de f ou f est ajoutée à G. Lorsque f est ajoutée à G, son
analyse à la ligne 6 va aboutir à l’ajout de f à coverF aux lignes 8 ou 10 parce que
(C/Y ∪ {C/A}) ⊆ IP1, et (C/Y ∪ {C/A}) 6⊆ IP2.
3. Soit f = (C, (Y → A)) ∈ KF 2/F 1 . La preuve que f ∈ coverF
+, est similaire à celle du
cas 2.
Nous pouvons donc conclure que F+ ⊆ coverF+.
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Nous obtenons bien un ensemble coverF qui est équivalent à F et de plus, coverF est
aussi inclus dans F . Passons maintenant à une brève analyse de la complexité pour calculer
coverF .
4.7.5 Analyse de la complexité de l’Algorithme 5
L’Algorithme 5 dépend principalement de l’Algorithme 2 qui calcule la fermeture d’un
ensemble de chemins ((C, X)+), et de l’Algorithme 7 qui calcule juste une étape de la
fermeture inverse d’un ensemble de chemins ((C, X)(−1)). L’Algorithme 6 qui calcule une
étape de la fermeture d’un ensemble de chemins ((C, X)(1)) est une version simplifiée de
l’Algorithme 2. Nous avons vu dans la section 4.6.2, que la complexité du calcul de (C, X)+
est de l’ordre de O(|IP|2 · (|F |+ |IP|)) dans le pire des cas où |F | est le nombre de XFD dans
F et |IP| est le nombre de chemins dans IP.
Analysons maintenant la complexité du calcul de (C, X)(−1) (Algorithme 7). Cette com-
plexité est basée sur les remarques suivantes. A chaque itération nous calculons l’ensemble
S en nous servant des ensembles Y1 et Y2 qui contiennent des ensembles de chemins.
– le calcul de Y1 est fait en temps O(|F |).
– pour calculer Y2 nous avons besoin de considérer toutes les XFD dans F et pour chaque
f ∈ F ayant P à sa droite, nous calculons les préfixes de tous les chemins à gauche.
Ainsi le calcul de Y2 est fait en temps O(|F | · (n ·m+mn), où m est le nombre de labels
dans le plus long chemin de f et n est le nombre de chemins à gauche de f . En fait
nous avons :
(i) les préfixes d’un chemin Q sont obtenus en temps O(m). Nous devons calculer
les préfixes de n chemins ;
(ii) les nouveaux ensembles dans Y2 sont obtenus en combinant chaque préfixe d’un
chemin P1 (à gauche de f ) avec un préfixe des chemins P2, · · · , Pn. Ce calcul est
fait en temps O(mn).
– Parmi tous les chemins de X, soit l le nombre maximal de dépendances dans F qui
possède l’un des chemins de X comme chemin droit. Le nombre d’ensemble dans R
(ligne 12, Algorithme 7) est m ; dans Y1 est l et dans Y2 est (mn · l). Remarquons pourtant
que dans le cas où il existe un chemin Q qui est préfixe de tous les chemins dans la
partie gauche, une seule dépendance est gardée dans Y2 au lieu de mn · l à cause de la
fonction minimiser.
– A chaque itération l’on calcule la distribution de l’union de deux ensembles S1 et S2
qui a une complexité de O(|S1| · |S2|). Comme on a X itérations, le calcul de S est fait
en temps O((m + l + mn · l)|X|). Les variables m et n sont des constantes.
Nous obtenons donc une complexité pour le calcul de (C, X)(−1) qui est de l’ordre de O(l|X|)
dans le pire des cas.
Dans le pire des cas, l’Algorithme 5 va traiter environ |F i| · |IPi| XFD pour chaque en-
semble F i. Nous obtenons le pire des cas lorsque pour chaque XFD f = (C, (X → P)) dans
F i, (C, X)+ contient |IPi| chemins et un seul chemin est ajouté à (C, X)+ pendant chaque
étape de la boucle de l’Algorithme 2 et aucune XFD n’est ajoutée à coverF . Ainsi, dans ce
cas, les lignes 15-18 de l’Algorithme 5 seront exécutées |IPi| fois pour chaque XFD dans F i.
La complexité de l’Algorithme 5 est donc de O(|F i| · |IPi| · (g + h)) où g est la complexité de
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l’Algorithme 2 et h est la complexité de l’Algorithme 7. Les variables qui sont déterminantes
dans cette complexité sont les cardinalités de F et IP. Dans la pratique |X| et n ne sont pas
plus grand que 5, et par conséquent peuvent être négligées par rapport aux tailles de F et
IP.
4.8 Résultats Expérimentaux
Afin d’examiner les performances de l’Algorithme 5, nous avons effectué plusieurs expé-
rimentations sur des données synthétiques. Rappelons que l’Algorithme 5 prend en entrée
deux systèmes locaux S1 = (D1,F 1, O1) et S2 = (D2,F 2, O2), et calcule l’ensemble coverF
contenant les dépendances fonctionnelles pour lesquelles il n’y a pas de violation lorsque
l’on considère les documents provenant des systèmes S1 et S2. Dans cette section nous pré-
sentons les résultats obtenus lors des expérimentations. Mais avant cela, nous présentons
d’abord notre jeu de données.
4.8.1 Jeu de données
L’arbre utilisé dans nos expériences est celui de la Figure 4.12. Cet arbre T est construit
en répétant plusieurs fois l’arbre motif de la Figure 4.11. Pour différencier les sous-arbres
de T , les nœuds de l’arbre motif ont été renommé en ajoutant l’indice k (k ≥ 1). Ainsi nous
utiliserons le sous-arbre k pour faire référence au kième arbre motif dans T .
Nos expériences ont consisté à générer coverF à partir d’ensembles F 1 et F 2 qui gran-
dissent à chaque test tout en assumant l’existence de grands ensembles IP1 et IP2, et par
conséquent des arbres T . Dans la suite nous allons souvent faire référence à l’arbre T pour
indiquer le type de documents (le schéma) avec lequel nous travaillons. Dans ce contexte,
nous définissons IPj1 comme l’ensemble des chemins contenant tous les chemins de T sauf
les chemins C/R1,k/G1,k (avec k ≤ j), et IP
j
2 comme l’ensemble des chemins contenant tous
les chemins de T sauf les chemins C/R1,k/F1,k (avec k ≤ j). Nous supposons que l’ensemble
des chemins IPj1 (respectivement IP
j
2) sont générés à partir de D1 (respectivement D2).
n
R1
D2B2
A1 B1 F1 G1 E1 D1
A2 E2 D3
Figure 4.11 – Arbre motif
L’ensemble des chemins F j1 (respectivement F
j
2) est défini sur des chemins dans
IPj1 (respectivement IP
j
2). Le Tableau 4.8 montre les XFD qui sont dans F
j
1 et F
j
2. Les
ensembles F j1 et F
j
2 contiennent en commun les XFD (1) et (2). Cependant les XFD
(3a), (4a) et (5a) se retrouvent seulement dans F j1 et les XFD (3b), (4b) et (5b) se re-
trouvent seulement dans F j2. Avec les XFD (4a) et (5a), nous pouvons dériver la XFD (6)
(C/R1,k, ({A1,k/A2,k, B1,k/B2,k} → E1,k/E2,k)) et avec les (4b) et (5b), nous pouvons aussi
dériver la XFD (6). Ainsi F j1 et F
j
2 dérivent la XFD (6) mais de différentes manières. Nous
pouvons remarquer que |F 11| = |F
1
2| = 5, |F
2
1| = |F
2
2| = 10 et F
1
1 ⊂ F
2
1, F
1
2 ⊂ F
2
2.
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n
R1,1
D2,1B2,1
A1,1 B1,1 F1,1 G1,1 E1,1 D1,1
D3,1A2,1 E2,1
R1,n
D2,nB2,n
A1,n B1,n F1,n G1,n E1,n D1,n
D3,nA2,n E2,n
. . .
C
Figure 4.12 – Arbre T construit en répétant, sous la même racine, n fois l’arbre motif de la Figure 4.11
F
j
1 F
j
2
(1) (C/R1,k , ({A1,k , B1,k} → D1,k)) (1) (C/R1,k , ({A1,k , B1,k} → D1,k))
(2) (C/R1,k , ({D1,k} → E1,k)) (2) (C/R1,k , ({D1,k} → E1,k))
(3a) (C/R1,k , ({E1,k} → F1,k)) (3b) (C/R1,k , ({E1,k} → G1,k))
(4a) (C/R1,k , ({A1,k/A2,k , B1,k/B2,k} → D1,k/D2,k)) (4b) (C/R1,k , ({A1,k/A2,k , B1,k/B2,k} → D1,k/D3,k))
(5a) (C/R1,k , ({D1,k/D2,k} → E1,k/E2,k)) (5b) (C/R1,k , ({D1,k/D3,k} → E1,k/E2,k))
Tableau 4.8 – Contenus des ensembles de XFD F j1 et F
j
2 utilisés dans les expérimentations
4.8.2 Résultats
Nous avons pris en considération deux paramètres dans les expérimentations : (i) le
nombre de chemins obtenus à partir de D1 et D2, et (ii) le nombre de XFD dans F 1 et F 2
(| F 1 | + | F 2 |). L’algorithme a été implémenté en Java et les tests ont été effectués sur une
machine ayant les caractéristiques suivantes : un processeur Intel Quad Core i3 − 2310M
avec 2.10GHz et 8GB de mémoire RAM. Nous avons utilisé trois scénarios lors des tests.
Dans le premier scénario nous examinons l’influence de la taille de F 1 et F 2 sur le temps
d’exécution de l’Algorithme 5. Nous avons utilisé F j1 and F
j
2 pour des valeurs de j comprises
entre 1 et 45. La Figure 4.13 montre des temps d’exécution raisonnables (environ 2 minutes)
pour calculer coverF à partir d’ensembles de XFD F 1 et F 2 tels que |F 1|+ |F 2| = 450. La
Figure 4.13 nous montre aussi comment la taille de coverF croît : à chaque étape puisqu’on
rajoute 25 XFD à |F 1|+ |F 2|, l’ensemble coverF a environ 50 XFD de plus que sa précédente
version.
Dans le deuxième scénario nous examinons encore l’influence de la taille de F 1 et F 2
sur le temps d’exécution de l’Algorithme 5. Notons que dans le premier scénario, les XFD
ayant les indices k ne concernaient qu’un seul sous-arbre de T . Dans ce deuxième scénario,
nous allons ajouter la possibilité qu’une XFD ayant l’indice k = 1 peut dériver des XFD
d’indice k = 2, et ainsi de suite. Pour cela, nous ajoutons à l’ensemble F j1 (respectivement
F
j
2) la XFD de la forme (7a) (C, ({R1,k/E1,k−1/E2,k−1} → R1,k/D1,k/D2,k)) (respectivement
(7b) (C, ({R1,k/E1,k−1/E2,k−1} → R1,k/D1,k/D3,k))), avec 2 ≤ k ≤ j.
Comme illustré dans la Figure 4.14, le temps d’exécution pour calculer coverF est plus
important que celui obtenu avec le premier scénario. Par exemple, pour les ensembles F 1 et
F 2 (tel que |F 1|+ |F 2| = 262) nous avons besoin de 53 minutes pour calculer coverF . Ce
comportement est expliqué par deux facteurs :
– les XFD de la forme (7a) et (7b) ne sont pas ajoutés à coverF à cause de la condition à
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Figure 4.13 – Scénario 1 : Temps CPU nécessaire pour le calcul de coverF et l’évolution de sa taille
la ligne 11 de l’Algorithme 5. Vérifier cette condition est une tâche coûteuse parce que
le calcul de (C, R1,k/E1,k−1/E2,k−1)+F i
contient beaucoup de chemins ;
– pour cet exemple, les lignes 15-18 de l’Algorithme 5 génèrent beaucoup de XFD qui
augmentent considérablement le nombre de XFD dans coverF . En effet |coverF| a
environ 10610 XFD lorsque |F j1|+ |F
j
2| = 262.
Dans le troisième scénario, nous comparons l’Algorithme 4 qui calcule l’ensemble maxi-
mal F à partir de F+1 et F
+
2 (présenté dans la section 4.7.1) avec l’Algorithme 5 qui calcule
coverF . Dans la section 4.7.4, nous avons prouvé que coverF est équivalent à F . Le Ta-
bleau 4.9 présente un comparatif de ces deux algorithmes. La ligne 1 du Tableau 4.9 montre
les résultats pour les ensembles F 11 et F
1
2 tandis que la ligne 4 montre les résultats pour F
2
1
et F 22 et la ligne 5 montre les résultats pour F
3
1 et F
3
2. Les ensembles F
1
1, F
2
1 et F
3
1 (res-
pectivement F 12, F
2
2 et F
3
2) sont les mêmes que ceux du scénario 1. Lorsque nous calculons
l’ensemble F pour les ensembles F 31 et F
3
2 avec l’Algorithme 4, nous obtenons une erreur de
dépassement mémoire après 5 minutes de temps d’exécution. Pour les mêmes ensembles,
l’Algorithme 5 met environ 3 secondes et coverF contient 92 XFD. Puisque les tests concer-
nant la ligne 5 n’ont pas été concluant pour l’Algorithme 4, nous avons effectué d’autres
tests sur une simplification de l’arbre T . La simplification a consisté à supprimer les feuilles
de l’arbre T pour k = 2, c’est à dire les nœuds A2,2, B2,2, D2,2, D3,2 et E2,2, de façon à tra-
vailler avec des ensembles IP1 et IP2 qui ont moins de chemins. Les résultats de ces tests sont
révélés aux lignes 2 et 3 du Tableau 4.9. L’arbre considéré à la ligne 3 contient les nœuds F1,2
et G1,2 en plus des nœuds de l’arbre considéré à la ligne 2. Comme espéré dans tous les cas,
l’Algorithme 5 est beaucoup plus efficace que l’Algorithme 4. De plus, la taille de F croît de
façon exponentielle alors que celle de coverF est polynomiale.
Nos expériences confirment la complexité présentée dans les sections 4.7.2 et 4.7.5, et
renforcent l’importance de calculer un ensemble de XFD plus petit coverF au lieu de son
équivalent F qui contient un trop grand nombre de XFD. Le pire des cas arrive lorsque les
documents ont beaucoup de chemins équivalents et les fermeture des ensembles de che-
mins contiennent beaucoup de chemins. Nous avons utilisé l’algorithme décrit dans la sec-
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Figure 4.14 – Scénario 2 : Temps CPU nécessaire pour le calcul de coverF et l’évolution de sa taille
| IP1|+| IP2| |F 1| |F 2| |F+1 | |F
+
2 | |F | t1 (ms) |coverF| t2 (ms)
1 12 5 5 3 835 3 835 5 755 19 211 30 160
2 17 7 7 3 865 3 865 5 785 24 401 32 195
3 18 8 8 3 928 3 928 5 911 26 476 34 204
4 23 10 10 7 670 7 670 11 510 165 460 61 503
5 34 15 15 ? ? ? > 5min 92 2 949
Tableau 4.9 – Comparaison des deux méthodes : t1 est le temps nécessaire pour calculer F et t2 est le temps
nécessaire pour calculer coverF .
tion 4.6.4 pour tester l’équivalence entre les ensembles F et coverF sur plusieurs exemples.
Ces tests ont contribué à la validation de la correction de notre méthode pour le calcul de
coverF et confirment la preuve de la section 4.7.4.
4.9 État de l’art
La motivation de ce chapitre est de fournir au système global la capacité de préserver
le plus grand ensemble de contraintes locales non contradictoires. Pour accomplir notre
objectif, nous utilisons un système d’axiomes.
Plusieurs autres propositions pour définir les dépendances fonctionnelles XML (XFD)
existent. Nous pouvons citer [15, 67, 78, 101, 120, 118, 127] comme exemples et [67, 122]
pour une comparaison de certaines d’entre elles.
Le langage de chemin utilisé dans [15, 120, 118] autorise seulement la spécification de
chemins simples. Certaines propositions de XFD comprennent aussi un système d’axiomes,
comme dans [67, 77, 118]. Nous avons décider d’adopter la définition de XFD présenté
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dans [27, 82, 66] pour lequel un algorithme de validation a été proposé dans [33]. En
effet, [33] offre un algorithme général pour vérifier la satisfaction de différents types de
contraintes d’intégrité, incluant les XFD. Une approche complémentaire est présentée
dans [64], qui considère l’idée de validation incrémentale via des vérifications statiques de
dépendances fonctionnelles suivant des mises à jour. Dans [64], les XFD sont définies comme
des requêtes d’arbre, ce qui augmente considérablement la complexité d’une implémenta-
tion, et aussi la partie dynamique nécessaire à la vérification (c’est-à-dire en considérant
les valeurs existantes dans le document XML) qui doit encore être effectuée sur les parties
concernées par les mises à jour.
Un système d’axiomes et un algorithme pour l’implication de clés en XML sont proposés
dans [37]. Comme les XFD sont plus générales, nous pouvons exprimer les contraintes de
clé dans [37] avec nos XFD. Nous avons aussi vérifié que notre système d’axiomes peut
dériver les règles proposées dans [37] pour l’implication de contraintes de clés XML.
Dans ce chapitre nous proposons un système d’axiomes pour les XFD définies dans[27,
33], ainsi qu’un algorithme efficace pour calculer la fermeture d’un ensemble de chemins.
Notre travail sur le système d’axiome est comparable à celui proposé dans [118]. Les princi-
pales différences sont :
(i) nous proposons un langage de chemins plus expressif autorisant l’utilisation de // ;
(ii) nos XFD sont vérifiées par rapport à un contexte et non seulement par rapport à une
racine, c’est-à-dire que les XFD peuvent être relatives ;
(iii) nos XFD peuvent être définies en prenant en compte deux types d’égalité : l’égalité
par valeur, et l’identité de nœud ;
(iv) nous utilisons de simples concepts (comme les branches et la projection) qui, nous le
pensons, permettent de prouver que le système d’axiomes est correct et complet d’une
manière simple.
Nous utilisons notre système d’axiomes dans le développement d’un outil pratique :
pour filtrer des dépendances XFD locales dans le but d’obtenir un ensemble contenant que
des XFD ne pouvant pas être violées par aucun des documents locaux. L’objectif de notre
système d’axiomes est de traiter des documents provenant des systèmes locaux, mais aussi
d’effectuer la fusion de données. Dans ce contexte, notre travail présente un aspect intéres-
sant puisque nous ne nous intéressons pas à mettre ensemble les informations des sources
locaux, mais plutôt à les manipuler. C’est pour cela que notre approche ne traite pas les don-
nées, mais traite seulement les contraintes disponibles (les XFD dans notre cas). Il existe des
travaux qui considèrent l’intégration de base de données locales en globale. Ces propositions
viennent habituellement avec l’idée de la fusion de données. La fusion de données XML est
considérée dans [41, 93]. Dans [93], l’auteur considère le problème suivant : lorsque l’on fait
la fusion des données de plusieurs systèmes locales avec chacune ayant le même ensemble
de XFD, une XFD f : X → A peut être violée en considérant l’ensemble des données de
la fusion. L’auteur propose une approche probabiliste pour décider des données qui sont
les plus pertinentes. Dans [47], l’échange de données est considérée. Un schéma cible est
construit à partir d’un schéma source en se servant d’un mapping. L’objectif de leur propo-
sition est de construire une instance sur le schéma cible, basée sur le mapping et le schéma
source, afin de répondre à des requêtes sur les données cibles d’une manière cohérente avec
les données sources.
La majorité des travaux sur l’évolution de schémas ne prennent pas en compte l’évolution
des contraintes d’intégrité, qui ont un rôle important dans la maintenance de la consistance
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des données, associées aux schémas. Dans [69], une perspective sur l’adaptation des dépen-
dances fonctionnelles XML suite à l’évolution de schéma est proposée. Cette perspective a
été réalisée dans [101]. L’évolution de schéma proposée dans [42] est la mieux adaptée à
notre proposition ; il est donc possible de combiner leur évolution de schéma avec notre
filtre de XFD afin de générer un ensemble de contraintes (structure et intégrité) permettant
l’interopérabilité de systèmes.
4.10 Conclusion
Dans ce papier nous sommes motivés par les applications sur un environnement multi-
systèmes et nous présentons une méthode pour établir le plus grand ensemble de XFD qui
doit être satisfait par tous les documents de chaque système local respectant déjà les XFD
locaux. Une originalité importante de notre travail, est qu’il ne traite pas les données, mais
traite seulement les dépendances fonctionnelles disponibles. Notre approche ne s’intéresse
pas seulement aux applications sur les multi-systèmes, mais aussi à une perspective d’évo-
lution conservatrice de contraintes. Pour atteindre notre but, un nouveau système d’axiomes
élaboré pour les XFD définies avec un contexte et deux types d’égalité, a été introduit et
prouvé correct et complet lorsqu’on considère les arbres complets.
Comme directions futures de notre travail, nous mentionnons :
– l’extension de notre méthode à d’autres types de contraintes d’intégrité comme les
dépendances d’inclusion ;
– un calcul incrémental de coverF , suivant l’évolution des contraintes locales ou sys-
tèmes locaux ;
– la détection de XFD locales qui ne sont pas ajoutées dans coverF mais qu’on peut
inclure dans coverF en corrigeant par exemple les documents XML qui ne respectent
pas ces XFD ;
– l’implantation d’un validateur de XFD sur les systèmes locaux, dans une approche
map-reduce, en considérant l’ensemble coverF comme ensemble de contraintes qui
vont être vérifiées sur les données du multi-systèmes.
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Dans ce chapitre seront présentés nos travaux sur la correction de document XML par
rapport à un schéma. Si nous prenons l’exemple d’un mot qui est tapé dans un éditeur de
texte (ayant un correcteur orthographique) et que ce mot est erroné, l’éditeur peut nous pro-
poser des corrections possibles pour ce mot. Nos travaux consistent à faire la même chose
sur les arbres (qui remplacent les mots) et à proposer des corrections par rapport à un lan-
gage d’arbres (qui remplacent le dictionnaire de mots). La distance d’édition d’arbres est
utilisée pour mesurer à quel point les solutions proposées sont proches de l’arbre à corri-
ger. Les travaux sur la correction d’arbres ont débuté avec la thèse d’Ahmed Cheriat. Dans
sa thèse [46], ils se sont intéressés à la validation d’un document XML t par rapport à un
schéma et au moment où ils trouvent des sous-arbres de t qui ne sont pas valides alors
une routine de correction est utilisée pour rendre valide les sous-arbres incorrects avant de
poursuivre la validation de t. Les résultats de ces travaux sont dans [28, 29]. Nous y revien-
drons dans l’état de l’art de ce chapitre (Section 5.6). Pendant mon année d’ingénieur dans
le projet ANR Codex, effectué juste avant de commencer ma thèse en Octobre 2011, j’ai eu à
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travailler avec Béatrice Bouchou et Agata Savary sur la correction de documents XML dans
un contexte plus général. L’idée était d’avoir une méthode permettant de trouver tous les
arbres t′ valides par rapport à un schéma S et qui sont à une distance de t ne dépassant pas
un seuil fixé. Aussi la méthode doit pouvoir fournir les différents changements à appliquer
à t pour obtenir les arbres t′. Les applications aux problèmes de correction de document
sont très variées, comme l’a été montré dans [114], et comprennent :
1. l’échange de données (XML data exchange en anglais) et l’intégration de données,
2. la recherche et la composition de service web,
3. l’adaptation d’un document XML par rapport à une base de données [108, 117],
4. l’exécution de requêtes consistantes sur des documents XML inconsistants [104],
5. la classification de document XML [125], ou comment ranger un document XML par
rapport à un ensemble de DTDs [19, 20, 115],
6. l’évolution de documents XML et de schéma XML [28, 29, 30, 31, 65, 102, 109, 110].
J’ai continué par travailler sur la correction de documents pendant ma première année
de thèse, et ces travaux ont abouti à une publication [6] dans le journal international « The
Computer Journal », apparue récemment (Mai 2014) dans son volume 57 [7]. Ce chapitre
basé sur notre publication [7] est dédié à une présentation détaillée d’un algorithme pour
corriger les documents XML : les principes, les algorithmes, des preuves de propriétés et
des résultats expérimentaux sont fournis pour une compréhension totale de son fonctionne-
ment. Notre algorithme est unique dans sa complétude dans le sens où étant donné un seuil
th, l’algorithme trouve toutes les corrections possibles t′ valides par rapport à S telles que la
distance entre t et t′ est inférieur à th. Aussi il est possible (en l’absence du seuil th) de trou-
ver toutes les solutions qui sont à la plus petite distance de t. Les principales particularités
de notre approche sont présentées dans l’état de l’art de ce chapitre (Section 5.6) tout en
nous positionnant par rapport aux autres travaux. Nous pouvons aussi affirmer que notre
travail est le premier cas d’une présentation à part entière d’une solution dans cet important
domaine, même s’il y a plusieurs propositions qui ont été publiées ces dix dernières années.
Un outil nommé XMLCorrector a été développé à partir des algorithmes de ce chapitre et
est disponible en ligne 1 sous la licence GNU LPL v3. Cette licence autorise la modification
du code source pour l’adapter à une application particulière, ou étendre ses fonctionnalités
(par exemple pour traiter les XML schemas (XSD) en suivant les directives fournies en
Section 5.4). L’outil XMLCorrector est présenté dans la Section 7.1 du chapitre 7.
Le chapitre est organisé comme suit. Dans les section 5.1 et 5.2 nous présentons toutes
les définitions pour pouvoir comprendre notre algorithme, présenté en Section 5.3. Dans la
Section 5.4, une discussion est effectuée sur l’algorithme de correction et sur des extensions
et adaptations possibles de cet algorithme. Nous détaillons ensuite les résultats expérimen-
taux en Section 5.5. Nous terminons par une discussion sur les travaux liés en Section 5.6 et
une conclusion en Section 5.7.
5.1 Préliminaires
Dans ce chapitre nous considérons un document XML comme un arbre ordonné d’arité
non borné, que nous appelons arbre XML. La définition est donnée dans le Chapitre 2,
Définition 2.4. L’exemple suivant fait un rappel des notations et fonctions définies sur un
arbre XML t.
1. Page web de XMLCorrector : ❤!!♣✿✴✴✇✇✇✳✐♥❢♦✳✉♥✐✈✲!♦✉./✳❢.✴⑦/❛✈❛.②✴❊♥❣❧✐/❤✴①♠❧❝♦..❡❝!♦.✳❤!♠❧
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Exemple 5.1 Dans l’arbre XML t de la Figure 5.1 nous avons :
– Σ = {root, a, b, c, d}
– Pos(t) = {ǫ, 0, 0.0, 0.1, 1, 1.0, 2, 2.0}
– t = {(ǫ, root), (0, a), (0.0, c), (0.1, d), (1, b), (1.0, c), (2, b), (2.0, c)}
– t(ǫ) = root, t(0) = a, t(0.0) = c, etc.
– leaves(t) = {0.0, 0.1, 1.0, 2.0}
– |t| = 8, t¯ = 3
root
ǫ
a
c d
b
c
b
c
0
0.0 0.1
1
1.0
2
2.0
Figure 5.1 – Arbre XML
La Figure 5.2 montre le sous-arbre t|1 et l’arbre partiel t〈1〉 de l’arbre t de la Figure 5.1.
b
ǫ
c
0
(a)
root
ǫ
a
c d
b
c
0
0.0 0.1
1
1.0
(b)
Figure 5.2 – (a) Sous-arbre t|1 et (b) arbre partiel t〈1〉 de l’arbre t de la Figure 5.1.
⊠
Les documents XML que nous représentons sous forme d’arbres, doivent vérifier des
contraintes de schémas qui sont exprimées par des DTD ou XML Schema du W3C ou Relax-
NG. Dans le chapitre 2, nous avons vu que ces schémas sont exprimés dans la théorie par
des grammaires d’arbres réguliers (RTG). Dans ce chapitre nous allons travailler avec le
langage DTD et exprimer les contraintes de schémas par un ensemble de couples de label
et d’automate d’états finis (FSA). Le langage DTD n’autorise qu’une seule description pour
un label donné. Nous allons donc représenter l’expression régulière de la grammaire par un
automate d’états finis. La définition suivante décrit une DTD par un ensemble d’automates
où chaque automate est lié à un label.
Définition 5.1 (Description de schéma)
Une description de schéma S est un triplet (Σ, root, Rules) où Σ est un alphabet composé
des noms d’éléments ou labels, root est l’élément racine, et Rules est l’ensemble de couples
(a, FSAa) tel que a ∈ Σ est un label et FSAa est l’automate d’états finis représentant tous les
mots possibles sur Σ formés par les fils du nœud étiqueté par a. Plus précisément :
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1. root ∈ Σ
2. Rules = {(a, FSAa) | a ∈ Σ}
3. ∀ a ∈ Σ, FSAa = (Σa, Sa, sa0, Fa, ∆a), est un automate d’états finis avec Σa ⊆ Σ.
Les symboles Σa, Sa, sa0, Fa et ∆a sont respectivement l’alphabet, l’ensemble des états, l’état
initial, et l’ensemble des fonctions de transitions. Pour simplifier, nous allons noter la fonc-
tion de transition ∆a par FSAa.∆. 
Exemple 5.2 Dans la Figure 5.3 nous trouvons une description de schéma S dont la racine
est l’étiquette root.
Étiquette Expression régulière Automate d’états finis (FSA)
root b∗|ab∗c
q0
q1
q2 q3
b
b
a
b
c
a cd q4 q5 q6c d
b c q7 q8c
c ǫ q9
d ǫ q10
Figure 5.3 – Un exemple de description de schéma.
⊠
En vérifiant un arbre XML par rapport aux contraintes de structure imposées par son
schéma, l’arbre XML peut être valide c’est-à-dire respecte toutes les contraintes, ou locale-
ment valide c’est-à-dire est un sous-arbre d’un arbre valide, ou partiellement valide c’est-à-
dire est un arbre partiel d’un arbre valide, ou non valide. Les définitions suivantes forma-
lisent ce que c’est qu’un arbre valide, un arbre localement valide et un arbre partiellement
valide.
Définition 5.2 (Arbre localement valide)
Soit une description de schéma S = (Σ, root, Rules). Un arbre XML t est localement valide
par rapport à S si et seulement si ses labels appartiennent à Σ, et ils respectent les contraintes
définies dans l’ensemble Rules. Formellement nous avons :
1. ∀ p ∈ Pos(t), t(p) ∈ Σ.
2. ∀ p ∈ Pos(t) \ leaves(t), le mot t(p.0)t(p.1) . . . t(p.(t|p − 1)) ∈ L(FSAt(p)), c’est-à-dire
le mot formé par les labels des positions fils de p est accepté par l’automate associé au
label de la position p.
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3. ∀ p ∈ leaves(t), ǫ ∈ L(FSAt(p)), chaque automate associé au label d’une position feuille
accepte le mot vide ǫ.

Définition 5.3 (Arbre valide)
Soit une description de schéma S = (Σ, root, Rules). Un arbre XML t est valide par rapport
à S si et seulement si l’arbre t est locallement valide par rapport à S et t(ǫ) = root.

Définition 5.4 (Arbre partiellement valide)
Soit une description de schéma S = (Σ, root, Rules). Un arbre XML t est partiellement valide
par rapport à S si et seulement si l’arbre t est un arbre partiel d’un arbre localement valide
par rapport à S.

Exemple 5.3 L’arbre t de la Figure 5.1 n’est pas valide par rapport à la description de
schéma S de l’Exemple 5.2 car le mot abb /∈ L(FSAroot). Tous les sous-arbres t|0, t|1, t|2 sont
localement valides par rapport à S. Les arbres partiels t〈−1〉, t〈0〉, t〈1〉, t〈2〉 (Définition 2.5)
sont aussi partiellement valides par rapport à S. Si le nœud (0.0, c) est supprimé de t alors
aucun arbre partiel de t n’est partiellement valide par rapport à S, sauf l’arbre partiel t〈−1〉.
⊠
Définition 5.5 (Langages d’arbres)
Soient une description de schéma S = (Σ, root, Rules), un label c ∈ Σ et un mot u qui est un
préfixe d’un mot w ∈ L(FSAc). Nous introduisons les notations suivantes pour les langages
d’arbres définis par la description S :
1. L(S) dénote l’ensemble de tous les arbres qui sont valides par rapport à S.
2. Lloc(S) dénote l’ensemble de tous les arbres qui sont localement valides par rapport à
S.
3. Lpart(S) dénote l’ensemble de tous les arbres qui sont partiellement valides par rapport
à S.
4. Lcu(S) dénote l’ensemble de tous les arbres qui sont partiellement valides par rapport
à S tel que le mot formé par les fils de la racine c est u. Précisément nous avons :
Lcu(S) = {t | t ∈ Lpart(S), t(ǫ) = c et t(0) . . . t(t¯− 1) = u}.

Nous pouvons remarquer que pour un arbre valide t ∈ L(S) on a : (i) t est localement
valide, (ii) tous les sous-arbres de t sont localement valides et (iii) tous les arbres partiels
de t sont partiellement valides.
Exemple 5.4 Prenons comme exemple le schéma S de l’Exemple 5.2 avec la modification
suivante : l’expression régulière associée à b est c|ǫ au lieu c. Nous avons :
Lroot
ab
(S) = { root
a
c d
b
c
, root
a
c d
b
}
⊠
Nous avons la proposition suivante :
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Proposition 5.1
(i) Si u ∈ L(FSAc) alors Lcu(S) ⊆ Lloc(S) ;
(ii) si u ∈ L(FSAS.root) alors LS.rootu (S) ⊆ L(S) ;
(iii)
⋃
u∈L(FSAS.root) L
S.root
u (S) = L(S).

Le point (i) de la Proposition 5.1 nous dit que tout arbre dans l’ensemble Lcu(S) est un
arbre localement valide par rapport à S. Le point (ii) de la Proposition 5.1 nous dit que tout
arbre dans LS.rootu (S) est un arbre valide par rapport à S. Et le point (iii) de la Proposition 5.1
nous dit que l’ensemble L(S) est obtenu en faisant l’union de tous les ensembles LS.rootu (S)
avec u qui est un mot du langage L(FSAS.root).
5.2 Opérations sur les arbres XML
Il est possible de faire évoluer ou modifier un arbre en se servant d’une ou plusieurs
opérations d’éditions de nœuds que sont l’ajout, la suppression et le renommage d’un nœud.
Nous allons utiliser des ensembles de positions qui caractérisent des positions spéciales
liées à une position donnée.
Définition 5.6 (Ensemble de positions pour la modification)
Soient t un arbre XML, p une position telles que p ∈ Pos(t) et p = ǫ ou p = u.i (avec u ∈ N∗
et i ∈ N). Nous sommes intéressés par les ensembles de positions suivantes dans t :
– La frontière d’insertion de t, notée InsFr(t), est l’ensemble des positions qui ne sont
pas dans t dans lesquelles il est possible d’opérer une insertion. Précisément nous
avons :
1. InsFr(t∅) = {ǫ}
2. Si t 6= t∅ alors InsFr(t) = {v.j /∈ Pos(t) | v ∈ Pos(t), j ∈ N et [(j = 0) ou (j 6= 0
et v.(j− 1) ∈ Pos(t))]}
– L’ensemble des positions à changer par rapport à p, noté ChangePosp(t), est l’ensemble
des positions qui doivent être soit supprimées, soit décalées à gauche, soit décalées à
droite en cas d’insertion ou de suppression de nœud à la position p. Précisément nous
avons :
1. ChangePosǫ(t) = {ǫ}
2. Si p 6= ǫ alors ChangePosp(t) = {w | w ∈ Pos(t), p = u.i, w = u.k.u′, i≤k<t¯u et
u′ ∈ N∗}
– L’ensemble des positions décalées à droite par rapport à p, noté ShiftRightPosp(t), est
l’ensemble des positions qui sont obtenues après le décalage vers la droite d’une partie
de t à cause de l’insertion d’un nœud à la position p. Précisément nous avons :
1. ShiftRightPosǫ(t) = ∅
2. Si p 6= ǫ alors ShiftRightPosp(t) = {w | p = u.i, w = u.(k + 1).u′, u.k.u′ ∈ Pos(t),
i≤k< ¯t|u et u′ ∈ N∗}
– L’ensemble des positions décalées à gauche par rapport à p, noté ShiftLeftPosp(t), est
l’ensemble des positions qui sont obtenues après le décalage vers la gauche d’une
partie de t à cause de la suppression d’un nœud à la position p. Précisément nous
avons :
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1. ShiftLeftPosǫ(t) = ∅.
2. Si p 6= ǫ alors ShiftLeftPosp(t) = {w | p = u.i, w = u.(k − 1).u′, u.k.u′ ∈ Pos(t),
i + 1≤k< ¯t|u et u′ ∈ N∗}.

Exemple 5.5 Pour l’arbre XML t de la Figure 5.1 nous avons :
– InsFr(t) = {0.0.0, 0.1.0, 0.2, 1.0.0, 1.1, 2.0.0, 2.1, 3}
– ChangePos1(t) = {1, 1.0, 2, 2.0}
– ShiftRightPos1(t) = {2, 2.0, 3, 3.0}
– ShiftLeftPos1(t) = {1, 1.0}
– ChangePos2(t) = {2, 2.0}
– ShiftRightPos2 = {3, 3.0}
– ShiftLeftPos2 = ∅
⊠
Définition 5.7 (Opérations d’édition de nœud)
Soient un alphabet Σ et le caractère réservé / /∈ Σ, une opération d’édition de nœud ed est
le triplet (op, p, l) où op ∈ {relabel, add, delete}, p ∈ N∗ et l ∈ Σ ∪ {/}. Soit un arbre XML
t, l’opération d’édition de nœud ed est définie sur t si et seulement si l’une des conditions
suivantes est satisfaite :
– op = relabel, l ∈ Σ et p ∈ Pos(t)
– op = add, l ∈ Σ et p ∈ Pos(t) \ {ǫ} ∪ InsFr(t)
– op = delete, l=/ et p ∈ leaves(t)
Soit une opération d’édition de nœud ed, une ed-derivation Ded est une fonction partielle
de tout arbre t sur lequel ed est définie vers un autre arbre t′, notée t
Ded−→ t′ ou simplement
t ed−→ t′, qui transforme t en t′ selon les conditions suivantes :
– Pour l’opération relabel, la dérivation remplace l’étiquette de la position p. Si ed =
(relabel, p, l) alors :
1. Pos(t′) = Pos(t),
2. t′(p) = l,
3. ∀ p′ ∈ Pos(t′) \ {p}, t′(p′) = t(p′).
– Pour l’opération add, la dérivation insère un nœud à la position p en décalant vers la
droite les positions à droite de p. Si ed = (add, p, l) alors :
1. Pos(t′) = Pos(t) \ ChangePosp(t) ∪ ShiftRightPosp(t) ∪ {p},
2. t′(p) = l,
3. ∀ p′ ∈ (Pos(t) \ ChangePosp(t)), t′(p′) = t(p′),
4. ∀ p′ ∈ ShiftRightPosp(t), [p′ = u.(k + 1).u′ et k ∈ N et u, u′ ∈ N∗] ⇒ t′(p′) =
t(u.k.u′).
– Pour l’opération delete, la dérivation supprime la feuille nœud à la position p en
décalant vers la gauche les positions à droite de p. Si ed = (delete, p, /) alors :
1. Pos(t′) = Pos(t) \ ChangePosp(t) ∪ ShiftLeftPosp(t),
2. ∀ p′ ∈ (Pos(t) \ ChangePosp(t)), t′(p′) = t(p′),
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3. ∀ p′ ∈ ShiftLeftPosp(t), [p′ = u.(k − 1).u′ et k ∈ N et u, u′ ∈ N∗] ⇒ t′(p′) =
t(u.k.u′).

Exemple 5.6 Considérons l’arbre XML t de la Figure 5.1 et l’opération d’édition de nœud
ed = (add, 1, a) définie sur t. La dérivation de ed transforme t en t′ illustré en Figure 5.4.
root
ǫ
a
c d
a b
c
b
c
0
0.0 0.1
1
2
2.0
3
3.0
Figure 5.4 – Résultat de la dérivation pour ed = (add, 1, a) sur l’arbre t en Figure 5.1.
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Définition 5.8 (Séquence d’opérations d’édition de nœud)
Soient t un arbre XML, n ≥ 0 et ed1, ed2, . . . edn des opérations d’édition de nœud. La sé-
quence d’opérations d’édition de nœud nos = 〈ed1, ed2, . . . edn〉 est définie sur t si et seule-
ment si il existe une séquence d’arbres t0, t1, . . . , tn telle que :
– t0 = t
– ∀ 0<k≤n, edk est définie sur tk−1 et tk−1
edk−→ tk
Soit une séquence d’opérations d’édition de nœud nos, la dérivation Dnos est une fonc-
tion partielle de tout arbre t, sur lequel nos est défini, vers un autre arbre t′ notée t
Dnos−→ t′ ou
simplement t nos−→ t′. La fonction partielle Dnos transforme t en t′ si et seulement si il existe
une séquence d’arbres t0, t1, . . . , tn comme défini ci-dessus et tn = t′.
La séquence vide d’opérations d’édition de nœud est notée 〈〉 et on a t
〈〉
−→ t.
Deux séquences d’opérations d’édition de nœud nos1 et nos2 sont dites équivalentes si et
seulement si pour tout arbre t sur lequel elles sont définies, la dérivation de t par nos1 et la
dérivation de t par nos2 produisent le même arbre : nos1 ≡ nos2 si et seulement si ∀ t, [nos1
et nos2 sont définies sur t, t
nos1−→ t1 et t
nos2−→ t2]⇒ t1 = t2.

Exemple 5.7 Considérons l’arbre t de la Figure 5.1 et la séquence d’opérations d’édi-
tion de nœud nos=〈(relabel, 0.1, c), (delete, 0.0, /), (relabel, 0, b)〉. La séquence nos est dé-
finie sur t et sa dérivation produit l’arbre t′1 de la Figure 5.12. Nous avons aussi nos ≡
〈(delete, 0.0, /), (relabel, 0, b)〉 ≡ 〈(relabel, 0, b), (delete, 0.0, /)〉.
⊠
Pour un arbre XML donné t et un ensemble de séquences d’opérations d’édition de
nœud Nos={nos1, . . . , nosn} définies sur t, la dérivation de t par Nos produit l’ensemble
des arbres {t1, . . . , tn} tel que pour chaque nosi ∈ Nos on a t
nosi−→ ti . La dérivation de
t par Nos est notée t Nos−→ {t1, . . . , tn}. Nous allons maintenant introduire des séquences
d’opérations d’édition de nœud particulières correspondant à des opérations d’édition plus
« haut niveau » qui permettent l’ajout ou le retrait de sous-arbres entiers au lieu de simple
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c
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Figure 5.5 – Arbre XML produit par la dérivation de la séquence nos sur l’arbre t de la Figure 5.1
.
nœud. Par exemple la séquence d’ajout aux positions 1, 1.0 et 1.1 dans un arbre donné
peut être vu comme une seule opération où l’on insère un sous-arbre de trois nœuds à la
position 1. De façon similaire, la séquence de suppression aux positions 2.0 et 2 correspond
à l’opération de suppression du sous-arbre à la position 2.
Définition 5.9 (Opérations d’édition d’arbre)
Soient l’alphabet Σ, une opération d’édition d’arbre ted est le triplet (op, p, τ) où op ∈
{insert, remove, replace}, p ∈ N∗ et τ est un arbre XML dont les étiquettes sont dans Σ. Pour
un arbre XML t, l’opération d’édition d’arbre ted est définie sur t si et seulement si l’une
des conditions suivantes est satisfaite :
– op = insert et p ∈ Pos(t) \ {ǫ} ∪ InsFr(t)
– op = remove, p ∈ Pos(t) et τ = t∅
– op = replace et p ∈ Pos(t)
Soit une opération d’édition d’arbre ted, une ted-derivation Dted est une fonction partielle
de tout arbre t sur lequel ted est définie vers un autre arbre t′, notée t
Dted−→ t′ ou simplement
t ted−→ t′, qui transforme t en t′ selon les conditions suivantes :
– Pour l’opération insert, la dérivation insère un nouvel arbre à la position p en décalant
vers la droite les positions à droite de p. Si ted = (insert, p, τ) alors :
t = t0
(add,p.v1,τ(v1))
−→ t1
(add,p.v2 ,τ(v2))
−→ t2 . . .
(add,p.vn ,τ(vn))
−→ tn = t′ où v1, . . . , vn sont les
positions de τ visitées dans l’ordre préfixe.
– Pour l’opération remove, la dérivation supprime le sous-arbre enraciné à la position p
en décalant vers la gauche les positions à droite de p. Si ted = (remove, p, t∅) alors :
t = t0
(delete,p.v1,/)
−→ t1
(delete,p.v2 ,/)
−→ t2 . . .
(delete,p.vn ,/)
−→ tn = t′ où v1, . . . , vn sont les positions
du sous-arbre t|p visitées dans l’ordre postfixe inverse (de droite à gauche).
– Pour l’opération replace, une dérivation possible est de supprimer le sous-arbre enra-
ciné en p puis d’insérer τ à sa place, mais la dérivation de coût minimal est de corriger
le sous-arbre en p vers le sous-arbre τ en appliquant l’algorithme décrit en section 5.3.

Toute opération d’édition d’arbre ted peut s’exprimer en terme de séquence d’opérations
d’édition de nœud nos selon la Définition 5.9. Nous disons que ted et nos sont t-equivalentes,
noté ted ≡t nos. D’après la Définition 5.9, à chaque opération d’édition d’arbre correspond
exactement une séquence d’opérations d’édition de nœud t-equivalente.
Exemple 5.8 L’opération d’édition d’arbre ted = (insert, 3, τ1) avec τ1={(ǫ, b), (0, c)} est
définie sur l’arbre t de la Figure 5.1 et elle est t-équivalente à 〈(add, 3, b), (add, 3.0, c).
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⊠
Toute dérivation a un coût de transformation non négatif. Nous allons fixer le coût à 1
pour chaque opération d’édition de nœud, mais cela peut être défini autrement dans le cas
général et donc varier selon le cas d’application 2. Nous pouvons par exemple supposer une
application où l’opération relabel à un coût deux fois plus cher que le coût de l’opération
add.
Définition 5.10 (Coût d’une séquence d’opérations)
Pour toute opération d’édition de nœud ed, le coût cost(ed) est défini comme le coût non
négatif de dérivation d’un arbre par ed. Soit la séquence d’opérations d’édition de nœud
nos = 〈ed1, ed2, . . . , edn〉, le coût de nos est défini par Cost(nos) = Σni=1(cost(edi)). Le coût
d’une opération d’édition d’arbre ted est égal au coût de la séquence nos t-équivalente,
c’est-à-dire Cost(ted) = Cost(nos) où ted ≡t nos. Soit l’ensemble de séquences d’opéra-
tions d’édition de nœud Nos, le coût minimum de Nos est défini par MinCost(Nos) =
minnos ∈ Nos {Cost(nos)}.

Nous arrivons aux définitions de la distance entre deux arbres et entre un arbre et un
langage d’arbres, fondamentales pour l’algorithme de correction de document. On notera
que la première correspond bien à la distance entre deux arbres proposée par [100].
Définition 5.11 (Distance d’arbres)
Soient t et t′ des arbres et soit NOSt→t′ l’ensemble de toutes séquences d’opérations d’édition
de nœud nos telles que t nos−→ t′. La distance entre deux arbres t et t′ est définie par :
dist(t, t′) = MinCost(NOSt→t′).
La distance entre un arbre t et un langage d’arbres L est définie par :
DIST(t, L) = min
t′∈L
{dist(t, t′)}.

Exemple 5.9 Considérons l’arbre t de la Figure 5.1 et le schéma S de l’Exemple 5.2. Nous
avons DIST(t, L) = dist(t, t′2) = Cost(〈(add, 3, c)〉) = 1, avec t
′
2 de la Figure 5.12.
⊠
Définition 5.12 (Ensemble d’arbres solution pour la correction)
Soient un arbre t, une description de schéma S = (Σ, root, Rules) et un seuil th (th ≥ 0).
L’ensemble correction de t par rapport à S en dessous du seuil th est défini comme l’en-
semble de tous les arbres valides et dont la distance avec t n’est pas plus grande que th.
Formellement nous avons :
Ltht (S) = {t
′ | t′ ∈ L(S), dist(t, t′) ≤ th}.

Le but de l’algorithme que nous allons présenter dans la section 5.3 est de montrer
comment obtenir l’ensemble d’arbres solution pour un arbre t donné. L’algorithme calcule
l’ensemble de toutes les séquences d’opérations d’édition de nœud à partir desquelles on
2. Dans le prototype développé pour l’algorithme de correction de document le coût de chaque opération
est un paramètre
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obtient les arbres t′ qui sont dans l’ensemble correction de t. Chaque séquence d’opérations
de nœud peut être exprimée en opérations équivalentes à celles définies par Selkow [100]
(renommage de nœud, insertion de sous-arbre et suppression de sous-arbre). La traduction
entre les séquences d’opérations d’édition de nœud et d’arbre est trivialement obtenue à
partir de la Définition 5.9. En se servant de la Définition 5.5, l’ensemble correction peut être
aussi défini comme suit :
Ltht (S) =

t′ | t′ ∈ ⋃
u∈L(FSAS.root)
LS.rootu (S) et dist(t, t
′) ≤ th

 (α)
Nous allons dans la suite prouver que la Définition 5.12 et (α) sont équivalentes.
5.3 Correction d’un document XML
La génération de la correction d’un document XML par rapport à un schéma XML est ba-
sée sur deux algorithmes fondamentales. Le premier concernant les arbres, est la proposition
de Selkow pour la distance d’édition entre deux arbres [100]. Le second concerne les mots
(chaînes de caractères), a été proposé par Oflazer et permet de trouver la correction d’erreur
d’orthographe [92]. Ce deuxième algorithme fait une exploration dynamique d’un automate
d’états finis (FSA) qui représente un dictionnaire de mots. Nous allons faire une brève intro-
duction de ces deux algorithmes fondamentales avant de proposer notre algorithme pour la
correction de document.
5.3.1 Calcul de distance entre deux arbres
Le problème de la distance d’édition entre deux arbres abordé par Selkow [100] généra-
lise le problème du calcul de la distance d’édition entre deux mots [121] à celui entre deux
arbres étiquetés non bornés. Trois opérations d’éditions sont utilisées : (i) le renommage de
l’étiquette d’un nœud, (ii) la suppression d’un sous-arbre et (iii) l’insertion d’un sous-arbre.
Les deux dernières opérations peuvent être décomposées en des séquences d’opérations de
suppression de feuille, et d’insertion de feuille respectivement. Un coût est attribué à cha-
cune de ces opérations et le problème consiste à trouver le coût minimal de toutes les sé-
quences d’opérations qui transforment un arbre t en un autre arbre t′. La distance d’édition
entre t et t′ est donc égale au coût minimal.
Le calcul de la distance d’édition est basé sur une matrice H où chaque case H[i, j]
contient la distance d’édition entre deux arbres partiels t〈i〉 et t′〈j〉. (cf. Figure 5.6(a)). Rappe-
lons que l’arbre partiel t〈i〉 d’un arbre t comporte la racine de t et ses sous-arbres t|0, . . . , t|i.
Nous utilisons Ci,j pour dénoter le coût minimal pour transformer t〈i〉 en t′〈j〉. Selkow a
montré que Ci,j est le coût minimum des trois séquences d’opérations suivantes :
1. la transformation de t〈i〉 en t′〈j− 1〉 en insérant le sous-arbre t′|j ;
2. la transformation de t〈i− 1〉 en t′〈j− 1〉 en transformant t|i en t′|j ;
3. la transformation de t〈i− 1〉 en t′〈j〉 en supprimant le sous-arbre t|i.
La matrice H est calculée colonne par colonne, de la gauche vers la droite et de bas
en haut. Ainsi chaque case H[i, j] est déduite à partir de ses trois voisines H[i − 1, j − 1],
H[i− 1, j] et H[i, j− 1], comme illustré dans la Figure 5.6(b). La case H[i, j] contient la plus
petite valeur entre (1) la somme de sa voisine gauche et du coût minimum d’insertion du
sous-arbre t′|j (Figure 5.6(b), flèche (1)) ; (2) la somme de sa voisine haut-gauche et du coût
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i
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t′〈j〉t〈i〉
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ǫǫ
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′
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Figure 5.6 – (a) Deux arbres partiels t〈i〉 et t′〈j〉. (b) Matrice pour la distance d’édition : calcul de la case
H[i, j] = Ci,j.
minimum de la transformation du sous-arbre t|i en t′|j (Figure 5.6 (b), flèche (2)) ; et (3) la
somme de sa voisine haut et du coût minimum de suppression du sous-arbre t|i (Figure 5.6
(b), flèche (3)).
Exemple 5.10 Soient t et t′ les deux arbres de la Figure 5.7(a). Dans cet exemple nous fixons
à 1 le coût de chaque opération d’édition élémentaire (insertion, suppression, renommage
de nœud). La matrice d’édition de distance H entre t et t′ est donnée dans la Figure 5.7(b).
Nous avons l’arbre t du côté des lignes, et l’arbre t′ du côté des colonnes. Les lignes et les
colonnes de la matrice H sont numérotées comme suit :
1. -1 lorsque la racine d’un arbre est concernée,
2. un entier i lorsque l’enfant à la position i de la racine est concerné. Les indices des
lignes et des colonnes sont accompagnées par les étiquettes des nœuds correspondants.
La dernière case en bas à droite (H[0, 1]) contient la distance d’édition entre t et t′, c’est-à-
dire le coût de la séquence d’opérations d’édition minimal pour transformer t en t′. Cette
séquence est composée des opérations suivantes : le renommage de la racine en e, l’insertion
de b comme premier fils de la racine et le renommage du nœud b qui a pour fils d, en
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a
b
d
t
=⇒
e
b c
d
t
′
H
-1 0 1
e b c
-1 a 1 2 4
0 b 3 2 3
(a) (b)
Figure 5.7 – Matrice pour la distance d’édition entre t et t′.
c. L’ordre de calcul des cases de H est le suivant : H[−1,−1], H[0,−1], H[−1, 0], H[0, 0],
H[−1, 1], H[0, 1].
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Il est important de remarquer que le calcul de la distance d’édition entre deux arbres t et
t′ implique le calcul de la distance d’édition entre les sous-arbres de t et t′. La complexité en
temps de l’algorithme de Selkow est de O(Σmin(dt ,dt′ )i=0 hih
′
i), où dt et dt′ sont les profondeurs
de t et t′, hi et h′i sont les nombres de nœuds à la profondeur i dans t et t
′, respectivement.
Le calcul de la distance d’édition d’arbres dist(t, t′) de Selkow est notre première notion
fondamentale mais nous avons besoin de faire plus de choses : notre but est de calculer les
séquences d’opérations de coût minimal pour transformer un arbre XML t qui n’est pas va-
lide par rapport à un schéma XML, en des arbres XML valides. Pour pouvoir atteindre notre
but, nous ne calculons pas seulement une distance entre un arbre donné t et un schéma S
mais nous calculons des séquences d’édition pouvant transformer t en des arbres valides par
rapport à S. De plus, nous nous limitons pas seulement au calcul des séquences minimales
car nous cherchons aussi tous les arbres valides t′ tels que dist(t, t′) ≤ th, où th est un seuil
pour la distance entre t et les arbres t′. Nous allons maintenant introduire la deuxième no-
tion fondamentale qui est un algorithme permettant de rechercher des corrections possibles
pour un mot erroné dans un dictionnaire de mots.
5.3.2 Calcul des corrections pour un mot dans un dictionnaire de mots
Étant donné un mot X qui n’appartient pas à un dictionnaire ou langage, l’algorithme
d’Oflazer [92] propose toutes les corrections pour X, qui sont à une distance inférieure ou
égale à un seuil th du mot X.
Cet algorithme malgré qu’il ne soit pas présenté dans un récent état de l’art [34] sur la
correction de mot par rapport à un langage, peut être classé (en se basant sur la classification
faite dans [34]) comme une méthode directe basée sur la notion d’arbre préfixe implémenté
comme un « tri de mots ». Plus précisément, cette méthode est basée sur une exploration
dynamique d’un automate reconnaissant un langage de mots. Un candidat partiel Y =
a1a2 . . . ak est progressivement généré en concaténant les étiquettes des transitions de A en
commençant par l’état initial q0 jusqu’à un état final. A chaque étape, si l’automate est
dans son état qm, pour compléter le mot Y par l’étiquette b d’une transition sortante de qm,
l’algorithme vérifie si la distance d’édition « cut-off » entre X et le mot Y = a1a2 . . . akb reste
inférieure à un seuil th. La distance d’édition « cut-off » entre deux mots est une mesure
introduite par [57] qui permet d’optimiser le processus d’exploration de l’automate en le
stoppant dès qu’il ne peut plus y avoir de nouvel Y dans le seuil th. Dans cette situation, la
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dernière transition est annulée ce qui entraîne que le dernier caractère est retiré de Y et il y a
un retour arrière vers l’état qm et l’exploration continue en essayant une nouvelle transition
sortante de qm. Lorsqu’un état final est atteint, si dist(X, Y) ≤ th alors Y est un candidat
valide pour la correction du mot X. Notre prochain exemple, que nous pouvons retrouver
dans [92], illustre les idées ci-dessus.
Exemple 5.11 La Figure 5.8 montre le graphe G1 représentant l’automate d’états finis cor-
respondant à l’expression régulière E = (aba|bab)∗ et dans G2 nous avons l’exploration de
ce graphe en considérant le mot X = ababa qui n’appartient pas au langage L(E). Les trois
chemins qui sont entourés dans G2, représentent trois corrections possibles abaaba, ababab et
bababa. Pour chaque nœud n dans G2, nous avons entre crochet la distance d’édition « cut-
off » entre le mot incorrect ababa et le mot correspondant au chemin reliant l’état initial q0 à
l’état pour le nœud n. Si nous prenons une distance seuil th = 1 alors les trois mots entourés
sont valides. Nous pouvons noter qu’il n’est pas possible de prolonger ces trois chemins
pour obtenir d’autres candidats avec le seuil th = 1 car la distance d’édition « cut-off » passe
à 2 pour tous les prochains états.
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Figure 5.8 – G1 : graphe représentant le FSA qui correspond à (aba|bab)∗, G2 : graphe représentant l’explo-
ration des chemins pour la correction du mot ababa pour le seuil th = 1
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De la même manière que dans [57], une matrice d’édition de distance H entre X et les
candidats potentiels Y est dynamiquement calculée où la case H[i, j] contient la distance
entre les préfixes de longueur i et j des deux mots X et (respectivement) Y. La plus-value
de la proposition de Oflazer dans [92] réside dans la représentation du lexique/dictionnaire
par l’automate A de sorte que, lorsqu’un mot est recherché dans le lexique, les colonnes
de la matrice qui correspondent à un même préfixe de mots du lexique ne sont calculées
qu’une seule fois.
Pour résumer, l’algorithme de correction de documents que nous avons mis au point
combine les propositions fondamentales de [92, 100]. Nous utilisons le calcul de la distance
d’édition entre deux arbres de Selkow, défini pour les trois opérations de nœud relabel, add
et delete, pour calculer dynamiquement les distances entre l’arbre partiel courant de t et un
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arbre partiel généré progressivement par une exploration dynamique des automates à états
finis présents dans les règles de transition de l’automate de schéma A. L’arbre partiel joue
ici pour les arbres le rôle que joue les préfixes pour les mots. Finalement, nous étendons
les deux propositions fondamentales de [92, 100] pour corriger un arbre par rapport à un
langage d’arbres de manière similaire à ce qu’a fait Oflazer pour la correction d’un mot par
rapport à un langage de mots.
Dans la section suivante, nous allons illustrer notre algorithme de correction de docu-
ments par un exemple.
5.3.3 Exemple de correction d’un document XML
Dans cette section, un exemple montre comment nous combinons les deux approches
introduites en section 5.3.1 et 5.3.2 pour calculer les séquences d’opérations d’édition de
nœuds pour transformer un arbre t en arbres valides t′ tels que dist(t, t′) ≤ th.
Soient Σ = {root, a, b, c, d} un alphabet, t l’arbre XML de la Figure 5.1 et S la description
de schéma de la Figure 5.3. L’automate d’états finis associé à la racine root correspond à
l’expression régulière b∗|ab∗c. Remarquons que l’arbre t n’est pas valide par rapport à S car
le mot abb formé par les fils de la racine de t n’appartient pas au langage L(b∗|ab∗c).
Nous allons calculer l’ensemble des arbres valides {t′1, · · · , t
′
n} ayant une distance par
rapport à t plus petite que le seuil th = 2. En réalité nous calculons pour chaque arbre t′k
(k ∈ [1 . . . n]) une séquence d’opérations d’édition de nœud qui permet de l’obtenir à partir
de t. Pour trouver les séquences, on se sert d’une matrice de distance d’édition M d’un arbre
à un langage d’arbres. Cette matrice M contient des ensembles de séquences d’opérations
(ayant des coûts inférieurs au seuil) nécessaires pour transformer les arbres partiels de t en
arbres partiels de t′k (il est possible d’avoir plusieurs séquences). Nous allons utiliser l’arbre
t′ pour représenter les arbres valides t′k. La case se trouvant à la ligne i et colonne j est
dénotée par M[i][j] ou (i, j). La première case (0, 0) de M contient la séquence d’opérations
pour transformer la racine de t en la racine attendue pour les arbres valides appartenant au
langage L(S). Dans notre exemple, t a la même racine que la racine établie par le schéma
S ce qui fait que la racine de t ne sera pas changée. C’est pour cela que la case (0, 0) de la
Figure 5.9 contient la séquence vide dénotée 〈〉. Par la suite, pour calculer les autres cases
(i, j), nous allons nous servir des cases qui ont été déjà calculées. En fait nous concaténons
chaque séquence prise dans l’une des cases voisines suivantes : gauche (i − 1, j) ou haut-
gauche (i− 1, j− 1) ou haut (i, j− 1), avec l’une des trois opérations tout en s’assurant que
le coût de la séquence obtenue ne dépasse pas le th :
(i) l’ajout de sous-arbre (dénoté par →) à partir du contenu de la case à gauche : ses sé-
quences d’opérations sont concaténées avec celle correspondant à l’insertion du sous-
arbre t′|j (Définition 5.9). Plusieurs sous-arbres différents et localement valides peuvent
être ajoutés du moment qu’ils ont à leur racine l’étiquette correspondante à la colonne
j. Pour cette raison, nous trouvons dans chaque case un ensemble de séquences d’opé-
rations d’édition de nœud.
(ii) la correction de sous-arbre (dénotée parց) à partir du contenu de la case haut-gauche :
ses séquences d’opérations sont concaténées avec celles correspondant à la correction
du sous-arbre t|i de t en un sous-arbre localement valide de l’arbre candidat en cours
de construction. La racine du nouveau sous-arbre aura l’étiquette correspondante à
la colonne j. Cette correction est effectuée par un appel récursif de l’algorithme de
correction qui construit une autre matrice de distance d’édition.
(iii) la suppression de sous-arbre (dénotée par ↓) à partir du contenu de la case du haut : ses
séquences d’opérations sont concaténées avec celle correspondant à la suppression du
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sous-arbre t|i (Définition 5.9). Dans ce cas une seule séquence est possible en prenant
la séquence d’opérations d’édition de nœud t-equivalente.
M
0 1 2 3 4
root b b b b
0 root {〈〉} {〈(add, 0, b), (add, 0.0, c)〉} ∅ ∅ ∅
1 a ∅ {os1=〈(relabel, 0, b), (delete, 0.1, /)〉} ∅ ∅ ∅
2 b ∅ ∅ {os1} ∅ ∅
3 b ∅ ∅ ∅ {os1} ∅
Figure 5.9 – Contenu de la matrice M
Soit la matrice M de la Figure 5.9. Elle est construite pas-à-pas en suivant FSAroot (Fi-
gure 5.3). Ainsi le calcul de M est effectué colonne par colonne. Chaque nouvelle colonne est
ajoutée en suivant une transition dans l’automate FSAroot. Par exemple dans la Figure 5.9,
pour la colonne j = 1, la transition (q0, b, q1) peut être utilisée et cette colonne sera référencée
par l’étiquette b.
Dans la suite nous allons considérer les solutions obtenues en suivant les différentes
transitions de FSAroot.
Correction 1 : Suivant la transition (q0, b, q1) de FSAroot (Figure 5.3).
La matrice M obtenue est celle de la Figure 5.9.
– Le calcul sur la colonne 0 suit le raisonnement suivant. En allant de la case (0, 0) à
la case (1, 0), le sous-arbre de t (Figure 5.1) enraciné en position 0 est supprimé et
cette suppression a un coût de 3. Comme le seuil th = 2 est dépassé, la case (1, 0) est
vide ainsi que toutes les cases en dessous de cette case. La dernière case de la première
colonne correspond à la transformation de tout l’arbre t en la racine de l’arbre valide t′.
– Les étiquettes pour les colonnes (0 < j) dans M forment un mot u. La Figure 5.9
montre le contenu des cases de la matrice M pour le mot u = bbbb. Les lignes pour
une nouvelle colonne sont calculées du haut vers le bas. Voici une illustration du calcul
des cases pour une colonne en prenant pour exemple la case (1, 1) :
(i) la case M[1][0]=∅ ne contient pas de séquences et par conséquent elle ne pourra
pas générer de séquences d’opérations pour la case (1, 1).
(ii) la case M[0][0] = {〈〉} contient la séquence vide de coût 0. La séquence vide est
concaténée avec la séquence d’opérations os1=〈(relabel, 0, b), (delete, 0.1, /)〉 qui
est obtenue en corrigeant le sous-arbre {(ǫ, a), (0, c), (1, d)} à la position 0 dans
t (t|0) en un arbre localement valide ayant comme racine b. Le sous-arbre que
nous obtenons est {(ǫ, b), (0, c)}. Le coût de la séquence os1 est 2 et ne dépasse
pas le seuil th = 2. La matrice M′ (Figure 5.10) est utilisée pour transformer le
sous-arbre {(ǫ, a), (0, c), (1, d)} en {(ǫ, b), (0, c)}. M′ est en effet construite lors de
l’appel récursif fait pour corriger le sous-arbre t|0.
(a) Initialement, la correction retenue à la case M′[0][0] concerne le renommage
de la racine de t|0 qui change de a en b.
(b) Dans la suite M′[1][0] est obtenue en supprimant le nœud c à la posi-
tion 0 dans t|0. La séquence dans M′[1][0] permet la transformation de
{(ǫ, a), (0, c)} en {(ǫ, b)} avec un coût de 2.
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(c) La case M′[2][0] indique que la transformation de {(ǫ, a), (0, c), (1, d)} en
{(ǫ, b)} a un coût supérieur au th. En effet il fallait rajouter l’opération
(delete, 1, /) à la séquence {〈(relabel, ǫ, b), (delete, 0, /))〉} dans M′[1][0], qui
a déjà un coût de 2.
(d) La case M′[0][1] résulte de l’ajout du nœud c à la position 0 dans {(ǫ, b)}.
(e) La case M′[1][1] propose la transformation de {(ǫ, a), (0, c)} en {(ǫ, b), (0, c)}.
En partant de la case M′[0][0], comme nous avons déjà renommé a par b, il
n’y a plus rien à faire. C’est pour cela que nous obtenons aussi la séquence
〈(relabel, ǫ, b)〉 dans M′[1][1]. En partant des cases M′[1][0] et M′[0][1] il n’est
pas possible d’avoir de nouvelles séquences car les nouveaux coûts vont dé-
passer le seuil th.
(f) Finalement la case M′[2][1] propose de transformer {(ǫ, a), (0, c), (1, d)} en
{(ǫ, b), (0, c)}. En partant de la case M′[1][1], il nous reste à supprimer le
nœud d. On obtient la séquence {〈(relabel, ǫ, b), (delete, 1, /)〉} de coût 2.
A la fin de l’appel récursif la séquence os1 provient de la séquence {〈(relabel, ǫ, b),
(delete, 1, /)〉} de M′[2][1] dans laquelle les positions ont été préfixées de la po-
sition 0. Remarquons que c’est à la position 0 dans t qu’a été effectué l’appel
récursif pour corriger le sous-arbre t|0.
M’
0 1
b c
0 a {〈(relabel, ǫ, b)〉} {〈(relabel, ǫ, b), (insert, 0, c))〉}
1 c {〈(relabel, ǫ, b), (delete, 0, /))〉} {〈(relabel, ǫ, b)〉}
2 d ∅ {〈(relabel, ǫ, b), (delete, 1, /)〉}
Figure 5.10 – Nouvelle matrice calculée par l’appel récursif.
(iii) la case M[0][1] = {〈(add, 0, b), (add, 0.0, c)〉} avec un coût de 2. A cette séquence
est concaténée la séquence os2 = {〈(delete, 0.1, /), (delete, 0.0, /), (delete, 0, /)〉},
qui permet de supprimer le sous-arbre à la position 0 dans t. Cependant le coût
de suppression de ce sous-arbre est de 3. Le coût total de la nouvelle séquence
(obtenue après concaténation) est de 5, dépassant le seuil th = 2. Ainsi la case
(0, 1) ne pourra pas générer de séquences d’opérations pour la case (1, 1).
Le calcul de la case (1, 1) selon les items (i),(ii),(iii) ci-dessus, est illustré dans la Fi-
gure 5.11.
Pour les autres cases de la matrice M (Fig. 5.9), la transition (q1, b, q1) est utilisée. Lorsque
le mot formé par les étiquettes des colonnes est dans L(FSAroot) (c’est-à-dire lorsqu’on at-
teint un état final) alors la dernière case en bas de la colonne contient des séquences d’opé-
rations pouvant dériver un arbre candidat t′ à partir de t. Dans notre exemple, malgré que
chaque colonne associée à l’étiquette b correspond à un état final, la dernière case des co-
lonnes 1, 2 et 4 sont vides et donc ne produisent pas d’arbres candidats. Par contre la case
(3, 3) de la colonne 3 contient la séquence os1=〈(relabel, 0, b), (delete, 0.1, /)〉 qui transforme
t en un arbre valide t′1 (Figure 5.12).
Toutes les cases de le colonne j = 4 sont vides, ce qui veut dire que nous ne pouvons
pas avoir une séquence de coût inférieur au th = 2 pour un mot ayant bbbb comme préfixe.
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0
1
0 1
{〈〉} {〈(add, 0, b), (add, 0.0, c)〉}
∅ {〈(relabel, 0, b), (delete, 0.1, /)〉}
{os2}, cost=5 [×]
∞[×]
{〈(relabel, 0, b), (delete, 0.1, /)〉}, cost=2 [√ ]
os2 = 〈(delete, 0.1, /), (delete, 0.0, /), (delete, 0, /)〉
Figure 5.11 – Calcul de la case (1,1) de la matrice M.
root
ǫ
b
c
b
c
b
c
0
0.0
1
1.0
2
2.0
t
′
1
root
ǫ
a
c d
b
c
b
c
c
0
0.0 0.1
1
1.0
2
2.0
3
t
′
2
root
ǫ
a
c d
b
c
c
0
0.0 0.1
1
1.0
2
t
′
3
Figure 5.12 – Trois candidats possibles t′1, t
′
2 et t
′
3 pour l’arbre t de la Figure 5.1.
Dans cette situation, un retour arrière est requis pour essayer d’autres transitions. Le retour
arrière va supprimer les colonnes j = 4, 3, 2, 1 ce qui correspond à un retour à l’état q0.
La prochaine transition est (q0, a, q2) qui permet d’ajouter la seconde colonne de la matrice
illustrée dans la Figure 5.13. Les autres colonnes de la matrice M sont calculées en suivant
la transition (q2, b, q2) jusqu’à ce que l’on atteint une colonne vide. Un retour arrière est
encore effectuée pour atteindre la colonne j = 3 et nous utilisons la transition (q2, c, q3) pour
calculer la nouvelle colonne j = 4. La matrice courante obtenue après ces changements est
illustrée dans la Figure 5.14.
Le mot abbc formé par les colonnes de la matrice courante (Figure 5.14) appartient au
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M
0 1 2 3 4 5
root a b b b b
0 root {〈〉} ∅ ∅ ∅ ∅ ∅
1 a ∅ {〈〉}
{〈(add, 1, b),
(add, 1.0, c)〉}
∅ ∅ ∅
2 b ∅
{〈(delete, 1.0, /),
(delete, 1, /)〉}
{〈〉}
{〈(add, 2, b),
(add, 2.0, c)〉}
∅ ∅
3 b ∅ ∅
{〈(delete, 2.0, /),
(delete, 2, /)〉}
{〈〉}
{〈(add, 3, b),
(add, 3.0, c)〉}
∅
Figure 5.13 – Contenu de la matrice M pour le mot u = abbbb (après un retour arrière à l’état q1 de
l’automate FSAroot))
M
0 1 2 3 4
root a b b c
0 root {〈〉} ∅ ∅ ∅ ∅
1 a ∅ {〈〉}
{〈(add, 1, b),
(add, 1.0, c)〉}
∅ ∅
2 b ∅
{〈(delete, 1.0, /),
(delete, 1, /)〉}
{〈〉}
{〈(add, 2, b),
(add, 2.0, c)〉}
∅
3 b ∅ ∅
{〈(delete, 2.0, /),
(delete, 2, /)〉}
{〈〉} {〈(add, 3, c)〉}
Figure 5.14 – Contenu de la matrice M après un retour arrière et l’utilisation de la transition (q2, c, q3) de
FSAroot
langage L(FSAroot) et donc la dernière case en bas de la colonne j = 4 contient une séquence
d’opérations ayant un coût ne dépassant pas le seuil th = 2. Cette séquence dérive donc un
nouvel arbre t′2 illustré dans la Figure 5.12. L’état q3 ne possède pas de transition sortante,
ce qui nous conduit à un retour arrière à la colonne j = 2 pour essayer la transition donnant
le mot abc. La Figure 5.15 montre la matrice correspondante au mot abc. La dernière case
de la colonne j = 3 a un coût ne dépassant pas le seuil th = 2. Cette séquence est obtenue
par le calcul d’une nouvelle matrice en faisant un appel récursif pour corriger le sous-
arbre {(ǫ, b), (0, c)} à la position 2 dans t en {(ǫ, c)}. L’arbre candidat t′3 est illustré dans la
Figure 5.12. Pour le seuil th = 2, il n’est pas possible de trouver d’autres arbres candidats
autre que t′1, t
′
2 et t
′
3.
M
0 1 2 3
root a b c
0 root {〈〉} ∅ ∅ ∅
1 a ∅ {〈〉}
{〈(add, 1, b),
(add, 1.0, c)〉}
∅
2 b ∅
{〈(delete, 1.0, /),
(delete, 1, /)〉}
{〈〉} {〈(add, 2, c)〉}
3 b ∅ ∅
{〈(delete, 2.0, /),
(delete, 2, /)〉}
{〈(relabel, 2, c), (delete, 2.0, /)〉}
Figure 5.15 – Contenu de la matrice M pour le mot u = abc après un autre retour en arrière
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5.3.4 Présentation de l’algorithme de correction d’un document XML
Nous allons présenter notre algorithme pour la correction de documents et prouver ses
propriétés (c’est-à-dire qu’il termine, qu’il est correct et complet). Nous ferons ensuite une
analyse de sa complexité. Avant de présenter notre algorithme de correction, nous allons
d’abord introduire des opérateurs sur les ensembles de séquences d’opérations, qui sont
utilisés dans l’algorithme. Soient deux ensembles de séquences d’opérations S et S′ ; ces
opérateurs permettent par exemple d’ajouter des préfixes aux positions de toutes les opéra-
tions dans S, de concaténer des séquences d’un ensemble S à celles d’un ensemble S′ en ne
gardant que celles qui ont un coût inférieur à un seuil th donné, de faire l’union de deux
ensembles S et S′ en ne gardant que les séquences qui n’ont pas de séquences équivalentes
avec un coût plus petit.
Définition 5.13 (Union restreinte aux coûts minimaux)
Soient Nos1 et Nos2 deux ensembles de séquences d’opérations d’édition, et Nos = Nos1 ∪
Nos2. Nous dénotons par Nos1 ⋒ Nos2 l’union restreinte aux coûts minimaux de Nos1 et
Nos2 définie par :
Nos1 ⋒ Nos2 = {nos | nos ∈ Nos ∧ [ 6 ∃ nos′ ∈ Nos tq. nos′ ≡ nos et Cost(nos′) < Cost(nos)]}

Soient Nos1 et Nos2 deux ensembles de séquences d’opérations d’édition. Nous dénotons
par Nos1 · Nos2 la concaténation de Nos1 et Nos2 qui donne :
Nos1 · Nos2 = {nos1.nos2 | nos1 ∈ Nos1, nos2 ∈ Nos2}.
Exemple 5.12 Considérons les ensembles de séquences d’opérations d’édition
S1 = {〈(add, 1, c), (delete, 2, /), (relabel, 0, d)〉, 〈(relabel, 2, c), (delete, 2.0, /)〉}, et
S2 = {〈(relabel, 0, a)〉}. Nous avons : S1 · S2 = {〈(add, 1, c), (delete, 2, /), (relabel, 0, d),
(relabel, 0, a)〉, 〈(relabel, 2, c), (delete, 2.0, /), (relabel, 0, a)〉}.
Remarquons que si Nos1 ou Nos2 est l’ensemble vide ∅ alors Nos1 · Nos2 = ∅.
⊠
Définition 5.14 (Concaténation bornée par un seuil)
Soient Nos1 et Nos2 deux ensembles de séquences d’opérations d’édition, et le seuil th tel
que th ≥ 0. Nous définissons la concaténation bornée par le seuil th de Nos1 et Nos2,
dénotée par Nos1 ·th Nos2, comme étant le sous-ensemble de la concaténation Nos1 · Nos2
dans lequel toutes les séquences ont un coût plus petit que th. Formellement nous avons :
Nos1 ·th Nos2 = {nos1.nos2 | nos1 ∈ Nos1, nos2 ∈ Nos2 et Cost(nos1.nos2) ≤ th}.

Exemple 5.13 Considérons les ensembles de séquences d’opérations d’édition
Nos1 = {〈(add, 1, a), (add, 1.0, b), (add, 1.1, c)〉, 〈(add, 3, e), (add, 3.0, f )〉}, Nos2 =
{〈(add, 0, g), (add, 0.0, h)〉}, et Nos3 = {〈(relabel, ǫ, root), (add, 2, b)〉, 〈(delete, 4, /)〉, nos∅}.
Nous avons :
Nos1 ·3 Nos3 = {〈(add, 1, a), (add, 1.0, b), (add, 1.1, c)〉, 〈(add, 3, e), (add, 3.0, f ), (delete, 4, /)〉,
〈(add, 3, e), (add, 3.0, f )〉}
Nos2 ·3 Nos3 = {〈(add, 0, g), (add, 0.0, h), (delete, 4, /)〉, 〈(add, 0, g), (add, 0.0, h)〉}
Nos1 ·3 Nos2 = ∅.
⊠
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Définition 5.15 (Ajout de préfixe à un ensemble de séquences d’opérations)
Soit Nos un ensemble de séquences d’opérations d’édition, et u ∈ N∗. Nous défi-
nissons l’ajout du préfixe u à un ensemble de séquences d’opérations, dénoté par
AddPre f ix(Nos, u), comme étant l’ensemble résultat de la concaténation du préfixe u
à toutes les positions des opérations qui sont dans Nos. Formellement nous avons :
AddPre f ix(Nos, u) = {〈ed1, . . . , edn〉 | edi = (opi, u.posi, li) pour 1≤i≤n et
∃ 〈ed′1, . . . , ed
′
n〉 ∈ Nos tel que ed
′
i = (opi, posi, li)}.

L’algorithme de correction prend en paramètre un schéma S = (Σ, root, Rules), un arbre
XML t et un seuil entier th. Pour corriger un arbre XML t par rapport à S en dessous du
seuil th, nous utilisons une méthode de programmation dynamique qui calcule une matrice
à deux dimensions d’édition d’arbre-à-langage Mcu où c est une étiquette et u = u1u2 . . . uk
est un mot (une séquence d’étiquettes). Chaque case de la matrice Mcu contient un ensemble
de séquences d’opérations d’édition de nœud. Plus précisément la case Mcu[i][j] contient
l’ensemble de séquences d’opérations d’édition de nœud permettant de transformer l’arbre
partiel t〈i−1〉 en t1, . . . , tn tels que chaque arbre candidat :
– est partiellement valide ;
– a comme racine c et les fils de la racine forment un préfixe 3 du mot u, de longueur j ;
– la distance d’édition avec t ne dépasse pas le seuil th.
Formellement nous avons :
∃ t1, . . . , tn [t〈i−1〉
Mcu[i][j]−→ {t1, . . . , tn} et ∀ 1≤k≤n [tk ∈ L
c
u[1...j](S) et dist(t, tk) ≤ th].
En posant c = root, i = t¯ et j = |u|, la case Mcu[i][j] contient l’ensemble de séquences
d’opérations permettant de transformer l’arbre t en un ensemble d’arbres appartenant à
l’ensemble correction Ltht (S) (L
th
t (S) est l’ensemble correction dans la Définition 5.12).
La matrice Mcu est calculée par l’Algorithme 8. Il prend en paramètre l’étiquette c (du
schéma) vers lequel on veut corriger l’arbre, l’arbre à corriger t, le schéma S et le seuil th.
L’Algorithme 8 retourne l’ensemble des séquences d’opérations permettant de transformer
l’arbre t en arbres localement valides ayant c comme racine. Lorsque l’Algorithme 8 est
appelé avec c = root, il retourne bien tout l’ensemble correction Ltht (S).
Le premier appel à la fonction correction (Algorithme 8) implique d’autres appels dont
les résultats sont collectés dans l’ensemble Result qui sera ensuite retourné à la fin.
Lorsque le seuil th vaut 0 et que l’arbre initial t est localement valide et possède la bonne
racine c alors le résultat de la correction est la séquence vide (lignes 1–2) du fait qu’au-
cune opération n’est nécessaire pour transformer t. Dans le cas où t n’est pas localement
valide, avec un seuil th inférieur à 0, il n’existe pas de solutions (lignes 3–4) ce qui entraîne
un ensemble de solutions vide (qui est différent d’un ensemble de solution qui contient uni-
quement la séquence vide). Avec un seuil positif et non nul, la matrice Mcu est initialisée avec
une colonne qui correspond au mot u = ǫ et la matrice a autant de lignes que le nombre de
sous-arbres fils de la racine additionné à 1 puisque la ligne 0 correspond à la racine (lignes
6–8). Les cases de la première colonne sont ensuite calculées (lignes 10–18). La première case
Mcu[0][0] reçoit le(s) opérations nécessaire(s) pour introduire la bonne racine c, c’est à dire
(i) l’insertion de c lorsque t est vide (lignes 10–11),
3. Pour le mot u = u1u2 . . . uj . . . un ∈ Σ∗ nous dénotons par |u| la longueur de u, c’est-à-dire |u| = n, et par
u[1..j] le préfixe de u de longueur j, c’est-à-dire u[1..j] = u1u2 . . . uj avec 1 ≤ j ≤ n.
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(ii) la séquence vide lorsque la racine de t est correcte (lignes 12–13),
(iii) le renommage de la racine lorsque la racine de t n’est pas correcte (lignes 14–15).
Remarquons que si t est égal à l’arbre vide t∅ alors la matrice Mcu ne possède qu’une seule
ligne ce qui entraîne le calcul de la seule case Mcu[0][0].
Toutes les cases en dessous de Mcu[0][0] vont contenir les séquences d’opérations tranfor-
mant les arbres partiels t〈i−1〉 en un arbre possédant seulement la racine c. En suivant les
lignes 17–18, ces séquences contiennent l’opération calculée pour la case Mcu[0][0] concaténée
aux suppressions de tous les sous-arbres de la racine de t. Notons que les suppressions (i)
sont effectuées de la droite vers la gauche dans le but d’éviter le décalage des positions,
(ii) sont exprimées, pour des raisons de simplicité, en opérations d’édition d’arbres « re-
move ». Enfin la matrice Mcu avec la première colonne initialisée est passée à la fonction
correctionState (ligne 21), qui va poursuivre le calcul et retourner le résultat final.
Algorithme 8 correction(t, S, th, c) : Correction de l’arbre XML t par rapport au schéma S
Entrée :
– l’arbre XML à corriger t
– la description de schéma S
– le seuil th
– l’étiquette c qui sera la racine des arbres résultats
Sortie : L’ensemble des séquences d’opérations qui permettent d’obtenir les arbres résultats
1: si th = 0 et t ∈ Lloc(S) et t(ǫ) = c alors
2: retourner {〈〉} % arrêt de l’appel récursif %
3: sinon si th ≤ 0 alors
4: retourner ∅ % arrêt de l’appel récursif %
5: sinon
6: u := ǫ
7: n := t¯ % n est le nombre de fils de la racine de t %
8: Mcu := initMatrix(n+1, 1) % initialise la matrice avec n+1 ligne et une colonne %
9: % calcul de la première colonne de la matrice %
10: si t = t∅ alors
11: Mcu[0][0] := {〈(add, ǫ, c)〉}
12: sinon si c = t(ǫ) alors
13: Mcu[0][0] := {〈〉}
14: sinon
15: Mcu[0][0] := {〈(relabel, ǫ, c)〉}
16: fin si
17: pour i:=1 à n faire
18: Mcu[i][0] := {〈(remove, i−1, t∅)〉} ·th M
c
u[i−1][0]
19: fin pour
20: % on corrige les fils de la racine de t %
21: Result := correctionState(t, S, th, c, Mcu, initialState(FSAc), Result) % la fonction initialState
retourne l’état initial du FSA associé à c %
22: retourner Result
23: fin si
La fonction correctionState (Algorithme 9) effectue une exploration en profondeur
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d’abord de l’automate FSAc associé à la racine c (étiquette racine vers lequel se fait la
correction de t). Lorsque l’état s en paramètre est un état final alors le mot u (obtenu en
traversant les transitions utilisées dans l’automate jusqu’à l’appel actuel de la fonction)
appartient au langage L(FSAc). Par conséquent, toutes les séquences accumulées dans la
dernière case vers le bas de la dernière colonne de Mcu conduisent à des arbres localement
valides et donc peuvent être ajoutées à l’ensemble solution (lignes 2–3). Ensuite chaque
transition δ partant de l’état courant s est considérée (lignes 6–7). La fonction correctionState
retourne le résultat final après avoir traité toutes les transitions de l’automate FSAc. Remar-
quons que toutes les transitions sont traitées après plusieurs appels récursifs. Un appel de
la fonction correctionState permet de prendre en compte les transitions d’un état.
Algorithme 9 correctionState(t, S, th, c, Mcu, s, Result) : Exploration en profondeur d’abord
à partir de l’états s
Entrée :
– l’arbre XML à corriger t, la description de schéma S, le seuil th
– l’étiquette c qui sera la racine des arbres résultats
– la matrice courante Mcu
– l’état courant s dans l’automate FSAc
– l’ensemble des séquences Result, qui sera complété par les séquences calculées
pour l’état s
Sortie : L’ensemble des séquences d’opérations qui permettent d’obtenir les arbres résultats
1: % dans le cas où u ∈ L(FSAc), on ajoute les séquences de la dernière case
de la colonne courante au résultat %
2: si s ∈ FSAc.F alors
3: Result := Result⋒Mcu[t¯][|u|]
4: fin si
5: % exploration de l’automate FSAc %
6: pour tout δ ∈ FSAc.∆ tel que δ = (s, a, s′) faire
7: Result := correctionTransition(t, S, th, c, Mcu, s
′, a, Result)
8: fin pour
9: retourner Result
La fonction correctionTransition (Algorithme 10) utilise la transition courante δ avec son
étiquette a pour corriger les arbres partiels de t en des arbres partiels valides ayant a comme
racine de leur dernier sous-arbre. La fonction correctionTransition procède (i) en calculant
une colonne (la dernière de la matrice), (ii) en vérifiant s’il est possible de poursuivre le
chemin d’exploration, et si c’est le cas, (iii) prolonge le chemin en appelant de nouveau la
fonction correctionState. A partir des fonctions correctionState et correctionTransition, nous
pouvons noter que le nombre de colonnes calculées pour un processus de correction de
correction de l’arbre t par rapport à l’étiquette c est borné par f t¯+thc où fc est le nombre
maximal de transitions sortantes pour tous les états dans FSAc. Cette remarque peut être
vérifiée dans l’exemple détaillé en section 5.3.3.
Le mot v = u.a est formé par les étiquettes des transitions utilisées dans l’automate FSAc
jusqu’à l’appel actuel et de l’étiquette a de la transition courante (ligne 2). La matrice Mcv est
initialisée avec les mêmes cases que Mcu (ligne 5), avec une colonne en plus (correspondant à
la transition courante) qui est calculée aux lignes 9–22. La matrice Mcu possède v+1 colonnes
et n+ 1 lignes où n est le nombre de sous-arbre fils de la racine de t (lignes 3–5). Pour calculer
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Algorithme 10 correctionTransition(t, S, th, c, Mcu, s, a, Result) :
Entrée :
– l’arbre XML à corriger t, la description de schéma S, le seuil th
– l’étiquette c qui sera la racine des arbres résultats
– la matrice courante Mcu
– l’état cible s de la transition courante dans l’automate FSAc
– l’étiquette a de la transition courante
– l’ensemble des séquences Result (contenant les séquences calculées pour les états
déjà visités)
Sortie : L’ensemble des séquences d’opérations qui permettent d’obtenir les arbres résultats
1: nbColonneNonVide := 0
2: v := u.a
3: m := |v| % m est la longueur du mot courant %
4: n := t¯ % n est le nombre de fils de la racine de t %
5: Mcv := initMatrix(n+1, m+1, M
c
u) % initialise la nouvelle matrice avec avec n+1 lignes et m+1
colonnes, et copie toutes les colonnes de Mcu dans M
c
v %
6: % calcul des arbres localement valides pour l’étiquette a %
7: T := correction(t∅, S, th− MinCost(Mcv[0][m−1]), a)
8: % début du calcul de la dernière colonne de Mcv %
9: Mcv[0][m] := M
c
v[0][m−1] ·th AddPre f ix(T, m−1)
10: si Mcv[0][m] 6= ∅ alors
11: nbColonneNonVide := nbColonneNonVide + 1
12: fin si
13: pour i := 1 à n faire
14: T := correction(t∅, S, th− MinCost(Mcv[i][m−1]), a)
15: T′ := correction(t|i−1, S, th− MinCost(Mcv[i−1][m−1]), a)
16: Mcv[i][m] := M
c
v[i][m−1] ·th AddPre f ix(T, m−1) ⋒ % correction issue de l’horizontale %
17: Mcv[i−1][m−1]·th T
′ ⋒ % correction issue de la diagonale %
18: {(remove, i−1, t∅)} ·th Mcv[i−1][m] % correction issue de la verticale %
19: si Mcv[i][m] 6= ∅ alors
20: nbColonneNonVide := nbColonneNonVide + 1
21: fin si
22: fin pour
23: % fin du calcul de la dernière colonne de Mcv %
24: % lorsque la dernière colonne contient au moins une case non vide, la recherche se poursuit
en appellant correctionState sur l’état s. Dans le cas contraire la recherche est stoppée %
25: si nbColonneNonVide ≥ 1 alors
26: Result := correctionState(t, S, th, c, Mcv, s, Result)
27: fin si
28: retourner Result
les cases de la dernière colonne, nous calculons en premier les séquences d’opérations qui
transforment l’arbre vide t∅ en des arbres localement valides ayant a comme racine (lignes
7 et 14). Ces séquences sont t-équivalent aux opérations d’éditions d’arbres qui insèrent des
arbres localement valides à la position m−1 dans t. Chacune de ses opérations n’intervient
seulement après avoir corrigé l’arbre partiel t〈i−1〉 (par exemple pour i = 0, nous avons
seulement la racine) en des arbres partiellement valides t′ ∈ Lcu. Ensuite, le coût autorisé
pour insérer un arbre avec comme racine a à la position m−1 ne peut pas dépasser le seuil
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global th auquel on enlève le coût minimal de la correction précédente de t〈i−1〉 en t′ (th−
MinCost(Mcv[i][m−1])). Comme cette valeur minimale varie, cette correction est effectuée
pour chaque case de la dernière colonne.
La première case de la colonne m de la matrice correspond à la transformation de l’arbre
partiel t〈−1〉 en chacun des arbres de t′′ ∈ Lcv. Ainsi son contenu est formé par les corrections
précédentes de t〈−1〉 en t′ ∈ Lcu concaténées avec les insertions de sous-arbre à la position
m−1 préfixées par la position d’insertion m−1 (ligne 9). A chaque fois que des séquences
d’opérations sont concaténées (·th), nous ne gardons que les séquences résultats dont les
coûts ne dépassent pas le th. Les autres cases de la colonne m sont calculées en prenant en
compte les trois possibilités issues de la proposition de Selkow (cf. section 5.3.1) :
– la première est de transformer l’arbre partiel t〈i−1〉 en t′ ∈ Lcu, et ensuite d’ajouter un
arbre localement valide par rapport à la racine a à la position m−1 dans t (ligne 16).
Ceci correspond à la correction issue de l’horizontale dans la matrice illustrée dans la
Figure 5.6(b) et dans la Figure 5.11.
– la deuxième est de transformer l’arbre partiel t〈i−2〉 en t′ ∈ Lcu, et ensuite de corriger
le sous-arbre t|i−1 en un sous-arbre localement valide par rapport à la racine a (ligne
17). Ceci correspond à la correction issue de la diagonale dans la matrice illustrée dans
la Figure 5.6(b) et dans la Figure 5.11.
– la troisième est de supprimer le sous-arbre t|i−1, et ensuite de transformer l’arbre
partiel t〈i−2〉 en t′ ∈ Lcv (ligne 18). Ceci correspond à la correction issue de la verticale
dans la matrice illustrée dans la Figure 5.6(b) et dans la Figure 5.11.
Toutes les séquences calculées à partir de ses trois possibilités sont stockées en s’assurant
que : (i) leur coût ne dépasse pas le seuil th (cette vérification est effectuée au moment
de la concaténation bornée ·th) (ii) elles n’ont pas de séquences équivalentes avec un coût
inférieur (ceci est garantie par l’opération de l’union avec coût minimum ⋒). Certaines cases
de la colonne courante peuvent être vide après l’application de la concaténation bornée
·th. La variable nbColonneNonVide compte le nombre de cases dans la colonne courante
qui contiennent au moins une solution (lignes 1, 10–11 et 19–20). Si la colonne courante
contient au moins une solution alors la correction récursive continue avec l’état d’arrivée de
la transition courante (ligne 26). Dans le cas contraire, le chemin d’exploration est arrêté et
un retour-arrière à partir de la transition courante vers une transition précédente est effectué
(c’est-à-dire que la matrice courante avec la dernière colonne ne sera plus utilisée).
Il est important de remarquer que le résultat de la fonction correction(t, S, th, c) (Algo-
rithme 8) est exactement l’ensemble de séquences d’opérations d’édition de nœud suivant :
nos | nos ∈ ⋃
u∈L(FSAc)
Mcu[t¯][|u|] et Cost(nos) ≤ th


A cause des lignes 6–7 de la fonction correctionState, nous essayons tous les mots possibles
dans le langage L(FSAc) et la linge 2 ajoute au résultat seulement les séquences des cases
Mcu[n][|u|] pour lesquels u ∈ L(FSAc). Ainsi seules les cases M
c
u[t¯][|u|] sont sélectionnées
et elles correspondent aux séquences qui mènent à des arbres valides. De plus l’opérateur
concaténation bornée (·th) combiné à l’opérateur union de coût minimum (⋒) n’autorisent
que des séquences d’opérations, non redondantes qui ont des coûts ne dépassant pas le seuil
th, dans les cases de la matrice Mcu. Dans les lignes qui vont suivre, nous allons prouver que
la fonction correction(t, S, th, c) (Algorithme 8) calcule bien l’ensemble que nous venons de
décrire.
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Exemple 5.14 Nous pouvons vérifier que les corrections trouvées dans l’exemple de la sec-
tion 5.3.3 sont précisément celles qui sont calculées par la fonction correction (Algorithme 8)
⊠
Propriétées.
Nous allons commencer par les aspects simples de l’algorithme. Les preuves des lemmes
et théorèmes de cette section sont données en Annexe, section A.7. Le premier aspect inté-
ressant est de montrer que la correction de l’arbre vide donne bien des arbres localement
valides en dessous du seuil. Cet aspect est formulé par le lemme suivant :
Lemme 5.1 Soient une étiquette c ∈ Σ, un schéma S et un seuil th. Supposons le schéma S′ =
(Σ, c, S.Rules). L’appel de correction(t∅,S,th,c) termine et retourne l’ensemble Result tel qu’on ait :
t∅
Result
−→ Ltht∅(S
′).
Nous allons maintenant supposer que le th = 0. Ce cas est considéré séparément car il
n’y a pas création de matrice.
Lemme 5.2 Soient une étiquette c ∈ Σ, un schéma S et un seuil th. Supposons le schéma S′ =
(Σ, c, S.Rules). L’appel de correction(t,S,0,c) termine et retourne l’ensemble Result tel qu’on a :
t Result−→ L0t (S
′).
Nous pouvons maintenant traiter le cas général c’est-à-dire la correction d’un arbre non
vide avec un seuil th non nul. Nous allons montrer que chaque case de la matrice d’édition
calculée par notre algorithme, permet de transformer les arbres partiels de t en des arbres
partiellement valides en dessous du seuil th.
Lemme 5.3 Soient une étiquette c ∈ Σ, un schéma S, un arbre XML t 6= t∅, et un seuil th > 0.
Soit un mot u ∈ Σ∗ tel que u ∈ L(FSAS.root) et Lcu(S) 6= ∅. L’appel de correction(t, S, th, c) calcule
la matrice Mcu telle que pour i ∈ [0 . . . t¯] et j ∈ [0 . . . |u|], la formule suivante est vraie :
t〈i− 1〉
Mcu[i][j]−→ {t′ | t′ ∈ Lcu[1..j](S), dist(t〈i− 1〉, t
′) ≤ th}.
Théorème 5.1 Soient un arbre XML t, un schéma S et un seuil th≥ 0. L’appel de
correction(t, S, th, S.root) termine et retourne l’ensemble Result tel qu’on a :
t Result−→ Ltht (S).
5.3.5 Complexité
Dans le processus de correction, il existe deux sources de récursivité : la description
de schéma S d’une part et l’arbre à corriger d’autre part. Les deux sources de récursivité
interviennent en parallèle sauf pour la correction de l’arbre vide.
En effet la récursivité selon la description de schéma est la seule utilisée pour la correc-
tion de l’arbre vide vers une étiquette racine a. Ce cas correspond à l’insertion du nœud a
qui sera la racine de l’arbre solution. Pour insérer l’arbre ayant la racine a, nous utilisons la
règle associée à a dans S et nous construisons le mot correct formé par les étiquettes des fils
de a, et chaque nœud fils devient la racine d’un arbre correct à insérer. Ainsi pour chaque
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nouveau nœud, nous considérons encore la règle correspondante dans S et nous essayons
de construire le mot correct des fils, et ainsi de suite. Le processus de correction de l’arbre
vide vers l’étiquette racine a est limitée par le seuil th. Puisque la taille maximale des arbres
corrects est th, le processus s’arrête dès que th nœuds ont été insérés dans l’arbre vide. Ainsi
le nombre maximale de transitions utilisées dans S (en prenant en compte tous les auto-
mates concernés) est toujours limité par ( fS)th, où fS est le nombre maximal de transitions
sortantes en considérant tous les états dans les automates d’états finis de S. Nous pouvons
remarquer que la correction de l’arbre vide vers une étiquette racine a peut s’arrêter bien
avant la limite générale. Par exemple si l’automate contient un seul état qui est final, le
processus de correction s’arrête immédiatement. Il est évident que la forme des automates
dans S est un paramètre important dans la récursivité : moins il y a de choix, la borne fS
est petite. Les répétitions dans le schéma (c’est-à-dire les cycles dans les automates de S)
implique des mots des fils de longueur potentiellement infini. La récursivité du schéma
aussi implique des arbres valides de profondeur potentiellement infini. Ces deux derniers
cas sont limités par le seuil th.
La deuxième source de récursivité est sur l’arbre à corriger t. Chacun de ses nœuds
est susceptible d’être corrigé, ainsi un parcours récursif complet de l’arbre est nécessaire.
Ce parcours est effectué par des appels récursifs au processus de correction pour calculer
des matrices d’édition. Pour chaque matrice d’édition, nous pouvons déterminer la borne
générale pour : (i) le nombre de lignes, et (ii) le nombre maximal de colonnes calculées
pour toutes les matrices confondues.
Pour chaque matrice, son nombre de lignes est limité par le nombre maximal de fils en
prenant en compte tous les nœuds de l’arbre, dénoté ft, auquel on additionne 1 (pour la
racine). Le nombre de colonnes calculées pour corriger l’arbre t dépend de l’exploration
dynamique des automates de S. En considérant le graphe d’exploration illustré dans la
Figure 5.8, pour un mot incorrect w, la longueur maximale des chemins menant à des mots
corrects est inférieure ou égale à |w|+th. Par ailleurs, pour chaque nœud dans le graphe
d’exploration il existe au plus f nœuds suivants à explorer où f est le nombre maximal
de transitions sortantes des états de l’automate. Ainsi, le nombre de colonnes calculées dans
l’algorithme de Oflazer est limité dans le pire des cas par f |w|+th. En généralisant ce résultat
à notre contexte, la limite pour la longueur des mots corrects, |w|+ th, devient |t|+ th, la
taille maximale des arbres corrects. On obtient donc le nombre maximal de colonnes calculées
dans les matrices confondues qui est limité dans le pire des cas par ( fS)|t|+th.
Nous obtenons ainsi le nombre de cases calculées dans le pire des cas qui vaut ( ft + 1) ×
( fS)|t|+th. Le calcul de chaque case consiste à insérer, supprimer ou renommer un nœud. La
récursivité sur le sous-arbre enraciné en ce nœud est prise en compte dans le nombre global
de colonnes multiplié par le nombre maximal de colonnes. Toutefois, comme nous calculons
toutes les solutions en dessous du seuil th, pour chaque case nous concaténons toutes les
séquences d’opérations. Nous allons essayer de borner le nombre de séquences obtenues.
Le coût de chaque séquence d’opérations dans la matrice est limité par th. Rappelons que
chaque opération sur l’arbre t est un triplet (op, p, a) tel que :
– pour op = delete : p est une position dans t.
– pour op = relabel : a appartient à Σ ; p est une position dans t.
– pour op = add : a appartient à Σ ; p appartient à l’ensemble des positions Pos(t) \
{ǫ} ∪ InsFr(t), dont la taille est égale 1 pour un arbre vide et 2× |t| − 1 pour un arbre
non-vide 4.
4. Notons que la frontière d’insertion contient exactement une nouvelle position fille pour chaque nœud
existant dans l’arbre initial.
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Par conséquent, il y a un large choix possible pour p dans le cas d’une séquence contenant
que des insertions de nœud. Aussi après l’insertion d’un nœud dans t, une nouvelle position
est créée dans t. Ainsi l’insertion d’un nouveau nœud (le cas échéant) peut apparaître dans
l’une des 2 × (|t| + 1) − 1 positions résultantes. Et si l’on continue l’insertion d’un autre
nouveau nœud peut concerner l’une des 2 × (|t| + 2) − 1 positions, et ainsi de suite. Au
total le nombre de séquences de positions possibles pour les opérations est limité par (2×
(|t| + th))th. Pour chacune de ces opérations nous pouvons choisir parmi l’une des trois
opérations, et l’une parmi |Σ| étiquettes cibles. Pour ces raisons, la taille des ensembles
possible de séquences d’opérations est limitée par (3× |Σ| × 2× (|t|+ th))th. Nous pouvons
conclure que la complexité en temps de l’algorithme de correction d’arbre, dans le pire des
cas est de :
O(( ft + 1)× ( fS)|t|+th × 6× |Σ| × (|t|+ th))th.
Dans la pratique deux facteurs diminuent la limite précédente, ces deux facteurs sont
difficiles à formaliser dans l’analyse de la complexité. Le premier facteur découle de l’explo-
ration dynamique de l’automate qui est vite limitée par le seuil th : nous arrêtons d’ajouter
de nouvelles colonnes dès que toutes les cases dans la colonne courante sont vides (une
case est vide lorsque toutes les séquences qu’elle doit contenir ont un coût dépassant th).
Le deuxième facteur provient du fait que les calculs des arbres partiels sont factorisés, c’est-
à-dire que les colonnes initiales sont calculées seulement une fois pour tous les mots ayant
le même préfixe (ce phénonème est aussi le même pour la proposition de Oflazer pour la
correction des mots). Ces facteurs sont sûrement les raisons pour lesquelles les résultats ex-
périmentaux décrits dans la section 5.5 montrent difficilement des courbes exponentielles en
temps, lorsque les courbes sont en fonction de la taille du document ou du seuil. Par ailleurs,
des optimisations ont été introduites dans l’implémentation dans le but de réduire le temps
d’exécution. L’une de ses optimisations consiste à sauvegarder les résultats intermédiaires
de correction dans une structure auxiliaire pour ne calculer qu’une seule fois la correction
d’un sous-arbre de t vers une étiquette racine a et en dessous d’un seuil th. Par conséquent si
l’on a besoin de corriger de nouveau le même sous-arbre de t vers a et en dessous d’un seuil
th<th, nous recherchons les solutions dans la structure auxiliaire au lieu de faire un nouvel
appel récursif pour corriger le sous-arbre. Les détails sur l’optimisation peuvent être trou-
vées dans l’annexe de notre papier [7]. Pour les documents qui contiennent des séquences
de sous-arbres larges et qui ont une structure identique, le stockage intermédiaire améliore
de façon significative les performances de correction.
5.4 Discussion, adaptations et extensions
Notre approche pour corriger un document XML t par rapport à un schéma S est unique
du fait qu’il est complet, dans le sens qu’à partir d’un seuil non négatif th, l’algorithme
trouve tous les arbres t′ valides par rapport à S tels que la distance d’édition entre t et t′ ne
dépasse pas th. C’est ainsi qu’il offre la garantie d’avoir toutes les solutions vérifiant un cri-
tère précis (ici selon un seuil donné). Cela nous permet d’être sûr que la meilleure solution
(qui satisfait le critère) est réellement dans l’ensemble résultat. Il est à noter que les carac-
téristiques qui définissent ce qu’est exactement la meilleure solution dépendent fortement du
contexte d’application et parfois peuvent être assez informelles (ainsi difficile à sélectionner
automatiquement). Cependant produire un ensemble ayant plusieurs solutions, en parti-
culier pour l’utilisateur final, est généralement contre-productif. Pour cette raison, chaque
application basée sur notre approche devra exécuter des tâches de pré-traitements dans le
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but de tirer profit des solutions calculées dans le contexte d’application particulier. Les pré-
traitements dépendants du contexte peuvent être vraiment utiles. La mise à disposition du
code source sous une licence libre permet les différentes formes d’adaptation.
Par exemple, lorsqu’une mise à jour de schéma rend invalide plusieurs documents
(cf Section 5.6.4), certains d’entre eux peuvent être concernés par les mêmes corrections.
Dans ce cas, une application précise peut utiliser notre solution pour pouvoir explorer
les corrections alternatives pour un seul document. Ensuite l’application peut demander à
l’utilisateur de sélectionner la solution adaptée et ainsi appliquer la séquence d’édition à
tous les autres documents concernés.
Puisque notre algorithme trouve plusieurs solutions en dessous d’un seuil, une question
inévitable est de savoir comment sélectionner la bonne valeur pour le seuil. D’une part si la
valeur du seuil est inutilement élevée, le temps d’exécution peut être inacceptable. D’autre
part si la valeur du seuil est très petite, l’algorithme peut échouer à proposer la solution
souhaitée (ou aucune solution). Dans ces cas aussi, la réponse dépend fortement du contexte
d’utilisation. Pour une application donnée, un scénario de test comme celui de la section 5.5
peut être utilisé pour estimer la valeur optimale pour une taille de document donnée. Cette
estimation peut commencer en déterminant la distance d’édition entre t et L(S), qui est
calculée efficacement avec l’un des algorithmes spécialement conçus pour ce problème (cf.
Section 5.6.1).
Notre algorithme peut être utilisé pour estimer la valeur optimale du th avec le scénario
suivant : si le document n’est pas valide alors la distance est d’au moins 1, ainsi on peut cher-
cher des solutions avec th = 1 ; si aucune solution de coût 1 n’est trouvée alors la recherche
de solutions pour le th = 2 est exécutée, et ainsi de suite jusqu’à trouver une solution. Notre
outil XMLCorrector utilise ce scénario lorsque l’utilisateur souhaite avoir seulement les cor-
rections minimales. L’une des raisons pour utiliser ce scénario est le fait que nous sommes
sûrs de ce que calcule notre algorithme. L’un des inconvénients est la complexité théorique
d’un tel procédé, qui reste exponentielle et donc supérieure aux autres algorithmes capables
de trouver la distance entre un document et un schéma. Cependant, comme montré dans les
six scénarios de tests dans la Section 5.5, le comportement expérimental de telles solutions
est polynomial plutôt qu’exponentiel.
Les avantages et les inconvénients de calculer toutes les solutions satisfaisant un critère
bien défini est l’une des discussions dans plusieurs autres domaines, comme par exemple
le cas des mots. En effet, pas trop loin de notre cas, le récent et très intéressant état de l’art
dans [34] montre comment le problème d’approximation de « matching »de mots a reçu une
attention particulière par différentes communautés scientifiques, qui ont souvent construit
des algorithmes comparables, parfois en parallèle, pour leur contexte d’applications pra-
tiques spécifiques. En prenant en compte maintenant la place que prend XML dans les
systèmes d’informations, nous pouvons supposer que toutes les situations pour lesquelles
la correction d’arbre à langage est utile 5 ne sont pas encore connues. C’est pour cela qu’une
approche délibérée d’application indépendante, comme celle proposée dans ce chapitre
malgré qu’elle soit trop complète, est une précieuse contribution.
Nous allons maintenant présenter des extensions qui ne sont pas encore implémentées
dans l’outil XMLCorrector associé à l’article [7]. Le premier concerne les types de langages
que notre algorithme peut traiter. Nous avons d’abord mis l’accent sur les DTDs, qui corres-
pondent au « Local Tree Grammars (LTG) » dans la taxonomie de [89], mais nous montrons
5. étendue avec des tâches de pré-traitements et de post-traitements dépendant du contexte.
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que le traitement des grammaires « Single Type Tree Grammars (STTG) », c’est-à-dire des
schémas exprimés en XML Schema (XSD), est une extension simple.
Dans un schéma définissant un « Local Tree Grammars (LTG) » (tel qu’un DTD), chaque
nom d’élément (ou symbole non-terminal) est associé à une unique définition de contenu (ou
expression régulière). Dans un schéma définissant un « Single Type Tree Grammars (STTG) »
(tel qu’un XML Schema (XSD)), il est possible d’avoir plus d’une définition de contenu pour
le même nom d’élément, à condition que les présumés nom d’éléments en concurrence ne se
retrouvent jamais simultanément dans une même définition de contenu. En d’autres termes,
dans un XML Schema (XSD) il est possible d’associer plusieurs définitions de contenus à
un même nom d’élément mais ils sont différenciés par leur contexte (ils peuvent être vus
comme des définitions locales). Ainsi, la seule différence avec le cas des DTDs est que l’on
doit résoudre la concurrence des noms d’éléments en utilisant les définitions des nœuds
parents.
Notre algorithme peut facilement être adapté pour traiter cette classe de schémas
puisque la récursivité va du haut vers le bas. Pour le nœud racine, il est garanti que la
concurrence de noms d’éléments pour une étiquette donnée ne se produit jamais (dans un
schéma XSD, seul les noms d’éléments globalement définis peuvent être une racine et il est
interdit de définir deux noms d’éléments globaux avec la même étiquette). Lorsqu’on corrige
un nœud qui n’est pas une racine, nous connaissons déjà le type de son nœud parent, et
ainsi nous pouvons déterminer de façon unique la règle pour ce nœud dans son contexte.
Comme il y a plusieurs éléments racine, l’appel initial à l’algorithme de correction doit être
déclenché pour chacun des éléments racine et ceci n’ajoute qu’un facteur multiplicatif à la
complexité globale.
D’autres extensions concernent des optimisations en temps et en espace de notre algo-
rithme, inspirées d’autres travaux. Premièrement, rappelons que chaque case dans notre
matrice d’édition Mcu cf Section 5.3.4) est calculée à partir de ses trois cases voisines (gauche,
haut, gauche-haut). Ainsi, en suivant l’idée énoncée dans [34] et implantée dans [104],
seules deux colonnes consécutives doivent être stockées à chaque instant. Notons qu’un
retour-arrière entraîne le recalcul des colonnes précédemment supprimées. Deuxièmement,
comme aussi énoncé dans [34], plusieurs optimisations ont été proposées pour accélérer
les implémentations de correction de mot à langage. Puisque notre algorithme étend ce
problème, certaines de ces optimisations peuvent être appliquées, comme par exemple « bit-
parallelism » (mis à jour simultanée de nombres dans un seul mot calculé) ou « FB-tries »
(évoqué à la fin de la Section 5.5).
Une autre perspective intéressante est d’élargir la diversité des opérations d’édition élé-
mentaires et leurs coûts. Par exemple nous pouvons considérer (similairement à [108], [105]
et [117]) la possibilité d’insérer ou supprimer des nœuds internes, pas nécessairement des
feuilles. Nous pensons que ce problème est lié à la matrice d’édition étendue sur les mots [34],
dans laquelle les substitutions de mots arbitraires, plutôt que des opérations d’édition d’un
seul caractère, sont autorisées. Dans le contexte des arbres, insérer ou supprimer un nœud
interne va correspondre à remplacer une séquence de racines voisines par un nouveau nœud,
ou vice verca. Aussi, pouvoir échanger des sous-arbres ou les déplacer dans tout l’arbre en
une seule opération pourrait donner une bonne modélisation de la proximité entre docu-
ments dans différents domaines d’applications, comme discuté dans la littérature de correc-
tion d’un arbre vers un arbre [21, 54]. Finalement, l’utilisation de coût d’opération dépendant
des positions où les opérations sont appliquées, pourrait être utile comme illustré dans [34].
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Figure 5.16 – La DTD correspondante au fichier XML utilisé pour les expérimentations
5.5 Résultats expérimentaux
Plusieurs expérimentations ont été menées dans le but d’examiner les performances de
notre algorithme sur un cas réel de données en fonction de différents paramètres : (i) la taille
du document (ii) la valeur du seuil (iii) le nombre d’erreurs (iv) la position des erreurs (v)
la nature du DTD. Dans cette section nous décrivons les paramètres des six scénarios de test
et nous fournissons leurs résultats.
Nous avons utilisé un large document XML, que nous allons appeler le fichier test. Ce
fichier test contient des annotations linguistiques des entités nommées, effectuées dans le
projet Corpus National Polonais [99]. Le fichier test est conforme au DTD présenté dans la
Figure 5.16. Cette DTD est assez riche pour couvrir différents aspects qui peuvent influencer
les performances de l’algorithme de correction. Précisément, la DTD définit les éléments
concernés par un degré variable de flexibilité (qui potentiellement donne un nombre variable
de corrections).
Les métadonnées que sont les deux premiers éléments 〈❤❡❛❞〉 et 〈♠❡4❛〉 ainsi que leur
trois nœuds fils 〈/❝❤❡♠❛〉, 〈✐❞〉 et 〈/✉❜■❞〉, correspondent à la partie de la DTD dans laquelle
les opérateurs ❄, ⑤, ✰ et ✯ ne sont pas autorisées dans les expressions régulières respectives.
Ainsi si une erreur est introduite dans cette partie du fichier test, il n’y aura pas d’ambiguïté
sur la façon de corriger cette erreur. C’est pour cela que cette partie du fichier test sera
appelée la partie non-ambiguë.
Le reste du fichier test (qui sera appelé la partie ambiguë) est composé de 2638 phrases
(〈/❡♥4〉) divisées en 〈/❡❣〉ments (c’est-à-dire groupes de mots) et des entités nommées (〈♥❡〉).
Chaque 〈/❡❣〉ment contient sa forme 〈♦F4❤〉ographique (c’est-à-dire la forme flexionnelle
apparaissant dans le texte, par exemple domu) et sa forme de 〈❜❛/❡〉 (c’est-à-dire le lemme,
par exemple dom). La description des entités nommées est plus compliquée et autorise les
opérateurs ❄, ⑤, ✰, ✯ et la récursivité. En particulier, les fils (〈❝❤✐❧❞F❡♥〉) d’une entité nommée
(〈♥❡〉) sont des 〈/❡❣〉ments et/ou d’autres entités nommées (par exemple [ulica [[Kazimierza]
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[Pułaskiego]]] ’[[[Kazimierz] [Pułaski]] Street]’). Ceci permet une récursivité non bornée in-
corporée d’entité nommées. Cependant dans la pratique pas plus de peu de niveaux incor-
porés apparaissent (3 dans notre fichier test). Comme résultat, notre fichier test XML a une
structure assez plate. Il y a plusieurs phrases et chaque phrase contient plusieurs segments
et/ou entités nommées (c’est-à-dire la racine a des milliers de fils et de petits-fils), tandis
que les segments et les entités nommées sont représentés par des structures relativement
peu profondes (c’est-à-dire la profondeur du document ne dépasse pas 10).
Le fichier test a été transformé de différentes façons afin de concevoir différents scénarios
de test. Quatre paramètres d’entrée ont été pris en compte :
– la taille du document à corriger ;
– la distance seuil ;
– le nombre d’erreurs introduites ;
– les positions auxquelles sont introduites les erreurs (la partie ambiguë vs. la partie
non-ambiguë, et le début vs. la fin du fichier test).
Deux types de résultats ont été examinés :
– les temps CPU nécessaires pour le processus de correction ;
– le nombre de résultats obtenus.
L’algorithme a été implanté en Java 1.6 et les tests sont exécutés sur une machine ayant
un Intel Core i3-2310M 2.10GHx4 sous Ubuntu Oneiric Linux 11.10, avec 8 GB de RAM et
un disque dur de 500 GB.
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Figure 5.17 – Temps CPU nécessaire pour le processus de correction et le nombre de candidats trouvés en
fonction de la taille du document (nombre de nœuds) pour le th = 2.
Le premier scénario est conçu pour tester le temps de correction et le nombre de candidats
obtenus en fonction de la taille du document. Dans ce scénario :
– le fichier test a été réduit et répété dans des fichiers contenants les métadonnées, la
première et la dernière phrase, certaines phrases qui suivent la première. Dans ce sens
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nous obtenons une série de fichiers valides f 11 , . . . , f
1
n tels que f
1
i et f
1
i+1 diffèrent de 10
à 20 nœuds.
– une erreur a été introduite dans la première phrase de tous les fichiers f 1i (l’élément
〈❜❛"❡〉 a été supprimé en dessous de l’élément 〈♥❡〉). Ainsi, l’erreur apparaît au début
de chaque fichier dans la partie ambiguë.
– le seuil est de th = 2.
La Figure 5.17 montre les résultats de ce scénario. Notons que le temps CPU a un comporte-
ment polynomial, malgré la complexité théorique exponentielle décrite dans la Section 5.3.5.
Nous pensons que la grande différence peut résulter d’une estimation assez grossière de la
complexité due à la nature très récursive de notre algorithme (les factorisations des préfixes
d’un chemin offertes par l’automate, sont difficiles à exprimer dans l’estimation du pire des
cas). L’optimisation décrite à la fin de la section 5.3.5 (qui consiste à stocker les résultats
intermédiaires dans une structure auxiliaire) a une influence mineure sur le temps d’exécu-
tion : ceci peut s’expliquer par le fait que la correction de sous-arbres avec moins de 150-200
nœuds est moins coûteuse que d’utiliser la structure auxiliaire. Dans nos expériences, les
sous-arbres similaires n’ont pas plus de 50 nœuds. Nous pouvons aussi noter le temps CPU
montre quelque irrégularités ayant un rapport étroit avec le nombre de corrections trouvées.
Par exemple pour des tailles de fichiers entre 300 et 370, le temps CPU croit linéairement tant
que le nombre de résultats est inférieure à 26. Cependant le temps CPU croit rapidement
lorsque le nombre de résultats candidats atteint 30 et 33.
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Figure 5.18 – Temps CPU nécessaire pour le processus de correction avec différentes valeurs du seuil, en
fonction de la taille du document (nombre de nœuds).
Le second scénario est destiné à montrer comment la valeur de la distance seuil th a une
influence sur le temps d’exécution. Dans ce scénario :
– Le fichier test a été réduit et répété dans des fichiers valides f 21 , . . . , f
2
n , comme dans le
scénario précédent.
– Une erreur a été introduite au début de chaque fichier f 2i dans sa partie non-ambiguë
(l’élément 〈"❝❤❡♠❛〉 a été supprimé sous l’élément 〈❤❡❛❞〉).
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– Le seuil a été fixé à th = 1, th = 2 et th = 3 pour les trois étapes de l’expérience,
respectivement.
Comme illustré dans la Figure 5.18, le temps de correction croit considérablement pour
de gros documents et des seuils élevés. Par exemple pour un document de 193 nœuds, le
temps nécessaire pour le th = 3 est d’environ 20 et 114 fois plus grand pour th = 2 et
th = 1, respectivement. Ceci s’explique simplement par le fait que la valeur du seuil est l’un
des facteurs importants limitant l’espace de recherche dans l’automate exploré durant le
processus de correction (les chemins d’exploration sont coupés dès que la distance d’édition
de l’arbre solution partiel précédemment obtenu dépasse le seuil th).
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Figure 5.19 – Temps CPU nécessaire pour le processus de correction avec le seuil th = 6 en fonction du
nombre d’erreurs dans le fichier test
Dans le troisième scénario, nous examinons l’influence du nombre d’erreurs introduits
dans le fichier test sur le temps d’exécution durant le processus de correction. Dans ce
scénario :
– Le fichier test réduit en un fichier valide f 3 contenant une phrase seulement de 44
nœuds.
– Les erreurs introduites sont répétées dans le fichier f 3, en commençant à gauche et fi-
nissant avec les nœuds de droites. Comme résultat, 21 fichiers f 30 , . . . , f
3
20 sont produits
tels que le fichier f 3i+1 a une erreur de plus que le fichier f
3
i .
– Le seuil est fixé à th = 6.
Comme illustré dans la Figure 5.19, le temps CPU nécessaire pour le processus de correction
est plus grand pour les fichiers avec peu d’erreurs, et faible pour des fichiers avec plusieurs
erreurs. Ceci s’explique par le fait que le processus de correction peut continuer seulement
si les sous-arbres placés à gauche du nœud courant peuvent être corrigés. Puisque chaque
arbre correction partiel fait croître la distance d’édition, l’espace de recherche est réduit
rapidement si plusieurs erreurs apparaissent (particulièrement proche du début du fichier).
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Si plus de 6 erreurs apparaissent, il n’y aura pas de correction possible ce qui fait que
le temps de correction est réduit considérablement. Remarquons aussi que la Figure 5.19
montre un temps important pour le document avec 0 erreurs, c’est-à-dire un document
valide. Comme nous sommes plutôt intéressés par la correction de fichier seulement s’ils
sont pas corrects, ce résultat n’est pas pertinent. Dans ce cas la correction doit être précédée
par la validation. Notre algorithme répond à un problème plus général : celui de trouver
tous les arbres valides dont la distance avec l’arbre à corriger (sans tenir compte de sa
validité) n’est pas plus grand que le seuil.
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Figure 5.20 – Temps CPU nécessaire pour le processus de correction avec une erreur placée à différentes
positions du fichier test, et avec th = 2, en fonction de la taille du document (nombres de nœuds)
L’hypothèse pour le quatrième scénario était d’examiner si la position de l’erreur dans le
fichier test, et sur la nature de la DTD ont une influence sur le temps de correction, et le
nombre de solutions candidates produites. Dans ce scénario :
– Le fichier test a été réduit en un fichier valide f 4 contenant 530 nœuds.
– Le fichier test était ensuite réduit et répété en des fichiers valides f 41 , . . . , f
4
n , comme
dans le premier scénario.
– Un fichier invalide f 4(i,1) est créé en introduisant une erreur dans les métadonnées du
fichier f 4i , pour chaque 1 ≤ i ≤ n (l’élément 〈 ❝❤❡♠❛〉 est supprimé sous l’élément
〈❤❡❛❞〉). Ainsi, cette erreur apparaît dans le début du document et est non-ambiguë,
c’est-à-dire qu’il existe une seule façon de corriger l’erreur.
– Deux autres fichiers invalides f 4(i,2) et f
4
(i,3) sont créés en introduisant une erreur soit
dans la première phrase, ou soit dans la dernière phrase du fichier f 4i (l’élément 〈❜❛ ❡〉
) est supprimé sous l’élément 〈♥❡〉, c’est-à-dire dans la partie ambiguë du fichier). Ces
erreurs sont ambiguës, c’est-à-dire qu’il existe plusieurs façons de les corriger.
– Le seuil a été fixé à th = 2.
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Figure 5.21 – Nombre de solutions candidats trouvés avec une erreur placée à différentes positions du fichier
test, et avec th = 2, en fonction de la taille du document (nombres de nœuds)
Comme illustré dans la Figure 5.20, le temps CPU nécessaire pour la correction reste re-
lativement bas lorsqu’une erreur apparaît dans le début du fichier, tandis que le temps croit
considérablement lorsque l’erreur apparaît à la fin du fichier. Ceci provient probablement
du fait que les sous-arbres à gauche doivent être corrigés avant le nœud courant qui doit
être examiné. Ainsi, si les erreurs sont proches du début du fichier, la distance d’édition
augmente rapidement et l’espace de recherche est très tôt réduit. Inversement, si tous les
sous-arbres gauches sont valides, la distance d’édition est égale à 0 et l’espace de recherche
reste limiter par le seuil initial.
La Figure 5.21 montre que la correction pour une erreur apparaissant dans la partie non-
ambiguë est plusieurs fois plus rapide que dans la partie ambiguë. Dans cette figure aussi,
ce résultat est étroitement lié avec le nombre de corrections trouvées, qui est deux fois plus
petit dans le premier cas que dans le second cas à cause des alternatives autorisées par la
DTD pour l’élément 〈♥❡〉.
Le cinquième scénario permet d’examiner l’influence du seuil th sur le temps de correction
et le nombre de solutions candidates trouvées. Dans ce scénario :
– Le document à corriger est le document vide.
– Le seuil varie entre 1 et 15.
Comme illustré dans la Figure 5.22, le temps CPU et le nombre de candidats trouvés sont
de nature polynomiale par rapport à la valeur du seuil.
Le dernier et sixième scénario a pour but de montrer comment notre algorithme se com-
porte, lorsqu’il est utilisé pour déterminer l’ensemble des corrections de coût minimal (par
exemple pour aider l’utilisateur à choisir la bonne valeur du seuil nécessaire pour son ap-
plication, comme expliqué dans la Section 5.4). Dans ce scénario :
– Le même ensemble de 21 fichiers (avec un nombre d’erreurs croissant) que celui utilisé
dans le troisième scénario.
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Figure 5.22 – Temps CPU nécessaire et le nombre de candidats trouvés pendant la correction de l’arbre vide,
en fonction du seuil th.
– L’algorithme a été exécuté à plusieurs reprises avec th = 1, ensuite avec th = 2, etc.,
jusqu’à ce que la première solution est trouvée.
Comme illustrée dans la Figure 5.23, le comportement de la courbe de ce scénario est aussi
polynomial plutôt qu’exponentiel.
Pour conclure, en dépit de la complexité théorique exponentielle, notre algorithme
montre un comportement qui est plutôt polynomial en fonction de la valeur du seuil (Fi-
gure 5.22), et de la taille du document (Figures 5.17, 5.18 et 5.20). Curieusement, plus la
distance du document invalide au schéma est grande, plus le temps de correction est petit
(Figure 5.19). Ceci est probablement dû au fait que les erreurs apparaissant proche du début
du fichier réduisent rapidement le temps de correction (Figure 5.20), qui résulte de la correc-
tion des sous-arbres voisins du même niveau de la gauche vers la droite. Une optimisation
possible serait d’effectuer la correction des sous-arbres voisins aussi bien de la gauche vers
la droite que de la droite vers la gauche, comme pour les « FB-tries » de Mihov et Schulz
décrit dans [34]. Comme attendu, si les erreurs apparaissent dans la partie ambiguë du fi-
chier (c’est-à-dire les parties concernées par les opérateurs ❄, ⑤, ✰ et ✯ du schéma) alors leur
correction prend un temps plus important que la correction des erreurs se trouvant dans
la partie non-ambiguë (Figure 5.20). Finalement, le temps de correction est étroitement lié
avec le nombre de corrections candidates trouvées (Figures 5.17 et Figures 5.22), qui à son
tour se traduit à partir des facteurs mentionnés ci-dessus : la taille du document d’entrée,
la valeur du seuil, la position d’une erreur et la nature du schéma. Cette corrélation entre le
temps de correction et le nombre de candidats peut expliquer, au moins en partie, pourquoi
le problème de correction d’un arbre vers un langage défini dans notre approche est plus
difficile à résoudre que dans d’autres travaux discutés dans la Section 5.6. En particulier ce
problème est souvent réduit dans la littérature à trouver seulement la distance entre un arbre
et un langage sans proposer une séquence pour la correction, ou proposer un nombre fini
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Figure 5.23 – Temps CPU nécessaire pour la recherche de la distance entre un arbre et un schéma, en fonction
du nombres d’erreurs introduites dans le fichier test.
de séquences minimales seulement (cf. Tableau A.1). Si la complétude de notre correction
est requise alors le temps de correction croît en conséquence.
5.6 Travaux liés à la correction de document
Dans cette section, nous allons résumer plusieurs définitions du problème de la correc-
tion d’arbre vers un schéma (« tree-to-schema correction » en anglais) ainsi que les différents
modèles d’algorithme correspondants qui existent dans la littérature. Nous pouvons trouver
trois catégories importantes dans les travaux proches de notre algorithme de correction de
documents XML :
(i) la mesure de la distance entre un document XML et un schéma qui est souvent lié à
(ii) la recherche d’une ou toutes les solutions de coût minimal,
(iii) et la tâche la plus complexe qu’est le calcul d’un ensemble de séquences d’opérations d’édi-
tion pour corriger un document XML par rapport à un schéma.
De plus, la revalidation et la correction intervenant après des mises à jour effectuées sur le document
ou le schéma peuvent être vues comme une instance particulière du problème de correction
d’un arbre vers un schéma. Nous abordons toutes ces directions dans les sous-sections sui-
vantes. Dans notre papier [7], une analyse comparative des différentes proposition a été faite,
ce qui nous a permis de situer notre travail par rapport aux autres travaux. Nous pouvons
trouver une synthèse de cette analyse dans le Tableau A.1 (type d’opérations, validité de la
structure, validité des attributs, type de schéma, solutions minimales, utilisation de seuil,
séquences d’édition, modèle de document et modèle de schéma) et le Tableau A.2 (estima-
tion de la complexité en temps et en espace, les preuves, nature des données utilisées dans
les expérimentations, la disponibilité du code source, la licence, les benchmark) en Annexes,
section A.8.
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5.6.1 Mesurer la distance entre un document XML et un schéma
Une étude d’évaluation globale dédiée au problème de comparaison entre document
XML et grammaire, ainsi que le problème de calcul de distance ou de similarité entre do-
cument XML et grammaire est présentée dans [114]. Les auteurs présentent aussi un aperçu
complet des applications pour des solutions au problème, qui sont aussi des applications
potentielles pour notre travail.
Dans [19, 20] la notion de structures similaires entre un document XML t et une DTD
D est définie et un algorithme pour calculer cette mesure est présenté. Cette similarité
entre structures consiste en la valeur maximale d’une fonction qui évalue un ensemble
de mappings à partir de t vers D. L’évaluation repose sur le calcul de trois paramètres
dépendant de plusieurs configurations requises. Ces trois paramètres sont : (i) le nombre
de parties en commun c, (ii) le nombre de parties en extra (c’est-à-dire qui ne sont pas
dans le schéma) m, (iii) le nombre de parties manquantes dans le document. L’algorithme
pour calculer la similarité est basé sur la fonction Match qui calcul les meilleurs mappings
et qui a une complexité en O((|t| + |D|) × a2) où |t| est la taille du document, |D| est
la taille de la DTD et a est le nombre maximal d’arité de t. Les résultats expérimentaux
montrent de bonnes performances. Le principal avantage d’une telle mesure est sa flexibilité
à prendre en compte d’autres facteurs (comme par exemple l’importance du niveau auquel
sont détectées les parties en communs ou divergentes, ou l’égalité des étiquettes contre la
similarité d’étiquettes, etc.) qui peuvent être configurés par les utilisateurs et qui dépendent
du domaine d’applications. Cette flexibilité n’est pas le cas dans la proposition [115] qui
aussi mesure la similarité entre un document et une DTD, mais en modélisant le document
et la DTD comme des arbres ordonnés et étiquetés. Pour cela ils adaptent la mesure de
la distance d’édition entre arbres à la particularité de leur DTD représentés sous forme
d’arbres spéciaux. Ils obtiennent donc un algorithme polynomial pour trouver la séquence
d’opérations d’édition de coût minimal entre l’arbre XML et l’arbre représentant la DTD.
Cette séquence et son coût sont considérés comme la mesure de similarité.
A première vue, [125] traite un problème qui est similaire au nôtre : celui de trouver une
séquence d’opérations élémentaires d’éditions (renommer un nœud, supprimer ou insérer
une feuille) de coût minimal qui transforme un document XML en un autre document
XML conforme à un schéma. Leur travail prend en compte aussi bien des DTDs que des
XML schemas (XSD). Contrairement à ce but initial, leur algorithme qui est décrit propose
seulement la distance d’édition entre l’arbre et le schéma, et ne permet pas de trouver la
séquence d’édition pour corriger l’arbre initial. Leur algorithme est basé sur la programma-
tion dynamique (comme le nôtre) et leur complexité est de O(n× p× log p), où n et p sont
les tailles de l’arbre et du schéma respectivement. Cependant leur pseudo-code ne permet
pas de vérifier cette complexité. Un point intéressant dans ce papier est la description
d’une application « framework » qu’est la classification de documents XML. Des arguments
convaincants ont été donnés en faveur de l’utilisation de la distance entre document et
schéma plutôt qu’entre document et document pour cette application. Cependant c’est la
distance d’édition qui est utilisée et non la séquence d’édition, ce qui fait qu’il est difficile
de savoir si la procédure de correction a été réellement étudiée et implémentée.
Dans [104] le problème de la distance d’édition entre un document XML d et une DTD
D est défini, comme dans notre approche, comme le coût minimal parmi les coûts de
toutes les séquences transformant d en un arbre valide d′ de D. Les opérations d’éditions
considérées sont la suppression et l’insertion de feuille. De complexes macro-opérations sont
définies sur ses opérations d’éditions (comme dans le papier [28]) et sont les suivantes : (i)
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la suppression de sous-arbre, (ii) l’insertion d’un sous-arbre valide de taille minimale avec
une étiquette racine donnée, (iii) la correction récursive d’un sous-arbre. L’algorithme est
basé sur un graphe de restauration ressemblant à une matrice avec N lignes et M + 1 colonnes,
où N est le nombre d’états dans l’automate d’états finis correspondant à l’étiquette racine
(FSAr), et M est le nombre de fils pour le nœud racine. Le sommet q
j
i dans le graphe à la
ligne i et colonne j représente à la fois l’état courant dans FSAr (0 ≤ i < N) et la position
courante dans le mot formé par les fils de la racine (0 ≤ j ≤ M). Chaque arête dans le
graphe correspond à une macro-opération appliquée aux fils de la racine et ayant un poids
égal au coût de cette macro-opération. En particulier le coût de la correction d’un sous-arbre
nécessite une construction récursive du graphe de restauration sur le sous-arbre courant. Le
problème de trouver la distance d’édition entre un document et une DTD est ainsi réduit
à la recherche du chemin le plus court dans le graphe de restauration à partir de l’arête q00
vers une arête représentant un état final dans la dernière colonne. La complexité en temps
indiquée dans le papier est de O(|D|2 × |T|) où |D| et |T| sont les tailles de la DTD et
du document respectivement. L’analyse de la complexité est vraiment brève et n’est pas
claire sur le fait que la récursivité est prise en compte (la correction du même nœud vers le
même automate doit nécessairement être faite plusieurs fois dans l’arbre). La complexité en
espace annoncée est de O(|D|2 × height(T)) puisque seulement deux colonnes consécutives
du graphe de restauration ont besoin d’être sauvegardées à la fois. Il est mentionné que la
restauration des séquences d’opérations à partir du graphe est triviale puisque chaque sé-
quence provient de l’un des chemins du graphe de longueur minimum. Cependant aucune
indication n’est donnée sur les chemins qui sont considérés (si c’est tous les chemins ou
juste un seul et lequel). De plus aucune information n’est donnée sur les positions de mise
à jour dans l’arbre modifié. Les résultats expérimentaux sur des documents XML invalides
générés aléatoirement montrent un comportement linéaire de l’algorithme en fonction de
la taille du document (avec une DTD de taille 5) et aussi un comportement polynomial en
fonction de la taille de la DTD.
Dans [105] les auteurs reconsidèrent le problème de la distance d’édition entre un do-
cument et une DTD en représentant la DTD par un « streaming tree automaton (STA) », c’est-
à-dire un simple automate à pile qui opère sur un document XML en entrée vu comme
une séquence de balises ouvrantes et fermantes (dans l’ordre standard du document) plutôt
qu’un arbre. Étant donné un STA pour la DTD, un automate de réparation est défini et il res-
semble aussi à une matrice dont : (i) le nombre de lignes est égal au nombre d’états dans la
STA, (ii) le nombre de colonnes est égal au nombre de balises ouvrantes et fermantes dans
le document XML. Les transitions dans l’automate de réparation sont pondérées et ses tran-
sitions représentent les opérations d’édition (et leur coûts). Comme opération nous avons
(i) le renommage de nœud, (ii) l’insertion d’un nœud (pas nécessairement une feuille), (iii)
la suppression d’un nœud (pas nécessairement une feuille). La suppression ou l’insertion de
la racine n’est pas autorisée. Le calcul de la distance entre un document et une DTD est , ici
aussi, réduit à la recherche d’un mot/chemin acceptant de poids minimal dans l’automate
de réparation. Cette approche semble prometteuse du fait : (i) qu’elle considère un ensemble
riche d’opérations d’édition (l’insertion et la suppression de nœuds internes sont autorisées),
(ii) la bonne formation du document et la validité des attributs sont toutes les deux prises
en compte au sein du même framework pour la validité de la structure du document. L’al-
gorithme est décrit dans un problème plus complexe qu’est l’interrogation d’ensembles de
documents XML (éventuellement incompatibles), prouvé EXPTIME-complet. La complexité
en temps du problème du calcul de distance n’est pas explicitement donnée. Nous regret-
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tons qu’il n’y est pas de résultats expérimentaux pour cette proposition, en particulier par
rapport à de gros documents et de DTDs complexes.
5.6.2 Trouver une seule correction, ou toutes les corrections de coût minimal
La référence [25] est fréquemment citée car il est probablement le premier à annoncer
le défi suivant : étant donné un arbre T et une grammaire d’arbres G (telle que T /∈ L(G),
L(G) étant le langage d’arbres défini par G), comment trouver un arbre T′ qui est dans L(G)
et qui n’est pas trop distant de T. Comme dans beaucoup d’autres frameworks, les arbres
représentent les documents XML et la grammaire est une DTD. Cependant dans ce papier
les arbres sont des arbres d’arité bornée, ce qui n’est pas le cas des documents XML, et donc
les algorithmes travaillent sur une représentation binaire des arbres qui n’est pas présentée.
Les opérations d’éditions élémentaires suivantes sont considérées : le renommage de nœud,
l’insertion et la suppression de nœud à n’importe quel niveau dans l’arbre. Les auteurs men-
tionnent que l’un d’entre eux a prouvé dans un autre article l’existence d’un proptotype
pour la distance d’édition d’arbre avec une opération d’édition spéciale appelée move, qui
permet de déplacer tout un sous-arbre d’un nœud à un autre nœud dans l’arbre. Ce pa-
pier est focalisé sur des résultats expérimentaux pour une implémentation d’algorithmes
précédemment publiés. Ces algorithmes traitent la classique distance d’édition d’arbres
(sans l’opération move). Le premier consiste à marquer les nœuds parents d’un nœud erreur
durant un parcours de bas en haut de l’arbre, et ensuite un nouveau parcours de haut en
bas pour modifier le voisinage des nœuds marqués. La façon dont ces modifications sont
exécutées, n’est pas présentée. La complexité de ma méthode est linéaire en la taille de
l’arbre et exponentielle en fonction du nombres d’erreurs. Le but du second algorithme est
d’éviter le facteur exponentiel mais il calcul un arbre T′ qui n’est peut être pas optimal.
Les expériences faites concerne seulement le deuxième algorithme, et 4 DTDs sont prises
en compte. Pour chaque DTD, 5 documents XML sont automatiquement générés avec des
tailles entre 50 et 800 nœuds et toujours avec 10 erreurs dont le type et les positions ne
sont pas spécifiées. Les temps d’exécution (pour trouver T′) sont rangés entre 900 et 2400
millisecondes. Une page web est donnée pour tester l’implémentation mais cette page n’est
plus maintenue.
Dans [112, 113] le problème de corriger un document XML vers un schéma est basé
sur les définitions dans [28] de Béatrice Bouchou et Agata Savary qui sont mes co-auteurs
dans [7] à la base de ce chapitre. Les auteurs [112, 113] ont étendu les définitions de [28]
pour : (i) traiter les grammaires STTG, c’est-à-dire des XML schemas (XSD) et pas seulement
des DTDs, (ii) intégrer la correction d’attributs et pas seulement des éléments. Leur algo-
rithme adapte aussi les idées de [104] qui consiste à modéliser les corrections par la recherche
de chemins de longueur minimal dans le graphe de correction, cependant non seulement
il trouve la distance d’édition entre l’arbre et le schéma mais aussi il trouve les séquences
d’édition nécessaires pour obtenir les arbres solutions. Ils utilisent aussi l’idée de mise en
cache des résultats partiels, comme dans notre approche. Les auteurs mentionnent les résul-
tats expérimentaux dont le temps utilisé montre un comportement linéaire en fonction de
la taille du document. Cependant la nature des données et les conditions de l’expérience ne
sont pas décrites. L’implémentation de leur approche est téléchargeable mais les données
utilisées dans leur expérience ne sont pas fournies. Par soucis de comparaison, nous avons
essayer de lancer leur implémentation sur nos données tests, qui a donné comme résultat
un crash de programme. Nous pouvons noter que la forme de leur schémas n’est pas stan-
dard et il semble que les définitions récursives ne sont pas autorisées. Il est aussi suggéré
que trouver toutes les solutions possibles en dessous d’un seuil et pas seulement les solu-
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tions minimales (ce qui va rendre leur framework très proche du nôtre), est possible après
quelques modifications de l’algorithme original. Cependant ces modifications n’ont pas été
définies.
5.6.3 Calculer un ensemble de séquences d’opérations d’édition pour corriger
des documents XML vers un schéma
En dehors des papiers [112, 113] mentionnés ci-dessus, la proposition dans [108] est
la seule à notre connaissance qui calcule l’ensemble de scripts d’édition (c’est-à-dire des
séquences d’opérations) entre un document XML t et une grammaire d’arbres (les attributs
ne sont pas considérés). Leur approche n’utilise pas un seuil th, mais un nombre K des
corrections optimales désirées, c’est-à-dire que leur approche cherche les K corrections de
plus petit coût. Le premier résultat de ce papier est la preuve que ce problème est NP-hard 6.
Le second résultat est un algorithme en temps pseudo-polynomial pour les grammaires
« one-unambiguous ». Les trois opérations d’éditions considérées, qui sont différentes des
nôtres, sont : ren(ni, a) qui assigne l’étiquette a au nœud ni, add(a, nh, nj) qui ajoute le nœud
nh,j étiqueté par a comme le parent des frères nh, ,˙nj, et del(ni) qui supprime le nœud interne
ni et remplace ce nœud par ses enfants. Comme restriction, seulement l’opération ren peut
être appliquée à la racine et il n’est pas possible de supprimer des nœuds. Aussi un coût
est associé à chaque opération d’édition. L’auteur définit en premier un graphe HK(t, N)
contenant |t| + 1 nœuds et environ |N| × K × 2 × |t| arêtes, avec N étant l’ensemble des
non-terminaux dans la grammaire. Le graphe HK(t, N) représente tous les changements qui
peuvent être appliqués à t. Certains chemins dans ce graphe correspondent à des séquences
de frères, en outre les arêtes sont associées à des opérations d’édition et leur coûts. Ensuite
l’auteur propose de considérer des sous-graphes correspondant à tous les fils du même
nœud n dans le but de calculer les intersections entre les sous-graphes et les automates (d’états
finis non-déterministe) qui représentent les règles de productions associées à l’étiquette de n.
Trouver les K premiers script d’édition consiste à calculer les k chemins les plus courts dans
le graphe résultant. Comme il est possible de trouver K scripts d’édition optimals pour t à
condition qu’il existe des scripts d’éditions optimaux connus pour chaque sous-arbre propre
de t, l’algorithme s’exécute à partir des arêtes faibles vers les arêtes élevées dans HK(t, N),
tout en suivant un ordre partiel spécifique. Malgré qu’il n’est pas toujours pertinent de
fournir K scripts d’édition optimaux (comment l’algorithme choisit entre deux scripts ayant
le même coût ?), les opérations d’édition utilisées dans cette approche sont intéressantes
et l’algorithme semble prometteuse, considérant le fait que sa complexité est dite pseudo-
polynomiale. Cependant le papier ne mentionne pas de résultats expérimentaux et il n’est
pas possible de déterminer s’il existe une implémentation de ces idées depuis sa publication.
5.6.4 La revalidation et la correction après des mises à jour du document ou du
schéma
Certaines instances particulières du problème de correction d’un arbre vers un schéma
apparaissent dans le contexte de l’évolution des documents XML et schémas, notamment
sur le web.
D’une part, les documents XML qui sont connus valides peuvent être soumis à des mises
à jour, qui peuvent les invalider. Deux approches complémentaires sont proposées dans ce
cas :
6. Trouver une solution est exponentiel en la taille des entrées.
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– on peut essayer de déduire un nouveau schéma à partir des mises à jour du document,
comme dans [31] et plus récemment dans [102], où l’évolution de schéma est concernée
dans une approche streaming (de flux).
– on peut aussi essayer de corriger le document pour restaurer sa validité, cependant
la priorité est donnée aux changements récents afin de les préserver. Les travaux
dans [28, 29] offrent une telle solution dans un framework incremental. En fait à partir
d’un document valide t, sur lequel a été effectué des changements, les auteurs ciblent le
processus de correction sur les parties du document concernées par les changements.
Durant la phase de revalidation incrémentale, une routine de correction est activée
seulement si un sous-arbre invalide est rencontré. A la fin de la revalidation, les cor-
rections générées par chaque appel à la routine sont combinées et plusieurs versions
de documents valides sont proposées à l’utilisateur.
D’autre part, on peut souhaiter d’effectuer des mises à jour sur le schéma. Ceci peut en-
traîner l’invalidité de documents précédemment valides (malgré que ceci n’est pas toujours
le cas comme montré dans [30]) et donc les documents invalides nécessitent une correction
par rapport au nouveau schéma. Dans [109, 110], l’auteur démontre que la déduction de K
transformations optimales de document XML à partir d’un script de mise à jour de DTD
est NP-hard (même pour K = 1). Ils présentent aussi une solution pour le cas particulier de
ce problème, c’est-à-dire lorsque le script de mise à jour de la DTD est de longueur égal à
1. Plus précisément, étant donné une DTD D, une opération élémentaire de mise à jour u
transformant D en D′ et un document t valide par rapport à D, l’algorithme proposé permet
de calculer la liste des top-K transformations de t (déduites à partir de u) tel que chaque
liste transforme t en un document valide par rapport à D′. L’algorithme a une complexité
polynomiale en la taille de D, t et K. Le problème d’adapter un document précédemment
valide après une modification du schéma est aussi adressé dans [65] : le schéma est un XML
schema (XSD) et seulement une transformation heuristique choisie est calculée. Les auteurs
ne donnent pas d’évaluation de la complexité mais des résultats expérimentaux démontrent
un temps linéaire croissant en fonction de la taille du document.
Les instances du problème de correction de document vers schéma considérées dans cette
sous-section sont particulières dans le sens où les documents sont initialement valides avant
l’application de changements sur le document ou sur le schéma. Il est possible de prendre
l’avantage de cette connaissance comme montré dans [28, 29, 94, 95, 109, 110]. Malgré ce
fait, [109, 110] prouvent que la transformation de document en un ensemble d’arbres valides
(aussi bien les K-optimum ou tous ceux en dessous d’un seuil th) n’est pas une tâche facile,
même si le document est connu à l’avance comme étant valide. L’une des difficultés est de
précisément établir les propriétés des solutions calculées par rapport à celles qui ne sont pas
calculées. De même dans [28, 29], les auteurs peuvent éviter la revalidation et la correction
des parties substantielles du document mais l’ensemble des solutions ne contient pas toutes
les solutions en dessous du th. Ainsi il est impossible de savoir si la meilleure solution
souhaitée par l’utilisateur est bien contenue dans cet ensemble de solutions.
5.7 Conclusion
La correction d’arbre vers un langage est un problème théorique qui a des applications
intéressantes et existantes dans le domaine de traitement de XML, et certainement d’autres
applications futures.
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Étant donné un document XML bien formé vu comme un arbre t, une DTD vue comme
une description de schéma S et un seuil positif th, nous avons présenté un algorithme pour
calculer tous les arbres t′ valides par rapport à S tels que la distance d’édition entre t et t′
ne dépasse pas le seuil th.
La distance d’édition entre arbres, inspirée de [100], est basée sur trois opérations élé-
mentaires d’édition de nœud : (i) le renommage de nœud, (ii) l’ajout d’une feuille, (iii) la
suppression d’une feuille. Ces opérations peuvent être regroupées en des opérations plus
complexes : (iv) insertion de sous-arbre, (v) suppression de sous-arbre. Le schéma est re-
présenté comme un ensemble d’automates d’états fini associé à des étiquettes. L’algorithme
étend les idées de [92] en faisant un parcours en profondeur d’abord borné par th de l’au-
tomate associé à l’étiquette du nœud courant, et une matrice de distance d’édition est com-
plétée colonne par colonne chaque fois qu’une nouvelle transition est traversée. Cependant
puisque nous corrigeons des arbres et non des mots, suivre chaque transition peut poten-
tiellement provoquer une correction récursive d’un sous-arbre du nœud courant. De plus la
matrice d’édition sauvegarde les séquences d’opérations d’édition pertinentes pour obtenir
les arbres candidats pour la correction.
Nous avons prouvé que l’algorithme de correction est correct est complet. Nous avons
aussi montré que sa complexité est O(( ft + 1)× ( fS)|t|+th × (6× |Σ| × (|t|+ th))th, où ft est
le nombre maximum de fils d’un nœud dans t, fS est le nombre maximal de transitions
sortantes de tous les automates de S, |t| est le nombre de nœuds dans t, Σ est l’alphabet
de S, et th est le seuil pour la correction. Cette complexité théorique exponentielle est liée
au fait que les séquences d’édition et les corrections correspondantes sont générées et que
l’ensemble correction est complet.
Nous avons réalisé des tests expérimentaux sur des données réelles axés sur l’influence
de différents paramètres d’entrée (la taille de t, le seuil th, le nombre d’erreurs dans t, la
position d’une erreur dans t) sur le temps de corrections et le nombre de solutions obte-
nues. En réalité, le temps CPU consommé dans les expériences montre un comportement
polynomial plutôt qu’exponentiel.
A la lumière de l’analyse détaillée des travaux liés, la principale contribution de notre
approche est d’offrir une première étude à part entière et approfondie du problème de
correction d’arbre vers un langage d’arbres. Nous ne mesurons pas seulement la distance
entre le document et le schéma mais aussi trouvons les arbres candidats à la correction.
Nous ne nous limitons pas seulement à la recherche des solutions minimales mais aussi
nous trouvons toutes les solutions à une distance inférieure à un seuil donné. Ainsi, nous
considérons la correction comme un problème d’énumération plutôt qu’un problème de
décision contrairement à la plupart des autres approches.
Certaines approches récentes telles que [105, 108, 113] apportent un nouveau regard à la
correction de document vers un schéma puisqu’elles introduisent les opérations d’éditions
agissant sur les nœuds internes de l’arbre, et offrent des optimisations de structure de don-
nées via une modélisation basée sur les graphes. L’une de nos perspectives est d’examiner
comment ces propositions peuvent être intégrées aux nôtres pour pouvoir proposer un
framework universel dans lequel différentes variantes du problème de correction peuvent
être résolues plus efficacement.
Les travaux de ce chapitre ont pour objectif de fournir des outils pour effectuer l’évolu-
tion de schémas et assurer l’échange de données. L’évolution de schémas est exprimée par
un script d’édition sur des grammaires d’arbres réguliers. Pour ce langage de mapping, deux
opérateurs de mapping, la composition et l’inversion, sont définis et ont pour but d’adapter
5.7. Conclusion 131
un mapping M lorsque son schéma source ou son schéma cible évolue en un autre schéma.
Ensuite nous avons proposé des méthodes pour :
(i) exprimer des mappings entre des systèmes locaux et leur évolution conservatrice en un
système global, en nous basant sur la méthode d’extension minimale d’une grammaire
RTG en LTG [42]. L’aspect conservateur garantit une flexibilité lorsque le schéma global
coexiste avec les systèmes locaux ;
(ii) exprimer un mapping entre une grammaire RTG G et la grammaire WI(G) de ses
sous-arbres relâchés en nous basant sur l’algorithme présenté dans le Chapitre 3 pour
calculer WI(G) à partir de G.
Enfin nous avons présenté notre méthode pour adapter des documents XML suite à une
évolution de leur schéma.
Un prototype a été implanté (en Java) et testé. Comme premier scénario de test, nous
avons produit une LTG en fusionnant (calcul de l’extension minimale) les grammaires
obtenues à partir de la DTD de dblp 7 et du XML Schema (XSD) de HAL 8. Notre outil Map-
pingGen retourne un mapping composé de 19 opérations d’édition. Ensuite l’outil XTraM a
été utilisé pour adapter un document de 52 nœuds valide par rapport à la LTG calculé vers
la grammaire pour HAL, et nous obtenons pour ce cas 36 solutions en 22.6 s. Dans ce test,
toutes les traductions possibles ont été considérées mais l’utilisateur peut interférer sur les
étapes intermédiaires en faisant des choix avant la fin du calcul des solutions. Dans ce sens,
l’utilisateur guide et réduit le nombre de solutions. Cette fonctionnalité sera implémentée
dans notre logiciel qui est décrit dans le Chapitre 7 - Section 7.2, pour faciliter l’interférence
de l’utilisateur à des étapes intermédiaires lors du processus.
Pour de futurs travaux, il serait intéressant de pouvoir calculer automatiquement le map-
ping entre deux schémas donnés pour faciliter la tâche à l’utilisateur. Pour le moment le
mapping peut être défini par l’utilisateur ou généré automatiquement pour une utilisation
spécifique dans le cadre des deux applications (Section 6.3). Ainsi celui-ci pourra juste va-
lider le mapping généré ou le corriger s’il ne répond pas à ces attentes. Aussi dans notre
approche, l’adaptation de document tient seulement compte de sa structure. Comme dans
les propositions [24, 60] (détaillées en Section 6.5), nous souhaiterions mettre à profit les dé-
pendances fonctionnelles pour XML (Chapitre 4) en utilisant la technique de « chase » [85]
pour compléter et générer les valeurs manquantes dans les solutions obtenues par XTraM.
Une autre perspective serait d’utiliser le mapping pour adapter les dépendances fonc-
tionnelles définies sur le schéma source. De tels travaux peuvent rejoindre les travaux sur la
réécriture des requêtes sur les documents en présence d’un mapping [23, 76] car les requêtes
et les dépendances fonctionnelles manipulent des chemins dans les documents XML.
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La construction de nouvelles applications visant à intégrer des données provenant de
différentes sources tout en permettant l’utilisation des systèmes locaux d’origine n’est pas
une tâche facile. Notre objectif est d’établir un environnement multi-système composé par
un système global et central qui est une évolution conservatrice de systèmes locaux, capable
d’effectuer des changements qui pourront être transmis aux systèmes locaux. Dans cet
environnement, la communication doit être possible dans les deux sens : de local-à-global et
de global-à-local. Nous aimerions permettre aux systèmes locaux de continuer à travailler
sur leurs propres données tout en permettant un diagnostic et des modifications basées sur
une vue générale et complète du système global. Ce scénario nécessite des outils pour traiter
l’évolution de schéma et l’adaptation de leurs documents. Il peut être intéressant pour une
entreprise d’avoir une configuration temporaire jusqu’à ce que les systèmes locaux soient
prêts pour être complètement remplacés par le système global, ou simplement d’adopter
cette architecture flexible.
Pour cela nous aimerions exprimer des mappings entre les systèmes locaux et le système
global. Les mappings de schémas jouent un rôle important dans les tâches de gestion de
données comme l’intégration de données ou l’échange de données, et permettent d’assurer
l’interopérabilité entre les systèmes. L’échange de données se définit par la manière de trans-
férer des données conformes à un schéma source vers des données conformes à un schéma
cible. Le mapping de schémas exprime une relation entre le schéma source et le schéma cible.
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Dans ce contexte nous rappelons le scénario du Chapitre 1. Supposons que S1, . . . , Sn
sont des systèmes locaux qui travaillent respectivement sur des collections de documents
XML X1, . . . , Xn, et interagissent avec un système global S. Chaque ensemble Xi est conforme
au schéma XML Di, tandis que D est un schéma XML pour S qui accepte n’importe quel
document venant d’un Di. Nous supposons aussi que le système global S peut évoluer en S′
pour accepter plus de documents ou en rejeter certains existants. Notre but est de proposer
des outils permettant la transformation automatique de schéma et l’adaptation automatique
des documents. Aussi les outils doivent permettre l’adaptation d’un mapping lorsque l’un
des schémas concernés évolue : l’utilisation de la composition et de l’inversion de mapping
sont nécessaires et apportent une adaptation facile et efficace.
Ce chapitre est organisé de la façon suivante : dans la Section 6.1, nous définissons le
langage pour le mapping de schémas basé sur des opérations d’édition de grammaire RTG ;
la composition et l’inversion de mapping sont définis dans la Section 6.2. La Section 6.3
contient des algorithmes pour calculer automatiquement des mappings dans le contexte
d’évolution conservatrice de schémas d’une part et la substitution de schéma d’autre part.
L’adaptation des documents XML suite à l’évolution de leur schéma est définie dans la
Section 6.4. Une discussion sur les différents travaux portant sur l’évolution de schéma, est
faite dans la Section 6.5 ; et enfin une conclusion et une discussion sur de futurs travaux
clôturent ce chapitre (Section 6.6).
6.1 Langage pour le mapping de schémas
Dans le contexte de l’évolution de schéma, un schéma source va évoluer en un schéma
cible. Un mapping de schémas est défini comme un triplet (S, T, σ) où S est le schéma
source, T est le schéma cible et σ est le langage qui spécifie la relation entre le schéma
source et le schéma cible. Généralement σ est un ensemble de dépendances (ou contraintes)
qui sont exprimées par des formules logiques du type std ou tgd (« source-to-target de-
pendency ») [16, 61, 4]. Pour décrire la relation entre le schéma source et le schéma cible,
nous allons utiliser des opérations d’édition de schéma à la place de l’ensemble des dépen-
dances « source-to-target » σ. Les opérations d’édition de schéma expriment les différents
changements à appliquer au schéma source S pour le transformer en schéma cible T. Nos
opérations d’édition de schéma sont une extension des opérations d’édition d’arbre vues
dans le chapitre 5. L’ensemble σ sera donc remplacé par m qui est un script d’édition,
c’est-à-dire une séquence d’opérations d’édition de schéma.
Dans cette section, nous allons définir nos opérations d’édition sur un schéma ou gram-
maire RTG G et ensuite définir formellement un mapping de schémas. L’idée est de repré-
senter les règles de production de la grammaire sous forme d’arbres. Le problème de trans-
formation d’une RTG en une autre RTG, est traité comme un problème d’édition d’arbres.
6.1.1 Représentation sous forme d’arbres des règles de production
Soit X → a [R] une règle de production. Nous notons reg(X) (resp. term(X)) l’expression
régulière R associée au non-terminal X (resp. le symbole terminal a associé à X). Notons
que reg(X) et term(X) sont uniques puisque nous supposons que la grammaire est en forme
normale et donc X n’apparaît qu’une seule fois à gauche d’une règle de production. Nous
traitons l’expression régulière R comme un arbre d’arité variable dénoté tR. L’ensemble
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des non-terminaux qui apparaissent dans R est noté par nt(R). Formellement, tR est défini
récursivement comme suit :
– si R = ǫ alors tR est juste un seul nœud étiqueté par ǫ.
– si R = A avec A ∈ N alors tR est juste un seul nœud étiqueté par A.
– si R = R1. · · · .Rn alors tR = .(tR1 , · · · , tRn) est l’arbre ayant pour racine ’.’ avec les
sous-arbres fils tR1 , · · · , tRn .
– si R = R1| · · · |Rn alors tR = |(tR1 , · · · , tRn) est l’arbre ayant pour racine ’|’ avec les
sous-arbres fils tR1 , · · · , tRn .
– si R = R∗1 alors tR = ∗(tR1) est l’arbre ayant pour racine ’∗’ avec le seul sous-arbre fils
tR1 .
– si R = (R1) alors tR = tR1 .
Nous représentons la partie droite d’une règle de production X → a [R] comme un arbre
dénoté trX tel que t
r
X = a(tR). La racine de t
r
X est le symbole terminal a qui a pour seul fils le
sous-arbre tR. Nous avons trX|0 = tR.
Exemple 6.1 Soit R = (A.B.C)∗|(D∗.E) une expression régulière. La Figure 6.1 montre
l’arbre tR et l’arbre trX représentant la partie droite de la règle de production X → root [R].
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Figure 6.1 – (a) Arbre tR avec R = (A.B.C)∗|(D∗.E) et (b) Arbre trX avec X → root [R].
⊠
Nous allons souvent confondre l’expression régulière R par sa représentation sous forme
d’arbre tR.
Définition 6.1 (Arbre de production bien formé)
Un arbre t représentant la partie droite d’une règle de production est bien formé si et seule-
ment si les conditions suivantes sont vérifiées :
(i) la racine est un symbole terminal, c’est-à-dire t(ǫ) ∈ Σ, et a exactement un seul sous-
arbre fils ;
(ii) les nœuds feuilles sont dans NT ∪ {ǫ} ;
(iii) les nœuds internes sont dans l’ensemble {|, ., ∗} tel que :
– si un nœud interne est dans {∗} alors le nœud a exactement un seul fils ;
– sinon si un nœud interne est dans {|, .} alors le nœud a au moins un fils.
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
Exemple 6.2 Dans la Figure 6.2, les arbres (a), (b) sont bien formés et les arbres (c), (d),
(e) ne sont pas bien formés. L’arbre (c) n’est pas bien formé car le nœud ’∗’ a plus d’un fils
alors qu’il devrait avoir exactement un seul. L’arbre (d) n’est pas bien formé car la racine a
trois fils alors qu’elle ne devrait avoir qu’un seul. Et enfin l’arbre (e) n’est pas bien formé
car : (ii) le non-terminal Co a un fils alors qu’il devrait être une feuille, et (iii) le nœud
’∗’ n’a pas de fils et est donc une feuille alors qu’il doit être un nœud interne et doit avoir
exactement un fils. Si l’on traduit les trois arbres (c), (d), (e) en règles de production, on
obtient respectivement bib [Jour ∗ Paper], bib [Jour∗, con f , Rep] et in f o [T.YCo.∗] qui ne sont
pas des expressions régulières bien formées. ⊠
|
Pa Au ǫ
.
info
*T Co
Y
(e)
info
.
T
.
Y Co
(a)
publication
.
*
Aut
(b)
bib
*
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(c)
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(d)
Figure 6.2 – Arbres bien formés (a), (b) et mal formés (c), (d), (e).
6.1.2 Opérations d’édition de grammaire
Nous allons définir les opérations d’édition en utilisant la réécriture. Étant donné un
ensemble de variables V, une règle de réécriture (notée l → r) est une paire de termes
construits sur l’ensemble {|, ., ∗} ∪ N ∪V, assumant que les variables n’ont pas de fils.
Une haie est une séquence d’arbres (possiblement vide) comme [t0, . . . , tn]. Soit h une
haie, |h| dénote le nombre d’arbres dans h. Par exemple si h = [t0, . . . , tn] alors |h| = n + 1.
Une substitution σ est une application de X vers un ensemble de haies, étendue de façon
homomorphique aux arbres. Soient t et t′ des arbres, t se réécrit en t′ à la position u par
la règle de réécriture l → r et avec la substitution σ (qui se note t →[u,l→r,σ] t′), si on a
t|u = σ(l) et t′ = t[u ← σ(r)]. Par exemple, étant donné la règle f
x y
→ g
y x
(x et y
sont des variables), nous avons f
a b c
qui se réécrit :
– en g
c a b
(avec la substitution x/[a, b], y/[c]), et aussi
– en g
b c a
(avec la substitution x/[a], y/[b, c]).
Dans la définition suivante, les termes (ou arbres) sont toujours réécrits à la position u,
avec la substitution σ, assurant que la condition (le cas échéant) est satisfaite. Nous allons
seulement mentionner la règle de réécriture qui diffère selon les cas.
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Définition 6.2 (Opérations d’édition élémentaires de grammaire)
Étant donné une RTG G = (N, Σ, S, P) en forme normale, une opération d’édition élémen-
taire ed est une fonction partielle qui transforme G en une nouvelle RTG G′. L’opération
d’édition élémentaire ed peut être appliquée à G si et seulement si ed est définie sur G.
Nous distinguons quatre types d’opérations d’édition élémentaires sur une RTG :
1. Les opérations d’édition pour modifier l’ensemble des symboles initiaux S :
–  ❡"❴ "❛%"❡❧♠(A) : ajoute le non-terminal A à S, où A ∈ N.
– ✉♥ ❡"❴ "❛%"❡❧♠(A) : supprime le non-terminal A de S, où A ∈ N.
2. Les opérations d’édition pour modifier un non-terminal ou un terminal dans une règle
de production :
– ✐♥ ❴❡❧♠(X, A, u.i) : (cf. Figure 6.3(ed1)) applique la règle de réécriture
op
x y
−→ op
x A y
sur trX à la position u, où X ∈ N, A ∈ N ∪ {ǫ}, |σ(x)| = i et op ∈ {|, .}.
– ❞❡❧❴❡❧♠(X, A, u.i) : (cf. Figure 6.3(ed2)) applique la règle de réécriture
op
x A z
−→ op
x z
sur trX à la position u, où X ∈ N, |σ(x)| = i, A ∈ N ∪ {ǫ}, |σ(x)|+ |σ(z)| ≥ 1 et
op ∈ {|, .}.
– %❡❧❴%♦♦"(X, a, b) : (cf. Figure 6.3(ed3)) applique la règle de réécriture
a
x
−→ b
x
sur trX à la position ǫ, où X ∈ N, a, b ∈ Σ et |σ(x)| = 1.
– %❡❧❴❡❧♠(X, A, B, u) : (cf. Figure 6.3(ed4)) applique la règle de réécriture A −→ B
sur trX à la position u, où X ∈ N, A, B ∈ N ∪ {ǫ}.
3. Les opérations d’édition pour modifier un opérateur dans l’expression régulière d’une
une règle de production :
– ✐♥ ❴♦♣%(X, opr, u.i, n) : (cf. Figure 6.3(ed5)) applique la règle de réécriture
op
x y z
−→ op
x opr
y
z
sur trX à la position u, où X ∈ N, n ≥ 1, op ∈ {|, ., ∗} ∪ Σ, |σ(x)| = i, |σ(y)| = n et
si n = 1 alors opr ∈ {|, ., ∗} sinon opr ∈ {|, .}.
– ❞❡❧❴♦♣%(X, opr, u.i, n) : (cf. Figure 6.3(ed6)) applique la règle de réécriture
op
x opr
y
z
−→ op
x y z
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sur trX à la position u, où X ∈ N, op ∈ {|, ., ∗} ∪ Σ, opr ∈ {|, ., ∗}, |σ(x)| = i, et
|σ(y)| = n. Si op ∈ {∗} ∪ Σ alors |σ(y)| = 1 et |σ(x)|+ |σ(z)| = 0.
–  ❡❧❴♦♣ (X, op, opr, u) : (cf. Figure 6.3(ed7)) applique la règle de réécriture
op
x
−→ opr
x
sur trX à la position u, où X ∈ N, op, opr ∈ {|, ., ∗}, |σ(x)| 6= 0 et si opr = ∗ alors
|σ(x)| = 1.
4. Les opérations d’édition pour modifier l’ensemble des règles de production P :
– ✐♥(❴ ✉❧❡(A, a) : ajoute la nouvelle règle de production A → a [ǫ] à P et le non-
terminal A à S, où A 6∈ N.
– ❞❡❧❴ ✉❧❡(A, a) : supprime la règle de production associée à A de P, où A ∈ N
et reg(A) = ǫ. Aussi le non-terminal A ne doit apparaître nulle part dans les
expressions régulières des autres règles de production. Si A ∈ S alors A est aussi
supprimé de S.
Après chaque opération d’édition, les ensembles Σ et N sont automatiquement mis à jour
pour contenir uniquement les terminaux (resp. non-terminaux) apparaissant dans P.
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Figure 6.3 – Exemple d’opérations d’édition élémentaires sur les grammaires RTG.
A partir de la Définition 6.2, nous avons les propositions suivantes :
Proposition 6.1 Une opération d’édition appliquée à une RTG G en forme normale et réduite produit
une RTG G′ qui est aussi en forme normale et réduite. 
Démonstration. L’application des opérations d’édition respecte certaines conditions. Avant
d’ajouter une règle on s’assure que le non-terminal associé à la nouvelle règle n’existe pas
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dans N. Aussi avant de supprimer une règle on s’assure que le non-terminal de la règle
supprimée n’intervient pas dans les autres règles de production. Ces deux vérifications font
que nous obtenons toujours une nouvelle grammaire en forme normale et réduite.
⊳
Proposition 6.2 Soient G et G′ deux RTG données. Il existe toujours une séquence d’opérations
d’édition élémentaires (Définition 6.2) capable de transformer G en G′. 
Démonstration. La séquence d’opérations la plus facile à trouver, consiste à supprimer toutes
les règles de G, et à insérer toutes les règles de G′.
⊳
En combinant les opérations d’édition élémentaires, nous allons définir les opérations
d’édition non-élémentaires . Les opérations d’édition non-élémentaires sont considérées
comme des raccourcis et sont vues comme un seul bloc d’opérations indissociables plus
facile à manipuler et qui simplifieront la longueur des séquences d’opérations.
Définition 6.3 (Opérations d’édition non-élémentaires de grammaire)
Soient une RTG G = (N, Σ, S, P) en forme normale, une opération d’édition non-
élémentaire ed est une fonction partielle qui transforme G en une nouvelle RTG G′.
L’opération d’édition non-élémentaire ed peut être appliquée à G si et seulement si ed
est définie sur G. Chaque opération d’édition non-élémentaire peut être exprimée comme
une séquence d’opérations d’édition élémentaires. Nous définissons les opérations d’édition
non-élémentaires suivantes :
1. ✐♥"❴$%❡❡(X, R, u.i) (cf. Figure 6.4(ed1)) : applique la règle de réécriture
op
x y
−→ op
x R y
sur trX à la position u, où X ∈ N, |σ(R)| = 1, |σ(x)| = i et op ∈ {|, .}.
L’opération ✐♥"❴$%❡❡(X, R, u.i) est équivalente à la séquence des opérations
✐♥"❴❡❧♠(X, tR(v), u.i.v), ∀ v ∈ Pos(tR). Les insertions des nœuds se faisant de la
racine aux feuilles. Intuitivement l’opération ✐♥"❴$%❡❡ permet l’insertion d’un sous-
arbre (expression régulière bien formée) dans trX.
2. ❞❡❧❴$%❡❡(X, R, u.i) (cf. Figure 6.4(ed2)) : applique la règle de réécriture
op
x y z
−→ op
x z
sur trX à la position u, où X ∈ N, |σ(x)| = i, |σ(y)| = 1 et σ(y) = tR, |σ(x)|+ |σ(z)| ≥ 1
et op ∈ {|, .}. L’opération ❞❡❧❴$%❡❡(X, R, u.i) est équivalente à la séquence des opéra-
tions ❞❡❧❴❡❧♠(X, tR(v), u.i.v), ∀ v ∈ Pos(trX|u.i). Les suppressions des nœuds se faisant
des feuilles à la racine. Intuitivement l’opération ❞❡❧❴$%❡❡ permet la suppression d’un
sous-arbre dans trX.
3. ✐♥✈❴$%❡❡(X, u.i) (cf. Figure 6.4(ed3)) : applique la règle de réécriture
op
x y z t
−→ op
x z y t
140 Chapitre 6. Mapping entre schémas XML
sur trX à la position u, où X ∈ N, op ∈ {|, .}, |σ(x)| = i, |σ(y)| = |σ(z)| = 1.
Cette opération ✐♥✈❴$%❡❡(X, u.i) est équivalente à la séquence des opérations :
✐♥'❴$%❡❡(X, trX|u.(i+1), u.i), ❞❡❧❴$%❡❡(X, t
r
X|u.(i+2), u.(i + 2)). Intuitivement l’opération
✐♥✈❴$%❡❡ permet l’échange de deux sous-arbres à des positions consécutives.
4. ✐♥'❴$%❡❡%✉❧❡(A, a, R) : ajoute la nouvelle règle de production A → a [R] à P et le non-
terminal A à S, où A 6∈ N et nt(R) ⊆ N. L’opération ✐♥'❴$%❡❡%✉❧❡(A, a, R) est équiva-
lente à la séquence suivante : ✐♥'❴%✉❧❡(A, a), ✐♥'❴♦♣%(A, |, 0, 1), ✐♥'❴$%❡❡(A, tR, 0.1),
❞❡❧❴❡❧♠(A, ǫ, 0.0), ❞❡❧❴♦♣%(A, |, 0, 1). Intuitivement l’opération ✐♥'❴$%❡❡%✉❧❡ permet
l’ajout d’une règle de production dont l’expression régulière est différente de ǫ.
5. ❞❡❧❴$%❡❡%✉❧❡(A, a, R) : supprime la règle de production A → a [R] de P et le
non-terminal A de S (si A ∈ S), où A ∈ N. L’opération ❞❡❧❴$%❡❡%✉❧❡(A, a, R)
est équivalente à la séquence suivante : ✐♥'❴♦♣%(A, |, 0, 1), ✐♥'❴❡❧♠(A, ǫ, 0.0),
❞❡❧❴$%❡❡(A, tR, 0.1), ❞❡❧❴♦♣%(A, |, 0, 1), ❞❡❧❴%✉❧❡(A, a). Intuitivement l’opération
❞❡❧❴$%❡❡%✉❧❡ permet la suppression d’une règle de production dont l’expression
régulière est différente de ǫ.
6. ✐♥'❴❡❧♠❴$%❡❡%✉❧❡(X, A, u.i, a, R) est équivalente à la séquence suivante :
✐♥'❴$%❡❡%✉❧❡(A, a, R), ✐♥'❴❡❧♠(X, A, u.i), ✉♥'❡$❴'$❛%$❡❧♠(A). Intuitivement l’opéra-
tion ✐♥'❴❡❧♠❴$%❡❡%✉❧❡ permet l’ajout d’un non-terminal A 6∈ N dans une expression
régulière, en prenant le soin d’ajouter la règle de production correspondante à A.
7. ❞❡❧❴❡❧♠❴$%❡❡%✉❧❡(X, A, u.i, a, R) est équivalente à la séquence suivante :
'❡$❴'$❛%$❡❧♠(A), ❞❡❧❴❡❧♠(X, A, u.i), ❞❡❧❴$%❡❡%✉❧❡(A, a, R). Intuitivement l’opéra-
tion ❞❡❧❴❡❧♠❴$%❡❡%✉❧❡ permet la suppression d’un non-terminal A d’une expression
régulière, en prenant le soin de supprimer la règle de production correspondante à A.
8. ❛❣❣❴❡❧♠(X, A, u) (cf. Figure 6.4(ed4)) : applique la règle de réécriture x −→ A sur trX
à la position u, où X ∈ N, u 6= ǫ, A ∈ N, |σ(x)| = 1, et reg(A) = σ(x). L’opé-
ration ❛❣❣❴❡❧♠(X, A, u) est équivalente à la séquence suivante : ✐♥'❴♦♣%(X, |, u, 1),
✐♥'❴❡❧♠(X, A, u.1), ❞❡❧❴$%❡❡(X, trX|u.0, u.0), ❞❡❧❴♦♣%(X, |, u, 1). Intuitivement l’opéra-
tion ❛❣❣❴❡❧♠ permet de remplacer une sous-expression de trX par un non-terminal A.
Ceci est possible seulement si la sous-expression est équivalente à reg(A).
9. ❡①$❴❡❧♠(X, A, u) (cf. Figure 6.4(ed5)) : applique la règle de réécriture A −→ treg(A)
sur trX à la position u, où X, A ∈ N. L’opération ❡①$❴❡❧♠(X, u) est équivalente à
la séquence suivante : ✐♥'❴♦♣%(X, |, u, 1), ✐♥'❴$%❡❡(X, trA|0, u.1), ❞❡❧❴❡❧♠(X, A, u.0),
❞❡❧❴♦♣%(X, |, u, 1). Intuitivement l’opération ❡①$❴❡❧♠ permet de remplacer un non-
terminal A dans trX par son expression régulière associée reg(A).

6.1.3 Script d’édition de grammaire d’arbres et définition de mapping
Soit ed une opération d’édition (élémentaire ou non) définie sur la grammaire RTG G.
Nous notons par ed(G) la grammaire obtenue en appliquant l’opération ed à G.
Définition 6.4 (Script d’édition)
Un script d’édition m = 〈ed1, ed2, . . . edn〉 est une séquence d’opérations d’édition edk où 1 ≤
k ≤ n. Soit G une RTG, un script d’édition m = 〈ed1, ed2, . . . edn〉 est définie sur G si et
seulement si il existe une séquence de RTG G0, G1, . . . , Gn telle que :
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Figure 6.4 – Exemple d’opérations d’édition non-élémentaires sur les grammaires RTG.
– G0 = G
– ∀ 1 ≤ k ≤ n, edk est définie sur Gk−1 et edk(Gk−1) = Gk.
Ainsi nous avons m(G) = Gn c’est-à-dire qu’en appliquant le script d’édition m sur la RTG G
nous obtenons la RTG Gn. Le script d’édition m nous dit comment obtenir la RTG Gn à partir
de G. Le script d’édition vide est noté 〈〉.

Maintenant pour chaque opération d’édition ed, nous définissons un coût positif qui dé-
pend d’une application spécifique donnée. D’une part nous supposons que les opérations
dont l’application sur une RTG G ne changent pas le langage généré par G, sont de coût
nul. Ces opérations sont définies dans la Définition 6.5. Leur but est de simplifier une ex-
pression régulière donnée de la grammaire. D’autre part nous supposons que les opérations
d’édition élémentaires (Définition 6.2) ont un coût de 1, tandis que les opérations d’édition
non-élémentaires (Définition 6.3) ont un coût de 5. Bien sûr que les coûts des opérations
d’édition peuvent être adpatés en fonction du besoin de l’application. La fonction de coût
sur l’opération ed est notée cost(ed).
Définition 6.5 (Les opérations d’édition de coût nul)
Les opérations d’édition de coût nul ne changent pas le langage généré par la grammaire G
sur laquelle elles sont définies. En fait nous avons L(G) = L(ed(G)) où ed est une opération
d’édition de coût nul. Les opérations d’édition suivantes sont de coût nul :
– ✐♥✈❴$%❡❡(X, u.i) où trX(u) =’|’ ;
– ❞❡❧❴❡❧♠(X, ǫ, u.i), ou ✐♥*❴❡❧♠(X, ǫ, u.i) avec trX(u) =’.’ ;
– ❞❡❧❴♦♣%(X, opr, u.i) où trX(u) = t
r
X(u.i) = opr ;
– ❞❡❧❴♦♣%(X, opr, u.i) où trX(u.i) ∈ {|, .} et t
r
X(u.i) a exactement qu’un seul fils.

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Définition 6.6 (Coût d’un script d’édition)
Soit le script d’édition m = 〈ed1, ed2, . . . , edn〉. Le coût de m est définie par Cost(m) =
Σni=1(cost(edi)).

Définition 6.7 (Mapping de schémas)
Un mapping de schéma XML est un triplet M = (S, T, m), où S est le schéma source, T est
le schéma cible, et m est un script d’édition qui transforme S en T (c’est-à-dire m(S) = T).
Nous disons que M est syntaxiquement spécifié ou exprimé par m.

6.2 Les opérateurs de mapping de schémas
Dans [62], la composition et l’inversion ont été présentés comme deux opérateurs fon-
damentaux pour l’adaptation de mapping dans le contexte de l’évolution de schéma. Soit
M1 = (S, T, m1) un mapping entre les schémas S et T. Lorsque S ou T évolue, le mapping
M1 doit être adapté. En utilisant les opérateurs composition et inversion, nous pouvons
éviter le recalcul de mappings. L’Exemple 6.3 (inspiré de [62]), décrit comment sont utili-
sés les opérateurs composition et inversion pour adapter un mapping lors de l’évolution de
schéma.
Exemple 6.3 Nous allons considérer les schémas S et T de la Figure 6.5 et le mapping M1
entre ses deux schémas. Nous pouvons considérer les deux situations suivantes :
1. Évolution du schéma cible : assumons que le schéma T évolue en T′ et que cette
évolution soit modélisée par le mapping M2. Intuitivement M2 va permettre la trans-
formation des données de T en des données de T′. En composant M1 et M2, nous
obtenons un nouveau mapping qui va de S à T′. La composition opère en général sur
deux mappings consécutifs M1 et M2, tels que le schéma cible de M1 est le schéma
source de M2. Le résultat de la composition donne le mapping M1 ◦M2 qui a le
même effet que d’appliquer M1 et ensuite M2.
2. Évolution du schéma source : assumons que le schéma source évolue en S′ et que cette
évolution soit modélisée par le mapping M3. Intuitivement M3 va permettre la trans-
formation des données de S en des données de S′. Nous avons besoin d’un nouveau
mapping qui reflète le mapping original M1 (ou plutôt M1 ◦M2 après l’évolution du
schéma cible) mais en partant du schéma source S′. Notons que dans ce cas nous ne
pouvons pas directement composer M3 avec M1 ◦M2, puisque M3 et M1 ◦M2 ne
sont pas consécutifs. Pour pouvoir appliquer la composition, nous avons besoin d’ap-
pliquer l’opérateur inversion sur M3 pour obtenir le mapping M−13 qui inverse l’effect
de M3. A partir de M−13 , nous pouvons appliquer l’opération composition pour pro-
duire M−13 ◦M1 ◦M2. Le mapping résultat, qui va de S
′ vers T′, est une adaptation
du mapping original m pour les nouveaux schémas obtenus après évolution.
⊠
Nous allons maintenant définir les opérateurs composition et inversion sur nos mappings
entre les grammaires RTG.
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Figure 6.5 – Utilisation de la composition et de l’inversion pour faciliter l’évolution de schéma.
Définition 6.8 (Composition de mappings)
Soient deux mappings M1 et M2 tels que M1 = (S, T, m1) et M2 = (T, V, m2) ; la composi-
tion de M1 et M2 donne le mapping M1 ◦M2 = (S, V, m1 . m2) où m1 . m2 est la concaténa-
tion de m1 à m2.

Définition 6.9 (Inversion de mapping)
Soit le mappingM = (S, T, m) où m = 〈ed1, · · · , edn〉, l’inverse deM est le mappingM−1 =
(T, S, m−1) avec m−1 = 〈ed−1n , · · · , ed
−1
1 〉 et ed
−1
k (1 ≤ k ≤ n) est l’inverse de l’opération
d’édition edk qui est défini dans le Tableau 6.1.
opération d’édition ed opération d’édition ed−1
Élémentaire
 ❡"❴ "❛%"❡❧♠(A) ⇋ ✉♥ ❡"❴ "❛%"❡❧♠(A)
✐♥ ❴❡❧♠(X, A, u.i) ⇋ ❞❡❧❴❡❧♠(X, A, u.i)
%❡❧❴%♦♦"(X, a, b) ⇋ %❡❧❴%♦♦"(X, b, a)
%❡❧❴❡❧♠(X, A, B, u) ⇋ %❡❧❴❡❧♠(X, B, A, u)
✐♥ ❴♦♣%(X, opr, u.i, n) ⇋ ❞❡❧❴♦♣&(X, opr, u.i, n)
&❡❧❴&♦♦'(X, opr1, opr2, u) ⇋ &❡❧❴&♦♦'(X, opr2, opr1, u)
✐♥*❴&✉❧❡(A, a) ⇋ ❞❡❧❴&✉❧❡(A, a)
Non-élémen-
✐♥*❴'&❡❡(X, R, u.i) ⇋ ❞❡❧❴'&❡❡(X, R, u.i)
taire
✐♥✈❴'&❡❡(X, u.i) ⇋ ✐♥✈❴'&❡❡(X, u.i)
✐♥*❴'&❡❡&✉❧❡(A, a, R) ⇋ ❞❡❧❴'&❡❡&✉❧❡(A, a, R)
✐♥*❴❡❧♠❴'&❡❡&✉❧❡(X, A, u.i, a, R) ⇋ ❞❡❧❴❡❧♠❴'&❡❡&✉❧❡(X, A, u.i, a, R)
❛❣❣❴❡❧♠(X, A, u) ⇋ ❡①'❴❡❧♠(X, A, u)
Tableau 6.1 – Tableau de correspondance des opérations inverses.

Exemple 6.4 Soient les scripts d’édition
m1 = 〈✐♥*❴❡❧♠(I, Nb, 0.1.1), &❡❧❴&♦♦'(I, in f o, inf ormation)〉 et
m2 = 〈✐♥*❴♦♣&(Au, |, 0.2, 2), ✐♥*❴&✉❧❡(Nb, nbPages)〉. La concaténation de m1 et m2 donne
m = 〈✐♥*❴❡❧♠(I, Nb, 0.1.1), &❡❧❴&♦♦'(I, in f o, inf ormation), ✐♥*❴♦♣&(Au, |, 0.2, 2),
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✐♥"❴$✉❧❡(Nb, nbPages)〉. L’inverse de m donne m−1 = 〈❞❡❧❴$✉❧❡(Nb, nbPages),
❞❡❧❴♦♣$(Au, |, 0.2, 2), $❡❧❴$♦♦+(I, inf ormation, in f o), ❞❡❧❴❡❧♠(I, Nb, 0.1.1)〉.
⊠
6.3 Cas d’applications du mapping de schémas (MappingGen)
Dans cette section nous allons aborder deux cas d’application du mapping de sché-
mas. Le premier cas d’application concerne une évolution conservatrice de schémas locaux
D1, . . . , Dn en un schéma global D. L’algorithme qui permet de calculer le nouveau schéma
D qui génère le plus petit langage LTL (Local Tree Language) contenant les langages gé-
nérés par D1, . . . , Dn a été formalisé dans [42]. A partir de l’algorithme proposé dans [42],
nous souhaitons calculer les mappings entre chacun des schémas locaux Di (1 ≤ i ≤ n) et
le schéma global D pour ensuite pouvoir traduire les documents XML entre les schémas Di
et D lors de leurs échanges. La traduction guidée par le mapping des documents XML sera
expliquée dans la section 6.4. Nous pouvons remarquer que le mapping mi obtenu en nous
basant sur l’algorithme d’extension de schéma dans [42] permet de transformer le schéma
Di en D. Pour traduire les documents de D vers ceux de Di nous avons besoin du map-
ping inverse m−1i qui permet de transformer le schéma D en Di. La méthode pour obtenir
le mapping inverse m−1i à partir de mi se trouve dans la Définition 6.9. Pour résumer, nous
savons passer du schéma Di à D en se servant du mapping mi ; et à partir de l’inverse m−1i
du mapping mi, nous pouvons passer du schéma D à Di. Enfin pour assurer les échanges
entre Di et D, nous utilisons le mapping m et son inverse pour traduire (l’algorithme de
traduction de documents sera présenté dans la section 6.4) les documents XML d’un schéma
vers un autre. Dans la section 6.3.1, nous présentons l’algorithme qui permet de calculer le
mapping mi en suivant les principes de l’algorithme d’extension de schéma dans [42].
Le deuxième cas d’application concerne la substitution d’un service web par un autre
service web. Nous avons vu dans le chapitre 3, l’utilisation de l’inclusion relâchée pour com-
parer deux schémas XML exprimés comme des RTG. Comme expliqué dans la section 3.5,
lorsque le service A communique avec le service C, et qu’on remplace le service A par B
(en ayant pris le soin de vérifier à l’aide de l’inclusion relâchée que B fournit les mêmes
informations que A), il est nécessaire de pouvoir traduire les documents entre C et B pour
permettre les échanges. Nous allons supposer que le mapping entre C et A est connu. Dans
la section 6.3.2, nous allons proposer une méthode pour calculer le mapping entre A et B en
suivant le principe de l’algorithme de calcul de la grammaire des sous-arbres relâchés de B.
Une fois que nous avons le mapping entre A et B, à l’aide de la composition de mapping
(Définition 6.8), nous pouvons calculer le mapping entre C et B. Ensuite comme dans le
cas précédent, avec l’algorithme de traduction de documents (présenté en section 6.4) et du
mapping entre C et B, nous pouvons traduire les documents XML entre B et C.
Les deux algorithmes pour générer des mappings dans le contexte des deux applications
décrites ci-dessous seront dénommés par l’outil MappingGen.
6.3.1 Évolution conservatrice de schémas
Nous allons d’abord donner un exemple pour motiver l’application, et ensuite proposer
un algorithme pour calculer le mapping souhaité.
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Exemple. Nous considérons les données d’un hôpital maintenues par trois services : un
service qui gère les informations des patients et leurs traitements, un autre service qui est
responsable de l’édition des factures et le dernier service qui est en contact avec les so-
ciétés d’assurances et décide quand un traitement est couvert par l’assurance du patient.
La Figure 6.6 montre une version simplifiée des DTDs de chaque service. Les définitions
d’éléments de type PCDATA sont omises.
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Figure 6.6 – Les DTDs des services d’un hôpital
Sans interférer sur les services locaux, en leur demandant de garder leur propre système
local, la direction de l’hôpital aimerait avoir une vue globale sur l’ensemble des services
dans le but de faire des rapports et statistiques comme par exemple le pourcentage de com-
pagnies d’assurance qui couvrent la radiothérapie ou la chirurgie de la myopie ; le nombre
de patients qui payent eux mêmes leur propres traitements, etc. Le système global peut
recevoir directement des informations : un docteur ayant l’accès au schéma global peut in-
troduire des informations sur un nouveau traitement (par exemple le prix qu’il a fixé pour
son traitement) avec les patients qu’il souhaite traiter. De plus, en analysant les données
globales, la direction peut décider de changer sa politique. Par exemple, la direction peut
décider d’appliquer un bas prix pour les patients qui n’ont pas une bonne assurance, et ceci
peut provoquer la modification (ou l’évolution) de schéma.
Cette flexibilité peut être enrichie en permettant quelques actions basiques. Première-
ment, nous avons la construction d’un schéma global conservateur capable d’accepter d’une
part tous les documents locaux, et d’autre part les nouveaux documents soumis directement
au schéma global. Notons que les données locales n’ont pas besoin d’être traduites, puis-
qu’elles sont déjà valides par rapport au schéma global. Deuxièmement, la traduction des
documents à partir du système global vers un système local, peut autoriser des mises à jour
au niveau global qui seront passées au niveau local. Finalement, avec l’évolution du schéma
global en gardant un mapping disponible, nous pouvons transformer les schémas locaux
sources vers le nouveau schéma global. Des actions similaires sont autorisées pour traiter le
cas où un schéma local évolue.
La Figure 6.7 montre la DTD globale résultante de la méthode qui est proposée en [42].
Nous allons proposer dans la partie suivante un algorithme qui construit les mappings
entre les DTDs locaux et la DTD globale (construit à partir des idées de [42]). Connaissant
le mapping qui transforme un schéma local en schéma global, il est trivial d’obtenir son
inverse. Le mapping inverse sera la base pour traduire les documents à partir du schéma
global vers un schéma local.
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Figure 6.7 – DTD global pour l’hospital
(a) (b) (c)
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Figure 6.8 – (a) Un arbre XML valide par rapport au schéma local des factures. (b) Un arbre XML valide
par rapport au schéma global de la Figure 6.7. (c) Arbre résultant après la transformation de (b) vers le schéma
local des patients de la Figure 6.6.
Dans la Figure 6.8(a) nous trouvons un document valide par rapport au schéma local
sur les factures. Notons qu’il est aussi valide par rapport au schéma global de la Figure 6.7.
Le document de la Figure 6.8(b) montre un document XML concernant des patients et des
traitements. Ce document est valide par rapport au schéma global mais n’est pas valide par
rapport à aucun des schémas locaux. La transformation du document de la Figure 6.8(b) vers
un document respectant le schéma sur les patients, donne le document de la Figure 6.8(c).
Cette traduction est guidée par le mapping de schéma du schéma global de la Figure 6.7
vers le schéma local sur les patients de la Figure 6.6.
L’algorithme dans [42] (nommé ExtSchemaGenerator ) permet de calculer une grammaire
LTG ou STTG qui étend minimalement une grammaire RTG donnée. Dans ce papier sont
prouvées la correction et la minimalité de la grammaire générée. Nous allons suivre les
idées de ExtSchemaGenerator pour générer une LTG à partir d’une RTG. Nous fusionons les
règles de production associées aux non-terminaux en concurrence. L’expression régulière de
la nouvelle règle est une disjonction des expressions régulières associées aux non-terminaux
en concurrence.
La Figure 6.9 montre la grammaire RTG obtenue par l’union des règles de production des
trois grammaires locales tandis que la Figure 6.10 montre la LTG résultante de l’extension
de schéma. La LTG obtenue est une extension de la RTG originale (Figure 6.9) car elle
génère tous les arbres qui sont générés par la RTG originale et éventuellement d’autres
arbres comme celui de la Figure 6.8(b). Il est aussi vrai que la LTG obtenue est aussi une
extension de chaque grammaire des services de l’hôpital.
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H1 → hospital[I∗1 ] H2 → hospital[I
∗
2 ] H3 → hospital[I
∗
3 ]
I1 → in f o[P | T] I2 → in f o[C | Pol] I3 → in f o[B]
P → patient[S · N ·V∗] C → cover[S · PN] B → bill[S · It∗ · D]
V → visitIn f o[Id · D] Pol → policy[PN · Id∗] It → item[Id · PZ]
T → treatment[Id · TN · PR]
PR → procedure[T∗]
Figure 6.9 – RTG obtenue après la fusion de toutes les règles de production des grammaires locales.
H1 → hospital[I∗1 | I
∗
1 | I
∗
1 ] PR → procedure[T
∗]
I1 → in f o[(P | T) | (C | Pol) | B] Pol → policy[PN · Id∗]
P → patient[S · N ·V∗] B → bill[S · It∗ · D]
V → visitIn f o[Id · D] It → item[Id · PZ]
T → treatment[Id · TN · PR]
Figure 6.10 – LTG obtenue par l’algorithme dans [42] à partir de la RTG de la Figure 6.9.
Algorithme. L’Algorithme 11 génère un mapping qui convertit une RTG en une LTG
en suivant les idées de [42], et cet algorithme a été illustré dans l’exemple ci-dessus.
L’Algorithme 11 commence par déterminer l’ensemble des non-terminaux en concurrence
ECa (lignes 2-3). Ensuite nous choisissons arbitrairement dans ECa, un des non-terminaux
(nommé X0) pour représenter les autres c’est-à-dire lorsque nous fusionnons les règles des
non-terminaux en concurrence, l’un d’entre eux est choisi pour représenter la règle résul-
tante de la fusion (ligne 4). Rappelons que les opérations d’édition portent toujours sur
une règle de production vue comme un arbre. La nouvelle règle de production de X0 est
construite en deux étapes. Nous ajoutons l’opérateur ’|’ comme parent à l’expression régu-
lière originale reg(X0) (ligne 5) et ensuite nous insérons toutes les expressions régulières
associées aux non-terminaux en concurrence avec X0 comme frères du sous-arbre reg(X0)
(ligne 7). A la ligne 8 nous remplaçons dans toutes les règles de production, les non-
terminaux dans ECa par X0. Les règles de production originales des non-terminaux dans
ECa sont supprimées (ligne 11) après un ajustement possible de l’ensemble des symboles
initiaux S (ligne 9).
Si nous considérons la RTG de la Figure 6.9, L’Algorithme 11 retourne le mapping m suivant :
1 ✐♥"❴♦♣&(H1, |, 0, 1) 7 ✐♥"❴'&❡❡(I1, C | Pol, 0.1)
2 ✐♥"❴'&❡❡(H1, I∗2 , 0.1) 8 &❡❧❴❡❧♠(H1, I2, I1, 0.1.0)
3 ❞❡❧❴'&❡❡&✉❧❡(H2, hospital, I∗2 ) 9 ❞❡❧❴'&❡❡&✉❧❡(I2, in f o, C | Pol)
4 ✐♥"❴'&❡❡(H1, I∗3 , 0.2) 10 ✐♥"❴'&❡❡(I1, B, 0.2)
5 ❞❡❧❴'&❡❡&✉❧❡(H3, hospital, I∗3 ) 11 &❡❧❴❡❧♠(H1, I3, I1, 0.2.0)
6 ✐♥"❴♦♣&(I1, |, 0, 1) 12 ❞❡❧❴'&❡❡&✉❧❡(I3, in f o, B)
Lorsque m = 〈1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12〉 est appliqué à la RTG de la Figure 6.9, nous
obtenons la LTG de la Figure 6.10.
Théorème 6.1 Soit m le mapping obtenu via l’Algorithme 11 à partir de la RTG G. Le langage
L(m(G)) est le plus petit LTL qui contient L(G). De plus, la grammaire m(G) est égale à celle
obtenue par ExtSchemaGenerator.
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Algorithme 11 Génération d’un mapping pour transformer une RTG en LTG
Entrée : Une RTG G = (NT, Σ, S, P)
Sortie : Un script d’édition m entre G et la LTG G′ tel que L(G) ⊆ L(G′)
1: m := 〈〉
2: pour tout terminal a ∈ Σ faire
3: ECa :={X0, . . . , Xk} contient les non-terminaux en concurrence où term(Xi) = a
4: Le non-terminal X0 est choisi pour représenter X0, . . . , Xk
5: Ajout de ✐♥"❴♦♣&(X0, |, 0, 1) à m % début de la construction de la nouvelle règle %
6: pour tout non-terminal Xi ∈ {X1, . . . , Xk} faire
7: Ajout de ✐♥"❴$%❡❡(X0, reg(Xi), 0.i) à m
8: Ajout de %❡❧❴❡❧♠(Y, Xi , X0, u) à m, pour tout u tel que u est la position de Xi
dans la règle Y → b [R] ∈ P
9: Ajout de "❡$❴"$❛%$❡❧♠(X0) à m lorsque X0 6∈ S et Xi ∈ S
10: % La règle de production du non-terminal Xi est supprimée de P %
11: Ajout de ❞❡❧❴$%❡❡%✉❧❡(Xi , a, reg(Xi)) à m
12: fin pour
13: fin pour
14: retourner m
Démonstration. En suivant les lignes de l’Algorithme 11 qui correspondent aux mêmes
changements effectués par l’algorithme ExtSchemaGenerator, nous pouvons conclure que la
grammaire m(G) est égale à celle obtenue par ExtSchemaGenerator. Comme il a été prouvé
dans [42] que la grammaire obtenue par ExtSchemaGenerator est le plus petit LTL qui contient
L(G) alors nous avons aussi que L(m(G)) est le plus petit LTL qui contient L(G).
⊳
Nous pouvons facilement vérifier que le mapping m−1 = 〈a, b, c, d, e, f , g, h, i, j, k, l〉 (voir
ci-dessous) est l’inverse du mapping m, et permet de transformer la LTG de la Figure 6.10
en la RTG de la Figure 6.9.
a ✐♥"❴'&❡❡&✉❧❡(I3, in f o, B) g ❞❡❧❴♦♣&(I1, |, 0, 1)
b &❡❧❴❡❧♠(H1, I1, I3, 0.2.0) h ✐♥"❴'&❡❡&✉❧❡(H3, hospital, I∗3 )
c ❞❡❧❴'&❡❡(I1, B, 0.2) i ❞❡❧❴'&❡❡(H1, I∗3 , 0.2)
d ✐♥"❴'&❡❡&✉❧❡(I2, in f o, C | Pol) j ✐♥"❴'&❡❡&✉❧❡(H2, hospital, I∗2 )
e &❡❧❴❡❧♠(H1, I1, I2, 0.1.0) k ❞❡❧❴'&❡❡(H1, I∗2 , 0.1)
f ❞❡❧❴'&❡❡(I1, C | Pol, 0.1) l ❞❡❧❴♦♣&(H1, |, 0, 1)
6.3.2 Substitution de schéma
Le problème est le suivant : nous voulons décider si une RTG G est incluse de façon
relâchée dans une RTG G′. Pour cela nous sommes amenés à calculer la grammaire des sous-
arbres inclus relâchés WI(G′) de la RTG G′. Dans le dernier paragraphe de la Section 3.5 ,
nous avons évoqué une perspective intéressante qui serait de pouvoir calculer un mapping
entre les RTG G′ et WI(G′) afin de pouvoir connecter G à G′ et traduire les documents
dans les deux sens entre G′ et G. Nous allons donc proposer une méthode pour calculer un
mapping entre G′ et WI(G′) en s’inspirant de la méthode pour calculer WI(G′) à partir de
G′.
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Algorithme 12 genChMap(A) : Calcul du mapping pour construire Ch(A)
Entrée : Une RTG G = (N, Σ, S, P) en forme normale et un non-terminal A
Sortie : Le mapping m pour construire Ch(A) si Ch(A) n’est pas défini
1: m := 〈〉
2: si Ch(A) n’est pas défini alors
3: si A est 2-récursif alors
4: Ajout de ✐♥"❴♦♣&(A, |, 0, 1) à m
5: Ajout de ✐♥"❴'&❡❡(A, (Succ(A))∗, 0.1) à m
6: Ajout de ❞❡❧❴'&❡❡(A, trA|0.0, 0.0) à m % suppression de l’ancienne expression %
7: sinon si A est 1-récursif alors
8: % remplacement de reg(A) par r̂eg(A) %
9: Ajout de ✐♥"❴♦♣&(A, |, 0, 1) à m
10: Ajout de ✐♥"❴'&❡❡(A, r̂eg(A), 0.1) à m
11: Ajout de ❞❡❧❴'&❡❡(A, trA|0.0, 0.0) à m
12: m := m . genChAMap(A) % construction de la partie du milieu %
13: Ajout de ✐♥"❴♦♣&(A, ., 0, 1) à m
14: Ajout de ✐♥"❴'&❡❡(A, (Succ(Left(A)))∗, 0.0) à m % construction de la partie gauche %
15: Ajout de ✐♥"❴'&❡❡(A, (Succ(Right(A)))∗, 0.2) à m % construction de la partie droite %
16: sinon
17: m := m . genChAMap(A)
18: fin si
19: fin si
20: retourner m
Algorithme 13 genChAMap(A) : Calcul du mapping pour construire ChrexÂ
Entrée : Une RTG G = (N, Σ, S, P) en forme normale, et un non-terminal A
Sortie : Le mapping m pour construire ChrexÂ si Ch
rex
Â n’est pas défini
1: m := 〈〉 % si Chrex
Â
est défini alors on retourne 〈〉 %
2: pour tout non-terminal B à la position u dans trA faire
3: si B est 1-récursif et B ∈ Â alors
4: % B est remplacé par B̂|ǫ %
5: Ajout de ✐♥"❴♦♣&(A, |, u, 1) à m
6: Ajout de ✐♥"❴'&❡❡(A, B̂|ǫ, u.1) à m
7: Ajout de ❞❡❧❴❡❧♠(A, B, u.0) à m
8: Ajout de ❞❡❧❴♦♣&(A, |, u, 1) à m
9: sinon si (B est 2-récursif) ou (B est 1-récursif et B 6∈ Â) alors
10: % B est remplacé par Ch(B) %
11: m := m . genChMap(B)
12: Ajout de ❡①'❴❡❧♠(A, B, u) à m
13: sinon
14: % B est remplacé par B|Ch(B) %
15: m := m . genChMap(B)
16: Ajout de ✐♥"❴♦♣&(A, |, u, 1) à m
17: Ajout de ✐♥"❴❡❧♠(A, B, u.1) à m
18: Ajout de ❡①'❴❡❧♠(A, B, u.1) à m
19: fin si
20: fin pour
21: retourner m
L’Algorithme 12 permet de construire un mapping pour l’expression régulière Ch(A)
(Définition 3.7) et l’Algorithme 13 permet de construire un mapping pour l’expression ré-
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gulière ChrexÂ (E) (Définition 3.7). Pour remplacer par exemple reg(A) par (Succ(A))
∗ dans la
règle de production de A, nous rajoutons l’opérateur ’|’ comme parent de reg(A), ensuite
nous rajoutons (Succ(A))∗ comme frère de reg(A) et enfin nous supprimons reg(A) (lignes
4 - 6, Algorithme 12). Dans l’Algorithme 13, pour remplacer un non-terminal B par B|Ch(B)
nous procédons de la manière suivante : nous ajoutons l’opérateur ’|’ comme parent de B,
ensuite nous rajoutons un B comme frère de B, et enfin nous transformons le dernier B ajouté
en Ch(B) via l’opération ❡①"❴❡❧♠. Au moment où nous appliquons l’opération ❡①"❴❡❧♠, on
a reg(B) = Ch(B) ce qui fait qu’on a bien remplacé B par B|Ch(B). Pour que l’Algorithme 12
et l’Algorithme 13 terminent, nous calculons qu’une seule fois Ch(A) (resp. ChrexÂ (E)) pour
un non-terminal A donné (resp. pour une expression régulière E donnée). Nous allons sup-
poser que nous stockons les résultats déjà calculés pour ensuite les utiliser lorsqu’on en a
besoin de nouveau. Ceci nous évite donc de recalculer Ch(A) (resp. ChrexÂ (E)).
6.4 Adaptation de documents XML guidée par le mapping (XTraM)
Dans les sections précédentes, nous avons vu un langage de mapping, qui consiste en
une suite d’opérations d’édition de grammaire RTG, permettant de transformer une RTG G
en une autre RTG G′. Lorsque nous avons un arbre t qui a été généré par G, il est intéressant
de savoir comment transformer t en un arbre t′ généré par G′ en se servant des modifica-
tions exprimées par le mapping entre G et G′. Le but de cette section est de proposer une
méthode qui permet de faire une telle adaptation de documents, intervenant ainsi dans la
tâche d’échanges de données entre des schémas XML (appelée « data exchange » en anglais).
Cette tâche joue un rôle important dans la maintenance de l’interopérabilité entre différents
systèmes. L’outil permettant d’exécuter cette tâche est nommé XTraM.
Exemple 6.5 Dans cet exemple nous considérons la grammaire G′ de la Figure 6.10.
Supposons que nous voulons faire évoluer la grammaire G′ en G′′ en renommant
le terminal in f o en in f ormation. Sur cette grammaire, cela correspond à l’opération
&❡❧❴&♦♦"(I1, in f o, in f ormation). Si nous prenons l’arbre t1 de la Figure 6.11, les change-
ments issus de l’opération &❡❧❴&♦♦"(I1, in f o, in f ormation) consistent à renommer l’étiquette
des trois nœuds aux positions 0, 1 et 2 en in f ormation.
⊠
hospital
patient
SSN name visitInfo
trId date
trId tname
treatment bill
SSN item
trId
date
price
info infoinfo
(ǫ,H1)
(2, I0.0.0
1
)
(1.0, T 0.0.1) (2.0, B
0.2)(0.0, P 0.0.0)
(0, I0.0.0
1
) (1, I0.0.0
1
)
Figure 6.11 – Un arbre XML valide et annoté par rapport au schéma global de la Figure 6.10.
Notre méthode consiste à appliquer une liste de changements sur un arbre XML t,
en accord avec les opérations d’édition de grammaire trouvées dans le mapping m. Par
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exemple, l’ajout ou la suppression d’une expression régulière comme fils de l’opérateur ’.’
est une opération du mapping qui provoque respectivement l’insertion ou la suppression
d’un sous-arbre dans l’arbre original t (pour maintenir sa validité par rapport au nouveau
schéma obtenu). Lorsqu’une correction locale sur des sous-arbres est nécessaire, nous utili-
sons XMLCorrector (dont l’algorithme est décrit dans le Chapitre 5) pour assurer la validité
des documents. Notre méthode suit les changements proposés par le mapping et effectue
si besoin des corrections locales de sous-arbres en se servant de XMLCorrector. Considérons
un arbre XML t valide par rapport au schéma (ou grammaire) S, et un mapping m qui va de
S vers T. Notre méthode peut être résumée en ses deux étapes :
1. Puisque l’arbre t appartient au langage L(S), il est possible d’avoir un arbre de dé-
rivation de t c’est-à-dire d’associer un non-terminal A à chaque nœud de t (ayant la
position p) qui a été généré par ce non-terminal. Nous analysons donc t pour détecter
chaque non-terminal qui génère ses nœuds, et nous annotons chaque nœud de t avec
le non-terminal correspondant et sa position u dans la règle de production utilisée.
Cette annotation respecte le format (p, Au) que nous avons utilisé pour annoter les
nœuds de l’arbre XML de la Figure 6.11, où p est la position du nœud concerné dans
l’arbre t, A est le non-terminal qui le génère et u est la position de A dans la règle de
production utilisée. Dans la Figure 6.11, le nœud bill à la position 2.0 est généré par le
non-terminal B dont la position dans trI1 (grammaire de la Figure 6.10) est 0.2, et tout
cela est noté (2.0, B0.2).
2. Chaque opération d’édition ed dans m active un ensemble de modifications sur t.
Lorsque l’opération d’édition ed transforme la grammaire G en une nouvelle gram-
maire G′ qui contient G (c’est-à-dire que L(G) ⊆ L(G′)), l’ensemble des modifications
sur t est vide. Dans le cas contraire, notre méthode effectue un parcours de t (annoté
comme dans l’étape 1) afin de trouver les positions de t qui seront affectées par ed. Les
modifications de t sont définies selon chaque opération d’édition. Nous verrons un cas
dans le prochain exemple et les détails des modifications suivront. Il est donc possible
qu’aucune position ne soit affectée et dans ce cas t n’est pas modifié.
Exemple 6.6 Soient G la grammaire de la Figure 6.9 et G′ la grammaire de la Figure 6.10.
D’après la Section 6.3.1 nous savons que L(G) ⊆ L(G′). Comme tous les arbres générés par
G appartiennent à L(G′), nous allons plutôt utiliser le mapping m−1 (en fin de Section 6.3.1)
qui permet de transformer G′ en G pour adapter le document t1 de Figure 6.11 par rapport
à la grammaire G. Nous avons bien t1 ∈ L(G′). Voici comment est modifié l’arbre t1 :
(a) Les nœuds de t1 sont annotés en bleu, cf. Figure 6.11.
(b) L’opération ✐♥"❴$%❡❡%✉❧❡(I3, in f o, B) n’implique aucun changement à t1. En insérant
une nouvelle règle de production à la grammaire G′, nous obtenons une nouvelle
grammaire qui contient G′. La nouvelle grammaire génère aussi t1.
(c) L’opération %❡❧❴❡❧♠(H1, I1, I3, 0.2.0) renomme chaque non-terminal I1, tel que
trH1(0.2.0) = I1, en I3. Comme dans t1, il n’y a pas d’annotation tel que I
0.2.0
1 est
un fils de l’annotation (ǫ, H1), alors il n’ y a pas de modification à effectuer sur t1.
(d) L’opération ❞❡❧❴$%❡❡(I1, B, 0.2) supprime le non-terminal B tel que trI1(0.2) = B.
Comme dans la Figure 6.11 l’annotation (2.0, B0.2) (nœud bill) est un fils de l’anno-
tation (2, I0.0.01 ), nous aurons des changements à faire sur t1. Puisque nous supprimons
B de l’expression (P | T) | (C | Pol) | B, qui est un cas où un non-terminal est sup-
primé en dessous de l’opérateur ’|’, nous devons remplacer le sous-arbre généré par
B par un sous-arbre généré par (P | T) | (C | Pol) pour préserver la validité de t1
par rapport à la nouvelle grammaire. L’outil XMLCorrector nous permet de corriger le
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sous-arbre généré par B à la position 2.0 par rapport à l’expression (P | T) | (C | Pol).
Le résultat obtenu est le sous-arbre patient
SSN name visitInfo
trId date
avec un coût (mini-
mal) de 5. L’arbre t obtenu avec le nouveau sous-arbre est l’arbre t2 de la Figure 6.12.
Les annotations dans t2 sont mises à jour du fait des changements opérés.
(e) Toutes les autres opérations du mapping m−1 n’impliquent pas de changements sur
t2 à cause des mêmes raisons qu’en (b) ou (c). Comme on peut s’y attendre, l’arbre
résultat est t2 qui est bien reconnu par la grammaire G.
visitInfo
trId date
visitInfo
trId date
hospital
patient
SSN name trId tname
treatment
SSN
info infoinfo
(ǫ,H1)
(2, I0.0.0
1
)
(1.0, T 0.0.1) (2.0, P
0.0.0)(0.0, P 0.0.0)
(0, I0.0.0
1
) (1, I0.0.0
1
)
name
patient
Figure 6.12 – Un arbre XML valide et annoté par rapport au schéma de la Figure 6.9.
⊠
Dans la suite, nous allons (i) donner les types d’opérations qui n’impliquent pas de
changements sur l’arbre qu’on souhaite adapter, (ii) montrer comment on annote notre
arbre et l’utilisation qu’on en fait, et (iii) donner les différentes modifications en fonction du
type d’opérations.
Lemme 6.1 Soient G une RTG et ed une opération d’édition définie sur G. Si ed satisfait l’une des
conditions ci-dessous alors nous avons L(G) ⊆ L(ed(G)).
1. ed =  ❡"❴ "❛%"❡❧♠(A)
2. ed = ✐♥ ❴❡❧♠(X, A, u.i) et
(i) trX(u) =’.’ et A = ǫ, ou
(ii) trX(u) =’|’
3. ed = ❞❡❧❴❡❧♠(X, A, u.i) et
(i) trX(u) =’.’ et A = ǫ, ou
(ii) trX(u) =’|’ et L(A) ⊆ L(t
r
X|u.k) pour un entier k 6= i
4. ed = %❡❧❴❡❧♠(X, A, B, u) et term(A) = term(B) et L(reg(A)) ⊆ L(reg(B))
5. ed = ✐♥ ❴♦♣%(X, opr, u.i, n) et
(i) opr = trX(u), ou
(ii) trX(u) =’∗’ et opr ∈ {., |}, ou
(iii) trX(u) ∈ {., |} et opr =’∗’
6. ed = ❞❡❧❴♦♣%(X, opr, u.i, n) et
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(i) opr = trX(u) ou
(ii) trX(u) =’∗’ et opr ∈ {., |}
7. ed =  ❡❧❴♦♣ (X, op, opr, u) et l’opérateur op ayant un seul fils et op 6=’∗’
8. ed = ✐♥(❴ ✉❧❡(A, a) ou ed = ✐♥"❴$%❡❡%✉❧❡(A, a, R)
9. ed = ✐♥(❴* ❡❡(X, R, u.i) et
(i) trX(u) =’.’ et ǫ ∈ L(R), ou
(ii) trX(u) =’|’
10. ed = ❞❡❧❴* ❡❡(X, R, u.i) et
(i) trX(u) =’.’ et L(R) = {ǫ}, ou
(ii) trX(u) =’|’ et L(R) ⊆ L(t
r
X|u.k) pour un entier k 6= i
11. ed = ✐♥✈❴* ❡❡(X, u.i) et trX(u) =’|’
12. ed = ❡①*❴❡❧♠(X, A, u) et A ∈ L(reg(A)).
Le Lemme 6.1 nous indique les opérations d’édition de grammaire qui permettent
d’agrandir un langage donné. Le langage généré par la nouvelle grammaire obtenue
contient le langage de l’ancienne grammaire. Par exemple (Lemme 6.1 (3ii)) le fait de sup-
primer un non-terminal A en dessous de l’opérateur ’|’ et que la condition suivante « les
sous-expressions qui sont des frères directs de A peuvent générer A » est vérifiée, alors la
grammaire obtenue génère le même langage que celle de départ. Lorsque l’on adapte un
document t, pour ces opérations, aucun changement n’est appliqué à t.
La technique que nous utilisons pour annoter (ou construire le nt−tree correspondant)
un arbre t par rapport à une grammaire RTG est assez simple. Prenons par exemple un
nœud quelconque de notre arbre et supposons que nous connaissons le non-terminal A qui
l’a généré. Pour savoir comment sont générés les fils de ce nœud, l’idée est de créer une
expression régulière à partir des non-terminaux potentiels qui génèrent chacun de ses fils,
afin de faire une intersection avec l’expression régulière associée à A. Par exemple pour la
grammaire G′ de la Figure 6.9, pour le terminal in f o il est possible de le générer via les
non-terminaux I1, I2 et I3. Si nous prenons par exemple le mot in f o.in f o.in f o nous allons
construire l’expression régulière (I1|I2|I3).(I1|I2|I3).(I1|I2|I3). L’intersection de cette expres-
sion avec l’expression I∗1 du non-terminal H1 nous donne le singleton {I1.I1.I1}. Ainsi nous
savons les différentes façons de générer le mot in f o.in f o.in f o à partir de l’expression I∗1 du
non-terminal H1. En combinant cette façon de faire pour tous les nœuds de t nous obtenons
les différents nt−tree correspondant à t. Notons que lorsque la grammaire RTG est détermi-
niste alors la cardinalité de l’ensemble des mots sur les non-terminaux est fortement réduite
car nous avons une disjonction que pour les non-terminaux qui sont en concurrences. Par
contre si la RTG n’est pas déterministe (dans ce cas elle comporte des expressions régulières
qui ne sont pas 1-unambiguous), il faudra prendre aussi en compte les positions des non-
terminaux lors de la génération de l’expression régulière pour un mot donné. Le cas le plus
simple est celui des LTG déterministes du fait qu’il existe un seul nt−tree possible pour un
arbre donné et cela s’explique par le fait qu’il n’y a pas de non-terminaux en concurrence.
Le W3C recommande des DTD déterministes pour décrire les schémas ce qui fait que dans
la pratique le nombre de nt−tree n’explose pas.
A partir d’un nt−tree pour un arbre t, nous utilisons deux fonctions updateNodePositions
et updateForestPositions qui permettent respectivement de déterminer les positions de t
qui sont affectées par une modification causée par une opération d’édition ed. La fonction
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updateNodePositions détermine une seule position de nœud qui est due par exemple à l’in-
sertion d’un non-terminal dans une expression, et la fonction updateForestPositions déter-
mine une série de positions consécutives ou forêt qui est due par exemple à la suppression
d’une sous-expression dans une expression. Voici un résumé et un exemple de ce que fait
ces deux fonctions.
– updateNodePositions(t0, X, u) : cette fonction calcule à partir de l’arbre annoté t0 de
l’arbre XML t, toutes les positions qui sont concernées par une mise à jour. En premier
cette fonction identifie les positions v de t qui sont étiquetées par term(X). Ensuite elle
retourne les positions filles des positions v qui sont affectées par la suppression ou
l’insertion d’un non-terminal à la position u dans trX. La fonction retourne une liste de
positions de t.
– updateForestPositions(t0, X, u, n) : cette fonction calcule à partir de l’arbre annoté t0
de l’arbre XML t, toutes les forêts de positions qui sont concernées par une mise à
jour. En premier cette fonction identifie les positions v de t qui sont étiquetées par
term(X). Ensuite elle retourne les positions consécutives filles des positions v qui sont
affectées par la suppression ou l’insertion d’un opérateur, ou la suppression d’une
sous-expression à la position u dans trX. L’entier n correspond au nombre de nœuds
(la position u et ses n − 1 frères directs). La fonction retourne une liste de forêts de
positions de t.
Exemple 6.7 Prenons pour exemple la règle de production X → R[A∗.B.((C.D)|F).G] de la
Figure 6.13(a) et l’arbre annoté t0 de la Figure 6.13(b). Nous avons :
– updateNodePositions(t0, X, 0.0.0) retourne les positions 0 et 1.
– updateNodePositions(t0, X, 0.2.0.0) retourne une liste vide.
– updateNodePositions(t0, X, 0.2.1) retourne la position 3.
– updateNodePositions(t0, X, 0.4) retourne la position 5. Ceci correspond à l’insertion à
une nouvelle position dans trX. Les positions retournées suivent immédiatement une
position dans t0 générée par le non-terminal G à la position 0.3 dans trX.
R
.
* |
.
B G
A F
C D
X :
ǫ
0.3
0.2.1
0.0
0.0.0
0.2.0.1
0.2
0
0.1
0.2.0.0
R
A A B F G
ǫ
0 1 2 3 4
(a)
(b)
0.2.0
Figure 6.13 – Exemple d’utilisation des fonctions updateNodePositions et updateForestPositions.
– updateForestPositions(t0, X, 0.0, 1) retourne la forêt (0,1) car A∗ a généré le mot A.A.
– updateForestPositions(t0, X, 0.0, 4) retourne la forêt (0,1,2,3,4). Ceci est équivalent à
updateForestPositions(t0, X, 0, 1).
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– updateForestPositions(t0, X, 0.1, 2) retourne la forêt (2,3) car l’on recherche les positions
générées par l’expression B.((C.D)|F).
– updateForestPositions(t0, X, 0.2.0, 1) retourne une liste vide car l’on recherche les posi-
tions pour le mot C.D.
Définition 6.10 (Changements provoqués par une opération d’édition sur un arbre XML)
L’algorithme d’adaptation de documents procède par l’analyse de chaque opération dans
le mapping M. Nous énumérons ci-dessous les opérations d’édition ed avec les situations
particulières (en écartant celles du Lemme 6.1), pour lesquelles des changements dans l’arbre
XML sont nécessaires. Notons que la correction de sous-arbre (ou de forêt) par rapport à un
non-terminal (ou une expression régulière) est assurée par XMLCorrector.
1. si ed = ✐♥"❴❡❧♠(X, A, u.i), alors nous sommes dans la situation où trX(u) =’.’ ; ainsi
pour chaque position w dans updateNodePositions(t0, X, u.i), un nouvel arbre locale-
ment valide par rapport au non-terminal A est inséré à la position w dans l’arbre t.
2. si ed = ❞❡❧❴❡❧♠(X, A, u.i), alors nous sommes dans la situation où trX(u) ∈ {., |} ; ainsi
pour chaque position w dans updateNodePositions(t0, X, u.i) nous avons :
(a) si trX(u) =’.’ alors le sous-arbre à la position w dans t est supprimé ;
(b) sinon si trX(u) =’|’ alors le sous-arbre à la position w dans t, est remplacé par
un(e) nouvel(le) arbre/forêt valide par rapport à l’expression régulière trX|u.k où k
est un entier tel que k 6= i. Le remplacement de t|w est effectué par un appel de
XMLCorrector pour corriger t|w par rapport à l’expression régulière trX|u.k.
3. si ed = (❡❧❴(♦♦*(X, a, b) alors nous renommons par b chaque position w dans t telle
que X génère le nœud à la position w et t(w) = a.
4. si ed = (❡❧❴❡❧♠(X, A, B, u) alors pour chaque position w dans updateNode-
Positions(t0, X, u), le sous-arbre à la position w dans t est corrigé à l’aide de XMLCor-
rector par rapport au non-terminal B.
5. si ed = ✐♥"❴♦♣((X, opr, u.i, n) alors nous sommes dans la situation où u 6= ǫ,
trX(u) 6= opr, t
r
X(u) ∈ {., |} et opr ∈ {., |} ; ainsi pour chaque forêt (w1, . . . , wn) dans
updateForestPositions(t0, X, u.i, n) nous avons :
(a) si trX(u) =’|’ et opr =’.’ alors la forêt aux positions (w1, . . . , wn) dans t doît être
corrigée par rapport à l’expression régulière trX|u.i obtenue après application de
ed sur la grammaire originale.
(b) si trX(u) =’.’ et opr =’|’ alors idem (5a).
6. si ed = ❞❡❧❴♦♣((X, opr, u.i, n) alors nous sommes dans la situation où trX(u) 6= opr ;
ainsi pour chaque forêt (w1, . . . , wn) dans updateForestPositions(t0, X, u.i.0, n) nous
avons :
(a) si trX(u) =’|’ et opr =’.’ alors idem (5a).
(b) si trX(u) =’.’ et opr =’|’ alors idem (5a).
(c) si trX(u) ∈ {., |} ∪ Σ et opr =’∗’ alors idem (5a).
7. si ed = (❡❧❴♦♣((X, opr, opr′, u) alors pour chaque forêt (w1, . . . , wn) dans updateForest-
Positions(t0, X, u, 1), nous corrigeons la forêt d’arbres aux positions (w1, . . . , wn) dans
t par rapport à l’expression régulière trX|u obtenue après avoir appliquée l’opération ed
sur la grammaire originale.
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8. si ed = ✐♥"❴$%❡❡(X, R, u.i) alors nous sommes dans la situation où trX(u) =’.’ ; ainsi
pour chaque position w dans updateNodePositions(t0, X, u.i), une nouvelle forêt de
sous-arbres localement valide par rapport à l’expression régulière R est insérée à la
position w dans l’arbre t.
9. si ed = ❞❡❧❴$%❡❡(X, R, u.i), alors nous sommes dans la situation où trX(u) ∈ {., |} ; ainsi
pour chaque forêt (w1, . . . , wn) dans updateForestPositions(t0, X, u.i, 1) nous avons :
(a) si trX(u) =’.’ alors la forêt aux positions (w1, . . . , wn) dans t est supprimée ;
(b) sinon si trX(u) =’|’ alors la forêt aux positions (w1, . . . , wn) dans t, est corrigée par
rapport à l’expression régulière trX|u.k où k est un entier tel que k 6= i.
10. si ed = ✐♥✈❴$%❡❡(X, u.i) alors nous sommes dans la situation où trX(u) =’.’ ;
ainsi on inverse chaque forêt de sous-arbres aux positions (w1, . . . , wn) dans
updateForestPositions(t0, X, u.i, 1) avec la forêt qui la suit immédiatement se trou-
vant aux positions (w′1, . . . , w
′
m) dans updateForestPositions(t
0, X, u.(i + 1), 1).
11. si ed = ❛❣❣❴❡❧♠(X, A, u) alors pour chaque forêt (w1, . . . , wn) dans updateForest-
Positions(t0, X, u, 1), nous modifions l’arbre t de telle sorte que term(A) devienne le
parent de la forêt de sous-arbres aux positions (w1, . . . , wn).
12. si ed = ❡①$❴❡❧♠(X, A, u) alors pour chaque position w dans updateNode-
Positions(t0, X, u), nous modifions l’arbre t de telle sorte que le nœud term(A) à
la position w dans t soit remplacé par ses enfants.
13. si ed = ✉♥"❡$❴"$❛%$❡❧♠(A) ou ed = ❞❡❧❴%✉❧❡(A, a) alors dans le cas où la racine de t
a été générée par A, une correction de tout l’arbre t est faite par rapport à un symbole
initial de la grammaire originale.

Théorème 6.2 Soient deux RTG G et G′, un arbre t tel que t ∈ L(G) et une opération d’édition ed
qui transforme G en G′. En appliquant les transformations de la Définition 6.10 issues de ed sur t,
on obtient un arbre t′ ∈ L(G′).
Démonstration. La preuve de ce théorème repose essentiellement sur la preuve de correction
et de complétude de l’algorithme utilisé par XMLCorrector et sur le fait que l’opération ed
transforme bien G en G′. Notre méthode consiste à faire des corrections locales dans l’arbre
t à des endroits que nous détectons comme invalides. En fonction du type de l’opération
ed, soit nous insérons des sous-arbres ou des forêts localement valides dans t ; soit nous
supprimons des sous-arbres ou des forêts dans t ; soit nous remplaçons des sous-arbres ou
des forêts par des sous-arbres ou des forêts localement valides.
⊳
Par défaut, nous proposons des adaptations t′1, . . . , t
′
n de t qui sont à la même distance mi-
nimale de t. L’utilisateur pourra ensuite choisir les documents qu’il souhaite garder. Puisque
XMLCorrector offre la possibilité d’avoir les corrections de coûts minimaux mais aussi les
corrections dont le coût est inférieur à un seuil th donné, nous pouvons aussi proposer à
l’utilisateur toutes les adaptions t′ dont la distance entre t et t′ est inférieure à th. En fonc-
tion du type d’application, il est possible qu’on ne souhaite pas forcément avoir la solution
de coût minimal. Ceci donne une flexibilité à notre proposition.
Pour le moment nous annotons l’arbre de départ tout entier. Une optimisation possible,
est de détecter dans le mapping les non-terminaux et règles concernées afin d’annoter seule-
ment les parties de l’arbre qui sont générées par ces non-terminaux.
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6.5 État de l’art
6.5.1 Mapping de schémas basé sur le formalisme logique
Dans le contexte de l’évolution de schéma, un schéma source peut évoluer en un schéma
cible. Un mapping de schéma est défini comme un triplet (S, T, Σ) où S est le schéma source,
T est le schéma cible et Σ est le langage qui spécifie la relation entre le schéma source et
le schéma cible. Généralement Σ est un ensemble de dépendances (ou contraintes) qui sont
exprimées par des formules logiques du premier ordre du type std ou tgd (« source-to-target
dependency ») [24, 60, 61]. Les formules logiques utilisées sont de la forme ∀ x¯(φ(x¯) →
∃ y¯(ψ(x¯, y¯))) où x¯ et y¯ sont des vecteurs de variables, φ(x¯) est une conjonction de formules
atomiques sur le schéma source et ψ(x¯, y¯) est une conjonction de formules atomiques sur le
schéma cible.
Dans [24, 60, 61], les contraintes sont de différents types. Nous avons les correspon-
dances entre le schéma source et le schéma cible, mais aussi les dépendances d’inclusion, et
les dépendances fonctionnelles. Ces dernières peuvent être exprimées sur le schéma source
et traduites (via les correspondances) vers le schéma cible au moment de la validation. Les
correspondances entre les deux schémas permettent de mieux comprendre la relation entre
les deux schémas et sont trouvées lors de la phase de matching. Le matching de schéma
consiste donc à créer des liens entre les éléments (représentant les mêmes concepts) des
schémas. Le matching de schémas est souvent effectué par l’utilisateur, mais aussi par des
outils de matching, comme Clio et Coma, qui produisent des correspondances que l’utili-
sateur valide. Un panorama sur les techniques utilisées pour faire le matching de schéma
est proposée dans [3, 96, 103]. Dans [18, 96, 103], certains outils de matching sont décrits
et un comparatif de leurs caractéristiques est proposé. Comme outils qui proposent le mat-
ching automatique de schémas XML nous avons : Coma [55, 56], Cupid [84], Harmony [88],
YAM [58, 59], XClust [79]. Même si la définition de mappings dans [24, 60, 61] peut être
utilisée à la fois pour le relationnel et XML, les dépendances du type « source-to-target de-
pendencies » plus adaptées à XML ont été introduites dans [4, 16]. Les auteurs utilisent des
« tree patterns » pour exprimer les formules atomiques.
Il peut y avoir plusieurs instances solutions pour une instance du schéma source et un
mapping donné. Parmi les instances solutions, une solution particulière appelée solution
universelle est considérée. Une solution universelle est une instance du schéma cible qui
contient ni plus, ni moins d’informations que ce que le mapping requiert. Pour calculer une
solution universelle pour une instance du schéma source, des techniques de « chase » [85] et
des fonctions « Skolem » [71] sont utilisées pour générer des valeurs basées sur les valeurs
de l’instance du schéma et aussi générer des valeurs manquantes dans l’instance calculée
pour le schéma cible. Dans [61], les auteurs proposent des méthodes pour calculer la solu-
tion universelle, et ils montrent sous certaines conditions qu’une solution universelle, si elle
existe, peut être calculée en temps polynomiale.
Des algorithmes pour composer des mappings et inverser des mappings sont proposées
dans [62] pour le cas relationnel et dans [4, 126] pour le cas XML. Dans ces papiers il
est étudié le langage adéquat pour exprimer la composition de mapping car la logique
de second ordre est nécessaire dans certains cas. L’objectif de ses travaux est de trouver
un langage de mapping qui est clos par composition et par inversion et qui a de bonnes
propriétés pour les algorithmes.
Pour adapter ou traduire une instance du schéma source, les mappings exprimés sont
transformés en des scripts exécutables pour modifier les instances du schéma de départ
dans le but d’obtenir des instances pour le schéma d’arrivée. Lorsque les schémas sont des
schémas relationnels, des scripts SQL sont générés et lorsque des schémas XML sont utilisés,
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des scripts XQuery ou XSLT sont générés. Ces scripts sont ensuite exécutés sur l’instance
du schéma source pour obtenir une instance du schéma cible conforme au mapping. En
considérant les dépendances du type « source-to-target dependencies » adaptées à XML [4,
16], il n’existe pas encore de méthodes pour calculer une solution d’une instance du schéma
source pour un mapping donné. Les techniques décrites pour réaliser l’échange de données,
sont utilisées dans l’outil de mapping Clio [60].
Les problèmes rencontrés dans ce genre de technique (énumérés dans [60]) sont les
suivants : l’algorithme pour faire le « chase » en se servant des dépendances fonctionnelles
ou des dépendances d’inclusion, ne termine pas dans tous les cas (car on peut tomber sur
des cycles entre les dépendances). La complexité de l’algorithme de « chase » est exponentiel
dans le pire des cas. La récursivité dans les schémas XML est une source de problème car
elle peut entraîner une infinité de contraintes dans le mapping. Pour notre cas, le fait que le
schéma soit récursif ne cause aucun problème pour exprimer le mapping.
Dans notre approche, nous nous intéressons à la modification de la structure du docu-
ment source en prenant en compte le mapping. Vu l’importance des dépendances fonction-
nelles et d’inclusions dans le processus d’échange de données, à partir des dépendances
fonctionnelles et d’inclusions pour XML définies dans le Chapitre 4 et dans [28, 29, 46],
nous pouvons envisager d’utiliser la technique de « chase » [85] pour compléter et générer
les valeurs manquantes dans le document solution calculé.
6.5.2 Mapping de schémas basé sur l’évolution incrémentale des schémas
Plusieurs autres approches [40, 70, 80, 91, 111] se basent sur les scripts d’éditions pour
exprimer l’évolution de schémas XML.
Dans [111], les auteurs s’intéressent au problème de transformation de document XML
suite à la mise à jour d’une DTD. L’évolution de DTD se fait via un script d’édition sur les
DTD en modélisant comme nous les expressions régulières sous forme d’arbres. En ce qui
concerne les opérations d’édition, notre méthode est plus générale du fait que nous traitons
les grammaires RTG alors qu’ils ne traitent que les grammaires LTG. Ils n’autorisent pas,
par exemple, la modification des symboles terminaux et ne possèdent pas d’opérations
pour renommer les non-terminaux, ou les opérateurs. Certes, il est possible de simuler le
renommage par la suppression de l’ancien nœud et l’insertion du nouveau nœud mais
l’impact sur l’adaptation des documents est important. Dans [111] nous trouvons aussi une
restriction sur l’insertion et la suppression d’opérateurs car ils autorisent seulement l’inser-
tion d’un opérateur comme fils du même opérateur. Dans ce cas, le langage engendré par
l’ancienne expression régulière reste inchangé. Avec ces restrictions, l’impact des opérations
d’insertion et de suppression d’opérateurs n’a pas d’effet sur l’adaptation de documents
sauf pour le cas où l’opérateur ’∗’ est supprimé où l’on doit supprimer les sous-arbres
de trop. Dans notre approche ses restrictions ne sont pas prises en compte. En utilisant
l’algorithme de correction de documents lors du processus d’adaptation, nous arrivons à
prendre en compte les modifications causées sur les documents par ses restrictions. Pour
des raisons d’efficacité, l’adaptation de documents proposée dans [111] ne doit pas être am-
biguë, c’est-à-dire qu’il doit exister une seule solution pour un document XML et un script
d’édition donné. Pour garantir cela, un algorithme en temps polynomial est proposé pour
détecter si la transformation d’un document est ambiguë par rapport à un script d’édition.
Les mêmes auteurs proposent dans [107], une méthode basée sur les scripts d’édition pour
tester l’inclusion entre deux DTD. Une restriction est faite sur les opérations d’édition. Ce
problème étant PSPACE-complet, lorsqu’ils arrivent à trouver un script d’édition avec leur
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opérations restreintes alors l’inclusion est vérifiée, sinon ils ne peuvent pas décider. Leur
algorithme s’exécute en temps polynomial.
Une méthode pour calculer automatiquement un script d’édition entre deux RTGs est
proposée dans [70]. Nous représentons nos règles de production de la même manière
qu’eux, c’est-à-dire sous forme d’arbres. Rappelons que la structure de l’arbre est de telle
sorte que le terminal est la racine de l’arbre, les opérateurs sont des nœuds internes, et les
non-terminaux sont des feuilles. Leurs opérations d’édition de RTG sont donc similaires
aux nôtres. Les seules différences sont : (i) nous n’autorisons pas la modification d’un non-
terminal à gauche d’une règle de production alors que cela est possible dans [70]. Dans [70],
les auteurs montrent que le problème de calcul de script d’édition entre deux RTGs est
NP-difficile et cela est dû à la modification de la partie gauche d’une règle de production
(vu les différentes combinaisons que l’on peut avoir). Nous supposons que nos grammaires
RTG sont en forme normale et nous n’autorisons pas de changer le non-terminal à gauche
d’une règle par un autre non-terminal ; (ii) nous modifions un opérateur seulement par un
autre opérateur, et un non-terminal seulement par un non-terminal ou le symbole ǫ alors
que dans [70], ces restrictions ne sont pas prises en compte et il est donc possible de modifier
l’étiquette des nœuds de l’arbre représentant une règle de production par n’importe quelle
étiquette (qu’elle soit un non-terminal ou un opérateur). Le problème traité dans [70] est
aussi intéressant pour nous, mais les solutions de script d’édition qu’ils proposent ne sont
pas compatibles avec la façon dont nous adaptons ensuite les documents XML car nous ne
savons pas quelles modifications seront appliquées à nos documents lorsqu’un opérateur
est, par exemple, renommé en un non-terminal. Pour pouvoir calculer automatiquement le
script d’édition entre deux RTGs, nous devons adapter l’algorithme d’édition entre deux
arbres à nos restrictions sur les opérations d’édition d’arbre.
ELaX (Evolution Language for XML-Schema) [91] et Exup [40] sont des langages spéci-
fiques qui proposent des modifications sur XML Schema (XSD) du W3C. ELaX est basé sur
trois opérations primitives (l’ajout (add), la suppression (delete) et la mise à jour (update))
qui sont adaptées à chaque type d’élément dans XML Schema, et sur le langage de chemin
XPath. Leur approche peut se résumer au traitement du schéma XML Schema comme
un seul arbre sur lequel sont appliquées les primitives d’opérations. Il est aussi possible
dans [40, 91] d’adapter les documents en se servant des opérations dans le mapping exprimé
entre deux schémas.
Dans [68], un état de l’art est fait sur les différents outils de mappings de schéma. Les
auteurs décrivent aussi comment la plupart des SGBD (Système de Gestion de Base de
Données) commerciaux, qui offrent la possibilité de stocker des documents XML, traitent
l’évolution de schéma. Les SGBD comme Oracle XML Schema Evolution, Microsoft SQL Server,
et IBM DB2 utilisent un langage propriétaire pour exprimer les primitives d’évolution de
schéma et n’autorisent pas les primitives qui invalident les documents existants. L’insertion
d’un élément optionnel dans le schéma est, par exemple, une primitive autorisée car elle n’a
pas d’effet sur les documents existants.
6.6 Discussions et remarques
Les travaux de ce chapitre ont pour objectif de fournir des outils pour effectuer l’évolu-
tion de schémas et assurer l’échange de données. L’évolution de schémas est exprimée par
un script d’édition sur des grammaires d’arbres réguliers. Pour ce langage de mapping, deux
160 Chapitre 6. Mapping entre schémas XML
opérateurs de mapping, la composition et l’inversion, sont définis et ont pour but d’adapter
un mapping M lorsque son schéma source ou son schéma cible évolue en un autre schéma.
Ensuite nous avons proposé des méthodes pour :
(i) exprimer des mappings entre des systèmes locaux et leur évolution conservatrice en un
système global, en nous basant sur la méthode d’extension minimale d’une grammaire
RTG en LTG [42]. L’aspect conservateur garantit une flexibilité lorsque le schéma global
coexiste avec les systèmes locaux ;
(ii) exprimer un mapping entre une grammaire RTG G et la grammaire WI(G) de ses
sous-arbres relâchés en nous basant sur l’algorithme présenté dans le Chapitre 3 pour
calculer WI(G) à partir de G.
Enfin nous avons présenté notre méthode pour adapter des documents XML suite à une
évolution de leur schéma.
Un prototype a été implanté (en Java) et testé. Comme premier scénario de test, nous
avons produit une LTG en fusionnant (calcul de l’extension minimale) les grammaires
obtenues à partir de la DTD de dblp 1 et du XML Schema (XSD) de HAL 2. Notre outil Map-
pingGen retourne un mapping composé de 19 opérations d’édition. Ensuite l’outil XTraM a
été utilisé pour adapter un document de 52 nœuds valide par rapport à la LTG calculé vers
la grammaire pour HAL, et nous obtenons pour ce cas 36 solutions en 22.6 s. Dans ce test,
toutes les traductions possibles ont été considérées mais l’utilisateur peut interférer sur les
étapes intermédiaires en faisant des choix avant la fin du calcul des solutions. Dans ce sens,
l’utilisateur guide et réduit le nombre de solutions. Cette fonctionnalité sera implémentée
dans notre logiciel qui est décrit dans le Chapitre 7 - Section 7.2, pour faciliter l’interférence
de l’utilisateur à des étapes intermédiaires lors du processus.
Pour de futurs travaux, il serait intéressant de pouvoir calculer automatiquement le map-
ping entre deux schémas donnés pour faciliter la tâche à l’utilisateur. Pour le moment le
mapping peut être défini par l’utilisateur ou généré automatiquement pour une utilisation
spécifique dans le cadre des deux applications (Section 6.3). Ainsi celui-ci pourra juste va-
lider le mapping généré ou le corriger s’il ne répond pas à ces attentes. Aussi dans notre
approche, l’adaptation de document tient seulement compte de sa structure. Comme dans
les propositions [60, 24] (détaillées en Section 6.5), nous souhaiterions mettre à profit les dé-
pendances fonctionnelles pour XML (Chapitre 4) en utilisant la technique de « chase » [85]
pour compléter et générer les valeurs manquantes dans les solutions obtenues par XTraM.
Une autre perspective serait d’utiliser le mapping pour adapter les dépendances fonc-
tionnelles définies sur le schéma source. De tels travaux peuvent rejoindre les travaux sur la
réécriture des requêtes sur les documents en présence d’un mapping [23, 76] car les requêtes
et les dépendances fonctionnelles manipulent des chemins dans les documents XML.
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Nous allons aborder dans ce chapitre deux applications : la première nommée XMLCor-
rector qui est disponible en ligne 1 et la deuxième (en cours de développement) nommée
DTDGrabber qui est en cours de développement. Ces deux applications s’appuient essentiel-
lement sur les travaux abordés dans ma thèse et aussi sur d’autres travaux antérieurs.
7.1 XMLCorrector
L’application XMLCorrector est une implantation de l’algorithme de correction décrit
dans le Chapitre 5, qui permet de corriger un document XML par rapport à un schéma
XML exprimé comme une DTD. XMLCorrector est une application open source et est dis-
tribuée sous la licence GNU LGPL v3. Le principe de XMLCorrector est illustré dans la
Figure 7.1.
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XML
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XML
Figure 7.1 – Illustration de XMLCorrector.
A partir des opérations définies dans la Section 5.2 du Chapitre 5, XMLCorrector propose
des séquences d’opérations d’édition d’arbres pour corriger un arbre XML. XMLCorrector
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ne gère pas les valeurs aux feuilles dans l’arbre XML. Il existe deux modes d’utilisation
de XMLCorrector pour corriger un arbre XML t par rapport à une DTD. Le premier mode,
qui est une contribution importante dans le domaine, utilise un seuil entier th pour trouver
toutes les solutions t′ valides par rapport à la DTD et dont la distance avec l’arbre XML t est
inférieure au seuil th. Le second mode permet de trouver uniquement toutes les corrections
de coût minimal, c’est-à-dire la distance entre chacune de ses solutions et l’arbre t est exac-
tement égale à la distance entre l’arbre t et la DTD concernée. Les autres fonctionnalités de
XMLCorrector sont :
1. la possibilité de pouvoir visualiser les séquences résultats (la liste des opérations), les
séquences de même coût qui lui sont équivalentes et l’arbre obtenu après l’application
des séquences sur l’arbre de départ ;
2. la possibilité d’avoir les statistiques d’une correction à savoir : le temps CPU mis pour
la correction, le nombre d’arbres différents trouvés, les valeurs des paramètres et les
fichiers dans lesquels sont stockés les résultats ;
3. la possibilité de changer les coûts des opérations d’édition.
La fenêtre principale de XMLCorrector est illustrée dans la Figure 7.2.
Figure 7.2 – Fenêtre principale de XMLCorrector.
Pour pouvoir corriger un document XML, l’utilisateur a besoin de renseigner sur le fichier
XML contenant le document, le schéma DTD, le seuil et s’il souhaite avoir que les solutions
minimales ou toutes les solutions en dessous du seuil. Les statistiques concernant une cor-
rection sont données en format XML (cf. Figure 7.3). Les séquences résultats sont stockées
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dans des fichiers XML de tel sorte que toutes les séquences ayant le même coût sont dans
le même fichier. Aussi chaque arbre solution est stocké dans un fichier XML différent. Nous
pouvons visualiser les séquences résultats et les arbres qu’ils donnent à partir de l’arbre de
départ dans l’onglet « Results ». Dans la Figure 7.3, l’arbre de départ se trouve dans le pan-
neau droit-haut. La liste des fichiers résultats énumérés dans les statistiques se trouve dans
le panneau gauche-haut. Lorsqu’on choisit un fichier, son contenu est affiché dans le pan-
neau gauche-milieu. Enfin lorsqu’une séquence est sélectionnée, son détail est affiché dans
le panneau gauche-bas et l’arbre XML correspondant est dessiné dans le panneau droit-bas.
La modification des coûts des opérations d’édition se fait via le menu File → Options.
Figure 7.3 – Contenu de l’onglet résultat.
Améliorations futures. Pour améliorer XMLCorrector, nous comptons rajouter les fonction-
nalités suivantes à l’application :
– pouvoir visualiser pas à pas les modifications d’une séquence d’opérations sur un
arbre XML ;
– pouvoir prendre en compte les valeurs des feuilles dans l’arbre XML, et aussi les attri-
buts ;
– l’ajout de nouvelles opérations d’éditions comme l’ajout et la suppression de nœuds
internes dans l’arbre XML. Cette partie nécessite des travaux de recherche ;
– traiter d’autres formats de schéma XML comme XML Schema du W3C et aussi Relax-
NG ;
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– définir et utiliser des fonctions de coûts pour corriger un arbre XML à la place de
valeurs affectées à chaque opérations d’éditions ;
– paralléliser l’algorithme de correction pour traiter efficacement de gros documents
XML ;
– avoir une API pour permettre l’utilisation de l’algorithme de correction dans d’autres
applications ;
– définir des séquences d’opérations interdites ou non souhaitées : l’algorithme de cor-
rection doit éviter d’utiliser ces séquences dans son processus. Cette fonctionnalité
peut réduire fortement le nombres de solutions.
7.2 DTDGrabber
L’application DTDGrabber a été développée dans le but de mettre en commun les dif-
férentes contributions de ma thèse, et d’apporter des fonctionnalités intéressantes (comme
la manipulation des XFDs) qui ne sont pas prises en compte par des SGBD pour XML.
L’application DTDGrabber est en cours de développement, mais est bien avancée. L’ap-
plication DTDGrabber est principalement développée par moi. Certaines parties ont été
développées par des étudiants de l’IUT d’Orléans via des stages ou des projets que j’ai
encadré (stagiaires : Cédric Viet et Joevin Vuillemet). DTDGrabber intègre aussi un module
externe xfd-val 2 qui est un validateur de dépendances fonctionnelles XML, développé par
Maria Adriana Lima dans sa thèse de Maria-Adriana Lima [82].
La Figure 7.4 illustre l’architecture de DTDGrabber. Les données stockées dans la base
sont le schéma XML, un ensemble de dépendances fonctionnelles XML, et une collection de
documents XML devant respecter les contraintes de structure imposées par le schéma et les
contraintes d’intégrité imposées par les dépendances fonctionnelles. Lorsque de nouveaux
documents XML sont insérés dans la base de données, le module XML Parser vérifie s’ils
sont valides par rapport au schéma. Dans le cas où certains documents ne sont pas valides
par rapport au schéma XML, ils sont fournis au module XMLCorrector qui propose des cor-
rections pour les documents incorrects (parmi lesquelles l’utilisateur doit choisir) pour une
insertion dans la base de données. Le module XFDEditor permet de créer de nouvelles dé-
pendances fonctionnelles pour une base de données et le module xfd-val permet de vérifier
les dépendances sur les documents XML de la base. Lorsqu’un document viole une dépen-
dance, il y a un rapport d’erreurs qui est créé et l’utilisateur peut s’en servir pour corriger
les valeurs erronées dans le document XML. Enfin les modules MappingGen, XTraM, et XFD-
Tools (vus dans les chapitres précédents) permettent d’effectuer l’évolution conservatrice de
plusieurs systèmes locaux en un seul système global en calculant les mappings entre les
schémas locaux et le schéma global (MappingGen), en effectuant la traduction de documents
entre le schéma global et les schémas locaux (XTraM) et en calculant l’ensemble des XFDs à
vérifier par le système global sur tous les documents locaux (XFDTools). L’application DTD-
Grabber offre aussi la possibilité de pouvoir éditer un mapping entre deux schémas (pour
faire évoluer un schéma vers un autre schéma) à l’aide du module de mapping et ensuite de
pouvoir adapter les documents du schéma source vers le schéma cible à l’aide du module
XTraM.
2. xfd-val est disponible à la page : ❤!!♣#✿✴✴❝♦❞❡✳❣♦♦❣❧❡✳❝♦♠✴♣✴①❞❢✲✈❛❧✴
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Figure 7.4 – Architecture de l’application DTDGrabber.
Une autre fonctionnalité de DTDGrabber consiste à pouvoir analyser les modifications de
chaque opération d’édition du mapping sur un schéma donné.
La Figure 7.5 illustre la fenêtre principale de DTDGrabber. Une nouvelle base de données
est créée à partir d’un schéma XML. Chaque onglet de la fenêtre principale concerne une
base de donnée qui est ouverte. L’onglet est divisé en deux panneaux. Le panneau de gauche
renseigne sur les dépendances fonctionnelles tandis que le panneau de droite renseigne sur
les documents XML qui sont dans la base de données. Lorsqu’un nouveau document XML
est ajouté à la base de données (après vérification de sa structure et correction si possible), le
module xfd-val est lancé pour vérifier si le document XML viole les dépendances fonction-
nelles de la base. Des rapports d’erreurs sont générés en cas de violation. Par exemple dans
la Figure 7.5, le document "publication_tree_3" viole au moins une dépendance fonctionnelle
car son statut vaut "erreur". Le rapport d’erreur concernant ce document est le suivant :
❁❱❛❧✐❞❛&✐♦♥▲♦❣+❃
❁①♠❧❃❞❛&❛✴♣✉❜❧✐❝❛&✐♦♥❴✶✴❝♦❧❧❡❝&✐♦♥✲①♠❧❞♦❝✴♣✉❜❧✐❝❛&✐♦♥❴&8❡❡❴✸✳①♠❧❁✴①♠❧❃
❁✐+❱❛❧✐❞❃❢❛❧+❡❁✴✐+❱❛❧✐❞❃
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❁❧♦❣■♥❢♦❃
❁①❢❞❃♣✉❜❧✐❝❛0✐♦♥❴✶❴①❢❞❴✺ ✿ ✭♣✉❜✱ ✭④♣❛♣❡9✴②❡❛9✱♣❛♣❡9✴❝♦♥❢✱♣❛♣❡9✴❛✉0❤♦9=❬♥❪⑥
✲✲❃ ♣❛♣❡9✴0✐0❧❡❬♥❪ ✮✮❁✴①❢❞❃
❁❧♦❣❃❬❪✿ ❬✷✵✶✸✱ ❙❆❈✱ ★❪ ✿ 9✳✵✳✷✳✵ ❍❆❙ ❑❊❨ ❬✷✵✶✸✱ ❙❆❈✱ ★❪ ✿ 9✳✵✳✵✳✵❁✴❧♦❣❃
❁✴❧♦❣■♥❢♦❃
❁✴❱❛❧✐❞❛0✐♦♥▲♦❣=❃
Le rapport d’erreur nous dit que le document "publication_tree_3.xml" viole la dépendance
"publication_1_xfd_5" à cause des tuples mentionnés ci-dessus qui possèdent les mêmes
valeurs sur les chemins à gauche de la dépendance mais pour le chemin "paper/title" à
droite de la dépendance le nœud concerné n’est pas le même. L’utilisateur peut par exemple
corriger cette incohérence en ouvrant le document à partir de l’application pour le modifier.
Figure 7.5 – Fenêtre principale de DTDGrabber.
De même le statut de la troisième dépendance "publication_1_xfd_5" ayant pour valeur
"erreur", indique que la troisième dépendance est violée par au moins un document. Son
rapport d’erreur va nous donner les documents qui la violent.
Le bouton "Display tree" permet d’afficher l’arbre représentant l’ensemble des chemins qui
peuvent apparaître dans les documents XML de la base. Cet arbre qui est illustré dans la
Figure 7.6, est utilisé pour remplir les champs "Context", "Source" et "Target" du panneau de
gauche. Ces champs peuvent aussi être remplis manuellement. Ces trois champs permettent
d’éditer (création ou modification) d’une dépendance fonctionnelle. Lorsqu’une dépendance
fonctionnelle est éditée, le module xfd-val est lancé pour vérifier si les documents respectent
la dépendance. Les champs statuts des documents sont alors actualisés en fonction des
résultats obtenus.
La fenêtre qui permet de visualiser un mapping et les modifications apportées à un schéma,
est montrée en Figure 7.7. Il est possible de naviguer parmi les opérations du mapping et
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Figure 7.6 – Arbre des chemins possibles pour les documents associés à un schéma XML.
voir les différents changements sur le schéma en temps réel. C’est à partir de cette fenêtre
que peut être créé et modifié un mapping de schéma.
Figure 7.7 – Visualisation des modifications apportées par un mapping sur un schéma XML.
L’ajout d’une opération au mapping se fait via le bouton "Add" qui ouvre une nouvelle
fenêtre pour effectuer cette action. La fenêtre concernée est illustrée dans la Figure 7.8.
Pour créer par exemple l’opération (I1, C|Pol, 0.1), l’on doit renseigner les champs
du panneau gauche. A droite est affichée l’arbre représentant la règle de production (cf.
Section 6.1 , Chapitre 6) qui est modifiée. Le bouton "validate" permet de revenir sur la
fenêtre de la Figure 7.7 et ajoute l’opération créée au mapping courant.
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Figure 7.8 – Fenêtre de création d’une opération d’édition.
Améliorations futures. Nous pouvons citer les améliorations suivantes :
– l’ajout d’un nouveau document sans connaissance du schéma. Dans ce cas l’application
DTDGrabber doit proposer, parmi les schémas existants dans la base, celui qui est le
plus proche du nouveau document. Le module XMLCorrector est alors utilisé pour
connaître la distance entre le nouveau document et chacun des schémas, et ensuite est
choisi le schéma pour lequel la distance calculée est la plus petite ;
– l’ajout d’un moteur d’exécution de requête à l’application DTDGrabber pour en faire
un véritable SGBD ;
– lors de l’évolution d’un schéma vers un autre, nous aimerions pouvoir aussi adapter
les dépendances fonctionnelles en se servant du mapping ;
– l’ajout d’un module pour calculer automatiquement un mapping entre deux schémas
donnés ;
– étendre les dépendances fonctionnelles aux dépendances d’inclusion.
8Conclusion
Nous nous sommes intéressés dans cette thèse à proposer des techniques pour faire
coexister des systèmes locaux (schéma XML + dépendances fonctionnelles + documents
XML) avec un système global qui est une évolution conservatrice des systèmes locaux. Nous
représentons les schémas XML par des grammaires régulières d’arbres d’arité non bornée
(RTG) et les documents XML par des arbres d’arité non bornée. Dans un tel environnement,
il est nécessaire de permettre l’échange de données entre le système global et les systèmes
locaux d’où l’intérêt d’avoir un mapping entre les schémas. Les mappings de schémas
jouent un rôle important dans les tâches de gestion de données comme l’intégration de don-
nées ou l’échange de données, et permettent d’assurer l’interopérabilité entre les systèmes.
Nous spécifions un mapping par un script d’édition sur des grammaires d’arbres réguliers
(RTG) dont les règles de production sont représentées comme des arbres d’arité non bornée.
Pour faciliter le calcul de nouveaux mappings lors de l’évolution du schéma source ou du
schéma cible, la composition et l’inversion de mapping ont été définies. L’utilisation de ses
opérateurs évitent de recalculer un nouveau mapping entre les nouveaux schémas obtenus.
Dans [42], nous pouvons trouver l’algorithme ExtSchemaGenerator qui étend une RTG
en une LTG. Cet algorithme est utilisé pour calculer le schéma global à partir des schémas
locaux comme suit :
1. fusionner les règles de productions des schémas locaux pour obtenir une RTG ;
2. étendre la RTG issue de la fusion en une LTG par l’algorithme ExtSchemaGenerator.
Pour obtenir les mappings entre le schéma global et les schémas locaux, nous nous sommes
inspirés des idées de [42]. Les différents changements opérés par ExtSchemaGenerator sur la
RTG ont été facilement interprétés en des opérations d’éditions de grammaires. Ainsi nous
obtenons bien les mappings désirés.
Aussi il est important de calculer les XFD du système global à partir de celles des sys-
tèmes locaux. Pour cela nous proposons une méthode qui évite la vérification des XFD sur
tous les documents, en travaillant sur les ensembles de XFD locaux. Les XFD utilisées (défi-
nies dans [33, 66, 82]) ont la particularité :
– de posséder un contexte pour définir des dépendances fonctionnelles qui seront véri-
fiées localement dans des sous-arbres ;
– de posséder deux types d’égalités : l’égalité par valeur et l’identité de nœud ;
– d’utiliser le langage de chemins PL qui permet de décrire un ensemble de chemins
simples.
Pour pouvoir calculer les XFD du système global constituant le plus grand ensemble de XFD
qui doit être satisfait par tous les documents locaux, nous proposons un système d’axiomes
pour nos XFD. Ce système d’axiomes va nous permettre de dériver d’autres dépendances
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à partir d’un ensemble de XFD. Le système d’axiomes est prouvé correct et complet. Notre
méthode pour calculer les XFD du système global consiste en un filtre des XFD locaux.
Lorsqu’une XFD f peut être violée par un document local, nous l’écartons en prenant le
soin de pouvoir garder une dépendance f ′ qui est satisfaite par tous les documents et qui
nécessite f pour sa dérivation. Ainsi nous obtenons l’ensemble des dépendances pouvant
dériver toutes les dépendances qui sont satisfaites par tous les documents locaux.
Lorsque le remplacement d’un système par un autre est nécessaire, nous proposons aussi
une méthode pour comparer les schémas de façon relâchée. Le nouveau système devra trai-
ter les documents XML de l’ancien système. L’inclusion relâchée assure au nouveau schéma
de contenir toutes les informations se trouvant dans l’ancien schéma et offre la possibilité
au nouveau schéma d’avoir une structure différente de l’ancien tout en respectant la relation
ancêtre-descendant et gauche-droite entre les nœuds. Notre contribution est une méthode
pour calculer la grammaire WI(G′) qui génère l’ensemble de tous les arbres inclus-relâchés
dans les arbres générés par la grammaire G′. Cette méthode traite le cas des grammaires
récursives en séparant les non-terminaux de la grammaire en trois types de récursivité :
2-rec, 1-rec et 0-rec. En se servant de WI(G′), nous pouvons décider si une grammaire G est
inclus-relâchée dans G′ en vérifiant que L(G) ⊆ L(WI(G′)). A partir de la méthode pour
calculer WI(G′), nous proposons une méthode pour calculer le mapping entre G′ et WI(G′).
A partir des contributions décrites ci-dessus, nous savons calculer le mapping entre sché-
mas dans les deux cas suivants :
1. entre des schémas locaux et leur évolution conservatrice en un schéma global ;
2. entre une grammaire RTG G′ et la grammaire WI(G′) de ses sous-arbres relâchés.
Pour assurer l’échange de données entre ces schémas, nous proposons une méthode pour
adapter les documents d’un schéma source vers un schéma cible en se servant des informa-
tions contenues dans le mapping. L’intuition de cette méthode est la suivante :
– lorsqu’on ajoute un nouveau non-terminal A dans une règle de production, il faudra
ajouter un nouveau sous-arbre bien formé par rapport A dans notre document XML ;
– lorsqu’on supprime un non-terminal A d’une règle de production, il faudra supprimer
les sous-arbres générés par A dans le document XML ;
– lorsqu’on renomme un non-terminal A par un autre non-terminal B, il faudra corriger
les sous-arbres générés par A en des sous-arbres générés par B.
La correction d’un document XML par rapport à un schéma XML est aussi une de nos
contributions. Dans cette dernière contribution nous avons réalisé des tests sur des don-
nées réelles axés sur l’influence de différents paramètres, qui montrent un comportement
polynomial de notre algorithme alors que la complexité théorique de notre algorithme est
exponentielle. La principale contribution de notre approche est d’offrir une étude approfon-
die du problème de correction d’arbre vers un langage d’arbres. Dans notre approche, nous
ne mesurons pas seulement la distance entre le document et le schéma mais aussi trouvons
les arbres candidats à la correction. Nous ne nous limitons pas seulement à la recherche des
solutions minimales mais aussi nous trouvons toutes les solutions à une distance inférieure
à un seuil donné. Ainsi, nous considérons la correction comme un problème d’énumération
plutôt qu’un problème de décision contrairement à la plupart des autres approches.
Pour résumer, nos travaux ont conduit à 1 publication dans une revue internationale,
4 publications dans des conférences internationales, et 1 publications dans des conférences
nationales. Nous avons aussi développé un logiciel réunissant ces différentes contributions
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pour faire évoluer les schémas XML et leur documents XML associés ainsi que leurs dépen-
dances fonctionnelles. Ce logiciel sera prochainenement mis en ligne.
Perspectives.
Pour nos travaux sur les dépendances fonctionnelles, nous envisageons d’étendre notre
méthode aux dépendances d’inclusion. Aussi lorsque le schéma évolue, nous souhaitons
calculer l’ensemble des dépendances du nouveau schéma de façon incrémentale en se ser-
vant aussi du mapping entre le schéma source et le schéma cible. Il serait aussi intéressant
d’avoir un validateur de XFD sur les documents locaux en adaptant la méthode proposée
dans [33] dans une approche map-reduce. L’ensemble de dépendances du système global
sera l’ensemble à vérifier sur les documents locaux. Une version map-reduce de la vérifi-
cation de XFD pourrait être intégrée dans des plateformes qui gèrent de gros volumes de
données web comme AMADA [13] (qui stocke des documents XML et des graphes RDF).
Pour compléter notre outil, il serait intéressant de pouvoir aborder la partie séman-
tique car actuellement nous ne traitons pas les valeurs et les attributs lors du processus
d’adaptation des documents XML. L’utilisation des dépendances fonctionnelles serait pro-
bablement nécessaire pour atteindre ce but. L’adaptation des dépendances fonctionnelles
est aussi nécessaire lors d’une évolution non conservatrice du système global par exemple.
Les travaux sur l’adaptation de dépendances fonctionnelles peuvent rejoindre les travaux
sur la réécriture des requêtes sur les documents en présence d’un mapping [23, 76] car les
requêtes et les dépendances fonctionnelles manipulent des chemins dans les documents
XML.
Un autre défi très important serait de pouvoir calculer automatiquement un mapping
entre deux schémas donnés. Pour le moment le mapping peut être défini par l’utilisateur
ou généré automatiquement pour une utilisation spécifique (évolution conservatrice de
schéma ou grammaire des arbres inclus relâchés). Nous pouvons remarquer que les règles
de production sont représentées par des arbres dans lesquelles les opérateurs sont des
nœuds internes et les non-terminaux des feuilles. Nos opérations d’édition des règles de
production concernant les opérateurs (|, ., ∗) modifient les nœuds internes de l’arbre qui
représente une règle de production. Pour pouvoir calculer automatiquement un mapping
entre deux schémas, une première piste serait d’avoir une méthode pour transformer un
arbre en un autre arbre en autorisant les opérations d’ajout et de suppression de nœuds
internes. Ensuite il faudra adapter cette méthode en autorisant uniquement des opérations
facilement traduisibles en opérations d’édition pour l’adaptation des documents XML. Par
exemple le fait de renommer un opérateur en un non-terminal ne peut pas être traduit
lorsqu’on passe à l’adaptation des documents. Les opérations de ce type ne doivent pas
être utilisées dans le mapping de schémas. Ces opérations d’édition agissant sur les nœuds
internes d’un document XML, sont utilisées dans la correction de document vers un schéma
dans [105, 108, 113]. L’idée ici serait d’adapter ces méthodes en autorisant seulement l’uti-
lisation d’opérations spécifiques. Ainsi il ne sera pas possible de modifier un nœud en
n’importe quel nœud. Un problème qui peut se poser en suivant cette démarche est le sui-
vant : est-il toujours possible d’avoir un script d’édition entre deux schémas en appliquant
les méthodes de [105, 108, 113] avec des opérations spécifiques ? Dans [107], les auteurs se
sont intéressés au problème d’inclusion d’une DTD D1 dans une autre DTD D2 en cherchant
un script d’édition entre les deux DTD composés uniquement d’opérations qui permettent
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d’agrandir le schéma D1 (ces opérations sont du même type que celles du Lemme 6.1). La
méthode n’aboutit pas toujours. Si un tel script est trouvé alors on peut affirmer que D1 est
inclus dans D2. Sinon on ne peut rien conclure.
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A.1 Preuve de correction du calcul de la grammaire de WI(L(G))
A.1.1 Terminaison
Définition A.1 (Relation > on equivalence classes)
Relation > over non-terminals was introduced in Definition 3.4. We extend it to equivalence
classes by Â >ˆ B̂ ⇐⇒ A >+ B ∧ A 6≡ B.

Remarque A.1 Suppose Â′ = Â, B̂′ = B̂ and Â >ˆ B̂. We have A′ ≡ A (A′ ∈ Â) and B′ ≡ B then
A′ >∗ A >+ B >∗ B′, consequently A′ >+ B′. On the other hand, if A′ ≡ B′ then A ≡ B which is
impossible. Therefore Â′ >ˆ B̂′.
Lemme A.1 >ˆ is transitive.
Démonstration. Suppose Â >ˆ B̂ >ˆ Ĉ, therefore A >+ B >+ C then A >+ C. If A ≡ C, C >∗ A
and as A >+ B we have C >∗ B. By hypothesis, B >+ C then B ≡ C which is impossible
because B̂ >ˆ Ĉ. So A 6≡ C, and A >+ C then Â >ˆ Ĉ.
⊳
Lemme A.2 >ˆ is noetherian.
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Démonstration. Suppose Â1 >ˆ Â2 >ˆ · · · >ˆ Ân >ˆ · · · . Since the set NT of non-terminal sym-
bols is finite, the set of equivalence classes over NT is also finite, then ∃i, j such that i > j
and Âi = Âj = Â. Therefore Â >ˆ · · · >ˆ Â. From previous lemma >ˆ is transitive, then Â >ˆ Â
which implied A 6≡ A, which is impossible.
⊳
Lemme A.3 For each non-terminal A, the computation of Ch(A) terminates.
Démonstration. We prove that, when computing Ch(A), if we obtain Ch(B) as a recursive
call, then Â >ˆ B̂. As >ˆ is noetherian we will conclude that the computing of Ch(A) termi-
nates.
If A is 2-recursive, the definition of Ch(A) is not recursive. Suppose that A is 1-recursive
or not recursive. Ch(B) is contained in the expression Chrex
Â
(r̂eg(A)) (if A is not recursive,
r̂eg(A) = reg(A) because Â = {A}). B is a non-terminal in r̂eg(A), then there exists Ai ∈ Â
and a rule Ai → ai[Ei] such that B ∈ NT(Ei). We deduce Ai > B. Ch(B) must be contained
in ChÂ(B). If Ai ≡ B, Ai and B are in Â then B is 1-recursive (because A is not 2-recursive),
but in this case, by definition ChÂ(B) does not contain Ch(B). We deduce that if ChÂ(B)
contains Ch(B) then Ai 6≡ B and then Âi >ˆ B̂. Since Âi = Â, we have Â >ˆ B̂.
⊳
A.1.2 Correction (L(G′) ⊆ WI(L(G)))
Définition A.2 (Relation R)
We define the relation R over N̂T×N by (Â, n) R (Â′, n′)⇐⇒ (Â >ˆ Â′)∨ (Â = Â′ ∧ n > n′).
In other words, R = ( >ˆ ,>) lexicographically where >ˆ is defined above and > is the usual
order over natural integers. 
Lemme A.4 R is noetherian.
Démonstration. Because >ˆ and > are noetherian.
⊳
Lemme A.5
If B1 · · · Bn ∈ Lω(Ch(A)), then A
B1 · · · Bn
∈ WI(LG(A)).
Démonstration. The proof is by noetherian induction on R over (Â, n).
– If A is not recursive. Let A → a[E] ∈ G, we have Ch(A) = Chrex
Â
(reg(A)) = Chrex
Â
(E).
So, there exists a word C1 · · ·Ck ∈ Lω(E) and words w1, · · · , wk such that ∀i ∈
{1, · · · , k}, wi ∈ Lω(Ch(Ci)) if Ci is 1-recursive or 2-recursive, and wi ∈ Lω(Ch(Ci)) or
wi = Ci if ci is not recursive. Let’s note B1 · · · Bn = w1, · · · , wk. We have ∀iA > Ci and
A 6≡ Ci because A is not recursive. Then Â >ˆ Ĉi then (Â, n) R (Ĉi, |wi|).
By induction hypothesis, Ci
wi
∈ WI(LntG (Ci)) (except when wi = Ci)
As A
C1 · · · Ck
∈ WI(LntG (A)) we have A
C1?
w1
· · · Ck?
wk
∈ WI(LntG (A))
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(subtree Ci?
wi
is wi when wi = Ci).
Then A
w1 · · · wk
= A
B1 · · · Bk
∈ WI(LntG (A)).
– If A is 1-recursive.
• If B1 ∈ Succ(Le f t(A)), by definition of Succ and Le f t, and as A is 1-recursive, it
exists in LntG (A) a term with A as root, a leaf A and at the left of the path from root
to the leaf A, a leaf B1. We deduce that the tree A
B1 A
∈ WI(LntG (A)). However
B2 · · · Bn ∈ Lω(Ch(A)) (due to construction of Ch(A) when A is 1-recursive), and
|B2 · · · Bn| = n − 1 so (Â, n) R (Â, n − 1). We can apply induction hypothesis to
obtain A
B2 · · · Bn
∈ WI(LntG (A)) then A
A1 A
B2 · · · Bn
∈ WI(LntG (A)) and we
conclude A
B1 · · · Bn
∈ WI(LntG (A)).
• Else if Bn ∈ Succ(Right(A)), we apply the same reasoning that the previous case
and we also conclude A
B1 · · · Bn
∈ WI(LntG (A)).
• Else B1 · · · Bn ∈ Lω(ChrexÂ (r̂eg(A))). ∃C −→ c[E] ∈ G, C ∈ Â and B1 · · · Bn ∈
Lω(Chrex
Â
(E)). Then ∃D1 · · ·Dk ∈ Lω(E) and words w1, · · · , wk such that ∀i ∈
{1, · · · , k}
∗ wi ∈ D̂i or wi = ǫ if Di ∈ Â.
∗ wi = Di or wi ∈ Lω(Ch(Di)) if Di is not recursive.
∗ wi ∈ Lω(Ch(Di)) else.
and B1 · · · Bn = w1 · · ·wk. We have ∀i, A >∗ C > Di then A >+ Di.
∗ If A ≡ Di then Di ∈ Â and (wi ∈ D̂i or wi = ǫ) then we have a tree in LntG (Di)
with root Di and wi as leaves (with perhaps other leaves).
Then Di?
wi
∈ WI(LntG (Di)).
∗ If Di is not recursive and wi = Di then Di?
wi
∈ WI(LntG (Di)).
∗ If wi ∈ Lω(Ch(Di)) and A 6≡ Di. From A >+ Di and A 6≡ Di we
have Â >ˆ D̂i then (Â, n) R (D̂i, |wi|). By induction hypothesis, we have Di
wi
∈ WI(LntG (Di)).
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However C ∈ Â then it exists a tree in LntG (A) with root A and C
D1 · · · Dk
as
subterm (perhaps other subterms exist).
Then A
C
D1?
w1
· · · Dk?
wk
∈ WI(LntG (A))
we can conclude A
w1 · · · wk
= A
B1 · · · Bn
∈ WI(LntG (A)).
– If A is 2-recursive. We have B2 · · · Bn ∈ Lω(Ch(A)) (due to construction of Ch(A) when
A is 2-recursive) and (Â, n) R (Â, n− 1). We can apply induction hypothesis to obtain
A
B2 · · · Bn
∈ WI(LntG (A)).
Moreover, B1 ∈ Succ(A) and A is 2-recursive, then it exists in LntG (A) a tree with root A
and 2 leaves B1 and A (perhaps other leaves exist). Then A
B1 A
∈ WI(LntG (A)), the-
refore A
B1 A
B2 · · · Bn
∈ WI(LntG (A)) and we conclude A
B1 · · · Bn
∈ WI(LntG (A)).
⊳
Théorème A.1 Correctness
∀A ∈ NT, ∀t ∈ Tree(NT), t ∈ LntG′(A) =⇒ t ∈ WI(L
nt
G (A)).
Démonstration. By induction on |t|.
Let A
t1 · · · tn
∈ LntG′(A), then ∃B1 · · · Bn ∈ L
ω(Ch(A)) such that ∀i, ti ∈ LntG′(Bi).
∀i, |ti| < |t|. By induction hypothesis, ti ∈ WI(LntG (Bi)). From Lemma A.5 we get
A
B1 · · · Bn
∈ WI(LntG (A)). Then t = A
t1 · · · tn
∈ WI(LntG (A)).
⊳
A.1.3 Complétude (L(G′) ⊇ WI(L(G)))
Définition A.3 (Forest)
A forest is a (possibly empty) sequence of trees. The empty forest is denoted by ǫ. The size
| f | of the forest f = t1 · · · tn is defined by | f | = |t1|+ · · ·+ |tn|.
Given a word u = A1 . . . An over non-terminals, L
f
G(u) is the set of forests (composed of
nt-trees) defined by L fG(u) = {t1 · · · tn | ∀i, ti ∈ L
nt
G (Ai)}. By convention, L
f
G(ǫ) = {ǫ}.

Lemme A.6 ∀ A ∈ NT, ǫ ∈ Lw(Ch(A)).
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Démonstration. The proof is by noetherian induction on >ˆ.
– If A is not recursive, we have Ch(A) = Chrex
Â
(reg(A)). ∀B ∈ reg(A), A > B and A 6≡ B
(because A is not recursive) and then Â >ˆ B̂. By induction hypothesis ǫ ∈ Lw(Ch(B))
and so we conclude that ǫ ∈ Lw(Ch(A)).
– If A is 1-recursive, we must show that ǫ ∈ Chrex
Â
(r̂eg(A)). Let B ∈ r̂eg(A). We have
A >+ B and two possible cases :
• If B 6≡ A, then Â >ˆ B̂. By induction hypothesis we have ǫ ∈ Lw(Ch(B)).
• Else B ≡ A, and therefore B ∈ Â. To obtain Chrex
Â
(r̂eg(A)), B was replaced by B̂|ǫ
(which generates ǫ).
By considering this two cases, if we replace each B in r̂eg(A) we can generate ǫ and
therefore we have ǫ ∈ Chrex
Â
(r̂eg(A)).
– If A is 2-recursive, due to the value of Ch(A) = (Succ(A))∗, it is easy to verify that
ǫ ∈ Lw(Ch(A)).
⊳
Corollaire A.1 ∀ A, B ∈ NT, ǫ ∈ Lw(ChÂ(B)).
Lemme A.7 If A is 1-recursive or 2-recursive, then A ∈ Lw(Ch(A)).
Démonstration.
– If A is 2-recursive, we have A ∈ Succ(A) and therefore A ∈ Lw(Ch(A)).
– If A is 1-recursive, we show that A ∈ Chrex
Â
(r̂eg(A)).
For all C ∈ r̂eg(A), from Lemma A.6, we have ǫ ∈ Lw(Ch(C)) ⊆ Lw(ChÂ(C)). Since A
is 1-recursive, we know also that there exists B ∈ r̂eg(A) such that B ≡ A. To obtain
Chrex
Â
(r̂eg(A)), we replace B by ChÂ(B) = B̂|ǫ = Â|ǫ and we have A ∈ L
w(ChÂ(B)).
Since we can generate ǫ with ChÂ(C)), we conclude that A ∈ Ch
rex
Â
(r̂eg(A)).
⊳
Lemme A.8 A
B1 · · · Bn
∈ LntG′(A) ⇐⇒ B1 · · · Bn ∈ L
ω(Ch(A)).
Démonstration. Trivial by the definition of the Algorithm.
⊳
Lemme A.9 If A ≡ B then Ch(A) = Ch(B).
Démonstration. If A is not recursive, from Lemma 3.1, B = A ; then Ch(B) = Ch(A).
Otherwise, from Lemma 3.1 we have Succ(A) = Succ(B) ; Succ(Le f t(A)) = Succ(Le f t(B)) ;
Succ(Right(A)) = Succ(Right(B)) ; ˆreg(A) = ˆreg(B). Therefore Ch(A) = Ch(B).
⊳
Corollaire A.2 ∀C ∈ NT, If A ≡ B then ChĈ(A) = ChĈ(B).
Lemme A.10 ∀ B ∈ NT, (B ∈ NT(Ch(A)) =⇒ A >∗ B).
Démonstration. The proof is by noetherian induction on >ˆ.
– If A is 2-recursive, Ch(A) = (Succ(A))∗. We deduce that B ∈ NT(Succ(A)) and so
A >∗ B.
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– If A is 1-rec, Ch(A) = (Succ(Le f t(A)))∗.Chrex
Â
(r̂eg(A)).(Succ(Right(A)))∗
We have two possible cases :
a) B ∈ NT(Succ(Le f t(A))) or B ∈ NT(Succ(Right(A))) : in this case there exists
C ∈ Â such that C >∗ B, and since A >∗ C (because C ∈ Â) we obtain A >∗ B.
b) B ∈ NT(Chrex
Â
(r̂eg(A))). Then ∃C ∈ r̂eg(A), B ∈ NT(ChÂ(C)).
As C ∈ r̂eg(A), there exists A1 ∈ Â s.t. C ∈ reg(A1). Then A ≡ A1 and A1 > C.
Then A >∗ A1 and A1 > C. Therefore A >+ C.
If C = B then we have automatically A >∗ B. Otherwise we have three situations
for ChÂ(C) :
i) C is 1-recursive and C ∈ Â : ChÂ(C) = Ĉ|ǫ and so B ∈ NT(Ĉ|ǫ). Then
B ∈ Ĉ = Â, then B ≡ A, which establishes A >∗ B.
ii) (C is 2-recursive) or (C is 1-recursive and C 6∈ Â) : ChÂ(C) = Ch(C) and so
B ∈ NT(Ch(C)). As C is 2-recursive and A is 1-recursive or C 6∈ Â we have
in the two cases that A 6≡ C. Since A >+ C and A 6≡ C, by Definition A.1
we have Â >ˆ Ĉ. We know that B ∈ NT(Ch(C)) and Â >ˆ Ĉ, by applying the
induction hypothesis we obtain C >∗ B. And since A >+ C, we conclude that
A >∗ B.
iii) C is not recursive : ChÂ(C) = C|Ch(C) and so B ∈ NT(C|Ch(C)). If B = C,
we have automatically A >∗ B. If B ∈ NT(Ch(C)), as C is not recursive and
A is 1-recursive we have A 6≡ C. By the same argument as in ii) we claim that
A >∗ B.
– If A is not recursive, the proof is as in the case 1-recursive (b), except that we replace
r̂eg by reg.
⊳
Théorème A.2 ∀ p ∈ N, [∀ A ∈ NT, ∀w ∈ Lw(reg(A)), ∀ f ∈ L fG(w), ∀ f
′ ⊳ f , (| f | ≤
p =⇒ ∃w′ ∈ Lw(Ch(A)), f ′ ∈ L fG′(w
′))].
Démonstration. The proof is by induction on p. Let w = (A1, · · · , An) and f = (t1, · · · , tn).
We have t = A(t1, · · · , tn) ∈ LntG (A) which is described by Figure A.1.
A
A1 Ai
t1i t
ni
i
An
t =
ti=. . . . . .
. . .
t1= =tn
Figure A.1 – Example for the tree t ∈ LntG (A) with f = (t1, · · · , tn)
Let f ′ = ( f ′1, · · · , f
′
n) such that ∀ i ∈ [1, . . . , n], f
′
i ⊳ ti (note that the root of ti can be
removed, in other words, ti may be a forest).
– if p = 0 then w = ǫ, w′ = ǫ, f = ǫ and f ′ = ǫ. By Lemma A.6, ǫ ∈ Lw(Ch(A)) and
therefore f ′ ∈ L fG′(ǫ) = {ǫ}.
– else p 6= 0 and then n 6= 0. ti = Ai
ti1 · · · t
ni
n
as described in Figure A.1, and
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A
A1 Ai An
t′ =
f ′i =. . . . . .f ′1= = f ′n
w′′i
(a)
A
A1 Ai
t′ =
. . . . . .f ′1= = f ′n
f ′i → ( w
′′
i )
(b)
Figure A.2 – Example of the two possibilities for the tree t′ ⊳ t, with f ′ = ( f ′1, · · · , f
′
n) and [ f
′
i = Ai( f
′′
i ) or
f ′i = f
′′
i ]
fi = (t1i , · · · , t
ni
n ). Thus f ′i = Ai
f ′′i
(illustrated in Figure A.2(a)) or
f ′i = f
′′
i (illustrated in Figure A.2(b)). Since | fi| < | f |, by induction hypothesis we
obtain : ∃w′′i ∈ L
w(Ch(Ai)), f ′′i ∈ L
f
G′(w
′′
i ). However :

if f ′i = Ai
f ′′i
since Ai → ai[Ch(Ai)] ∈ G′, we have f ′i ∈ L
nt
G′(Ai). Let w
′
i = Ai
else f ′i = f
′′
i ∈ L
f
G′(w
′′
i ) with w
′′
i ∈ L
w(Ch(Ai)). Let w′i = w
′′
i
Let w′ = (w′1, · · · , w
′
n), we have f
′ ∈ L fG′(w
′).
We now show that w′ ∈ Lw(Ch(A)) :
i) A is 2-recursive : since Ch(A) = (Succ(A))∗, It is sufficient to show that each
non-terminal in w′ is in Succ(A). We have w = (A1, · · · , An) ∈ Lw(reg(A)), and
therefore A > Ai.
• if w′i = Ai, we have wi ∈ Succ(A),
• if w′i = w
′′
i ∈ L
w(Ch(Ai)), let w′i = B1 · · · Bk. By Lemma A.10, ∀ j ∈ [1, . . . , k]
Ai >∗ Bj, thus Bj ∈ Succ(A).
ii) A is not recursive : to obtain Ch(A) = Chrex
Â
(reg(A)) from reg(A), we replace in
reg(A) each Ai by :
• Ch(Ai) if Ai is 2-recursive or 1-recursive (note that the case Ai is 1-recursive
and Ai ∈ Â is impossible). And by Lemma A.7 we have Ai ∈ Lw(Ch(Ai))
• Ai|Ch(Ai) if Ai is not recursive
However w = (A1 · · · An) ∈ Lw(reg(A)), w′ = (w′1 · · ·w
′
n) and ∀i, w
′
i = Ai or
w′i ∈ L
w(Ch(Ai)). Thus w′ ∈ Lw(Ch(A)).
iii) A is 1-rec : Ch(A) = (Succ(Le f t(A)))∗.Chrex
Â
(r̂eg(A)).(Succ(Right(A)))∗
• Suppose that ∀ i, Ai 6≡ A : we show that w′ ∈ Lw(ChrexÂ (r̂eg(A))) ⊆
Lw(Ch(A)) and the proof is similar to ii).
• Else ∃ i, Ai ≡ A and then Ai is 1-recursive. Therefore{
Ai, . . . , Ai−1 ∈ Le f t(Ai) = Le f t(A) ⊆ Succ(Le f t(A))
Ai+1, . . . , An ∈ Right(Ai) = Right(A) ⊆ Succ(Right(A))
Also ∀ j ∈ [1, . . . , i − 1], (w′′j = B1 · · · Bk =⇒ ∀ p, Ai >
∗ Bp =⇒
Bp ∈ Succ(Le f t(A))). Therefore all the non-terminals of w′1 · · ·w
′
i−1 are
in Succ(Le f t(A)). By using the same argument all the non-terminals of
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w′i+1 · · ·w
′
n are in Succ(Right(A)).
In the other hand to obtain Chrex
Â
(r̂eg(A)) from r̂eg(A), we replace all the non-
terminals B by ChÂ(B). By using Corollary A.1, we have ǫ ∈ L
w(ChÂ(B)).
Also on the other hand, when B = Ai and ChÂ(Ai) = Ai|ǫ, it follows that
Ai ∈ Lw(ChrexÂ (r̂eg(A))). We now analyse the two possible values for the word
w′i :
∗ if w′i = Ai then w
′ = (w′1, · · · , w
′
i , · · · , w
′
n) ∈ L
w(Ch(A))
∗ else w′i = w
′′
i ∈ L
w(Ch(Ai)). By Lemma A.9,
Ch(Ai) = (Succ(Le f t(Ai)))∗.ChrexÂi
(r̂eg(Ai)).(Succ(Right(Ai)))∗
= (Succ(Le f t(A)))∗.Chrex
Â
(r̂eg(A)).(Succ(Right(A)))∗
And then w′ = (w′1, · · · , w
′
i , · · · , w
′
n) ∈
Lw(Succ(Le f t(A))∗.[Succ(Le f t(A))∗.Chrex
Â
(r̂eg(A)).Succ(Right(A))∗].Succ(Right(A))∗)
= Lw(Succ(Le f t(A))∗.Chrex
Â
(r̂eg(A)).Succ(Right(A))∗) = Lw(Ch(A))
This establishes the proof of Theorem A.2.
⊳
Corollaire A.3 ∀ A ∈ NT, ∀ t ∈ LG(A), ∀ t′ ⊳ t, t′ ∈ LG′(A).
Démonstration. Let t ∈ LG(A). When we replace each terminal symbol in t by the correspon-
ding non-terminal symbol, we obtain tt = A
t1 · · · tn
∈ LntG (A) and ∀ i ∈ [1, . . . , n], ti ∈
LntG (Ai). We also replace each terminal symbol in t
′ by the corresponding non-terminal sym-
bol and we obtain :
tt′ = A
t′1 · · · t
′
m
and ∀ j ∈ [1, . . . , m], t′j(ǫ) = A
′
j.
Let f = (t1, · · · , tn), w = (A1, · · · , An), f ′ = (t′1, · · · , t
′
m) and w
′ = (A′1, · · · , A
′
m). Further-
more we have t ∈ LG(A) and t′ ⊳ t which implies that w ∈ Lw(reg(A)) and f ′⊳ f . Thus by
using Theorem A.2, we have w′ ∈ Lw(Ch(A)) and f ′ ∈ L fG′(w
′). Therefore with Lemma A.8,
we claim that tt′ ∈ LntG′(A) as w
′ ∈ Lw(Ch(A)). We can conclude that t′ ∈ LG′(A) after
replacing non-terminal symbols by terminal symbols.
⊳
A.2 Automate d’états finis pour un chemin P dans PL
L’Algorithme 14 (Annexe A.2) permet de construire l’automate d’états finis (FSA) BP
à partir d’un chemin donné P dans PL sur l’alphabet Σ. Le FSA BP est un 5-uplet
(Q, Σ, s0, δ, s f ) où
– Q est l’ensemble des états,
– Σ est l’alphabet,
– s0 est l’état initial,
– δ est la fonction transition tel que δ : Q× Σ → Q
– et s f est l’état final.
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L’automate BP est construit en analysant le chemin P, à partir de l’ensemble des états
Q = {s0}. L’état s0 est l’état initial et l’état courant s est initialisé à s0. En analysant le chemin
P, si on est sur un label a ∈ Σ alors :
1. lorsque le label a est précédé du symbole ’/’ (i.e. /a), on rajoute la transition δ(s, a) = si
à l’automate BP où si est un nouvel état. L’état courant s devient l’état si
2. lorsque le label a est précédé du symbole ’//’ (i.e. //a), on boucle sur l’état courant en
rajoutant les transitions ∀ b, δ(s, b) = s à l’automate BP. L’état courant s passe ensuite
à un nouvel état si après avoir ajouté la transition δ(s, a) = si à l’automate BP.
Aucune action n’est faite sur l’automate BP lorsqu’on rencontre le symbole du chemin vide
’[]’. A la fin de l’analyse du chemin P, l’état final s f est égal à l’état courant s.
Algorithme 14 Automate d’états finis BP construit à partir du chemin P
Entrée : Chemin P dans PL et Alphabet Σ
Sortie : FSA BP = (Q, Σ, s0, δ, s f )
1: Q := {s0}
2: op := ’/’ % op contient le dernier ’/’ ou ’//’ que l’on a rencontré en parsant P %
3: i := 1 % indice pour les nouveaux états si dans Q %
4: s := s0 % s est l’état courant dans l’automate que nous construisons %
5: pour tout symbole a dans P faire
6: si a ∈ Σ alors
7: Q := Q ∪ {si}
8: si op = ’/’ alors
9: δ(s, a) := si
10: sinon si op = ’//’ alors
11: δ(s, a) := si
12: pour tout label b dans Σ faire
13: δ(s, b) := s
14: fin pour
15: fin si
16: s := si
17: i := i + 1
18: sinon si a = ’/’ ou a = ’//’ alors
19: op := a
20: sinon si a = ’[]’ alors
21: % rien à faire %
22: fin si
23: fin pour
24: s f := s
25: BP := (Q, Σ, s0, δ, s f )
26: retourner BP
A.3 Calcul du plus long préfixe commun
Étant donné l’automate AP associé au chemin P et l’automate AR associé au chemin R,
l’Algorithme 15 permet de calculer l’automate AP∩R associé au plus long préfixe commun
P∩ R des chemins P et R. Nous allons supposer que l’automate AP et AR sont déterministes.
Soit AP = (QP, Σ, IP, δP, FP) et AR = (QR, Σ, IR, δR, FR). L’Algorithme 15 est similaire à
l’algorithme d’intersection de deux automates d’états finis. Voici donc comment fonctionne
l’Algorithme 15 :
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– chaque état de l’automate AP∩R est un couple-d’état (p, q) tel que p ∈ QP et q ∈ QR.
– les couple-d’états initiaux de AP∩R proviennent de l’ensemble IP × IR où IP × IR est le
produit cartésien de IP et IR.
– un couple-d’état (p′, q′) est un état de l’ensemble Q lorsqu’il existe (p, q) ∈ Q et a ∈ Σ
tel que δP(p, a) = p′ et δR(q, a) = q′ (i.e. (p′, q′) est accessible à partir d’un couple-d’état
(p, q) ∈ Q).
– la différence entre l’Algorithme 15 et l’algorithme d’intersection est la façon dont
est calculée l’ensemble des couple-d’états finaux. Dans l’algorithme d’intersection, un
couple-d’état (p, q) est final si p ∈ FP et q ∈ FR. Dans l’Algorithme 15, un couple-d’état
(p, q) est final si p ∈ FP ou q ∈ FR, ou s’il existe a, b ∈ Σ tel que δP(p, a) et δR(q, b) sont
définis et a 6= b (cette dernière condition indique le moment où les chemins divergent).
Algorithme 15 Calcul du plus long préfixe commun de deux chemins
Entrée :
– AP = (QP, Σ, IP, δP, FP), FSA associé à P
– AR = (QR, Σ, IR, δR, FR), FSA associé à R
Sortie : AP∩R, FSA associé à P ∩ R (le plus long préfixe commun de P et R)
1: Q := ∅ % initialisation de l’ensemble des couple-d’états %
2: I := IP × IR % initialisation de l’ensemble des couple-d’états initiaux %
3: F := ∅ % initialisation de l’ensemble des couple-d’états finaux %
4: worklist := ∅ % liste pour stocker les états non traités %
5: worklistprec := ∅ % liste pour stocker les états déjà traités %
6: pour tout (p, q) ∈ I faire
7: worklist.ajouter((p, q))
8: fin pour
9: Tant que worklist.taille() > 0 faire
10: (p, q) := worklist.supprimerTete()
11: worklistprec.ajouter((p, q)) % (p, q) est marqué comme traité %
12: Q := Q ∪ {(p, q)}
13: % calcul des nouveaux couple-d’états %
14: pour tout a ∈ Σ tel que δP(p, a) et δR(q, a) sont définis faire
15: δ((p, q), a) := (δP(p, a), δR(q, a))
16: si (δP(p, a), δR(q, a)) 6∈ worklistprec alors
17: worklist.ajouter((δP(p, a), δR(q, a)))
18: fin si
19: fin pour
20: % vérification si (p, q) est un couple-d’état final %
21: si p ∈ FP ou q ∈ FR alors
22: F := F ∪ {(p, q)}
23: sinon si ∃ a, b ∈ Σ tel que δP(p, a) et δR(q, b) sont définis et a 6= b alors
24: F := F ∪ {(p, q)}
25: fin si
26: fin Tant que
27: retourner (Q, Σ, I, δ, F)
Exemple A.1 Nous allons considérer le document XML de la Figure 2.2 et l’ensemble
IP = L(D) de la Figure 4.3(a). Soit P = library/section/title et R = library/section/txt, le plus
long préfixe commun P∩ R est égale à library/section puisque library/section décrit l’ensemble
{ library/book/chapter/section, library/book/chapter/section/section, library/book/chapter/section/sec-
tion/section}. Dans la Figure A.3 sont illustrés les automates AP, AR associés aux chemins P,
R, et l’automate construit par l’Algorithme 15 pour P ∩ R.
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AP : library//section/title/data
1 2 3 4 5 6 7
8 9
library book chapter section section section
title
title
title
data
AR : library//section/txt/data
a b c d e f g
h i
library book chapter section section section
txt
txt
txt
data
AP∩R :
1, a 2, b 3, c 4, d 5, e 6, f 7, g
library book chapter section section section
Figure A.3 – FSA associés aux chemins P, R et P ∩ R.
⊠
A.4 Système d’axiomes : Preuve de correction
Dans cette section nous allons prouver que notre système d’axiomes est correct, c’est
à dire que nos axiomes dérivent toujours des résultats vrais lorsque nous considérons
les arbres XML complets. Nous commençons par prouver quelques lemmes. Le premier
concerne une propriété sur le plus long préfixe commun de chemins. L’exemple suivant
illustre la propriété dont il s’agit.
Exemple A.2 Nous considérons le document XML T 1 de la Figure 4.6 et les chemins sui-
vants :
– PK = univ/undergraduate/@domain
– PJ = univ/undergraduate/students/student/idSt
– PI = univ/undergraduate/students/student/nameSt
En considérant ces chemins ci-dessus nous avons PJ ∩ PK = univ/undergraduate et aussi
PI ∩ PJ = univ/undergraduate/students/student. A partir de ces plus long préfixes commun
on a (i) PJ ∩ PK  PI ∩ PJ . Soient les instances K = ǫ/2/2.1, J = ǫ/2/2.2/2.2.0/2.2.0.0
et I = ǫ/2/2.2/2.2.0/2.2.0.1. Nous obtenons que (ii) isInst_lcp(PI , I, PJ , J) = vrai et que
isInst_lcp(PI , I, PK , K) = vrai. Comme les conditions (i) et (ii) sont vérifiées, nous pouvons
conclure par transitivité que isInst_lcp(PJ , J, PK , K) = vrai.
⊠
L’exemple ci-dessus suggère qu’une sorte de propriété sur la transitivité peut être éta-
blie sur la fonction isInst_lcp. Le lemme ci-dessous nous prouve que cela est possible sous
certaines conditions.
Lemme A.11 Soit T un document XML et IP son ensemble de chemins simples associés. Soit PI ,
PJ , PK des chemins différents dans IP. Si nous avons :
1. PJ ∩ PK  PI ∩ PJ et
2. isInst_lcp(PI , I, PJ , J) = vrai et isInst_lcp(PI , I, PK , K) = vrai
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alors isInst_lcp(PJ , J, PK , K) = vrai.
Démonstration. Soit vi, vj et vk les nœuds correspondant à Last(I), Last(J) et Last(K), res-
pectivement. A partir des conditions établies par le lemme, nous pouvons distinguer les
trois situations illustrées dans la Figure A.4. Lorsque PJ ∩ PK ≺ PI ∩ PJ nous sommes dans
la situation de la Figure A.4(a). Et lorsque PJ ∩ PK = PI ∩ PJ nous sommes dans la situation
de la Figure A.4(b) ou (c).
vj,k = vi,k
vi,j
vj vi
vk
PI ∩ PJ ≻ PJ ∩ PK
PI ∩ PJ
PJ PI
PK
(a)
vj,k
vj vi vk
PI ∩ PJ = PJ ∩ PK
PJ PI PK
(b)
vj,k = vi,j
vj
vi,k
vi vk
PI ∩ PJ = PJ ∩ PK
PI ∩ PK
PI PK
PJ
(c)
Figure A.4 – Trois situations obtenues à partir des conditions du Lemme A.11.
A partir de la condition 2 et de la Définition 4.12 nous savons que I ∩ J est l’instance du
plus long préfixe commun de PI et PJ (PI ∩ PJ). Le même raisonnement est utilisé pour I ∩K.
Nous dénotons par vi,j le nœud Last(I ∩ J) et par vi,k le nœud Last(I ∩ K). Il est évident que
vi,j est un ancêtre de vi et vj tandis que vi,k est un ancêtre de vi et vk.
– Cas 1 - Figure A.4(a) : Dans ce cas nous avons PI ∩ PK = PJ ∩ PK. A partir de ce fait avec
la condition 1 nous en déduisons que le nœud vi,k est un ancêtre de vi,j, et donc par
conséquent vi,k est aussi un ancêtre de vj. Puisque PI ∩ PK = PJ ∩ PK nous obtenons
que Last(J ∩ K) = Last(I ∩ K) = vi,k. Ainsi nous avons isInst_lcp(PJ , J, PK , K) = vrai.
– Cas 2 - Figure A.4(b) : Dans ce cas nous avons aussi PI ∩ PK = PJ ∩ PK et la preuve est
similaire au cas 1.
– Cas 3 - Figure A.4(c) : Dans ce cas nous avons PJ ∩ PK ≺ PI ∩ PK. A partir de la
condition 1 et du fait que PJ ∩ PK ≺ PI ∩ PK, nous en déduisons que le nœud vi,j
est un ancêtre de vi,k et donc par conséquent vi,j est aussi un ancêtre de vk. Puisque
PI ∩ PJ = PJ ∩ PK nous obtenons que Last(J ∩ K) = Last(I ∩ J) = vi,j. Ainsi nous avons
isInst_lcp(PJ , J, PK , K) = vrai.
⊳
Le lemme suivant traite de l’extension d’une branche (et de sa projection) en lui ajoutant
un chemin (et son instance). Comme nous travaillons avec les arbres complets, il est toujours
possible d’étendre une projection en lui ajoutant l’instance d’un chemin qui n’appartient pas
à sa branche.
Lemme A.12 Soit M une branche sur un arbre complet T et soit P′ un chemin valide. Soit M′ une
branche obtenue par l’union M∪ {P′}. Si il existe une projection ΠM(T ) alors il existe une instance
de P′ dans T (que nous notons Π{P′}(T )[P
′]) telle que ΠM′(T ) = ΠM(T ) ∪Π{P′}(T ).
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Démonstration. D’après la Définition 4.12, nous considérons LongM = {P1, . . . , Pn} et l’en-
semble des instances SetPathInstM = {ΠM(T )[P1], . . . , ΠM(T )[Pn]}. Nous allons renommer
le chemin P′ en Pn+1. Considérons l’ensemble {P1 ∩ Pn+1, . . . , Pn ∩ Pn+1} des plus long pré-
fixes communs de P1, . . . , Pn et de Pn+1. Ces chemins peuvent être totalement ordonés selon
la relation préfixe  puisque chaque chemin est un préfixe de Pn+1. Nous allons ensuite
renommé les indices de P1, . . . , Pn tels que :
i < j ⇒ (Pi ∩ Pn+1)  (Pj ∩ Pn+1) (A.1)
Considérons le chemin Pn suivant le résultat obtenu de (A.1). Comme T est complet, il existe
une instance Π{Pn+1}(T )[Pn+1] du chemin Pn+1 telle que :
isInst_lcp(Pn, ΠM(T )[Pn], Pn+1, Π{Pn+1}(T )[Pn+1]) = vrai (A.2)
Soit ΠM′(T ) = ΠM(T ) ∪Π{Pn+1}(T ). La preuve va consister à montrer que l’ensemble des
instances de chemins SetPathInstM′ = SetPathInstM ∪Π{Pn+1}(T )[Pn+1] vérifie aussi les trois
conditions de la Définition 4.12. La vérification des deux premières conditions est évidente.
Nous allons nous intéresser à la vérification de la troisième condition à savoir :
∀ i, j ∈ [1, . . . , n + 1], isInst_lcp(Pi, ΠM′(T )[Pi], Pj, ΠM′(T )[Pj]) = vrai (A.3)
Par hypothèse, la construction de SetPathInstM assume que ∀ i, j ∈ [1, . . . , n],
isInst_lcp(Pi, ΠM(T )[Pi], Pj, ΠM(T )[Pj]) = vrai. Puisque ΠM′(T )[Pi] = ΠM(T )[Pi] (pour i ∈
[1, . . . , n]), et en considérant (A.2), la condition (A.3) se réduit à :
∀ i ∈ [1, . . . , n− 1], isInst_lcp(Pi, ΠM(T )[Pi], Pn+1, ΠM′(T )[Pn+1]) = vrai (A.4)
Enfin en utilisant le Lemme A.11 avec PI = Pn, PJ = Pn+1, PK = Pi, et le fait que (Pi ∩ Pn+1) 
(Pn ∩ Pn+1) (selon (A.1)), nous obtenons (A.4) qui termine la preuve du lemme.
⊳
Pour illustrer le Lemme A.12, considérons l’exemple suivant.
Exemple A.3 Soit le document XML T 1 de la Figure 4.6. Soit M = {univ/undergradu-
ate/courses/course/codeC , univ/undergraduate/courses/course/titleC}. Soit la projection M qui
contient les instances de chemins ǫ/2/2.3/2.3.0/2.3.0.0 et ǫ/2/2.3/2.3.0/2.3.0.1. Soit P′ =
univ/undergradute/@domain et M′ = M ∪ {P′}. L’instance ǫ/2/2.1 de P′ est celle pour
laquelle nous avons ΠM′(T ) = ΠM(T ) ∪Π{P′}(T ).
⊠
L’exemple suivant illustre une situation particulière où une XFD qui est violée par un
document, possède dans sa partie gauche un chemin qui est un préfixe du chemin à droite
de la XFD.
Exemple A.4 Nous considérons le document XML T 1 de la Figure 4.6, la XFD f = (univ/-
undergraduate, ({courses//titleC, courses//prerequisitesC} → courses//prerequisitesC/-
CodeC)) et la branche M définie par f . L’arbre T 1 ne satisfait pas f . Notons que
P2 = univ/undergradute/courses/course/prerequisitesC dans la partie gauche de f , est
un préfixe de P = univ/undergradute/courses/course/prerequisitesC/CodeC qui est dans la
partie droite de f . Aussi remarquons que nous pouvons trouver deux projections de T 1 sur
M telles que Last(Π1M(T 1)[C/P2]) =N Last(Π
2
M(T 1)[C/P2]) = 2.3.0.2
⊠
Dans les situations comme celle illustrée dans l’Exemple A.4, le prochain lemme nous
dit ceci :
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Lemme A.13 Soient T un document XML, f = (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1]))
une XFD et M est la branche {C/P1, . . . , C/Pn+1}. Si T 6|= f et il existe j ∈ [1 . . . n] tel que
Pj  Pn+1 alors nous pouvons trouver deux projections Π1M(T ) et Π
2
M(T ) de T sur M telles que
Last(Π1M(T )[C/Pj]) =N Last(Π
2
M(T )[C/Pj]).
Démonstration. La preuve sera faite par contradiction. Supposons que pour n’importe
quelles projections Π1M(T ) et Π
2
M(T ) de T sur M nous avons Last(Π
1
M(T )[C/Pj]) 6=N
Last(Π2M(T )[C/Pj]). Puisque T 6|= f alors d’après la Définition 4.16, nous déduisons
qu’il existe deux projections (soient τ1 et τ2 ces deux instances) de T sur M telles
que τ1[C/P1, . . . , C/Pn] =~E τ
2[C/P1, . . . , C/Pn] et τ1[C/Pn+1] 6=En+1 τ
2[C/Pn+1] avec ~E =
E1, . . . , En.
– si Ej = N alors Last(Π1M(T )[C/Pj]) =N Last(Π
2
M(T )[C/Pj]) qui contredit l’hypothèse
Last(Π1M(T )[C/Pj]) 6=N Last(Π
2
M(T )[C/Pj]).
– sinon si Ej = V alors Last(Π1M(T )[C/Pj]) =V Last(Π
2
M(T )[C/Pj]). En premier sup-
posons que les instances Π1M(T )[C/Pj], Π
2
M(T )[C/Pj] sont les préfixes pour deux ins-
tances du chemin Pn+1. Soit Π1M(T )[C/Pj] le préfixe de I et J, et soit Π
2
M(T )[C/Pj] le
préfixe de I′ et J′.
1. si Last(I) 6=V Last(J) alors considérons que :
• Π1M(T )[C/Pn+1] = I ;
• il existe une projection Π3M(T ) qui coïncide avec Π
1
M(T ) sauf pour l’instance
du chemin Pn+1, puisque nous posons Π3M(T )[C/Pn+1] = J.
Dans cette situation, Last(Π1M(T )[C/Pj]) =N Last(Π
3
M(T )[C/Pj]) ce qui
conduit à une contradiction avec notre hypothèse de départ qui dit que
Last(Π1M(T )[C/Pj]) 6=N Last(Π
3
M(T )[C/Pj]). Le même argument est utilisé
lorsque Last(I′) 6=V Last(J′).
2. sinon nous sommes dans la situation où Last(I) =V Last(J) et Last(I′) =V
Last(J′). Puisque Last(Π1M(T )[C/Pn+1]) 6=V Last(Π
2
M(T )[C/Pn+1]) alors cela im-
plique aussi que Last(Π1M(T )[C/Pj]) 6=V Last(Π
2
M(T )[C/Pj]) car nous avons
Last(I) 6=V Last(I′). Nous obtenons donc une contradiction avec notre hypothèse
Last(Π1M(T )[C/Pj]) =V Last(Π
2
M(T )[C/Pj]).
Maintenant supposons que chaque instance Π1M(T )[C/Pj] et Π
2
M(T )[C/Pj] est
préfixe d’une seule instance du chemin Pn+1. Puisque Last(Π1M(T )[C/Pn+1]) 6=V
Last(Π2M(T )[C/Pn+1]), cela implique aussi que Last(Π
1
M(T )[C/Pj]) 6=V
Last(Π2M(T )[C/Pj]). Nous obtenons une contradiction avec notre hypothèse
Last(Π1M(T )[C/Pj]) =V Last(Π
2
M(T )[C/Pj]).
⊳
Nous pouvons maintenant prouver la correction de notre système d’axiomes sur les
arbres complets.
Théorème A.3 Les Axiomes A1-A9 sont corrects pour les XFD dans les arbres XML complets.
Démonstration. Nous supposons un arbre XML T qui est complet par rapport à IP.
A1 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → Pi [Ei])). La preuve sera faite par contradiction.
Supposons que T 6|= f . D’après la Définition 4.16, nous déduisons qu’il existe deux
projections τ1 and τ2 pour la branche M = {C/P1, . . . , C/Pn} dans T telles que
τ1[C/P1, . . . , C/Pn] =Ei ,i∈[1...n] τ
2[C/P1, . . . , C/Pn]
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et pour un j ∈ [1, . . . , n], τ1[C/Pj] 6=Ej τ
2[C/Pj].
Comme il existe une seule instance du chemin C/Pj dans τ1 et τ2, pour satisfaire la
partie gauche de la dépendance on a τ1[C/Pj] =Ej τ
2[C/Pj]. Cette égalité contredit le
fait que τ1[C/Pj] 6=Ej τ
2[C/Pj].
A2 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]}))
et f ′ = (C, ({P0 [E0], P1 [E1], . . . , Pn [En]} → {P0 [E0], Q1 [E′1], . . . , Qm [E
′
m]})).
Nous allons faire une preuve par contraposée. Nous prouvons que T 6|= f ′ alors T 6|=
f . Posons Q0 = P0 et E′0 = E0. D’après la Définition 4.16, nous déduisons qu’il existe Qj
avec j ∈ [0, . . . , m] tel que τ1[C/Qj] 6=E′j τ
2[C/Qj]. Supposons en premier que Qj = Q0.
En utilisant le même argument que pour A1, nous obtenons une contradiction puisque
selon la Définition 4.16, τ1[C/Q0] =E′0 τ
2[C/Q0] mais τ1[C/Q0] 6=E′0 τ
2[C/Q0]. D’où
nous supposons plutôt que j > 0. Comme T 6|= f ′, d’après la Définition 4.16 nous
avons
∀ i ∈ [1, . . . , n], τ1[C/Pi] =Ei τ
2[C/Pi]
et il existe un j > 0, tel que τ1[C/Qj] 6=E′j τ
2[C/Qj].
Par conséquent nous avons aussi T 6|= f comme prévu.
A3 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})), f
′ = (C, ({Q1 [E′1], . . . ,
Qm [E′m]} → S [Es])) et f
′′ = (C, (P1 [E1], . . . , Pn [En]} → S [Es])). La preuve sera faite
par contraposée : nous allons prouver que si T 6|= f ′′ alors soit T 6|= f ′ ou soit T 6|= f .
Posons Pn+1 = S et En+1 = Es. Puisque T 6|= f ′′ alors d’après la Définition 4.16, il existe
deux projections τ1 et τ2 pour la branche M = {C/P1, . . . , C/Pn+1} dans T telles que
τ1[C/P1, . . . , C/Pn] =Ei ,i∈[1...n] τ
2[C/P1, . . . , C/Pn]
et τ1[C/Pn+1] 6=En+1 τ
2[C/Pn+1].
Nous allons étendre la branche M = {C/P1, . . . , C/Pn+1} pour obtenir M′ =
{C/P1, . . . , C/Pn+1, C/Q1, . . . , C/Qm}. Après plusieurs applications du Lemme A.12
nous pouvons construire des projections u1 à partir de τ1 et u2 à partir de τ2. En
considérant les projections u1 et u2 nous pouvons obtenir l’un des deux situations
suivantes :
1. u1[C/Q1, . . . , C/Qm] =E′i ,i∈[1...m] u
2[C/Q1, . . . , C/Qm] et dans ce cas nous avons
T 6|= f ′ parce que u1[C/Pn+1] 6=En+1 u
2[C/Pn+1],
2. ou il y a un j ∈ [1 . . . m] tel que u1[C/Qj] 6=E′j u
2[C/Qj]. Dans ce cas T 6|= f .
Nous pouvons conclure que l’axiome A3 est correcte.
A4 : Soit f = (C, ({P′1 [E
′
1], . . . , P
′
n [E
′
n]} → Pn+1 [En+1])) et f
′ = (C, ({P1 [E1], . . . , Pn [En]} →
Pn+1 [En+1])). La preuve sera faite par contradiction. Supposons que T |= f mais que
T 6|= f ′. D’après l’Axiome A1, nous pouvons affirmer que pour tout i ∈ [1 . . . n],
Pi 6= Pn+1. Puisque T 6|= f ′ alors d’après la Définition 4.16, il existe deux pro-
jections τ1 et τ2 pour la branche M = {C/P1, . . . , C/Pn+1} dans T telles que
τ1[C/P1, . . . , C/Pn] =Ei ,i∈[1...n] τ
2[C/P1, . . . , C/Pn] et τ1[C/Pn+1] 6=En+1 τ
2[C/Pn+1].
Nous allons montrer qu’il existe deux projections u1 et u2, construits à partir de τ1
et τ2, pour la branche M′ = {C/P′1, . . . , C/P
′
n, C/Pn+1} dans T telles que :
u1[C/P′1, . . . , C/P
′
n] =E′i ,i∈[1...n] u
2[C/P′1, . . . , C/P
′
n] et (A.5)
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u1[C/Pn+1] 6=En+1 u
2[C/Pn+1]. (A.6)
Cependant d’après notre hypothèse, nous savons que si pour tous deux projections u1
et u2 telles que (A.5) est satisfaite alors nous avons u1[C/Pn+1] =En+1 u
2[C/Pn+1]. Si
u1 et u2 existent vraiment alors nous avons une contradiction avec (A.6) et l’Axiome
A4 sera satisfait.
La preuve va consister à montrer qu’il est possible d’avoir deux projections pour
M′ satisfaisant (A.5) et (A.6). Nous allons considérer que u1[C/Pi] = τ1[C/Pi] et
u2[C/Pi] = τ2[C/Pi] ∀ i ∈ [1 . . . n + 1].
1. Si ∃ k ∈ [1 . . . n] tel que Pk  Pn+1 (Figure A.5(a)) alors en se servant du
Lemme A.13, nous avons :
Last(u1[C/Pk]) =N Last(u
2[C/Pk]). (A.7)
Puisque t est complet alors il existe des instances Ji telles que ∀ i ∈ [1 . . . n],
u1[C/Pi]  Ji et Ji ∈ Instances(C/P′i , t) (cf. Figure A.5(a)). ∀ i ∈ [1 . . . n], posons
u1[C/P′i ] = u
2[C/P′i ] = Ji. En considérant ces instances Ji pour les chemins C/P
′
i
et en utilisant le Lemme A.11, nous pouvons affirmer que ∀ i, j ∈ [1 . . . n + 1]
(rappelons que nous avons P′n+1=Pn+1) :
isInst_lcp(C/P′i , u
1[C/P′i ], C/P
′
j , u
1[C/P′j ]) = vrai (A.8)
et isInst_lcp(C/P′i , u
2[C/P′i ], C/P
′
j , u
2[C/P′j ]) = vrai. (A.9)
Ainsi dans ce cas, nous avons bien des projections u1 et u2 satisfaisant A.5 et A.6.
n
n
Pi
Pn+1
P
′
i
Pi
Pn+1
Pk
P
′
i
Pi
P
′
i
Pn+1
P
′
i
Pi
Pn+1
P
′
i
P
′
i
P
′
i
P
′
i
Pi Pi
Pn+1 Pn+1
(a) (b) (c) (d)
Figure A.5 – Représentation graphique des chemins et des projections possibles. Cas (a) : Chemin Pk ≺ Pn+1
où Pk est l’un des chemins de la partie gauche de f ′ et Pi  P′i . Cas (b) : Identité de nœud pour les derniers
nœuds de Pi. Les deux projections u1 et u2 ont les mêmes instances pour le chemin P′i . Cas (c) et (d) : Égalité
par valeur pour les derniers nœuds de Pi. Dans le cas (c) il y a qu’une seule instance de P′i (Pi  P
′
i ). Dans le
cas (d) il y a deux instances de P′i (Pi  P
′
i ).
2. Sinon lorsque pour tout i ∈ [1 . . . n], Pi 6 Pn+1 et Pi  P′i , nous pouvons considérer
les situations suivantes :
(a) si nous considérons l’identité de nœud, nous avons Last(u1[C/Pi]) =N
Last(u2[C/Pi]) (Figure A.5(b)). Puisque t est complet alors il existe une ins-
tance Ji telle que u1[C/Pi]  Ji et Ji ∈ Instances(C/P′i , t). Posons u
1[C/P′i ] =
u2[C/P′i ] = Ji ;
(b) si nous considérons l’égalité par valeur, nous avons Last(u1[C/Pi]) =V
Last(u2[C/Pi]). Puisque t est complet alors ils existe des instances J1i , J
2
i telles
que u1[C/Pi]  J1i , u
2[C/Pi]  J2i et J
1
i , J
2
i ∈ Instances(C/P
′
i , t).
• si Last(J1i ) =V Last(J
2
i ) alors posons u
1[C/P′i ] = J
1
i et u
2[C/P′i ] = J
2
i (Fi-
gure A.5(c)) ;
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• sinon si Last(J1i ) 6=V Last(J
2
i ) alors puisque Pi  P
′
i et Last(u
1[C/Pi]) =V
Last(u2[C/Pi]), il existe deux instances J3i , J
4
i telles que u
1[C/Pi]  J3i ,
u2[C/Pi]  J4i et J
3
i , J
4
i ∈ Instances(C/P
′
i , t), Last(J
1
i ) =V Last(J
4
i ) et
Last(J2i ) =V Last(J
3
i ). Dans ce cas, posons u
1[C/P′i ] = J
1
i et u
2[C/P′i ] =
J4i (Figure A.5(d)).
Ensuite en considérant ces instances Ji pour les chemins C/P′i et en utilisant le
Lemme A.11, nous pouvons affirmer que nous avons (A.8) et (A.9) dans chaque
cas. Puisque u1 et u2 existe et les conditions (A.5), (A.6) sont satisfaites, nous
pouvons conclure que A4 est correct.
A5 : Soit f = (C, (P [N] → Q [N])). La preuve sera faite par contradiction. Supposons que
T 6|= f . D’après la Définition 4.16 il existe deux projections τ1 et τ2 pour la branche
M = {C/P, C/Q} dans T telles que τ1[C/P] =N τ2[C/P] et τ1[C/Q] 6=N τ2[C/Q].
Cependant, puisque τ1[C/P] =N τ2[C/P] nous avons grâce à l’identité de nœud que
l’instance du chemin C/P est la même dans τ1 et τ2. Et par conséquent puisque C/Q
est un préfixe de C/P, le chemin C/Q a aussi la même instance dans τ1 et τ2. Nous
concluons donc que τ1[C/Q] =N τ2[C/Q] qui est contradiction avec notre hypothèse
τ1[C/Q] 6=N τ2[C/Q].
A6 : Soit f = (C, (Parent(P)[E]→ P[E])). La preuve sera faite par contradiction. Supposons
que T 6|= f . D’après la Définition 4.16 il existe deux projections τ1 et τ2 pour la branche
M = {C/P, C/Parent(P)} dans T telles que τ1[C/Parent(P)] =E τ2[C/Parent(P)] et
τ1[C/P] 6=E τ2[C/P]. Cependant, puisque Parent(P) ≺ P et T 6|= f alors en appli-
quant le Lemme A.13 on obtient que l’instance du chemin C/Parent(P) est la même
dans τ1 et τ2. D’après la définition d’un arbre XML nous savons que l’instance de
C/Parent(P) dans τ1 et τ2 n’a qu’un seul attribut pour le label Last(P) et donc l’ins-
tance du chemin C/P est aussi la même dans τ1 et τ2. Ainsi τ1[C/P] =E τ2[C/P] qui
est contradiction avec notre hypothèse τ1[C/P] 6=E τ2[C/P].
A7 : Puisque le nœud contexte est unique, cet axiome est automatiquement satisfait.
A8 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1])) et f ′ = (C/Q, ({P′1 [E1], . . . ,
P′n [En]} → P
′
n+1 [En+1])). La preuve sera faite par contraposée. Nous allons prou-
ver que si T 6|= f ′ alors T 6|= f . Supposons que T 6|= f ′. D’après la Défini-
tion 4.16 nous déduisons qu’il existe deux projections τ1 et τ2 pour la branche
M = {C/Q/P′1, . . . , C/Q/P
′
n+1} dans T telles que
τ1[C/Q/P′1, . . . , C/Q/P
′
n] =Ei ,i∈[1...n] τ
2[C/Q/P′1, . . . , C/Q/P
′
n]
et τ1[C/Q/P′n+1] 6=En+1 τ
2[C/Q/P′n+1].
Puisque P1 = Q/P′1, . . . , Pn+1 = Q/P
′
n+1 alors τ1 et τ2 sont aussi des projections pour la
branche M = {C/P1, . . . , C/Pn+1}. En considérant les projections τ1 et τ2, nous avons
τ1[C/Pn+1] 6=En+1 τ
2[C/Pn+1]. Ainsi on obtient T 6|= f .
A9 : Puisque deux nœuds égaux par identité de nœuds ont également les mêmes valeurs,
alors la dépendance (C, (P [N] → P [V])) est toujours vraie.
⊳
Comme nous venons de prouver que les axiomes A1-A9 sont corrects, nous pouvons les
utiliser pour prouver que les axiomes A10-A13 sont aussi corrects.
Théorème A.4 Les Axiomes A10-A13 sont corrects pour les XFD dans les arbres XML complets.
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Démonstration. Nous supposons un arbre XML T qui est complet par rapport à IP.
A10 : Soit f1 = (C, ({P1 [E1], . . . , Pn [En]} → Q [En+1])). Nous pouvons augmenter f1 avec
{C/P1, . . . , C/Pn} en utilisant l’axiome A2 pour dériver f ′1 = (C, ({P1 [E1], . . . ,
Pn [En]} → {P1 [E1], . . . , Pn [En], Q [En+1]})).
Soit f2 = (C, ({P1 [E1], . . . , Pn [En]} → R [En+2])). Nous pouvons augmenter f2
avec le chemin C/Q en utilisant l’axiome A2 pour dériver f ′2 = (C, ({P1 [E1], . . . ,
Pn [En], Q [En+1]} → {Q [En+1], R [En+2]})).
A partir de f ′1, f
′
2 et en utilisant l’axiome A3 on peut dériver (C, ({P1 [E1], . . . ,
Pn [En]} → {Q [En+1], R [En+2]})).
A11 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})). Puisque {R1, . . . , Rk} ⊆
{Q1, . . . , Qm}, alors en utilisant l’axiome A1 et A10 on obtient f ′ = (C, ({Q1 [E′1], . . . ,
Qm [E′m]} → {R1 [E
′′
1 ], . . . , Rk [E
′′
k ]})). A partir de f , f
′ et en utilisant l’axiome A3 on
peut dériver (C, ({P1 [E1], . . . , Pn [En]} → {R1 [E′′1 ], . . . , Rk [E
′′
k ]})).
A12 : Soit f1 = (C, ({P1 [E1], . . . , Pn [En]} → {Q1 [E′1], . . . , Qm [E
′
m]})). Nous pouvons augmen-
ter f1 avec {C/R1, . . . , C/Rk} en utilisant l’axiome A2 pour dériver f ′1 = (C, ({P1 [E1],
. . . , Pn [En], R1 [E′′1 ], . . . , Rk [E
′′
k ]} → {Q1 [E
′
1], . . . , Qm [E
′
m], R1 [E
′′
1 ], . . . , Rk [E
′′
k ]})).
Soit f2 = (C, ({Q1 [E′1], . . . , Qm [E
′
m], R1 [E
′′
1 ], . . . , Rk [E
′′
k ]} → S [Es])). A partir de f
′
1, f2 et
en utilisant l’axiome A3 nous dérivons (C, ({P1 [E1], . . . , Pn [En], R1 [E′′1 ], . . . , Rk [E
′′
k ]} →
S [Es])).
A13 : Soit f = (C, ({P1 [E1], . . . , Pn [En]} → Pn+1 [En+1])). Avec l’axiome A7 nous avons
∀ C/P0, f ′ = (C, (P0 [E0] → [] [E])). ∀i ∈ [1, . . . , n] soit P′i = [], nous avons
Pi ∩ Pn+1 = [] et [] PL P′i PL Pi et en utilisant l’axiome A4 sur la XFD f on
obtient f ′′ = (C, ([] [E] → Pn+1 [En+1])). Finalement en utilisant l’axiome A3 sur f ′ et
f ′′, nous obtenons (C, (P0 [E0] → Pn+1 [En+1])).
⊳
A.5 Système d’axiomes : Preuve de complétude
La preuve de complétude des axiomes d’Armstrong dans le modèle relationnel est basée
sur une relation particulière r ayant deux tuples de valeurs. Cette relation particulière est
définie telle que pour un ensemble d’attribtut V inclus dans l’ensemble des attributs de r,
– les valeurs des deux tuples pour les attributs qui sont dans V+ sont égaux et
– les valeurs des deux tuples pour les attributs qui sont pas dans V+ sont différents.
Nous allons utiliser la même approche en définissant un arbre XML particulier avec ces
mêmes propriétés. Nous souhaitons donc construire un arbre XML possédant deux ins-
tances (sauf pour la racine) pour chaque chemin P ∈ IP. Cependant l’exemple ci-dessous
montre que selon certaines conditions imposées aux chemins, il n’est pas possible d’avoir
deux instances pour chaque chemin P dans IP.
Exemple A.5 Nous voulons construire un arbre complet ayant exactement deux instances
pour chaque chemin dans IP. Considérons l’égalité par valeur et deux chemins C/P et C/Q
tels que P ≺ Q. Soient IP1 et IP2 les deux instances de C/P dans l’arbre t. Et soient IQ1
et IQ2 les deux instances de C/Q dans l’arbre t. Supposons que Last(IP1) =V Last(IP2)
et Last(IQ1) 6=V Last(IQ2). Dans cette situation, la dépendance fonctionnelle (C, (P → Q))
n’est pas satisfaite par cet arbre. Nous pouvons donc appliquer le Lemme A.13 pour conclure
qu’il existe une instance de P qui est un préfixe de deux instances du chemin Q. Comme
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nous voulons deux instances pour chaque chemin, pour avoir deux instances de Q il faut
que Last(IP1) =N Last(IP2). Par conséquent nous ne pouvons pas avoir dans l’arbre deux
instances pour P. En effet dans cette situation, la Figure A.6 illustre le fait qu’un arbre ayant
deux instances de P et respectant les contraintes Last(IP1) =V Last(IP2) et Last(IQ1) 6=V
Last(IQ2), doit avoir quatres instances de Q.
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Figure A.6 – Un arbre XML montrant l’impossibilité d’avoir toujours deux instances pour tous chemins P et
Q tels que P ≺ Q et Last(IP1) =V Last(IP2) et Last(IQ1) 6=V Last(IQ2)
Maintenant supposons que l’identité de nœud est une condition imposée sur les deux
instances d’un chemin P. Nous aurons donc Last(IP1) =N Last(IP2), ce qui fait que dans
cette situation P ne peut avoir qu’une seule instance.
⊠
En nous basant sur les remarques de l’Exemple A.5, nous allons maintenant définir notre
arbre spécial qui aura donc au plus deux instances pour chaque chemin dans IP.
Définition A.4 (Arbre bi-instance)
Soit F un ensemble de XFD. Soit T = (t, type, value) un document XML où l’arbre t
construit à partir des propriétés ci-dessous, est appelé un arbre bi-instance. Soient IP l’en-
semble des chemins simples associés à T , C/X ⊆ IP et ~E les types d’égalités associés à X.
Par |Instances(C/P, t)|, nous désignons le nombre d’instances du chemin C/P dans t.
propriétées de construction :
1. Pour chaque C/P ∈ IP, |Instances(C/P, t)| est au plus égale à 2 (Soient I1 et I2 ces ins-
tances) et lorsque |Instances(C/P, t)| = 2 :
(a) nous avons C/P[V] ∈ (C, X[~E])+ ssi Last(I1) =V Last(I2) ;
(b) nous avons C/P[E′] 6∈ (C, X[~E])+ ssi Last(I1) 6=E′ Last(I2).
2. Pour chaque C/P ∈ IP, |Instances(C/P, t)| = 2 sauf dans les cas suivants :
(a) le chemin C/P est le contexte (P = []), ou
(b) (C, (X [~E]→ P [N])) ou
(c) en considérant l’égalité par valeur, |Instances(C/P, t)| = 2 provoque la violation de
la condition 1 pour un autre chemin C/Q ∈ IP tel que P ≺ Q, ou
(d) Last(P) ∈ Σatt et Parent(C/P) vérifie les conditions 2a, ou 2b, ou 2c.

Lemme A.14 Soit F un ensemble de XFD, soit T = (t, type, value) un document XML où t est un
arbre bi-instance. Soit IP l’ensemble de chemins associés à T et soit C/X ⊆ IP et ~E les types d’égalités
associés à X. Les propriétés suivantes sont vérifiées pour t :
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1. si C/P ∈ IP et |Instances(C/P, t)| = 1 alors C/P[E′] ∈ (C, X[~E])+.
2. si P, Q ∈ IP, P  Q et il existe une instance IP ∈ Instances(P, t), et deux instances IQ1 et
IQ2 ∈ Instances(Q, t) telles que IP  IQ1 et IP  IQ2 alors |Instances(P, t)| = 1.
3. si C/P ∈ IP alors C/P[E′] ∈ (C, X[~E])+ ssi T |= (C, (X [~E]→ P [E′])).
Démonstration.
1. Selon la Définition A.4, lorsque |Instances(C/P, t)| = 1 alors nous sommes dans l’une
des conditions 2a-2d.
En premier considérons le cas 2a et supposons que P = []. En appliquant l’axiome
A7 (Unicité du contexte) nous avons ∀ Pi ∈ X, (C, (Pi [Ei] → P [E′])) et donc P[E′] ∈
(C, X[~E])+.
En second lieu considérons le cas 2b et supposons que (C, (X [~E] → P [N])). En
appliquant l’axiome A9 (De l’identité par nœud à l’égalité par valeur) nous avons
(C, (P [N] → P [V])) et par transitivité (A3) nous obtenons (C, (X [~E] → P [V])). Ainsi
nous obtenons aussi dans ce cas que P[E′] ∈ (C, X[~E])+.
En troisième lieu considérons le cas 2c et supposons que P 6= [] et que Last(P) 6∈ Σatt.
Soit IP1 l’instance de P dans t. Nous allons faire une preuve par induction sur le nombre
de chemins Q1, . . . , Qn (∀ i ∈ [1 . . . n], C/Qi ∈ IP et P ≺ Qi) qui impose à C/P d’avoir
qu’une seule instance dans t (comme indiqué par la condition 2c de la Définition A.4).
Nous avons les situations suivantes pour n = 1 (seul C/Q1 impose à C/P d’avoir une
seule instance dans t ) :
(a) Si |Instances(C/Q1, t)| = 1 alors selon la Définition A.4(2), soit (C, (X [~E] →
Q1 [N])) ou soit il existe un chemin Q′ qui impose au chemin Q1 d’avoir une
seule instance. Dans le premier cas puisque (C, (X [~E] → Q1 [N])) et en appli-
quant l’axiome A5 (Unicité des Ascendants) on a (C, (Q1 [N] → P [N])) alors
par transitivité on obtient (C, (X [~E] → P [N])). En appliquant l’axiome A9 (De
l’identité par nœud à l’égalité par valeur) nous avons (C, (P [N] → P [V])) et par
transitivité (A3) nous obtenons (C, (X [~E] → P [V])). Ainsi nous obtenons que
C/P[E′] ∈ (C, X[~E])+. Dans le deuxième cas puisque P ≺ Q1 alors le chemin Q′
impose aussi à P d’avoir qu’une seule instance dans t. Ce cas n’est donc pas pos-
sible puisque Q1 est supposé être le seul chemin qui impose à P d’avoir qu’une
seule instance dans t.
(b) Si |Instances(C/Q1, t)| = 2 et C/Q1[E′′] ∈ (C, X[~E])+ alors soient IQ1,1 et IQ1,2 les
deux instances de Q1. Supposons que le sous-arbre concernant l’instance de P
ait le format illustré dans la Figure A.7(a). Comme C/Q1[E′′] ∈ (C, X[~E])+, nous
avons Last(IQ1,1) =V Last(IQ1,2). Afin d’assurer que t est un arbre bi-instance,
nous allons vérifier s’il n’est pas possible d’avoir un arbre bi-instance avec deux
instances de P et qui respecte les conditions imposées sur Q1. Considérons l’arbre
t′ de la Figure A.7(b) identique à t sauf pour le sous-arbre concernant l’instance
de P. L’arbre t′ a deux instances de P et deux instances de Q1 (I′Q1,1 et I
′
Q2,1
)
telles que Last(I′Q1,1) =V Last(I
′
Q2,1
) =V Last(IQ1,1). Notons que l’arbre t
′ est un
arbre bi-instance même si C/P[E′] ∈ (C, X[~E])+ ou C/P[E′′] 6∈ (C, X[~E])+. Si
C/P[E′] ∈ (C, X[~E])+ alors les deux instances I′P1 et I
′
P2 de P dans t
′ sont telles
que Last(I′P1) =V Last(I
′
P2). Sinon si C/P[E
′] 6∈ (C, X[~E])+ alors pour les deux
instances on a Last(I′P1) 6=V Last(I
′
P2). Ainsi t
′ est un arbre bi-instance. L’exis-
tance d’un arbre bi-instance t′ ayant deux instances de P prouve que lorsque
C/Q1[E′′] ∈ (C, X[~E])+ et |Instances(C/Q1, t)| = 2, l’arbre t ne respecte pas la
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condition 2c de la Définition A.4. Ainsi t n’est pas un arbre bi-instance. En ré-
sumé il n’est pas possible d’avoir C/Q1[E′′] ∈ (C, X[~E])+ avec deux instances de
Q1 et que Q1 soit le chemin qui impose à P d’avoir une seule instance.
v
1
p
v
1
r
v
2
r
v
1
q
v
2
q
IP1
I
Ri
1,1
I
Ri
1,2
IQ1,1
IQ1,2
(a)
v
1
′
p
v
1
′
r
v
1
′
q
v
2
′
p
v
2
′
r
v
2
′
q
I′
P1
I′
Ri
1,1
I′
Q1,1
I′
P2
I′
Ri
2,1
I′
Q2,1
(b)
Figure A.7 – Construction d’un nouveau arbre bi-instance t′ avec Q1[E′′] ∈ (C, X[~E])+
(c) Si |Instances(C/Q1, t)| = 2 et C/Q1[E′′] 6∈ (C, X[~E])+ alors soient IQ1,1 et IQ1,2
les deux instances de Q1. Selon la Définition A.4, nous avons Last(IQ1,1) 6=V
Last(IQ1,2). Supposons que le sous-arbre concernant l’instance de P ait le format
illustré dans la Figure A.8(a). Afin d’assurer que t est un arbre bi-instance, nous
allons vérifier s’il n’est pas possible d’avoir un arbre bi-instance avec deux ins-
tances de P et qui respecte les conditions imposées sur Q1. Nous avons :
– Premièrement considérons que C/P[E′] 6∈ (C, X[~E])+ et que l’arbre t′ de la
Figure A.8(b) est identique à t sauf pour le sous-arbre concernant l’instance
de P dans la Figure A.8(a). Avec les mêmes arguments que dans le cas 1b,
l’existence d’un arbre bi-instance t′ contredit le fait que t soit un arbre bi-
instance.
– Finallement considérons que C/P[E′] ∈ (C, X[~E])+. Puisque C/Q1[E′′] 6∈
(C, X[~E])+, alors en appliquant le Lemme A.13, nous pouvons déduire qu’un
arbre avec deux instances de P est l’arbre t′ de la Figure A.8(c) identique à t
sauf pour le sous-arbre concernant l’instance de P dans la Figure A.8(a). En
effet t′ n’est pas un arbre bi-instabce parce que |Instances(C/Q1, t)| = 4. Par
conséquent le fait que t est un arbre bi-instance est justifié et donc nous avons
C/P[E′] ∈ (C, X[~E])+.
En résumé les seules situations qui justifient le fait que P ne possède qu’une seule
instance dans t, est lorsqu’il existe un chemin C/Q1 ∈ IP tel que P ≺ Q1 et :
(i) |Instances(C/Q1, t)| = 1 et C/Q1[N] ∈ (C, X[~E])+, ou
(ii) |Instances(C/Q1, t)| = 2 et C/Q1[V] 6∈ (C, X[~E])+.
Ainsi |Instances(C/P, t)| = 1 et nous avons C/P[E′] ∈ (C, X[~E])+.
Maintenant supposons que ∀m < n, les chemins C/Q1, . . . , C/Qm imposent à C/P
d’avoir qu’une seule instance dans t et ∀ i ∈ [1 . . . m], P ≺ Qi, (i) |Instances(C/Qi, t)| =
1 et C/Qi[N] ∈ (C, X[~E])+ ou (ii) |Instances(C/Qi, t)| = 2 et C/Qi[V] 6∈ (C, X[~E])+,
et on a C/P[E′] ∈ (C, X[~E])+. Nous allons prouver que C/P[E′] ∈ (C, X[~E])+ lorsque
les chemins C/Q1, . . . , C/Qn imposent à C/P d’avoir une seule instance dans t. Nous
avons :
– s’il existe un chemin R tel que Parent(R) = P et |Instances(C/R, t)| = 1 alors
il existe un chemin Q′ qui impose à R d’avoir une seule instance. Par hypothèse
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Figure A.8 – Construction d’un nouveau arbre bi-instance t′ avec Q1[E′′] 6∈ (C, X[~E])+
d’induction R ≺ Q′, (i) |Instances(C/Q′, t)| = 1 et C/Q′[N] ∈ (C, X[~E])+ ou (ii)
|Instances(C/Q′, t)| = 2 et C/Q′[V] 6∈ (C, X[~E])+, et on a C/R[E′] ∈ (C, X[~E])+.
Pour les mêmes raisons que pour les situations 1a et 1c ci-dessus nous pouvons
conclure qu’à cause de Q′, C/P[E′] ∈ (C, X[~E])+.
– Sinon nous sommes dans la situation où pour tous les chemins Ri fils de P,
|Instances(C/Ri, t)| = 2. Nous pouvons distinguer les deux cas suivants :
• pour tous les chemins Ri nous avons C/Ri[V] ∈ (C, X[~E])+. Cette situation
est similaire à la situation 1b. Par conséquent nous pouvons construire un
arbre avec deux instances de P qui soit una arbre bi-instance respectant les
contraintes sur les chemins Ri. Ainsi l’arbre t (avec une seule instance de P)
considéré au début n’est pas un arbre bi-instance.
• il existe un chemin Rj tel que C/Rj[V] 6∈ (C, X[~E])+. Cette situation est
similaire à la situation 1c. Par conséquent nous ne pouvons pas construire
un arbre avec deux instances de P qui soit un arbre bi-instance respectant les
contraintes sur le chemin Rj. Ainsi nous concluons que C/P[E′] ∈ (C, X[~E])+.
En dernier considérons le cas 2d de la Définition A.4. Nous supposons
que Last(P) ∈ Σatt. Nous allons en premier prouver par contradiction que
|Instances(C/Parent(P), t)| = 1. Supposons que |Instances(C/Parent(P), t)| 6= 1.
Par conséquent |Instances(C/Parent(P), t)| = 2 puisque t est un arbre bi-instance.
Et comme l’arbre t est un arbre complet, chacun des deux instances de Parent(P)
doit avoir un nœud attribut Last(P) et donc |Instances(C/P, t)| = 2. Nous obtenons
une contradiction avec l’hypothèse |Instances(C/P, t)| = 1. En conclusion l’arbre t
ne possède qu’une seule instance pour le chemin Parent(P). Notons que puisque
Last(Parent(P)) ∈ Σele, nous avons déjà prouvé que C/Parent(P)[E′] ∈ (C, X[~E])+.
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En appliquant l’axiome A6 (Unicité de l’attribut) nous obtenons (C, (Parent(P) [E′] →
P [E′])) et nous pouvons conclure que C/P[E′] ∈ (C, X[~E])+.
2. La preuve sera faite par contradiction et nous supposons que |Instances(P, t)| 6= 1.
En considérant l’arbre t, |Instances(P, t)| doit être égale à 2. Par hypothèse, nous sa-
vons qu’il existe une instance IP de P telle que IP  IQ1 et IP  IQ2 . A présent
soit I′P la seconde instance de P. Puisque t est complet alors il existe une instance
IQ3 ∈ Instances(Q, t) telle que IP′  IQ3 et donc |Instances(Q, t)| ≥ 3. Il y a donc une
contradiction avec le fait que l’arbre bi-instance t a exactement un ou deux instances
pour chaque chemin dans IP. Cette propriété est illustrée dans la Figure A.9.
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Figure A.9 – L’ajout d’une instance de P dans l’arbre de (a) implique |Instances(Q, t)| ≥ 3 pour l’arbre de
(b)
3. (→) : Selon la Définition A.4 et le Lemme A.14(1) nous avons : si C/P[E′] ∈ (C, X[~E])+
alors |Instances(C/P, t)| = 1 ou |Instances(C/P, t)| = 2 et il existe I1, I2 instances du
chemin C/P telles que I1 =V I2. Puisque C/X[~E] ⊆ (C, X[~E])+, nous avons aussi que
pour tout Pi ∈ X, |Instances(C/Pi, t)| = 1 ou |Instances(C/Pi, t)| = 2 et il existe Ii1, I
i
2
instances du chemin C/Pi telles que Ii1 =V I
i
2. Ainsi en se référant à la Définition 4.16
nous pouvons conclure que T |= (C, (X [~E]→ P [E′])).
(←) : Si |Instances(C/P, t)| = 1 alors en utilisant le Lemme A.14(1) nous avons
C/P[E′] ∈ (C, X[~E])+. Sinon si |Instances(C/P, t)| = 2, nous savons qu’à partir de
l’hypothèse que les deux instances I1, I2 du chemin C/P sont telles que I1 =V I2. Selon
la Définition A.4 nous obtenons C/P[E′] ∈ (C, X[~E])+.
⊳
Nous avons maintenant le matériel nécessaire pour prouver que notre système d’axiomes
est complet, c’est à dire qu’étant donné un ensemble de XFD F et à partir de notre système
d’axiomes nous pouvons engendrer toutes les XFD f telle que F |= f .
Théorème A.5 Si F |= f alors F ⊢ f .
Démonstration. Pour pouvoir atteindre notre but, nous allons prouver la contraposée :
si F 6⊢ f alors F 6|= f .
Soit f = (C, ({P1 [E1], . . . , Pn [En]} → {Pn+1 [En+1] . . . Pn+m [En+m]})). Nous posons X =
{P1, . . . , Pn}, Y = {Pn+1, . . . , Pn+m}, C/X, C/Y sont inclus dans IP, ~E = E1, . . . , En et ~E f =
En+1, . . . , En+m. Si F 6|= f alors il existe un document XML qui satisfait F mais qui ne
satisfait pas f . La preuve va consister à prouver l’existence d’un tel document.
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Nous allons supposer un document XML T = (t, type, value) où t est un arbre bi-instance
défini sur l’ensemble de chemins C/X = {C/P1, . . . , C/Pn}, et montrer que T est l’un des
documents que nous cherchons.
Fait 1 : T |= F .
Nous allons faire une preuve par contradiction. Supposons que T 6|= g où g est une XFD (C,
({Q1 [E′1], . . . , Qk [E
′
k]} → Qk+1 [E
′
k+1])) dans F . D’après la Définition 4.16, comme T 6|= g
nous pouvons déduire qu’il existe deux projections τ1 = Π1M(T ) et τ
2 = Π2M(T ) pour la
branche M = {C/Q1, . . . , C/Qk+1} dans T telle que :
τ1[C/Q1, . . . , C/Qk] =~E′ τ
2[C/Q1, . . . , C/Qk] avec ~E′ = E
′
1, . . . , E
′
k et (A.10)
τ1[C/Qk+1] 6=E′k+1 τ
2[C/Qk+1]. (A.11)
A partir de (A.11) nous savons que Π1M(T )[C/Qk+1] 6= Π
2
M(T )[C/Qk+1] et que
|Instances(Qk+1, t)| = 2. D’après la Définition A.4(1), nous obtenons :
C/Qk+1[E
′
k+1] 6∈ (C, X[~E])
+. (A.12)
D’après la Définition 4.12, nous savons que les instances de chemins pour une même projec-
tion coïncident sur leur plus long préfixe commun. Formellement, pour chaque combinaison
de chemins Qi et Qj telles que 1 ≤ i ≤ k + 1 et 1 ≤ j ≤ k + 1, nous avons :
En considérant Π1M(T )
isInst_lcp(C/Qi, Π1M(T )[C/Qi], C/Qj, Π
1
M(T )[C/Qj]) = vrai et (A.13)
En considérant Π2M(T )
isInst_lcp(C/Qi, Π2M(T )[C/Qi], C/Qj, Π
2
M(T )[C/Qj]) = vrai (A.14)
et nous pouvons aussi déterminer les nœuds spéciaux suivants pour 1 ≤ i ≤ k :
v1i,k+1 = Last(Π
1
M(T )[C/Qi] ∩Π
1
M(T )[C/Qk+1]) et (A.15)
v2i,k+1 = Last(Π
2
M(T )[C/Qi] ∩Π
2
M(T )[C/Qk+1]) (A.16)
En se basant sur (A.13) et (A.14) avec la Définition 4.5 nous savons que les positions v1i,k+1 et
v2i,k+1 existent dans t. Nous pouvons distinguer les deux cas suivants :
(a) v1i,k+1 = v
2
i,k+1
(b) v1i,k+1 6= v
2
i,k+1
et pour chaque valeur de i dans [1 . . . k] nous allons choisir un chemin C/Ri ∈ IP respectant
la propriété suivante qui est la condition nécessaire pour appliquer l’axiome A4 (Branche
préfixe) :
C/Ri[E′i ] ∈ (C, X[~E])
+ et Qi ∩Qk+1  Ri  Qi (A.17)
– lorsque nous sommes dans le cas (a), nous allons poser Ri = Qi ∩ Qk+1 qui respecte
clairement la propriété (A.17). Ce cas est illustré dans la Figure A.10(a). En se servant
de (A.11) nous savons que Π1M(T )[C/Qk+1] 6=Ek+1 Π
2
M(T )[C/Qk+1].
Puisque v1i,k+1 = v
2
i,k+1, les instances du plus long préfixe commun de (A.15) et (A.16)
sont les mêmes et correspond à l’instance de Ri (notons le IRi ) c’est à dire,
IRi = Π
1
M(T )[C/Qi] ∩Π
1
M(T )[C/Qk+1] = Π
2
M(T )[C/Qi] ∩Π
2
M(T )[C/Qk+1] (A.18)
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Comme nous avons IRi = Π
1
M(T )[C/Qi] ∩ Π
1
M(T )[C/Qk+1]  Π
1
M(T )[C/Qk+1] et
aussi IRi = Π
2
M(T )[C/Qi] ∩ Π
2
M(T )[C/Qk+1]  Π
2
M(T )[C/Qk+1], en appliquant le
Lemme A.14(2), nous obtenons |Instances(C/Ri, T )| = 1. Ainsi en se servant du
Lemme A.14(1), nous obtenons que C/Ri[E′i ] ∈ (C, X[~E])
+.
– lorsque nous sommes dans le cas (b), nous allons poser Ri = Qi qui aussi res-
pecte la propriété (A.17). Ce cas est illustré dans la Figure A.10(b). Comme
v1i,k+1 6= v
2
i,k+1, les instances Π
1
M(T )[C/Qi] et Π
2
M(T )[C/Qi] sont toujours diffé-
rents et de même pour les instances associées au chemin Ri. Nous avons donc
|Instances(C/Ri, t)| = 2. A partir de ce fait et du résultat obtenu dans (A.10) nous
avons Π1M(T )[C/Qi] =V Π
2
M(T )[C/Qi]. En se basant sur la Définition A.4(1) nous
concluons que C/Ri[E′i ] ∈ (C, X[~E])
+.
ρ
v1i,k+1 = v
2
i,k+1
v1i v
1
k+1 v
2
i
v2k+1
Ri
Qi
Qk+1 Qi Qk+1
(a)
ρ
v1i,k+1
v1i v
1
k+1
v2i,k+1
v2i v
2
k+1
Qi = Ri
Qk+1
Qi = Ri
Qk+1
(b)
Figure A.10 – Illustration of the two cases (a)v1i,k+1 = v
2
i,k+1 and (b)v
1
i,k+1 6= v
2
i,k+1.
Maintenant comme nous avons la propriété (A.17), en appliquant l’axiome A4 (Branche
préfixe) sur la XFD g =(C, ({Q1 [E′1], . . . , Qk [E
′
k]} → Qk+1 [E
′
k+1])) dans F , nous engen-
drons la XFD g′ = (C, ({R1 [E′1], . . . , Rk [E
′
k]} → Qk+1 [E
′
k+1])). Ensuite nous affirmons que si
C/{R1, . . . , Rk}[~E′] ⊆ (C, X[~E])+ alors C/Qk+1[E′k+1] ∈ (C, X[~E])
+. En effet, en utilisant le
Lemme 4.2 nous savons que (C, (X [~E]→ {R1 [E′1], . . . , Rk [E
′
k]}. A partir de la XFD que nous
venons d’obtenir, et de g′ nous pouvons dériver par transitivité (A3) la XFD (C, (X [~E] →
Qk+1 [E′k+1])) Ainsi selon la Définition 4.22, nous obtenons C/Qk+1[E
′
k+1] ∈ (C, X[~E])
+ qui
est en contradiction avec (A.12) : C/Qk+1[E′k+1] 6∈ (C, X[~E])
+. Nous pouvons donc conclure
que T |= g pour n’importe quelle XFD g ∈ F , c’est à dire que T |= F .
Fait 2 : T 6|= f .
Rappellons qu’au début de la preuve nous avons poser f = (C, (X [~E] → Y [~E f ])).
Comme C/X [~E] ⊆ (C, X[~E])+, alors pour tout Pi ∈ X nous avons Last(Π1M(T )[Pi]) =Ei
Last(Π2M(T )[Pi]) pour deux projections de M sur T . D’après notre hypothèse F 6⊢ f et donc
C/Y [~E f ] 6⊆ (C, X[~E])+. Ainsi il existe au moins un chemin P ∈ Y qui a deux instances I1 et
I2 dans T telles que Last(I1) 6=E Last(I2). Nous déduisons donc que T 6|= f .
Pour résumer nous avons trouver un arbre T tel que T |= F et T 6|= f ce qui fait que la
preuve du Théorème A.5 est achevée.
⊳
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A.6 Algorithme pour la fermeture d’un ensemble de chemins :
Preuve de correction
Dans cette section, nous prouvons que l’Algorithme 2 est correct.
Théorème A.6 L’ensemble calculé par l’Algorithme 2 est égal à (C, X[~E])+.
Démonstration. Nous allons d’abord prouver que l’algorithme termine, ensuite prouver qu’il
est correct et enfin prouver qu’il est complet. Pour plus de simplicité, nous allons omettre
le contexte c’est à dire écrire X[~E] → P[E′] au lieu de la dépendance (C, (X[~E] → P[E′])).
Nous allons aussi parfois omettre les types d’égalités.
Terminaison : L’algorithme termine parce que IP est fini et comme C/X(i) est un sous-
ensemble de IP, nous allons atteindre la valeur j pour i telle que X(j) = X(j+1). Par
conséquent nous avons la garantie que la boucle termine et l’ensemble X(j) est retourné par
l’algorithme. Nous allons maintenant prouver que X+ est égal à X(j) pour cette valeur de i
(à la fin i = j).
Correction (X(j) ⊆ X+) : Nous allons montrer par induction sur i que si un chemin P[E′]
est placé dans X(i) pendant l’éxécution de l’Algorithme 2, alors P[E′] est dans X[~E]+ (ou
X → P[E′] selon la Définition 4.22).
– Cas de base : i = 0. A la ligne 5 de l’Algorithme 2, l’ensemble X(0) contient des chemins
P qui sont dans S, ou T, ou V ou W.
1. si P[E′] = [][N] alors avec l’axiome A7 on obtient X → P.
2. sinon si P[E′] ∈ T alors :
(a) soit P[E′] ∈ X[~E] et donc grâce à l’axiome A1 (Réflexivité) nous avons X[~E]→
P[E′] ;
(b) soit il existe un chemin Q[N] ∈ X[~E] tel que P  Q. Comme nous avons
X[~E] → Q[N], en appliquant l’axiome A5 (Unicité des Ascendants) nous
avons Q[N] → P[N] et par l’Axiome A3 (Transitivité) on obtient X[~E] →
P[N] ;
3. sinon si P[N] ∈ V alors Last(P) ∈ Σatt et il existe un chemin Q[E′] ∈ T ∪ S tel
que Q = Parent(P). Comme nous avons X[~E] → Q[E′], en appliquant l’axiome
A6 (Unicité de l’attribut) nous avons Q[E′]→ P[N] et par l’Axiome A3 on obtient
X[~E]→ P[N].
4. sinon si P[V] ∈ W alors P[N] ∈ S ∪ T ∪ V. Comme nous avons X[~E] → P[N], en
appliquant l’axiome A9 (De l’identité de nœud à l’égalité par valeur) nous avons
P[N]→ P[V] et par l’Axiome A3 on obtient X[~E]→ P[V].
Nous venons de montrer que pour chaque P[E′] ∈ X(0), nous avons X[~E]→ P[E′].
– Induction : Supposons que i > 0 et que X(i−1) contient que des chemins qui sont dans
X[~E]+ (hypothèse). Nous allons maintenant prouver que si P[E′] est placé dans X(i)
alors P[E′] ∈ X[~E]+. A la ligne 11 de l’Algorithme 2, nous avons X(i) = X(i−1) ∪ T ∪
V ∪W.
1. Si P[E′] ∈ X(i−1) alors par hypothèse d’induction, P[E′] appartient aussi à X[~E]+.
2. Sinon si le chemin P[En+1] est dans Y alors il existe une XFD f dans F telle
que l’une des conditions (a)-(b) de la ligne 7 soit satisfaite. Lorsque nous posons
Z = {P1, . . . , Pn} alors si f est de la forme (C, ({P1 [E1], . . . , Pn [En]} → P [En+1]))
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cela revient à écrire (C, (Z → P)) ; sinon si f est de la forme (C′, ({Q/P1 [E1], . . . ,
Q/Pn [En]} → Q/P [En+1])) avec C = C′/Q, en appliquant l’axiome A8 (Exten-
sion du contexte) on obtient aussi (C, (Z → P)). Analysons ces deux conditions :
(a) En premier supposons que Z[~E′] = {P1, . . . , Pn}[~E′] ⊆ X(i−1). Puisque Z[~E′] ⊆
X(i−1), nous savons que Z[~E′] ⊆ X[~E]+ par l’hypothèse d’induction. Ainsi en
appliquant le Lemme 4.2, on obtient X → Z. Par Transitivité (Axiome A3),
X → Z et Z → P entraînent X → P et donc P[E′] ∈ X[~E]+ ;
(b) Finalement supposons qu’il existe des chemins P′1[E1], . . . , P
′
n[En] ∈ X
(i−1) et
∀ k ∈ [1, . . . , n], Pk ∩ P  P′k et (P
′
k  Pk ou P
′
k  P). Comme Z
′ = {P′1, . . . , P
′
n}
respecte ces conditions, nous pouvons appliquer l’axiome A4 (Branche Pré-
fixe) pour obtenir Y → P. Puisque Z′ ⊆ X(i−1), par hypothèse d’induction et
en utilisant le Lemme 4.2 on a X → Z′. Par Transitivité (Axiome A3), X → Z′
et Z′ → P entraînent X → P.
3. sinon si P ∈ T ∪V ∪W alors avec les mêmes arguments qu’au cas de base, nous
avons P[E′] appartient à X[~E]+.
Nous venons de montrer que pour chaque P[E′] ∈ X(i), nous avons X[~E]→ P[E′].
Complétude (X+ ⊆ X(j)) : Montrons maintenant qu’on oublie pas de chemins c’est à dire
que si un chemin P[E′] ∈ X[~E]+ alors P[E′] ∈ X(j). La preuve de cette partie sera faite par
contradiction. Nous allons supposer que P[E′] ∈ X[~E]+ mais que P[E′] 6∈ X(j). Rappelons
que l’Algorithme 2 retourne un résultat seuleument si X(j) = X(j+1).
Supposons que nous avons l’arbre bi-instance t défini sur l’ensemble X(j). Cet arbre bi-
instance t possède au plus deux instances pour chaque chemin dans X(j) tel que les derniers
nœuds des instances :
– sont égaux pour les chemins qui sont dans X(j), et
– sont différents pour les chemins qui ne sont pas dans X(j).
Nous affirmons que t satisfait F . Si ce n’est pas le cas alors il existe une dépendance
f = U → Q dans F qui est violée par t. Pour que f soit violée il faut trouver des instances
de chemin dont les derniers nœuds sont égaux pour des chemins dans U et différents pour
le chemin Q. Si tel est le cas alors à cause des propriétés de t on a U ⊆ X(j) et V 6∈ X(j). Si f
est violée alors nous pouvons utiliser les mêmes arguments que dans la preuve de la com-
plétude de notre système d’axiome (Théorème A.5, Fait 1) pour montrer que f = U → Q
n’est pas violée par t. Il en découle donc que comme V 6⊆ X(j) et U → Q n’est pas violée par
t, alors l’ensemble X(j+1) devrait contenir le chemin Q. Pour cette raison X(j+1) ne peut pas
être le même que X(j) comme on l’a supposé. Comme il y a contradiction nous concluons
finalement que t satisfait F .
Par conséquent l’arbre bi-instance t doit aussi satisfaire X[~E] → P[E′]. La raison est que
P[E′] est supposé être dans X[~E]+ (hypothèse), et donc X[~E] → P[E′] en découle de F
en utilisant le système d’axiomes. Puisque le système d’axiomes est correct, tout arbre qui
satisfait F va aussi satisfaire X → P. Mais la seule raison pour que X → P soit satisfaite par
t est que P[E′] appartienne à X(j). Cela amène donc à une contradiction puisque P[E′] est
supposé ne pas appartenir à X(j) (hypothèse). Nous concluons donc que P[E′] ∈ X(j) qui est
l’ensemble calculé par l’Algorithme 2.
⊳
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A.7 Preuves de correction et de complétude de l’algorithme de cor-
rection
Lemma 5.1 Given a tag c ∈ Σ, a schema S and a threshold th, let S′ be the schema (Σ, c, S.Rules).
A call to correction(t∅,S,th,c) always terminates and returns the set Result s.t. the following propo-
sition holds :
t∅
Result
−→ Ltht∅(S
′).
Proof. The proof is done by induction on the threshold th.
• Basis : If th = 0 then the function correction(t∅, S, 0, c) returns in line 4 (an empty tree is
not locally valid) with Result = ∅. Note that t∅
∅
−→ ∅. Note also that L0t∅(S
′) = {t′ | t′ ∈
L(S′), dist(t∅, t′) = 0} = ∅ since each t′ in L0t∅(S
′) must be equal to t∅ and t∅ is never valid
w.r.t.a schema (it has no root). We can conclude that t∅
∅
−→ L0t∅(S
′).
• Induction step : Suppose that 0 < th and for each 0 ≤ th′ < th the call
correction(t∅, S, th′, c) terminates and the proposition holds for its result. We will show
that correction(t∅, S, th, c) also terminates and the proposition holds for its result.
(a) Termination and soundness : We wish to show that correction(t∅, S, th, c) terminates and
each node operation sequence in Result leads to a tree in Ltht∅(S
′), i.e. a locally valid tree
with root c and whose distance from t∅ is no greater than th.
Note that for 0 < th the call correction(t∅, S, th, c) constructs a matrix Mcv where
Mcv[0][0] = {(add, ǫ, c)} and cost((add, ǫ, c)) = 1 (see function correction, line 11). The
calculation of this first cell is straightforward so it clearly terminates. Then, for each
0 < j ≤ |v|, Mcv[0][j] is obtained by concatenating sequences from M
c
v[0][j − 1] with re-
sults of a new correction of t∅ w.r.t.S (see procedure correctionTransition, lines 7–9) with
th′′ = th− MinCost(Mcv[0][j− 1]). Since the correction of an empty tree induces at least
one node insertion we have th′′ < th. By hypothesis, this new correction terminates and
yields sequences leading to locally valid trees. Finally, lines 2–3 in correctionState gua-
rantee that each final concatenation (if any) added to Result leads to a tree t′ which has a
root c, and whose root’s children form a word valid w.r.t.FSAc. Thus, t′ is necessarily lo-
cally valid, which proves soundness. Note also that the number of columns in Mcv cannot
exceed th. Thus, the algorithm terminates after at most th recursive calls.
(b) Completeness : The proof is done by contradiction. Suppose that there exists a locally valid
tree t′ with root c such that the distance between t′ and t∅ is no greater than th, and t′
cannot be obtained with a node operation sequence in Result.
Note that if t′ ∈ L(S′) and dist(t∅, t′) ≤ th then : (i) each subtree t′|i (with 0 ≤ i ≤ t¯′ − 1)
is locally valid, (ii) dist(t∅, t′|i) < th, (iii) ∑i dist(t∅, t
′|i) < th, (iv) the word v formed by
t′s root’s children is valid w.r.t.FSAc. Note that lines 6–7 in correctionState guarantee that
we test all outgoing transitions for every state reached in FSAc. Thus,
correctionTransition( t∅, S, th−1, c, Mcǫ, s
′, t′(0), Result0)
will have to be called. By hypothesis, the sequence nos0 leading to the subtree t′|0 must
be contained in the Result of this call. Then,
correctionTransition( t∅, S, th−MinCost, c, Mct′(0), s
′′, t′(1), Result1)
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will have to be called with 0 < MinCost ≤ cost(nos0) < th. By hypothesis, the sequence
nos1 leading to subtree t′|1 must again be contained in the Result1 of this call. The same
holds for all subtrees of t′. Thus, t′ can be obtained from t∅ by the operation sequence
nos = 〈 (insert, ǫ, c)〉 ·th AddPre f ix(nos0, 0)·th AddPre f ix(nos1, 1)·th · · · ·th
AddPre f ix(nost¯′−1, t¯′ − 1)
This sequence will necessarily be created in correctionTransition, line 9, and further added
to Result in correctionState, line 3.
⊳
Lemma 5.2 Given a tag c ∈ Σ, a schema S, and a tree t, let S′ be the schema (Σ, c, S.Rules). A call
to correction(t,S,0,c) always terminates and returns the set Result s.t.
t Result−→ L0t (S
′).
Proof. Note that L0t (S
′) = {t′ | t′ ∈ L(S′) and dist(t, t′) = 0}. This set contains only t if t is
locally valid, and no tree otherwise. Note also that the call to correction(t, S, 0, c) terminates :
(i) in line 2 with Result = {nos∅} if t is valid, (ii) in line 4 with Result = ∅ otherwise. In
case (i) Result leads from t to t itself, and in case (ii) to no tree. Thus, the lemma holds.
⊳
Lemma 5.3 Let c ∈ Σ be a tag, S be a schema, t 6= t∅ be a tree, and th > 0 be a threshold. Let u ∈ Σ∗
be a word such that u ∈ L(FSAS.root) and Lcu(S) 6= ∅. The call to correction(t, S, th, c) computes
the matrix Mcu such that, for each 0 ≤ i ≤ t¯ and for each 0 ≤ j ≤ |u|, the following proposition holds :
t〈i− 1〉
Mcu[i][j]−→ {t′ | t′ ∈ Lcu[1..j](S), dist(t〈i− 1〉, t
′) ≤ th}
Proof. Firstly, note that for a non-empty tree t and a positive threshold 0 < th a distance
matrix is necessarily created (function correction, line 8) and filled out.
0 |u|
0
i
t¯
?
h2.2
Figure A.11 – Example of matrix representation for the proof
Secondly, let’s consider the case of i = 0 and j = 0. Note that for a non-empty tree
t the cell Mcu[0][0] can only be filled out in the function correction, lines 13 and 14. Each
of these 2 actions clearly terminates and results in an operation sequence transforming t’s
root (i.e. t〈−1〉) into a root-only tree {(ǫ, c)} with cost no higher than 1. Note also that
Lcu[1..0](S) = L
c
ǫ(S) = {(ǫ, c)}. Thus, the proposition holds for i = 0 and j = 0.
The proof for the remaining cases is done by induction on the depth of the tree t, then
on the row index i, and finally on the column index j. We will use the representation of the
distance matrix Mcu as in Figure A.11 to say that we want to verify the cell which contains
the question mark ’ ?’ knowing that the cells in gray are concerned by the hypothesis.
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1. Basis (depth(t) = 1) : If depth(t) = 1 then t contains only the root tag, i.e. t = {(ǫ, x)} and
t¯ = 0. Consequently, there exists only one i s.t.0 ≤ i ≤ t¯, namely i = 0. Thus, we only need
to show that for each 0 ≤ j ≤ |u| :
t〈−1〉
Mcu[0][j]−→ {t′ | t′ ∈ Lcu[1..j](S), dist(t〈−1〉, t
′) ≤ th}
Further proof is done by induction on column index j.
0 |u|
0 ?
1.1. Basis (depth(t) = 1, i = 0, j = 0) : If j = 0 then we are considering the
same case as above, i.e. i = 0 and j = 0. We have already shown that the
proposition is true for this particular case.
0 |u|
0 h1.2 ?
1.2. Induction step (depth(t) = 1, i = 0, 0 < j) : Suppose that the proposi-
tion is true for a 0 ≤ j′ = j− 1 (h1.2), i.e.
t〈−1〉
Mcu[0][j−1]−→ {t′ | t′ ∈ Lcu[1..(j−1)], dist(t〈−1〉, t
′) ≤ th}.
We will prove that it also holds for j.
Note that with 0<j the cell Mcu[0][j] can only be filled out in function correctionTransition,
line 9. The contents of this cell stems from the threshold-bound concatenation of node ope-
ration sequences in : (i) the cell Mcu[0][j−1], (ii) the result of correcting an empty tree with
an appropriately diminished threshold, and with target root uj. This situation is depicted in
Fig. A.12. By hypothesis h1.2, the calculation of (i) terminates and each element in (i) trans-
forms t〈−1〉 into a partially valid tree with word u[1..(j−1)] formed by the root’s children.
By Lemma 5.1 the calculation of (ii) terminates and each element of (ii) creates a locally valid
tree with root uj. Thus, each concatenation of these elements creates a tree whose :
- root is c,
- root’s children form the word u[1..j]
- all root’s subtrees are locally valid.
In other words this tree is partially valid. The threshold-bound concatenation guarantees
that its distance from t is no greater than th. That proves the termination and the soundness
of the lemma. The completeness can be proved similarly to Lemma 5.1. In each t′ ∈ Lcu[1..j] all
subtrees are locally valid, have the appropriate distance from t and u[1..j] ∈ FSAc. Thus, each
transition in FSAc labeled with uk (1 ≤ k ≤ j) has to be followed, and by hypothesis each
subtree t′|k has to be reachable by a sequence stemming from a call to correctionTransition.
The whole tree t′ can be obtained by concatenating the root correction operation with all
such sequences for 1 ≤ k ≤ j (prefixed by k).
Thus, the proposition holds for any 0 ≤ j with i = 0.
x
Mc
u
[0][m−1]
−→
c
u1 uj−1. . . . . .
AddPrefix(T,j−1)
−→
c
u1 uj−1 uj. . . . . .
Figure A.12 – Combining operation sequences in case of i = 0
2. Induction step (depth(t) > 1) : Suppose that the proposition is true for any tree t′ with
0 ≤ depth(t′) < d (h2). We will prove that it also holds for any tree t with depth(t) = d.
The proof is done by induction on the row index i.
2.1. Basis (depth(t) > 1, i = 0) : With i = 0 we need to show that for each 0 ≤ j ≤ |u| :
t〈−1〉
Mcu[0][j]−→ {t′ | t′ ∈ Lcu[1..j](S), dist(t〈−1〉, t
′) ≤ th}.
The proof is the same as in the case of a tree of depth 1 (see above).
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x
• • •. . . . . .
t〈i− 1〉 =
0 i − 2 i − 1
{(remove,i−1,t∅)}
−→
x
• •. . . . . .
t〈i− 2〉 =
0 i − 2
Mc
u
[i−1][0]
−→ •
c
Figure A.13 – Combining operation sequences in the first column of the distance matrix
2.2. Induction step (depth(t) > 1, i > 0) : Suppose that the proposition is true for any
0 ≤ i′ < i (h2.2). We will prove that is also holds for i. The proof is done by induction on
column index j.
2.2.1. Basis (depth(t) > 1, i > 0, j = 0) : With j = 0 we need to show that :
t〈i− 1〉
Mcu[i][0]−→ {t′ | t′ ∈ {(ǫ, c)}, dist(t〈i− 1〉, t′) ≤ th}
0 |u|
0
i
t¯
?
h2.2
Recall that cell Mcu[0][0] contains at most one operation leading to the
correct root c. Note also that all other cells in the first column can only be
filled out in function correction, line 18. The contents of each of these cells
stems from the threshold-bound concatenation of : (i) removing a subtree
in t, (ii) node operation sequences in the cell above. Thus, the cell Mcu[i][0]
contains at most one operation sequence which represents removing all subtrees in t〈i− 1〉
(from right to left) and possibly relabeling the root, as depicted in Fig. A.13. Obtaining this
sequence (if any) clearly terminates and leads to the root-only tree {(ǫ, c)}, which proves
termination and soundness.
The completeness is straightforward since the only possible element (if any) in {t′ |
t′ ∈ {(ǫ, c)}, dist(t〈i − 1〉, t′) ≤ th} is the root-only tree {(ǫ, c)}. This tree can be obtained
precisely by the unique operation sequence (if any) described above.
2.2.2. Induction step (depth(t) > 1, i > 0, j > 0) : Suppose that the proposition is true for
any 0 ≤ j′ = j− 1 (h2.2.2).
0 j |u|
0
i
t¯
h2.2.2 ?
h2.2
We will prove that it also holds for j. Note that if i > 0
and j > 0 the cell Mcu[i][j] can only be filled out in proce-
dure correctionTransition, lines 16–18. Three cases are to be exami-
ned.
(i) The horizontal correction (line 16) yields threshold-bound concatenations of : (i) the
cell Mcu[i][j− 1], (ii) the result of correcting an empty tree with an appropriately dimi-
nished threshold, and with target root uj. By hypothesis h2.2.2, the calculation of (i)
terminates and each element (if any) in (i) transforms t〈i− 1〉 into a partially valid tree
with word u[1..j − 1] formed by the root’s children. By Lemma 5.1 the calculation of
(ii) terminates and each element (if any) of (ii) creates a locally valid tree with root uj.
Thus, each concatenation of elements in (i) and (ii), provided that it does not exceed
the threshold, creates a tree whose :
- root is c,
- the root’s children form the word u[1..j]
- all root’s subtrees are locally valid.
In other words this tree is partially valid. The threshold-bound concatenation guaran-
tees that its distance from t〈i − 1〉 is no greater than th. That proves the termination
and the soundness of this case.
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(ii) The diagonal correction (line 17) yields threshold-bound concatenations of : (i) the
cell Mcu[i − 1][j − 1], (ii) the result of correcting subtree t|i−1 with an appropriately
diminished threshold th′, and with target root uj. By hypothesis h2.2, the calculation
of (i) terminates and each element (if any) in (i) transforms t〈i − 2〉 into a partially
valid tree with word u[1..j − 1] formed by the root’s children. Note that for (ii) two
cases are possible. Firstly, th may be equal to 0. In that case, by Lemma 5.2, the result
of (ii) is either empty (t|i−1 is not locally valid) or equal to t|i−1 (otherwise). Secondly,
th may be positive. In that case, each element in the result of (ii) necessarily stems
from the cell M
uj
v [ ¯t|i−1][|v|] for a certain v ∈ FSAuj (see procedure correctionState, line
3). Since the subtree t|i−1 necessarily has a smaller depth than t, by hypothesis h2, (ii)
terminates and
t|i−1
M
uj
v [
¯t|i−1 ][|v|]
−→ {t′ | t′ ∈ L
uj
v (S), dist(t|i−1, t′) ≤ th}
In other words, each element in (ii) transforms t|i−1 into a locally valid tree with root
uj. Thus, each concatenation of elements in (i) and (ii), provided that it does not exceed
the threshold, again creates a partially valid tree within the threshold, as depicted in
Fig. A.14. That proves the termination and the soundness of this case.
(iii) The vertical correction (line 18) yields threshold-bound concatenations of : (i) remo-
ving subtree t|i−1, (ii) node operation sequences in the cell Mcu[i − 1][j]. Clearly, (i)
terminates. By hypothesis h2.2, the calculation of (ii) terminates and each element in
(ii) transforms t〈i− 2〉 into a partially valid tree with word u[1..j] formed by the root’s
children. This process, when preceded by deleting subtree t|i transforms the partial
tree t〈i− 1〉 into a partially valid tree. That proves the termination and the soundness
of this case.
x
• • y. . . . . .
t〈i− 1〉 =
0 i-2
c
• • y. . . . . .0 j-2
w
Mc
u
[i−1][j−1]
−→
c
• • uj. . . . . .0 j-2
w
Tc−→
c
• •. . . . . .0 j-1
u
=
Figure A.14 – Combining operation sequences in case of a diagonal correction with w = u1 . . . uj−1
We prove the completeness by contradiction. Let’s suppose that there exists a tree t′ ∈
Lcu[1..j](S) such that dist(t〈i − 1〉, t
′) ≤ th, and no operation sequence in Mcu[i][j] leads from
t〈i− 1〉 to t′. According to the tree distance definition in [100], t′ can be obtained from t〈i− 1〉
by at least one of the three types of corrections (horizontal, diagonal, or vertical correction).
(i) In the horizontal correction : (i) the partial tree t〈i− 1〉 is transformed into the partial
tree t′〈j− 2〉, (ii) the subtree t′|j−1 is inserted. By hypothesis h2.2.2 the cell Mcu[i][j− 1]
must contain the sequence allowing to obtain t′〈j − 2〉 since this partial tree is wi-
thin the threshold and its root’s children form the word u[1..j − 1]. Note also that,
by Lemma 5.1, the subtree t′|j−1 must be reachable by a sequence calculated in
correctionTransition, line 11. Thus, at least one sequence leading to t′ must be obtained.
(ii) In the diagonal correction the partial tree t〈i − 2〉 is transformed into the partial tree
t′〈j− 2〉 and the subtree t|i−1 is transformed into the subtree t′|j−1. By hypotheses h2.2
and h2 at least one corresponding operation sequence must be obtained.
(iii) In the vertical correction the partial tree 〈i− 2〉 is transformed into t′ and the subtree
t|i−1 is deleted. By hypothesis h2.2, and by line 18 in correctionTransition, at least one
corresponding operation sequence must be obtained.
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Theorem 5.1 Given a tree t, a schema S and a threshold 0 ≤ th, a call to correction(t, S, th, S.root)
terminates and returns a set Result such that the following proposition holds :
t Result−→ Ltht (S).
Proof. If th = 0 then the proposition holds by Lemma 5.2. Suppose now that 0 < th.
(a) Termination : The proof is done by induction on the depth of the tree t. If depth(t) = 0
the tree is empty and, by Lemma 5.2, the call to correction(t∅, S, th, S.root) terminates.
Suppose now that the call terminates for each tree t′ s.t.0 ≤ depth(t′) < d. We will
prove that it also terminates for a tree t with depth d. With 0 < th the set Result
can receive new operation sequences only in the procedure correctionState, line 3.
These corrections stem from the matrix MS.rootu for some u ∈ FSAS.root. By Lemma 5.3,
the calculation of each matrix cell terminates. Note that the recursion is induced in
correctionTransition by lines 7, 14, 17 and 26. The recursion in lines 7 and 14 termi-
nates by Lemma 5.1. The recursion in line 17 terminates by the induction hypothesis
since the subtree t|i−1 has a smaller depth than t. Moreover the cells filled out in
lines 9, 16 and 18 necessarily have a higher cost than the cells they have been de-
duced from (Mcv[0][m− 1], M
c
v[i][m−1] and M
c
v[i−1][m], respectively) because at least
one node insertion or deletion is concatenated. Only the concatenation in line 17 can
lead to sequences of the same cost as in the preceding cell Mcv[i−1][m−1]. That can
however happen only for locally valid subtrees, whose number is bounded by t¯. Thus
after at most t¯ + th recursive calls between procedures correctionState (line 7) and
correctionTransition (line 26) all solutions in the current column must have a cost ex-
ceeding th and the recursion stops.
(b) Soundness : With 0 < th the set Result can receive new operation sequences only in the
procedure correctionState, line 3. These corrections stem from the bottom right-hand
cell of the matrix, i.e. MS.rootu [t¯][|u|], for some u ∈ FSAS.root. By Lemma 5.3 we have :
t〈t¯− 1〉
MS.rootu [t¯][|u|]−→ {t′ | t′ ∈ LS.rootu (S), dist(t〈t¯− 1〉, t
′) ≤ th}.
Since t〈t¯− 1〉 = t we get : t
MS.rootu [t¯][|u|]−→ {t′ | t′ ∈ LS.rootu (S), dist(t, t
′) ≤ th}
Note that LS.rootu (S) ⊆ L(S), thus each element in Result leads to a tree that belongs to
Ltht (S), which proves the soundness.
(c) Completeness : The proof is done by contradiction. Suppose that there exists a tree
t′ ∈ Ltht (S) such that no operation in Result leads from t to t
′. Let v be the word
formed by the children of t′s root, i.e. v = t′(0) . . . t′(t¯′ − 1). Note that t′(ǫ) = S.root
since t′ is valid. The function correction necessarily creates a matrix MS.rootǫ in line
8, fills out its first column and the cell MS.rootǫ [0][0] contains the node operation lea-
ding from t(ǫ) to S.root. Further on, the procedure correctionState necessarily tests the
transition in FSAS.root labeled with t′(0). By Lemma 5.3 the second column in MS.roott′(0)
necessarily contains sequences leading from partial trees of t to the partial tree t′〈0〉.
By definition of the tree distance, at least one of these sequences has a cost no higher
than th. Thus, necessarily the procedure correctionState is again called by procedure
correctionTransition, line 26 and the transition labeled with t′(1) is examined. These
calls continue until t′(t¯′ − 1) and each new column contains at least one sequence wi-
thin the threshold. After the transition labeled with t′(t¯′ − 1) is examined the contents
of the cell MS.rootv [t¯][t¯′] is added to Result. By the proof of soundness, this cell leads
from t to t′.
⊳
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Joshua AMAVI
Comparaison et évolution de schémas XML
Résumé. XML est devenu le format standard d’échange de données. Nous souhaitons
construire un environnement multi-système où des systèmes locaux travaillent en harmo-
nie avec un système global, qui est une évolution conservatrice des systèmes locaux. Dans
cet environnement, l’échange de données se fait dans les deux sens. Pour y parvenir nous
avons besoin d’un mapping entre les schémas des systèmes. Le but du mapping est d’assurer
l’évolution des schémas et de guider l’adaptation des documents entre les schémas concernés.
Nous proposons des outils pour faciliter l’évolution de base de données XML. Ces outils per-
mettent de : (i) calculer un mapping entre le schéma global et les schémas locaux, et d’adapter
les documents ; (ii) calculer les contraintes d’intégrité du système global à partir de celles des
systèmes locaux ; (iii) comparer les schémas de deux systèmes pour pouvoir remplacer un
système par celui qui le contient ; (iv) corriger un nouveau document qui est invalide par
rapport au schéma d’un système, afin de l’ajouter au système. Des expériences ont été menées
sur des données synthétiques et réelles pour montrer l’efficacité de nos méthodes.
Mots clés. XML, grammaire de haies, dépendances fonctionnelles, interopérabilité, mapping
de schémas, échanges de données, inclusion relâchée, correction de documents en fonction
d’un schéma, distance d’édition d’arbres.
Comparison and evolution of XML Schema
Abstract. XML has become the de facto format for data exchange. We aim at establishing a
multi-system environment where some local original systems work in harmony with a global
integrated system, which is a conservative evolution of local ones. Data exchange is possible in
both directions, allowing activities on both levels. For this purpose, we need schema mapping
whose is to ensure schema evolution, and to guide the construction of a document translator,
allowing automatic data adaptation wrt type evolution. We propose a set of tools to help
dealing with XML database evolution. These tools are used : (i) to compute a mapping capable
of obtaining a global schema which is a conservative extension of original local schemas, and
to adapt XML documents ; (ii) to compute the set of integrity constraints for the global system
on the basis of the local ones ; (iii) to compare XML types of two systems in order to replace
a system by another one ; (iv) to correct a new document with respect to an XML schema.
Experimental results are discussed, showing the efficiency of our methods in many situations.
Keywords. XML, regular unranked-tree grammar, functional dependency, interoperability,
schema mapping, data exchange, approximative inclusion, document-to-schema correction,
tree edit distance.
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