This study demonstrates effectiveness of ANFIS in bankruptcy prediction which has received a few attentions in the previous bankruptcy studies. A data set consisting of financial ratios of 136 matched bankrupt and non-bankrupt firms in Tehran Stock Exchange (TSE) during 1997-2008. Moreover, two different procedures are used for selecting the predictive variables. The first procedure is using T-statistic feature selection method. Another one is not using any feature selection method. In second procedure, just examination of former researches is used for selecting the predictive variables. The resulting models are estimated with three different data set partitioning patterns. Analysis of empirical results indicates:
INTRODUCTION
Formal analysis on bankruptcy prediction has been started since 1932, and still continues to attract intense interest among academics, practitioners and regulators [1] , Since the pioneering financial ratio model conceptualized by Beaver [2] , bankruptcy prediction models, such as the multivariate analysis technique by Altman [3] , the linear probability model by Myer and Pifer [4] and the logistic regression model by Ohlson [5] have been much-developed. Two last mentioned models give a crisp relationship between explanatory and response variables of the given data set from a statistical view point and not assume multivariate normality [6] .
In recent years, much attention is given to the choice of methodology to overcome the shortcoming and restrictive assumptions of primitive statistical methods. Artificially intelligent expert system techniques which are very efficient for searching an unknown linear or non-linear pattern in a massive data set have been developed. One of the most popular of these techniques is artificial neural networks [7] . Many studies have shown that artificial neural networks (ANN) are more accurate, adaptive and robust in comparison with traditional statistics models [8, 9, 10, and 11] . A review of applications of neural networks in bankruptcy prediction can be found in Atiya [12] . In spite of ANN being good for modeling nonlinear systems they suffer from their inability to explain the steps used to make decisions and incorporate rules in their architecture [13] .
Identification of specific factors or their combination that leads to unfavorable forecast is very important to managers. That is, managers can make more use of conventional or fuzzy interpretable IF THEN rules rather than neural networks [14] .
Since its introduction in 1965 by zadeh [15] , fuzzy set theory received considerable attention, not only in the scientific community but also in the industry. The purpose of fuzzy logic is to map one space (input) to another (output) with relative precision (using ifthen rules). Some researchers have used fuzzy rule-based systems for bankruptcy prediction such as [16] .
Since fuzzy systems do not have much learning capability, it is difficult for human operator to tune the fuzzy rules and membership functions from the training data set. Fuzzy modeling, along with other techniques especially neural network, is recognized as a powerful tool that can facilitate the effective development of prediction models. The rule-based nature of fuzzy models allows better use of information expressed in the form of natural language statement and consequently, makes the models interpretation easier [19, 17] .
There are three different approaches to combining neural networks and fuzzy systems [19] : (1) Concurrent Neural-Fuzzy Model: in this model, fuzzy system is used either before or after neural network. The neural network does not change any parameters in the fuzzy system. (2) Cooperative neuro-fuzzy Model: in this model, a neural network is used to learn certain parameters of fuzzy sets, fuzzy rules or weights of the fuzzy system. The result is a pure fuzzy system. (3) Hybrid neuro-fuzzy Inference system: in this model, the neural network and fuzzy system are no longer separated in this model. This research uses a hybrid neuro-fuzzy model.
Adaptive-Network-Based Fuzzy Inference System (ANFIS) proposed by Roger Jang [20] is one of the ways to integrate neural networks and fuzzy systems ANFIS is the class of adaptive networks which are functionally equivalent to fuzzy inference and has advantages of neural network and fuzzy logic [20] .One important feature of the ANFIS is that is adaptable; the membership function parameter can adapt and change within the learning procedure.
Although this effective approach was first introduced in early 1993s, it has been applied to bankruptcy prediction just in few studies so far.
Ravi Kumar and Ravi [17] applied ANFIS model within ensembles created model. A set of seven classifiers was applied: adaptive neuro fuzzy inference system (ANFIS), support vector machine (SVM), four types of RBF networks, and MLP. The majority voting rule has been used to aggregate ensemble members. Their results indicate that ANFIS, Semi-Online RBF2 and MLP are the most important classifiers among the seven classifiers employed in their study.
The correct classification rate of ANFIS model has been compared with Altman Z-score by Purvinis et al [14] . They showed that the relation between bankruptcy forecast and considered financial ratios is complicated and nonlinear. As they expected ANFIS outperformed Altman Z-score model. Their proposed ANFIS model showed that percentage of right failure and success predictions is 80%.
Advantages of ANFIS over statistical, neural network and fuzzy system and the fact that this method has not been subject of enough empirical studies in bankruptcy prediction studies make further empirical research on this issue quite necessary. This paper contributes in this topic in two aspects. First, we apply ANFIS structure for bankruptcy prediction of the Tehran Stock Exchange (TSE) firms and compare the performance of ANFIS with logistic regression (LR) which is widely used statistical method for binary classification problem. Second, we hybrid ANFIS and LR models with two following alternative feature selection procedure methods and compare the results based on each of them: (1) Selection the most frequent variables in the former bankruptcy prediction literature. (2) Selection variables by T-statistic method.
The variables selected by T-statistic method show to be more stable and accurate in prediction of bankruptcy than other statistical feature selection methods [21] .
Therefore, T-statistic method is applied for selecting predictive variables in this study.
The remaining parts of the paper are organized as follows. Section 2 describes architecture of ANFIS and applied statistical methods. Section 3 describes our proposed prediction model. Empirical results are presented in sections 4. Finally, section 5 provides a summary and conclusion.
DESCRIPTION OF THE APPLIED METHODS

ANFIS and its architecture
ANFIS is a multilayer network-based neural fuzzy system. For illustration, a fuzzy inference system consisting of five layers of adaptive network with two inputs x and y and output z is shown in Fig. 1 .
For the first-order TSK fuzzy model, a typical rule set with two fuzzy "if-then rules" could be as following: The entire system architecture consists of five layers, namely, fuzzification layer, product layer, normalized layer, de-fuzzification layer and total output layer. 
Where x (and y) is the input to node i and Ai (and Bj) is a linguistic label (such as "small" or "large") associated with this node. O1,i is then the membership grade of a fuzzy set A (= A1, A2, B1 and B2). Gaussian parameterized membership function is usually used as the input membership function which guarantees a smooth transition between 0 and 1:
Where { , } is the parameter set.
[Layer 2]: The output of this layer is the product of all the incoming signals and represents the firing strength of a rule:
[Layer 3]: The outputs of this layer are the normalization of incoming firing strengths:
[Layer 4]: Every node i in this layer is an adaptive node with a node function.
4, (p )
Where is a normalized firing strength from layer 3 and { , , } pqrpertaining to the first-order polynomial; these are socalled consequent parameters.
In ANFIS model both structure and parameter learning are performed. In ANFIS model, parameter learning techniques that uses a hybrid learning algorithm is applied to tune the membership functions.
Given the values of premise parameters, the overall output can be expressed as linear combinations of the consequent parameters.
More precisely, Jang [20] proposes that the overall output of the ANFIS model can be written as: 
The above-mentioned nonlinear and linear parameters in premise and consequent parts are adjusted by a hybrid learning algorithm, based on a collection of process data.
Logistic regression model
The logistic regression is a statistical model to distinguish two groups based on some distinguishing variables and has been used in studies of classification, especially in bankruptcy prediction domain [22, 23] . The logistic regression with a dichotomous dependent variable can be expressed in terms of logit or probability form [24] .
From the logistic regression model, the estimated values of the dependent variable (which lie between 0 and 1) can be interpreted as the predicted probability of bankruptcy occurring [24] . In logit model, the ""odds"" is defined as the ratio of the probability of going bankrupt to not going bankrupt or P(B)/(1 -P(B)). Logit model is specified as a linear function of the firm"s independent variables.
Independent sample T-statistic
T-statistic, introduced in 1908 by William Sealy Gosset, can be used to statistic the statistical significance of the difference between two independent or unpaired samples. The independent T-statistic method which is considered as a filtering feature selection method in prediction domain, determines whether the mean of a set of samples is significantly greater or less than the mean of another set of samples. In bankruptcy prediction problem, T-statistic technique is commonly used to test the significance between means of bankrupt and non-bankrupt firms for a specific financial ratio. Then, it proposes the variable as a predictive variable when significant difference exists. In this study we set level of significance equal to 99%.
PROPOSED MODEL
As mentioned in section 1, we decide to compare ANFIS and LR performance by two subset of financial ratios are achieved from examining literature and T-statistic method. The schematic view of proposed procedure for estimating bankruptcy has been shown in Fig .2 . Considering steps of proposed model showing in Fig.2 , we have three main steps to accomplish bankruptcy prediction. 
APPLICATION AND DISCUSSION
Sample selection
This study decides to estimate the bankruptcy prediction model with the financial data of one year prior to financial distress. The dataset consists of non financial firms that are listed on the Tehran Stock Exchange (TSE). The financial institutions have special and different operating and laws [25] ; therefore they are excluded from our dataset. Besides, those firms with missing at least one financial ratio value are also dropped from our sample. As the result, the sample includes 68 bankrupt firms from 1997 through 2008. Since we are going to use matched paired data construction, 68 healthy firms are collected in the same time period and industry as the selected bankrupt firms. Therefore, the resulting sample consists of 136 firms.
Selection of initial and predictive variables
In this study, 25 variables were selected as initial variables which are extensively used in the bankruptcy prediction literature as stated by Ravi Kumar and Ravi [18] . Moreover, these financial ratios were chosen based on availability of necessary data of TSE. Table 1 represents these 25 initial financial ratios. We select the most frequently used variables through the following process. First, we determine the number of times that each variable has been applied in the reviewed studies. Then, we select 6 financial ratios which are applied in 32, 22, 23, 19, 18, 17, studies, respectively, and are adjusted with economical situation of Iran. This frequent subset of variables is called Common variables. On the other hand, by using T-statistic 11 predictive variables that have been significant at 99% are selected. For generating network structure of ANFIS two method has been proposed: grid partition and subtractive clustering techniques [20] . We apply the clustering technique to estimate common-ANFIS models and grid partition technique for estimating T-test-ANFIS models. The parameters of subtractive clustering generating method are the range of influence, squash factor, accepts ratio, and rejection ratio which should be predetermined before the training procedure. The values of all parameters are set at their default values except for the range of influence which is set to be 0.01. In addition, the Gaussian Bell shape membership function will be chosen as a default membership function for each input variable. EBIT/Total asset, Net income/total asset s, Net income/Sales, Cash/total assets, Total debt /equity, Total debts/total assets, Current assets/current debts, Quick assets/ current debts, equity/total asset, Cash/ current debts, cash/ total debt Common variables EBIT/Total asset, Net income/total assets, Working capital/total assets, sales/total assets, retained earning/total assets, Current assets/current debts
Estimation ANFIS and LR prediction models
Prediction models, usually the entire data set is arbitrary divided into two subsamples: a training subsample and a testing subsample. The training subsample is used to estimate the model; however, the testing subsample is employed to assess the model"s predictive capability. Since, the size of training and testing samples may influence the predictive ability of the models, three data partitions are applied. The considered three data partitions by a random sampling procedure are: Subsequently, the model is estimated and its predictive capabilities are examined using each of the above partitioned subsample. It is to be emphasized that in order to avoid significant unlearning, as [13] points out, the data set used to train the network should contain some of both bankrupt and healthy firms in a random order. Using For grid partition method we set 2 Gaussian Bell shape membership function for each variable. Characteristics of each structure of FIS are summarized in Table 3 . Common-LR and T-statistic-LR models are also estimated for three partitioning data patterns. The statistical results shows that all of the estimated LR models are meaningful, however, some of financial ratio"s coefficients are not significant. The classification of a firm is determined by a cutoff value which is set to balance Type I and Type II errors. A firm with a predicted value greater than this cutoff value is considered as bankrupt, otherwise a healthy firm [25] . We assume the costs of Type I error and Type II errors are equal and the value of cutoff is 0.5. It means that if the estimated output is greater than 0.5, the firm would be predicted as bankrupt.
Assessment and comparison of model's performance
In this section, the detailed comparison of the constructed models is accomplished. In order to compare of model"s performance, prediction accuracy, Type I error and Type II error which are wellknown performance measures in bankruptcy prediction problem are used. Prediction accuracy can be computed as the percentage of the firms that are correctly classified to the healthy or bankrupt firms. This concept is a widely used measure of predictive accuracy [26] . Type I error occurs when a healthy firm is incorrectly classified as a bankrupt firm and Type II error occurs when a bankrupt firm is being classified as a healthy firm. Since, Type I error is more critical than Type II error in bankruptcy prediction problem [27] , models with higher prediction accuracy (least Type I error) are preferred.
The classification results of both training and hold-out samples for ANFIS and LR models for three partitioning data patterns are presented in table 4, 5 and 6. 
CONCLUSIONS
So far, a few studies has applied ANFIS model for bankruptcy prediction. To address the lack of empirical researches in this topic, in this paper we apply ANFIS model for bankruptcy prediction and compare its performance with logistic regression model. We give a special attention to preprocessing feature selection procedure using T-statistic method and previous literature examining. 
