We present lattice QCD results for the wave function normalization constants and the first moments of the distribution amplitudes for the lowest-lying baryon octet. The analysis is based on a large number of N f = 2 + 1 ensembles comprising multiple trajectories in the quark mass plane including physical pion (and kaon) masses, large volumes, and, most importantly, five different lattice spacings down to a = 0.039 fm. This allows us to perform a controlled extrapolation to the continuum and infinite volume limits by a simultaneous fit to all available data. We demonstrate that the formerly observed violation of flavor symmetry breaking constraints can, indeed, be attributed to discretization effects that vanish in the continuum limit.
Introduction
Hard exclusive reactions involving large momentum transfer between the initial and final state hadron are most sensitive to the leading Fock states with a small number of partons and to the distribution of the longitudinal momentum amongst these constituents, which is encoded in light-cone distribution amplitudes (DAs) [1] [2] [3] . This opens up a complementary view on hadron structure compared to the usual parton distributions and form factors, which do not provide information on the individual Fock states.
Pinning down DAs solely from experimental measurements is a formidable task, since they appear in convolutions with a hard scattering kernel and, at available momentum transfers, are affected by soft corrections. These can be taken into account using light-cone sum rules [4] [5] [6] . Furthermore, exclusive channels face the generic difficulty that the final state phase space is very small and that reactions with a small number of final state hadrons are powersuppressed at high momentum transfer. Hence, complementary input and guidance from theoretical tools that can be applied in the nonperturbative regime and allow us to narrow down the set of possible models and parametrizations is of vital importance. This article is the capstone of a long-term effort to determine baryon distribution amplitudes from lattice QCD using dynamical clover fermions. This project began more than a decade ago with the N f = 2 studies of nucleon DAs [7, 8] and subsequently also explored the negative parity partner of the nucleon [9] [10] [11] [12] . The new N f = 2 + 1 ensembles generated more recently within the CLS (Coordinated Lattice Simulations) effort [13] 1 include dynamical strange quarks and have recently allowed for a first determination of hyperon distribution amplitudes [14] on four ensembles at a single lattice spacing. The current work extends this analysis to 40 ensembles covering the whole CLS landscape, which contains multiple trajectories in the quark mass plane (including physical pion and kaon masses), large volumes, and five different lattice spacings down to a = 0.039 fm. Using this wealth of data we determine, for the first time, the moments of nucleon and hyperon DAs in the physical continuum limit by performing a controlled extrapolation to the physical meson masses, the infinite volume, and, most importantly, to zero lattice spacing. For moments of pseudoscalar meson DAs we have recently presented a similar determination in Ref. [15] .
Relying on the groundwork of Refs. [14, [16] [17] [18] , we will give a concise discussion of the theoretical formalism in Section 2, followed, in Section 3, by a brief presentation of the lattice framework. Section 4 contains a detailed description of our analysis strategy as well as a discussion of the final results. We summarize our findings in Section 5.
2 Three-quark distribution amplitudes 2 
.1 Leading-twist distribution amplitudes
Baryon DAs [2, 3, 19] are defined as matrix elements of renormalized three-quark operators (we use the scheme proposed in Ref. [20] ) at light-like separations:
On the l.h.s. the Wilson lines as well as the color antisymmetrization are not written out explicitly but implied. |B p,λ is the baryon state with momentum p and helicity λ, while α, β, γ are Dirac indices, n is a light-cone vector (n 2 = 0), the a i are real numbers, and f, g, h are quark fields of the given flavor, chosen to match the valence quark content of the baryon B:
Here we assume isospin symmetry and select one representative for each isospin multiplet. The general Lorentz decomposition on the r.h.s. of Eq. (1) consists of 24 terms [21] . In this decomposition the three leading-twist DAs, V B , A B , and T B , appear in conjunction with the structures v B αβ;γ = (/ nC) αβ (γ 5 u B,+ p,λ ) γ , a B αβ;γ = (/ nγ 5 C) αβ (u B,+ p,λ ) γ , t B αβ;γ = (iσ ⊥ñ C) αβ (γ ⊥ γ 5 u B,+ p,λ ) γ ,
with the charge conjugation matrix C and the notation σ ⊥ñ ⊗ γ ⊥ = σ µρñ ρ g ⊥ µν ⊗ γ ν , g ⊥ µν = g µν −ñ µ n ν +ñ ν n μ n · n , u B,+ p,λ = 1 2/ n/ ñ n · n u B p,λ ,ñ µ = p µ − 1 2
where u B p,λ is the Dirac spinor with on-shell momentum p and helicity λ. Correct translational behavior is ensured by the exponential factor in combination with the integration measure for the longitudinal momentum fractions:
To fully exploit the benefits of SU(3) flavor symmetry it proves convenient to define the following set of DAs:
where for brevity (x ijk ) ≡ (x i , x j , x k ). In the limit of SU(3) flavor symmetry (subsequently indicated by a ), where m u = m d = m s , the following relations hold: 2
Therefore, the amplitudes Π B (or T B ) only need to be considered when SU(3) flavor symmetry is broken. In the case of SU(2) isospin symmetry, which is exact in our N f = 2 + 1 simulation (m u = m d ≡ m ) and is only broken very mildly in the real world, the nucleon DA Π N is equal to Φ N + in the whole m -m s -plane. DAs can be expanded in terms of orthogonal polynomials P nk in such a way that the coefficients have autonomous scale dependence at one loop (conformal partial wave expansion). Taking into account the corresponding symmetry of the DAs defined in Eqs. (6) , this expansion reads
In this way all nonperturbative information is encoded in the set of scale-dependent coefficients ϕ B nk , π B nk (also called shape parameters), which can be related to matrix elements of local operators that are calculable on the lattice. All P nk have definite symmetry (being symmetric or antisymmetric) under the exchange of x 1 and x 3 [22] and in each DA only polynomials of one type, either symmetric or antisymmetric, appear. The first few polynomials are (see, e.g., Ref. [23] )
The leading contributions in Eqs. (8) are 120x 1 x 2 x 3 ϕ B 00 as well as 120x 1 x 2 x 3 π B =Λ 00 and are usually referred to as the asymptotic DAs. The corresponding normalization coefficients ϕ B 00 and π B =Λ 00 can be thought of as the wave functions at the origin.
Wave function normalization constants
The leading-twist normalization constants f B and f B =Λ T can be defined conveniently via matrix elements of local currents (all quark fields are at the origin),
using chiral quark fields q ↑ ↓ = 1 2 (1 ± γ 5 )q and baryon spinors u B ↑ ↓ p,λ = 1 2 (1 ± γ 5 )u B p,λ . These normalization constants are equivalent to the zeroth moments of the leadingtwist DAs defined in the previous section:
Due to isospin symmetry these two couplings coincide for the nucleon, f N T = f N . For the Λ baryon the zeroth moment of T Λ vanishes by construction so that only one leading-twist normalization constant f Λ exists.
The 21 DAs of higher twist (indicated in Eq. (1) by the ellipsis on the r.h.s.) only involve two new normalization constants (λ B 1 and λ B 2 ) for the isospin-nonsinglet baryons (N , Σ, Ξ) and three (λ Λ 1 , λ Λ T , and λ Λ 2 ) for the Λ baryon. These can be defined as matrix elements of local threequark twist-four operators without derivatives:
The definitions are chosen such that in the flavor symmetric case
For details see Refs. [21, 24] . These twist-four couplings are also interesting in a broader context, e.g., in studies of baryon decays in generic GUT models [25] or as input parameters for QCD sum rule calculations.
3 Lattice framework
Ensemble details
In this work we determine all, i.e., leading-and highertwist, normalization constants as well as the first moments of the leading-twist distribution amplitudes for the lowestlying spin 1/2 positive parity baryon octet using lattice QCD. To this end, we evaluate the very same correlation functions as laid out in detail in our previous study [14] and, therefore, refrain from repeating them here. We use a large set of lattice ensembles generated within the CLS effort. 3 These N f = 2 + 1 simulations employ the nonperturbatively order a improved Wilson (clover) quark action and the tree-level Symanzik improved gauge action. We achieve an efficient and stable hybrid Monte Carlo sampling by applying twisted-mass determinant reweighting [27] , which avoids near-zero modes of the Wilson Dirac operator. To enhance the ground state overlap the source interpolators are Wuppertal-smeared [28] , employing spatially APE-smeared [29] gauge links. A special feature of CLS configurations is the use of open boundary conditions in the time direction [27, 30] . This allows for simulations on very fine lattices (in our case down to a = 0.039 fm) without topological freezing. While employing open boundary conditions is crucial for fine lattice spacings, we use a mixture of lattices with open and periodic boundary conditions for the coarser spacings. In total we have five different lattice spacings ranging from a = 0.039 fm to a = 0.086 fm, see Table 7 in Appendix B.
A full list of the ensembles used in this work is given in Table 9 . As schematically represented in Figure 1 , the available ensembles have been generated along three different trajectories covering the whole quark mass plane. 4 The ensembles cover a wide range of volumes with 2.9 ≤ m π L ≤ 6.5, where the bulk has m π L > 4, allowing us to investigate and control finite volume effects.
The combination of multiple quark mass trajectories with a wide range of lattice spacings and volumes enables us to simultaneously extrapolate to physical masses, to infinite volume, and to the continuum by means of a global fit to all 40 ensembles. In particular, this allows us to resolve mass-dependent discretization effects that we have conjectured in Ref. [14] as an explanation for the observed violation of expected SU(3) symmetry breaking patterns (derived in Ref. [24] ) at a finite lattice spacing. The wealth of available CLS data combined with the extrapolation strategy explained in detail in Section 4.1 allows us to take the continuum limit in a controlled fashion for the first time.
For each gauge configuration we have carried out all measurements for 3 different source positions. We then average over appropriate two-point functions and momenta as detailed in Ref. [14] . For the statistical analysis we gen-3 Some of the m = ms ensembles with (anti-)periodic boundary conditions in time have been generated by RQCD using the BQCD code [26] . 4 In practice the ensembles do not always lie exactly on top of the targeted green and red trajectories shown in Figure 1 . This does not pose a problem, and, actually can even help to further stabilize our fits of the pion and kaon mass dependence. For plotting purposes it is necessary to correct for any deviation (including also the almost negligible finite volume corrections) by projecting all ensembles onto the respective trajectory. Fig. 1 . Schematic showing the analyzed CLS ensembles in the space spanned by the lattice spacing and masses. On the flavor symmetric plane (blue), where m = ms, flavor multiplets of hadrons have degenerate masses (e.g., m 2 K = m 2 π and mN = mΣ = mΞ = mΛ). The (green) lines of physical average quadratic meson mass (2m 2 K + m 2 π = phys.) correspond to an approximately physical mean quark mass (2m + ms ≈ phys.). The red lines are defined by 2m 2 K − m 2 π = phys. and indicate an almost physical strange quark mass (ms ≈ phys.). Physical masses are reached at the intersections of green and red lines. erate 100 bootstrap samples per ensemble using a bin size of 8 configurations to eliminate autocorrelations. In order to extract the required ground state matrix elements from the correlation functions (i.e., excluding contributions from excited states) the choice for the lower bound of the fit range is crucial. Figure 2 demonstrates that, with increasing source-sink distance, the excited states decay and clear effective mass plateaus emerge. To determine the optimal minimal source-sink distance t start we perform multiple fits with varying fit ranges for all observables. As an example, Figure 3 shows the fitted leading-twist coupling constants as a function of t start . The latter is then chosen in such a way that fits with even larger starting Fig. 3 . Typical plot (from the H105 ensemble) used for the determination of the fit ranges by varying the value of the minimal source-sink distance tstart. It shows the unrenormalized leading-twist normalization constants obtained from oneexponential fits to smeared-smeared and smeared-point correlation functions, cf. Ref. [14] . A conservative choice is tstart = 10a, where the results have fully saturated for all leading-twist couplings. A variation of the maximal source-sink separation within reasonable bounds did not have any significant impact on the result. In this example it is always set to t end = 20a.
times no longer show any systematic trend in the fit results.
Renormalization
The preferred renormalization scheme in phenomenological applications is based on dimensional regularization where, for baryons, there are subtleties due to contributions of evanescent operators that have to be taken into account, see Refs. [20, 31] . For simplicity, we will refer to the prescription suggested in Ref. [20] as the MS scheme. On the lattice, we first calculate the renormalization factors nonperturbatively [32] within the RI -SMOM scheme [33] adapted to three-quark operators in Refs. [14, 17, 34, 35] . These are then converted to the MS scheme using one-loop (continuum) perturbation theory. The conversion factors can be found in Ref. [17] . The general method employed to obtain the renormalization factors has been presented in detail in our previous article [14] . For the coarser lattice spacings (β = 3.4, 3.46, 3.55) we have ensembles with m = m s and (anti-)periodic boundary conditions in time at our disposal so that we can proceed in the same way as in Ref. [14] , starting from four-point functions (in Landau gauge) of the schematic form
where O represents the three-quark operators under study and V denotes the four-dimensional volume of the lattice. However, on the finer lattices (β = 3.7 and 3.85) we have to work with open boundary conditions in time. In this case the computation of the required four-point functions must be modified. We confine the momentum sources for the three external quark fields to a subvolume, keeping a distance of 4a from the boundaries in the time direction to stabilize the inversion of the fermion matrix. Furthermore, we restrict the (final) average over the position w of the inserted operator to points with a minimal distance of 32a from the temporal boundaries. This restriction ensures that the w 4 dependence of the remaining sums in the four-point function is negligible. As statistical errors in the renormalization are generally very small, the ensuing slight increase in the statistical fluctuations can easily be accepted. Comparisons between results obtained on ensembles that differ only in the boundary conditions (and the time extent) show differences that are of the size of the statistical errors. Another issue related to the ensembles at β = 3.7 and 3.85 concerns the required chiral extrapolation. This difficulty becomes apparent upon a look at Table 8 , where we have compiled the ensembles with m = m s used for the calculation of the renormalization factors. While lattices with four different values of m = m s are available for β = 3.4, 3.46, and 3.55, only two different mass values have been used in the flavor-symmetric simulations at Fig. 4 . Renormalization factor Z S λ in the notation of Ref. [14] rescaled to the target scale 2 GeV. β = 3.7 and 3.85. However, on the three coarser lattices the mass dependence of the amputated four-point functions is rather mild. Therefore, we are confident that the chiral extrapolations for β = 3.7 and 3.85 do not significantly affect the reliability of our results. The further analysis proceeds in the same way for all five values of β. A more detailed discussion and justification of our method will be given in a dedicated, forthcoming publication. As an example we show in Figure 4 our data for one of the renormalization factors (Z S λ in the notation of Ref. [14] ). Three-loop renormalization group running has been used to translate the original data determined at the scale µ to the target scale 2 GeV so that one would expect a plateau up to higher order perturbative (and non-perturbative) contributions and power-law lattice corrections at large values of µa. The latter are clearly visible and are accounted for in the fit procedure that we outline below.
In order to estimate the systematic uncertainties of our renormalization and mixing coefficients we proceed similarly to Ref. [36] and perform a number of fits of the renormalization scale dependence, varying one element of the analysis at a time: the initial scale µ 1 of the fit range, the order in perturbation theory used for the calculation of the conversion factors (n loops ), and the number n disc of terms in the parametrization A 1 a 2 µ 2 + · · · + A n disc (a 2 µ 2 ) n disc of the lattice artifacts. Furthermore, in order to take into account the uncertainties in the determination of the lattice spacings, the central values of 1/a 2 following from Table 7 are multiplied by a factor λ 2 scale = 1.03. 5 Finally, also Λ ( 3 ) MS = 341(12) MeV [37] is varied within its uncertainty. Thus we end up with six types of fits; the different settings are compiled in Table 1 . In each set we take the results of fit 1 as our central values. Defining δ i , with 5 This value contains the scale uncertainty of 8t * 0 = µ * −2 ref given in Ref. [37] and the largest error of our determination of t * 0 /a 2 , added in quadrature. i = 2, . . . , 6, as the difference between the number based on fit i and the result based on fit 1, we estimate the systematic uncertainties due to the renormalization procedure as δ 2 2 + (0.5 · δ 3 ) 2 + δ 2 4 + δ 2 5 + δ 2 6 . Here we have multiplied δ 3 by 1/2, because going from one loop to two or more loops in the perturbative conversion factors is expected to lead to a smaller change than going from tree level (zero loops) to one-loop accuracy. Since δ 3 yields by far the largest contribution to the systematic uncertainty of the renormalization factors, replacing 1/2 by another factor would change the renormalization errors given in Table 2 almost proportionally.
Extrapolation strategy and results

Global analysis
To parametrize the quark mass plane we define the convenient linear combinations (B 0 is the quark condensate parameter)
such that δm = 0 corresponds to degenerate light and strange quark masses, i.e., the blue line in Figure 1 , while the green line of physical average masses is defined bȳ m = phys. ≈ 412 MeV. Along the line of an approximately physical strange quark mass, i.e., the red line in Figure 1 , the average mass assumes larger values; all ensembles used in this study havem < 500 MeV.
Since the operators we use are not O(a) improved, the leading discretization effects are linear in the lattice spacing. These are taken into account in our combined extrapolation formula,
where φ is a placeholder for any of the wave function normalization constants defined in Section 2.2 or for any DA moment defined in Eqs. (8) .
The prefactor g φ contains the nonanalytic contributions calculated within covariant baryon chiral perturbation theory (BChPT) at leading one-loop order [24] , supplemented with the corresponding leading hadronic finite volume effects (L is the spatial lattice extent). They are defined such that, in the infinite volume, their chiral limit approaches unity,
so that φ 0 is indeed the value of the quantity φ in the chiral limit. The full expressions for these prefactors are lengthy and are given in Appendix A.
In order to be consistent with SU(3) flavor symmetry (cf. Eqs. (7) and (13)), the parameters c 0 φ ,c φ , φ 0 , andφ 
Using the example of the leading-twist wave function normalization constants, this plot illustrates the leading hadronic volume effects that are taken into account in our fit function. The used ensembles (U101, H105, and N101) are all at the same point in the quark mass plane and at the same lattice spacing (a = 0.086 fm).
as well as g φ (m, m, L) must have the same value for all φ within one of the sets
The parameters δφ are subject to additional constraints on flavor symmetry breaking, derived in Ref. [24] . For the leading-twist wave function normalization constants these read
For the chiral-odd higher-twist couplings one obtains
while in the chiral-even case
The constraints for the first moments of the leading-twist DAs are obtained from the equations above by replacing (f, f T ) → (ϕ 11 , π 11 ) and (λ 1 , λ T ) → (ϕ 10 , π 10 ). There are no analogous constraints for the parameters δc φ , since our fermion formulation explicitly breaks chiral symmetry. 
The normalization constants and first moments along the three quark mass trajectories shown in Figure 1 after taking the continuum and the infinite volume limits, plotted as a function of m 2 π . The plots for individual lattice spacings can be found in Appendix B. The dotted vertical lines mark the point where the pion and kaon masses assume their physical values. The solid curves and shaded statistical error bands represent our main result. The points shown have been obtained by translating the data along these main fits. The dashed curves correspond to alternative fits (including terms of higher order inm), used to estimate the parametrization dependence as described in the text.
The leading hadronic finite volume effects can be derived from the one-loop BChPT result of Refs. [16, 24] . They do not entail any additional fit parameters and are contained in the prefactors g φ appearing in Eq. (16) . In order to study these volume effects we have on purpose also analyzed some ensembles with small m π L < 4. We find that the volume effects are very small even for lat-tices with m π L ≈ 3 and are entirely negligible for the vast majority of our ensembles, where m π L > 4. The effect is illustrated in Figure 5 , using the leading-twist normalization constants as an example.
In Figure 6 we display the mass dependence of the normalization constants and the leading-twist shape parameters along the three trajectories shown in Figure 1 . Fig. 7 . Dependence of the normalization constants and first moments on the lattice spacing a, plotted for physical masses and infinite volume. The plots for the individual trajectories can be found in Appendix B. The solid lines and shaded statistical error bands represent our main result. The points shown have been obtained by translating all data along these main fits (keeping the lattice spacing fixed) and, then, averaging measurements with the same a. From coarsest to finest lattice spacing, this corresponds to averaging the data of 15, 7, 11, 5, or just 2 independent ensembles, cf. Table 9 . The dashed curves correspond to the mean value of an alternative fit (including terms of higher order in a), used to estimate the parametrization dependence as described in the text. For reference we also plot the final results as points at a = 0 with all errors added in quadrature.
The results are plotted as a function of m 2 π in the continuum limit and for infinite volume, where, for illustrative purposes, the points have been obtained by translating the data along the fitted function. A full set of plots showing the data points at individual lattice spacings can be found in Appendix B. One should note that all quantities plotted within one row are obtained using a combined simultaneous fit that enforces the flavor and flavor-breaking constraints discussed above. In particular for the leading-twist parameters this leads to a very good description of the data and supports the conjecture made in Ref. [14] , that the violation of flavor-breaking constraints found therein (using only one lattice spacing) was indeed due to massdependent discretization effects.
In contrast, a fit to the higher-twist normalization constants using the parametrization (16) does not lead to a satisfactory description of the data (even when relaxing the SU(3) breaking constraints). Only after supplementing the chiral expansion in the continuum by hand with higher-order terms (m 4 ,m 2 δm 2 , and δm 4 ), the fit describes the data well. This might indicate that the BChPT series for the higher-twist normalizations converges less Table 2 . Results for the couplings and shape parameters. All values are given in units of 10 −3 GeV 2 in the MS scheme at a scale µ = 2 GeV with three active quark flavors. The super-and subscripts denote the statistical error after extrapolation to the physical point. The values in parentheses give estimates for the systematic error due to renormalization (r), continuum extrapolation (a), and chiral extrapolation (m). Due to the scale setting uncertainty [37] all results carry an additional error of 3% (not displayed). This does not affect dimensionless quantities calculated from ratios of the couplings and shape parameters, such as those displayed in Figure 8 and Table 4 . rapidly than for the leading-twist quantities. To investigate the parametrization dependence, we have performed additional fits including even higher order terms in the average quark masses (∝m 4 for the leading-twist quantities and ∝m 6 in the case of the higher-twist couplings). Their mean values are plotted as dashed curves in Figure 6 , and we take the difference between the two extrapolations at the physical point as an estimate for the systematic error due to the chiral extrapolation. The approach to the continuum limit is depicted in Figure 7 . All plots show the result at physical pion and kaon masses as a function of the lattice spacing. The points are obtained by averaging all ensembles at a given lattice spacing, after translating them to the physical point along the fitted curve. Note that this procedure is only applied to the points in these plots for illustrative purposes, while the bands are obtained from the actual fit performed using the original data points, cf. Appendix B. It is somewhat amusing that for most observables the nucleon (often used as a benchmark for the whole octet) shows a different behavior than the hyperons. While the leading discretization effects in our extrapolation formula have to be linear in a, higher order effects could also contribute. To study these, we perform another fit (indicated by the dashed curves in Figure 7) where we include an additional (massindependent) term ∝ a 2 in the parametrization. The difference with respect to the main fit at the physical point is taken as an estimate for the systematic uncertainty of the extrapolation to the continuum limit.
Results
While we find that discretization effects are important for the normalization constants (up to ∼ 20%), they can have a game-changing impact on the moments. From the right two panels of Figure 7 it can be seen that between a = 0.086 fm (our coarsest lattice spacing) and a = 0 there can be huge variations of the moments that can even affect the sign, e.g., of ϕ Σ 10 . In particular we find a nonzero value for π Λ 10 in the continuum, while its value crosses zero at our coarsest lattice spacing. Hence, finding the distribution amplitude T Λ to be strongly suppressed in our exploratory study [14] was, in hindsight, just a coincidence (the study was conducted using only ensembles with a = 0.086 fm). In addition, there can also be sign changes in the chiral extrapolation (cf. ϕ Ξ 11 and π Σ 11 in the second row of Figure 6 ). This, together with the fact that quark mass and discretization effects are entangled, highlights the importance of performing a simultaneous extrapolation to obtain meaningful results.
In the N f = 2 lattice study [12] a first continuum extrapolation had been carried out for the normalization constants of the nucleon using three lattice spacings in the narrow range a ≈ 0.06 − 0.08 fm. This resulted in a decrease of f N by ≈ 30% and a somewhat smaller decrease for |λ N 1,2 | going from the largest spacing to the continuum limit. Using the more refined analysis method described in Section 4.1 and employing a much larger dataset (with a different lattice action, see Section 3.1) we observe only changes of 5% for the nucleon normalization constants, while for the hyperons effects of ∼ 20% are not uncommon, cf. Figure 7 .
In Table 2 we summarize the results for the normalization constants and the first moments at the physical point obtained from the simultaneous treatment of finite volume, quark mass, and discretization effects described above, including estimates for all relevant uncertainties. In Table 3 we compare our values with our earlier N f = 2 + 1 results at a finite lattice spacing [14] , with the N f = 2 lattice study for the nucleon [12] , and with the values used in the Chernyak-Ogloblin-Zhitnitsky (COZ) model [38] . The errors given in Table 3 have been obtained by adding up all provided errors in quadrature. The errors given in Ref. [14] do not include estimates for the parametrization dependence of the chiral extrapolation and for dis- Table 3 . Comparison of our final results with older N f = 2 + 1 results at a finite lattice spacing [14] (a = 0.086 fm), the N f = 2 lattice study for the nucleon [12] , and the Chernyak-Ogloblin-Zhitnitsky (COZ) model [38] . All values are given in units of 10 −3 GeV 2 . All quantities have been converted to the conventions employed in this work and rescaled to µ = 2 GeV, cf. Ref. [14] . Note that the quantity called f T Λ in Ref. [38] is proportional to the first moment π Λ 10 in our nomenclature. In Ref. [12] the normalization constants of the nucleon have been extrapolated to the continuum limit, while the first moments correspond to a = 0.06-0.08 fm. As discussed in detail in the main text, only the error estimates of the present N f = 2 + 1 (a → 0) result contain all relevant systematic uncertainties, cf. Table 2 . [14] were not, one would not expect an agreement within errors. The error estimates given for the N f = 2 study [12] contain the statistical uncertainty, and, in the case of the normalization constants, a rough estimate of the systematic uncertainty due to the continuum extrapolation. For the COZ model [38] no error estimate is provided. For the first order shape parameters of the leadingtwist DA of the nucleon, ϕ N 11 = π N 11 and ϕ N 10 , our results are larger than those from our earlier lattice studies that did not include a controlled continuum extrapolation [12, 14] . 6 In particular, the previously observed approximate equality ϕ N 10 ≈ ϕ N 11 does not hold after taking the continuum limit. As reported in Ref. [12] for the nucleon and in Ref. [14] for hyperons, lattice simulations and light-cone sum rule calculations (cf., e.g., Ref. [22] ) yield estimates of the first moments of leading-twist DAs that are significantly smaller than values obtained from traditional SVZ sum rules and models derived therefrom, cf. Refs. [19, 38] (see, e.g., the comparison to the COZ model in Table 3 ). Our final results confirm these findings, even though we observe a general upward trend for the first moments in the continuum extrapolation (cf. the right panels of Figure 7) .
It is notable that the SU(3) breaking in octet baryon DAs turns out to be very large. Some shape parameters even assume opposite signs for different baryons at the physical point. The effect on the leading-twist normalization constants can be as large as 80%, for instance (f Ξ T − f N )/f N ≈ 0.78, and is much stronger than estimated in QCD sum rule calculations [38] where only a 10% SU(3) breaking was found. For the shape parame- 6 Our ϕ N nk correspond to the products fN ϕ N nk in Ref. [12] .
ters we find these effects to be even more pronounced such that, as a consequence, SU(3) breaking in hard exclusive reactions that are sensitive to the deviations of the DAs from their asymptotic form can be even further enhanced.
To visualize distribution amplitudes one can make socalled barycentric plots [39] , in which the support of the DAs (0 ≤ x 1 , x 2 , x 3 ≤ 1 with the additional constraint x 1 + x 2 + x 3 = 1) is mapped to an equilateral triangle. We shall do so for the standard DAs, [V −A] B and T B (see Section 2.1 for the relevant definitions), as these are the most convenient representations for phenomenological applications and also come with a straightforward physical interpretation: The two DAs directly correspond to the two Fock states f ↑ g ↓ h ↑ and f ↑ g ↑ h ↓ , respectively (cf. Ref. [14] ), and the three variables x i are interpreted as light-cone momentum fractions of the three valence quarks. In Figure 8 , such plots are realized as combined density and contour plots. They are overlaid with red, blue, and green lines, which are lines of constant x 1 , x 2 , and x 3 , respectively. For each DA the relevant overall normalization factor has been divided out and the asymptotic part has been subtracted, so that the deviation from the asymptotic shape is immediately visible and their relative strengths can be compared across different DAs. Note that, due to the symmetry properties of the DAs,
the amplitudes T B =Λ (T Λ ) depicted in the right column are (anti-)symmetric under the interchange of x 1 and x 2 . Considering the nucleon we observe, in agreement with earlier lattice studies [12, 14] and Dyson-Schwinger calculations [40] , that the "leading" u ↑ quark, which has the same helicity as the nucleon, carries a larger momentum fraction. Historically, this statement has been the main finding of the QCD sum rule approach [38, 41] . In the u ↑ u ↑ d ↓ nucleon state, which is described by T N , the peak of the distribution is shifted towards the two u quarks in a symmetric manner. T N , however, is not an independent DA. Taking into account the isospin relation, the spinflavor structure of the nucleon light-cone wave function can be represented, schematically, as
In this picture our result for [V −A] N corresponds to a shift of the momentum distribution towards the u ↑ quark, which carries the nucleon helicity, and there is some deviation from the approximate symmetry under x 2 ↔ x 3 . This symmetry could be interpreted as a scalar "diquark" structure for the remaining valence quarks, which is assumed in many models.
For the isospin-nonsinglet baryons one can identify two competing patterns: First, the strange quarks carry an increased fraction of the momentum. Second, in the |↑↓↑ state the first quark has a larger momentum fraction than the second, while in the |↑↑↓ state the first two quarks have to behave identically. For the Λ baryon the u ↑ d ↓ s ↑ spin orientation shows a similar behavior, as the maximum of the distribution is shifted towards the s quark, while the plot for u ↑ d ↑ s ↓ reflects the antisymmetry of T Λ under exchange of x 1 and x 2 . This DA is a special case, since it does not have a leading asymptotic part. However, we find large contributions of subleading conformal spin, contrary to our previous study at a finite lattice spacing [14] , where these contributions were found to be zero within error. In retrospect, this smallness was accidental and is related to the zero-crossing in the continuum extrapolation of the parameter π Λ 10 at a ≈ 0.086 fm, cf. the brown line in the bottom right panel of Figure 7 .
To make these statements quantitative, we consider normalized first moments of [V −A] B and T B =Λ ,
see also Eqs. (6.3) in Ref. [14] . These are sometimes referred to as momentum fractions in the literature and interpreted as the portions of the hadron's total momentum carried by the individual valence quarks. This notion is somewhat imprecise since the averaging is done with a DA instead of a squared wave function; furthermore, the interpretation as momentum fractions breaks down completely in the case of T Λ , which has no asymptotic part. That aside, these objects are nevertheless interesting because they provide a simple quantitative measure for the relative deviations of a DA from the asymptotic case x 1 as = x 2 as = x 3 as = 1/3. The numerical results are summarized in Table 4 and they clearly agree with the qualitative picture suggested by the above discussion of Figure 8 . Table 4 . Continuum results for the normalized first moments of the DAs [V −A] B and T B =Λ in the MS scheme at a scale µ = 2 GeV, see Eqs. (23) . All uncertainties from our calculation have been added in quadrature.
Summary
This study provides the first results for baryon octet lightcone distribution amplitudes from lattice QCD with control over all systematic uncertainties; they are renormalized in the MS scheme at 2 GeV and all relevant limits (infinite volume, continuum, and extrapolation to physical masses) have been taken with due diligence. As expected, finite volume effects turned out to be harmless for our ensembles, but the discretization effects have proven to be of great importance. While we find them to be already large for the wave function normalization constants (up to ∼ 20% from our coarsest lattice to the continuum), they can, in the case of shape parameters, change the entire character and interpretation of the distribution. In the latter case, even zero-crossings can occur despite the fact that we only consider relatively small lattice spacings with a < 0.1 fm. In comparison to our previous study at a finite lattice spacing [14] , we find even more enhanced SU(3) breaking of up to ∼ 80% (at the physical point) in the phenomenologically important leading-twist normalization constants. For the shape parameters the symmetry breaking patterns show a strong lattice spacing dependence.
In view of the fact that there is an intricate interplay between mass and discretization effects, resolving both dependences simultaneously is pivotal. Therefore, it is crucial to analyze a wide range of lattice spacings while covering the whole m -m s -plane using multiple trajectories. To this end, we have employed 40 ensembles including various lattice spacings down to a = 0.039 fm, large volumes, and physical masses. Based on this vast data pool we have performed a combined fit including an estimation of all relevant uncertainties. The final numbers to be used in phenomenological applications are summarized in Table 2 . These results will be useful for the study of nucleon electromagnetic form factors and baryon photoproduction using CEBAF @ 12 GeV at Jefferson Lab [42, 43] and weak decays of heavy baryons at LHCb, e.g., Λ b → pν − , Λ b → Λ + − , etc. [44] [45] [46] .
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A Extrapolation formulae
In the following we will give a detailed description of the prefactors g φ in the master fit formula (16) . These contain the contributions from one-loop diagrams in BChPT, see Ref. [24] for details (cf. also Ref. [55] ). We write down all formulae in a factorized form and disentangle the flavor symmetric and flavor symmetry breaking terms:
The baryon-dependent (but DA-independent) Z-factor is written as
in terms of the self-energy contributions
, whereas the remaining loop contributions, which are both, baryon-and DA-dependent, are given by 7
The coefficientsσ, δσ M B ,ḡ i φ , and δg iM φ are given in Tables 5  and 6 . They satisfy the equations
Using IR regularization [57] , the loop-integrals H i (m) and δH i (m) = H i (m) − H i (m) are given by
As shown in Ref. [24] , the divergent terms L d can be absorbed into appropriate counter-terms, and thus can be simply set to zero in the formulae above. The scale µ χ is set to the typical hadronic value 1 GeV. The δI j,k take into account the leading finite volume effects:
where K i denote modified Bessel functions of the second kind, w = u 2 m 2 b + (1 − u)m 2 , and n is a three-vector of integers. Table 5 . Coefficients for use in Eqs. (27) . 
B Ensemble details and additional plots
Our lattice spacings are listed in Table 7 . Table 8 lists the ensembles used for the determination of the renormalization factors. A full list of the CLS and RQCD ensembles used in the main analysis is given along with their properties in Table 9 . In Figures 9-13 we show the global fits for all measured quantities. In contrast to the figures in the main text, these are expanded to show both, individual lattice spacings and quark mass trajectories. , plotted in the infinite volume limit as a function of m 2 π on the three different trajectories as well as for five different lattice spacings and the continuum limit (for illustrative purposes the points shown have been obtained by translating the data along the fitted function). The dotted vertical lines mark the physical mass point. , plotted in the infinite volume limit as a function of m 2 π on the three different trajectories as well as for five different lattice spacings and the continuum limit (for illustrative purposes the points shown have been obtained by translating the data along the fitted function). The dotted vertical lines mark the physical mass point. a → 0 Fig. 11 . Global fit (using 12 free parameters) for the leading-twist first moments ϕ B 10 and π Λ 10 , plotted in the infinite volume limit as a function of m 2 π on the three different trajectories as well as for five different lattice spacings and the continuum limit (for illustrative purposes the points shown have been obtained by translating the data along the fitted function). The dotted vertical lines mark the physical mass point. Global fit (using 23 free parameters) for the higher-twist normalization constants λ B 1 and λ Λ T , plotted in the infinite volume limit as a function of m 2 π on the three different trajectories as well as for five different lattice spacings and the continuum limit (for illustrative purposes the points shown have been obtained by translating the data along the fitted function). The dotted vertical lines mark the physical mass point. a → 0 Fig. 13 . Global fit (using 19 free parameters) for the higher-twist normalization constants λ B 2 , plotted in the infinite volume limit as a function of m 2 π on the three different trajectories as well as for five different lattice spacings and the continuum limit (for illustrative purposes the points shown have been obtained by translating the data along the fitted function). The dotted vertical lines mark the physical mass point.
