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Summary
Improvements in both software and hardware, as well as an increase in consumer suit-
able equipment, have resulted in great advances in the fields of virtual reality (VR)
and augmented reality (AR). A primary focus of immersive research, using VR or
AR, is bridging the gap between real and virtual. The feeling of disconnect between
worlds largely arises due to the means of interaction with the virtual environment and
computer generated (CG) objects in the scene. While current interaction mechanisms
(e.g. controllers or hand gestures) have improved greatly in recent years, there are still
limitations which must be overcome to reach the full potential of interaction within
immersive experiences. Thus, to create immersive VR and AR applications and train-
ing environments, an appropriate method for allowing participants to interact with the
virtual environments and elements of that scene must be considered. There does not
currently exist a platform to bring physical objects into virtual worlds without addi-
tional peripherals or the use of expensive motion capture setups and so to overcome
this we need a real-time solution for capturing the behaviour of physical objects in
order to animate CG representations in VR or add effects to real-world objects in AR.
In this work, we consider different approaches for transporting physical objects into
virtual and augmented environments and collaborate with Marshmallow Laser Feast
to facilitate novel and engaging interactions within their immersive experiences. To do
so, we design an end-to-end pipeline for creating interactive VR Props from physical
objects, with focus on non-rigid objects with large, distinct deformations such as bends
and folds. In this pipeline, the behaviour of the objects are predicted using deep neural
networks (DNNs). Our networks predict model parameters and use these to animate
virtual representations of objects in VR and AR applications. We experiment with
3 different DNNs (a standard ResNet34 and our custom VRProp-Net and VRProp-
Net+) and compare the outputs of each of these. We present both a fixed camera
solution as well as an egocentric solution which predicts the shape and pose of objects
in a moving first person view, allowing a flexible capture volume and offering more
freedom in immersive experiences. Finally, motivated by the potential applications
for hand-object tracking within mixed reality experiences, we design a novel dataset –
EgoInteraction. This is the first large scale dataset containing egocentric hand-object
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In recent years, improvements in both software and hardware, as well as an increase
in consumer suitable equipment have made VR and AR widely popular, not only as
entertainment mediums but also as a means of educating and training. In turn, this
has led to an increasing uptake of VR and AR based research. A key focus of such
immersive research is bridging the gap between real and virtual, as making the physical
world a larger part of a VR or AR experience has the potential to increase immersion
and more fully engage participants. Connecting the real and the virtual worlds requires
a way for participants in the physical space to interact with the elements of the virtual
environments. The manner in which this is carried out greatly affects how closely the
worlds are connected.
1.1 A Brief History of VR and AR
Milgram and Kishino [111] define a VR environment as “one in which the participant
observer is totally immersed in, and able to interact with, a completely synthetic world”.
On the other hand, AR applications enhance real-world environments with virtual
elements. Early VR and AR endeavours had limited means of interaction. Stereoscopic
photo viewers allowed participants to view still 3D images and Heilig’s Sensorama [131]
displayed non-interactive videos which were enhanced with sound, smells and tactile
feedback. However, the actions of a participant could not influence these experiences.
In 1960, Heilig designed a primitive headset which could display stereoscopic films but
carried out no motion tracking and provided no way of interacting with the medium [6].
The later developed Sword of Damocles was a large VR/AR head-mounted device
(HMD) connected to a computer. It was the first HMD which allowed participants
1
to look around a simple virtual world with the help of head tracking and is more
recognisable as the VR and AR systems we see today, despite the phrase virtual reality
not being used until 1987 and augmented reality not popularised until 1990 [6]. VR
and AR advanced with the design of finger tracking gloves, allowing hand motion as an
input for interaction in immersive experiences. Such gloves were used in early air-force
simulators and NASA VR training environments.
Figure 1-1: A brief history of virtual and augmented reality highlighting the key events
and advancements. VR events are shown in red and AR events in blue.
In the early 1990s, VR arcade games became popular. For these games, participants,
wearing VR headsets, would use basic controllers – consisting of a single joystick or
several simple buttons (e.g for moving a 2D virtual player up and down) – to interact
with the VR environment and compete with other players. Additionally, Cave VR
environments were created, consisting of rooms with projected virtual environments on
the walls, which users could interact with using motion capture [49]. At a similar time,
the US Air Force designed an immersive AR training system, known as Virtual Fixtures,
which used controllers to interact with the virtual elements. The first AR production
was also designed, consisting of dancers and projected elements. Following the success
of arcade games, several console VR headsets were proposed. However, neither the Sega
2
VR glasses or the Nintendo Virtual Boy were successful due to software failures and
discomfort using the devices [6]. The next advance in AR was the creation of ARToolkit
in 2000. This library allowed users to build their own AR applications, making it much
easier for software to be created. In 2009 this was brought online, again boosting AR
content creation. 2007 saw the launch of Google Street View, popularising the use of
360◦ videos for immersive content [91].
Figure 1-2: Notable examples of the existing VR and AR headsets, ranging from bud-
get mobile VR systems to PC-powered room scale VR systems and all-in-one AR
HMDs [49].
The development of the Oculus Rift system and subsequent purchase by Facebook
in 2014 revolutionised modern VR [6]. The system consisted of a HMD, tracked by
sensors connected to a computer, and touch controllers allowing interaction with the
virtual environment. Around the same time, Google’s AR glasses, Google Glass, were
made available, which overlaid Google applications on the real-world. 2016-2018 saw
an explosion in new VR and AR systems (see Figure 1-2) creation ranging from budget
mobile VR devices (e.g. Google Cardboard) to more expensive room scale setups (e.g.
HTC Vive, Microsoft HoloLens and Magic Leap) [4]. These have continued to be
advanced with improvements in field of view and resolution. In contrast to the VR
systems which streamed content to the HMDs from a computer, AR systems, such as
the Microsoft Hololens and Magic Leap contain inbuilt processors and do not require
additional computers to stream the content. More recently, standalone VR systems,
which do not require a computer or mobile device, have become more popular, as
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these lightweight solutions are more cost effective. In 2016 Pokemon Go was released,
bringing mobile AR application into everyday life. This is still one of the most popular
forms of AR today [91]. Finally, at present, wireless systems are being developed
allowing untethered VR experiences which provide the users with freedom to explore.
Moreover, the development of inside out tracking captures the HMD pose without
requiring external sensors, again increasing the freedom within VR applications.
1.1.1 Interaction Tools
Figure 1-3: A selection of the current popular VR controllers [92].
Throughout the lifetime of VR, controllers have been the most popular way of inter-
acting with virtual objects and as such are the most widely used tool in both academia
and industry. The early applications used simple controllers (e.g. joystick or several
buttons) which reflected the limited functionality of the applications. The improve-
ments of VR software and hardware allowed the creation of more advanced interactive
experiences. More complex interactions were facilitated using detailed controllers on
which sequences of button presses could be used to make a CG object perform the
desired actions. The means of interaction in a VR or AR application is influential on
the perceived immersion and, in turn, the immersion and inability to easily distinguish
between the real and virtual worlds greatly impacts the enjoyment of the experience.
Thus, VR and AR interaction mechanisms should feel natural to use and should not
detract attention from the CG elements of the virtual experience. As the popularity of
these mediums has increased, controllers have developed further. Many VR controllers
now consist of a wide range of button types, such as touch pads and triggers, to pro-
mote novel and immersive interactions. Moreover, the 3D position and orientation of
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sophisticated controllers, such as those used by the HTC Vive and Oculus systems,
are tracked and used as an additional way of interacting with the virtual worlds. A
selection of popular controllers used by current VR systems is shown in Figure 1-3.
Despite their widespread use, controllers are a limited interaction tool for VR applica-
tions as they create a disparity between the real and virtual worlds. In a VR experience,
the user will be wearing a headset which covers their eyes and so they will be unable
to see the physical controller. This can make pressing the correct buttons difficult,
especially for complex sequences of presses or detailed and delicate inputs. VR systems
often attempt to reduce the effect of this by rendering a controller in the scene. How-
ever, while the user can see a representation of what they can press, getting precise
inputs can still be challenging. It also makes learning to use the controls a more arduous
and time-consuming procedure, in particular for those with limited experience using
controllers. Moreover, the appearance of controllers may take away from the immer-
sion of the virtual environment. Controllers may feel unnatural to use when exploring
an immersive virtual world as these interactions may not model real-world behaviours.
This is a particular disadvantage for virtual training environments, where the simulated
environment should be as close as possible to the real world. Finally, controllers offer
minimal tactile feedback, typically only producing vibrations and pulses. While this
does increase immersion and notifies the player of their contact with a virtual object,
it does not realistically simulate the feeling of touching a real-world object.
Several VR systems now utilise external sensors (e.g. Vive Tracker, Vicon Origin Pulsar
and the Optitrack Puck) in their VR setups as an additional or alternative means of
interaction to controllers. The 3D position and orientation of the sensors are actively
tracked in the VR space and the tracked pose used to animate a CG object. Thus,
these attachments can be added to physical objects to bring them into the virtual
world. A single external sensor can be used to track the rigid behaviour of an object.
For example, HTC market their Vive Tracker as an attachment to rigid props (e.g. a
tennis bat or gun toy) to be used within immersive games or as an addition to a camera
so that it may be accurately tracked and easily used within virtual or augmented
environments [69]. However, a single external sensor provides only rigid transforms
and so they are limited in the types of interactions which they can model. In contrast,
multiple trackers can be attached to different points of an object and used to drive
a rigged model. This requires a good solver for retargetting the captured behaviour
to that of the rigged model, as well as a appropriate 3D rigged model representing
the real-world object. External sensors must be large enough to be accurately tracked
so cannot be attached to delicate objects and, moreover, the number which can be
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attached to a non-rigid are limited. As well as this, the addition of sensors changes the
shape and weight of the original object which may feel unexpected to a participant of
a VR experience, reducing the immersion.
While VR systems use controllers, mobile AR applications interact with virtual ele-
ments using a touch screen. The small screen size and the limited possible motions
only allow a small number of possible interactions. Moreover, touch screen motions
differ greatly from real-world interactions and so create disconnect between the real
and virtual worlds. In contrast, AR headsets (e.g. Microsoft HoloLens) use hand ges-
tures, tracked by the device, to interact with the virtual elements. Interaction via hand
gestures is more intuitive and easy to learn than controllers as well as feeling natural.
In addition, the complex nature of hands allows for more varied and flexible interac-
tions with the virtual world [36]. However, hand gestures on their own do not provide
any tactile feedback on contact with a virtual element. External haptic devices, which
simulate touch using ultrasound [36], can be used to provide tactile feedback but al-
though these can give the impression of touch, unnatural interactions, such as a hand
intersecting a solid object, can still occur. Interaction using hand pose and gestures is
reliant on robust hand tracking. Current hand tracking methods often assume that the
hands are relatively visible to the device and as such, while unoccluded hands can be
tracked very well, the accuracy of the tracking decreases when the hands, or sections
of the hands, are occluded (e.g. during interaction sequences with physical objects).
This limits the range of cases in which the interaction method is suitable.
The current methods for interaction in VR experiences have improved in recent years
but the disparity between controllers and real-world behaviours promotes unnatural
interactions, reducing the presence in the VR experience. While external sensors allow
a number of physical objects into the environment, their size and weight makes them
obtrusive and distracting. Interaction via hand tracking for AR feels more intuitive
than controllers but still lacks tactile feedback, without additional devices, and may
fail in interaction sequences where the hands are occluded by the object. Therefore, to
create exciting and immersive VR and AR experiences, these current challenges faced
by interaction mechanisms must be overcome to better bridge the gap between real
and virtual.
1.1.2 Applications
The popularity of VR and AR is growing in a diverse scope of industries, ranging
from entertainment, education and healthcare to engineering, tourism and retail (see
Figure 1-4). Therefore, there is a wide range of opportunities to create impactful
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VR and AR experiences using an immersive interaction tool. Virtual and augmented
training environments are a key example of an area which would benefit highly from
our research. To be successful training tools, the simulated environment must be as
close as possible to the real-world task and so it is clear that accurate interactions,
which model real-world behaviours, and realistic tactile feedback are imperative.
Figure 1-4: Predicted market share for VR and AR in 2025, showing the varied range
of applications where a novel interaction method could be used [152].
Though gaining traction in a variety of areas, the entertainment industry is still the
most popular producer of VR and AR content and the impact of our research to this
sector is clear. Firstly, interaction is an important aspect of gaming and virtual story
telling. An immersive interaction mechanism would allow participants to explore and
investigate virtual worlds in a new way and be more fully connected to the virtual
environment than has been previously possible. As an example, Dreamscape Immer-
sive [73] creates exciting VR experiences, where participants can explore vast virtual
worlds by walking through a physical room and interacting with virtual elements via
physical props within this space. The props and the people in the environments are
tracked using external sensors and motion capture systems and additional augmenta-
tions to the physical environment, such as changes in temperature, haptic feedback
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and dramatic surround sound audio are be included to bring further immersion to
the experience. Socialising and bringing people together using VR and AR is also
an interesting area with opportunities for growth. In a period of mass isolation, due
to Covid-19, many traditionally in-person events were brought online, leading to vir-
tual gatherings, conferences and teaching. Improving interaction for these applications
could bring people more closely together by making these events feel more natural and
reducing the disconnect between the real and virtual.
1.2 Our Work
Figure 1-5: Immersive installations by Marshmallow Laser Feast. High quality graphics
and art work are combined to create novel experiences using VR, AR and projection
mapping.
Our research is in collaboration with experiential art collective Marshmallow Laser
Feast (MLF). MLF specialises in immersive location-based experiences (LBEs) such as
those displayed in Figure 1-5. Their productions combine cutting edge technology with
high quality graphics and art work to create exciting experiences in novel locations
including museums, forests and warehouses. The experiences use technology such as
VR, AR, projection mapping and lighting displays to bring participants into new envi-
ronments. In their work, MLF move away from traditional controllers for interaction
and instead focus on using physiological measures such as hand tracking, breath sens-
ing, motion capture and heart-rate tracking. These natural interactions more closely
link the participants to the virtual experience, making them feel immersed. To fur-
ther increase the feeling of immersion, together with MLF we have begun to explore
alternative interaction methods for VR and AR experiences which make the physical
world a larger part of the virtual world. In particular, this research will influence their
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‘Sweet Dreams’ exhibition; a VR dining experience (see Figure 1-6), where users will
be able to interact with physical props, including food, while in a fantastical virtual
world. This exhibition requires natural and playful interactions which bridge the gap
between real and virtual to keep the audience members immersed in the virtual world
and allow MLF to effectively communicate their narrative.
Figure 1-6: CG characters from MLF’s Sweet Dreams experience. Interaction with
these characters will be facilitated using VR props.
It is clear that the immersion felt in a VR or AR application is highly influenced by the
means of interaction. Moreover, there are many opportunities for designing novel expe-
riences over a wide range of industries using an immersive interaction method. While
current interaction mechanisms (e.g. controllers and hand gestures) are improving,
there are still significant challenges to overcome to reach the full potential of immersive
experiences. Therefore, in our research we explore making the real-world a larger part
of the virtual world via transporting physical objects into virtual environments. These
items, which we term VR props, can be used as a control mechanism or as a proxy for
the real object; allowing intuitive interactions and increasing the immersion of VR and
AR experiences. In addition, VR props can be used to accurately simulate real-world
interactions and procedures, making them a useful tool for virtual training environ-
ments. To create the VR props, we design robust pose and shape prediction algorithms
that are able to capture the behaviour of the real-world objects. We explore a range of
VR props, with a particular focus on non-rigid and articulated objects. These objects
are more dynamic and can be interacted with in a greater number of ways than rigid
props and so are ideal for exciting, immersive experiences. Additionally, as real-time
non-rigid object pose prediction in a markerless manner is an open challenge in com-
puter vision, it is an interesting area to explore through this doctorate. Given the
recent advancements in using deep learning to carry out traditional computer vision
tasks, in this thesis we propose DNN approaches for object pose and shape prediction.
We investigate single camera solutions which allow dynamic capture volumes which
are more flexible than fixed camera approaches. We also consider pose and shape pre-
9
diction from an egocentric or first-person view so that objects are captured from the
perspective of the person interacting with them. We highlight the impact of hand pose
on object tracking and pose prediction within hand-object interaction sequences and
propose a novel dataset containing hand-object interaction sequences.
1.3 Main Contributions
Throughout this thesis, we explore rigid and non-rigid object pose and shape prediction
approaches which can be used to facilitate novel, immersive interactions within VR and
AR experiences and make the physical world a larger part of the virtual environment.
The main contributions of this thesis can be summarised as follows:
• An end-to-end pipeline for transporting physical objects into virtual and aug-
mented environments to be used as interactive props in immersive experiences,
with focus on non-rigid objects which have large, distinct deformations.
• 2 custom DNNs for predicting the pose and shape of rigid and non-rigid objects
from single RGB images.
• An egocentric pose and shape prediction framework for capturing object defor-
mations in a moving first-person camera attached to a VR HMD
• Ego-Interaction – the first large-scale, egocentric, hand-object interaction dataset
containing 1 and 2 hand interaction sequences with rigid, articulated and non-
rigid objects with 3D ground truth data.
1.4 Related Publications
The following publications related to my research were produced over the course of my
doctorate:
Catherine Taylor and Darren Cosker, Interacting with Real Objects in Virtual Worlds,
In Real VR–Immersive Digital Reality, p. 337–353. Springer, 2020.
Catherine Taylor, Robin McNicholas and Darren Cosker, Towards An Egocentric
Framework for Rigid and Articulated Object Tracking in Virtual Reality, In Proceed-
ings of IEEE 6th Workshop on Everyday Virtual Reality (WEVR), IEEE, March 2020.
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Catherine Taylor, Chris Mullanay, Robin McNicholas and Darren Cosker, VR Props:
An end-to-end pipeline for transporting real objects into virtual and augmented envi-
ronment, in Proceedings of IEEE International Symposium on Mixed and Augmented
Reality (ISMAR), IEEE, October 2019.
Catherine Taylor, Robin McNicholas and Darren Cosker, VRProp-Net: real-time in-
teraction with virtual props, Poster Presentation at ACM SIGGRAPH, ACM, August
2019.
Catherine Taylor, Murray Evans, Robin McNicholas and Darren Cosker, Transport-
ing real objects in virtual and augmented environments, Sketches presentation at ACM
Symposium on Computer Animation (SCA), ACM, July 2019.
1.5 Thesis Structure
We begin the thesis, in Chapter 2, with an exploration into the industrial motivation
behind our research, focusing on an Innovate UK Project –Deformable Objects for
Virtual Reality (DOVE) – which formed the foundations of this work. This case study
highlighted the merits and limitations of the existing non-rigid object tracking and
pose prediction solutions from an industrial stand point as well as demonstrating the
potential impact to industry of our research. We continue, in Chapter 3, with an in
depth survey into the relevant background work, concentrating on object digitisation,
rigid pose estimation, non-rigid object tracking, hand-object interaction, egocentric
tracking and marker-based tracking. Drawing on our findings from the Innovate UK
project and the literature survey, we can highlight the literature gaps regarding non-
rigid object pose prediction for VR and AR. In Chapter 4, we introduce our end-to-end
pipeline for transporting real objects into virtual and augmented environments. Thus,
closer connecting the physical and virtual worlds. We demonstrate the results of our
pipeline on a range of rigid and non-rigid objects. We then build on our pipeline
in Chapter 5, presenting an improved pose and shape prediction algorithm and an
egocentric solution, allowing objects to be captured in a moving first camera, offering
more flexibility and accuracy over the initial approaches. In Chapter 6, we introduce our
Ego-Interaction dataset – a novel egocentric hand-object interaction dataset containing
sequences with rigid and non-rigid objects with 3D ground truth data – and discuss
the applications to immersive research. Finally, in Chapter 7, we discuss future work
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in the area of non-rigid object tracking and pose and shape prediction for VR and AR




In the previous chapter, we highlighted the popularity of VR and AR and discussed how
a robust non-rigid object tracking or per-frame pose and shape estimation approach
could bring value to and increase immersion in VR and AR experiences by allowing
novel and engaging interactions. Moreover, we noted the wide range of fields (e.g.
entertainment, education and healthcare) where such an approach has clear potential
applications, emphasising the value of our research.
As this EngD research was in partnership with MLF, a company within the entertain-
ment sector, it was important to investigate the impact from an industrial position as
well as an academic standpoint. The preliminary year of research contributed towards
the Innovate UK project DOVE: Deformable Objects for Virtual Environments. This
initial output helped motivate the project from MLF’s perspective as well as informing
later research and highlighting the areas left to explore. This chapter will outline the
work carried out for the DOVE project and discuss how the findings influenced the
remainder of the research. We begin by outlining the goal of the project (Section 2.1)
and then go on to discuss the approaches chosen to tackle the problem (Section 2.2).
2.1 Project Goal
The objective of the Innovate UK project was to design the MLF DOVE system: a
platform which creates interactive virtual props from real-world non-rigid objects. This
system would combine state-of-the-art non-rigid object pose and shape prediction with
original rendering and shading. A successful system for VR must be able to render the
props to a high resolution, whether they are photo-realistic or stylised, and the overall
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system must run in real-time so the interaction feels natural and there is no noticeable
time delay between touching the physical object and the virtual object reacting accord-
ingly. Therefore, the DOVE system must combine state-of-the-art hardware with an
innovative tracking and animation procedure. A benefit of predicting pose and shape
for VR is that the real-world is hidden by a headset and so complete control (e.g. green
screens and green gloves) can be had over the physical environment to aid tracking.
The ambition was to exhibit the system in ‘Sweet-Dreams’ - a VR dining experience,
designed in collaboration with Heston Blumenthal’s Fat Duck Experimental Kitchen.
This added further constraints as the tracked objects were to be eaten so non-edible
markers could not be added and the size of the objects could not be too large as this
would make them impractical to eat.
2.2 Approaches
In this section, we will discuss the research into the real-time object pose prediction
approaches implemented for the DOVE project. The shading and rendering technology
was carried out by the technical artists at MLF and will not be included here as it is not
within the scope of this thesis. The research can be divided into 2 categories. The first,
Dove Project Deliverables (2.2.1), outlines the approaches which were chosen to meet
the requirements of the project. These were more established techniques, used in a novel
way to achieve the goal. The other category of approaches is the DOVE Stretch Goals
(2.2.2) which explored novel, more uncertain methods. These experimental approaches
were useful for examining what was possible with the state-of-the-art background work
and plotting out future possibilities but were not critical to the success of the project.
2.2.1 DOVE Project Deliverables
The project deliverables were designed and implemented by Murray Evans and Pedro
Mendes. These approaches used more traditional tracking or pose and shape prediction
techniques to capture deformations and compute the pose of rigid objects but they
modified and developed them further for this particular application. In this section,
we will provide an overview of the approaches used and the key findings. However, as
these were carried out by other members of the team, explicit values will not be given
for the computational performance.
Project Environment Setup
As the application of the project was a VR dining experience, we designed the algorithm
around a table where a participant could be seated for a meal (see Figure 2-1). To
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maximise the capture volume and add robustness to the algorithm, we used 3 Blue
Cougar-XD BC-XD104C machine vision cameras. These were arranged to provide a
joint capture volume of 60cm × 60cm × 100cm and so could capture an object picked
up by a participant between the table and their mouth as well as while being held and
interacted with in front of them.
A green cloth was placed on the table so that the background could be easily removed
via chroma keying. Similarly, green gloves were worn during the interaction. In ad-
dition, two light were placed on the edge of the volume to keep the illumination as
uniform as possible. A computer with an NVIDIA GeForce GTX 1070 graphics card
and a 3.8GHz Intel Core i7-6800K CPU processed the data from the cameras and
carried out the pose and shape prediction algorithm. The data was then piped to a
VR ready Alienware laptop with an NVDIA GeForce GTX 1080 graphics card and a
4.4GHz Intel Core i7-7820K CPU which rendered the results into a Unity scene and
displayed them in an Oculus Rift headset. Hand tracking was carried out using a Leap
Motion.
Figure 2-1: The DOVE tracking environment. 3 machine vision cameras capture the
object interaction which is then processed by a desktop PC. The results are piped to a
VR ready laptop and rendered into an Oculus Rift headset.
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Calibrations
Before any algorithm can begin, the cameras must be calibrated to recover the intrin-
sic and extrinsic parameters of each camera, using a standard checker-board calibra-
tion [63]. These are required for reconstructing 2D image points into 3D. Each time
the cameras are moved or adjusted this calibration must be carried out again and, as
this is a time consuming process, this setup can be costly.
An additional calibration is required to align the virtual environment to the real world.
Achieving accurate alignment is important to ensure that the user is able to interact
with the physical objects while wearing the VR headset and prevent disconnect between
the real and virtual layout. We do this by finding a mapping between points in the
real world and the corresponding points in the virtual environment. Fiducial markers
are placed on the Oculus controllers, allowing the 3D position and orientation of the
controllers to be tracked in the world space by the cameras. When the controller button
is clicked, its position in VR space is recorded alongside the position in world space.
We record at least 4 real-virtual pairs of points and use these to compute a transform
between the two environments which, in turn, is used to align the worlds.
Blob Tracking
Figure 2-2: Props tracked within the DOVE system. We track the 3D position of the
single-colour Plasticine cube and the 6DoF pose of the fork via the 3 colour blobs.
The 6DoF pose and non-rigid deformation of the sponge can be tracked by fitting a
blendshape model.
We begin with a basic tracking algorithm where sections of the object or the object itself
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(e.g. Plasticine cubes in Figure 2-2) are rigidly tracked using colour information. Using
a simple thresholding algorithm, blobs of colour can be extracted from the background.
If a blob is visible in at least 2 cameras then its position (i.e. the position of its centroid)
in 3D can be computed by triangulating the 2D position in each image using the camera
matrices recovered by calibration. However, with a single blob of colour, no information
about the orientation of the object can be found. On the other hand, if we track at
least 3 blobs of distinct colour then we have enough information to determine if the
orientation of the object is changing. The fork in Figure 2-2 has 3 distinct coloured
blob attachments and so the 6DoF pose can be recovered.
While basic colour thresholding is a simple and fast solution for object tracking, there
are some key limitations. Firstly, this approach is very sensitive to lighting as the colour
of the object can change significantly based on the environment which it is in. Moreover,
if sections of the background are a similar colour to the object of interest, then they
may be incorrectly labelled as foreground. Instead, a more robust segmentation can
be designed using Gaussian Mixture Models (GMM). This approach is less sensitive to
background noise and can better capture variation within the coloured sections due to
lighting and shading. To begin, a GMM, which consists of K Gaussian distributions,











, is fit to each coloured section
of the tracked object using the expectation maximisation (EM) algorithm. We define
X as a random variable, µk ∈ RK as the mean of the kth Gaussian and Σk ∈ RKxK as
the covariance. Once the GMMs have been learnt, they remain constant throughout
the tracking.
To segment an image, each pixel, x, is tested using the Mahalanobis distance, DM (x) =√
(x− µ)TΣ(x− µ), to see if it belongs to any of the learnt distributions. If D is below
a chosen threshold, D < ε, then the pixel belongs to that distribution. The value of ε is
selected experimentally. To segment the image, any pixels which do not belong to any
of the GMMs are assumed to be background pixels and so are removed. To track the
coloured blobs, the centroid of all pixels which fall within the same distribution can be
calculated.
Blendshape Fitting
So far, we have considered tracking blobs of colour in order to recover the 6DoF pose
of an object. This can be extended by tracking individual sections of an object in order
to drive the motion of a non-rigid model. Figure 2-2 shows the non-rigid sponge object
used in these experiments. A CG representation of this object with the same dimensions
is manually sculpted and a set of linear blendshapes created. Using a linear blendshape
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model with n blendshapes, a new deformation, V̂ can be expressed as follows:




where V0 is the neutral object mesh, ŵi are the predicted blendshape weights and bi
are the blendshapes.
Figure 2-3: A comparison of the DOVE non-rigid object tracking approaches. Most
accurate results are achieved by the generative fitting approach (left). However, without
a time consuming engineering effort this is too slow for VR. The neural network (centre)
is fast but has reduced accuracy. The combined fitter and neural network (right)
balances the accuracy and frame rate well.
This object is coloured brightly with distinct regions, allowing the individual sections
to be tracked. Both a more traditional generative optimisation and a discriminative
inference approach were explored for fitting the linear blendshape model to the observed
data and the results compared (Figure 2-3).
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We begin with the generative model. The N 2D centroids of each section of the object
are detected in each of the 3 cameras using the blob tracking approach described above.
These points are then triangulated to obtain a set of 3D object centroids, ck. In the
case of the sponge object N = 3. Using this information, the CG object is fit to the
centroid by determining the blendshape weights which minimise the distance between













where ĉk is the deformed model centroid corresponding to the observed centroid, ck.
This minimisation is solved iteratively and accurately fits the model to the observed
data but, as this can require many iterations, it can be a costly solution. Fitting
algorithms can be optimised to make them suitable for real-time applications [168].
However, this requires a substantial engineering effort which was deemed too time
consuming for this project. Therefore, an alternative, faster solution was considered.
A simple feed forward neural network was designed, which took in 3D objects centroids
and returned the corresponding blendshape weights. Using this network, the blend-
shape weights were computed at a much faster rate than traditional optimisation. A
synthetic dataset was created by rendering images from multiple viewpoints using the
calibration matrices. In each frame, the object has a different pose and shape. Rather
than training a network directly on these images, we first pass them through the blob
tracking algorithm to obtain a set of 3D centroids as before. These centroids then
served as an input to the network, which would return the blendshape weights. It is
important that the centroids come from the tracking system, and not directly from the
posed synthetic object, as prediction from the tracking system is unlikely to be the
same as the exact centroids of the object parts due to the simplistic colour tracking
model. This discriminative algorithm is able to quickly track the non-rigid object de-
formations. However, it is considerably less accurate than the generative approach as
visualised in Figure 2-3.
Finally, we considered a combined approach. Using the feed forward network, a rough
estimate for the blendshape weights is predicted. These values can be used as a starting
point in the optimisation (Equation 2.2), allowing accurate results to be obtained at a
faster frame rate.
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2.2.2 DOVE Stretch Goals
At the offset of the EngD, we established several state-of-the-art approaches related
to tracking deformable objects. We tested these out in the context of the DOVE
project to examine their benefits and limitations. These were more experimental than
the deliverable methods and allowed us to examine the extent of what was currently
possible in order to inform the rest of the project.
Non-Rigid Object Tracking using depth maps and FEM
We began by exploring a recent publication by Petit et al. [136] for tracking non-rigid
objects in real-time using the Finite Element Method (FEM), as this was one of the
most notable and impressive approaches for non-rigid object tracking. The full details
of the approach can be found in the publication but are summarised below.
In this work, a volumetric tetrahedral FEM mesh, X, representing the non-rigid object,
is fit to a depth map, captured by an RGBD sensor. The algorithm begins by segment-
ing the RGB images using GrabCut [158] and, in turn, uses the segmented image as
a mask to segment the depth. The segmented depth map can be backprojected, using
the camera intrinsic matrix, to form a 3D point cloud. The mesh is then fitted rigidly
to the data by using the iterative closest point (ICP) [19] algorithm to find the rotation
and translations that transform the pose of the mesh as close as possible to the points
in the 3D point cloud (Figure 2-4). A single RGBD sensor cannot capture the full
object, thus only the mesh nodes corresponding to visible vertices are used in the rigid
registration procedure.
(a) RGB Input [195] (b) Segmented Image (c) Rigid Registration
Figure 2-4: Rigidly registering a mesh to depth data: (a.) the input image is segmented
using Grabcut to get (b.). ICP is used to rigidly register the mesh to the point cloud
created from the segmented depth map (c.)
Finally, the mesh is non-rigidly deformed to the depth data using a co-rotational FEM
model – a rotational invariant form of FEM. Petit et al. [136] calculate the external
forces acting on the mesh by finding a weighted distance between mesh vertices and
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the corresponding nearest point on the point cloud and vice versa. The internal forces
are approximated using the soft body simulation engine, SOFA [75]. Additionally, to
ensure real-time performance, SOFA is used to numerically solve the FEM system of
equations for the updated vertex positions, x, using the implicit Euler scheme and the
conjugate gradient method.
We tested Petit et al.’s [136] algorithm with a simple ‘pizza dough’ shape, made from
PlayDough, and found it to be able to capture non-rigid deformations relatively accu-
rately, as evaluated qualitatively (see Figure 2-5). The predictions remain reasonable
even when the object is occluded and tracking recovers well when the object goes out
of frame and then returns. Moreover, as this method is not trained towards a specific
type of object, the tracked object can be easily varied by changing the virtual mesh
and updating the elasticity parameters.
(a) RGB Input
(b) Segmented Depth Map
(c) Deformed Mesh
Figure 2-5: Deforming a FEM mesh using RGBD data. Images (a.) show the RGB
input. Images (b.) demonstrate the segmented depth map and images (c.) are the
corresponding deformed FEM mesh.
However, when the segmentation was not accurate (due to sections of the background
being incorrectly labelled as foreground and vice versa), the predicted shape was not
correct and often the mesh behaved unnaturally. Another problem is the stability and
robustness of the system. In our experiments, we found that the alignment was not
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precise and the position of the reconstructed mesh jittered around the goal position,
even when there was little or no movement of the physical object. In addition, the
FEM mesh is only registered to depth data in each frame and no temporal or visual
information considered. Thus, the captured data can often be ambiguous and have
several plausible reconstructions. In order to improve on these limitations, visual in-
formation (e.g. colour or feature data) could be added to the registration algorithm to
increase the accuracy of the nearest neighbour matching.
Deformable Dot Markers
A possible area of improvement on the work of Petit et al. [136] is enhancing the tracking
accuracy and reducing ambiguity with the addition of visual information. Thus, we
explored methods for tracking non-rigid objects using markers. In this section we will
discuss our experiments with Watanabe et al.’s [204] extended deformable dot cluster
marker (DDCM) for tracking non-planar objects. While this paper does not explicitly
consider non-rigid objects, it is a continuation of deformable dot cluster markers which
have been used for dynamic projection mapping for non-rigid surfaces [116]. Thus, we
also investigate how well it adapts to non-rigid objects.
Figure 2-6: Dot cluster markers: up to seven different dot clusters arranged in a tri-
angular grid. The highlighted region consisting of four triangles is the identity window
used for distinguishing individual clusters in the pattern.
To track objects which do not have large planar sections, Watanabe et al. [204] design a
marker generation and tracking algorithm known as extended DDCM. The markers are
built from clusters containing different numbers of dots, which are uniformly distributed
over a triangular grid. Individual markers can be identified using adjacent markers;
more specifically, the markers within an identity window or the mesh regions consisting
of four triangles as shown in Figure 2-6. The markers belong to multiple identity
windows and so a voting procedure is used for identification. The markers are generated
by adding clusters to the mesh and in turn checking that no adjacent markers are the
same. Markers which fail this test are rejected. Marker layouts in which the identity
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windows are not unique, including under rotations are also rejected. The generation
algorithm continues until a layout is created that meets these constraints.
Using the marker system, an object can be tracked by first detecting the clusters and
then identifying each (Figure 2-7). Markers are detected by extracting contours from
an image and rejecting those which do not belong to the marker [204]. That is, contours
whose area is outside a predefined range or those which are not approximately circular.
The remaining contours are divided into marker clusters by considering the distance
to neighbouring contours and grouping together close by dots. A graph of connectivity
between the clustered markers can be determined using Delaunay triangulation and
the edges of examined to determine which markers lie adjacent to each other, thus,
identifying each cluster.
(a) Marker (b) Contours (c) Triangulation (d) IDs
Figure 2-7: Extended DDCM tracking and identification. (a.) The marker is input
and (b.) the contours extracted. (c.) Delaunay triangulation is carried out between
clusters and the adjacency information used to determine the (d.) IDs.
The detection and identification procedure is a computationally expensive task and is
negatively impacted by occlusion [204]. It is worth noting that there exists marker
systems (e.g. Fiducial markers) which have unique signatures and, as such, can be
more easily identified. However, as discussed in Section 3.7, these cannot track non-
rigid objects. To increase the efficiency of the dot marker algorithm, after the initial
step, the clusters can be tracked frame-to-frame by only searching the region of the
image around the predicted position for each cluster. If the number of tracked markers
falls below a certain threshold, the detection and identification procedure is carried out
again.
We tested the extended DDCM tracking on a sheet of paper on which a valid marker
layout was printed and found that a number of markers were correctly identified, despite
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their small size. The 2D position of the detected clusters could then be reconstructed to
3D points (Figure 2-8). The clusters around the edges of the marker are not identified
in both the real image (Figure 2-8b) and the synthetic images (Figure 2-7). It is
important to note that this is because the identification stage uses a voting procedure
and these markers are not contained within enough identity windows to obtain a high
enough vote to confidently identify them. We also found that the algorithm recovered
well from lost tracking.
(a) Ground truth labelling (b) Tracked markers
Figure 2-8: Extended DDCM tracking on non-rigid sheet of paper for a range of frames.
While the sequence provided in Figure 2-8b showed positive results, we found that
in general the tracking algorithm had many limitations. This approach is sensitive
to background noise and often incorrectly identifies elements of the background as dot
clusters, leading to unstable and often noisy predictions where markers were incorrectly
labelled or not detected at all. Additionally, we found that when the paper had under-
gone a deformation or was angled away from the camera, the dots appeared skewed in
the image and so were rejected as potential markers.
While markers can be used to add additional visual information, the size of these
extended DDCM markers make the tracking algorithm unstable in noisy environments.
In addition, we found them unsuitable for tracking deforming objects. Therefore, in
our future work, we want to track objects without the need for external markers and
instead add colour to aid tracking as this was found to be successful in the DOVE
deliverables.
Mesh Reconstruction using Neural Networks
Finally, we explored a contrasting approach to evaluate its effectiveness for recovering
the shape of non-rigid objects. The wide range of different techniques tested as part of
the stretch goals provided a good overview of what was currently possible. Given the
recent successes in combining traditional computer vision tasks with deep learning, we
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explored Kato et al.’s [85] 3D mesh reconstruction pipeline, with the focus of deter-
mining its suitability for capturing deformations for VR or AR environments. In their
pipeline, Kato et al. [85] propose a method of rendering 3D meshes which can be used
within a neural network (Figure 2-9).
Figure 2-9: 3D mesh reconstruction from a single image using Kato et al.’s [85] neural
mesh renderer.
Traditional rendering methods, such as rasterization, create 2D images from 3D models
using a discrete sampling procedure. The discrete sampling procedure has zero gradient
and so is not a suitable error for backpropagating through a neural network during
training. To combat this, Kato et al. [85] propose an approximation for the gradient
which can be used for backpropagation, allowing DNNs to render 2D images from 3D
models with colour and light information. This differential renderer, known as the
neural mesh renderer (NMR), could be used within a network loss function to evaluate
the reconstruction accuracy of an object’s predicted shape and pose [215]. On the other
hand, Kato et al. [85] apply the NMR to the problem of 3D mesh reconstruction.
Kato et al. [85] use a generator network to carry out mesh reconstruction. For each
object, the generator is trained on purely 2D data consisting of images of the object
from a range of viewpoints. It learns to predict bias vectors to deform a spherical mesh
such that, when rendered using the NMR, the silhouettes of the deformed mesh are
equal to the ground truth silhouettes. Once trained, the generator network inputs a
single RGB image, corresponding to one view of an object, and returns the bias vectors
which can be used to deform the sphere.
The network is trained on objects from the ShapeNetCore dataset [143], a large dataset
containing varied 3D models for many categories of object (e.g. planes, chairs and cars).
For each category, Kato et al. [85] create a dataset by rendering the different objects
from multiple viewpoints. The chosen viewpoints are situated at the 24 azimuth an-
gles, each with an elevation of 30°, with the object of interest at the centre. These
viewpoints all lie on the same axis. This can lead to several problems, such as lost
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features, reduced smoothness and a decrease in volume in the reconstructed mesh. In-
creasing training viewpoints may help address these problems and will also improve
reconstruction from unseen views. Therefore, we made alternative datasets which con-
tain additional viewpoints. Our dataset contains 72 viewpoints which consist of a ring
of 24 cameras around each axis, as shown in Figure 2-10. The rings are known as the
x-ring, y-ring and z-ring. As in Kato et al.’s [85] work, each camera is separated by
15° and has a fixed elevation of 30°.
Figure 2-10: Creating a multi-view training dataset in Unity for mesh reconstruction
of the Stanford bunny. Each axis has a ring of virtual viewpoints.
We evaluated Kato et al.’s [85] mesh reconstruction network on the aeroplane objects
from ShapeNetCore [143] and model of the Stanford bunny. We also compared how
the network performance varied when trained on our additional view dataset against
the proposed dataset. For both datasets, the overall shape of the object has been
captured by the reconstruction (see Figure 2-11). However, the reconstruction is far
from perfect and the meshes appear squashed and rough, though our multi-view dataset
produces smoother meshes. As this reconstruction is noisy, it is unlikely to capture
subtle deformations such as an object being compressed, and, in addition, fine features
of the objects are often lost. For each input, the mesh is reconstructed by transforming
the vertices of the sphere and so the new mesh must be topologically equivalent to the
sphere. Therefore, this approach cannot accurately model objects which have holes or
handles. Furthermore, the system does not take into account translations and assumes
that mesh has been deformed, resulting in an incorrect reconstruction. Finally, this
system is unable to run in real-time, limiting its use for VR or AR applications.
Therefore, Kato et al. [85] demonstrate the potential power that neural networks may
have for object tracking and this is an area we explored more throughout our research.
However, the 3D mesh reconstruction approach discussed above is not suitable for our
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(a) Input image (b) Ground Truth (c) Kato et al [85] (d) Ours
(e) Input image (f) Ground Truth (g) Kato et al [85] (h) Ours
Figure 2-11: 3D Reconstruction of meshes from single images. Our proposed dataset
with additional views produces meshes which are closer to the ground truth than the
original [85].
purpose. On the other hand, the NMR itself is a valuable tool for use within a network
loss function, such as used by Zuffi et al. [215]. We used this within our VRProp-Net+
architecture as discussed in Chapter 5.
2.3 Conclusion
The Innovate UK DOVE project provided the opportunity to explore existing tech-
nologies and state-of-the-art tracking and pose and shape prediction approaches in a
novel context. From this research, a good understanding of the strengths and limi-
tations of the current tracking approaches was gained. Moreover, as the project was
industry focused, it allowed us to determine the requirements when designing a track-
ing algorithm for immersive VR and VR industrial applications. The outputs of the
DOVE project demonstrated the potential of increased immersion in VR and AR ex-
periences, motivating the impact on industry. MLF used the findings to inform many
new research directions into deformable object interactions, working towards the future
‘Sweet Dreams’ experience. Further details are provided in Chapter 7.2. As the project
was aimed towards a VR experience, it was deemed that achieving visual correctness
was key and, as such, we focused on qualitative evaluation of the results rather than
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a more in depth quantitative methodology. Moreover, due to the short duration of
the project, we chose to highlight the potential of our tracking solution using a small
number of example objects. These objects fit within the constraints and allowed us to
meet success criteria of the Innovate UK project.
For the project deliverables, we explored using colour information for tracking rigid
and non-rigid objects from multiple viewpoints. The multiple camera setup provided
a large capture volume for tracking the object. However, it required a time consum-
ing calibration procedure which must be repeated each time the cameras are moved.
Therefore, going forward, it seems practical to consider approaches which track objects
from a single camera. A robust segmentation was designed for extracting the object of
interest from the background using colour distributions, as it was found that a good
segmentation algorithm was important to ensure that the objects were tracked accu-
rately. Moreover, if we assume that our application is for VR, where the user will be
wearing a headset, we can have control over the physical environment without nega-
tively impacting the experience and so can colour objects brightly to aid tracking. This
highlights the advantages of using colour information when designing an algorithm for
VR. For tracking the non-rigid objects, we began by using a model fitting approach
as this is a well established technique in literature which has been shown to be able
to accurately capture non-rigid deformations. However, after experimentation showed
that this was too slow for our VR application, we instead considered a simple feed
forward neural network for inferring blendshape weights. This was chosen as it could
potentially increase the speed of the system as well as being able to be implemented
within the scope of the project, though it has lower accuracy than the optimisation.
The final deliverable combined these two approaches, using the network to get a rough
estimate of the blendshape weights which were then refined by the fitting algorithm.
This two stage tracking approach was both fast and visually accurate enough to meet
the goals of the DOVE project.
During the DOVE project, we also experimented with state-of-the-art tracking ap-
proaches to test the boundaries of what was possible in the way of non-rigid object
tracking. Petit et al. [136] tracked non-rigid objects in depth information using a FEM
model. While this method could capture non-rigid deformations well, the predicted
rigid pose was often ambiguous due to lack of colour or feature information. There-
fore, we want to design our algorithm to use colour or colour and depth information.
Additionally, we found that the tracking algorithm decreased in accuracy when the
segmentation of the object was poor, resulting in predicted deformations which varied
significantly from the ground truth. This again emphasises the importance of a good
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segmentation algorithm. We also tested out using dot markers for tracking non-planar
and non-rigid objects. However, we found that these did not adapt well to large de-
formations and, given the small size of the marker, we often mislabelled markers as
background noise and vice versa. Thus, in our future research, we wish to largely focus
on markerless tracking approaches. Finally, we tested Kato et al.’s [85] pipeline for
reconstructing meshes from single RGB applications. This was too slow and produced
too low detailed meshes for our requirements. However, it demonstrated the potential




A key goal of immersive research is reducing the disparity between the real and virtual
worlds in a VR or AR application. The real world can be made a greater part of a
virtual experience by transporting physical objects into the virtual world via cloning
hands and objects into a VR environment or augmenting elements of the real-world in
an AR application. Such technology can be used to create novel, tactile experiences
and to do this requires a fast and accurate algorithm for capturing the behaviour of
objects within hand-object interaction sequences. This behaviour can then be used to
animate CG models in virtual environments.
In the previous chapter, we described an initial stage of our research which took the
form of an Innovate UK project. Throughout this project we built a solid foundation
that helped inform the academic scope of the research as well as motivating the work
from an industrial standpoint. From these early experiments, the following factors were
deemed as essential when designing our algorithm.
• Markerless tracking
• Single camera capture
• RGB or RGBD image based tracking
• Robust segmentation algorithm
Considering these features, we carried out an in depth literature survey which will be
presented in this chapter. We focus on tracking or predicting the pose and shape of
deformable objects whose complex non-rigid behaviour allows for diverse interactions.
However, we will discuss both rigid and non-rigid object approaches so as to design
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an interaction system which contains a wide variety of different props. We will discuss
both the fundamental approaches as well as the recent state-of-the-art works suitable
for VR or AR applications.
We begin this chapter by looking at approaches for creating CG models from physical
objects (Section 3.1). We then survey existing rigid object pose prediction approaches
and explore their applicability to AR and VR applications (Section 3.2) before con-
tinuing with a discussion on non-rigid object tracking approaches (Section 3.3) which
we divide into 3 categories based on the object model used: implicit physical models,
explicit physical models and model-free. We then review works which jointly track
hands and objects within interaction sequences (Section 3.4) and present the current
hand-object interaction datasets (Section 3.5). The chapter continues with an overview
of approaches which capture objects from an egocentric view (Section 3.6). From the
initial research, we highlighted the advantages of markerless tracking. However, we
still include a review of marker tracking approaches in Section 3.7 for completeness.
Finally, we conclude our literature survey (Section 3.8).
3.1 Object Digitisation
To transport a physical object into a virtual world, we must have a digital (i.e. CG)
representation of the object. This can be created by an artist who can manually sculpt
and rig the chosen item. However, this is a time-consuming process which requires 3D
modelling and rigging expertise. In this section, we explore alternative approaches for
digitising real-world objects.
3D scanners or depth cameras can be used to build 3D models from physical objects.
3D scanners are typically able to capture higher details of the chosen object but are
less affordable than commercial depth cameras. Structured light (e.g. Artec Eva 3D
scanner [11] or Microsoft Kinect [110]) and coded light (e.g. Intel Realsense [76] SR300)
devices project known patterns of light onto the surface of an object and use the
distortion in the pattern to reconstruct the point cloud [5]. The sensors are also able
to capture RGB images of the object so the final model has a high resolution texture.
The devices are slowly moved around the object and the point cloud built up over
time. Therefore, this must be done precisely to obtain an accurate model and so
requires practise and experience using the technology. Moreover, as the distortion in
the pattern must be accurately detected, these devices work best in indoor environments
and must be relatively close to the object. On the other hand, stereo depth sensors (e.g.
Intel Realsense [76] D400) use a pair of cameras, separated by a known distance, to
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reconstruct 3D points which are visible in both cameras [5]. These cameras reconstruct
features on objects rather than using light patterns so are able to operate more robustly
in less controlled lighting environments than the structured light devices. Finally,
objects can be reconstructed using LiDAR scanners which are composed of a laser
and a sensor for measuring the reflection of the laser. The time-of-flight and phase
shift of the laser can be used to reconstruct the object [56]. The combination of these
technologies, alongside additional sensors for measuring the pose of the scanner, make
LiDAR scanners higher accuracy than 3D structured light scanners and so they can
produce better models. However, they again must be operated by a skilled individual
and their accuracy may be decreased in the presence of other cameras. Additionally,
LiDAR scanners are costly.
The point clouds captured by the 3D scanners or depth cameras are discrete and may
contain gaps or holes where capture failed. Thus, they can be processed to produce
clean 3D models suitable for VR or AR applications. Initial approaches for build-
ing a model from a depth camera output only operated offline. They represented the
reconstructed object using points [89], meshes [193] or implicit surfaces [50]. KinectFu-
sion [39, 77] improved on these initial methods and reconstructed objects in real-time
which led to better models being created as users could see which sections of the
object needed to be captured in more detail while scanning the object. These models
were represented by Truncated Signed-Distance Functions (TSDF). Similarly, Roth and
Vona [157] and Chen et al. [32] carry out real-time reconstructions but for larger scale
objects than KinectFusion. Rigid object reconstruction approaches have been extended
further to track and reconstruct non-rigid models which can change shape in each
frame [74, 117, 214]. As these approaches combine tracking and reconstruction, details
are provided in Section 3.3.3. Objects within hand interaction sequences have also been
reconstructed to obtain 3D models, either with the hand used passively hold the object
or the hand pose included to improve the reconstruction [94, 125, 137, 161, 195, 209].
Further details on these methods can be found in Section 3.4.
Statistical models represent the shape of a non-rigid object as a linear combination of
basis vectors, also known as blendshapes. The weighting constants, or blend weights,
can be varied to generate new shapes, as discussed in Chapter 2. These basis vectors
can be manually sculpted or, alternatively, learnt from a dataset containing a wide
variety of possible deformations. Salzmann et al. [164] sample the angle between mesh
faces of their chosen non-rigid object to provide a large dataset of deformations which
are reduced to an orthogonal basis using principal component analysis (PCA). While
this provides a suitable low dimensional model for simple, isometric shapes, it does
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Figure 3-1: Modelling different shapes and poses using SMPL [105]. Using a statistical
model, a wide range of human body poses and shapes, as demonstrated here, can be
modelled by a small number of parameters.
not consider any elastic properties and the uniform angle sampling assumes that all
deformations are equally likely. In contrast, constructing the model directly from data
would better ensure that the real-world deformations are captured. This is particularly
useful for accurately modelling plausible deformations of complex non-rigid objects
(including hands [156], faces [17, 53, 101], human bodies [105] and animals [81, 215])
using only a small number of parameters. The skinned multi-person linear model
(SMPL) is a prime example of how an object which can under go a wide number of
deformations can be modelled using a low number of parameters (Figure 3-1) [105]. In
this human body model, parameters such as shape, pose and joint angle locations are
learnt from many 3D scans of different people with a range of body shapes in a variety
of poses.
Alternatively, 3D models can be reconstructed from a sequence of RGB images with-
out requiring specialist equipment. In traditional stereo-photogrammetry, it is assumed
that the camera has been calibrated and the relative pose of the camera from each im-
age is known [63]. Using these parameters, 2D feature correspondences between images,
extracted by a feature detector [16, 106, 159], can be projected into 3D points using
a triangulation algorithm [63]. Using a large number of high resolution images, many
dense features can be extracted and triangulated, producing a detailed 3D model. On
the other hand, if the camera parameters are unknown, Structure from Motion (SfM)
can be used to recover the camera intrinsic and extrinsic matrices as well as reconstruct-
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ing the object in 3D [165, 197]. SfM begins by establishing feature correspondences
and initialising the model by reconstructing points from a pair of images. Additional
images can then be fit to this model by using a PnP algorithm to recover their pose, Pc.
Using these newly registered images, additional feature correspondences can be trian-
gulated to add more 3D points, Xk, to the model. Finally, the camera pose predictions
and points in the 3D model are refined using bundle adjustment. Bundle adjustment









where π projects 3D model points to 2D image points, xj , and ρ is a weighting func-
tion to reduce the impact of outliers. SfM has been used to for robust and accurate
reconstruction, even for large scale unordered internet photo datasets [170].
While SfM is limited to reconstructing rigid objects, Non-Rigid Structure from Motion
(NRSfM) can reconstruct the motion and shape of non-rigid objects which can deform
over time [189]. The rigid shape at each frame is first calculated and then from this
a shape model describing the deformation can be learnt. This is a challenging task as
the space of potential deformations is large and so constraints are required to keep the
problem well-posed. Early approaches used a low dimensional basis, such as a Principal
Component Analysis (PCA) shape model, to represent the object [189]. Alternatively,
physical priors can be used to better model the properties of the objects surface and
capture more complex deformations. Using a global physical prior, an optimal solution
can be found jointly for all model points [183, 198]. While this can produce accurate
deformations, it is a costly approach and only works for a small number of images [129].
On the other hand, local physical priors can be used and such approaches are not
negatively impacted with the addition of more images [126, 127]. However, they require
costly second derivative calculations.
There has been an increasing number of neural network solutions for reconstructing
3D objects. Using ground truth 3D data for training, 3D models or surface meshes can
be reconstructed directly from single or multi-view inputs [45, 145, 192]. Alternatively,
a network can learn to deform a neutral mesh (e.g. a sphere) to match an input
silhouette [85]. However, these current reconstruction networks often produce meshes
with a low level of detail [64] and are computationally expensive. Recently, generative
adversarial networks (GANs), which consist of competing generator and discriminator
networks, have been used to learn 3D reconstructions in an unsupervised manner [118,
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119]. During training, the generator network attempts to reconstruct realistic 3D
objects from 2D input images and the discriminator aims to determine whether the
output of the discriminator, projected into 2D, belong to the training dataset. This
competitive training strategy creates a generator which can create 3D models from 2D
images, even for previously unseen objects, and so can be used for object digitisation.
3.2 Rigid Object Pose Estimation
Many existing VR and AR tracking approaches only consider rigid objects [108, 130,
148, 149, 199]. Rambach et al. [148, 149] design their Augmented Things method to
track rigid household objects and display status and maintenance information over the
tracked object. On the other hand, Mann et al. [108] design and 3D print distinctly
textured objects which can be tracked for AR museum experiences. The focus on
rigid object tracking for AR and VR is unsurprising as the variety of fast, efficient
and accurate tracking methods available make rigid props a compelling choice. In this
section, we will discuss a range of existing rigid object tracking approaches. As rigid
pose estimation is a widely researched area, we will focus on the most relevant and
recent works.
A rigid object or rigid body is an object whose shape does not change in the presence
of a force. Thus, as the shape of a rigid object is constant, the possible transformations
which can occur are constrained; it can move in 3D space or rotate around an axis. In
our work, we consider monocular 3D object tracking [98]. We define tracking a rigid
3D object in an sequence as detecting the object and calculating the 6DoF pose (i.e the
rotation R ∈ R3×3 and translation t ∈ R3 relative to the camera frame) of the object for
each input. We also consider per-frame pose estimation approaches. In this thesis, we
do not consider any rigid model-free approaches. In the following section, we categorise
the existing rigid object tracking approaches as either holistic, keypoint-based or dense
and will discuss each in turn [66, 135].
Holistic or one-shot object tracking or pose prediction approaches attempt to calcu-
late the 6DoF pose of a rigid object in a single step. Commonly, this is done using a
template-based method, in which a 3D virtual representation (e.g. a rendering) of the
object is fit directly to some observed data by using a similarity measure to compare
different sections of the input data [31, 43, 68, 67, 187]. Taking into account the many
possible orientations of the physical object and so the large number of renderings re-
quired for robust fitting, this approach can become computationally expensive [42, 67].
Therefore, the choice of similarity measure and template key frames are important. The
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Figure 3-2: The 6DoF pose of a rigid object can predicted from an RGB image using a
holistic or one shot network such as PoseCNN [206]. PoseCNN also computes semantic
labels for the objects in the scene.
similarity measure could compare the edges [43], image gradients or depth maps [67, 68]
between the rendering and the observed physical object. While these approaches work
well for textureless objects, they decrease in accuracy and performance in complex
scenes with lots of background noise, reducing their effectiveness for VR and AR appli-
cations where speed is a key requirement. Additionally, these approaches do not work
well for occluded objects as a low similarity score will occur when the whole object is
not visible. More recently, deep learning has been used for the detection and per-frame
pose prediction of rigid objects using a holistic approach [70, 87, 147]. CNNs, such
as PoseCNN [206] (Figure 3-2), have been used to predict the 6DoF pose of an ob-
ject or camera capturing that object from a single input directly [60, 123, 201, 205] or
from multiple RGB views [10]. However, regressing the rotation of an object directly
is a challenging task due to the non-linearity of rotations. This makes the rotation
difficult to learn and the network often fails to generalise. As a possible solution, ro-
tation prediction can be posed as a classification task, where the classes are an angle
range [173, 175, 191]. However, these approaches require a pose refinement. Alterna-
tively, Li et al. [103] iteratively refine the pose within the network.
In contrast to holistic methods, keypoint-based approaches have two stages. First,
2D keypoints are detected and then, in the second stage, 2D-3D correspondences are
used to recover the 3D pose via a PnP algorithm [99, 102, 212]. For a highly tex-
tured object in an uncluttered environment, a number of well-established feature de-
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tectors [16, 106, 159] can be used to accurately extract 2D keypoints for this task.
However, the efficiency of these approaches decreases for less textured objects or ob-
jects in complex scenes with lots of background noise. In response, many modern works
move away from traditional computer vision keypoint detection and use deep learning
to extract features, either by directly regressing keypoints from RGB or RGBD im-
ages [71, 147, 185] or by predicting heatmaps for feature locations [90, 120, 134, 191].
In contrast to direct keypoint location prediction, pose recovery from heatmaps is
more robust to occlusions. However, pose recovery using heatmaps is still sensitive to
scenes where the object which has keypoints which are out of frame. The addition
of a voting step for 2D keypoint location can help improve the robustness in these
instances [66, 135]. 2D keypoint prediction methods typically aim to minimise the re-
projection error (i.e the distance between the ground truth location and the predicted
3D pose projected back into 2D). However, a small reprojection error does not always
correspond to a small 3D distance, leading to poor pose predictions [66].
The final category of rigid pose estimation methods we will consider are dense ap-
proaches. In these works, every pixel or patch (i.e. group of pixels) makes a prediction
for the output (e.g 3D position of the scene at that pixel) [135]. The final output is
then computed using a voting procedure (e.g. Hough Voting) which takes into account
the individual predictions [57, 135, 174]. Random forests can be used to regress over an
input image to obtain 3D object coordinates for each pixel. These 3D coordinates can
then be used within the voting procedure to infer the 3D pose [25, 109]. In contrast,
each patch or pixel in an RGBD image can be analysed quickly using a CNN to obtain
a dense set of features to be used in the voting scheme [42, 78, 88]. These works can
be extended to RGB data with the inclusions of an auto-context random forest to re-
duce the uncertainty in the depth prediction [26]. Alternatively, Tekin et al. [184] use
their H+O network to predict 3D control points on the tracked object, from which the
pose can be recovered via Procrustes analysis. Dense pose estimation approaches tend
to be more robust to occlusions and cluttered scenes than traditional keypoint based
approaches due to the larger number of 2D-3D correspondences. However, the space of
3D object coordinates is large and so regressing over this space is more complex than
regressing over the space of 2D keypoints [135]. The advantages of keypoint based and
dense approaches can be combined and voting networks used to predict 2D feature
locations from RGB [135] or RGBD [66] data to which traditional keypoint approaches
can be applied to compute object pose.
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3.3 Non-Rigid Object Tracking
In contrast to rigid objects, the shape of a non-rigid object changes in the presence of
a force. Capturing the position, rotation and potential deformations of an arbitrary
non-rigid object is a challenging task. The appearance of a 3D object in a 2D image is
affected by viewpoint, scale and lighting and so reconstruction can be ambiguous [80,
144, 166]. In addition, the shape of a non-rigid object can change greatly as it is
deformed by undergoing bends, twists and stretches and, moreover, the manner in
which it changes is affected by the material of the object, the magnitude of the force
exerted and the location where the force is exerted. Despite the complexities, non-
rigid objects can be interacted with in many more ways than rigid objects and so can
be used to create novel, tactile, interactive experiences. Thus, tracking this type of
object is an important task. The existing non-rigid tracking approaches can be divided
into three categories: registration using implicit physical modelling, registration using
explicit modelling and model-free tracking [137, 139].
3.3.1 Registration using Implicit Physical Modelling
This range of approaches fits an implicit or geometric model, such as a non-rigid tem-
plate or a linear combination of basis vectors, to some observed data by solving an
energy minimisation without explicitly modelling the physics of the non-rigid object.
This minimisation optimises the parameters of the model while regularising deforma-
tions and encouraging smooth meshes which deform in a plausible manner as well
as ensuring the minimisation converges [142]. The as-rigid-as-possible (ARAP) regu-
lariser is commonly used to maintain the overall shape of the object by encouraging
the deformation to be locally rigid [72].
For simple 1D or 2D objects, parametric geometrical models (e.g. splines [142] or radial
basis mappings [15] (RBM)) can be fit to RGB data. In these instances, an energy
minimisation fits the model to the observed data based on visual correspondences (such
as matched features or intensity information) by computing a set of weights which
multiply the node positions to deform the model. These approaches do not generalise
well to 3D objects due to their increased complexity and ambiguous appearance in
2D. 3D splines can be fit to an input image using shading information but this data
type can be ambiguous [186]. On the other hand, small patches on the surface of a
3D object can be parameterised using splines and RGB feature correspondences found
using SIFT [144]. However, as the surface is parameterised into patches it can only
handle small deformations which do not result in features crossing patch boundaries.
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Alternatively, shape-from-template (SFT) approaches find a deformed surface of an
object by fitting a template (e.g. 3D textured mesh) to a single image using a warp
function [14]. The warp function deforms the template such that the differences in
features and geometry between the deformed surface and the observed data are min-
imised [40]. Initial SFT approaches used planar templates which only considered the
surface of the tracked object [14, 162, 163]. While these solutions could be solved ana-
lytically to accurately track surfaces they did not generalise to volumetric shapes well.
Therefore, this would limit the type of object which could be tracked in a VR or AR
experience. The introduction of volumetric templates, taking into account both the
exterior and interior of an object, modelled deformations more plausibly and are able
to approximate deformations on parts of the object not visible by the camera [128].
There exist many more variations on the standard SFT approach, however, these are
beyond the scope of this project.
Statistical models, as introduced in Section 3.1, can be fit to some observed data by
minimising an objective function. In a two stage approach, features can be extracted
from an RGB image and then used as a constraint within the energy function to
converge the statistical model to the observed data by finding the optimal combination
of basis vectors or blend weights [22, 164]. A depth image can also be used as an input,
however, depth can be ambiguous as several object parts may have the same depth
value [21]. More recently, CNNs have been used to directly predict the parameters
of statistical models from RGB images [80, 215], silhouettes [177] or a mixture of
keypoints and silhouettes [134]. Notably, Kanazawa et al. [80] use a network consisting
of an encoder and discriminator to predict the shape and pose of a human mesh,
modelled by the statistical SMPL model as well as the camera pose, from a single RGB
image. The encoder is used to create a feature vector from the input image and the
discriminator is used to test if the predicted parameters represent a physically plausible
model. The addition of the discriminator helps to constrain the problem as recovering a
complex pose from a single image can be challenging. Additionally, this allows networks
to be trained in a weakly supervised manner with unconnected 2D keypoints and 3D
poses. Similarly, Zuffi el al. [215] use a convolutional network to recover the camera
pose and the shape and pose of a zebra mesh (modelled using another statistical model
– SMAL [216]) from a single image. Additionally, their network is able to recover a
texture for the predicted mesh. However, both these approaches, and many of the other
state of the art DNN based works, are trained on labelled data. This is time consuming,
and sometimes difficult to obtain for an arbitrary object. Therefore, in order to bring
arbitrary physical objects into virtual environments quickly and efficiently, alternative
dataset generation procedures must be considered. An advantage of these CNN based
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approaches is that a separate prediction is made per frame and so the approach can
recover well from tracking failure, which may occur in a VR or AR application when a
participant looks away from the prop and then back again.
3.3.2 Registration using Explicit Physical Modelling
Registration approaches using implicit physical models can capture non-rigid behaviour
of complex deformable objects. However, they do not consider the underlying physics
or elasticity properties of non-rigid objects. On the other hand, in an explicit physi-
cal model, as will be discussed in this section, the behaviour of a non-rigid object is
controlled via a system of equations which consider the external forces acting upon an
object as well as the internal behaviour, due to elasticity, stiffness and willingness to
compress when computing an object deformation.
A simple such approach is the Mass Spring System model in which an object is rep-
resented by a series of masses connected by springs and the deformation controlled
using Hooke’s Law (stress ∝ strain) and Newton’s 2nd Law of motion (force = mass
× acceleration) [44, 160, 166]. The external forces acting on a Mass Spring mesh can
be calculated using 3D points on the model and their corresponding 3D points on a
physical object. The real-world points can be extracted from markers and, by arrang-
ing markers in a well-defined grid, correspondences between model and world points
are easily found [44]. Alternatively, more complex objects can be tracked, without a
marker grid, by using a probabilistic generative model to determine the pairs of 3D
points [166]. To increase the efficiency of the algorithm, the mass spring equations can
be solved within a physics engine [44, 166]. Mass spring systems have been shown to
model small deformations well. However, they do not adapt to large deformations and
do not preserve volume.
In contrast, the finite element method (FEM) is a commonly used volume preserving
method for modelling non-rigid objects. A summary is provided below but full details
are given by Cook et al. [37] and Zienkiewicz et al. [213]. In FEM, a 3D object is
represented as a volumetric mesh, made up of a discrete number of elements, such as
tetrahedrals, hexahedrons or triangular prisms. While mass spring systems consider
the external forces acting on the masses and the corresponding behaviour of the springs,
FEM considers the external forces exerted on the object as well as the internal stresses
within the volume of the object, to compute how the mesh vertices deform. Determining
the position of the deformed vertices involves solving linear system of equations
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Mẍ + Cẋ + f int = fext (3.2)
where x is the position of the vertices, M is the mass matrix and C is the damp-
ing matrix [213]. Different non-rigid behaviours can be controlled with the choice of
constitutive model which is used to compute the internal forces, fint [169]. Choosing
an appropriate model is important to ensure that the FEM simulation accurately cap-
tures the behaviour of the physical object, while meeting the frame rate requirements of
the desired application. The Linear Elasticity Model is a straightforward constitutive
model which works well for small strains and linear deformations, however, it does not
adapt well to large rotations [169]. An alternative, rotationally invariant approach is
the Saint Venant-Kirkhoff model [97, 133]. While this model works well for large defor-
mations, it is computationally expensive. Another frequently used constitutive model
is corotational linear elasticity [136, 138]. As well as rotational invariance, corotational
linear elasticity does not fail when compressed greatly. Though this approach is more
expensive than Linear Elasticity, it is more efficient than the Saint Venant-Kirkhoff
model.
As well as selecting an appropriate constitutive model, the elasticity parameters within
these models (i.e. the Young’s Modulus and Poisson Ratio) must be carefully chosen so
that the simulation behaves like the corresponding real-world object. Experimentation
can be carried out to determine the value of these parameters [97, 138, 200]. Leizea et
al. [97] carry out bio-mechanical experiments on an extracted portion of the object, in
their instance human organs, to obtain the parameters. However, this requires specialist
equipment and, as sections of the object are extracted, the original object is destroyed.
On the other hand, Petit et al. [138], calculate the parameters using a force sensor and
a RGBD camera without destroying the object. A physical object is deformed with a
known force, as detected by the sensor, in front of the RGBD camera. At the same
time, a virtual FEM mesh has an equivalent force applied and the internal parameters
of the FEM mesh varied until the deformation matches the observed deformation.
Alternatively, Wang et al. [200] estimate the parameters by studying how an object
behaves as it returns to its neutral state after a pulling or twisting force is applied.
The external forces, fext, acting upon an object can be found by comparing points on
the FEM mesh with their corresponding points observed on the physical object [97,
132, 139]. Simply, this can be done using a weighted distance between detected object




Figure 3-3: Petit et al. [139] fit an explicit physical to depth data captured from a





ki||f∗i − fi||2 (3.3)
where ki is a constant controlling the stiffness [132]. Alternatively, Petit et al. [139] find
vertex pairs from the detected object to the FEM mesh and vice versa. Finding the
external force by weighting both sets of pairs allows deformations such as stretching and
compressing to be more accurately modelled. A highly textured mesh can be tracked
in a monocular RGB image, such that many strong feature correspondences can be
found [132]. In contrast, a combination of visual and depth information can be used
with the FEM algorithm, allowing less distinctly textured objects to be tracked [137,
139, 167, 200]. In recent years, this combination has been used frequently for tracking
human organs [58, 97]. However, recent work on other non-rigid object tracking still
exists. A notable such approach by Petit et al. [139] finds correspondences between
a corotational FEM mesh and a point cloud of a physical object captured in a single
RGBD camera (see Figure 3-3). A prior visual segmentation is used to extract the
tracked object from background. This initial approach was extended further to consider
the interactions and collisions between two non-rigid objects modelled using FEM [137].
In a similar manner to the statistical models discussed above, a physically-grounded
low-rank basis can be used to model and track a non-rigid object in 2D RGB images.
Rather than learning the basis vectors from a large dataset of possible deformations,
a physical model, such as an estimation of the force field [7] or an approximation of
FEM [8], can be used to form a basis. These approaches can model real-world defor-
mations accurately but are less costly than full FEM, making them more favourable
for real-time VR and AR experiences. Simulation engines such as (Simulation Open
Framework Architecture) [47, 132, 139] or Abaqus [97, 107] can also be used to make
the FEM approach more efficient. Firstly, the internal forces, from the constitutive
model, can be calculated within the engine. As well as this, the FEM system of equa-
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tions (Equation 3.2) is often large and complex and so the simulation engines can be
used to solve the system numerically. Neural networks have also been used for tracking
non-rigid objects with explicit physical models. 3D-PhysNet [203] predicts an object’s
deformation in the presence of an external force. This network can be combined with
a GAN to generate deformed voxel models given an input depth map. However, no
notion of pose 6DoF pose is recovered.
3.3.3 Model-Free Approaches
In the above approaches, we assume that we know the shape of the objects of interest
and have some kind of underlying model which can be fit to observed data. In contrast,
this section deals with tracking unknown non-rigid objects. Model-free methods can
be divided into reconstruction and non-rigid structure from motion (NRSfM). NRSfM,
as discussed in Section 3.5, requires a sequence of data to find the shape of a non-rigid
object and so are considered offline approaches. Therefore, NRSfM does not meet the
speed requirements for VR or AR applications.
Reconstruction approaches track the surface of the deforming object while producing a
model of the object in each frame using the tracking information. In a similar manner
to the registration using implicit physical models, a template can be fit to a non-rigid
object, captured in a single RGBD camera [51, 74, 117, 214]. However, for the model-
free approaches, no prior information is required about the template. Zollhofer et
al. [214] create a reference template from an initial scan of the object and then, in
subsequent frames, fit this to RGBD data by minimising both the change in vertex po-
sitions between adjacent frames as well as the overall rigid difference from the reference
template. While this approach is fast and captures deformations well it does not cap-
ture changes in topology and fails when there are large occlusions. Moreover, it assumes
the camera is static. Another key approach is DynamicFusion [117] in which RGBD
scans are merged together in real-time to estimate a 6DoF motion field of a scene. The
robustness of DynamicFusion was improved upon with the addition of a SIFT feature
detector and a dense point-to-plane energy term in VolumeDeform [74]. On the other
hand, a CNN can be used to obtain the feature correspondences in RGB sequences
containing non-rigid objects to be used within the reconstruction algorithm [23, 24].
More recently, neural networks have been used to predict the deformed template of
unknown non-rigid objects. Pumarola et al. [146] predicts 3D surface meshes from
2D images with a geometry-aware network. Their novel network detects the object,
predicts the 3D mesh positions and combines the results. However, this approach is
not real-time. Alternatively, Kato et al. [85] learn offsets to deform a sphere in order
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reconstruct an object from a single image in their neural mesh renderer (NMR) but,
again, this approach is not real-time.
3.4 Hand-Object Interaction
In sequences where a hand, or pair of hands, are interacting with an object, the pose and
shape of the object are closely linked to the hand pose. Thus, considering the hand and
the object jointly can help infer the object shape and pose in difficult scenes where the
hands occlude large portions of the object. Previous work exists in recovering the hand
pose in scenes where hand-object interaction is present [12, 34, 113, 124, 202]. However,
these approaches do not recover the shape or pose of the object in the interaction
sequences and so are not within the scope of this thesis.
Figure 3-4: Joint tracking of hand pose and non-rigid object reconstruction using
InteractionFusion [211].
As discussed previously, reconstruction approaches can produce a 3D model of an
unknown object. For hand-object interaction sequences, the hand can be simply used
as a tool for holding the object [94, 161, 209] or, alternatively, the hand pose or contact
points can aid and improve the reconstructions [137, 195]. More recently, reconstruction
approaches have been used to reconstruct an unknown 3D object while computing the
hand pose. Panteleris et al. [125] first compute the hand pose using a model-based
hand tracking approach and then use the computed pose to help infer the shape and
pose of a rigid object in the reconstruction. Alternatively, Zhang et al. [211] use a joint
energy minimisation to simultaneously track the hand pose as well as reconstructing
the shape and pose of a non-rigid object (using DynamicFusion [117]) in real-time.
The combined optimisation captures more accurately the deformation of objects in
hand-object interactions, in particular at the contact points. Additionally, the final
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rendering is physically plausible and there are no unrealistic intersections between the
hand and object which could occur if the hand and object were tracked separately.
In contrast, Hasson et al. [64] use an end-to-end network to jointly reconstruct hands
and objects in interaction sequences. Their loss function takes into account collisions
and intersections and, thus, the network reconstructs scenes with physically plausible
interactions. However, the reconstructed objects have a low level of detail and so
look quite different from the goal object, creating disconnect between the real and the
virtual worlds. Reconstruction approaches build up a 3D representation of an object
without requiring an underlying 3D model and so no notion of 6DoF pose is computed.
Moreover, reconstruction approaches which build up model detail over time are unable
to recover well from tracking failure which would detract from an immersive virtual
application.
Alternatively, knowing the 3D object of interest can aid the joint hand-object tracking
procedure. A joint energy minimisation can be used to fit a model, such a primitive [96]
or GMM [171], of a hand and rigid object to a single RGBD image [40, 171, 211] or mul-
tiple RGB images from different viewpoints [121]. This approach can be made robust
to occlusion and complex interaction by factoring these complexities into the energy
minimisation term. While these approaches work for simple rigid objects, they do not
adapt to objects which can deform non-rigidly. Moreover, multi-camera approaches,
while offering increased robustness to occlusion due to the larger portions of the hand
captured, require an initial calibration. On the other hand, Tzionas et al. [194] employ
a generative approach to track hands and rigid or articulated objects in real-time, in
single RGBD or multiple RGB images. The inclusion of a physics-based simulation
improves the plausibility of predictions and accurately handles collisions. Kyriazis et
al. [95] also use a physics simulation to aid hand-object tracking. In their approach,
hand motion is first tracked and used to infer the object motion. Another contrasting
approach by Pham et al. [140, 141] first uses computer vision to estimate the contact
points between the object and the hand and then calculates the hand and rigid object
pose. However, this does not work in scenes with large occlusions. More recently,
Tsioli et al. [190] design a joint optimisation procedure to track hands and complex
non-rigid objects from RGBD data. The energy minimisation is solved for multiple dif-
ferent plausible hand poses and the one which best explains the observed data chosen.
While this increases the accuracy of the predictions, it is costly, making this unsuitable
for real-time use. On the other hand, Kokic et al. [93] use a DNN to predict the per-
frame object pose from a segmented RGB image and the hand pose, which is computed
using another DNN. However, they only make rough predictions and rely on previous
work for hand tracking and object segmentation. Alternatively, Tekin et al. [184] use a
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one-shot network to jointly predict the hand pose and 6DoF pose of a known object in
real-time by predicting 3D control points of both the hand and the object. However,
this network is restricted to rigid objects.
3.5 Hand-Object Interaction Datasets
The design of a robust hand-object tracking or pose and shape prediction algorithm,
in particular for VR or AR, requires high quality data. In this section, we discuss the
existing hand-object interaction datasets and highlight their merits and limitations. A
comparison of the most relevant works is provided in Table 3.1.
(a) Garcia-Hernando et al. [52] (b) Taheri et al. [176]
(c) Hamapali et al. [61] (d) Tzionas et al. [194]
Figure 3-5: The existing datasets demonstrating hand-object interactions are largely
limited to rigid objects (a,b,c). Images are typically captured from a 3rd person view,
with (a) as the notable exception. Those sequences with non-rigid data only provide
2D labels as ground truth (d).
Hand-object interaction data is often designed for the purpose of challenging hand-
tracking, grasp prediction or action recognition tasks and so is labelled accordingly [13,
28, 29, 38, 46, 113, 153, 155]. These datasets do not provide any ground truth shape or
pose information for the objects in the interaction, making them unsuitable for training
object tracking or pose prediction algorithms. Furthermore, without this information,
the accuracy of object or hand-object tracking approaches cannot be evaluated on this
data. Alternatively, small datasets which demonstrate complex hand-object or hand-
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hand interactions, such as [171, 190], are useful for evaluating the robustness of an
algorithm or comparing state-of-the-art methods. However, the limited data is not
enough for training a tracking or pose prediction algorithm.
Dataset












[12] X X 8 4 RGB 2 Manual 2D annotations
[52] X 45 26 RGBD X 1 Motion capture
[201] X 13 13 RGBD 2 Manual 2D annotations
[194] X X 9 4 RGB (D) 2 Manual 2D annotations
GRAB [176] X 1334 51 - 2 Motion capture
ObMan [64] X n/a 27K - 1 Synthetically generated
HO-3D [61] X 68 10 RGBD 1 Custom algorithm [61]
Table 3.1: Existing hand-object interaction datasets which provide ground truth data
for both the hand and the object.
Large scale interaction datasets, which contain ground truth pose for both the hand and
the object, are an essential component of developing and evaluating modern VR and
AR hand-object tracking and pose prediction algorithms. These are particularly useful
training datasets for DNNs which require large volumes of data. Wang et al. [201]
designed the RGBD in hand manipulation dataset, containing interaction sequences
with 13 different rigid objects from the YCB dataset [30] being manipulated by 1 or 2
hands. For each sequence, they provide densely annotated RGBD images which show
a 3rd person view of the interaction. As only 2D ground truth data is provided, an
additional optimisation would be required to fit a 3D hand or object model to this
data.
In contrast, Garcia-Hernando et al. [52] provide 45 single-hand interaction sequences,
composed of egocentric RGBD images and the corresponding 3D hand-pose vector and
6DoF pose of the 26 different rigid objects (Figure 3-5a). The object and hand pose are
tracked using a motion capture system, with magnetic sensors added to help localise
the 3D hand joint positions. Taheri et al. [176] also use a motion capture system to
record interactions to create their GRAB dataset (Figure 3-5b). As well as includ-
ing both hands and objects, GRAB contains full body and face models. The GRAB
dataset is vast, with 1334 sequences containing 51 different rigid objects. However,
GRAB contains no real RGB or RGBD images and so only synthetic images, rendered
from the motion capture data, could be used for training or testing hand-object pose
prediction networks. Similarly, Hassan et al. [64] provide code to generate a large syn-
thetic dataset, ObMan, containing hand-object interactions for a wide variety (roughly
27K) of rigid objects within single-hand interactions. However, again, there are no real
images, egocentric or otherwise. Additionally, the generated objects have a low level
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of detail. Recently, Hampali et al. [61] published the HO-3D dataset which includes 68
sequences of single-hand interactions with 10 different rigid objects (Figure 3-5c). This
has RGBD images and corresponding 3D hand and object pose, computed using their
custom HOnnotate network. As this is a custom algorithm, it is difficult to evaluate the
accuracy of the labelling compared to a standard approach, such as a motion capture
system. Additionally, they do not consider an egocentric view.
While these datasets contain a wide variety of different interaction sequences with a
range of rigid objects, none of them contain any objects which deform non-rigidly. This
restricts the types of behaviours which can be tracked and so limits the interactions
which could occur in a VR or AR experience which uses such a tracking algorithm.
In contrast, Ballan et al. [12] and Tzionas et al. [194] both include a small number
of articulated and non-rigid objects in their datasets (Figure 3-5d), alongside skinned
kinematic models of hands. However, both datasets have limited examples of non-rigid
behaviour, focusing on large deformations such as rope and cloth bending, and do not
include egocentric views. Additionally, only 2D data is provided as the ground truth
in the form of manually annotated images.
3.6 Egocentric Object Tracking and Pose Prediction
Many modern VR and AR systems are wireless, allowing the creation of untethered
experiences where participants have more freedom than before to explore virtual worlds.
Traditional fixed camera tracking or pose prediction approaches can restrict the freedom
of these experiences by limiting the capture zone to a predefined volume. Increasing
the size of this volume requires costly multi-camera setups or motion capture systems.
Therefore, it is important to consider alternative approaches which preserve the freedom
of untethered VR and AR applications.
In the field of egocentric vision, images are captured from a wearable camera which
simulates a first-person perspective. Hence, egocentric tracking or pose prediction ap-
proaches capture objects in moving first-person view (e.g. a camera attached to a
VR HMD or chest mount). Such approaches offer increased flexibility over traditional
fixed camera approaches as they are not restricted to a predefined capture volume,
thus, making them a good solution for wireless virtual applications. Moreover, as
the camera mimics the participants viewpoint, it will only capture the object when
the participant is looking at it and so the algorithm need only be carried out when
the object is visible. Despite the potential value of using egocentric tracking or pose
prediction approaches in VR and AR applications, there are limited existing works.
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Many methods are focused on hand tracking [34, 62, 113] or human body pose recov-
ery [79, 151, 154, 188]. However, none of these approaches consider arbitrary physical
objects. Moreover, as there are many constraints on hands and the human body, it is
unlikely that they will adapt well to random real-world objects which can behave in
unexpected ways. On the other hand, physical objects have been tracked in 2D [9, 83].
However, as these approaches do not capture the 6DoF pose of the objects or any non-
rigid shape information they are not appropriate for our application. Neural networks
have been used to predict the 3D pose of objects from egocentric views. Pandey et
al. [123] propose a neural network based solution for predicting the 6DoF pose of VR
controllers captured from a pair of stereo monochrome cameras, such as those found
on a HMD. Their network, combined with an inertial measurement unit (IMU), is able
to accurately predict the pose of the object without the need for additional markers or
depth information. Moreover, as the prediction is per-frame they are able to recover
from the object going in out and of view. Similarly, Tekin et al. [184] use a neural
network for predicting rigid object pose but they also predict the hand pose and carry
out object classification and action recognition, recovering more information about the
scene. Hassan et al. [64] reconstruct interacting hands and objects and show results on
egocentric images. However, the reconstructions have a low level of detail. Moreover,
none of the existing approaches consider non-rigid deformations.
In addition to the methods outlined above, there exists a range of works which do
not meet the definition of egocentric but have many of the same principles. These are
approaches which use a moving camera but not a wearable one. To be a suitable solution
the algorithm must not rely on fixed points or require a calibration. In addition, it
must be able to distinguish between the camera movement and the object transforms.
The approaches which meet these requirements have been discussed in the relevant
sections above but are presented in Table 3.2 for completeness.
Hand Tracking No Hand Tracking
Rigid Object [64, 184] [88, 108, 123, 130, 147, 175, 187, 134]
Non-Rigid Object [51, 74, 117, 142]
Table 3.2: State-of-the-art object tracking and pose and shape prediction approaches
using moving cameras. Approaches are able to distinguish between camera and object
motion and do not require fixed points or prior calibration.
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3.7 Markers
Many of the notable tracking approaches rely on detecting keypoints or features and,
thus, they do not generalise to symmetric or textureless objects. Markers can be added
to the surface of an object to function as feature points or improve the robustness of
object tracking in scenes with dynamic backgrounds with no static features [48, 112].
Motion capture systems such as Vicon or Optitrack track a sparse number of markers on
the surface of an object and use their tracked 3D position to drive a rigged model (such
as a human skeleton). While these systems offer accurate tracking, they require costly,
non-standard hardware and so are not always a practical solution. Additionally, the
appearance of all the tracked markers are identical and so a manual labelling and clean
up process is often required. On the other hand, there exists alternative vision-based
markers such as dot and fiducial markers which do not require specialist hardware to
be tracked. These markers consist of unique patterns, reducing labelling ambiguity.
Fiducial markers (e.g. arToolkit [84] and Aruco [114]) are 2D circular or square mark-
ers consisting of a unique pattern which allows them to be detected and identified. A
successful fiducial marker system consists of a large library of distinct, easily distin-
guishable markers and a fast and accurate detection and tracking algorithm [48]. The
markers are typically made up of binary black and white patterns, enclosed within a
bold, contrasting border – though works such as ChromoTag [41] have introduced colour
to improve marker identification. The shape of the marker is also relevant. Circular
markers can be easily detected and the position of the centroid accurately found, as
it is independent of viewing angle and direction [115]. However, as only a single point
is detected per marker, several markers are required for 3D pose calculations [48]. On
the other hand, as the four corners of a square marker can be accurately calculated,
only one marker is required to estimate pose. Traditionally, the fiducial marker al-
gorithm has two steps: detection and identification. In the detection step, a marker
can be located by searching for the boundaries (e.g. edges [48, 207], contours [27] or
quads [54, 122]) of the markers, emphasised by the contrasting border, in a filtered im-
age. A well distributed number of points on the detected marker are sampled. These
sampled points can be compared against markers in the library to identify the marker.
Several recent works have diverged from the traditional fiducial marker approach and
employed neural networks as a tool for detecting or identifying markers [59, 112]. While
these methods provide precise detection and identification, they are often slower than
the state of the art computer vision based methods [112].
For a square fiducial marker, the detection algorithm searches for the straight sides of
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the marker and so will not detect the marker if the edges appear curved in the image.
Additionally, the sampling step in the identification algorithm, for both marker shapes,
assumes the shape of the marker has not changed or has only undergone a perspective
transform. Thus, largely limiting the use of fiducials to rigid, planar surfaces. Naimark
and Foxlin [115] demonstrated some success tracking circular fiducial markers on a
non-rigid cloth. However, the deformations demonstrated in their work were small
and the markers remained largely planer. In contrast, there exists a family of dot
markers (see Figure 3-6) which have been used for tracking deforming or non-planar
surfaces [116, 196, 204].
(a) Random Dot [196] (b) DDCM [116] (c) Extended DDCM [204]
Figure 3-6: Examples of Dot Markers
Dot markers are made up of small, non-overlapping black dots arranged in a pattern
or cluster [116, 196, 204]. Analogous to fiducial markers, each dot marker has a unique
signature, however, as the dots themselves are identical, the surrounding pattern or
clusters of dots are used for identification. Markers are detected in an image by thresh-
olding and extracting the dots. Simply thresholding leads to a lot of noise in the
detected marker and, due to the small dot size, markers far away from the camera are
often not detected. To reduce background noise, dots which do not meet the minimum
area [116, 204] or are not approximately circular [204] are rejected. Once detected,
the markers are identified by considering the surrounding detected dots. As well as
aiding identification, the arrangement of markers defines the type of objects which can
be tracked. Narita et al. [116] arrange the clusters of dots in their markers in a grid
structure and use Delaunay triangulation to find connectivity between clusters. The
grid structure restricts the marker to a planar surface but the markers can be tracked
even if this surface deforms. On the other hand, Watanabe et al. [204] arrange their
clusters in a 3D triangular grid and so can track 3D non-planar objects. However, their
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method assumes that the geometry of the mesh remains constant and so they cannot
track non-rigid deformations.
3.8 Conclusion
In this chapter, we have discussed the state of the art tracking and pose and shape
prediction approaches for both rigid and non-rigid objects with the aim of designing a
system for transporting a physical object into a virtual environment to be used as a VR
prop. While rigid object tracking and per-frame pose estimation is a well-researched
area, non-rigid object tracking is still a challenging field, in particular for arbitrary
objects which deform in a complex manner. Moreover, the current approaches designed
specifically for VR and AR are mostly limited to rigid objects [108, 130, 149, 148, 199].
The existing non-rigid object tracking for VR or AR is restricted to highly textured
objects [132]. To create immersive and interactive experiences, we wish to capture
dynamic and playful volumetric objects. Therefore, we have chosen not to purely track
surfaces and so those existing surface tracking approaches will not be considered further
in our work. Moreover, our VR props will be used in carefully designed VR and AR
experiences where we can assume that the shape of the VR prop will be known and,
as such, we will have high quality models of our chosen objects. Thus, model-free
approaches can be rejected in the scope of this thesis. We also focus on consumer
grade RGB and RGBD cameras so that our solution can be used in everyday VR
setups. However, more specialist setups (e.g. motion capture) will be used to obtain
ground truth data. In Table 3.3 we compare the current state-of-the art approaches in
terms of our research.




















([194]) X ([190]) X X
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Building on the recent successes of combining computer vision and deep learning we
take a deep learning approach to predict the shape and pose of rigid and non-rigid ob-
jects. State-of-the-art works consider DNNs for predicting shape and pose rigid objects
and constrained non-rigid objects such as human bodies. However, accurately predict-
ing the behaviour volumetric non-rigid objects, with known geometry, using DNNs at
interactive rates is an open challenge. Moreover, existing DNN based approaches re-
quire large amounts of labelled training data and so in our work we propose synthetic
dataset generation, allowing the creation of large, automatically labelled datasets. Per-
frame estimation approaches are an appropriate choice for VR and AR applications as
they do not require offline tracking of sequences of data and instead operate online and
update the pose and shape of the object as it is interacted with. Moreover, they can
recover well from tracking failure when the object goes in and out of frame. Explicit
physical models can accurately model deformations, however, they are often complex
and require an offline exploration to determine the elasticity parameters. In addition,
solving the underlying model equations is often computationally expensive and a sub-
stantial optimisation within a physics engine is required to allow interaction with an
explicit physical model in a real-time application. To that end, in our approach we will
consider implicit physical models, in particular statistical models, as they have been
shown to be able to model complex deformations using only a small number of weights.
We look at object pose and shape prediction in an egocentric viewpoint (i.e. a camera
mounted on a HMD) to allow flexible capture volumes such that we can have large
interaction volumes in our VR experiences without requiring costly motion capture
systems or multi-RGB camera setups. While fixed camera approaches are restricted to
a predefined volume, egocentric algorithms capture object motions and deformations
in a dynamic volume with a first-person perspective. This flexibility makes them a
desirable method for maintaining the feeling of immersion and freedom in wireless VR
and AR experiences. Existing work focuses mainly on hand and body tracking and the
limited object tracking and pose prediction approaches are restricted to rigid objects.
Therefore, there is a gap in the literature for designing a tracking or pose and shape
prediction method for non-rigid objects from egocentric views.
Finally, despite the potential improvement in tracking non-rigid objects by considering
hand-object interaction, there exist very few methods which do this and even fewer
which can do this in real-time. One reason behind the limited approaches could be the
lack of available high quality data: existing hand-object datasets are largely focused on
hand and rigid object interactions, with the exceptions providing only a small number
or non-rigid interactions and purely 2D ground truth data. Moreover, only Garcia-
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Hernando et al [52] provide ground truth hand and object pose from egocentric RGBD
images and the other relevant datasets use 3rd person views. There is a gap in the
research for a rich and varied egocentric hand-object interaction dataset which provides
3D ground truth data for rigid and non-rigid objects. Therefore, we design and capture
such a dataset which contains egocentric RGBD views of hand and a range of objects
interacting, with the 3D ground truth shape and pose of the object and hands obtained
using a motion capture system.
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Chapter 4
Transporting Real Objects into
Virtual Environments
4.1 Introduction
In the previous chapter, we presented an in depth literature survey which covered ex-
isting methods for object digitisation, rigid pose estimation, non-rigid object tracking,
hand-object interaction, egocentric pose and shape prediction and marker-based track-
ing with a focus on those suitable for VR and AR applications. The literature gaps
realised in this survey, combined with the industry focused findings from Chapter 2
present an opportunity to design a new non-rigid object pose and shape prediction
approach for facilitating interactions in VR and AR experiences. At present, physi-
cal objects can be brought into a virtual environment in several ways, such as using
sensors on the surface of the object or by tracking markers. HTC’s Vive tracker can
be attached an object to bring it into a virtual scene using high accuracy tracking.
However, the tracker only captures rigid motions. Alternatively, motion capture sys-
tems detect markers on the surface of an object and use these to track rigid objects
or animate non-rigid models but these systems require multiple powerful cameras and
sensors and so can be a costly solution. Additionally, in our industry case study, we
decided against using markers due to their limited ability to track non-rigid objects,
in particular when hand-object interactions occlude the markers. Instead, we design
an algorithm that can be used to capture the behaviour of rigid and non-rigid objects
without costly hardware or external attachments. Neural networks are now key com-
ponents of modern computer vision, with several notable works using these to track
objects in RGB images [10, 80, 146, 206]. However, these existing approaches either
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require multiple RGB cameras or a substantial amount of labelled training data making
the approach difficult to use for new arbitrary objects without a substantial amount of
manual training effort.
In this chapter, we introduce a novel DNN based pipeline for transporting physical
objects into virtual or augmented environments. The physical objects can be used to
control or interact with their virtual counterparts, facilitating immersive interaction in
VR or AR experiences. We design the network to predict the shape and/or pose of
both rigid and non-rigid objects which are coloured brightly. However, our main focus
is non-rigid objects which undergo large, distinct deformations such as bends and folds.
This chapter is based on the content of the following publications [179, 180, 182].
Our first contribution is an end-to-end pipeline for creating an interactive virtual prop
from a physical object which can be manipulated in the virtual world, without requiring
manual sculpting or rigging. Our pipeline begins with an approach for automatically
generating a rigged blendshape model of a real-world object without any manual artistic
input which may require creating new meshes or bones. This animation model is then
used to create a synthetic training dataset. Our second contribution is the pose and
shape stage of our pipeline. We design a novel convolutional neural network (CNN) for
interactive pose and shape prediction of volumetric non-rigid objects in RGB images
which is trained using synthetic training data without manual labelling. Our network
takes in an RGB image and returns the rigid and non-rigid model parameters which
can be used to animate the CG version of the object in the VR or AR application.
The RGB images are captured on commercial RGBD sensors, as these light-weight and
portable cameras. We explore two different networks within our pipeline and evaluate
their success at predicting rigid pose and non-rigid deformations.
We begin this chapter with an overview of our pipeline (Section 4.2), followed by a
detailed explanation of the main sections: virtual object creation (Section 4.3), dataset
generation and network training (Section 4.4) and running on real data (Section 4.5).
We then provide implementation details (Section 4.6) and demonstrate the results
(Section 4.7). Finally, we compare our work to two existing solutions (Section 4.8) and
then discuss and conclude (Section 4.9).
4.2 Pipeline Overview
Our pipeline (Figure 4-1) is composed of three sections: virtual object creation, dataset
generation and network training and running on real data.
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Figure 4-1: Our pipeline for creating interactive virtual props from physical objects.
In our virtual object creation stage, we generate a rigged blendshape model from a
real-world prop. The props selected were largely brightly coloured and deformed in a
distinct manner by bending or folding. The chosen physical object is 3D scanned and
the captured point cloud processed, creating a textured triangular mesh. We simulate
a range of potential deformations using the FEM. generating a wide range of shapes.
These are then reduced down to a set of key deformations using PCA. The principal
components which correspond to 90% of the variation in the dataset are saved out as
blendshapes at (±)2 standard deviations (s.d.) of the eigenvector. This models large
deformations while ensuring the non-rigid behaviour is physically plausible.
Using the blendshape model, a synthetic dataset is created for training a CNN. The
dataset is generated by randomly sampling the position, orientation and blendshape
weights of the model and rendering the corresponding RGB images. The images are
processed by segmenting and flattening, to remove the background and prevent lighting
variation, before being used to train a CNN to predict the rigid and non-rigid model
parameters. We consider both a standard ResNet34 architecture [65] and a custom
neural network – VRProp-Net – for this task.
Finally, the trained network is used to make predictions on RGB inputs from a single
RGBD camera. The predicted deformation parameters are used to update the virtual
object which can then be rendered into a computer generated scene.
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4.3 Virtual Object Creation
The goal of our pipeline is to transform an arbitrary physical object into an interactive
virtual prop. To make our approach as automatic as possible, we propose creating the
virtual representation directly from the physical object, rather than creating the model
manually. This allows complex objects to be modelled without requiring 3D sculpting
expertise. We begin by 3D scanning our chosen object (Figure 4-2a) and processing the
captured point cloud to obtain a high resolution triangular mesh (Figure 4-2b). The
scanning process also captures a colour image of the real-world object’s appearance
(Figure 4-2c) which can be used as a high resolution texture for the model (Figure 4-
2d). In a similar manner, Kausch et al. [86] automatically generate a model using a
multi-view camera setup. We chose to use 3D scanning as it provided a texture as
well as a triangular mesh which can be used to assist tracking and does not require a
multi-camera calibration step.
(a) Physical Object (b) Generated Mesh (c) UV Texture Map (d) Virtual Object
Figure 4-2: Creating a virtual representation of a non-rigid coloured unicorn toy from
a real-world object. The unicorn is scanned using an Artec Eva Scanner, capturing the
shape and texture.
Using a 3D scanner, a point cloud or several point clouds are captured for our chosen
object. If there are multiple point clouds these must be rigidly aligned and globally
registered to a single point cloud, using colour and 3D position information. The
colour information ensures that symmetric point clouds are properly aligned. Finally,
the unordered point cloud can be fused by Delaunay triangulation to form a polygon
mesh [150]. These steps are carried out within the scanner software [11]. Implementa-
tion details are provided in Section 4.6.
For a rigid object, the 3D triangular mesh is an appropriate virtual representation, as
the pose can be changed by simply multiplying each vertex by a 4× 4 transformation
matrix and we do not need to change the shape. However, for a non-rigid object
we must be able to model a range of deformations. This can be done using a linear
blendshape model which is learnt from a large range of simulated shapes [100]. A
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blendshape model was chosen as object deformations are simply represented by a small
number of parameters: the blend weights. Additionally, as discussed in Chapter 3, these
models have been shown to be suitable representations for many non-rigid objects, even
complex items such as hands, faces and bodies [101, 105, 156, 164].
To carry out a simulation, we use a FEM mesh representation of our object. As dis-
cussed in Chapter 3, FEM is a well-established approach for modelling non-rigid objects
and has the potential to accurately simulate the deformations by explicitly modelling
elasticity. Additionally, our experimentation with Petit et al.’s [136] method in Chap-
ter 2 demonstrated the success of FEM for capturing deformations. However, achieving
a high accuracy simulation requires a suitable choice of constitutive model which cap-
tures the behaviour of the real-world object that is being modelled. Additionally, the
elasticity parameters must correspond to those of the physical object. As we were
focusing on non-rigid objects which deformed with large bends and folds, we did not
need to represent large rotations and so we chose the Linear elasticity model. In Chap-
ter 3, we stated that the elasticity parameters (i.e. the Poisson ratio and the Young’s
Modulus) can be calculated directly from the physical object, either by biomechanical
experiments [97] or by using a force sensor [138]. However, as we did not have access
to the equipment for these tasks, we instead approximated these parameters. We made
the assumption that our chosen objects were made of a single, isotropic material. As
the objects’ materials were known, we could use a look up table of common material
parameters [2, 3] and select those that corresponded to our object or belonged to an
object with similar properties. The FEM models with the parameters selected in this
manner deformed appropriately for our selected object but we note that more careful
selection may have led to more realistic models.
We deform the FEM meshes by applying a variety of forces with different magnitude
and orientation to random points on the surface of the mesh. As we only sample a
finite number of forces and apply a single force at a time, only a subset of potential
deformations is created. Moreover, this approach assumes that each region of the
object deforms in the same manner. If this is not the case, the object deformations
will be poorly modelled, and an alternative approach should be considered. While
this method only approximates the possible deformations, we find that by applying a
wide variety of different forces, we can still capture a diverse range of deformations.
This set of shapes is varied enough to create an appropriate models for the objects
chosen for our pipeline. After the forces are applied, we save out a number of deformed
meshes as the FEM model reacts and returns to a neutral position. This process






the simulation, the 3D position and orientation of the object may be changed and, as
such, the vertex correspondences between the meshes in Vunaligned are unknown. It
is important to compute these correspondences before any dimensionality reduction
using PCA is carried out to ensure that PCA determines variation due to changes
in shape and not changes in pose. After computing the correspondences, we obtain k




aligned]. We align our meshes using the iterative
closest point algorithm (ICP) [33], with the addition of colour information to allow
symmetrically shaped meshes to be correctly orientated (see Figure 4-3). The distance
between vertices, vxi = [xi, yi, zi, ri, gi, bi], vxj = [xj , yj , zj , rj , gj , bj ] in a mesh can be
defined as follows to include colour distance as well as the 3D Euclidean distance.
dist(vxi,vxj) = α||xi − xj ||+ β||rgbi − rgbj || (4.1)
where x = [x, y, z] is the 3D position of the vertex and rgb = [r, g, b] is the colour.
The constants α, β are the weights for the Euclidean and colour distance respectively.
Given a vertex, vxi, the nearest vertex, vxnn, in a neighbouring mesh is found to be




(a) Source mesh (b) Goal mesh (c) ICP (d) ICPcolour
Figure 4-3: Aligning meshes using ICP. The addition of colour information ensures that
the rotation and translation of meshes with symmetric shape are correctly found.
An overview of our chosen alignment algorithm is outlined in Algorithm 1.
Finally, PCA is applied to the aligned meshes, Valigned. The principal components
which represent 90% of the variation within the training data are used as blendshapes
at ±2s.d. of the eigenvector. We chose 90% as this allowed us to capture a wide range
of the most frequent deformations but prevented our model becoming overly complex.
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Algorithm 1 Mesh Alignment
1: Align a dataset of meshes of the same object with different pose and shape
2: vgoal = Vunaligned[0]
3: cgoal = centroid(vgoal)
4: for each vunaligned in Vunaligned do
5: csrc = centroid(vunaligned)
6: t = csrc − cgoal
7: for each vertex, vxi, in vunaligned do
8: vxi + = t
9: end for
10: valigned = ICPcolour(vgoal,vunaligned)
11: Valigned[i] = valigned
12: end for
13: return Valigned
Using the n generated blendshapes, b = [b1, ...,bn], a new deformation is created using




where mean(Vmean) is the mean or neutral shape, calculated from the aligned meshes,
and w = [w1, ..., wn] is a vector of the blend weights. Using PCA to create blendshapes
ensures that the basis vectors are orthogonal. Thus, there will be no interference
between blendshapes which would result in an unnatural deformation being modelled.
4.4 Dataset Generation and Network Training
A linear blendshape model representation of the chosen physical object can be used
to generate a synthetic training dataset. Our data generation produces a set of K
cropped and segmented RGB images, I = [I1crop, ..., I
K
crop], and the corresponding pa-
rameters that have been used to deform the model, D = [d1, ...,dK ]. Each deforma-
tion parameter is of the form d = [w1, ..., wn, R1,1, R1,2, R1,3, ..., R3,3], where wi are the
blend weights for each of the n blendshapes in the model and Ri,j are the entries of the
3 × 3 rotation matrix, R. Alternatively, we could represent the rotation using Euler
angles, axis-angles or quaternions. Euler angles represent a rotation using 3 values,
(Ex, Ey, Ez), corresponding to rotations around the x, y and z-axis. However, Euler
angles are not unique, can have singularities and can suffer from a loss of degree of
freedom, or gimbal lock, when two of the defined axes become parallel. Axis angles
represent a rotation using an angle and the axis to rotate around. While these are
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easy to understand, they too suffer from singularities and two axis angles cannot be
combined directly. On the other hand, quaternions do not suffer from singularities or
gimbal lock and can easily be combined. Quaternions are of the form (ai + bj + ck + d)
where a, b, c, d ∈ R and i,j,k ∈ C. While quaternions are a suitable choice for rotation
representation, we chose to work with rotation matrices as these are more intuitive and
straightforward to use but in future work quaternions could considered.
The 3D position of the object is also varied but as this is calculated outside the network
we do not consider it as a deformation parameter. We assume the size of the object
remains constant so we do not do any scaling. The model can be either generated as
described above or manually sculpted and rigged. The training dataset can then be
used to train a CNN to predict model parameters from unlabelled RGB images.
4.4.1 Dataset Generation
For each VR prop, we generate a synthetic dataset. This allows large amounts of
data to be obtained quickly for an arbitrary object, without a time consuming manual
capture process [10, 35, 112, 145]. In addition, this process results in an automatically
labelled dataset, again avoiding time consuming manual labour and human error. The
linear blendshape model is deformed by randomly varying the model parameters (i.e.
the pose and shape parameters) and a synthetic RGB image rendered for each frame.
The rigid (or pose) parameters of the model are the 3D position, T = [Tx, Ty, Tz], and
the rotation, R3×3. These can be randomly varied with the constraint that the object
must be visible by the virtual camera. That is it must fall within the capture volume,
VP. Thus, to vary the 3D position of the object we simply chose a point T ∈ VP. The
orientation of the object can be changed by sampling the angle of rotation around the
x, y, z axes, rotx, roty, rotz, from a uniform distribution in the range (0, 2π). These can
be combined to a single 3 × 3 rotation matrix by multiplying together the individual
axes rotation matrices, R = Rx(rotx)Ry(roty)Rz(rotz).
In a blendshape model, a deformation, vnew, can be modelled as a linear combination
of the n basis vectors (i.e the blendshapes b = [b0, ...,bn]) and the neutral pose,
mean(Valigned), as expressed in Equation 4.3. Thus, we take the non-rigid (or shape)
parameters to be the blendshape weights w = [w1, w2, ..., wn], which are uniformly
sampled between (0, 1). For each frame, the new parameters are used to update the
virtual object’s pose and shape and an RGB image of the scene is rendered, Iinput =
[I1input, ..., I
K
input]. We carry out the rendering in Unity and use a pin-hole camera model
for the virtual camera. The virtual camera parameters (i.e. the focal length and field
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of view) are set equal to those of the physical camera and the images rendered at the
full resolution so that the real and synthetic images are as similar as possible. As well
as this, we fix the camera pose during the dataset generation procedure. Algorithm 2
provides an overview of our dataset generation approach.
Algorithm 2 Dataset Generation
1: Generate a synthetic dataset of an object in a variety of poses and under different
deformations.
2: for each frame in range (1,K) do
3: Randomly vary deformation parameters:
4: T ∈ VP
5: R = Rx(rotx)Ry(roty)Rz(rotz) with rotx, roty, rotz ∈ (0, 2π)
6: for blend weight, wi, in w do
7: wi ∈ (0, 1)
8: end for
9: d = [w1, ..., wn, R1,1, R1,2, R1,3, ..., R3,3]
10: Deform v:
11: for each vertex vx in v do
12: v = Rv
13: centroid(v) = T




16: Render RGB image
17: end for
As our approach is for a virtual environment, we can have complete control over the
appearance of the object and so we chose to register our model to RGB data. Al-
ternatively, depth data could be included in the dataset. However, the state of the
art methods which use depth data are either unable to recover pose due to ambigu-
ities for certain objects [136, 203] or are not suitable for real-time use [97]. On the
other hand DynamicFusion [117] and VolumeDeform [74] are able to capture non-rigid
behaviour in real-time from RGBD data, with impressive results. However, Dynam-
icFusion cannot recover from model failure or lost tracking and VolumeDeform often
fails when the deformation is large. Moreover, the addition of depth in the training
data increases processing time and decreases frame rate. We also found that the depth
images captured using our RGBD sensors were often noisy and modelling this noise in




We train our network on synthetic data, generated as described above. This is very
clean data, with no backgrounds, no occlusions and controlled lighting. In contrast,
at run-time we test on real images which may have complex backgrounds, occlusions
due to hands or other objects in the scene and varied lighting and shadows. We wish
to minimise the differences between these two sets of data so that a network trained
on the synthetic data is able to make accurate predictions on the real-world data. As
we noted, in VR we can brightly colour the objects without negatively impacting the
experience. Therefore, we leverage this and use a simple manual segmentation approach
which uses the colour information for processing the images. This method allows the
object of interest to be efficiently extracted from the background and can be easily
implemented within our pipeline. It can be noted that an alternative solution such as
adding some of the real-world complexities to the data could add robustness to the
tracking [145]. However, this was not explored further in this section. The object of
interest is segmented from the background, removing all irrelevant pixels and, then,
the image flattened to remove all shading and slight colour variation in object sections
such that the network predictions are invariant to lighting conditions. To flatten the
image, pixels within a similar range are detected and set to a constant value.
Algorithm 3 shows an overview of our image processing approach, using an RGB image,
Iinput, of a red, green and blue object as an example. In general, texturing the objects
within the same colour range can reduce the time spent tuning thresholds for different
objects and setups. The algorithm returns the segmented and flattened image, Iout.
Our network takes in a square image and so, the segmented and flattened image, which
was rendered at the full resolution of the physical camera, Iout, must be cropped.
The centroid of the object in the 2D image can be calculated using the coordinates,
[(x1, y1), ..., (xN , yN )], of the N non-zero pixels (Equation 4.4). We select the centroid








Using the training dataset, a CNN is trained to predict the pose and blendshape weights
from unlabelled RGB images. The network takes a square RGB image as an input,
Icrop, and returns the predicted parameters, d̂i = [ŵ1, ŵ2, ..., ŵn, R̂1,1, R̂1,2, ..., R̂3,3]
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Algorithm 3 Segment and Flatten a RGB image
1: Segment the foreground of an RGB images and flatten the colours using colour
thresholding
2: [bkL,bkU ] = background colour range
3: [rL, rU ] = red range
4: [gL,gU ] = green range
5: [bL,bU ] = blue range
6: for each row, col in Iin do
7: if bkL ≤ Iin[row, col] ≤ bkU then
8: Iout[row, col] = [0, 0, 0]
9: else if rL ≤ Iin[row, col] ≤ rU then
10: Iout[row, col] = [255, 0, 0]
11: else if gL ≤ Iin[row, col] ≤ gU then
12: Iout[row, col] = [0, 255, 0]
13: else if bL ≤ Iin[row, col] ≤ bU then




f(Icrop) = d̂Icrop . (4.5)
The rotation parameters returned by the network are in R9 and while they are very close
to being the entries of a valid rotation matrix, we cannot guarantee that they are in
SO(3). Therefore, to make sure that our rotations are in an appropriate form we convert
the output to quaternions, obtaining the closest valid rotation to our predicted values.
After training we render our virtual objects in Unity and, as Unity represents rotations
as quaternions, this seems an appropriate conversion. Given our rotation deformation
parameters, Rij , we obtain the corresponding quaternion, q = ai + bj + ck + d where
a =
R3,2−R2,3
4d , b =
R1,3−R3,1
4d , c =
R2,1−R1,2
4d and d =
√
1 +R1,1 +R2,2 +R3,3.
The network is trained using a mean square error (MSE) loss which finds the sum
of squared differences between the K ground truth deformation parameters, D =
[d1, ...,dK ], and the predicted parameters, D̂ = [d̂1, ..., d̂K ].
MSE(D, D̂) =
∑K
i=1 ||di − d̂i||2
K
. (4.6)
During training, the error from the loss function expressed in Equation 4.6 is backprop-
agated through the network to update the parameter weights. The network is trained
65
until this error converges or falls below a predefined threshold. Implementation details
are provided in Section 4.6.
Network Design
In our work, we aim to transport physical objects into virtual and augmented envi-
ronments to be used as interactive props. Therefore, speed should be considered when
choosing a suitable network. However, as this is a novel and challenging problem, we
prioritise the design of pipeline that is able to accurately predict model parameters at
an interactive rate and highlight the potential of our solution rather than focusing on
achieving state-of-the-art tracking frame rates.
(a) WRN basic blocks [65] (b) VRProp-Net basic blocks
Figure 4-4: Basic blocks of a wide residual network vs VRProp-Net. After each convo-
lutional layer there is batch normalisation followed by a ReLU activation.
We have explored several networks for predicting the pose and shape parameters of
rigid and non-rigid objects from unlabelled RGB images. We began by using a stan-
dard ResNet [65] as many of the existing works for predicting shape and pose include
a ResNet encoder in their network architecture [64, 80, 215]. Due to available compu-
tational power and GPUs, we chose a ResNet34. Rather than training this network
from scratch, we instead began from the weights pre-trained for classification on the
ImageNet dataset. As our images have been pre-processed, they differ in appearance
from the data in ImageNet, particularly in terms of shading and lighting. However,
our images still have notable features, such as edges, corners and objects boundaries
and so beginning training from these weights can potentially reduce the training time.
ResNets are deep neural networks and while they have been shown to be able to accu-
rately predict model parameters, they can often require a long time to train. There-
fore, we also explored a wider and shallower network. Our custom neural network
– VRProp-Net– is based on the Wide Residual Network (WRN) architecture [210].
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The basic blocks of a WRN consist of two sets of convolutional, batch normalisation
and ReLU activation layers as shown in Figure 4-4a. We built on the original WRN
architecture and increased the ‘representational power’ by increasing the number of
convolutional layers as well as the size of the kernel [210]. Our VRProp-Net basic
blocks have 4 convolutional layers, each with a 5 × 5 kernel, allowing them to better
learn the deformation parameters.
4.5 Running on Real Data
The trained network is used to make predictions from real-world images and drive the
motion of the virtual model at interactive rates. The deformed model can be rendered
into a CG scene to be used in a VR or AR environment. If this method is for a virtual
environment, we can have total control over physical scene. To this end, the object can
be placed in front of a green screen which can be easily thresholded out.
The physical object is captured using a single RGBD camera and the RGB image pro-
cessed and cropped around the centroid, as with the synthetic images. The segmented
RGB image is used in turn as a mask to segment the depth map. The mean depth, dm,
of the visible object surface is calculated and used alongside the centroid, c = [cx, cy]









where f = [fx, fy] and u = [ux, uy] are the focal length and principal point of the
camera respectively.
The cropped image is input to the trained network and the predicted blendshape
weights and orientation returned as demonstrated in Equation 4.5. The weights, ori-
entation and 3D position update the shape and pose of the model, which is rendered
into a virtual environment.
To increase the efficiency of the real-world algorithm, we make the assumption that
the change in pose and shape between several subsequent frames is small. Thus, a pre-
diction does not have to be made for each captured frame. Instead, we can interpolate
between the current and previous key frame at run time. Spherical linear interpola-
tion is used to interpolate the rotation between frames. The blendshape weights and
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3D position can be interpolated using a Kalman filter [20]. As well as increasing the
efficiency of the algorithm, the addition of interpolation smooths the motion between
frames.
4.6 Implementation Details
We scan our physical objects using an Artec Eva Scanner and process the mesh within
the Artec 11 Software [11]. In the mesh processing step, background objects are re-
moved from the mesh. A further clean up and mesh simplification, if required, is done
within Maya. The scanning also captures an RGB image which an be used as a texture.
We use the soft-body simulation engine SOFA to carry out an FEM simulation, with
a triangular FEM mesh [47]. The FEM mesh is deformed by randomly exerting forces
on the surface of the mesh and the deformed meshes are saved out.
For each object, we create our training dataset in Unity. The position, orientation and
shape are randomly changed as discussed in Section 4.4. The camera is placed at the
origin and the camera parameters are set to those of the Intel Realsense D435 sensor
(f = [622.084, 622.154], u = [426.034, 245.07]). Like this camera, the RGB image is
rendered at a resolution of 848 × 480. The images are then cropped to a square of
384× 384.
We trained our networks on an AlieanWare Desktop computer with an NVIDIA GeForce
GTX 1070 GPU and an Intel(R) Core(TM) i7-6800K CPU @ 3.40GHz. We standardise
the deformation parameters so that they have a mean of 0 and a standard deviation of
1. Additionally, we standardise each channel of the RGB images. We use an MSE loss
and a stochastic gradient descent optimiser with learning rate 10−4 and momentum
0.9.
4.7 Results
We created VR props for several rigid and non-rigid objects to evaluate our pipeline.
The tracking network was also tested on manually sculpted and rigged blendshape
models.
Virtual Object Creation
To demonstrate our virtual object creation stage, we created two rigid and two non-
rigid VR props. We also manually sculpted and rigged an additional non-rigid object.
All objects used are shown in Figure 4-5. The objects were brightly coloured to prevent
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symmetry and reduce 2D-3D projection ambiguities. The rigid objects were a box and
a cup and the non-rigid objects were a sponge bar, a foam ‘pizza’ and a unicorn toy.
(a) Real objects
(b) 3D object models
Figure 4-5: Rigid and non-rigid props for virtual object creation. Top row shows the
real-world objects with corresponding CG models below.
The non-rigid objects were 3D scanned, producing a textured CG model which could
then be imported to Unity to create a synthetic dataset. For the non-rigid objects, a
large range of deformations were simulated using FEM with a triangular FEM mesh.
The set of deformed meshes was reduced using PCA. For the sponge object, 7000 de-
formations were modelled using the SOFA simulation engine and reduced to 10 blend-
shapes (Figure 4-6a). Similarly for the unicorn toy (Figure 4-6b), we created a model
with 6 blendshapes from around 1000 deformed meshes. This approach captures a wide
range of deformations for each object which only depend on a small number of param-
eters, allowing a high resolution mesh to be deformed in a less costly manner than
varying individual 3D vertex positions. Additionally, this method produced a 3D CG
representation and texture of any chosen object to be easily obtained without requiring
the skills of a 3D modeller. Scanning occurred in a uniformly lit room to minimise the
amount of shading variation on the object surface. We also manually rigged a ‘pizza’
model and an additional sponge model, each with 2 blendshapes to use in our tracking
comparisons. These are based on the physical pizza and sponge shown in Figure 4-5
and deform distinctly with large bends and folds.
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(a) Sponge deformations (b) Unicorn deformations
Figure 4-6: A range of deformations generated by randomly varying the blendshape
weight in our non-rigid models. The sponge model has 10 blendshapes while the unicorn
has 6.
Pose and Shape Prediction
We tested our networks on a range of rigid and non-rigid objects. For the non-rigid ob-
jects, we used the unicorn model generated using our virtual object creation approach
and the manually rigged sponge and pizza models, in order to evaluate the standalone
success of the tracking algorithm as well as its value in the context of the full pipeline.
We chose the single unicorn object from our generation approach to test within our
tracking pipeline as this object behaved very differently than the other objects, exhibit-
ing subtler deformations than the distinct bends and folds of the sponge and pizza. For
each network, we trained on the same sets of data; the details of which can be found
in Table 4.1. The tracking pipeline (i.e. the segmentation and network prediction)
operates at an average interactive rate of around 15fps for each network. Though we
believe the frame rate can be increased further with a software engineering effort, for




Training Dataset Split (# Frames)
Train Val Test Total
Sponge 2 42531 4253 4253 51037
Pizza 2 32852 1369 1369 35590
Unicorn∗ 6 47087 4714 4315 56,116
Cup 0 23034 2880 2879 28793
Box 0 25880 3236 3235 32351
Table 4.1: Training dataset summary for the test objects: sponge, pizza, unicorn, cup
and box. The total number of frames is divided into approximately 80% train, 10% val
and 10% test. Those objects with 0 blendshapes are rigid. (∗Model generated by our
virtual object creation approach.)
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We begin by evaluating the network on the test data (as shown in Table 4.1). As this
is synthetic data, we have the ground truth shape and pose, allowing us to calculate a
loss between the predicted and ground truth parameters to quantitatively evaluate the
tracking accuracy. We do this using three error values. The first is the network loss
function (i.e. the MSE error between the ground truth deformation parameters, D, and
the predicted parameters, D̂). Before calculating the MSE, we ensure the blendshape




i=1 ||di − d̂i||2
K
. (4.8)
We then use two functions which calculate the error on the m mesh vertices rather
than the parameters. The parameters (R,w) can be used to deform the model to go










The first error function on the vertex positions is the PoseLoss, PL, defined by Xiang et
al. [206]. The original loss function only considered rigid objects so we have updated






||v̂i − vi||2 (4.10)
where vi ∈ v.
Finally, we calculate the root mean square error (RMSE) between the predicted mesh
vertices and the ground truth. A separate value is computed for the jth = (x, y, z) axis.
RMSEj(v̂j ,vj) =
√∑m
i=1 |v̂ij − vij |2
m
(4.11)
For each object and network, the errors are shown in Table 4.2. For the errors on the
mesh vertices, we can only compare on the same objects over the different networks
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Object
Resnet34 Average Losses VRProp-Net Average Losses
MSE PL RMSE(x,y,z) MSE PL RMSE(x,y,z)
Sponge 0.0235 2.46 (1.15, 0.70,1.28) 0.0269 2.81 (1.22, 0.82, 1.32)
Pizza 0.0149 1.074 (0.55, 0.34, 0.74) 0.0183 1.35 (0.68, 0.50, 0.84)
Unicorn 0.0596 5.09 (1.63, 1.25, 1.67) 0.0776 8.26 (2.02, 1.78, 2.10)
Cup 0.0157 1.39 (0.94, 0.31, 0.94) 0.0131 1.119 (0.79, 0.43, 0.82)
Box 0.0255 1.24 (0.88, 0.34, 0.86) 0.0172 0.82 (0.67, 0.37, 0.66)
Table 4.2: Comparison of the average losses for each object for the ResNet34 vs
VRProp-Net. The MSE error (Eq. 4.8) is between the predicted parameter values
while the PoseLoss (Eq. 4.10) and RMSE (Eq. 4.11) are computed on the vertex val-
ues. Note: errors on meshes should only be compared on same object due to differences
in scale.
due to differences in sizes of the models due to the differences in size of the physical
objects. However, the MSE loss can be compared between objects and networks. For
each non-rigid object, we see that the ResNet34 predicts the model parameters with
higher accuracy. This network has layers which are pre-trained for a considerable time
on the large ImageNet dataset. Therefore, many features have already been learnt in
the higher convolutional layers before we start training on our data. On the other hand,
our custom network is trained from scratch and so to reach a similar accuracy, it could
require more data and a longer training period. For the rigid objects, VRProp-Net
makes sightly higher accuracy predictions. However, both networks give relatively low
errors, demonstrating the success of the tracking method.
As well as evaluating the results of the network using the loss functions, we can review
them visually. This qualitative analysis is important as our goal is to transport physical
objects into virtual environments, where visual correctness is key. We test each network
on synthetic data, as trained on, as well as real data captured from an RGBD camera.
We render each object with the model parameters predicted by both of our tracking
DNNs (see Figures 4-7,4-8,4-9,4-10,4-11). We also render results output from another
DNN based pose prediction approach, PoseCNN [206]. The results of this will be
discussed in Section 4.8. To note, PoseCNN does not always detect our objects in the
images and these have been labelled accordingly.
For both categories of objects, the predicted shape and pose from the synthetic data
looks close to the ground truth. However, we see (in Table 4.2 as well as visually) that
the rigid objects parameters are recovered with higher accuracy than the non-rigid
objects and, as with the qualitative results, we find that the VRProp-Net predictions




Figure 4-7: Predicted shape and pose from Resnet34, VRProp-Net and PoseCNN for
non-rigid sponge object.
objects behave in a much more controlled manner and have a constant shape. For the
non-rigid objects, we find the those which demonstrate very obvious deformations such
as bends (e.g. the pizza and sponge) are captured more accurately than the more subtle
deformations of the unicorn object for both networks. To capture such deformations,
we could consider alternative models such rigged skeletons or physics-based simulations
and train a network to predict the parameters of those models rather than blendshape
weights.
Again, for the real data, we see appropriate tracking results for both the rigid and




Figure 4-8: Predicted shape and pose from Resnet34, VRProp-Net and PoseCNN for
non-rigid pizza object.
accurately. In some of the images there is a discrepancy between the 3D position of
the real object and the predicted pose. This is due to an offset between model centroid
and real centroid in the images; the 3D model centroids are within the the model while
the calculated centroids lie on the surface. This could be addressed by adapting the
network to learn an offset to the 3D position such as was done in the DOVE outputs
in Chapter 2. Additionally, we found that in environments with changing lighting,
the segmentation algorithm often failed leading to poor parameter predictions. This
restricts our approach to environments with fixed, controllable lighting. Finally, due
to our interpolation between current prediction and previous frame, very fast motions




Figure 4-9: Predicted shape and pose from ResNet34, VRProp-Net and PoseCNN for
non-rigid unicorn object.
4.8 Comparison and Discussion
To evaluate the success of our approach, we mainly focus on a qualitative analysis of the
results. Firstly, transporting objects in virtual environments is a novel problem and, as
discussed in Chapter 3, the current work on object tracking or pose prediction for VR
and AR focuses on rigid objects or highly textured non-rigid surfaces. As such, there are
no directly comparative works with which to perform a detailed quantitative analysis.
Moreover, there are no hand and non-rigid object datasets with suitable ground truth
which we could run our tracking algorithm on. Additionally, we are interested in virtual




Figure 4-10: Predicted pose from ResNet34, VRProp-Net and PoseCNN for rigid box
object.
important than attaining very high accuracy pose and shape prediction. Therefore,
qualitative analysis is an appropriate evaluation approach for this work. However, we
did carry out some limited quantitative analysis using the synthetic data.
We compare our pose and shape prediction results to PoseCNN [206], a similar DNN
described in literature. As discussed in Chapter 3, PoseCNN predicts the 6DoF rigid
pose of an object from an RGB image. This is a similar output to our network, however,
we also return the blendshape weights, if appropriate, and as such we can track non-
rigid objects while PoseCNN cannot. Therefore, we only compare against the ability




Figure 4-11: Predicted pose from ResNet34, VRProp-Net and PoseCNN for rigid cup
object.
network, PoseCNN is trained on synthetic images but unlike our pipeline, the images
are not segmented or flattened prior to training time. Instead, the network learns to
predict a segmentation map. Additionally, PoseCNN is trained using the PoseLoss
(Equation 4.10).
As for both our DNNs, we calculate the MSE, PL and RMSE between the predicted
and ground truth parameters for PoseCNN. For the non-rigid objects, we set the blend
weights for the PoseCNN prediction to 0. The losses for PoseCNN, tested on the same
sequences as the ResNet34 and VRProp-Net, are provided in Table 4.3.
For the rigid objects, PoseCNN is able to the recover the 6DoF pose well. For the





Sponge 0.20 17.03 (2.61, 2.20, 3.59)
Pizza 0.475 30.55 (4.27, 4.04, 4.45)
Unicorn 0.446 42.81 (4.60, 4.48, 5.24)
Cup 0.0832 7.60 (1.20, 1.24, 1.44)
Box 0.0208 0.69 (0.43, 0.46, 0.021)
Table 4.3: Average MSE, PL and RMSE for PoseCNN on our range of objects. For the
non-rigid objects (sponge, pizza and unicorn) PoseCNN only provides the 6DoF pose
and so predicted blend weights are given as 0. These losses are on the same datasets
as were used for Table 4.2.
MSE. This is unsurprising as PoseCNN is trained on the PL and so learns to minimise
this value while our network is trained on the MSE. For the rigid cup object, the
PoseCNN losses are slightly higher but still reasonable which is likely due to the higher
complexity, in terms of colour and shape, of the cup model. Additionally, looking
at the visual comparisons in Figures 4-7,4-8,4-9,4-10,4-11 we can see that while the
predictions on the synthetic data are very good and look similar to our results, the
network does not adapt so well to real data and in some cases no object is detected
in a scene which in reality contains the object. A potential solution is to improve the
appearance of our synthetic objects with a higher quality texture. For the non-rigid
objects, PoseCNN is a much less useful solution as it can only capture rigid transforms
and has low accuracy 6DoF pose prediction when an object undergoes a non-rigid
deformation. This is reflected in the high loss values as well as the visual results; when
the object is in a relatively neutral shape, the 6DoF pose is predicted well but the
prediction accuracy decreases as the magnitude of the deformation increases.
To evaluate our non-rigid object shape prediction, we compare against KinectFu-
sion [39] which reconstructs surfaces from sequences of RGBD data. We reconstruct
each frame individually, rather than processing a whole sequence, because, as our goal
applications are VR or AR experiences, we cannot use offline tracking of objects. More-
over, this reconstructs the shape on a per frame basis so it does not matter whether
the object is rigid or non-rigid. We run KinectFusion on real images and obtain the
surface meshes shown in Figure 4-12 and 4-13. In our reconstructions, we have left
the background visible but this could easily be removed using segmentation if required.
We can see that KinectFusion was able to recover the approximate shape and pose of
our rigid and non-rigid objects. However, as the surface is reconstructed from a single
frame, only the visible surface is recovered, resulting in a limited mesh which does not





Figure 4-12: Reconstructed Surface using KinectFusion [39] for our non-rigid objects.
For each object, we show a front, side and down view.
and returns no information about the 6DoF pose of the object. Therefore, in a VR
and AR experience, for each frame a new surface would have to be rendered into the
virtual experience which would be slower than updating the parameters of an existing




Figure 4-13: Reconstructed Surface using KinectFusion [39] for our rigid objects. For
each object, we show a front, side and down view.
We could compare our pipeline with another DNN based approach which predicts non-
rigid model parameters from RGB images [80, 215]. However, due to time restrictions
and the considerable engineering effort required to implement these methods, we do not
do so in this thesis. Instead, as an example, we will briefly outline the steps required to
adapt our data to be suitable to use as training data within Zuffi et al.’s [215] method.
Zuffi et al. [215] represent zebras (i.e. their chosen non-rigid objects) using the SMAL
model: a parametric model with shape, pose and translation components. The shape
of the object is modelled using blendshapes and the pose is a kinematic skeleton where
each joint has an orientation value. A network is then trained to recover these values
from a labelled RGB image, along with the object texture and camera instrinsics. Our
non-rigid model is similar but we have a single pose value corresponding to the model
centroid rather than multiple joint rotations, and so the network output would have
to be changed in respect to this. Our dataset generation would need to be adapted
to record the camera parameters and texture images in each frame, though this is
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trivial as our camera is fixed and the textures constant for each object. Additionally,
Zuffi et al. [215] label the location of the non-rigid object in the image for training
using the bounding box. We can do this automatically in our synthetic data by finding
the extents of the non-zero pixels. As well as adapting our data to be suitable for this
approach, we would need to implement the network using software such as PyTorch
and implement the loss functions. Once we had this code and our adapted dataset, we
could train the network and compare the accuracy of the predictions to our pipeline.
During the creation of this pipeline, we focused on VR applications, where partici-
pants are unable to see the real-world due to wearing a HMD. Thus, we had complete
control over the physical environment and could use green screens, green gloves and
brightly textured objects to aid tracking without negatively impacting the experience.
As well as this, we found that our segmentation algorithm failed in environments with
dynamic lighting and such we were limited to environments with fixed lighting. Several
pieces of related work do not present these restrictions but are limited in other ways.
Andrychowicz et al. [10] and Xiang et al. [206] use naturally textured objects in less
controlled environments in their tracking approaches but do not track any non-rigid
objects. Additionally, Pumarola et al. [145] captures non-rigid deformations without
using markers or brightly textured objects but their system is limited to surface de-
formations and does not track at an interactive rate. Finally, many approaches which
predict model parameters from uncontrolled, in-the-wild images require large quanti-
ties of labelled training data [80, 215]. Making our system more robust to real-world
environments is a valuable future task as it would allow objects to be tracked in less
controlled environments, increasing the potential uses of our pipeline.
4.9 Conclusion
In this chapter, we have presented our pipeline for transporting real-world physical
objects into virtual or augmented environments. This pipeline begins with a method
for automatically generating a rigged blendshape model from a physical object with-
out requiring manual sculpting or rigging. We then continued with a DNN pose and
shape prediction solution, where we explored using 2 different CNNs to recover model
parameters (i.e. rotation and blendshape weights) from a single RGB image. In Sec-
tion 4.7, we demonstrated our pipeline on several simple objects, representing many
real-world cases of VR props which might be required for VR or AR experiences. Our
results showed that the performance on these objects is both interactive and accurate
enough for VR or AR. However, beneficial future studies could explore how to opti-
mise our algorithm and further reduce the prediction time. As discussed, the current
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system performs best on objects which large deformations such as the bends of the
sponge object. The soft body unicorn object, which deformed with subtle compresses
and twists was tracked much more poorly than the other non-rigid objects. There are
several potential reasons behind this. Firstly, it is a more complex rigid object which
behaves in a less constrained manner. Therefore, it may be challenging for the network
to learn the model parameters for such an object. Alternatively, the model itself may
be a problem and alternative solutions such as FEM meshes or soft-body simulations
could be considered to represent this variety of deformable objects. Finally, the colour
flattening step removes lighting and shading which may lose information about subtle
deformations. A network which learns deformations from images which have not been
flattened may capture subtle deformations more accurately. This would also remove
the need for a segmentation algorithm which is robust to changing lighting conditions.
Due to lack of directly related works, we compared our networks to an existing rigid
object pose estimation network, PoseCNN, as well as a surface reconstruction approach.
The main advantage of our pipeline over PoseCNN was the ability to predict non-rigid
model parameters. Additionally, our image processing allowed our network to adapt
better to making predictions on real-world images. However, exploring methods to
improve the rendering of the synthetic data could improve our work. The surface
reconstruction approach produced noisy meshes and did not maintain the volume of
the object. In contrast, our method only varied the model parameters so the topology of
the objects were maintained. Moreover, as only the parameters were changed between
frames in our approach, the same model could be used in each frame, making this a
more efficient solution. Therefore, using our end-to-end pipeline, physical objects can
easily become VR props within dynamic, novel VR and AR experiences.
To develop our pipeline further, it would be useful to carry out user experiments to
evaluate the impact our pose and shape prediction network, and pipeline in general,
has on the immersion felt in VR and AR experiences. At present we have rendered
the deformed objects into Unity scenes which are viewed on an Oculus Rift headset.
However, we have not compared our interaction approach to the current methods (hand
gestures or controllers). Comparing these interaction approaches using a user study




Egocentric Pose and Shape
Prediction
5.1 Introduction
In the previous chapter, we proposed a pipeline for creating interactive virtual props
from real-world objects. The physical objects were in controlled green screen environ-
ments and the pose and shape predicted from a fixed RGBD camera. Fixed camera
approaches have a predefined capture volume, outside which an object can no longer be
tracked. The size of the capture volume can be increased by using multiple calibrated
cameras. However, this can be a costly solution. On the other hand, synchronis-
ing multiple RGBD cameras requires a considerable engineering effort, restricting the
hardware which can be used. In contrast, a dynamic capture volume, suitable for
practical VR and AR experiences can be created using a moving egocentric viewpoint,
such as a camera attached to a VR HMD. Thereon, in this chapter, we present an
egocentric extension to our original pipeline, along with several additional areas of im-
provement over the original work. The work in this chapter is based on the following
publications [178, 181].
The first advance over our original pipeline is an improved segmentation approach,
in which we represent coloured sections of tracked objects using Gaussian Mixture
Models. This addition to the pipeline allows objects to be captured in less controlled
environments and removes the strict requirement of green screens and green gloves. We
also design a new branched DNN – VRProp-Net+ – for predicting rigid and non-rigid
model parameters. We compare this network to VRProp-Net and show consistently
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higher accuracy predictions for non-rigid objects.
Finally, we propose an egocentric extension to our pipeline, allowing the pose and shape
of objects to be predicted in a moving, first-person view. A tracking or pose prediction
approach in which the camera pose is fixed has a restricted capture volume. On the
other hand, using a moving egocentric viewpoint where the camera is attached to
the VR HMD, creates a dynamic capture volume suitable for practical VR experiences.
Previous work has shown that hand pose or hand and rigid object pose can be accurately
tracked in egocentric views [52, 83, 113, 123, 184]. However, several of these approaches
only detect the object in a 2D image [83] and do not provide any 3D pose information.
Moreover, while networks have been shown to be able to recover 3D hand or rigid
object pose information from egocentric views [52, 123, 184], these approaches do not
generalise to non-rigid objects. In our work, we predict both the shape and pose of
rigid and non-rigid objects from egocentric views.
This chapter continues with an overview of our egocentric framework (Section 5.2).
We then discuss each section in detail: image processing (Section 5.3), network design
(Section 5.4) and egocentric pose and shape prediction (Section 5.5). Implementation
details are provided (Section 5.6) before evaluating the results of the framework (Sec-
tion 5.7) and comparing to existing works (Section 5.8). The final section concludes
the chapter (Section 5.9).
5.2 Overview
Our egocentric framework builds on the pipeline outlined in Chapter 4. As before, we
begin by creating a synthetic dataset for our chosen object by randomly varying the CG
model parameters (i.e. the 3D position, orientation and linear blendshape weights) and
rendering out RGB images. While the dataset generation procedure in our framework
is unchanged, we propose an alternative Gaussian mixture model (GMM) based image
processing step which is more robust to lighting and complex environments than simple
colour thresholding. A novel branched DNN – VRProp-Net+ – is trained to predict
the model parameters from the processed RGB images. In turn, the predicted shape
and pose parameters, alongside the 3D position calculated from the depth map, are
used to update the CG model which is then rendered into the VR or AR environment.
Finally, we add in a moving camera to our system and update the pose of the virtual
objects based on the camera pose, which we calculate using fiducial markers.
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5.3 Image Processing
In our egocentric framework a DNN is trained on synthetic data but at run-time must
make predictions on real data. Thus, to minimise the differences between these two
datasets the images are first processed, by segmenting and flattening the colours and
then cropping the image, before being input to the network. We propose a robust
GMM based approach for the image processing which is not restricted to controlled
green screen environments. The chosen objects are textured brightly with distinct
colours to aid tracking. We use the GMM based segmentation algorithm first outlined
in Section 2.2 to extract the object of interest from the background and adapt it to
flatten the colours. That method will be briefly refreshed here. For each section of the
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(5.1)
where X is a random variable, µk ∈ RK is the mean of the kth Gaussian and Σk ∈
RKxK is the covariance. The GMMs remain constant throughout the tracking. Each
pixel, x is tested using the Mahalanobis distance, DM (x) to determine if it falls into
any of the learnt distributions. If D is below a chosen threshold, D < ε, then the pixel
belongs to that distribution. The value of ε is selected experimentally. To segment
the image, any pixels which do not belong to any of the GMMs are assumed to be
background pixels and so are removed. The flattening stage removes any colour vari-
ations within object sections which may arise due to lighting variations. This is done
by setting all pixels which fall into the same GMM to a constant value.
(a) Segmented region. (b) Bounding box. (c) Region of interest.
Figure 5-1: Finding the ROI of the red section in frame f . A bounding box is calculated
around the segmented region in the previous frame (f − 1) and then the dimensions
increased to find the ROI in f .
To increase the efficiency of the processing algorithm and reduce the effect of back-
ground noise, we do not test every single pixel in each frame to determine if it belongs
to any of the GMMs. Instead, for each object section, we test pixels within a region
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of interest (ROI). To determine the ROI for a section, we first find a bounding box
around the segmented section in the previous frame. We take the assumption that the
position of the section in the image does not vary greatly between frames and obtain
the ROI by simply increasing the dimensions of the bounding box (Figure 5-1).
Finally, the segmented and flattened image, I, is cropped around the centre of the
tracked object, obtaining a square input for the network. We take the object centre to
be the 2D centroid, calculated from the non-zero pixels as before.
5.4 Network Design
We designed a novel CNN based architecture, VRProp-Net+ (see Figure 5-2) to predict
the orientation or pose, p̂, and shape, ŝ, parameters of VR props from RGB images, I
f(I) = p̂, ŝ (5.2)
where p̂ = [R̂1,1, R̂1,2, ..., R̂3,3] are the entries of the rotation matrix and ŝ = [ŵ1, ŵ2, ..., ŵn]
are the weights of the blendshape model.
Figure 5-2: VRProp-Net+: A processed image is input to the network and the
predicted pose and shape parameters returned. The MSE of the Euclidean distance
between the ground truth and predicted values is calculated for each branch. The pre-
dicted parameters can be used to update the virtual model and the predicted silhouette
rendered differentiably. An L1 loss between the ground truth and predicted silhouettes
defines our silhouette error.
When designing VRProp-Net+, we took inspiration from two of the key related works:
Kanazawa et al. [80] predict SMPL parameters from RGB data to reconstruct humans
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meshes and Zuffi et al. [215] recover SMAL parameters to model Zebras, again from
RGB images. In both these works, the RGB images are encoded using ResNet50
networks and, as such, we use this as our encoder. However, future exploration would be
useful to determine if a shallower encoder could be used to decrease the computational
time of the algorithm while maintaining appropriate tracking accuracy. The encoder
layers are then followed by a batch normalisation layer, producing a feature vector.
The feature vector must then be used to predict the shape and pose.
In contrast to VRProp-Net, the feature vector in VRProp-Net+ is passed into separate
pose and shape branches. We do this due to the differences in the pose and shape data.
Firstly, the pose and shape parameters are independent and as such it is appropriate
to have independent layers for predicting these parameters. Moreover, the individual
blendshapes within the shape parameters are also independent of each other, while
the rotation parameters are not, and it is highly unlikely that the pose and shape
parameters have the same distribution. Therefore, having separate branches for the
shape and pose allows a different set of network weights to be learned for each data
type. This approach has been used successfully in the literature for pose and shape
prediction tasks [206, 215]. However, future studies could be carried out to quantitively
evaluate the impact of the separate pose and shape branches. Additionally, the benefit
of training each branch separately could be explored. However, these evaluations were
not carried out within the scope of this project.
The shape prediction branch takes the feature vector as an input and passes it to
a ReLU layer and then a linear layer which returns the predicted shape parameters.
Similarly, the feature vector is passed into the the pose prediction branch, which again
passes it through a ReLU and a linear layer. In this instance, the pose parameters are
returned. The network is trained, separately for each object, using the loss
L = Ls + Lp + cLsil (5.3)
where Ls is the shape loss, Lp is the pose loss and Lsil is the silhouette loss. The
variable c is a constant which we determined experimentally. The shape loss, Ls,
is defined as the mean square error (MSE) between the ground truth and predicted
blend weights. Similarly, the pose loss, Lp, is the MSE between the ground truth and
predicted rotation matrix entries. This was chosen as we found it to work effectively
in Chapter 4.
Finally, we have the silhouette loss, Lsil, which measures the difference between the
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(a) Network input (b) Ground truth (c) Predicted (d) L1 difference
Figure 5-3: Using the NMR [85] we render a silhouette for the mesh with the ground
truth and the predicted parameters. The L1 difference between the two rendered images
can be calculated and used as the silhouette loss, Lsil.
silhouette of the ground truth and predicted mesh (see Figure 5-3). Using the predicted
pose and shape parameters, the virtual object can be deformed and the predicted
silhouette differentiably rendered using Kato et al.’s [85] neural mesh renderer (NMR).
The NMR, as introduced in Chapter 3, approximates rasterisation such that it has a
gradient which can be backpropagated through a network, making it suitable for use
within a network loss function. We did not render and compare RGB images as this
added considerable time to the training procedure. Thus, we take Lsil to be the L1 -
loss between the ground truth and the predicted silhouette. The L1-loss was chosen to
find the difference between the overall shape without being negatively influenced by any
outliers [215]. The total loss function is backpropagated through the network to update
the parameter weights, until the error converges or falls below a chosen threshold.
5.5 Egocentric Pose and Shape Prediction
We will now discuss a method to allow our network to make predictions from a moving
egocentric view (i.e. a sensor attached to a HMD) such that it may be used within
an egocentric framework. To do so, we ensure that the method correctly differentiates
between camera and object movements. Within our dataset generation, we fix the
camera position to (0, 0, 0), and set the orientation to be the 3 × 3 identity matrix,
I3 (i.e. the virtual camera is neither rotated or translated). Thus, we consider that
the predicted object pose from VRProp-Net+ is within a camera coordinate system –
defined by the camera pose. The shape prediction is independent of coordinate system.
We begin by finding the 3D position and orientation of the moving camera in world
space. To define the world coordinate system, we place fiducial markers in the tracking
volume. These markers have known pose and are arranged in a plane, the centre of
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Figure 5-4: The object pose is predicted within the camera coordinate system – defined
by the pose of the physical camera mounted to the HMD. The world coordinate system
can be defined using the known position and orientation of the markers.
which we choose as our world origin. The addition of multiple markers allows the cam-
era pose to be found even if some of the markers are occluded. In our implementation,
we use ArUco fiducial makers [55] as these allow fast and accurate identification. Using
the tracked marker plane, the camera pose in world space can be quickly calculated
(see Chapter 3.7).
The camera pose in world space (camT = [x, y, z], camR = R3×3) can be used to
update the camera frame. As the object pose is relative to the camera pose, the
object pose is transformed into world space (objTw ,objRw) by performing a coordinate
transform into the new camera frame. The orientation of the object is transformed by
simply rotating it into the updated coordinate system
objRw = camR R̂ (5.4)
where R̂ is the predicted rotation. Similarly, for the position, we must rotate into the
new frame as well as translating by the change in origin position between frames
objTw = camR T̂ + ˆcamT (5.5)
where T̂ is the calculated 3D position. As in the previous chapter, we compute the 3D
position by back-projecting the object centroid using the depth and camera instrinsics.
The pose of the object in world space, alongside the predicted shape parameters, can




As in Chapter 4, a dataset was generated for each object (modelled using linear blend-
shapes) in Unity. Our virtual camera is modelled on an Intel RealSense D435 sensor
and so has parameters f = [622.084, 622.154] and u = [426.034, 245.07]. The images
are rendered with dimensions (848× 480) and cropped to (384× 384).
Figure 5-5: Image segmentation and flattening over time with different numbers of
clusters in the GMM. For each object section, a GMM with K = 2 clusters adapts
better to changes in shading and lighting on the surface of an object than K = 1.
To segment and flatten the object of interest, a GMM with K = 2 clusters was learnt for
each object section, resulting in k ×# object sections clusters in total. The threshold
for the Mahalanobis distance was selected through experimentation as ε = 2. We chose
2 clusters so that the GMM can appropriately model the variation that can occur on
a section of the same colour, in RGB space, due to shading and lighting, while keeping
the segmentation algorithm fast and efficient. Figure 5-5 shows the improvement of
using K = 2 over K = 1 for a sequence of the sponge object. We note that increasing
K further may improve the segmentation. However, it will slow down the algorithm.
Thus, we use K = 2 as it provides good segmentation while still being fast enough for
VR or AR.
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VRProp-Net+ was implemented in PyTorch and trained on a desktop computer with
an NVIDIA GeForce GTX 1070 GPU and an Intel(R) Core(TM) i7-6800K CPU @
3.40GHz. We use Adam’s optimiser with a learning rate of 10−4. In our training pro-
cedure, the non-rigid parameters are standardised such that the mean blend weight is 0
and the standard deviation is 1. The RGB image channels are also standardised, such
that for each the mean value is 0 and the standard deviation is 1. The network is trained
separately for each object. We chose the loss constant, c = 0.5, as experimentation
found that this provided the highest accuracy predictions.
We capture our physical objects with an Intel RealSense D435 RGBD sensor which
was attached to the HMD of an Oculus Rift. The RGB data is used as an input to the
network and the depth is used to compute the 3D position. We use ArUco [114] within
OpenCV as the chosen fiducial marker library.
5.7 Results
% MSE Change VRProp-Net+ Average Losses
ResNet34 VRProp-Net MSE PL RMSE (x,y,z)
Sponge -9.36 -20.81 0.0213 2.26 (1.10, 0.66, 1.20)
Pizza -42.95 -53.55 0.0085 0.61 (0.46, 0.46, 0.48)
Cup -7.06 6.1 0.0139 1.245 (0.89, 0.32, 0.90)
Box -9.8 33.72 0.0230 1.14 (0.84, 0.30, 0.82)
Table 5.1: Comparison of the average losses for each object for VRProp-Net+ vs the
Chapter 4 losses. The MSE error is between the predicted parameter values while the
PoseLoss and RMSE are computed on the vertex values. Note: errors on meshes should
only be compared on same object as the different objects have different dimensions.
As in Chapter 4, we tested our method on a range of rigid and non-rigid objects and
carry out a largely qualitative analysis. We chose the rigid cup and box and non-
rigid sponge and pizza as the parameters were predicted most accurately for these
objects in the previous chapter. We did not use the unicorn object as the blendshape
weights were learnt less accurately by the ResNet34 or VRProp-Net than the other
objects. We begin by testing our pipeline on fixed camera sequences to compare the
accuracy of the pose and shape network to the DNNs presented in Chapter 4. Table 5.1
compares the losses of VRProp-Net+ compared to our previous networks, using the
same loss functions and test datasets as described in Chapter 4. Again, our pipeline
facilitates interaction at around 15fps for the segmentation and network prediction.
There are several approaches which could be used to increase the speed of our pose
and shape prediction network. The first is to experiment with different encoders in our
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network architecture and evaluate whether a shallower network can be used to make
accurate predictions at a faster rate. Additionally, there is potential to remove the
segmentation algorithm and learn the shape and pose parameters directly from the
RGB images. However, this would require a high quality rendering procedure to create
very realistic synthetic data. Finally, we believe the frame rate could be increase with
an engineering effort, such as optimising the code in C++. However, in this work we
wanted to design a prototype pipeline that could be used to demonstrate the potential
benefits of transporting physical objects into virtual environments and so were less
focused on optimisation.
(a) Synthetic sequence
(b) Real fixed camera sequence
(c) Real egocentric camera sequence
Figure 5-6: Predicted shape and pose from VRProp-Net+ and PoseCNN for non-rigid
sponge object.
In Table 5.1 we show the percentage change in MSE for each object in VRProp-Net+
compared to the ResNet34 or VRProp-Net. From these values, and by comparing to
the other loss functions, we see that VRProp-Net+ makes much more accurate model
parameter predictions for the non-rigid objects than VRProp-Net or the ResNet34.
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(a) Synthetic sequence
(b) Real fixed camera sequence
(c) Real egocentric camera sequence
Figure 5-7: Predicted shape and pose from VRProp-Net+ and PoseCNN for non-rigid
pizza object.
Thus, our new network has improved upon our previous non-rigid object tracking
DNNs. For the rigid objects, VRProp-Net+ is more accurate than the ResNet34 but
not VRProp-Net. Therefore, in a tracking application, we could have a hybrid approach
which uses a different networks for each object type. We also tested our networks on
the same fixed camera synthetic and real sequences as in Chapter 4. The results are
shown in Figures 5-6, 5-7, 5-8, 5-9. Again, we see accurate pose and shape predictions
for both the rigid and the non-rigid objects. That is, the objects rendered using the
predicted parameters look very alike the ground truth images. This emphasises the
effectiveness of our pipeline for predicting the shape and/or both rigid and non-rigid
objects.
Finally, we tested VRProp-Net+ on egocentric sequences from an RGBD camera at-
tached to a HMD. These are shown, alongside the predictions from PoseCNN (Fig-
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(a) Synthetic sequence
(b) Real fixed camera sequence
(c) Real egocentric camera sequence
Figure 5-8: Predicted pose from VRProp-Net+ and PoseCNN for rigid box object.
ures 5-6, 5-7, 5-8, 5-9). In these scenes, both the camera and object are moving and
the physical environment is less controlled. We see that for each object, our approach
can accurately predict its shape and pose, even without green screens, and can cor-
rectly distinguish between camera movements and object movements. Moreover, our
results demonstrate that with a moving egocentric view the capture volume need not
be restricted to a pre-selected area defined by multiple fixed cameras. Instead, the
capture volume is dynamic, with the only constraint being that at least one fiducial
marker is reliably detected in the camera image.
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(a) Synthetic sequence
(b) Real fixed camera sequence
(c) Real egocentric camera sequence
Figure 5-9: Predicted pose from VRProp-Net+ and PoseCNN for rigid cup object.
5.8 Comparison and Discussion
In this section we compare against two relevant implementations, PoseCNN [206] and
KinectFusion [39], for which the code was available. However, we note that there were
other similar approaches (e.g. other DNN based pose and shape predictions solutions)
but these were not publicly available or would require considerable engineering effort
to make our data compatible and so we do not present direct comparisons with them in
this section. As stated in Chapter 4, due to our focus on visual correctness for virtual
applications as well as the lack of directly comparable works and suitable data, our
evaluation is largely qualitative.
We first compare the rigid pose predictions of our updated pipeline to PoseCNN [206].
Figures 5-6c, 5-7c, 5-8c, 5-9c show the CG models rendered with the predicted shape
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and pose from VRProp-Net+ alongside the 6DoF pose predictions from PoseCNN on
egocentric sequences. For the rigid objects, the PoseCNN prediction looks reasonable.
However, there are more instances when no object has been detected than in the con-
trolled green screen environments. This could be due to lighting variations or occlusions
not found in the training data. On the other hand, our segmentation and flattening
algorithm makes our pipeline more robust to changes in environment. However, we
always assume the object is visible in the scene and a prediction is made for the model
parameters regardless of whether the object is visible or not. As well as predicting that
no object is visible, PoseCNN can detect multiple instances of an object in a scene. We
found that for our egocentric sequences, multiple versions were often detected despite
only one being present (see Figure 5-10). We believe that these false detections (or
lack of detections) could be improved with higher quality models and better rendering
of the synthetic data with more varied lighting conditions.
For the non-rigid objects, we use PoseCNN to predict only the 6DoF pose. Unsurpris-
ingly, the accuracy of the prediction is visibly much lower than that of the rigid objects.
Moreover, we can see that pose and shape accuracy decreases greatly when the object
undergoes large deformations. On the other hand, our network can more accurately
capture the 6DoF pose of the non-rigid objects. Most importantly, we again see that
our approach is able to predict the non-rigid model parameters while PoseCNN cannot.
Figure 5-10: PoseCNN detects multiple instances of the objects being present despite
the images only containing one physical object. The object which is detected with the
highest confidence can be selected as the tracked object.
We reconstruct our egocentric sequences using KinectFusion [39] and compare the re-
sults against our non-rigid shape prediction. The egocentric sequences have no ground
truth and so we compare the results visually (see Figure 5-11 and 5-12). As we found
for the fixed sequences in Chapter 4, KinectFusion reconstructs the visible portions of
the object reasonably well, capturing the appearance, scale and location. However, the
surfaces produced are often noisy and, as only the visible portion is modelled, the re-
constructed object has gaps in its surface. On the other hand, as our approach predicts
model parameters, we are able to animate higher quality volumetric models that are
more suitable for VR and AR experiences which require high quality renderings.
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In future work, a valuable exploration could be carried out into how the robustness of
the pose and shape prediction is affected by the size of the capture volume. In our work,
we recover camera pose using the well-established ArUco [114] marker system which
has been frequently used for robust tracking and camera localisation. Additionally,
the OpenCV implementation could quickly integrated into our project. Visual markers
were chosen to recover camera pose as we wanted to test the pipeline both in and out
of VR, depending on when the VR equipment was available. For that reason, for this
iteration of the pipeline, we did not use the HMD tracking to get the camera pose.
However, to develop and improve upon this pipeline in the future, HMD tracking could
be integrated to remove the need for markers and add more flexibility to the tracking
volume.
5.9 Conclusion
In this chapter, we built on our initial pipeline (presented in Chapter 4), to design an
improved solution for transporting physical objects into virtual and augmented environ-
ments. We use a GMM-based segmentation algorithm which can robustly extract our
object of interest from relatively uncontrolled environments and, as such, our pipeline
no longer requires green screens and green gloves. Thus, our pipeline can be used in
more diverse situations. However, removing the need for a segmentation algorithm
altogether and allowing the networks to predict the model parameters from the natural
object textures would be a valuable improvement to the pipeline as the the lighting
and shading on the object surface may provide visual cues about the deformations oc-
curring. We designed a branched pose and shape prediction network – VRProp-Net+
– which has higher accuracy predictions for non-rigid model parameters, improving
non-rigid object tracking for VR and AR. We also presented an egocentric framework,
where the pose and shape of the VR props were predicted from a moving first-person
view (i.e. an RGBD sensor attached to a HMD). We demonstrated that our approach
is more suitable for capturing the behaviour of volumetric non-rigid objects for VR and
AR than PoseCNN and KinectFusion for both fixed and moving camera sequences. The
moving egocentric view creates a dynamic capture volume, allowing our system to be
used in practical, everyday VR environments without the need for multiple fixed cam-
eras capturing the object. Additionally, an egocentric view helps maintain the feeling
of freedom in a VR environment, in particular, when using wireless or untethered VR
systems.
As in Chapter 4, we tested our advanced pipeline on several simple rigid and non-
rigid objects, demonstrating results which were interactive and accurate enough for
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VR. Again, we note that, in order to include a variation of objects with a variety of
non-rigid behaviours into a VR scene, different models (e.g. finite element meshes or
rigged skeletons) could be used instead and the parameters of these models learnt by a
network. In our interaction sequences, the hands often occlude sections of the objects
which it is interacting with. In addition, the shape and the pose of the object are
closely linked as the manner in which the object deforms is affected by the pose of
the hand. Therefore, considering the hand and object pose jointly has the potential to
lead to more accurate tracking and help improve pose prediction in frames with large
occlusions and, as a result, this is a key future direction to improve the pipeline further.
(a) Non-Rigid sponge
(b) Non-Rigid pizza
Figure 5-11: Reconstructed Surface using KinectFusion [39] for our non-rigid objects




Figure 5-12: Reconstructed Surface using KinectFusion [39] for our rigid objects on





High quality data is a critical requirement when designing a robust object or hand-
object tracking or pose and shape prediction algorithm for VR or AR. Moreover, the
data used for training or testing largely affects the functionality of the algorithm. Ap-
proaches which use clean, unoccluded views of an object will not adapt well to complex
hand-object sequences with large occlusions from the hand. In the previous chap-
ters, we have focused on this type of clean synthetic data for training object tracking
DNNs and removed hands via segmentation at run-time. This restricts our approaches
to small occlusions and makes our datasets unsuitable for training joint hand-object
tracking algorithms as no hand pose is considered. In the previous chapter, we high-
lighted that fixed camera pose and shape prediction methods are unlikely to generalise
well to challenging egocentric views. Therefore, an algorithm which can track complex
interaction sequences between hands and both rigid and non-rigid object requires a
high quality, varied dataset demonstrating these complexities and egocentric images of
the interaction sequences must be included to prevent tracking being restricted to a
fixed camera.
There currently exist several large hand and rigid object interaction datasets with 3D
ground truth hand pose and 6DoF object pose [52, 61, 64, 176]. While these datasets
show interactions with a range of different rigid objects they do not consider any non-
rigid deformations, restricting the variety of interactions which could be tracked for
the VR or AR experience. On the other hand, the current non-rigid object interaction
datasets only provide 2D annotations as ground truth and provide no 3D non-rigid
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model information and so a fitting algorithm would be required to register a 3D model
to this data [12, 194]. Furthermore, only Gracia-Hernando et al. [52] provides egocentric
RGBD images.
In this chapter, we address these limitations by presenting Ego-Interaction, a new
dataset which contains a wide variety of hand-object interaction sequences with rigid,
articulated and non-rigid objects. It is the first, to the best of our knowledge, dataset
containing egocentric hand and non-rigid object interactions with 3D ground truth.
Using our dataset, robust hand-object tracking approaches can be designed with the
goal of creating novel, tactile VR and AR experiences which bring together more closely,
the real and virtual worlds. The chapter continues with an overview of the dataset
contents (Section 6.2.1) and outlines the capture procedure (Section 6.2.2). We go on
to describe a strategy for augmenting the captured sequences with additional synthetic
data to increase the volume of the training data (Section 6.2.3). In Section 6.3, we
discuss potential improvements and future of hand-object interaction datasets and,





(c) Textured Object Meshes
Figure 6-1: Objects in the Ego-Interaction dataset. Real objects captured in RGBD
images (a). Props created for rigid objects (cup, teapot, tennis ball and cube) and
skeletons created for the articulated (book) and non-rigid objects (bear 01, bear 02,
pizza) (b). Textured meshes (c) created by 3D scanning.
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When designing Ego-Interaction, our goal was to create a novel hand-object interaction
dataset that included rigid, articulated and non-rigid objects being handled by a single
participant. We wanted to use a range of objects with distinct patterns or colours so
that colour information could be used for tracking. We also required 3D ground truth
data for the hand and object poses, captured by a motion capture system, as well as 2D
egocentric images, recorded by a moving first person camera. To meet these criteria, our
dataset contains 92 sequences of a single participant interacting with 9 different objects
(4 rigid, 1 rigid-articulated, and 4 non-rigid). The full details are provided in Table 6.1.
For the rigid objects, the sequences can be divided into 2 right hand sequences (RH),
where the object is rotated and translated in 3D space, and 2 both hand sequences
(BH), where the object is moved rigidly and passed between hands. These are recorded
with and without hand tracking via motion capture. For the articulated and non-rigid
objects, an additional 2 non-rigid sequences (NR) are captured in which the objects
and deformed non-rigidly by bending, twisting or folding (see Figure 6-5, 6-6, 6-7 and
6-8). Again, these are recorded with and without hand tracking. In total we provide
32740 RGBD frames and 115646 motion capture frames, from which the hand skeleton,
6DoF object and non-rigid object skeleton can be extracted. For each object, we include
a textured 3D model and, for the non-rigid or articulated objects, a rigged skeleton.
We also supply rigged and skinned hand models.
6.2.2 Dataset Capture
Figure 6-2: Camera layout for the dataset capture. The 20 Vicon cameras are shown
in black. The Vicon witness camera frames are shown and the egocentric RGBD at the
start of a sequence is in blue.
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We captured our hand-object interaction sequences using a Vicon motion capture sys-
tem with 20 cameras, arranged as in Figure 6-2. Markers were placed on each object
in distinct patterns (Figure 6-1a) to minimise marker mislabelling and capture the full
motion of the non-rigid objects. Textured meshes of the physical objects in a neutral
pose (Figure 6-1c) were obtained by 3D scanning the objects using an Artec Eva 3D
scanner. Rigs were manually built for the non-rigid objects in Autodesk Maya and were
imported to the Vicon software – Shogun. The motion capture data was processed us-
ing Shogun, where a manual clean up was performed to correct mislabelling and fix
frames where marker tracking failed. Shogun’s internal solver was used to compute the
6DoF rigid object pose from or fit the non-rigid object skeleton to the tracked mark-
ers. Markers were also positioned on the finger joints and wrist for tracking the hand
pose (Figure 6-3a). These were fit to the default Shogun hand skeleton (Figure 6-3b)
and used to drive a skinned hand mesh (Figure 6-3c). The hand mesh was manually
sculpted by an artist using reference images to match the hand shape of the interaction
participant. Again, manual clean up was carried out to correct any marker tracking
errors.
(a) Marker Layout (b) Hand Skeleton (c) Hand Mesh
Figure 6-3: Hand data in our Ego-Interaction dataset. The Vicon shogun skeleton (b)
is fit to the tracked motion capture markers (a) and, in turn, the hand mesh (c) is
rigged using this skeleton.
Egocentric RGBD images of the interaction sequences were captured using an Intel Re-
alSense D435 camera mounted on a headset. This setup represented a camera attached
to a VR head mounted device. Motion capture markers were also used to track the
pose of the camera. The Vicon system captured the interactions at 120fps while the
RGBD frames were recorded at 30fps. The RGBD data was captured at the default
resolution of the Intel RealSense D435 camera, 848× 480.
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6.2.3 Dataset Augmentation
The data in the Ego-Interaction dataset can be extended through augmentation to
generate additional synthetic training data. This section will provide a technical de-
scription of the code needed to augment the data.
Synthetic data generation: To increase the variation in the dataset, new sequences
can be synthetically generated from the models and solved skeletons. To do so, a
global transform (i.e. a rotation, R, or translation, t) can be applied to all elements
in the scene, except the camera, at the start of each sequence. For a rigid object, the
new 6DoF pose, p̂ = (p̂R = RpR, p̂t = Rpt + t), is obtained by rotating the object
and translating in 3D space. Similarly, the same transformation is applied to the root
position of the hand skeleton or the root of the non-rigid object skeleton, varying the
pose in 3D space, while maintaining the non-rigid deformations and realistic grasping
captured from the real-world interactions.
In a similar manner to our dataset creation code in Chapters 4 and 5, the rotation
and translation are randomly generated with the constraint that the transformed scene
must be within the camera view port, Cvp = {(x, y, z)|(x, y, z) ∈ camera view}). That
is, it is visible by the virtual camera. For each object in the scene, with updated pose
p̂, the constraint can be expressed as p̂t ∈ Cvp. Therefore, to choose a translation, we
can simply select a random point in Cvp. To ensure that the new poses remain feasible
for hands relative to an egocentric camera, the rotation must be constrained. We can
do this by restricting the rotation to a small offset from the current pose. Therefore, to
create a rotation, we rotate around the x, y and z axes in turn by a uniformly sampled
angle in the symmetric range (−ε, ε), where ε is the chosen offset. While the real data
is from an egocentric view, the synthetic data does not need to be. To do this, we
remove the rotation constraint and set the range to (0, 2π).
As well as varying the pose of the objects in the scene, the appearance of the object can
be changed by modifying the intensity and direction of the light source. The position
of the light source is randomly varied on a sphere which is centred around the hand
and object. The direction of the light is angled to the centre of the sphere to ensure
that the object is lit but the change in position means that a different portion of the
object is highlighted in each iteration. The lighting variation increases the robustness
of the dataset to unseen real-world environments which are lit differently to the one
captured.
For each frame of the transformed sequences, a synthetic RGB image and depth map
can be rendered. The intrinsic parameters of the virtual camera are set equal to those
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of the real RGBD camera and the resolution of the rendered images are kept the same.
Alongside the synthetic RGBD images, we record the image shape and pose. For a
rigid object, this is the 6DoF pose of the object and for a non-rigid object, this is the
skeleton joint angles and global root pose. We also save the pose of the hand skeleton.
Data augmentation: The synthetic data generated is much cleaner than the RGBD
images captured, due to lack of real-world complexities such as motion blur and back-
ground noise. While we use the synthetic data to increase the variation in the dataset
such as more poses, we want a network trained on the synthetic data to generalise well
to real images. Thus, we can augment the synthetic data to minimise the difference in
appearance between the datasets.
Figure 6-4: Synthetic images are augmented by adding backgrounds, varying the con-
trast, hue, saturation and brightness and blurring. The images are low resolution as
they have appropriate dimensions for network training.
One key difference between the real and synthetic data is the background. The syn-
thetic images only contain the hands and the object while the real images have a noisy
background environment. Thus, we begin by adding a background to the synthetic
RGB images. To do so, we can randomly sample images from the COCO dataset [104]
and composite these behind the synthetic scene. For each sequence, a different image
is selected as the background and multiple versions of each sequence can be created by
changing the COCO image each time.
We can add further augmentations by randomly varying the brightness, contrast, sat-
uration and hue of our images. The HSV colour space was chosen as it allows us to
manipulate the intensity of the images and simulate variations in lighting and shading
without creating unrealistic colours within the object sections. Finally, we simulate
motion blur by using a directional blur. This can be done by convolving a vertical or
horizontal kernel with the RGB image. For each sequence, multiple different combi-
nations of augmentations can be applied. In order to have varied training data, each
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augmentation is performed with a different probability. This helps any network trained
on this data generalise better to contrasting environments.
6.3 Discussion and Future Work
The Ego-Interaction dataset is the first large-scale, egocentric, hand-object interaction
dataset containing 1 and 2 hand interaction sequences with rigid, articulated and non-
rigid objects with 3D ground truth data. These features, along with the inclusion of 3D
models and rigged skeletons for both the hand and objects are clear advantages over
the existing datasets. Using our dataset, robust hand-object tracking approaches can
be designed with the goal of creating novel, tactile VR and AR experiences which bring
together more closely, the real and virtual worlds. However, there is still potential to
further reduce the gap by adding additional features and complexities.
At present, we have provided the egocentric images as recorded and as such the motion
capture markers are included. For markerless tracking, these markers must be removed
from the images. Manually removing these markers would be a slow process and so
a technique such as in-painting [18, 208] could be used to do this efficiently. As in
several of the previous datasets [52, 61, 176], there is scope to increase the number of
participants interacting with the objects. A wider variety of individuals with a diverse
range of skin tones and hand shapes would increase the inclusivity of any algorithms
trained on this data and make it more robust to real people. This could also be
achieved with our current dataset by incorporating new UV maps in our hand mesh to
change skin tone and using the MANO hand model to vary shape [156]. Additionally,
sequences with multi-person interactions would open up the potential for shared VR
and AR experiences where interactive objects can be passed between users. On top of
adding variety to the participants, the addition of more rigid, articulated and non-rigid
objects, as well as changing the appearance and texture of the existing objects using
UV maps, would allow a different range of interactions to be captured and add more
diversity to the dataset. The inclusion of different capture environments (e.g. outdoors
or in-the-wild) could allow the design of novel VR and AR experiences which are not
restricted to a certain environment. To capture interactions in such environments would
require different hardware to capture the ground truth pose information, such as inertial
motion capture systems or multiple RGB camera setups. Finally, the synthetic data
generation procedure could be improved using environment mapping. For example,
we rendered our synthetic data in Unity and, therefore, Unity Cubemaps could be
created by using real-world images as a texture. These Cubemaps create more realistic
reflections, minimising the difference between the real and synthetic data.
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6.4 Conclusion
In this chapter, we have presented Ego-Interaction – a new dataset containing egocen-
tric hand-object interaction sequences for a range of rigid, articulated and non-rigid
objects – with the goal of providing high quality, varied data for hand-object tracking
algorithms for VR and AR. This is the largest egocentric, hand-object dataset which
contains both rigid and non-rigid object interaction sequences with 3D ground truth
data. For each sequence, we provide egocentric RGBD images captured from an Intel
RealSense D435 camera mounted on a headset as well as ground truth hand skeleton,
6DoF object pose and, for articulated or non-rigid objects, object skeleton. We also
give textured 3D models for each object included in the dataset. Our dataset and
scripts to generate the additional augmented, synthetic data will be publicly available
for research purposes following publication.
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Figure 6-5: Animated 3D view of example interaction sequences for rigid cup, cube,































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6-6: Animated 3D view of example interaction sequences for non-rigid objects
bear 01, bear 02, pizza and sponge, and the rigid-articulated object (book).
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Figure 6-7: Egocentric RGBD image and animated models for example interaction
sequences with rigid cup, cube, tennis ball and teapot.
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Figure 6-8: Egocentric RGBD image and animated models for example interaction





In this thesis, we have explored methods for making the physical world a larger part
of the virtual world by predicting the shape and pose of real-world objects and using
the captured behaviour to animate virtual representations. These VR props have the
potential to be used to create immersive, interactive VR and AR experiences. In this
chapter, we begin by providing an overview of the work carried out for the thesis
and the key findings in order to conclude our research (Section 7.1). This work was
a collaboration with Marshmallow Laser Feast and our outputs have influenced the
research efforts into deformable object tracking and pose and shape predictions in the
wider MLF team and so we present the impact on MLF in Section 7.2. Finally, we
outline several potential future directions of this research (Section 7.3).
7.1 Overview
We explored the current commercial interaction tools and found that, while these have
shown much improvement in recent years, there are still challenges which need to be
addressed to achieve the full potential of immersive experiences. Current controllers
can feel unnatural and can require a considerable effort to learn how to use them
and hand gestures, though intuitive, still allow participants’ hands to intersect with
virtual elements in a physically implausible way. Thus, we address these challenges
and design an improved interaction mechanism to enhance the immersion of VR and
AR applications. An initial project with our industrial collaborator, MLF, motivated
the advantages of this project to industry and provided several requirements which
our solution must meet: single RGB/RGBD camera, robust segmentation and mark-
erless tracking. While our collaboration with MLF emphasised the application of our
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research to the entertainment industry, the growing popularity of VR and AR in alter-
native sectors such as healthcare, engineering, education and retail provides many other
opportunities to use a novel interaction mechanism. We carried out an in-depth review
into the background work and highlighted the gap in the literature for volumetric pose
and shape predictions approaches for non-rigid objects. While existing literature has
demonstrated success in using DNNs to predict model parameters for constrained non-
rigid objects such as human bodies and faces for which there exists large amounts of
labelled data, there are limited attempts for tracking non-rigid objects for which vast
datasets may not exist and obtaining large amounts of labelled data can be difficult or
costly. Previous egocentric object tracking and pose prediction works have also largely
been restricted to rigid objects and yet tracking from a first-person perspective has
much potential for creating flexible VR and AR experiences which are not restricted to
a fixed tracking volume. Finally, considering hand-object interaction sequences is an
interesting task as the pose of the hand and the pose and shape of the object which it
is interacting with are closely linked. The creation of a joint tracking algorithm for the
hand and the object requires high quality data. However, existing datasets are largely
limited to fixed camera sequences and rigid objects, with the small number of non-rigid
datasets only providing 2D ground truth data. In our research, we took the current
limitations in the literature, as well as the findings from the industry case study, into
considerations when designing our approaches.
In Chapter 4, we presented our end-to-end pipeline for transporting physical objects
into virtual environments. These VR props bring elements of the real-world into VR
or AR applications, offering novel tactile interactions. Our pipeline begins with a
solution for automatically generating blendshape models from physical objects such
that textured and rigged CG models are easily created for arbitrary objects without
requiring 3D modelling expertise. Using these objects, a large synthetic dataset is
generated, providing high quality automatically labelled training data with no time
consuming manual capture or labelling process needed. In turn, we use these datasets
to train two different networks: the first a standard ResNet34 and, the second, our
custom VRProp-Net. The networks take in a single segmented and flattened RGB
image and return the rigid and non-rigid model parameters (i.e. the orientation and
the blendshape weights).
We focused on evaluating our method qualitatively due to the visual nature of our
goal applications as well as the lack of directly comparable work or suitable datasets.
However, we also computed the MSE, RMSE and Pose Loss on the parameters, pre-
dicted by the networks on synthetic data, to the ground truth and used these metrics
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to compare the prediction accuracy of each network. Using these methods, we found
that both networks are able to capture the rigid and non-rigid behaviour of several
different objects well and so our pipeline demonstrates the potential of using physical
objects as a means of interacting with the virtual world. In particular, VRProp-Net
recovered the rigid model parameters with higher accuracy, while the ResNet34 was
better at predicting the parameters for the non-rigid objects. Given this, a pipeline
could be considered where the network is selected according to the object category.
We found that our approach was able to capture the behaviour of non-rigid objects
which deformed via large bends and folds very well but was of limited use for objects
with subtler deformations such as those which could compress or twist as demonstrated
with our unicorn toy. We theorised that this could be due to the complexity of the
object or a poor choice of rigged model. Therefore, it would be valuable to consider
different models (such a physics-based approaches, articulated skeletons or soft-body
simulations) as alternative ways of representing non-rigid objects and explore how well
our network can learn the parameters of these models. Another reason to why our
approach is unsuitable for this type of object may be the segmenting and flattening
algorithm. This removes any shading information which could provide visual cues on
whether deformations have occurred. This could be mitigated by removing the re-
quirement for strict pre-processing and allowing the network to learn from unprocessed
images. However, the synthetic dataset generation would also have to be improved
so that it more closely matched the real-world data. Another limitation is that the
initial pipeline is restricted to very controlled environments, where green screens, green
gloves and brightly coloured objects aid tracking. This pipeline could be improved by
designing an approach to relax these restrictions.
We developed our system further in Chapter 5. The first improvement was a ro-
bust GMM-based segmentation algorithm for extracting the object of interest from
the background. Using this advanced segmentation algorithm, we could segment ob-
jects in less controlled environments and no longer required participants to wear green
gloves, increasing the potential range of applications where our pipeline would be suit-
able. Moreover, the use of the GMM with multiple clusters per object section was
more robust to lighting and shading variations and so could operate in environments
where the lighting was not constant. We also proposed a new DNN, VRProp-Net+, for
predicting model parameters for rigid and non-rigid objects. We again computed the
MSE, RMSE and PL for the predicted parameters compared to the ground truth and
found that VRProp-Net+ achieved higher accuracy results than our previous networks.
Finally, we presented an egocentric framework so that the shape and pose parameters
115
of rigid and non-rigid objects could be predicted in a moving first-person view. This
added flexibility to our pipeline and made it suitable for untethered or wireless experi-
ences, where it is important to maintain the feeling of freedom in the exploration of the
virtual world. In our framework, we computed the camera pose using fiducial markers
but this adds the restriction that the system only works if at least one marker is visible
to the camera. To overcome this limitation, alternative approaches could be considered
such as using the HMD pose or tracking features in the scene. This would add more
freedom to the pipeline and allow the objects to be tracked in a larger volume.
Finally in Chapter 6, we presented our Ego-Interaction dataset, the first large scale
egocentric dataset demonstrating hand and rigid, articulated and non-rigid object in-
teraction sequences with 3D ground truth data. We described the contents and capture
process of the dataset as well as highlighting potential future improvements. This var-
ied dataset contains a wide range of objects, demonstrating different behaviours and
so has the potential to be used for designing robust hand-object or object tracking ap-
proaches for engaging VR and AR experiences. When interacting with an object, the
hand is often partially occluded leading to many traditional hand tracking approaches
failing. Moreover, the pose of the hand and the deformation of an object are closely
linked. Despite this, current available datasets are limited and as such there is a real
need for our Ego-Interaction dataset. Due to limited time, we were unable to train any
algorithms on our data but we will share our dataset with the community so that it
may be used to help advance research into hand-object interactions.
7.2 Industrial Impact with MLF
We collaborated with MLF to enhance their experiences and increase immersion by
bringing physical objects into their virtual and augmented environments. The research
presented in this thesis influenced deformable object tracking in MLF experiences as
well as providing insight and guiding alternative research paths within the team. In
particular, this research will feed into MLF’s ‘Sweet Dreams’ experience, as outlined
in Chapter 1.
As discussed in Chapter 2, the non-rigid object tracking research began with the DOVE
project, where a traditional generative fitting algorithm, initialised with a discrimina-
tive feed-forward network was used to track deformations in a multi-camera setup.
Continuing from this initial project, the research formed two closely linked branches,
the first of which has been discussed in this thesis. The second branch looked at al-
ternative approaches which represented non-rigid objects using soft-body simulations.
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Particle-based simulation libraries, such as NVIDIA Flex [1] and Obi [172], can be used
to create virtual non-rigid objects. In these libraries, deformable objects are represented
as groups of particles, linked by constraints, which can interact with each other and
the external objects around them in real-time. The constraints can be varied, allowing
different behaviours and so different varieties of non-rigid object (e.g. cloth, soft-body
or fluids) to be modelled. This section will briefly summarise these alternative ap-
proaches explored by the wider MLF team. Figure 7-1 provides an overview of the
advancements. The work outlined in this section was carried out by Mike McKellar,
Chis Mullany, Robin McNicolas, Eleanor Whitley, Martin Jowers, Asa Carlow, Adam
Child, Felix Faire and Adam Samson.
Figure 7-1: Advances of non-rigid object tracking technology within MLF.
DNNs were used to predict deformations from depth images. Soft-body models (i.e.
groups of ‘shape matching constraints’ [1]) were created using NVIDIA Flex’s simu-
lation engine. These were designed such that their appearance and scale had a 1-1
likeness with the real-world deformable objects. A training dataset was created in
Unity by randomly applying forces to the Flex model, with the use of colliders, and
rendering out synthetic depth images, alongside the corresponding simulation particle
positions. A CNN, known as the CHASA network, was then trained to predict the
particle positions from a depth image and the predicted positions used to deform the
model. This approach showed promising results for tracking non-rigid deformations
but it was very sensitive to the external environment and camera pose and so required
a very precise setup. Due to ambiguities in depth images, the 6DoF pose of the object
was not predicted by the CHASA network. Moreover, it was found that generating
a Flex soft-body model which behaved like the real-world object was a time consum-
ing and arduous procedure. Despite these limitations, the CHASA network provided
inspiration and insight for our exploration into using DNNs for object tracking and
emphasised the advantages of using colour information for recovering the 6DoF pose.
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The next development combined deformable object simulations with external sensor
tracking using a motion capture system. Again, non-rigid models which represented
the real-world deformable objects were created, but Obi was used in place of NVIDIA
Flex as it provided more flexibility and had an easier to use interface. The physical
objects were modelled using inflatable cloth simulations in which particles are con-
nected by strings and the volume controlled by an additional constraint. This was
more appropriate choice for the chosen physical objects (inflatable toys) than soft-
body simulations. Vicon Origin Pulsars, a type of external sensor, were attached to
these real-world objects, and tracked within the Vicon Origin motion capture system.
Virtual obi handles were attached to the soft-body object and their motion controlled
by the tracked pulsars, effectively transporting the real object into the virtual envi-
ronment. In this approach, participants could have playful interactions with large,
non-rigid objects. Moreover, due to the efficient Vicon Origin software, multiple users
could enter the experience at the same time and jointly interact with the props. As
only the handles were tracked, there was no guarantee that the simulated deformation
would exactly match the real non-rigid behaviour. However, it was found that the
participants became so engaged in the immersive experiences that these inaccuracies
were forgiven. This approach only works for large objects as the Vicon Pulsars obstruct
small hand-held objects. Additionally, the Vicon Origin System consists of expensive
non-standard hardware and so, while this method is good for large scale experiences,
it may not be suitable for smaller scale applications.
The work continued with an investigation into non-rigid object interactions in AR,
culminating into the creation of the AR mobile application ‘Poke the Pig’. In contrast to
the other approaches, no physical objects were tracked. Instead, hands, faces and bodies
were tracked by Unity’s AR Foundation platform and used as a means of interacting
with the purely virtual non-rigid object (a CG pig). The virtual pig consisted of an
Obi soft-body, along with blendshapes for controlling precise facial deformations. The
finished application was made up of three scenes, each offering an alternative means of
interaction. The first tracked the users’ face in the front camera and used the poses
to control the blendshapes on the pig model. The second tracked the full body pose
of a participant and placed Obi handles at the extremities, allowing the participant
to puppet the pig. Finally, in the third scene the pig was placed in the physical
environment, captured in an egocentric view. The hand poses were tracked and Obi
colliders fitted so that the pig could be prodded and squished.
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7.3 Future Work
Throughout this doctorate, we have seen VR and AR continue to grow and advance in
a wide range of areas. Our research introduces a novel way of interacting in VR and
AR experiences which closely links the real and the virtual. This is a really challenging
problem for which we have demonstrated promising initial results. However, there are
many ways to continue to build on our work and improve non-rigid object tracking or
pose and shape prediction for VR and AR interactions. To that end, we have identified
several potential future directions for this research field, which we will outline in this
section.
The segmentation and network prediction stages of our pipeline run at around 15fps
for each network. These interactive rates allow us to demonstrate the potential that
transporting physical objects into virtual worlds could have on the immersion. While
this serves as proof of concept, it must be optimised to achieve real-time frame rates
to make it a practical solution that could be integrated into commercial VR and AR
applications. As an initial step, different networks could be experimented with to
determine if a shallower network is able to maintain the accuracy of the predictions
while increasing the frame rate. As well as this, a software engineering effort must be
employed to optimise the code. At present, the network is trained on a single object at
a time. Therefore, in an application with many different objects, many sets of trained
weights would be required. This is not practical for a commercial application and it
would be more appropriate to train a network for all objects at once. This would
require a way of classifying objects in the scene, for example by including a semantic
segmentation layer [206].
In our work, we have focused on designing a method for predicting object model pa-
rameters in order to bring real-world objects into VR and AR applications but we have
not explored how our new means of interaction impact the experiences. To build on
our existing work, a user study should be carried out to investigate how our interac-
tion mechanism compares to controllers or hand gestures and determine if it is more
intuitive and increases the feeling of immersion. Such a user study would also provide
insight into what could be done to further improve the pipeline.
Our pipeline focuses on single object interactions. More varied and complex experi-
ences could be created with the addition of multiple objects which could interact with
the participant as well as each other. Such an approach would need to accurately dis-
tinguish between objects and correctly identify which object is changing shape. Early
work in this area uses FEM to model non-rigid objects and interaction models to cap-
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ture the collisions and contact points between objects [137]. The objects demonstrated
are simple and they can be distinguished from each other using a basic segmentation.
Current work could be improved with the addition of more complex objects and de-
tailed segmentation algorithm. Moreover, our pipeline could be adapted such that our
networks return model parameters for multiple objects. On a similar note, we have fo-
cused on single participant experiences. However, a multi-user solution could be used
to create rich immersive experiences. As well as requiring a way to handle participant
interaction, a multi-user experience would require software engineering to ensure that
deformations experienced through one participants’ headset or screen were also shown
to any other participants.
In Chapter 6, we introduced our Ego-Interaction dataset. This dataset has many
potential uses to improve VR and AR interactions. The first is to use hand pose
to improve object pose prediction. As discussed in Section 3.4, the pose of a hand
and the object which it holds are closely linked and as the hand moves, the object
moves accordingly and so the hand pose could be used to help infer the object pose.
Alternatively, our dataset could be used to reduce noise in hand and object predictions
or to correct renderings. Predicting hand pose and object pose separately may produce
results which seem plausible, when considered separately, but look unnatural when
rendered together due intersection or poor contact. A network could take in noisy hand
and object pose, generated from our clean data, and return the correct poses. Using our
data, there are also many other opportunities to design and test non-machine learning
hand-object tracking algorithms.
Finally, temporal information could be used to improve object pose prediction. Treat-
ing each frame separately can produce reasonable results on a frame to frame basis,
as well as being robust to tracking failure, but when the per-frame predictions are
combined jittery or unsteady sequences are often produced. Making predictions over
time can produce smoother results [82]. Networks such as long short term memory net-
works (LSTM) are potential solution for adding temporal information and, as a result,
producing smoother sequences without lag or delay.
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[112] Vı́ctor Mondéjar-Guerra, Sergio Garrido-Jurado, Rafael Muñoz-Salinas,
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