eAppendix 1. Comorbidities and Exclusion Criteria
Diagnoses were verified employing the structured clinical interview for DSM-IV (SCID-IV) 34 . All patients suffered from a current major depressive episode and fulfilled the criteria of either major depressive disorder or bipolar-I-disorder. For HC, any life-time psychiatric disorder was an exclusion criterion. For patients, additional comorbid lifetime organic mental disorders, dementia and psychotic disorders were exclusion criteria (for details regarding comorbidities see eTable1). Except for Generalized Anxiety Disorder which was more frequent in the MU sample compared to the PI sample (according to chi²-tests, P<.022), there were no significant differences in frequencies, neither between the two sites nor between the two patient groups at either site (All Ps>.094) . All participants were free from any history of neurological abnormalities, brain injury, or substance related disorders. The study was approved by the local IRB at each site, and all participants provided written informed consent before study participation.
eAppendix 2. Data Collection
The MU dataset was acquired at a 3T scanner (Philips Gyroscan Intera, Best, The Netherlands) using published protocols [1] [2] [3] . Briefly, T1-weighted anatomical images were acquired with a 3D fast gradient echo sequence, TR=7.4ms, TE=3.4ms, FA=9°, two signal averages, inversion pre-pulse every 814.5 milliseconds, reconstructed to cubic voxels of .5mm×.5mm×.5mm. The PI dataset was collected using a 3T Siemens Trio MRI scanner (Erlangen, Germany). Structural 3D axial MPRAGE images were acquired, TR=2200ms, TE=3.29ms, FA=9°, FOV=256*192 mm, slice thickness = 1mm×1mm×1mm.
eAppendix 3. Methods Voxel Based Morphometry and Univariate Analyses
Structural data from both sites were identically pre-processed by means of the VBM8-toolbox (http://dbm.neuro.unijena.de/vbm), using default parameters. This included bias-correction, tissue classification, normalization to MNI-space using linear (12-parameter affine) and nonlinear transformations within a unified model, 4 including high-dimensional DARTEL normalization. The resulting modulated gray and white matter images were smoothed with a Gaussian kernel of 8mm FWHW. All scans were visually inspected and further analysed by the check quality function implemented in the VBM-toolbox. All included scans were free from artefacts or anatomical abnormalities. Group statistics were calculated on the resulting modulated images using SPM8.
Gray Matter: First, we compared the three groups regarding differences in gray matter volume independently at each site. Therefore, we conducted a one-way ANOVA (HC vs. BD vs. UD) at each site. Age and sex were entered as standard nuisance regressors in all analyses. Second, to increase statistical power and sensitivity, data from the two sites were combined into a single ANOVA model (N=58 HC vs. N=58 BD vs. N=58 UD), again correcting for age, sex, and additionally site (MU vs. PI).
Third, effects of medication load and parameters characterizing the course of disease (duration of illness, number of depressed episodes) were investigated by adding the respective variables as additional regressors to a t-test contrasting only the two patient groups. We studied whether group effects would be diminished after controlling for these variables. For measuring total medication load we used a strategy as described in our previous work:
5 Here, each psychotropic medication was coded as absent=0, low=1 (equal or lower average dose), or high=2 (greater than average dose) with reference to the midpoint of the Physician's Desk Reference-recommended daily dose range. We calculated a composite measure of total medication load for each individual, reflecting dose and variety of different medications taken, by summing all individual medication.
Finally, to investigate separate associations between gray matter volume and illness duration as well as acute illness severity according HAMD and YMRS scores, corresponding regression models were conducted using either the combined BD group or the combined UD group, again correcting for age, sex, and additionally site.
In order to control for multiple statistical testing across the entire brain volume, all analyses were calculated using a combined height and extend threshold determined by means of the AlphaSim procedure 6 as implemented in the REST-toolbox (http://restfmri.net/forum/REST_V1.8). We maintained a corrected falsepositive detection rate of P<.05 using a voxel threshold of P<.001, and an empirically determined cluster extent threshold (k) determined by Monte-Carlo simulations (5000 iterations) yielding k=219 voxels. Anatomical labeling was performed by means of the AAL-Toolbox 7 .
White Matter: White matter data from the two sites were combined into a single ANOVA model (N=58 HC vs. N=58 BD vs. N=58 UD), again correcting for age, sex, and additionally, site.
eAppendix 4. Support Vector Machines and Gaussian Process Classifier
The Support Vector Machine (SVM) calculates a hyperplane, which optimally separates between the classes (e.g. bipolar and unipolar depression) of presented data into two subspaces. The SVM calculates the separating hyperplane with the maximal margin between both classes. This is important due to the fact that larger margin corresponds to better generalization-performance. Once the training is completed, the test data can be mapped to the spaces and according to the subspace predicted as belonging to a group (e.g. as unipolar (-1) or bipolar (+1)). For a more detailed description of the SVM can be found in 8 Second, classifications were also repeated using Gaussian Process Classifiers, since this method has also been reported to be appropriate for depressive disorders 9-11 . GPC's are a nonparametric technique based on Bayesian probabilistic kernel classifiers which again are frequently used for neuroimaging data and have consistently shown high levels of performance 9, [12] [13] [14] .
Comparison:
The Support Vector Machine (SVM) is based on statistical learning theory whereas the Gaussian Process Classifier (GPC) is a nonparametric technique based on Bayesian probabilistic kernel classifiers/methodology. GPC and SVM are both kernel classifiers that share some characteristics. Both using high dimensional data prediction and the prediction-performances are comparable. The main difference between both classifiers is that GPC's give probabilistic outputs while SVM's provides categorical outputs which do not allow to providing confidences associated with the classification. They particularly differ regarding the kernel-interpretation. While GPC treat the kernel as covariance of a Gaussian distribution (prior functions) using probabilistic models to compute the posterior probabilities, SVM treat the kernel as a matrix reflecting the distances between data points and predicts objects by maximizing the margin between classes. A GPC take into account the predictive variance which leads to an output with a clear probabilistic interpretation/ prediction which is not supported by SVM's. Moreover, the GPC seem to be more robust than the SVM 15 . However, GPCs are computational more expansive compared to SVM's. See Rasmussen and Williams
16
for a detailed overview of GPC's.
eAppendix 5. White Matter Results
The ANOVA using the combined sample showed two large cluster within the cerebellum (x=20, y=-64, z=-36, F 168 =20.99, k=3120, P corrected <.001) and the hippocampal formation (x=-9, y=-1, z=-17, F 168 =20.15, k=3352, P corrected <.001). Post-Hoc T-Tests revealed that these clusters caused by reduced white matter volumes in individuals with BD compared to HC (x=20, y=-64, z=-36, T 168 =6.41, k=4741, P corrected <.001; x=-9, y=-1, z=-17, T 168 =6.21, k=7248, P corrected <.001) as well as compared to UD (x=-8, y=-63, z=-33, T 168 =5.41, k=974, P corrected <.001; x=12, y=-51, z=-26, T 168 =5.02, k=398, P corrected <.001). However, there were no significant differences in white matter volume between UD and HC.
eAppendix 6. Sensitivity and Specificity
Sensitivity always displays the true positive rate in bipolar disorders (correctly identified individuals with BD / all individuals with BD) while specificity displays true negative rate (correctly identified individuals being not bipolar / all individuals being not bipolar). Accuracy states how well all subjects were correctly predicted (all correctly identified subjects / all subjects 
eFigure 4
Overlap between the vector weight discriminative maps for the SVM classifier (blue) and the univariate results (yellow) for the combined sample (MU + PI) representing the contrast between UD and BD. The figure is depicting feature weights and univariate results for the contrast UD > BD (above, MNI = -19x, 3y) and BD > UD (below, MNI = -6x, 34y). 
