Abstract. In this paper, we are interested in a general type of nonlocal energy, defined as
Introduction
In this paper we deal with bounded global minimizers of a general type of nonlocal energy. We look for functions : R 2 → R such that |u| ≤ 1 that minimize for any R > 0 the nonlocal energy of the form
with K R (u) = 1 2
where CB R is the usual notation for the complementary of B R . We prove that minimizers of the energy in any ball B R ⊂ R 2 (i.e. functions that minimize E(·, B R ) among all functions that agree on CB R ) are one-dimensional, under certain conditions on the function F . This type of energy naturally arises in a phase transition problem. For instance, say that u denotes the density at a point x, in a fluid that can reach two pure phases (i.e u = ±1). In this context, the energy is the sum of a potential energy (defined by the potential W ) and a "kinetic" energy. The latter takes into consideration the interactions (even at long distances) and penalizes the formation of unnecessary interfaces.
A classical formulation of a phase transition problem is given by the well-known stationary Allen-Cahn equation (−∆)u = u − u 3 in R n .
whose related energy in some ball B R ⊂ R n is given by
Here the function W is a double-well potential W (u) := (u 2 − 1) 2 
.
In this context, one looks for (local) minimizers of the energy (1.2) in B R , i.e. functions of finite energy that minimize the energy in B R among all functions that agree on ∂B R . A global minimizer is a (local) minimizer in any ball. An acclaimed conjecture due to De Giorgi related to the Allen-Cahn equation has received much attention in the last decades. This conjecture wonders if smooth, bounded, monotone (in one direction) solutions of the equation are one-dimensional, at least in small dimensions (to be precise, up to dimension eight). The interested reader can check [26] for a very nice survey on phase transitions, minimal surfaces, the Bernstein problem (a geometric conjecture related to global minimal graphs), and the connection between these problems. There it is also clear why the dimension eight comes into play. This De Giorgi conjecture is true for n ≤ 3, see [22, 3, 2] . The case 4 ≤ n ≤ 8 with the additional assumption that lim xn→±∞ u(x ′ , x n ) = ±1, for any x ′ ∈ R n−1 was proved in [25] . A counterexample to the De Giorgi conjecture for n ≥ 9, on the other hand, can be found in [13] . The fractional counterpart of the Allen-Cahn equation is given by
for s ∈ (0, 1), where (−∆) s is the fractional Laplacian (see e.g. [16, 5, 30] ), defined up to constants as
The energy on a ball B R related to the equation is
Here, (local) minimizers of the energy in (1.4) in B R are functions of finite energy that minimize the energy among all functions that agree on the complementary of B R . A global minimizer is a (local) minimizer in any ball. A first proof of the fractional formulation, for n = 2, s = 1 2 can be found in [9] . In the case n = 2, for any s ∈ (0, 1), the result is proved using the harmonic extension of the fractional Laplacian in [8, 31] . For n = 3, the papers [6, 7] contain the proof for s ∈ 1 2 , 1 . As a matter of fact, for s ∈ 1 2 , 1 the conjecture is proved if n ≤ 8 (see in this sense [28, 27] ). For s in this range, only a counterexample for n = 9 is missing to complete the picture. On the other hand, for s ∈ 0, 1 2 , the conjecture is proved for n = 3 and, if s is close enough to 1 2 for 4 ≤ n ≤ 8 in [18, 17] . A proof of the conjecture for s = 1 2 and n = 4 can be found in [21] .
One way to study these problems is to use the Dirichlet energy and to analyze the properties of the minimizers. So, to prove the De Giorgi conjecture one checks if global minimizers of the energy are one-dimensional. In the classical formulation, the proof for n ≤ 7 can be found in [25] (see also Theorem 10.1 in [26] ). In Theorem 4.2.1 in [5] , the authors prove the De Giorgi conjecture for n = 2 for the fractional formulation.
In this paper, we develop the technique introduced in [5] . We prove the De Giorgi conjecture for n = 2 for a general nonlocal energy (for general kernels, check also [24, 12] ). As a matter of fact, the results here introduced find as an immediate application the study of the energy related to (1.4). We notice also that we prove some preliminary results which hold in any dimension, however the main result works with our techniques only in dimension 2. In fact, this depends only on the expansion of order two (that we do in Lemma 2). We organize the rest of the paper as follows. Section 2 contains the main result and the assumptions on the function F . In Section 3 we introduce some preliminary results. We prove the main result of Theorem 1 in Section 4. We give some examples of functions that satisfy our assumptions in Section 5.
Main result and assumptions on F
We consider F : R × R n \ {0} → R + and denote by t ∈ R, x = (x 1 , . . . , x n ) ∈ R n \ {0} its variables. In this paper, F satisfies the following.
Assumptions.
• smoothness
• symmetry
2)
• monotonicity in t
3)
• integrability
7)
• growth of the partial derivative in x
• growth of the second order partial derivative in x
We take furthermore W :
The main result of the paper establishes that global minimizers of the energy are one dimensional. Theorem 1. Let u be a bounded minimizer of the energy (1.1) in any ball of R 2 . Then under the assumptions (2.1) -(2.9) on F , u is one-dimensional, i.e. there exists ω ∈ S 1 and u 0 : R → R such that
For the sake of precision, we recall that a measurable function u :
for any v such that u = v almost anywhere in CB R .
Notice that the assumptions on F give a generalization of the energy in (1.4), related to the fractional Laplacian. While (2.1)-(2.5) are quite natural, the condition (2.6) is often required when considering more general kernels or operators (in the spirit of [12, 15] and references therein). On the other hand, (2.7)-(2.9) are necessary in some preliminary results. Assumption (2.7) is needed in Lemma 4, while (2.8), (2.9) are used in Lemma 2, in a Taylor epxansion needed to prove some estimates on the energy of the minimizers. Also, denoting for any two sets A, B ⊂ R n u(A, B) := A×B F (u(x) − u(y), x − y) dx dy we can rewrite
The symmetry assumption (2.2) assures that this formula is correct, since with a simple change of variables one gets that
Furthermore, we observe that the energy is finite in any ball. Indeed
By assumption (2.1), since |u(x) − u(y)| ≤ 2 and for x − y ∈ B 3R , we have that
where C takes into account the Lebesgue measures of the ball. On the other hand, for x ∈ B R , y ∈ CB 2R , we have that |x − y| ≥ |y| − |x| ≥ |y|/2. Using (2.3), (2.4) and (2.6)
where C depends on n, s, p.
Preliminary results
The proof of the main theorem relies on some preliminary results. We notice that the results in this section work in any dimension. We first introduce the next Lemma.
R,± (x)). Then for large R the maps Ψ R,± are diffeomorphisms on R n and
Proof. First of all, checking Lemma 4.3 in [5] , one sees that Ψ R,± are diffeomorphisms for large R, and that the change of variables
and
Also, notice that
For any x,x ∈ R n , using (3.1) we have that
From here on, for the simplicity of the writing we denote
We have that
By (2.1) we have that g ∈ C 2 (R), and with a Taylor expansion we get that
From (3.5) we have that
So, with the Taylor expansions in (3.6) and formula (3.3) we obtain
We notice that in the following computations, the constants may change value from line to line. We see that
In order to have an estimate on T 2 , we use (3.7) and get that
where we have used (2.9) and that δ + − δ − ≤ 2. We notice that for R large enough
Also from (3.4) (recalling that |δ| ≤ 1), we obtain that
taking for instance R large enough such that ϕ C 1 (R n ) ≤ R/4. With this, (3.8) follows. Using (3.4) once more we get that
So we obtain
On the other hand, combining (3.8), (2.4) and (2.5) we get that
Now, for some δ ∈ (−1, 1), using (2.8), (3.9) and (3.10) we obtain
Integrating over R 2n \ (CB R ) 2 , we get that
For the potential energy, the computation easily follows. It suffices to apply the change of variables (3.1) and to notice that if x ∈ B R , hence |Ψ R,± (y)| = |y ± ϕ(y/R)e 1 | < R, then |y| < R. We have that
which concludes the proof of Lemma 2.
We give now the following uniform bound on large balls of the energy of the minimizers. This result is an adaptation of Theorem 1.3 in [29] and it works in any dimension.
Theorem 3. Let u be a minimizer in B R+2 for a large R. Then
Here, C is a positive constant depending only on n, s and W .
This type of energy estimates for the classical Laplacian can be found in [29] . In the fractional case, the reader can check Theorem 1.3 in [29] for the detailed computations (see also Theorem 4.1.2 in [5] ). Our proof follows the steps of Theorem 1.3 in [29] . Here, we just write the main elements and underline which assumptions on F make the proof work for the energy that we introduced.
Proof of Theorem 3. As a first step, one introduces the auxiliary functions
Moreover, one obtains the estimate
Also, by (2.6) and (3.11), renaming the constants from line to line we get
|x − y| −n−sp dy ≤ cd(x) −sp .
It follows that
Moreover W (−1) = 0 and ψ = −1 on B R+1 , so
With this, we obtain the bound
where C = C(n, s, p) > 0. Letting
we denote by CA = R 2n \ (CB R ) 2 \ A. We notice that B R+1 ⊆ A ⊆ B R+2 and that for x ∈ A, y ∈ CA
Then by (2.3) we have that
Integrating on A × CA and taking the sum,
We recall that u is a minimizer in B R+2 , and u = v outside of B R+2 (and outside of A), so
Since v = ψ on A, it follows that
and given that
Also, one has that
Using this together with the estimate (3.13), we obtain the claim of Theorem 3.
We prove now that the sum of the energies of the maximum and minimum between two functions remains below the sum of the energies of the original functions. The assumption (2.7) is here essential.
Lemma 4.
Let Ω be a measurable set and u, v : R n → R be two measurable functions. Let
Proof. We denote by Q := R 2n \ (CΩ) 2 , and define the set A ⊂ Q as
We also denote CA := Q \ A. Notice that when (x, y) ∈ A × A or (x, y) ∈ CA × CA,
When (x, y) ∈ A × CA, we have that
We claim that
In order to prove this, we fix x, y ∈ A × CA and define
with a, b > 0. Then (3.15) becomes
Notice that G(0) = F (e, x − y) and that for some ξ ∈ [e + a, e + a + b]
t F (ξ, x − y) < 0, thanks to assumption (2.7). So G is decreasing and it achieves its maximum at a = 0. This proves inequality (3.16) . With this, inequality (3.15) follows for any x, y ∈ A × CA, and by (3.14) we get that (3.15) holds for any x, y ∈ Q. It remains to integrate on Q to obtain the desired result. Finally, one sees that
This concludes the proof of Lemma 4.
We make now an observation on the equation satisfied by the minimizers of the energy. Consider u the be a minimizer of E in B R and take for any t > 0 and any φ ∈ C ∞ 0 (B R )
Deriving formally the functional we get that
Using the symmetry assumption (2.2) (from which also the equality ∂ t F (t, x) = −∂ t F (−t, −x) follows), and that φ cancels outside of B R , one obtains that
We state next that the equation (3.17) satisfies a Comparison Principle, as follows.
Lemma 5. Let u and v be respectively solutions of the equations Lu ≥ 0 and
Proof. We have that
Using (2.1) we have that there exists ξ(x, y) between u(x) − u(y) and v(x) − v(y) such that
Therefore according to (2.7)
It follows that
Proof of the main result
The proof of the main result follows the step of the Theorem 4.2.1 in [5] . We underline the main ideas from [5] , and focus on the new computations needed for the type of energy here introduced.
Proof of Theorem 1. We organize the proof in four steps.
Step 1. A geometrical consideration In order to prove that u is one dimensional, one has to prove that the level sets of u are hyperplanes. It is thus enough to prove that u is monotone in any direction. Using this, one has that the level sets are both convex and concave, thus flat.
Step 2. Energy estimates Let ϕ ∈ C ∞ 0 (B 1 ) such that ϕ = 1 in B 1/2 , and let e = (1, 0). We use the notations and the results of Lemma 2, and we notice that
for y ∈ CB R (4.1)
Since u is a minimizer for E in B R and u R,− is a competitor, thanks to Lemma 2 we have that
Step 3. Monotonicity Suppose by contradiction that u is not monotone in any direction. So, denoting e = (1, 0), up to translation and dilation, we suppose that u(0) > u(e), and u(0) > u(−e).
For R large enough, we denote
So v R = w R = u on CB R and since u is a minimizer
Moreover, by Lemma 4 we have that
Since u(0) = u R,+ (−e) and u(−e) = u R,+ (0) one obtains that
This implies that v R is not identically nor u, nor u R,+ .
We notice now that v R is not a minimizer of E in B 2 . If that were the case, then both u and v R would satisfy equation (3.17) in B 2 . According to the comparison principle in Lemma 5, we would get that u = v R in B 2 , which is false. Take then v * R to be the minimizer for E(·, B 2 ), that agrees with v R outside of B 2 . Let 
with ψ ∈ C ∞ 0 (R n ) a cut-off function such that
Then one has that
With this in mind, we get the following inequalities:
thanks to assumption (2.6). Similarly one proves the same for E(z R , B 2 ) − E(z, B 2 ), so
Recall now that z is a competitor for m in B 2 , so if one assumes that
then m would be a minimizer for E in B 2 . Hence, u and m satisfy the same equation (3.17) in B 2 . But m ≥ u in R n and m < u in a neighborhood of 0 m = u in a neighborhood of e.
Using the comparison principle in Lemma 5, we have that u = m in B 2 , which gives a contradiction. Therefore sending R → ∞ in (4.5), one gets that
which contradicts (4.3). This concludes the proof of Theorem 1.
Some examples
We give in this section some examples of functions F , that agree with our conditions. As a matter of fact, the context that we considered in Section 2 is general enough to apply to the energy related to the fractional Laplacian, the fractional p-Laplacian and the nonlocal mean curvature. Example 5.1. As a first example, we consider
for p ≥ 2 and s ∈ (0, 1). The nonlocal energy that we study is
with the associated equation
Here (−∆) s p , for p ≥ 2 and s ∈ (0, 1) is the fractional p-Laplacian, defined as
Notice that for p = 2, we obtain the fractional Laplacian defined in (1.3). The interested reader can see [16, 5, 30] and references therein for the fractional Laplacian, [14, 23] and references therein for the fractional p-Laplacian, or more general fractional operators. Indeed F given in (5.1) satisfies our assumptions. We notice that (2.1), (2.2), (2.3), (2.4), (2.5) and (2.6) are trivial. On the other hand, (2.7) is true since
Also, (2.8) and (2.9) follow after simple computations and hold for c 1 = n + sp, c 2 = (n + sp)(n + sp + 3).
It follows that for n = 2 bounded global minimizers of (5.2) are one-dimensional. Example 5.2. As a second example, we consider the function related to the fractional mean curvature equation. Nonlocal minimal surfaces were introduced in [10] as boundaries of sets that minimize a nonlocal operator, namely the fractional perimeter. The first variation of the fractional perimeter operator is the nonlocal mean curvature, defined as the weighted average of the characteristic function, with respect to a singular kernel (the interested reader can check [1, 4, 19] and other references therein). For smooth hypersurfaces that are globally graphs, i.e. taking ∂E as a graph in the e n direction defined by a smooth function u, the nonlocal mean curvature is:
for s ∈ (0, 1) and (x, x n ) ∈ ∂E, with u(x) = x n and taking ∇u(x) = 0. See e.g. [11] or the Appendix in [4] for the proof of this formula and for other references. We use the notations g(ρ) = 1
Notice that G ′ (τ ) = g(τ ), G ′ (t) = G(t).
With this, the equation relative to the fractional mean curvature that we are considering is Also for some β > 1, since g(βρ) ≤ g(ρ), we have that
Thus for some α ∈ (0, 1)
and we get (2.5). Using (5.5) we obtain
that is (2.6) for p = 1. As for (2.7), we notice that By computing the derivative with respect to x 1 of F , we get that again by using (5.6). So (2.8) and (2.9) are satisfied. This concludes the proof that F satisfies the assumptions given in Section 2. Theorem 1 then says that in R 2 , minimizers of the energy (5.4) are one-dimensional. To our knowledge, this is a new result in the literature.
