In this article we consider Wigner matrices XN with variance profiles (also called Wigner-type matrices) which are of the form XN (i, j) = σ(i/N, j/N )ai,j/ √ N where σ is a symmetric real positive function of [0, 1] 2 and σ will be taken either continuous or piecewise constant. In the spirit of [13], we prove a large deviation principle for the largest eigenvalue of those matrices under the same condition of sharp sub-Gaussian bound and for some other assumptions on σ. These sub-Gaussian bounds are verified for example for Gaussian variables, Rademacher variables or uniform variables on [− √ 3, √ 3].
Introduction
In random matrix theory, large deviation principles for quantities related to the spectrum are usually hard to prove. In the case of random Wigner matrices with Gaussian entries, that is matrices from the GUE, GOE and Gaussian Wishart matrices, the explicit formulas for the joint distributions of the eigenvalues can be used to establish large deviation principles for the empirical measure and for the largest eigenvalue (see [7, 8] for the Wigner case and [17, 10] for the Wishart case). But in the general case, since eigenvalues are complex functions of the entries, such large deviation principles are rather scarce. There has been nevertheless large deviation-type lower bounds in compactly supported and log-Sobolev settings by A. Guionnet and O. Zeitouni [15] , several recent breakthroughs related for instance to matrices with entries with heavy-tailed distributions both for the empirical measure and the largest eigenvalue respectively by C. Bordenave and P. Caputo and by F. Augeri ([4, 9] ), and finally a more general result for the largest eigenvalue of matrices with Rademacher-distributed entries by A. Guionnet and the author in [13] . In this article, we will use the techniques developed in [13] and apply them to Wigner matrices with variance profiles (also called sometimes "Wigner-type matrices"). The entries of these matrices verify the same hypothesis as Wigner matrices except their variances may not be equal to N −1/2 or 2N −1/2 and the matrices of the entries variance converges macroscopically to a function on [0, 1] 2 . Such matrices and the limit behaviour of their empirical measures have been thoroughly examined for instance in [12] . In particular the Stieljes transform of this limit measure is controlled by the so-called canonical equation. This canonical equation has also been extensively studied for instance in [12, 3] . In the course of this paper, we will adapt the methods of [13] for the setting of Wigner-type matrices and prove a large deviation principle for the largest eigenvalue under some assumptions for the variance profile. First we will recall in section 2 the convergence results of the empirical measure we will need during the proof of the large deviation principle. Then in section 3 we will introduce the rate function and the assumption on the variance profile we will need in order for our result to work. In sections 4 to 7 we will treat the case of matrices with piecewise constant variance profile which bears the most similarities with the models treated in [13] . In section 8 we will approximate the case of a continuous variance profile with piecewise constant ones. In section 9 we will illustrate the cases where our result applies in the simple context of a piecewise constant variance profile with four blocks. In the same section we will illustrate the limits of our approach and the necessity to make some assumptions concerning the variance profiles, with an example of a matrix whose variance profile does not verifies our assumptions and such that the rate function for the large deviations of the largest eigenvalue does not match our rate function. Finally, in section 10 we will discuss the explicit value of the rate function and in particular we will present a condition that when verified assures us that the rate function does depend on the variance profile only through the limit measure of the matrix model.
Variance profiles
In the rest of the article, a real x is said to be positive if x ≥ 0 and R + is the set {x ∈ R : x ≥ 0}. Our random matrix matrix model will be of the form W N Σ N , where W N is either a real or a complex Wigner matrix, Σ N is a real symmetric matrix and is the entrywise product. First of all, we describe the matrices Σ N we will be using. These matrices will converge as piecewise constant functions of [0, 1] 2 to some function σ on [0, 1] 2 we will call a variance profile. We will consider here two cases of variance profiles : the case where it is piecewise constant and the case where it is continuous.
Piecewise constant variance profile : We consider a variance profile piecewise constant on rectangular blocks. Let n ∈ N * , Σ = (σ i,j ) i,j∈ [1,n] a real symmetric n × n matrix with positive coefficients and α = (α 1 , ..., α n ) ∈ R n such that α i > 0 and α 1 + ... + α n = 1. In this context we'll consider Σ N defined by block by : This case will be referred as the case of a piecewise constant variance profile associated to the parameters Σ and α.
Continuous variance profile : In this case, we will consider a real non-negative symmetric continuous function σ : [0, 1] 2 → R + and Σ N (i, j) := σ i N , j N .
In both cases, we will call σ the variance profile of the matrix model.
The generalized Wigner matrix model
The real symmetric case : We consider a family of independent real random variables (a (1) i,j ) 0≤i≤j≤N , such that the variables a (1) i,j are distributed according to the laws µ N i,j . We moreover assume that the µ N i,j are centered : µ N i,j (x) = xdµ N i,j (x) = 0 and with covariance:
We say that a probability measure µ has a sharp sub-Gaussian Laplace transform iff ∀t ∈ R, T µ (t) = exp{tx}dµ(x) ≤ exp t 2 µ(x 2 ) 2 .
(1)
The terminology "sharp" comes from the fact that for t small, we must have
Assumption 1.1 (A0). We assume that the µ N i,j have a sharp sub-Gaussian Laplace transform. Remark 1.1. From the sub-Gaussian bound, we have the following bound on the moments of µ N i,j if Assumption 1.1 is verified and X is a random variable of distribution µ N i,j :
We have a bound of the form :
for some universal constant C. From this bound, we have if the µ N i,j (x 2 ) are bounded, for every δ > 0, there exists > 0 that does not depend on the laws µ N i,j such that for |t| ≤ .
We have also that the T µ N i,j are uniformly C 3 in a neighbourhood of the origin: for > 0 small enough sup |t|≤ sup i,j,N |∂ 3 t ln T µ N i,j (t)| is finite. We will also need that the empirical measure of the eigenvalues concentrates in a stronger scale than N . To this end we will also make the following classical assumptions to use standard concentration of measure tools. Assumption 1.2. There exists a compact set K such that the support of all µ N i,j is included in K for all i, j ∈ {1, . . . , N } and all integer number N , or all µ N i,j satisfy a log-Sobolev inequality with the same constant c independent of N . In the complex case, we will suppose also that for all (i, j), if Y is a random variable of law µ i,j , there is a complex a = 0 such that (aY ) and (aY ) are independent.
Given the family (a (1) i,j ), we define the following Wigner matrices :
From this definition we define X (1) N a real matrix with variance profile V N as :
where for two matrices A = (a i,j ) i,j∈ [1,n] [1,n] , A B is the matrix (a i,j b i,j ) i,j∈ [1,n] .
We denote λ min (X (1)
The complex Hermitian case : We now consider a family of independent random variables (a (2) i,j ) 1≤i≤j≤N , such that the variables a (2) i,j are distributed according to a law µ N i,j when i ≤ j, which are centered probability measures on C (and on R if i = j). We write a (2) i,j = x i,j + iy i,j where x i,j = (a (2) i,j ) and y i,j = (a (2) i,j ). We suppose that for all i ∈ [1, N ], y i,i = 0. In this context, for a probability measure on C, we will consider its Laplace transform to be the function:
We assume that:
The same uniform lower bounds and C 3 character as in the real case are also implied by this bound. Observe that the above assumption implies that for all i < j,
Examples of distributions satisfying Assumption 1.3 are given by taking (x i,j , y i,j ) centered independent variables with law satisfying a sharp sub-Gaussian Laplace transform. We then construct for all N ∈ N, W
N a complex Wigner matrix N × N by letting :
As before, we define the complex matrix with variance profile V N by :
Statement of the results
We denote r σ the rightmost point of the support of the limit of the empirical measure of X (β) N (the existence of this measure is discussed in section 2). First of all, we have the following result for the convergence of the largest eigenvalue of X (β) N . Theorem 1.2. Suppose that assumption 1.1 holds. Both in the piecewise constant case and the continuous case, we have that λ max (X (β) N ) converges almost surely toward r σ . The proof of this theorem is in fact contained in corollary 2.10 of [2] for a positive piecewise constant profile. We will remind this result in Theorem 2.7. The general result will be proved as a consequence of Lemma 8.4.
For the following theorem which states a large deviation principle for λ max (X (β) N ), we will need Assumptions 3.1 and 3.3 which are more thoroughly discussed in section 3. Assumption 3.3 states that the following optimization problem for ψ ∈ P([0, 1]) :
has a determination of its maximum argument that is continuous in θ. Similarly, Assumption 3.1 states that the following optimization problem for ψ ∈ (R + ) n such that ψ i = 1 :
has a determination of its maximum argument that is continuous in θ. Both these assumptions are necessary to obtain the lower large deviation bound. 
N satisfies a large deviation principle with speed N and good rate function I (1) which is infinite on (−∞, r σ ).
In other words, for any closed subset F of R,
whereas for any open subset O of R,
The same result holds for the opposite of the smallest eigenvalue −λ min (X 
N satisfies a large deviation principle with speed N and good rate function I (2) which is infinite on (−∞, r σ ). Furthermore I 2 = 2I 1 .
Both these rate functions are defined in section 3. Examples of variance profiles that verifies our Assumptions 3.1 and 3.3 are given in section 3.
The limit of the empirical measure
In this section, we describe the limit of the empirical measure µ σ of the matrices X N . We will also discuss the stability of this measure in function of σ. Under assumptions of positivity for the variance profile, we will prove that the largest eigenvalue converges toward the rightmost point of the support of µ σ . To describe the limit of the empirical measure we need the following definition for the so-called canonical equation (also called quadratic vector equation). The following definition takes into account both the piecewise constant and the continuous case : 1] 
.
Where S is the following kernel operator on H :
If w is a function from [0, 1] to itself, we denote ||w|| = sup x∈[0,1] |w x |. If S is an operator on the space of functions from [0, 1] to itself, we denote ||S|| the corresponding operator norm. If we denote m x the function z → m(z)(x), we have the following result concerning the solution of this equation :
This theorem is in fact a direct application of Theorem 2.1 from [3] with X = [0, 1] and S the kernel operator (which is trivially non-negative).
Remark 2.2.
If σ is a piecewise constant variance profile with parameters α 1 , ..., α n and (σ i,j ) i,j≤n , then the solution of (K σ ) is piecewise constant on the intervals I j . This can be viewed directly from K σ by noticing that Sf is always piecewise constant on the intervals I j .
In the rest of the paper, we will denote µ σ :
where v x is given by the preceding theorem. And so we have that the Stieljes transform of µ σ is 1 0 m x dx. Let us denoteμ N the empirical measure of X (β) N . The following theorem links the behaviour of the spectrum of X (β) N and K σ :
When N tends to infinity, for almost every x we have that with probability 1 :
Proof. This is in fact a reformulation of [12, Theorem 1.1] (with a i,j =0). It is easy to check that the variance profile we consider do satisfy the hypothesis of the theorem. Furthermore, since σ N is piecewise constant, the solution m of And so we are left with determining the convergence of the measure µ σ N when N tends to +∞. To that end, we will need the following rough stability results. 
Proof. This proof is inspired from the proof of [1, Proposition 2.1]. We letS be the kernel operator with kernelσ 2 . Let H η = {z ∈ C, z ≥ η, |z| ≤ η} and D the function defined on H 2 η by 
Let m be the solution of K σ , that is the fixed point of Φ. For every n ∈ N let v (n) =Φ (n) (m). We have for z ∈ H η :
and following again [1] ,
and so we have :
And so for δ small enough, (v (n) ) n∈N is a Cauchy sequence for the distance d Hη (u, v) = sup x∈[0,1],z∈Hη arcosh(1 + D(u x (z), v x (z))) which is converging towardm the fixed point of Φ and
Therefore for every > 0 and η > 0, there is δ > 0 small enough such thatsup x,
Since a base of neighbourhood of µ σ for the vague topology is given by :
and since the vague topology and the weak topology are equal on P(R) we have our result since G µσ = Proof. This is a consequence from Theorem 2.3 and the preceding proposition by noticing that lim N →∞ sup x,y∈[0,1] |(σ N ) 2 (x, y) − σ 2 (x, y)| = 0.
We will also need a similar result for the piecewise constant case : Theorem 2.6. Let s = (s i,j ) n i,j=1 ∈ S n (R + ) and α, β ∈ R n two vectors of positive coordinates summing to one and let γ i = i j=0 α j andγ i = i j=0 β j . Let σ andσ and the two piecewise constant variance profiles associated respectively with the couple (s, α) and (s, β) and m andm the solutions respectively of K σ and Kσ. for i ∈ {1, ..., n}, let also m i andm i be the holomorphic functions such that m
Proof. We use the same notations as in the previous proof. The m i verify the following system :
. We let Φ andΦ the following operators on the set of holomorphic functions from H η to H n η defined by:
where S andS are the linear applications defined by
As in the preceding proof, if B η := {u :
, for all i:
Then, using the same reasoning as in the previous case, we have that for every η > 0, there is
In order to apply the full results of [11, 2, 3] , we will need the following assumption for the piecewise constant variance profile :
Under assumption 2.1 we have the following convergence result : Theorem 2.7. If Assumption 2.1 is verified, we have that for any D > 0 and τ ∈ R
does not depend on τ ). Furthermore, if we l N and r N be respectively the left and right edge of the support ofμ N and l σ and r σ the left and right edges of the support of µ σ , we have for every δ > 0, D > 0,
Proof. This is in fact an application of corollary 2.10 of [2] . Indeed, up to multiplication by a scalar, our matrix model verifies the condition (A) and 2.1 gives us (B) and the sharp-sub Gaussian hypothesis gives (D). For (C) we look to theorem 6.1 of [3] , particularly remark 6.2.
The rate function
In this section we will explicit the rate functions I in 1.3 and 1.4. This function is in fact defined the same way as in [13] as the supremum sup θ (J(µ σ , θ, x) − F (θ)). In this expression, J(µ σ , θ, x) is the limit of N −1 log E[exp(N e, A N e )] where e is a unitary vector taken uniformly on the sphere and A N is a sequence of matrices such that the empirical measures converge weakly to µ σ and such that the sequence of the largest eigenvalues of A N converges to x. F (θ) is the limit of N −1 log E[exp(N e, X N e )] where the expectation is taken both in X N and e. We will first describe the quantity F (θ). and for θ > 0:
The asymptotics of the annealed spherical integral
where D(.||.) is the Kullback-Leibler deviation, that is : 
Proof. This is due to the fact that the function (λ, µ) → D(λ||µ) is convex in (λ, µ).
We consider here the following optimization problem on the set M 1 of probability measures on [0, 1] with parameter θ > 0 :
First, let us study this problem with the following lemma :
In the problem (2), if σ is continuous, the sup is a max. Furthermore, in both the continuous and the piecewise cases, the function F is continuous in θ.
Proof. Let us take µ n a sequence of measures such that θ 2 β P (σ, µ n ) + β 2 D(Leb||µ n ) converges toward F (σ, θ). By compacity we can assume that this sequence converges weakly to some µ. By weak continuity of P , lim n P (σ, µ n ) = P (σ, µ) and by weak upper semi-continuity,
. Furthermore, we have for every
In section 6 we will prove that the following limit :
holds in the piecewise constant case. In the following subsection, we will discuss the simplifications that occurs in the expression of F (σ, θ) in this case.
Simplifications for the piecewise constant case
We consider the piecewise constant case, that is when σ is defined with a matrix (σ i,j ) i,j and parameters α. In this case, the optimization problem that defines F is in fact simpler. Proposition 3.3. We denote by P (σ, .) the following quadratic function on R n :
We have that
Proof. Let ψ be a probability measure on [0, 1] and let's define for every i ∈ [1, n]:
then we have:
For every i ∈ [1, n], by concavity of log:
Multiplying by α i and summing over i, we get :
Then if ψ 1 , ...ψ n ∈ R + are such that ψ 1 + ... + ψ n = 1 we define ψ the probability measure defined by its density :
Then we have :
and
and so we have the inequality ≥
The function Ψ(σ, θ, .) we seek to maximize tends to −∞ at the boundary of our domain so this problem has a solution.
Definition of the rate functions
Now, in order to introduce our rate functions we need first to introduce the function J. This function is linked to the asymptotics of the following spherical integrals:
where the expectation holds over e which follows the uniform measure on the sphere S βN −1 with radius one. Denoting J N the following quantities :
the following theorem was proved in [14] : Theorem 6] If (E N ) N ∈N is a sequence of N × N real symmetric matrices when β = 1 and complex Gaussian matrices when β = 2 such that :
• The sequence of empirical measuresμ N E N weakly converges to a compactly supported measure µ,
and θ ≥ 0, then : lim
The limit J is defined as follows. For a compactly supported probability measure we define its Stieltjes transform G µ by
We assume hereafter that µ is supported on a compact [a, b] .
are taken as the limits of G µ (t) when t → a − and t → b + . We denote by K µ its inverse and let R µ (z) := K µ (z) − 1/z be its R-transform as defined by Voiculescu in [18] (defined on ]G µ (a), G µ (b)[). Let us denote by r(µ) the right edge of the support of µ. In order to define the rate function, we now introduce, for any θ ≥ 0, and λ ≥ r(µ),
In both cases, we introduce our rate function I (β) as
Proof. As a supremum of continuous functions, I (β) (σ, .) is lower semi-continuous. We want to prove that the level sets of
Assumptions on the variance profile σ
In order to prove the lower large deviation bound in the piecewise constant case, we will need the following assumptions on σ :
Assumption 3.1. There exists some continuous θ → (ψ θ i ) i∈ [1,n] such that ψ θ is a maximal argument of the equation 3, that is:
. As a more practical example, the following assumption implies 3.1
Remark 3.6. Some variance profiles that satisfy this assumption are those associated to the parameters (α 1 , ..., α n ) and (δ i =j ) i,j∈ [1,n] . In the case n = 2 this a linearisation of a Wishart matrix as in [13] .
Indeed, if such is the case then Assumption 3.1 holds :
is strictly concave and since it tends to −∞ on the boundary of the domain, it admits a unique maximal argument ψ θ which is also the unique solution to the following critical point equation :
We now want to apply the implicit function theorem to prove that θ → ψ θ is analytic. Letting f (ψ) be the left hand side of the above equation. We have that
. So we can apply the implicit function theorem.
Example of variance profiles that satisfies Assumption 3.1 but not Assumption 3.2 are provided in section 9. In the same section, we will also show that without any assumptions on σ, the method employed may fail as we can have a large deviation principle but with a rate function different from I.
In the continuous case, we will need the following assumptions :
There exists some continuous θ → ψ θ (for the weak topology) such that ψ θ is a maximal argument of 2 that is :
As for the piecewise constant case, the following assumption implies 3.3 Proof. First, since µ → D(Leb||µ) is strictly concave so is Ψ(θ, σ, .) and so the maximum argument ψ θ is unique. Let us prove now that it is continuous for the weak topology. Let θ > 0, N :
is upper semi-continuous and so N is a compact for the weak topology. Let V a neighborhood of ψ θ . Then since
Necessarily, ψ θ ∈ N ⊂ V and so we have the continuity.
Remark 3.9.
A family of such σ is given by
) is concave and so is P (σ, .).
Scheme of the proof
The proof of theorems 1.3 and 1.4 will follow a path similar to [13] for the piecewise constant case and then for σ continuous, we will approximate it by a sequence of piecewise constant profiles. First of all, the following result of exponential tightness will be proved in Section 5: 
Similar results hold for λ min (X (β) N ). Therefore it is enough to prove a weak large deviation principle. In the following we summarize the assumptions on the distribution of the entries as follows :
Either the µ N i,j are uniformly compactly supported in the sense that there exists a compact set K such that the support of all µ N i,j is included in K, or the µ N i,j satisfy a uniform log-Sobolev inequality in the sense that there exists a constant c independent of N such that for all smooth function f :
When β = 1 µ N i,j satisfy Assumption 1.1, when β = 2, they satisfy Assumption 1.3. We shall first prove that we have a weak large deviation upper bound: 
We then prove the following large deviation lower bound : ) i∈ [1,n] such that :
Then, if Assumption 3.1 is verified, we can take E = 0 and the result follows. However, when we deal with the continuous case, since Assumption 3.3 for σ will not necessarily imply Assumption 3.1 for the piecewise constant approximations, the error E will not be zero. However, it will be small enough to be neglected ultimately.
To prove Theorem 4.2, we first show that the rate function is infinite below the right edge of the support of the limiting spectral distribution. To this end, we use that the spectral measureμ N converges towards its limit whith much larger probability. We let d denote the Dudley distance:
Lemma 4.4. Assume that the µ N i,j are uniformly compactly supported or satisfy a uniform log-Sobolev inequality. Then, for β = 1, 2, there exists κ ∈ (0, 1 10 ∧ κ) such that
The proof of this lemma is given in the appendix. As a consequence, we deduce that the extreme eigenvalues can not deviate towards a point inside the support of the limiting spectral measure with probability greater than o(e −CN ) for arbitrarily large C. And therefore : Then, for δ > 0 small enough,
Hence, Lemma 4.4 implies the Corollary. In order to prove the weak large deviation bounds for the remaining x's, we shall tilt the measure by spherical integrals:
where the expectation holds over e which follows the uniform measure on the sphere S βN −1 with radius one. The asymptotics of
were studied in [14] where Theorem 3.4 was proved.
We shall later use that spherical integrals are continuous. We recall here Proposition 2.1 from [16] and Theorem 6.1 from [14] where we denote by A the operator norm of the matrix A given by 
where g κ is the function in Proposition 4.6.
By Lemma 4.1 and Lemma 4.4, it is enough to study the probability of deviations on the set where J N is continuous: x,δ to be the set of N × N self-adjoint matrices given by
where κ is chosen as in Lemma 4.4 . Let x be a real number, δ > 0 and κ as in Lemma 4.4. Then, for any L > 0, for M large enough
We are now in position to get an upper bound for P X (β) N ∈ A M x,δ . In fact, by the continuity of spherical integrals of Corollary 4.7, for any θ ≥ 0,
where we used that x → J(µ σ , θ, x) is continuous and took N large enough. It is therefore central to derive the asymptotics of
and we shall prove in section 6 that 
We therefore deduce from (4), Corollaries 4.8 and 4.7, and Theorem 4.9, by first letting N going to infinity, then δ to zero and finally M to infinity, that lim sup
We next optimize over θ to derive the upper bound:
To prove the complementary lower bound, we shall prove that 
This lemma is proved by showing that the matrix whose law has been tilted by the spherical integral is approximately a finite rank perturbation of a Wigner matrix, from which we can use the techniques developped to study the famous BBP transition [6] . The conclusion follows since then
where we finally used Theorem 4.9 and Lemma 4.10.
The theorem follows in the case of piecewise constant variance profile verifying Assumption 2.1 by noticing that if Assumption 3.1 is verified then we can choose E = 0. We will relax the Assumption 2.1 by approximation as we will treat the continuous case.
Exponential tightness
In this section we prove Lemma 4.1. We will in fact prove a stronger and slightly more quantitative result that will also be useful when we will approximate continuous variance profiles using piecewise constant ones (we recall that is the entrywise product of matrices) :
Lemma 5.1. Let β = 1, 2 and A N be the following subset of matrices :
For every M > 0 there exists B > 0 such that :
We will use a standard net argument that we recall for the sake of completeness. Let us denote :
For N ∈ N, let R N be a 1/2-net of the sphere (i.e. a subset of the sphere S βN −1 such as for all u ∈ S βN −1 there is v ∈ R N such that ||u − v|| 2 ≤ 1/2. Here the sphere is inside R N for β = 1 and C N for β = 2). We know that we can take R N with cardinality smaller than 3 βN . As in the proof of the exponential tightness in [13] , we notice that for M > 0
Indeed, if we denote,
Similarly
and (6) follows. We next bound the probability of deviations of X
where we used that the entries have a sharp sub-Gaussian Laplace transform and that |A(i, i)| ≤ 1. We can now complete the upper bound:
where we took θ = 1. This complete the proof of the Lemma with (6).
Proof of Theorem 4.9 in the piecewise constant case
We consider in this section a random unitary vector e taken uniformly on the sphere S βN −1 and independent of X (β) N . We define F N by setting, for θ > 0 :
where we take both the expectation E e over e and the expectation E X (β)
N . In this section we derive the asymptotics of F N (θ, β), F (σ, θ) is as in Theorem 4.9.
We prove a refinement of Theorem 4.9, which shows that under our assumption of sharp sub-Gaussian tails, the random vector e stays delocalized under the tilted measure. 
Proof. By denoting L µ = log T µ , we have :
where we used the independence of the (a (β) i,j ) i≤j . Using that the entries have a sharp sub-Gaussian Laplace transform (using on the diagonal the weaker bound L µ N i,i (t) ≤ 1 β t 2 + A|t|) and , we deduce that:
Let's denote ψ j = i∈Ij |e i | 2 We have
And so :
But since e is taken uniformly on the sphere, the vector ψ = (ψ 1 , ..., ψ n ) follows a Dirichlet law of parameters βα1N 2 , ..., βαnN 2 . We have the following large deviation principle for the Dirichlet Law : = Dir(β 1,N , . .., β n,N ) verifies a large deviation principle with good rate function I(
Proof. We denote f N and f the functions defined on D = {x ∈ (R + * ) n |x 1 + ... + x n = 1} by
We have that on every compact ofD, f N (x, 1 −
x i ) converges uniformly toward f (x, 1 − x i ) (which is continuous) and furthermore, for every M > 0 there is a compact K ofD such that for N large
With both those remarks we deduce via a classical Laplace method that
Using again classical Laplace methods and the fact that x →x is a homeomorphism between D and D, we have that the uniform convergence of f N and the continuity of the limit f gives a weak LDP with rate function f (x) − n i=1 α i log α i and the bound outside compacts gives the exponential tightness. The LDP is proved.
Using lemma 6.2 and Varadhan's lemma, we have that :
So that we have proved the upper bound that lim sup
We next prove the corresponding lower bound. The idea is that the expectation over the vector e concentrates on delocalized eigenvectors with entries so that √ N e iēj is going to zero for all i, j. As a consequence we will be able to use the uniform lower bound on the Laplace transform to lower bound F N (θ, β). We have that :
By the uniform lower bound on the Laplace transform of Assumptions 1.1 or 1.3, we deduce that for any δ > 0 and N large enough :
We shall use that And that the event {e ∈ V N } is independent of the vector ψ. As a consequence, we deduce from (11) that for any δ > 0 and N large enough
So that together with (9) and Lemma 6.2 we have proved the announced limit lim N →∞
which completes the proof of Lemma 4.9.
Finally we prove Lemma 6.3. We have the well known fact that if we denote e (j) = (e i ) i∈Ij , f (j) := e (j) /||e (j) || is a uniform unitary vector on the sphere of dimension β|I j | − 1. Furthermore all these f j are independent.
The result follows since each of these terms converges to 1.
Large deviation lower bounds
We will now prove Theorem 4.3. For a vector e of the sphere S βN −1 and X a random symmetric or hermitian matrix, we denote by P where P N is the law of X (β) N . Let us show that we only need to prove the following lemma : 
where E and ψ E,θ are as in the hypotheses of Theorem 4.3 and e (i) is the i-th block of entries of e. For any x ≥ r σ , there is θ x such that :
Proof that Lemma 7.1 implies Theorem 4.3. In fact, we only need to prove that if E, ψ E,θx i are as in the hypotheses of Theorem 4.3, we have :
where we recall that
We have
where we recall that V N = {e ∈ S N −1 :
We have, using using Lemma 6.2 that :
let (δ N ) N →∞ be a sequence converging to 0 such that :
and let :
We have that for e ∈ W N :
This is in fact identical to (11) .
so we have that :
where we used that {e ∈ V N } and {e ∈ W N } are independent and that 1
x,δ ] converges to 0. So we have our lower bound.
And so it remains to prove the lemma 7.1. More precisely, we will show that for ∈ ( 1 8 , 1 4 ), for any x > r σ and δ > 0 we can find θ x ≥ 0 so that for M large enough,
To prove (12) , the first point is to show that Lemma 7.2. Take ∈ (0, 1 4 ). There exists κ > 0 , such that for any θ ≥ 0,
Proof. We hereafter fix a vector e on the sphere. The proof of the exponential tightness is exactly the same as for Lemma 4.1. Indeed, by Jensen's inequality, we have
N e, e ]} = 1 Moreover, by Tchebychev's inequality, for any u, v, e ∈ S βN −1 , and if M = sup i,j σ 2 i,j we have
from which we deduce after taking u, v on a δ-net as in Lemma 4.1 that
which proves the first point. The second is a direct consequence of Lemma 4.4 and the fact that the log density of P (e,θ) N with respect to P N is bounded by θN (|λ max (X)| + |λ min (E)|) which is bounded by θKN with overwhelming probability by the previous point (recall that λ min (X) satisfies the same bounds than λ max (X)).
Hence, the main point of the proof is to show that 
Proof of Lemma 7.3
For e ∈ V N fixed, let X (e),N be a matrix with law P (e,θ) N . We have :
where E[X] denotes the matrix with entries given by the expectation of the entries of the matrix X. We first show that E[X (e),N ] is approximately a finite rank matrix and X (e),N − E[X (e),N ] is approximately a Wigner matrix with variance profile σ. 
where,
Proof of the lemma. We can express the density of P (e,θ) N as the following product :
where the a (β)
i,j are defined as in the introduction. So since we took our a i,j independent (for i ≤ j), the entries X (e),N i,j remain independent and their mean is given in function of the Taylor expansion of L as follows :
where we used that by centering and variance one,
β for all i, N , and where
Hence, we have
In order to bound the spectral radius of this remainder term, we use the following result which is Lemma 5.4 from [13] .
Lemma 7.5. Let A be an Hermitian matrix and B a real symmetric matrix such that :
Then the spectral radius of A is smaller than the spectral radius of B.
Therefore, if we choose C so that C ≥ sup N,i,j δ i,j (2 √ N θe iēj )θ 2 and set |e| 2 to be the vector with entries (|e i | 2 ) 1≤i≤N , we have
Since |||e| 2 (|e| 2 ) * || = |||e| 2 || 2 2 = i e 4 i ≤ N −4 , we deduce that if we take ∈]1/8, 1/4[ we have with κ( ) = 1/2 − 4 :
Now we denote :
The entries of X (e),N are independent, centered of variance Σ N (i, j) 2 ∂ z ∂zL µ N i,j (θΣ N (i, j)e iēj √ N )/N . Recall that ∂ z ∂zL µ N i,j (0) = 1 and that the third derivative of the Laplace transform of the entries are uniformly bounded so that :
uniformly on V N . We can then consider X (e),N defined by :
Next, we have that for all δ > 0 :
This follows the demonstration as in [13] . Hence, since : since all estimates were clearly uniform on e ∈ V N . And so, to conclude we need only to identify the limit of λ max ( X (e),N + 2θ β ESE * ). The largest eigenvalue of X (e),N + 2θ β ESE * satisfy
and therefore z is an eigenvalue away from the spectrum of X (e),N iff
Using the fact that with A ∈ M n,p (K) and A ∈ M p,n (K) we have det(I n + AB) = det(I p + BA), we have that the preceding equality is equivalent to
Lemma 7.6. For i, j ∈ [1, n] η > 0, a > r σ , we have :
Where m is the solution to K σ and m i are defined as in Theorem 2.6. So since lim N →∞ sup e∈V N ∩W N ||ẽ k || 2 − ψ θ k = 0 we only need to prove that for k, l ∈ [1, n] :
Proof. Let
To that end, we want to apply the anisotropic local law from [2] but in order to do so, we need to check its assumptions. (A) is verified since the variance profiles are uniformly bounded. (B) is verified with the assumption 2.1. (D) is verified with the sub-Gaussian bound. To verify (C), we apply [3, Theorem 6.1]. Thanks to [2, Theorem 1.13], if we fix some γ > 0, D > 0, > 0, for N large enough :
Furthermore following Corollary 1.7 of [2], we have that for a ∈]r σ , a[, D > 0, N large enough
Let e, f ∈ S βN −1 and h : z → e * G N (z)f and k : z → e * M N (z)f . On the event {λ max ( X (e),N ) < a }, we have that |h(z)|, |k(z)| ≤ 1 ( z−a ) and |h (z)|, |k (z)| ≤ 1 ( z−a ) 2 for {z| z > a } and therefore, for γ < 1/10, we can in fact assume that our bound holds for any z such that (z) > a and in particular for z real. Let
By union bound, we have that for N large enough :
Combining this with the Lipschitz bounds and the bound in modulus that is derived from from the bound on λ max ( X (e),N ), we get :
for N large enough. furthermore, this bound is uniform in e and f . We use Theorem 2.6 and the Lipschitz bounds to conclude that for N large enough and e ∈ V N ∩ W N we have that :
where m is the solution of K σ and m i is the value taken by m on the interval I i . And so we have :
Let's denote D(θ, z) the diagonal n × n matrix diag(m 1 (z)ψ θ 1 , ..., m n (z)ψ θ n ), we have that the above limit can be rewritten SD(θ, z). From the preceding lemma we have that for η > 0 uniformly in e ∈ S βN −1 that
for N large enough. So since lim z→∞ det(I n − SD(θ, z)) = 1, all that remain is to solve the determinantal equation :
det(I n − SD(θ, z)) = 0 and the largest solution z > r σ if it exists will be the the limit of λ max . We can rewrite this equation :
Let ρ(θ, z) be the largest eigenvalue of D(θ, z)S D(θ, z). Then, the largest z solution of equation 15 is the solution of :
Indeed, with θ fixed, if θρ(θ, z) = 1 then z is a solution of equation 15. Since the z → m i (z) are strictly decreasing, so is ρ(θ, .). So for z > z, θρ(θ, z ) < 1 and so z cannot be solution of 15 for the same θ. Similarly, if z is a solution of 15 then θρ(θ, z) ≥ 1. If θρ(θ, z) > 1 then since z → θρ(θ, z) is continuous and decreasing toward 0, there exists z > z such that θρ(θ, z ) = 1 and z is therefore a solution of 15 strictly larger than z.
Therefore, it suffices to prove that for any x > r σ there is at least one θ x such that
First, since θ → D(θ, x) is bounded and continuous on R + , then θ → θρ(θ, x) is continuous. For θ = 0 the lefthand side is 0 and for θ → ∞, since max i ψ θ i ≥ n −1 we have that
and so with M := n −1 (min i m i (x))(min i,j σ 2 i,j ), ρ(θ, x) ≥ M and so θρ(θ, x) −→ θ→∞ +∞. By continuity, there is at least one θ x such that θ x ρ(θ x , x) = 1 and so Theorem 4.3 is proved.
Case of a continuous variance profile and relaxing Assumption 2.1 for the piecewise constant case
We now choose σ : [0, 1] 2 → R + continuous and symmetric and consider the random matrix model X (β)
In order to prove a large deviation principle for X N , we will approximate the variance profile by a piecewise constant σ. Namely, for n ∈ N we let σ n be the following n × n matrix:
Let's denote X (β),n N the random matrix constructed with the same family of random variables a (β)
i,j but with the piecewise constant variance profile associated we the the matrix σ n and the vector of parameters ( 1 n , ..., 1 n ). Let F n = F (σ n , .), µ n := µ σ n . We will also denote F = F (σ, .) and I = I(σ, .). Even if we suppose that Assumption 3.3 holds in the case of the continuous variance profile σ, we don't necessarily have Assumption 3.1 for the variance profiles σ n and so we don't necessarily have a sharp lower bound. To this end we need to introduce an error term E n that will be negligible as n tends to ∞ :
Proof. Since lim n→∞ sup x,y |(σ n ) 2 (x, y) − σ 2 (x, y)| = 0, we have lim n→∞ sup ψ | P (σ, ψ) − P (σ n , ψ)| = 0. The result follows easily.
Lemma 8.2. If the Assumption 3.3 is true, then for every > 0, there is a sequence of functions E n and continuous θ → (ψ θ,E n i ) i∈ [1,n] such that :
and there is a n 0 such that for n ≥ n 0 :
Proof. Since assumption 3.3 is verified, there is some measure valued continuous θ → ψ θ such that Proof of the lemma. Let η > 0 and let us find > 0 such that :
Let us take X, Y, U , V independent random variables of law respectively, ψ θ , ψ θ and τ , τ . Then we have
Using the uniform continuity of σ 2 , and that |K(X + U ) − X|, |K(Y + V ) − Y | ≤ almost surely, we have that there exists an > 0 such that the difference is lower that η. This bound does not depend on θ.
Now, let us find n 0 such that for n ≥ n 0 ,
where we recall that (x, y) → σ n (x, y) is the discretized version of σ. There again, using the uniform continuity of σ, we have for every > 0 the existence of n 0 such that for n ≥ n 0 , for all x, y ∈ [0, 1]|(σ n (x, y)) 2 − σ 2 (x, y)| ≤ η. Combining these two inequalities we get the first point. Then let us show that :
We have that : 1] g (x, y)dψ θ (y).
Let us notice that [0, 1] g (x, y)dy = [0,1] g (y, x)dy = 1. We have
where we used the concavity of log. Finally, using again the concavity, we have for every i ∈ [1, n] n i/n
Summing over i gives us the result.
Thererefore, using this lemma for > 0, there is > 0 such that
for n large enough and so :
Therefore, taking E n (θ) := F n (θ) − Ψ(θ, σ n , ψ θ, ,n ) our result is proven.
We can now introduce I n β andĨ n β defined on [r σ , +∞[ the rate functions for the upper and lower bound of the piecewise constant approximations
We will use for each piecewise constant approximation the approximate lower bound of theorem 4.3. We will need the following result :
and if we denote r (n) the upper bound of the support of µ n and l (n) its lower bound, we have :
Proof. The first point is a consequence of theorem 2.4. Let ∆ n N := X N − X n N . We have ∆ n N := (Σ N − Σ (n) N ) W N . Using theorem 5.1 and the fact that
we have that for every > 0 there is n 0 such that for any n ≥ n 0 :
In particular if we denote λ 1,N < ... < λ N,N the eigenvalues of X N and λ
i,N | ≤ . So, we have lim inf n r (n) ≥ r σ . Let us show that lim sup n r (n) ≤ r σ . Suppose that r := lim sup n r (n) > r σ , then up to extraction in n there exists > 0, n 0 such that r (n) > r σ + . We can now choose n 1 such that :
i,N > r (n1) − /3} Let's now denote A N , B N , C N the following events : This result enables us to finally prove the complete version of 1.2. Indeed using the Theorem 4.4 and its corollary, we have that for every > 0, P[λ max (X (β) N ) ≤ r σ − ] = o(e −N ). It suffices to show that for all > 0, P[λ max (X (β) N ) ≥ r σ + ] = o(N −2 ). In both the continuous and the piecewise constant case that does not satisfies Assumption 2.1, we can approximate σ by σ n strictly positive. And so the results of Theorem 8.4 holds, that is for n large enough, we have r n ≤ r σ + /2. For n large enough, we have P[||∆ n N || ≥ /2] = o(exp(−N )). So we have :
where we used 2.7 for X n N . And so 1.2 is proved. Lemma 8.5.
• For every x > r σ , the function θ → J(µ n , θ, x) converges uniformly on all compact set of R + towards θ → J(µ, θ, x).
Proof. For the first point of the lemma, let's first prove that for every x ≥ r σ , θ → J(µ n , θ, x) converges uniformly on every compact towards the function θ → J(µ, θ, x). Let l < r be two reals. For µ a probability measure on R whose support is a subset of ]l, r[, let Q µ be the function defined on
Q µ is continuous in (θ, u) and for K ⊂ D r, a compact we have that the function µ → Q µ |K mapping µ to the restriction of Q µ on K is continuous in µ for the weak topology and µ such that their support is a subset of ]l, r[ when the arrival space is the set of functions on K endowed with the uniform norm (this is a consequence of Ascoli's theorem). Let x > r σ and r, l such that l < l σ < r σ < r < x. For n large enough the support of µ n is in ]l, r[. We have that the sequence of functions θ → v(θ, µ n , x) converges to θ → v (θ, µ, x) . Indeed if 2θ β > G µ (x), then since lim n→∞ G µ n (x) = G µ (x), 2θ β > G µ n (x) for n large enough and the result is immediate.
If 2θ β < G µ (x) then 2θ β < G µ n (x) for n large enough. G µ n converge towards G µ on [r, +∞[, for > 0, K µ n is defined on ]0, G µ (r) − ] for n large enough and K µ n converges toward K µ and therefore
and that the limits in both cases are v(θ, λ, x).
Writing 2θ β = G µ (y) with y > x we have
where we used that y → G µ (y)(y − r) is increasing.
Taking > G µ (x)(x − r) and using the continuity in µ of µ → G µ (x)(x − r), we have for n large enough that
Therefore, using the convergence of v(θ, µ n , x) and the uniform convergence of Q µ n , we have that J(µ n , θ, x) converges towards J(µ σ , θ, x). Furthermore, since θ → J(µ σ , θ, x) are continuous increasing functions, by Dini's theorem the convergence is uniform on all compact. We now prove the convergence of I n towards I. Let us prove that there is A > 0 and n 0 ∈ N such that for n ≥ n 0 and θ > 0
and −E n (θ) ≥ θ 2 for n large enough. Choosing < 1 0 1 0 σ 2 (x, y)dxdy we have our result. Then given that J(µ n , θ, x) ≤ θ max(r n , x) we have that for any r > r σ , x > r σ , θ > 0 for n large enough :
Since lim θ→∞ rθx − Aθ 2 = −∞. and that θ → J(µ n , θ, x) − F n (θ) + E n (θ) converges toward θ → J(µ σ , θ, x) − F (θ) on every compact of R + , we deduce that for every x > r σ : We will now prove that the difference between X n N and is negligible at the exponential scale.
Lemma 8.6. For every > 0 and every A > 0, there exists some n 0 ∈ N such that :
Proof. We can write that
We have that : lim n→∞ M n = 0 Following lemma 5.1, we can write that for every n ∈ N, A > 0 there is B > 0 such that lim sup
For n 0 ∈ N such that M n B ≤ for all n ≥ n 0 , our upper bound is verified.
Let us now prove that we have a local large deviation principle for λ max (X N ) with rate function I for x > r σ that is for every > 0, there is δ > 0.
Let us begin by choosing n 0 such that |I n (x) − I(x)| ≤ and |Ĩ n (x) − I(x)| ≤ for all n ≥ n 0 . By the large deviation upper and lower bounds in the piecewise constant case (that is theorem 4.3), we have the existence of δ > 0 such that :
Since :
and for n large enough such that lim sup N 1
Taking to 0, we have :
Furthermore since exponential tightness is proved the same way as in the piecewise constant case, our result proves the large deviation principle for continuous variance profiles.
It only remains to relax Assumption 2.1 for the piecewise constant case. Let σ be a piecewise variance profile. We can approximate σ by σ n := σ 2 + 1 n+1 . We notice then that
so that if 3.1 is verified for σ, it is verified for σ n . And so, as we have just done for the continuous case, we can prove the same way that the rate functions I(σ n , .) converges to I(σ, .) and that the large deviation principle holds with I(σ, .).
The case of matrices with 2 × 2 block variance profiles
In this section, we will discuss the case of piecewise constant variance profiles with 4 blocks (which are not necessarily of equal sizes) and determine what are the cases where the Assumption 3.1 holds. In particular, we will provide examples where the maximum argument of Assumption 3.1 can be taken continuous without the need for the concavity assumption. Let's take a piecewise constant variance profile defined by α = (α, 1 − α) and σ 1,1 = a, σ 2,2 = b, σ 1,2 = σ 2,1 = c. In order to apply Theorem 1.3 we need to study the maximum arguments of :
Since we can change α in 1 − α by switching a and b, we can suppose without loss of generality that α ≤ 1/2.
Case with
In the case (a 2 + b 2 − 2c 2 ) ≤ 0 we have the ψ(., θ) is strictly concave and therefore θ → x θ is analytical and assumption 3.1 is verified. From now on, we assume (a 2 + b 2 − 2c 2 ) ≥ 0. We look for the zeros of Φ(., θ) in [0, 1]. To this end, we look for the intersection points of the curve of equation
. We notice that there is a critical value θ crit such that for θ ≤ θ crit , there is only one critical point x θ 1 which is on ]0, 1/2[. For θ > θ crit we have the apparition of two other critical points x θ 2 and x θ 3 that are such that 1/2 < x θ 2 < x θ 3 with ψ(x θ 2 , θ) being a local minimum and ψ(x θ 3 , θ) a local maximum. For x ∈]0, 1[, we have :
For x < 1/2, we have ψ(x, θ) > ψ(1 − x, θ) and so the absolute maximum of ψ(., θ) is attained for x = x θ 1 . Since θ → x θ 1 is analytical, assumption 3.1 is verified.
Case x min ≤ α
There is again a critical value θ crit such that for θ ≤ θ crit , there is only one critical point x θ 1 which is on ]α, 1[ and for θ > θ crit we have the apparition of two other critical points x θ 2 and x θ 3 such that x θ 3 < x θ 2 ≤ α. We have furthermore :
For x < α, ψ(x, θ) < ψ(2α − x, θ) and there the absolute maximum of ψ(., θ) is attained on ]α, 1[, so for x θ 1 . Since θ → x θ 1 is analytical, Assumption 3.1 is verified. . Furthermore, for θ ≤ θ crit , ψ(., θ) has its maximum in x = 1/2 and for θ ≥ θ crit , ψ(., θ) has its maximum at both points x = 1/2 ± δ(θ) where δ(θ) = 1 2 1 − 2β 2 θ 2 (a 2 +b 2 −2c 2 ) . Therefore the function θ → 1/2 for θ ≤ θ crit and θ → 1/2+δ(θ) for θ ≥ θ crit is a continuous determination of the maximal argument of ψ(., θ) and so Assumption 3.1 is verified and the large deviation principle holds. This gives an example where the maximum argument in Assumption 3.1 is neither unique nor C 1 but where we can still derive a large deviation principle.
Case x min ∈]α, 1/2[ and pathological case
The graph we obtain is similar to the graph of the first case. In this case, we also have a θ crit such that for θ ≤ θ crit , there is only one critical point x θ 1 which is in ]0, α[ and then the apparition of two other critical points x θ 2 and x θ 3 that are such that 1/2 < x θ 2 < x θ 3 , ψ(x θ 2 , θ) being a local minimum and ψ(x θ 3 , θ) a local maximum. But in this case for high values of θ, we have that the maximum is attained near 1 so x θ 3 is the maximum argument. We have a discontinuity in the maximum argument and so Assumption 3.1 is not verified.
Let us now show that if x min ∈]α, 1/2[ and c = 0, the largest eigenvalue satisfies a large deviation principle but with a rate function J different from I.
Our matrix X In this case one can notice that J β is not a convex function and therefore cannot by obtained as sup θ F (θ) − J(x, µ σ , θ) since it is a sup of convex functions. We have J = I. For c > 0 but small enough we can also conclude that the large deviation principle still does not hold. Indeed, if we denote I c the rate function we expect and x 0 ∈ R + such that J(x 0 ) ≤ I 0 (x 0 ) − η for some η > 0 (x 0 does exists using the discussion above). Using the same approximation arguments as in section 8, we have that there exists > 0 such that for c < , I c (x 0 ) > I 0 (x 0 ) − η/3 and : Since I c is continuous in x 0 , we have that there cannot be a large deviation principle withe the rate function I c .
Looking for an expression of the rate function
In this section we will present a method to explicitly compute the rate function I in the piecewise constant case under some hypothesis on the behavior of F . First, let us describe F in a neighbourhood of θ = 0. Theorem 10.1. Let σ be a continuous or piecewise constant variance profile, there is θ 0 > 0 such that for θ ≤ θ 0 :
Where R is the R-transform of the measure µ σ .
Proof. This result was proved in the case of a linearisation of a Wishart matrix in section 4.2 of [13] . For the sake of completeness, we will reproduce here this proof. For the lower bound, we have for M > r σ and θ ≤ G(M ) (where G is the Stieljes transform of the measure µ σ ) :
For the upper bound, we write : Proof. Since F (σ, .) is analytic and so is R and since we have F (σ, θ) = R( 2θ β ) for small θ, F depends only on R that is on µ σ and F ( βx 2 ) extends R on R + . Then, looking at the expression of I(σ, .), it only depends on µ σ . Remark 10.3. Without any condition on the variance profile σ, we do not have that I(σ, .) depends only on µ σ . For instance if we take X N and X N independent matrices both with the same variance profile σ, α, β > 0 such that α > β and α + β = 1, then the following matrix has a variance profile :
. And then λ max (Y N ) = max(λ max (X αN ), λ max (X βN )). We have that λ max (Y N ) satisfy a large deviation principle with rate function βI(σ, .) whereas this matrix has for limit measure µ σ whatever the choice of β.
In the case of a piecewise constant variance profile, the same concavity hypothesis as before implies the analyticity of the function F (σ, .) (this is due to the fact that with the implicit function theorem, the maximum argument is indeed analytic in θ). Proposition 10.4. If the Assumption 3.2 holds in the case of a piecewise constant case then the function θ → F (σ, θ) is analytic.
We will now shortly discuss how we can obtain an explicit expression of the rate function in the context of a piecewise constant variance profile which verifies the hypothesis of Theorem 10.2. For this, we will need the following proposition :
We therefore only need to show that Theorem 11.2. If we let for every N :
we have that In order to conclude, we need only to use Lemma 4.1 to see that F In the case of piecewise constant variance profile we have that R and G are algebraic functions. In particular, there exists a real polynomial P in two variables such that P (G(x), x) = 0.
