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Abstract—Information-driven networks include a large cate-
gory of networking systems, where network nodes are aware of
information delivered and thus can not only forward data packets
but may also perform information processing. In many situations,
the quality of service (QoS) in information-driven networks is
provisioned with the redundancy in information. Traditional
performance models generally adopt evaluation measures suitable
for packet-oriented service guarantee, such as packet delay,
throughput, and packet loss rate. These performance measures,
however, do not align well with the actual need of information-
driven networks. New performance measures and models for
information-driven networks, despite their importance, have
been mainly blank, largely because information processing is
clearly application dependent and cannot be easily captured
within a generic framework. To ﬁll the vacancy, we develop a
new performance evaluation framework particularly tailored for
information-driven networks, based on the recent development
of stochastic network calculus. Particularly, our model captures
the information processing and the QoS guarantee with respect
to stochastic information delivery rates, which have never been
formally modeled before. This analytical model is very useful
in deriving theoretical performance bounds for a large body of
systems where QoS is stochastically guaranteed with a certain
level of information delivery.
Index Terms—Network Calculus, Information-Driven Net-
works, Performance Modeling
I. INTRODUCTION
Although computer networks in general are purposed for
information delivery, most existing network architectures like
the Internet are actually not information driven in the sense
that network nodes (e.g., routers and switchers) only care
about packets instead of the information inside. As a common
principle, network nodes as well as the whole network system
are designed to support quality of service (QoS) with respect
to packet-oriented service measures such as bounded packet
delay and promised data throughput. To achieve this, QoS
provisioning mechanisms [3] have been proposed and used
in the Internet. It has been observed that on the one hand QoS
provisioning mechanisms provide certain service guarantee
to privileged data trafﬁc; on the other hand they largely
increase the system complexity and incur a heavy burden on
network nodes. Many emerging network systems, for example,
wireless sensor networks, consist of nodes with very limited
computational capability and thus do not have the luxury to
accommodate complex QoS mechanisms. Nevertheless, QoS is
important in any means. For instance, in a patient-monitoring
system or a ﬁre alarm system with wireless sensor networks,
we certainly require important information like abnormal heart
beats or high temperature readings to be delivered correctly to
a monitoring center. The dilemma we face is to guarantee QoS
maybe without any underlying promise from network nodes
on timely per packet delivery.
The traditional meaning of QoS, e.g., for guaranteed per
packet delivery and end-to-end delay, is actually an overkill,
since all we care is information. The traditional solutions
focusing on packets instead of the information inside have the
historical reason: the network protocol stack is layered and
network protocols should not mix up with application-layer
information. With the emergence of new technologies such as
wireless sensor networks, however,the layering principle is not
necessarily a rule of thumb, and the redundancy in the infor-
mation sources should be utilized in network protocol design.
A network node may not be purely a data forwarding device.
Instead, it may become aware of information forwarded and
is able to perform information processing whenever necessary.
The ultimate goal of the whole network system is no longer
to guarantee service for individual packets, but to guarantee a
certain amount of information to be successfully transported.
We call this type of networking systems information-driven
networks. Typical examples include wireless sensor networks
with directed data diffusion [9], distributed content sharing
over peer-to-peer networks [2], [12], and networks using
network coding [1], [22].
Making the network to be information driven opens special
opportunities for QoS provisioning, e.g., in environment where
the network is subject to high packet losses or network nodes
are stringently constrained by computationalpower and limited
bandwidth. In applications where data exhibit spatial and/or
temporal correlation, it is unnecessary to provide reliable trans-
mission for each individual packet. Instead, QoS is guaranteed
as long as required information can be obtained as sure (i.e.,
with a very high probability).
Example 1: Assume that a wireless sensor network includes
six sensor nodes and one processing center, also called the
sink node, as shown in Figure 1. Four sensors at the bottom
of the ﬁgure monitor the environment and periodically send
out measurement data like temperature, humidity readings.
Two sensors in the middle of the ﬁgure are used as data
relay to the sink. Wireless links are generally subject to a
high loss rate in wireless sensor networks, so we assume
that the average packet loss rate is 25% for each wireless
link. Without considering information, we treat the network as
purely a data delivery system like the Internet. In this case, weFig. 1. A simple example of wireless sensor networks
need to make sure that each data packet is correctly delivered
from the source to the sink with a high probability. If we set
this probability to be no smaller than 96%, we need about
24 transmissions in total (calculated with two retransmissions
each link to guarantee the high probability of correct end-to-
end packet delivery). In contrast, if relay nodes know that the
information from the four source sensors is highly correlated
and if the information is considered to be delivered as long as
at least one packet from the sources is received by the sink,
eight transmissions (e.g., without any retransmissions) can
guarantee that the information is delivered with a probability
no smaller than 96%.
The above example clearly illustrates the necessity of taking
information into consideration. Yet, several difﬁculties need to
address even in the very simple example. First, how can we
capture and model the correlation at the information sources?
In addition, the correlation may change over time. How can
we capture the dynamic changes in a timely fashion? Second,
the above example only considers the correlation at the infor-
mation sources, how can we perform information processing
at intermediate relay nodes for better QoS provisioning and
resource saving? Third, the use of application-layer informa-
tion in network protocols has changed the fundamental design
principle of current Internet architecture, where the network
is considered as a packet transportation tool and the service
guarantee is promised for individual packets. This fundamental
change renders traditional performance modeling and evalua-
tion approaches invalid for information-driven networks. For
instance, network throughput in terms of number of bits per
time unit and end-to-end packet delay are no longer good
measures and new metrics should be used to align with the
need of information-driven networks. What should be a good
model for performance evaluation and resource scheduling for
information-driven networks?
During the last several years, there are substantial research
efforts devoted to tackling the ﬁrst two difﬁculties. Particularly,
the spatial and temporal correlations of information have
been studied and utilized in network scheduling and resource
saving in wireless sensor networks [16], [18], [20]; informa-
tion redundancy has been exploited to help load balancing
and improve fault tolerance in peer-to-peer content sharing
systems [2], [12]. Regarding the third challenge, to the best of
our knowledge, the only attempts to accommodate information
processing in performance modeling are the work in [8], [19].
Nevertheless, information processing is simply modeled with
a scaling function in [8], [19] and the information embedded
in data packets has not been modeled, let alone utilized.
In this sense, the performance models in [8], [19] are not
really information-driven models. A systematic performance
modeling framework suitable for information-driven networks
still remains largely open.
In this paper, we develop the ﬁrst-of-the-kind analytical
model suitable for performance study of information-driven
networks, based on the recent development of stochastic net-
work calculus. Particularly, our model captures the information
processing and the QoS guarantee with respect to stochastic
information delivery rates, which have never been formally
modeled before. This analytical model is very useful in de-
riving theoretical performance bounds for information-driven
networks.
II. BACKGROUND OF STOCHASTIC NETWORK CALCULUS
A. Notation
We ﬁrst introduce the notation and key concepts of stochas-
tic network calculus [10], [11], [15]. Throughout this paper,
we assume that all arrival curves and service curves are non-
negative and wide-sense increasing functions. Conventionally,
A(t) and A∗(t) are used to denote the cumulative trafﬁc
that arrives and departures in time interval (0,t], respectively,
and S(t) is used to denote the cumulative amount of service
provided by the system in time interval (0,t]. For any 0 ≤
s ≤ t, A(s,t) ≡ A(t) − A(s),A∗(s,t) ≡ A∗(t) − A∗(s), and
S(s,t) ≡ S(t)−S(s). By default, A(0) = A∗(0) = S(0) = 0.
We denote by F the set of non-negative wide-sense increas-
ing functions, i.e.,
F = {f( ) : ∀0 ≤ x ≤ y,0 ≤ f(x) ≤ f(y)},
and by ¯ F the set of non-negative wide-sense decreasing
functions, i.e.,
¯ F = {f( ) : ∀0 ≤ x ≤ y,0 ≤ f(y) ≤ f(x)}.
For any random variable X, its distribution function, de-
noted by FX ≡ Prob{X ≤ x}, belongs to F, and its comple-
mentary distribution function, denoted by ¯ FX ≡ Prob{X >
x}, belongs to ¯ F.
B. Operators
The following operations deﬁned under the (min,+) alge-
bra [4], [7], [14] will be used in this paper:
• The (min,+) convolution of functions f and g is
(f ⊗ g)(t) = inf
0≤s≤t
{f(s) + g(t − s)}. (1)• The (min,+) deconvolution of functions f and g is
(f ⊘ g)(t) = sup
s≥0
{f(t + s) − g(s)}. (2)
• The (min,+) inf-sum of functions f and g is
(f ⊙ g)(t) = inf
s≥0
{f(t + s) + g(s)}. (3)
C. Performance Measures, Trafﬁc and Server Models
The following measures are of interest in service guarantee
analysis under network calculus:
• The backlog B(t) in the system at time t is deﬁned as:
B(t) = A(t) − A
∗(t). (4)
• The delay D(t) at time t is deﬁned as:
D(t) = inf{τ ≥ 0 : A(t) ≤ A∗(t + τ)}. (5)
Stochastic arrival curve and stochastic service curve are
core concepts in stochastic network calculus with the former
for trafﬁc modeling and the latter for server modeling. It
is worth noting that the deterministic arrival curve trafﬁc
model and the deterministic service curve server model under
(deterministic) network calculus are a special case of their
corresponding stochastic deﬁnition. In the literature, there are
different deﬁnitions of stochastic arrival curve and stochastic
service curve [10], [11] such as:
Deﬁnition 1: A ﬂow A(t) is said to have a maximum-
virtual-backlog-centric stochastic arrival curve α ∈ F with
bounding function f ∈ ¯ F, denoted by A ∼m.b.c.< f,α >, iff
for all t ≥ 0 and all x ≥ 0, there holds [10], [11]
Prob{ sup
0≤s≤t
sup
0≤u≤s
[A(u,s) − α(s − u)] > x} ≤ f(x). (6)
Deﬁnition 2: A server is said to provide a ﬂow A(t) with a
stochastic service curve β ∈ F with bounding function g ∈ ¯ F,
denoted by S ∼s.c< g,β >, iff for all t ≥ 0 and all x ≥ 0,
there holds [10], [11]
Prob{ sup
0≤s≤t
[A ⊗ β(s) − A∗(s)] > x} ≤ g(x). (7)
With the above deﬁnitions and their variations, various
properties of stochastic network calculus, including stochastic
backlog and stochastic delay bounds, have been proved (e.g.,
see [10], [11], [15]). It has been observed that there are
other forms of deﬁnitions on stochastic service curves and
stochastic arrival curves [10], [11], [15]. The above special
forms of deﬁnitions have been chosen intentionally to ease
the exposition.
III. AN INFORMATION-DRIVEN NETWORK CALCULUS
A. Notation on Information
Traditional stochastic network calculus uses the trafﬁc ar-
rival curve and the service curve to count for cumulative
amount of trafﬁc and service, respectively (i.e., A(t),S(t) ∈
R). If network nodes can perform in-network processing, we
need a translation from a ﬂow to the amount of information in
the ﬂow in order to model information processing at network
nodes. For this purpose,we slightly deviate from the traditional
notation of network calculus and use A(t) and H(A(t)) to
denote the data in a ﬂow and the information in the ﬂow,
respectively, where H is the Shannon entropy function [6].
That is, A(t) denotes a set and H is a function on the set in the
rest of the paper. We simply use H to denote information but
leave its practical meaning and calculation open to users. This
is to avoid different details in entropy estimation in particular
applications.
According to [6], the information of a ﬂow A(t), H(A(t)),
has the following properties:
1) H(∅) = 0 where ∅ denotes the null set, i.e., H(A(0)) =
0.
2) H(A(t)) is a non-negative, non-decreasing function of
time t, since A(s) ⊆ A(t) for s ≤ t.
3) For different ﬂows Ai(t),i = 1,...,N,
N X
i=1
H(Ai(t)) ≥ H(
N X
i=1
Ai(t)), (8)
where
PN
i=1 Ai(t) means the superposition of ﬂows
A1(t),...,AN(t).
Deﬁnition 3: Information of a set of data sources A(t) =
{A1(t),...,AM(t)}, H(A(t)), is deﬁned as
H(A(t)) ≡ H(
M X
i=1
Ai(t)) (9)
Deﬁnition 4: Redundant information is a measure of the
information redundancy in different ﬂows, A1(t),...,AN(t).
It is denoted as I(A1(t);...;AN(t)) and is calculated as
N X
k=1
(−1)k−1 X
A(t)⊂{A1(t),...,AN(t)}
|A(t)|=k
H(A(t)). (10)
Redundant information has the following properties:
1) If A1(t),...,AN(t) are independent, then
I(A1(t);...;AN(t)) equals 0.
2) For any i(= 1,...,N), I(A1(t);...;AN(t)) ≤
H(Ai(t)).
Remark 1: Special treatment is required for notations
H(A(s,t)). By the properties of information, H(A(t)) =
H(A(s)) + H(A(s,t)) − I(A(s);A(s,t)). Nevertheless, in-
cluding the above detail will make our later proof unnecessar-
ily lengthy. For this reason, we use
ˆ H(A(s,t)) ≡ H(A(t))−H(A(s)) = H(A(s,t))−I(A(s);A(s,t))
(11)
to denote the new information in the ﬂow during time interval
(s,t].
B. Modeling Flow and Service with Respect to Information
When network nodes perform information processing, our
model should focus on information instead of packets. For
instance, in a sensor network, sensor nodes may be conﬁgured
to check information redundancy [16], [18], and as such theyonly care about the amount of information arrivals instead of
the amount of packets. This motivates our following deﬁni-
tions:
Deﬁnition 5: A ﬂow A(t) is said to have an information
stochastic arrival curve α ∈ F with bounding function f ∈ ¯ F,
denoted by A ∼i.s.a.< f,α >, iff for all t ≥ 0 and all x ≥ 0,
there holds
Prob{ sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A(u,s)) − α(s − u)] > x} ≤ f(x).
(12)
Deﬁnition 6: A server is said to provide a ﬂow A(t) with
an information stochastic service curve β ∈ F with bounding
function g ∈ ¯ F, denoted by S ∼i.s.s.< g,β >, iff for all t ≥ 0
and all x ≥ 0, there holds
Prob{ sup
0≤s≤t
[H(A(s)) ⊗ [β]x(s) − H(A∗(s))] > x} ≤ g(x)
(13)
where [β]x(t) ≡ max{β(t),x}.
C. Performance Measures
The following deﬁnitions are used for information guarantee
analysis:
Deﬁnition 7: The information delay of input ﬂow A(t) in
a system at time t is deﬁned as:
D(t) = inf{τ ≥ 0 : H(A(t)) ≤ H(A∗(t + τ))}, (14)
where A∗(t) is the output ﬂow.
Deﬁnition 8: The information backlog at time t in a system
is deﬁned as:
B(t) = H(A(t)) − H(A∗(t)), (15)
where A(t) and A∗(t) are input ﬂow and output ﬂow, respec-
tively.
Deﬁnition 9: The information backlog within delay bound
τ(≤ D(t)) at time t is deﬁned as:
ˆ B(t,τ) = H(A(t)) − H(A
∗(t + τ)). (16)
IV. BUILDING BLOCKS: BASIC PROPERTIES OF
INFORMATION-DRIVEN NETWORK CALCULUS
We need to investigate the basic properties of information-
driven network calculus. These properties serve as essential
building blocks for performanceanalysis of information-driven
networks. To make the paper easy to follow, we move all
proofs except the proofs of Theorem 5 (information fusion)
and Theorem 7 (Information diffusion) into Appendix.
Lemma 1: [10], [11] For any random variables X and Y ,
and ∀x ≥ 0, if ¯ FX(x) ≤ f(x) and ¯ FY (x) ≤ g(x), where
f,g ∈ ¯ F, then
Prob{X + Y > x} ≤ (f ⊗ g)(x). (17)
Lemma 2: For any random variables X and Y , and ∀x ≥ 0,
if ¯ FX(x) ≤ f(x) and FY (x) ≤ g(x), where f ∈ ¯ F,g ∈ F,
then
Prob{X − Y ≥ x} ≤ (f ⊙ g)(x). (18)
Theorem 1: (Concatenation) Consider a ﬂow A(t) passing
through a network of N nodes in tandem. If each node
provides service Si ∼i.s.s.< gi,βi >,i = 1,2,...,N, then
the network guarantees to the ﬂow a service S ∼i.s.s.< g,β >
with
β(t) = β
1 ⊗ ... ⊗ β
N(t)
g(x) = g1 ⊗ ... ⊗ gN(x).
Theorem 1 indicates that the service provided by an end-
to-end path follows an i.s.s. curve if the nodes along the path
follow i.s.s. curves.
Theorem 2: (Output) Consider a node with input ﬂow A. If
A ∼i.s.a.< f,α >, and the node provides the ﬂow with service
S ∼i.s.s.< g,β >, then the output A∗ ∼i.s.a.< f⊗g,α⊘β >.
Theorem 2 means that the input ﬂow and the output ﬂow
both follow i.s.a. curves, if the service node follows an i.s.s.
curve.
Theorem 3: (Service guarantee) If the input ﬂow has
A ∼i.s.a.< f,α >, and the network node provides the ﬂow
with service S ∼i.s.s< g,β >, then
1) The information backlog B(t) of the ﬂow at time t
satisﬁes: for all t ≥ 0 and all x ≥ 0,
Prob{B(t) > x} ≤ f ⊗ g(x − α ⊘ β(0)). (19)
2) The information delay D(t) of the ﬂow at time t
satisﬁes: for all t ≥ 0 and all x ≥ 0,
Prob{D(t) > h(αx,[β]x)} ≤ f ⊗ g(x), (20)
where αx(t) ≡ α(t) + x, [β]x(t) ≡ max{β(t),x}, and
h(α,β) is the maximum horizontal distance between
functions α and β and is deﬁned as
h(α,β) = sup
s≥0
{inf{τ ≥ 0 : α(s) ≤ β(s + τ)}}.
3) The information backlog within delay bound τ(≤ D(t))
of the ﬂow at time t satisﬁes: for all t ≥ 0 and all x ≥ 0,
Prob{ ˆ B(t,τ) > x} ≤ f ⊗g(x+ inf
v≥0
[β(v)−α(v −τ)]).
(21)
Note that α(t) = 0 for t ≤ 0.
Theorem 3 can be used to calculate the service guarantee
provided by a network node in terms of information backlog,
information delay, and information backlog within a delay
bound.
Theorem 4: (Service reduction with information impair-
ment) Consider a network node providing a ﬂow with ser-
vice S ∼i.s.s.< g,β >. If the node is interfered with an
impairment process ˆ I with information stochastic arrival curve
ˆ I ∼i.s.a.< f,α >, then the network node guarantees to the
ﬂow a service S ∼i.s.s.< g ⊗ f,β − α >.
Theorem 4 is very useful in some types of network like
wireless networks where transmission interference may impact
service (note that service includes information processing as
well as transmission). We can use this theorem to adjust the
service rate of an impacted node.Theorem 5: (Information fusion) Consider two ﬂows
A1(t) and A2(t). Let A(t) denote the aggregate ﬂow, i.e.,
A(t) = A1(t) + A2(t). If both ﬂows Ai ∼i.s.a.< fi,αi >
,i = 1,2, and I(A1;A2) is lower-bounded by a curve γ ∈ F
with bounding function θ ∈ F, such that for all t ≥ 0 and all
x ≥ 0, there holds
Prob{ inf
0≤s≤t
inf
0≤u≤s
[I(A1;A2)(u,s))−γ(s−u)] ≤ x} ≤ θ(x),
(22)
then A ∼i.s.a.< f,α >, where f(x) = (f1 ⊗ f2 ⊙ θ)(x), and
α(t) = α1(t) + α2(t) − γ(t).
Proof. Based on the properties of information and redundant
information, we have
sup
0≤u≤s
[ ˆ H(A(u,s)) − (α1(s − u) + α2(s − u) − γ(s − u))]
= sup
0≤u≤s
[ ˆ H(A1(u,s)) + ˆ H(A2(u,s)) − I(A1;A2)(u,s)−
(α1(s − u) + α2(s − u) − γ(s − u))]
≤ sup
0≤u≤s
[ ˆ H(A1(u,s)) − α1(s − u)] + sup
0≤u≤s
[ ˆ H(A2(u,s))−
α2(s − u)] − inf
0≤u≤s
[I(A1;A2)(u,s) − γ(s − u)]
for any s ≥ 0, from which, we further get
sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A(u,s)) − (α1(s − u) + α2(s − u)
− γ(s − u))]
≤ sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A1(u,s)) − α1(s − u)]+
sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A2(u,s)) − α2(s − u)]
− inf
0≤s≤t
inf
0≤u≤s
[I(A1;A2)(u,s) − γ(s − u)].
From the above inequality, the theorem is proved with
the deﬁnition of i.s.a. curve, the fact that I(A1;A2) is low-
bounded by (22), Lemma 1, and Lemma 2.
Theorem 5 means that if two ﬂows follow i.s.a. curves, their
information fusion (i.e., ﬂow aggregation with information
redundancy removed) also follows an i.s.a. curve. A special
case of Theorem 5 is when A1(t) and A2(t) are (information)
independent. In this case, it is easy to verify that the aggregate
ﬂow A has i.s.a. < (f1 ⊗ f2)(x),α1(t) + α2(t) >.
We next study information diffusion, which turns out to
be harder. When a node performs information diffusion, we
model this node as a weighted information splitter. For ease of
presentation, we adopt the ﬂuid model in which information
could be split in inﬁnitesimal amounts. Clearly, this is the ideal
case. For the non-ideal cases, the analysis can be extended by
taking into account the information “packetization.”
Deﬁnition 10: A weighted information splitter is a sched-
uler that splits an input ﬂow A(t) into multiple information
exclusive sub-ﬂows A1(t),...,AN(t), with each assigned a
weight wi and served by an information processing node
Si(i = 1,...,N), respectively. At any time instant t, the sub-
ﬂow assigned to Si satisﬁes H(Ai(t)) = wi PN
j=1 wjH(A(t)).
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Fig. 2. An information splitter
For weighted information splitter, the following property
can be easily veriﬁed:
Theorem 6: Consider a ﬂow A(t) passing through a
weighted information splitter with weight parameters
w1,...,wN. Denote φi ≡ wi PN
j=1 wj for each sub-ﬂow Ai(t).
If the ﬂow has an information stochastic arrival curve
A ∼i.s.a.< f,α >, then for each sub-ﬂow Ai(t), it also has
an information stochastic arrival curve Ai ∼i.s.a.< fi,αi >,
where αi(t) = φiα(t) and fi(x) = f(x/φi).
We now consider diffused information passing through a
network as shown in Figure 2. In this network, there are N
nodes in parallel, and each node provides service Si ∼i.s.s.<
gi,βi > (i = 1,2,...,N) to its input. Here, each node may
be viewed as the concatenated service effect of an end-to-
end path. For such networks, early results in this paper can be
used together with Theorem 6 to obtain information delay and
backlog at each node as well as the information output from
each node. In addition, the network delay, backlog and output
can be further derived. With some moderate assumptions as in
the following theorem, we can even characterize the service
of the whole network to the information ﬂow.
Theorem 7: (Information diffusion) Consider a ﬂow A(t)
passing through a weighted information splitter with weight
parameters and then a network of N nodes in parallel. Also
assume that each node provides service Si ∼i.s.s.< gi,βi >
(i = 1,2,...,N), where βi(t) = bi   t, and the weight of the
sub-ﬂow to Si is set to wi = bi. The whole system guarantees
to the ﬂow a service S ∼i.s.s.< g,β > with
β(t) = (β1 + ... + βN)(t),
g(x) = g1 ⊗ ... ⊗ gN(x).
Proof. We only prove the case of two parallel nodes, with
which, the result can be easily extended to the case of N
parallel nodes. Because sub-ﬂows are information exclusive,
we have H(A(t)) = H(A1(t)) + H(A2(t)). Let φi = b
i
b1+b2,
i = 1,2. Because the weight assigned to sub-ﬂow Ai in
the weighted information splitter is wi = bi, we have for
any time s ≥ 0, H(A1(s)) = φ1H(A(s)) and H(A2(s)) =
φ2H(A(s)), where φ1 + φ2 = 1.
Note that, for any s ≥ 0, if β(s) < x, then [H(A(s)) ⊗
[β]x(s)−H(A∗(s))] ≤ [β]x(s)−H(A∗(s)) < x, which gives
no impact in calculating Prob{sup0≤s≤t[H(A(s))⊗[β]x(s)−
H(A∗(s))] > x}. In the following, we only consider the casethat β(s) ≥ x.
H(A(s)) ⊗ [β]x(s) − H(A∗(s))
= H(A(s)) ⊗ [β]
x(s)
−H(A1(s)) ⊗ [β1]x(s) − H(A2(s)) ⊗ [β2]x(s)
+[H(A1(s)) ⊗ [β
1]
x(s) − H(A
∗
1(s))]
+[H(A2(s)) ⊗ [β2]x(s) − H(A∗
2(s))]. (23)
Looking at the ﬁrst three items, with β(s) ≥ x and the fact
that βi(s) ≤ [βi]x(s), we have
H(A(s)) ⊗ [β]
x(s)
−H(A1(s)) ⊗ [β1]x(s) − H(A2(s)) ⊗ [β2]x(s)
≤ H(A(s)) ⊗ β(s) − H(A1(s)) ⊗ β
1(s) (24)
−H(A2(s)) ⊗ β2(s)
= H(A(s)) ⊗ β(s) − (φ1H(A(s))) ⊗ (φ1β(s))
−(φ2H(A(s))) ⊗ (φ2β(s))
= H(A(s)) ⊗ β(s) − φ1 [H(A(s)) ⊗ β(s)]
−φ2 [H(A(s)) ⊗ β(s)]
= 0
Hence, we have
H(A(s)) ⊗ [β]x(s) − H(A∗(s))
≤ [H(A1(s)) ⊗ [β
1]
x(s) − H(A
∗
1(s))]
+[H(A2(s)) ⊗ [β2]x(s) − H(A∗
2(s))]. (25)
With simple manipulation, the theorem is proved with the
above inequality, the deﬁnition of i.s.s curve, and Lemma 1.
Remark 2: The above basic properties of information-
driven network calculus are strong enough to model most prac-
tical information processing systems. For instance, we can use
Theorem 5 to handle information sources which exhibit spatial
and/or temporal correlations, as shown in the next section. We
can also model distributed information processing, no matter
whether the service or trafﬁc arrivals are correlated or not,
because we do not make any assumption on independence.
Remark 3: The information network calculus evolves from
and looks similar to trafﬁc-based stochastic network calcu-
lus [10], [11], [15]. However, we want to stress that there
is signiﬁcant difference between the information network
calculus proposed in the paper and the current development
of stochastic network calculus, in that their targeted networks
are different. The former is for information-driven networks
where the key concern is about the quality of information
delivery; the latter and network calculus in general are for
networks where trafﬁc is the focus. Due to this fundamental
difference, special care has to be taken in developing the calcu-
lus for information-driven networks. For example, information
dependence and information redundancy are unique concepts
for information-driven networks. While two trafﬁc ﬂows may
be independent, they can carry the same or highly correlated
information as discussed in Example 1.
Remark 4: The theorems in this section hold under the
implicit assumption that there is no information loss during
transmission. This assumption, however, does not contradict
Example 1 where packets may be lost, because in many
situations packet loss does not necessarily mean information
loss. Problems in an information-lossy system require special
care and are left as our future work. Brieﬂy, we may need a
“clipper” like component [14] to handle to information loss.
V. REVISITING EXAMPLE 1
We use the example in Section I to illustrate how to use our
information calculus for performance evaluation.
Temporal correlation. Assume that the information of each
sensor is collected by periodically sampling a stationary Gaus-
sian stochastic process. Concretizing the information H( ) of
the ﬂow Ai generated by source i to the Shannon entropy
function, it yields for discrete time t [6]:
H(Ai(t)) = αi(t) =
1
2
log(2πe)
t|C
(t)
i |, t = 1,2,... (26)
where C
(t)
i is the t×t covariance matrix for the ﬂow of source
i and is speciﬁed by the temporal covariance function Γi(τ),
i.e., the matrix element C
(t)
i (j,k) = Γi(k − j), where 1 ≤
j,k ≤ t. Here, we adopt the typical exponential covariance
function [20]:
Γi(τ) = σ
2
i e
−|τ|/ηi, τ = 0,±1,±2,... (27)
where σ2
i is the variance of ﬂow Ai and ηi is a constant.
Assume that each source generates data at a constant interval
δ. By applying Equation (27) in (26), the stochastic arrival
curve of ﬂow Ai can be speciﬁed in the continuous time t as
Ai ∼i.s.a.< 0,αi >, where
αi(t) = (28) (
t
2δ log(2πeσ2
i),0 ≤ t ≤ δ
t
2δ log(2πeσ2
i(1 − e−2/ηi)) − 1
2 log(1 − e−2/ηi),t > δ
Spatial correlation. We model the information redundancy
of the sources using a spatial correlation model similar to that
in [20]. Speciﬁcally, we assume that for the 4 sources,
H(
4 X
i=1
Ai) =
4 X
i=1
ǫiH(Ai), 0 ≤ ǫi ≤ 1 (29)
where ǫi are constants and depend on the sources’ locations
and the adopted spatial model [20]. We set all ǫi = 0.5 as an
example.
Information processing. Assume that each of the two relay
nodes provides information service ∼i.s.s.< e−x,r(t − d) >,
where r is the average informationservice rate and d is the per-
hop delay. Assume that the two nodes are subject to correlated
impairment ∼i.s.a.< 4e−x/4,r(t − d)/5 >. We emphasize
that information fusion is performed with (29) when multiple
correlated information sources arrive at the relay nodes.
Results. We select the rate parameter r = 4 kbps, per-
hop delay d = 7.5 ms. For every information source, we set
δ = 100 ms and ηi = 100. With reference to Equation (28),
σi is set such that the long-term information rate of a source≈ 2.33 kbps. Considering the spatial correlation, the total
long-term information arrival rate of the 4 sources amounts
to 4.66 kbps. With the theorems in Section III, we obtain the
following results:
1) The stochastically achievable information service of the
system follows ∼i.s.s.< 5e−x/5,6.4(t−0.015)(kbps) >.
2) The total information backlog in the system, B(t) sat-
isﬁes: for all t ≥ 0 and all x ≥ 0, Prob{B(t) > x} ≤
5e−(x−0.096)/5.
3) For any information source, the information delay D(t)
at time t satisﬁes: for all t ≥ 0 and all x ≥ 0,
Prob{D(t) > x} ≤ 5e−1.28(x−0.015).
VI. RELATED WORK
To the best of our knowledge, there are currently no
analytical tools available for systematic performance study of
information driven-networks. The framework proposed in this
paper is related to network calculus, particularly its stochastic
branch: stochastic network calculus. Since its introduction
in early 1990s [7], network calculus has attracted a lot of
research attention and evolved along two tracks – determin-
istic and stochastic. Excellent books summarizing results for
deterministic network calculus are available (e.g. [4], [14]).
For stochastic network calculus, its research can also be
tracked back to early 1990s (e.g. [13], [21]). However, due
to some difﬁculties speciﬁc to stochastic networks [10], [11],
[15], it is only in recent years when critical network calculus
properties such as concatenation property [5], [10], [11] and
independent case analysis [10], [11] have been proved for
stochastic network calculus. The relevance of the present paper
to stochastic network calculus lies in the analogy between
the various models and properties deﬁned or derived in this
paper for information-driven networks, and the correspond-
ing models and properties under stochastic network calculus.
Nevertheless, they are different according to Remark 3.
In information-driven networks, in-network information
processing is likely performed. From this in-network process-
ing viewpoint, the present paper is related to [8] and [19].
In [8], scaling functions are used to model the relationship
between the input trafﬁc and the output trafﬁc of a network
element that processes the trafﬁc. Based on the proposed
scaling server model, [8] extends the deterministic network
calculus by considering data scaling in networks with in-
network data processing. In [19], how the scaling elements
can be shifted across multiplexers in sensor networks is
studied, which enables worst-case analysis of trafﬁc delay and
backlog in such networks. Note that in [8], [19], information
processing only applies to intra-ﬂow data, leaving inter-ﬂow
processing un-considered. However, in our work, both intra-
ﬂow processing and inter-ﬂow processing are considered. In
addition, the essential focus of [8] and [19] is on trafﬁc, while
our focus is on information carried by trafﬁc.
In [1], the problem of network information ﬂow is intro-
duced. The focus of [1] is on a special type of in-network pro-
cessing which is called network coding. With network coding,
information is diffused through the network from the sources
to the destination(s) and sources of ﬂows may be jointly coded
to achieve optimality in addressing the network information
ﬂow problem. An excellent introduction to network coding
theory is available [22]. The present paper is related to [1]
and network coding literature in that they all take information
as the central point of study.
Note that with network coding, sources may be coded
jointly. In such cases, focusing on trafﬁc in the analysis is
no more applicable, since the output ﬂow is not a simple
scaling of the input ﬂow or the aggregate of input ﬂows.
For example, suppose ﬂows f1 and f2 are two bit streams.
Applying exclusive-OR to the corresponding bits in them
results in a new ﬂow f1 ⊕f2. In the current network calculus
literature including [8] and [19], trafﬁc amount and (trafﬁc)
service amount are the concern. In the example, for trafﬁc,
Af1⊕f2(t) = Af1(t) = Af2(t). For service to each individual
ﬂow or superposition of these two ﬂows, however, the current
network calculus approach provides no answer, since no
corresponding output of f1 or f2 is found out of the exclusive-
OR operation.
We would like to highlight that network coding and other
in-network processing techniques signiﬁcantly complicate net-
work performance analysis both in terms of trafﬁc service
guarantees and in terms of information service guarantees.
While a lot of network calculus results are available for
potential use in analyzing trafﬁc service guarantees in such
networks (e.g., [17]), no previous work has been found for
analyzing information service guarantees in these networks.
We believe the proposed calculus makes a critical step and
sheds light on further development to address this challenge.
VII. CONCLUSIONS AND OPEN RESEARCH CHALLENGES
As network architectures are re-evaluated and extended to
set aside traditional layering principle in challenged envi-
ronments, in-network processing of data is becoming much
more important. QoS guarantee in this type of networks
should be measured with respect to quality of information
instead of just data throughput or bounded (end-to-end) packet
delay. Although substantial research has been done in in-
formation processing for speciﬁc applications, a systematic
analytical framework for performancemodeling and evaluation
of information-drivennetworks remains blank. This paper tries
to ﬁll this gap.
This paper focuses mainly on the development of a new
calculus, which lays a foundation for analytical performance
evaluation of information-driven networks. We expect that
it will stimulate follow-on research and push system design
toward more fundamental principles. Along the line, many
research challenges demand further investigation, including,
for example, (1) the stochastically achievable information rates
with a generic network topology, (2) the various optimization
problems in information fusion and diffusion, (3) the perfor-
mance bounds if information lossy models are introduced.ACKNOWLEDGMENT
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APPENDIX
Proof of Lemma 2. For any random variables X and Y , and any
x ≥ 0,z ≥ 0, {X −Y ≥ x}∩{X ≤ x+z}∩{Y > z} = ∅, where
∅ denotes the null set. We thus have
{X − Y ≥ x} ⊆ {X > x + z} ∪ {Y ≤ z},
which means
Prob{X − Y ≥ x} ≤ Prob{X > x + z} + Prob{Y ≤ z}.
Since the above inequality holds for all z ≥ 0, we get
Prob{X − Y ≥ x} ≤ inf
z≥0
[Prob{X > x + z} + Prob{Y ≤ z}],
with which and ¯ FX(x) ≤ f(x) and FY (x) ≤ g(x), where f ∈
¯ F,g ∈ F, the result is proved.
Proof of Theorem 1. We only prove the two node case, because
the same result can be extended to the N-node case. We use A
i(t)
and A
i∗(t) to denote the input ﬂow and the output ﬂow of node i,
respectively. Note that A
1∗(t) = A
2(t). For any s ≥ 0 and x ≥ 0,
we have
H(A
1(s)) ⊗ [β
1 ⊗ β
2]
x(s) − H(A
2∗(s))
≤H(A
1(s)) ⊗ ([β
1]
x ⊗ [β
2]
x)(s) − H(A
2∗(s))
= inf
0≤u≤s
[H(A
1(u)) ⊗ [β
1]
x(u) + [β
2]
x(s − u) − H(A
1∗(u))
+ H(A
2(u))] − H(A
2∗(s))
≤ sup
0≤u≤s
[H(A
1(u)) ⊗ [β
1]
x(u) − H(A
1∗(u))]
+ inf
0≤u≤s
[H(A
2(u)) + [β
2]
x(s − u)] − H(A
2∗(s))
= sup
0≤u≤s
[H(A
1(u)) ⊗ [β
1]
x(u) − H(A
1∗(u))]
+ H(A
2(s)) ⊗ [β
2]
x(s) − H(A
2∗(s)).
We thus have for any t ≥ 0,
sup
0≤s≤t
[H(A
1(s)) ⊗ [β
1 ⊗ β
2]
x(s) − H(A
2∗(s))]
≤ sup
0≤u≤t
[H(A
1(u)) ⊗ [β
1]
x(u) − H(A
1∗(u))]
+ sup
0≤s≤t
[H(A
2(s)) ⊗ [β
2]
x(s) − H(A
∗(s))].
The theorem is proved with the above inequality, the deﬁnition of
information stochastic service curve, and Lemma 1.
Proof of Theorem 2. Based on the properties of information, for
any 0 ≤ s ≤ t, we have
ˆ H(A
∗(s,t)) = H(A
∗(t)) − H(A
∗(s))
≤H(A(t)) − H(A
∗(s))
=H(A(t)) − H(A(s)) ⊗ [β]
x(s) + H(A(s)) ⊗ [β]
x(s)
− H(A
∗(s))
= sup
0≤u≤s
[H(A(t)) − H(A(u)) − [β]
x(s − u)]
+ [H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))]
= sup
0≤u≤s
[ ˆ H(A(u,t)) − α(t − u) + α(t − u) − [β]
x(s − u)]
+ [H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))]
≤ sup
0≤u≤t
[ ˆ H(A(u,t)) − α(t − u)] + α ⊘ β(t − s)
+ [H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))]
We thus have
sup
0≤s≤t
[ ˆ H(A
∗(s,t)) − α ⊘ β(t − s)]
≤ sup
0≤u≤t
[ ˆ H(A(u,t)) − α(t − u)]
+ sup
0≤s≤t
[H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))]from which together with simple manipulation, we further get
sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A
∗(u,s)) − α ⊘ β(s − u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(A(u,s)) − α(s − u)]
+ sup
0≤s≤t
[H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))].
From the above inequality, the theorem is proved with the def-
inition of information stochastic arrival curve, the deﬁnition of
information stochastic service curve, and Lemma 1.
Proof of Theorem 3. 1) For the information backlog B(t), we
have for any t,x ≥ 0,
B(t) = H(A(t)) − H(A
∗(t))
=H(A(t)) − H(A(t)) ⊗ [β]
x(t) + H(A(t)) ⊗ [β]
x(t) − H(A
∗(t))
= sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s) + α(t − s) − [β]
x(t − s)]
+ [H(A(t)) ⊗ [β]
x(t) − H(A
∗(t))]
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)] + α ⊘ β(0)
+ [H(A(t)) ⊗ [β]
x(t) − H(A
∗(t))]
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)] + α ⊘ β(0)
+ sup
0≤s≤t
[H(A(s)) ⊗ [β]
x(s) − H(A
∗(s))]
The result is proved with the above inequality, the deﬁnition of
information stochastic arrival curve, the deﬁnition of information
stochastic service curve, and Lemma 1.
2) For the information delay D(t), we have from the deﬁnition,
for any y ≥ 0, {D(t) > y} ⊂ {H(A(t)) > H(A
∗(t + y))} and
hence Prob{D(t) > y} ≤ Prob{H(A(t)) > H(A
∗(t + y))}. We
also have:
H(A(t)) − H(A
∗(t + y))
=H(A(t)) − H(A(t + y)) ⊗ [β]
x(t + y) + H(A(t + y))
⊗ [β]
x(t + y) + α(t − s) − α(t − s) − H(A
∗(t + y))
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]
+ H(A(t + y)) ⊗ [β]
x(t + y) − H(A
∗(t + y))
+ sup
0≤s≤t+y
[α(t − s) − [β]
x(t − s + y)]
By replacing y with h(α+x,[β]
x) in above, where h(α+x,[β]
x) =
sups>0{inf{τ ≥ 0 : α(s) + x ≤ [β]
x(s + τ)}} is the maximum
horizontal distance between functions α(t) + x and [β]
x(t), which
implies α(t) + x ≤ [β]
x(t + h(α + x,[β]
x)), we obtain
H(A(t)) − H(A
∗(t + h(α + x,[β]
x)))
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]
+ H(A(t + h(α + x,[β]
x))) ⊗ [β]
x(t + h(α + x,[β]
x))
− H(A
∗(t + h(α + x,[β]
x))) − x
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]+
sup
0≤s≤t
[H(A(s + h(α + x,[β]
x))) ⊗ [β]
x(s + h(α + x,[β]
x))
− H(A
∗(s + h(α + x,[β]
x)))] − x
Based on the above inequality, the deﬁnition of information stochastic
arrival curve, the deﬁnition of information stochastic service curve,
and Lemma 1, we have Prob{D(t)} > h(α+x,[β]
x)} ≤ f ⊗g(x).
3) For the information backlog within delay bound τ(≤ D(t)),
using the same derivation as in (2), we have
ˆ B(t,τ) = H(A(t)) − H(A
∗(t + τ))
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]
+ H(A(t + τ)) ⊗ [β]
x(t + τ) − H(A
∗(t + τ))
+ sup
0≤s≤t+τ
[α(t − s) − [β]
x(t − s + τ)]
= sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]
+ H(A(t + τ)) ⊗ [β]
x(t + τ) − H(A
∗(t + τ))
− inf
v≥0
[[β]
x(v) − α(v − τ)]
≤ sup
0≤s≤t
[ ˆ H(A(s,t)) − α(t − s)]
+ sup
0≤s≤t
[H(A(s + τ)) ⊗ [β]
x(s + τ) − H(A
∗(s + τ))]
− inf
v≥0
[β(v) − α(v − τ)]
The result is proved with the above inequality, the deﬁnition of
information stochastic arrival curve, the deﬁnition of information
stochastic service curve, and Lemma 1.
Proof of Theorem 4. We could treat the system as if it provides
service to the “aggregate” of two ﬂows: the input A(t) and the impair-
ment ˆ I(t). Denote the “aggregate” as ˆ A(t). There holds
1 H( ˆ A(t)) =
H(A(t))+H(ˆ I(t)) and H( ˆ A
∗(t)) = H(A
∗(t))+H( ˆ I∗(t)), where
ˆ A
∗(t),A
∗(t), and ˆ I∗(t) are the outputs of ˆ A(t),A(t), and ˆ I(t),
respectively. We have for any s,x ≥ 0,
H(A(s)) ⊗ [β − α]
x(s) − H(A
∗(s))
≤ inf
0≤u≤s
[H( ˆ A(u)) − H(ˆ I(u)) + [β]
x(s − u) − α(s − u)]
− H( ˆ A
∗(s)) + H( ˆ I∗(s))
≤ [H( ˆ A(s)) ⊗ [β]
x(s) − H( ˆ A
∗(s))] − inf
0≤u≤s
[H(ˆ I(u)) + α(s − u)]
+ H( ˆ I∗(s))
≤ [H( ˆ A(s)) ⊗ [β]
x(s) − H( ˆ A
∗(s))] − inf
0≤u≤s
[H(ˆ I(u)) + α(s − u)]
+ H(ˆ I(s))
= [H( ˆ A(s)) ⊗ [β]
x(s) − H( ˆ A
∗(s))]
+ sup
0≤u≤s
[ ˆ H(ˆ I(u,s)) − α(s − u)]
We hence have for any t ≤ 0,
sup
0≤s≤t
[H(A(s)) ⊗ [β − α]
x(s) − H(A
∗(s))]
≤ sup
0≤s≤t
[H( ˆ A(s)) ⊗ [β]
x(s) − H( ˆ A
∗(s))]
+ sup
0≤s≤t
sup
0≤u≤s
[ ˆ H(ˆ I(u,s)) − α(s − u)].
The theorem is proved because the system provides ˆ A(t) with
service ∼i.s.s.< g,β > and the impairment process ˆ I follows
∼i.s.a.< f,α >.
1For simplicity, we assume that A(t) and ˆ I(t) are independent, otherwise
the theorem needs a trivial modiﬁcation to accommodate the redundant
information between A(t) and ˆ I(t).