Generalized linear models with a Poisson distribution are often used to model cancer registry data stratified by sex, age, year, and little geographical units. We compare three different approaches which take into account possible spatial correlation among neighbouring units, using lung cancer incidence data. Inference is fully Bayesian and uses Markov Chain Monte Carlo techniques. Comparison between models is based on the Deviance Information Criterion (DIC).
Introduction
The cancer registries collect data for calculation of incidence and survival of different sites of cancer. Among influent factors, age and sex are collected. Environmental factors are also important but they are not gathered by the registries. To take into account the cumulative effect of such unobserved covariates, spatial effect is added in models: each case in the cancer registry is geographically located by his address, reported to the geographical unit it belongs to, eventually located by the geographical coordinates of its centroid, i.e., the centre of the geographical unit, derived mathematically and weighted to approximate a sort of "centre of gravity." This location is used as proxy for environmental exposure. During the last 10 years, spatial modelling has become a topic of great interest. Many atlases of diseases or publications before the years 90 have represented by some geographical unit the maximum likelihood estimate of relative risks under Poisson assumption. If O is the number of observed cases and E the expected cases (both are cases for incidence or deaths for mortality), these estimates are O E , which correspond to the standardized incidence ratio (SIR) or to the standardized mortality ratio. Such a model ignores the correlation between geographical units: the outcome in a unit is more similar to the outcome of proximate unit than the outcome of an arbitrary unit. Different kinds of methods have been developed for taking into account this correlation. Non-Gaussian spatial data are frequently modelled using generalized linear mixed models, with location-specific random effect. The correlation between units can be taken into account in a joint way or in a conditional way. The conditional way uses a singular precision matrix whereas the joint approach models the variance-covariance matrix. The joint modelling can be considered as a first step of kriging modelling [Diggle, Tawn, and Moyeed (1998) ]. The spatial effect is normally distributed with mean µ and variancecovariance σ 2 V . For example, in an exponential model, the element v ij of the V matrix is given by exp(− d ij ρ ), where d ij is the Euclidian distance between two units and ρ is a given random "attenuation" factor. On the other hand, the conditional way yields conditional autoregressive models [Besag, York, and Mollié (1991) and Mollié (1996) ] whose expansion is a multivariate normal. A particular form of this model is a pure autocorrelation model, which is named intrinsic conditional autoregressive (ICAR) model. In this model, the force of the autocorrelation is maximum, measured by a so-called adjacency matrix, an indicator matrix of direct neighbourhood, i.e., geographical units sharing a boundary. The conditional spatial effect φ is then a normal with a mean which is the mean of the spatial effect around each unit and the variance is proportional to the number of neighbours n i of each unit (all neighbours of i constituting the set ∂). This can then be written as
The only parameter to be estimated is a variance parameter z. A non-spatiallystructured exchangeable normal distribution θ i ∼ N (0, 1 τ θ ) is often added to the autocorrelation part and represents an heterogeneity part, which is aimed to distribute spatially some residual variability. A particular model is called the "convolution prior" [Besag, York, and Mollié (1991) ], a sum of this heterogeneity term and an ICAR component.
The goal of all the previous models is to take into account the outcome of neighbours for each geographical unit. Beside these distance and adjacency models, there is an interesting other series of smoothing functions, like bidimensional P-splines. The spatial effect is now an unknown surface which can be approximated by the tensor product of two one-dimensional B-splines [Lang and Brezger (2004) ]. B-splines provide a useful tool for fitting complicated models with smooth components. In general, if u + defines the positive part of a function u (equal to u if u is positive and 0 otherwise), a smoothing B-spline of degree l for a variable x is a linear combination of 1, x, x 2 , . . . , [Ruppert, Wand, and Carroll (2003) ]. The K points κ are points equally spaced between the minimal value of x and its maximal and are called knots. If the centroid of the geographical units has coordinates (x, y), then the smoothing surface is defined by f (x, y) = m m π ij B i (x)B j (y), where B i and B j are B-splines and π are the coefficients of the linear combinations of B-splines. In a Bayesian framework, the most commonly used priors on π are based on the four nearest neighbours [Lang and Brezger (2004) ] and are specified in first order random walks:
These methods of disease mapping are useful for cancer registries only if they fulfill some conditions. Geographical units highlighted with a particular high or low risk must have internal plausibility (relation between cancer and known exposure, relative constancy over time, etc.) and also external (spatial pattern of contiguous regions). The smoothing proposed by these methods should be sufficient for a public health utilization which can not focus on several isolated geographical units.
Our aim is to compare, using a lung cancer incidence data set from registry of the Haut-Rhin department in France, three "convolution prior" models: the first with an ICAR model, the second with a joint exponential-distance model, and the third with bi-dimensional P-splines. In all these three models, an heterogeneity part is added and modelled as an exchangeable normal. Our approach is fully Bayesian with Markov chains and Monte Carlo inference. The example of lung cancer is chosen because of the high incidence in population of this site and its known epidemiology; see, for example, Hill, Millar, and Connelly (2003) and Janssen-Heijnen and Coebergh (2003). Among its risk factors, the main one is tobacco habits and of less importance is atmospheric or occupational exposure (asbestos, nickel, etc.). This cancer is a male one (1 female for 5 males) but the incidence for female grows for 35-44 age categories because of new smoking habits. A peak of incidence is reached about 70 years old. This location of cancer is threefold frequent in cities than in rural zones.
Material and Methods
The data are from the cancer registry of the Haut-Rhin. The Haut-Rhin "department" is located in the north-east of France sharing boundary with Germany and Switzerland. It has 3,525 km 2 and 707,555 inhabitants (in 1999) in a very dense irregular lattice of 377 municipalities ("communes") which are our geographical units. The largest distance between two geographical units is about 95 kms. We extract the counts of lung cancer by age, sex, year of diagnosis and geographical unit. The age is categorized into 9 groups: the interval [0-44 years], the 5-years intervals [45-49], . . . , [75] [76] [77] [78] [79] , and the interval [80 and more]. Our data are available and validated between 1988 and 1999 (renumbered as 1 to 12). The total number of cases is 3,415, unequally split between 2,903 for males and 513 for females. The temporal evolution of numbers of cases is different between sexes. For males, the number of cases is 218 in 1988 and 230 in 1999 with little variations between 231 and 247 in the interval (except 281 cases in 1996). For females, the number is 20 in 1988 and 62 in 1998 with increasing from 26 to 52 in the interval. The population at risk during these 12 years is 8,240,000 with 4,200,000 females. By geographical unit, this population varies from about 55 to about 110,000 (from 25 to 56,000 for female) by year. Due to covariates, the data set is counted in 81,432 cells.
Following Clayton and Kaldor (1987) , we assume that the number of observed cases O follows a Poisson distribution: O|. ∼ P (E.e µ. ) where E denotes the number of cases expected and µ is a linear combination of covariate effects (the symbol "." stands for all these covariates). Hence, we build the different models with outcome O sati (the counts of cases) and as covariates:
where T = 12), and geographical units i (i ∈ [1 − N ] where N = 377). Population counts are known by age, sex and geographical unit for 1990 and 1999 (national census). We use the 1990 population for 1988, 1989, 1990 and 1991. The population of 1999 is used for 1998 and 1999. A linear interpolation on the years 1993 and 1996 is used for 1992 to 1994 and for 1995 to 1997. If we denote by R the population counts, we then get estimation for R sati . For the calculation of expected counts E, E sati =pR sati , wherep estimates a global risk byp
The modelling of the spatial effect, say Ψ, takes the form of a sort of "convolution prior" as it associates a factor θ for heterogeneity and a factor φ for correlation, and will yield three different hierarchical main models, just differing on the specification of φ. The first level of the hierarchy, for all the three models, is the Poisson level for observed cases in geographical unit i, for sex s, age a and time t:
ICAR model
In the second level of the hierarchy, priors are assigned to the parameters of µ. For the constant α, we choose a non-informative uniform prior. The age effect γ a has vague normal prior with 0 mean and a certain common precision τ γ . Due to the different evolution in incidence between genders, we choose to model β s + δ t as a random slope for linear time trend: β s × t with vague normal prior on β s : β s |τ β ∼ N (0, 1 τ β ). In the spatial effect, Ψ i = θ i + φ i , the θ i s are exchangeable normals for heterogeneity with 0-mean and τ θ precision. The main spatial effect φ is an ICAR model with a precision λ which is 1 z with the notation of Eq. (29.1).
The precisions on β s , γ a , and θ, τ β , τ γ and τ θ , are supposed to be vague gamma distributions Γ(0.01, 0.01). The relative contribution of autocorrelation effect φ with respect to the totally spatial effect is about 0.30 [Bernardinelli, Clayton, and Montomoli (1995) ] and thus the priors on the autocorrelation part and the heterogeneity part have to be calibrated. It seems that a good procedure is to divide τ θ by 2m, where m is the mean number of neighbours of each geographical unit. Thus, the λ prior is gamma distributed but its parameters are the parameters for the τ θ divided by 10 because the mean number of neighbours of the geographical units in our region of interest is 5.5.
In what follows, this model is referred as M-ICAR. The specifications of the second and third models are the same as the M-ICAR except for the main spatial effect of the correlation φ and its priors.
Distance model based on the exponential function
Here φ is modelled as a multivariate normal distribution with 0 mean and a precision matrix Ω. We choose to parametrize elements of Ω rather than to use a Wishart distribution, which is the conjugate prior distribution for the inverse covariance matrix in a multinormal distribution [Gelman et al. (1995) ], because our focus is on spatial structure. Thus, we write Ω = 1
with the same notation as before.
The prior on 1 σ 2 is a vague gamma Γ(0.01, 0.01) and the prior on ρ is a uniform prior. The bounds of this uniform are chosen with respect to the bounds of the expected correlation between two units (element of the V matrix) at a given distance d * apart. Because v = exp − d ρ , for v min and v max , ρ min and ρ max are, respectively, −
For a correlation between 0.001 and 0.8 at a distance of 20,000 metres, the prior of ρ is a uniform (0.00001, 0.0005) (rounded values). In what follows, this model is referred as M-EXP.
Two-dimensional P-splines model
In the third model (which will be referred as M-SMOOTH), φ is modelled as two-dimensional P-splines, based on the coordinates of the centroid of each geographical unit. We use cubic B-splines and 15 knots. The priors for the coefficients of the P-splines are two-dimensional first order random walks of precision τ π [see Equation (29.2) ]. This precision is supposed to be vague gamma distribution Γ(0.01, 0.01).
Implementation of the models
The number of parameters to be estimated is quite big (for example, we have 2NAT + 2N + A + 7 parameters in the M-ICAR model). Clearly, computation via numerical integration is not feasible and instead we use Gibbs sampling. The models are implemented in WinBUGS [Spiegelhalter et al. (2003) ] for the first two models and in BayesX [Brezger, Kneib, and Lang (2005) ] for the third one. The length of the burn-in phase is based on the plots of correlations and traces of iterations for all the parameters. Then, the simulations for estimation are about tenfold longer than the burn-in.
The adequacy of models is assessed by the deviance information criterion (DIC) [Spiegelhalter et al. (2002) ] which is the sum of the posterior mean of the deviance and the effective number of parameters of the model. The smaller the DIC the better the fit of the model. Following Knorr-Held and Besag (1998), we present spatial effect as the exponential of the effect which can define an "adjusted relative risk" in a Poisson model like (29.3).
Results
The values of the DIC are 18,112, 18,086 and 17,848, respectively, for the M-ICAR, M-EXP and the M-SMOOTH models, and effective number of parameters are respectively 102, 77 and 66. Selection based on the DIC suggests that the M-SMOOTH model has to be preferred. Table 29 .1 shows summary statistics of the posterior distribution of the fixed parameters in the three models. The constant α has very different values according to the three models: a strong negative value in the M-ICAR and M-EXP models and a positive value in M-SMOOTH. Whatever the model is, posterior distributions for β s are nearly the same. The means are about 0.06 for females and −0.14 for males. This means that, in an exponential scale, a linear time trend for women has a 0.1 slope (credibility interval of 0.08 and 0.12) and for men a −0.06 slope (interval also). The estimates of the γ a are different between M-ICAR and M-EXP on one hand and M-SMOOTH on the other. The M-ICAR and M-EXP models exhibit an age effect increasing (in mean from −0.7 to 0.7) with maxima for 60-69 years categories and then decreasing to −0.2 for the oldest age category. The M-SMOOTH model shows about the same range of effect but with a constant low risk for the two youngest categories of age, then a higher steady state in 50-79 years categories (about 0), and then a peak for the oldest category (0.8). The attenuation factor ρ of the M-EXP model exhibits a narrow credibility interval but its distribution is very near to the upper bound of the prior uniform distribution. The M-ICAR yields the more precise value for heterogeneity (the strongest of the three different estimates for τ θ ), but with a coefficient of variation more than 1 contrary to the M-EXP. A contrario, M-EXP model gives a poor value for 1/σ 2 , compared to the value of λ and the precision τ in the P-splines.
Gathering the data over the 12 years, the age categories and genders, the SIRs are from 0 (in 54 geographical units) to 4.3, without any clear spatial structure (Figure 29.1 ). Figure 29 For the three models, iterations required more memory than we had, so we had to access the disk as virtual memory, a process that dramatically slowed down the computation. This problem was stronger with the M-ICAR and M-EXP models in WinBUGS. Very globally, burn-in phase of 5,000 iterations is the norm and estimation on 50,000 further iterations are enough (little less in WinBUGS). The times for achieving 1,000 simulations are 7,200 seconds for M-ICAR, 12,000 for M-EXP and 1,500 seconds for M-SMOOTH. 
Discussion
Comparing with the mapping of the crude SIRs (Figure 29.1) , maps of the main effect of the three spatial models are smoother-less with the M-ICAR model-, with obvious spatial similarity between neighbouring geographical units ( Figure  29 .2). All three models exhibit a very global weak heterogeneity component but in some of the geographical units strong values remain. Furthermore, according to our three models there is little main spatial effect also. In fact the main effect in value is clearly the age effect for the M-ICAR and the M-EXP models. The main effect in the M-SMOOTH is the overall risk (constant α), but other effects also play a role (which is quite diffuse). For this model, the age effect does not have a classical form (with an incidence peak about 70 years). For all three models, the sex-time effects is the same and coherent with the published papers [see, for example, Janssen-Heijnen and Coebergh (2003)]. The models identify two central sub-regions with high risk. M-ICAR identifies another subregion along the eastern boundary and M-SMOOTH another subregion along the western boundary and also a sub-region along the east boundary with low risk. An edge effect can not be kept off although it seems to be too massive. The lack of difference between M-ICAR and M-EXP is a little surprising as the region has geographical units with very different sizes and shapes, and so differences are expected when the models rely on distance between units rather than on adjacency. This is perhaps due to a very weak spatial effect and some differences will arise if the spatial effect is stronger. Finally, the best model according to the DIC is the M-SMOOTH. When the disease mapping is for descriptive purposes, the user needs to know first how important is the effect drawn on his maps and if it is accurate to model disease risk with spatial model and autocorrelation. A first step can be made with a simple Potthoff-Whittinghill's test [Potthoff and Whittinghill (1966) ] to investigate if risks are homogeneous in the study region. Then in a second step a Moran's I statistic [Moran (1948) ] can be used to test if risks are spatially related in the study region. Since distributions of these statistics are difficult to derive, it is possible to use a bootstrap approach for estimating their distributions [Gómez-Rubio, Ferrándiz, and López (2003)].
A main problem occurring with counts data with several covariates is that the data have many zero counts. Furthermore, the models contain a large number of parameters with high correlations. The consequences of these facts are unambiguous. MCMC samplers need a large amount of iterations for convergence and the mixing can be very poor. Different solutions can then be found. It is possible to aggregate the data in both time and space to some level that represents an equilibrium between the sparseness of cases and the spatial or temporal information of the data. However, this point is difficult to (2003)] that a structured MCMC, a class of block-update MCMC algorithms using different size blocks, in which the one of BayesX belongs to, with or without reparametrization, improves the mixing and sometimes the number of effective samples generated by the second. All these considerations tend to suggest that block-update MCMC is more accurate algorithm (BayesX can also be used for M-ICAR model).
In the M-EXP model, the choice of prior on ρ is very subjective and a sensitivity analysis should be conducted on this choice. The convolution prior model like the M-ICAR model, is highly sensitive to the prior specification [MacNab (2003) ] and needs also a sensitivity analysis on the choice of λ and τ θ . Different values for the parameters of τ θ , for example Γ(0.001, 0.001) and Γ(1, 1), can be used. The precision λ of the ICAR is then adapted with respect to these new values. For priors on all the precisions in our models (which only concern normal distributions), we chose to use proper conjugate priors and our priors are Γ(G, G). When G → 0, we get an improper posterior distribution and thus we set G to the "reasonable" value 0.01. According to Gelman (2004) , it could be possible to use other priors for precision or for the standard deviation of normal distribution. For example, we could choose as a non-informative prior an uniform distribution on a wide positive range or, if a more informative prior is desired, a distribution of the positive t-family which has a better behaviour near 0 than inverse-Γ, for example, a positive-Cauchy distribution.
In our models, we take into account the age at the diagnosis and the year at the diagnosis. Nevertheless, there is a growing literature about the cohort of birth effect and so we have to model this effect as well. For example, Schmid, and Held (2004) , in a binomial model, use random walks and Gaussian random Markov fields for age, time, cohort with interaction space-time or space-cohort. Lagazio, Dreassi, and Biggeri (2001) use a conditional autoregressive prior for cohort effect (adjacent cohorts of a cohort c are the cohort c − 1 and c + 1), while Lagazio, Biggeri, and Dreassi (2003) use random walks prior for main age, period and cohort effects and some interactions space-time and space-cohort.
Another way to address the problem of disease mapping is by using partition models. These models stay in the strict definition of mapping whereas they split the region of study in a series of a priori unknown sub-regions with homogeneous risks as cluster analysis does. But no formal test for clustering is allowed with these methods. For example, Knorr-Held and Rasser (2000) and Giudici, Knorr-Held, and Rasser (2000), for taking into account some categorical covariates, model log-risk in each sub-region as a normal distribution. The method used in these two articles is related to that of Schlattmann and Böhning (1993) who use mixture models. Denison and Holmes (2001) make use of Voronoi tessellation for building sub-regions.
The cancer registries have to produce incidence data for each site of cancer, taking into account (or not) several covariates. The M-SMOOTH model is the fastest one to converge while M-EXP can take one day. Furthermore, M-SMOOTH seems to be less sensitive to prior choice than M-EXP and M-ICAR and so sensitivity analysis can be reduced (but not cancelled). Globally, our results agree with those of a recent paper [Best, Richardson, and Thomson (2005) ], which includes M-EXP and M-ICAR models but not the M-SMOOTH. This chapter concludes that the exponential model (M-EXP) does not perform well. Its issues are based on simulations study. Beyond these results are some public health consequences, which have to rely on an accurate smoothing. For example, the description of sub-regions are not so strictly defined for the M-ICAR model as compared to those for the M-SMOOTH model. Finally, the model using a spatial smoothing with Bayesian P-splines seems to be the more accurate model along all those we have tested.
