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Flying north up the Priestley Glacier, coming over Black Ridge to the east. Heavy crevassing 
and two moraine traces track further up the valley, K062 field camp a barely noticeable 









One of the most substantial challenges posed to us today is global warming induced by 
human activity. Some recent studies have shown ice loss from polar ice sheets such as the 
West Antarctic Ice Sheet (WAIS) is accelerating towards tipping point and will result in ice 
sheet collapse and destructive sea level rise felt globally. Current ice sheet models are 
hindered by our lack of knowledge on the mechanical behaviour and response of flowing ice 
at a continental scale. Ice flow comprises a combination of sliding at the base of the ice sheet 
and internal deformation. The latter is controlled primarily by englacial temperature, the 
arrangement of ice grains into a crystallographic preferred orientation (CPO), and the 
stresses acting on the flowing mass. While many experimental studies in the past have 
contributed to our understanding of the mechanical behaviour of ice under stress, these are 
based largely on pure, isotropic samples deformed to low (e <20-30%) strains. Flow laws 
used in ice sheet modelling are defined by these studies, based specifically on the behaviour 
of ice before weakening is initiated. Natural ice contains soluble and insoluble impurities, 
mechanical heterogeneities like layering, fracturing and bubbles, and can flow and deform 
under different kinematic regimes resulting in changes to CPO and mechanical anisotropy 
throughout its long strain history.  
This study combines experimental data and observations from a shallow ice core to 
contribute to the understanding of the mechanical behaviour of natural ice. Ices with a 
natural chemical composition and initial isotropic fabric have been deformed under uniaxial 
compression at varying strain rates (10-4, 10-5, 5x10-6 s-1) and temperatures (-10 and -30°C). 
Mechanical data demonstrates an increase in ionic concentrations strengthens ice only at 
warm temperatures, becoming more prominent at slow strain rates. Microstructural 
analysis shows impure ices with microstructures typically indicative of weakening. It is 
proposed that solid solution strengthening and grain boundary strengthening, processes 
typically seen in metals, may be strengthening the impure ices. This could have significant 
implications for marginal and basal regions of ice sheets, ice streams and glaciers, suggesting 
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models could be overestimating weakening during ductile flow in these high temperature, 
relatively slow flowing regions.  
A microstructural record of the near surface (<33 m) Priestley Glacier shear margin has 
been compiled and the seismic and dielectric anisotropy of the core has been constrained. 
The area is dominated by simple shear kinematics and is south of the glacier’s grounding 
line, so the glacier is floating, and basal traction does not need to be accounted for. The core 
samples have a very strong c-axis cluster CPO, which rotates generally from sub-
perpendicular to 50° antithetic to the shear plane from the surface to 33 m depth. 
Microstructural and misorientation analysis indicates the shear margin is deforming by a 
combination of basal and nonbasal slip, with basal slip becoming more prominent below 5-
10 m. Subgrain rotation is an active recovery mechanism, and grain boundary migration 
recrystallisation is active most effectively in shallow, seasonally perturbed (air 
temperature-controlled) ice and below 25 m, likely due to an increase in strain energy 
driving migration. Seismic and dielectric anisotropy strongly correlates with CPO strength 
and orientation with depth. The P-wave velocity patterns in core samples and observed 
horizontal velocities are geometrically similar, but the CPO rotation seen in the core is not 
present at depth. It is proposed that rigid body rotation is causing these rotations, which do 
not extend beyond 100 m. This highlights the usefulness of seismic datasets in attaining 
deep ice fabrics, but the difference in mechanical behaviour of ice at the near surface and ice 
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Modern society is burdened by the threat of sea level rise as a result of anthropogenically 
induced climate change (Mercer, 1978; Pattyn & Morlighem, 2020). The Antarctic continent 
alone can contribute more than a metre of sea level rise by 2100 (DeConto & Pollard, 2016; 
Bamber et al., 2018). The West Antarctic Ice Sheet (WAIS) is particularly unstable and has 
been presumed to have partially collapsed in the past, as recently as 400,000 yr BP (Bamber 
et al., 2009). The WAIS is a marine ice sheet, connected to buttressing ice shelves by glaciers 
and ice streams. DeConto & Pollard (2016) modelled the retreat of the WAIS by coupling ice 
sheet and climate dynamics, and found while oceanic warming is accelerating ice shelf 
melting and seaward ice flow (Joughin & Alley, 2011), atmospheric warming will become a 
dominant driver for ice loss in the future; summer temperatures reaching 0°C enhances 
surface melting and hydrofracturing, particularly near sea level, encouraging ice calving and 
ice cliff failure (Zwally et al., 2002; Phillips et al., 2010; Pollard et al., 2015).  
Due to the dynamic and increasingly rapid nature of ice loss, modelling the behaviour of ice 
sheets has proven challenging (Pattyn & Morlighem, 2020). While much emphasis has been 
placed on studying the changing driving forces of ice motion (Rignot et al., 2011), predicting 
the response of ice sheets in a warming climate is crucial and require an understanding of 
the complexities of ice flow (internal deformation and basal sliding). Current models of ice 
sheet climate response are based on the flow of pure polycrystalline ice and treat ice as being 
uniformly isotropic and free of physical and chemical heterogeneities (Glen, 1955; Azuma, 
1994; Craw et al., 2018). This assumption can result in inconsistencies between the models 
and reality.  
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1.1.1 Ice deformation – an overview 
All ice on Earth comprises ice 1h, called such due to its close-packed hexagonal structure 
(Pauling, 1935). Ice flows similarly to a viscous fluid, deforming continuously under stress 
(De La Chapelle et al., 1998). A single ice crystal (Figure 1.1) deforms anisotropically, by 
preferential slip along the basal (0001) plane, perpendicular to the c-axis <0001> (Glen & 
Jones, 1967; Azuma, 1994). Slip on prismatic or pyramidal 
planes within the crystal is possible, but requires ~60 
times the applied shear stress for slip to occur (Duval et 
al., 1983).  
Typical deformation, or ‘creep’, behaviour as observed in 
experiments initiates with instantaneous elastic 
deformation followed by decelerating rates of creep as ice 
begins to deform in a ductile manner (primary creep). The 
creep rate reaches a minimum (secondary creep), where 
the deforming body reaches a peak in stress. The creep 
rate accelerates toward a constant, steady-state stress and 
strain rate due to ice softening processes (tertiary creep) 
(Figure 1.2). Grains can deform by sliding on the basal 
plane (Glen & Jones, 1969; Duval et al., 2010), which 
rotate grains so their c-axes align toward the maximum 
principal stress. This is a low temperature, high strain process (Jacka & Li, 2000). 
Alternately, dislocations within grains, in the form of point and line defects in the crystal 
lattice (Barnes et al., 1971), can be rearranged and multiplied at high temperature, high 
strain conditions (Goodman et al., 1981; Stipp et al., 2002). In polycrystalline ice, grains 
poorly oriented for slip accumulate higher dislocation densities compared to grains well 
oriented for slip (Budd & Jacka, 1989). Highly distorted grains are preferentially destroyed 
by new, strain free grains, in a process called dynamic recrystallisation (Urai et al., 1986; 
Cuffey & Paterson, 2010; Wilson et al., 2014). Both softening mechanisms can be 
simultaneously active during deformation, where the dominant mechanism is determined 
Figure 1.1. The structure of a 









Figure 1.2. Plots of a) the different creep regimes in a single ice deformation experiment, and b) stress 
vs strain rate data from multiple experiments. Adapted from Craw (2018). 
 
At low temperatures and strains (<-15°C), dynamic recrystallisation occurs dominantly as 
sub-grain rotation recrystallisation (SGR), where dislocations arrange themselves into sub-
grain boundaries within existing grains (Poirier & Guillope, 1979; Bestmann & Prior, 2003). 
New grains formed during SGR are largely free of dislocations and have similar c-axis 
orientations to the older grains. Another low temperature recrystallisation process is 
bulging recrystallisation (BLG); a difference in dislocation density between adjacent grains 
drives less deformed (lower strain energy) grains to consume more deformed (higher strain 
energy) grains by incorporating dislocations into their grain boundaries (Urai et al., 1986; 
Drury & Urai, 1990). New, low strain grains are nucleated along bulging boundaries. At 
higher temperatures (>-15°C) and strains (>1%) grain boundary migration (GBM) 
dominates, where grain boundary movement due to consumption of high strain grains is 
enhanced (Qi et al., 2017). Newly recrystallised, low strain grains orient themselves to the 
maximum shear stress, 45° to the principal stress direction (Budd & Jacka, 1989; De La 
Chapelle et al., 1998; Duval et al., 2010). The resultant microstructure of polycrystalline ice 
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undergoing GBM crystallisation is lobate, interfingering grains with small, recrystallised 
grains along grain boundaries (Jessell, 1987), with a strong crystallographic preferred 
orientation (CPO).  
The geometry of the CPO is dependent on the dominant recrystallisation mechanism, and 
hence temperature and applied stresses (Alley, 1992). A viscous anisotropy is introduced in 
the ice resulting from CPO formation, influencing its flow kinematics (Goodman et al., 1981). 
Prior to GBM becoming the dominant recrystallisation process, CPO is not significantly 
affected by BLG mechanisms (Faria et al., 2014b). CPO initially evolves by grain rotation via 
intracrystalline glide, as the c-axes of grains re-orient toward the largest principal stress. 
Grain rotation typically dominates to high strains at low temperatures (<-20°C; Fan et al., 
2020). At high temperatures, rapid GBM forms a strong CPO as newly recrystallised grains 
steadily dominate the deforming body (Alley, 1992; Montagnat et al., 2014; Fan et al., 2020). 
Recently, Qi et al. (2017) found that with increasing rate of deformation and resultant stress, 
even at high temperatures, grain rotation becomes the dominant recrystallisation process.  
Polycrystalline ice deforming, for example, 
in uniaxial compression form a c-axis 
maxima parallel with the direction of 
stress, when grain rotation is the dominant 
recrystallisation process (Figure 1.3). 
When GBM recrystallisation is dominant, 
the c-axes will rotate about the direction of 
stress to form a cone (Figure 1.3) (Jacka & 
Li, 2000; Hudleston, 2015). CPOs can 
evolve as temperature, deformation 
kinematics and flow stresses change with 




Figure 1.3. CPOs of ice in different stress regimes, 
depending on dominant deformation 
mechanisms. Adapted from Alley (1992). 
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1.1.2 Flow laws for ice 
Extensive research into the mechanical behaviour and contemporaneous microstructural 
evolution of pure polycrystalline ice under applied stress provides the basis for the 
conventional Glen (1955) flow law: 
                                                                       ?̇? = 𝐴𝑒
−𝑄
𝑅𝑇⁄ 𝜎𝑛                                                                        (1 
Where ?̇? is the strainrate, R is the universal gas constant, T is temperature in K, and n (stress 
exponent), Q (activation energy) and A (a flow parameter) are empirically derived 
constants. The equation was derived from the strain rate minimum data from a series of 
compression experiments on standard ice over a range of temperatures (-13 to 0°C). An 
enhancement factor, E, is added to the relationship to calculate the flow of ice at higher 
strains: 
                                                                     ?̇? = 𝐸𝐴𝑒
−𝑄
𝑅𝑇⁄ 𝜎𝑛                                                                      (2 
Experimentally derived values for E fall between 0 and ~5.6 (Ma et al., 2010; Wilson et al., 
2014). These are poorly constrained, and one enhancement factor is rarely enough to 
describe the complex behaviour of ice (Thorsteinsson, 2001). Tertiary creep flow laws can 
be defined experimentally (Durham et al., 1983), thereby avoiding enhancement factors. 
The value of the stress exponent is 
dependent on the most active creep 
mechanism at the applied strain rates and 
stresses (Goldsby & Kohlstedt, 2001). 
Typically, a value of 3 is used to model the 
flow of ice sheets, as first determined by 
Glen (1955) using secondary creep data 
(De La Chapelle et al., 1998). Some 
experiments using tertiary creep data 
have produced n values near 4 (Jones & 
Glen, 1969; Durham et al., 1983; 
Treverrow et al., 2012; Qi et al., 2017).  
Figure 1.4. The four main creep regimes, based on 





Ice deforms by a combination of creep mechanisms: dislocation creep (n=4), grain-boundary 
sliding (GBS) limited creep (n=1.8), basal-slip limited creep (n=2.4) and diffusional flow 
(n=1), which has not been achieved in experiments (Goldsby & Kohlstedt, 2001).  At high 
stresses, the dominant mechanism is grainsize insensitive dislocation creep. As stress and 
grainsize decreases, the regime transitions through GBS limited creep to basal-slip limited 
creep (Figure 1.4). The Glen flow law assumes dislocation creep is the only active creep 
mechanism, hence a constitutive equation was proposed by Goldsby & Kohlstedt (2001) and 
Kuiper et al. (2020a, b): 
                                               𝑒𝑡𝑜𝑡̇ = ?̇?𝑑𝑖𝑓𝑓 + (
1
?̇?𝑏𝑎𝑠𝑎𝑙
⁄ + 1 ?̇?𝐺𝐵𝑆
⁄ )
−1
+ ?̇?𝑑𝑖𝑠𝑙                                         (3 
Each of the terms on the right of equation 3 can be described by a flow law given in equation 
1. These laws assume ice is free of soluble and insoluble impurities, and mechanically 
isotropic (Ma et al., 2010), hence free of any pre-existing fabric.  
 
1.1.3 Complexities in ice flow behaviour 
Glaciers and ice sheets are strongly anisotropic due to prolonged plastic deformation 
producing strong CPOs (Castelnau et al., 1998; Hudleston, 2015). Observations down deep 
ice cores show that the crystallographic fabrics evolve, indicating transitions between CPO 
types, dominant recrystallisation mechanisms, and therefore flow kinematics, with depth 
(Obbard & Baker, 2007; Montagnat et al., 2014). Grain rotation recrystallisation processes 
tend to dominate throughout a given depth of naturally flowing ice, with GBM processes 
dominating near the base of ice sheets and glaciers, and in ice where temperatures are 
relatively high (De La Chapelle et al., 1998; Montagnat & Duval, 2000). The large-scale 
mechanical heterogeneities of natural ice bodies are complex and difficult to fully 
understand. Previous work on the seismic properties of ice sheets have found elastic wave 
velocities through ice are dependent on the anisotropic nature, density and englacial 
temperature of the ice (Horgan et al., 2011; Harland et al., 2013; Diez & Eisen, 2015a). 
Seismological studies have identified areas of abrupt CPO changes with depth in ice sheets, 
indicating the potentially powerful use of seismic datasets in the modelling of CPO on a large 
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scale (Horgan et al., 2011; Diez et al., 2015b; Picotti et al., 2015; Smith et al., 2017; Vaughan 
et al., 2017). 
On the macro scale, deformation can be localised (in areas) with a) foliation, either due to 
CPO formation or other phases (sediment layers, crevasse infillings) shearing into 
alignment, and b) in areas of high porosity, where ice behaves in a weaker, brittle manner 
(Hudleston, 1977; Fitzsimons, 2006; Hudleston, 2015; Craw et al., 2018). The basal and 
lateral margins of ice sheets, streams and glaciers are considered critical regions in 
controlling the dynamics of ice flow, deforming intensely under a shear dominated regime 
between the fast-flowing middle section of the glacier and the stationary valley walls 
(Raymond et al., 2001). Glaciers and ice sheets also contain trace concentrations of chemical 
impurities from atmospheric, terrestrial and marine input (Legrand & Mayewski, 1997; 
Pasteris et al., 2014) that vary in composition geographically and temporally (Mulvaney & 
Wolff, 1994; Obbard & Baker, 2007). Insoluble impurities, from moraine deposits to gravels 
and dusts, are also found in natural ice (Obbard & Baker, 2007). Studies on the effects of 
both soluble and insoluble second phases in ice have shown that the presence of impurities 
weaken polycrystalline ice during deformation (Figure 1.5). Intracrystalline impurities 
encourage dislocation formation in grains, increasing their strain energy (Craw, 2018). As 
impurities get swept to grain boundaries through dynamic recrystallisation, they inhibit 
grain growth by pinning boundaries, a process called impurity drag (Cahn, 1962; Alley et al., 
1986a, b; Obbard & Baker, 2007).  
 
Figure 1.5. Experimental creep results from pure and impure (H2SO4 doped) ice, adapted from 
Hammonds & Baker (2018). 
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A similar process occurs in other materials (e.g. metals), called solid-solution softening, and 
is dependent on temperature and the size and concentration of the chemical species added 
(Okazaki, 1996). Typically, the yield strength of materials is reduced when the material is 
deformed within a narrow range of concentration and temperature (Petukhov, 2007). 
Outside of this range, adding solutes can also harden materials due to significant atomic 
misfit of the solute in the crystal lattice. The dislocation stress field interacts with the 
dispersed solute atoms and their movement is impeded, increasing the yield stress of the 
material (Varvenne, 2017). The presence of second phases in rocks can inhibit grain growth, 
decreasing the efficiency of dynamic recrystallisation in favour of grainsize sensitive creep 
mechanisms (diffusion creep, grain boundary sliding), localising strain into these fine-
grained regions (Olgaard, 1990; Bruhn et al., 1999; Herwegh & Berger, 2004). It is obvious 
that the effects of second phases in most materials are complex; Previous deformation 
experiments on ice with soluble or insoluble impurities have shown both hardening and 
softening effects, dependent on strain rate, impurity concentration, and temperature (Jones 
& Glen, 1969; Song et al., 2005; Hammonds & Baker, 2016; Saruya et al., 2019).  
 
1.2 Research Goals 
This thesis aims to better define the rheology of natural ice in the hopes of achieving more 
refined modelling and data collection in the future. Creating an accurate flow law where 
natural compositions of impurities within polycrystalline ice are considered is paramount, 
as all ice on Earth has some (albeit minor) fraction of these secondary phases. 
Understanding how ice naturally deforms within glacial lateral shear margins, and how this 
ice is affected by seasonal temperature variations and other mechanical heterogeneities 
(fractures, bubbles, seasonal layering) is essential for predicting ice sheet response more 
precisely in a warming climate, and the ability to collect mechanical data on a large scale in 
the field is crucial for future rheological studies of polar ice sheets. This thesis will be 
presented as three thesis-papers. More experimental data and chemical analysis, intended 
to be collected during March-April 2020 before international travel restrictions, will be 
instead collected after the printing of this work.  
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Chapter 2 describes the mechanical effects of a natural chemical composition in ice and 
compares these results to pure ice. Two distinct model chemistries, compiled from existing 
literature, were used to manufacture synthetic ice whose compositions reflect natural 
Antarctic ice. Laboratory deformation experiments were conducted to quantify the 
mechanical behaviour of both compositions at varying temperatures and strain rates. The 
synthetic chemical ices were prepared in the Ice Physics Lab at the University of 
Pennsylvania and analysed using Electron Backscatter Diffraction (EBSD) in the Otago 
Centre for Electron Microscopy, University of Otago. 
Chapter 3 provides a microstructural analysis of a series of ice samples at depths between 
3-33 m down an azimuthally oriented ice core, collected from the lateral margin of the fast-
flowing lower Priestley Glacier, Terra Nova Bay, Antarctica. This area is an ideal natural 
laboratory, investigating the kinematics of ice flow at a lateral shear margin where the base 
of the glacier is floating. Samples were collected over the 2019-2020 Antarctic field season 
and analysed using EBSD at the Otago Centre for Electron Microscopy, University of Otago. 
Chapter 4 describes some theoretical physical properties of the Priestley Glacier ice core 
samples using computational methods. This data will be combined with previous seismic 
datasets collected from the same site and ultrasonic velocity measurements on core 
samples, with the goal of accurately modelling the large-scale CPO of natural ice in the field 
using elastic wave velocity and seismic anisotropy.  
Throughout chapters 3 and 4, there will be discussion of preliminary results from the 
Priestley Glacier 2018/2019 and 2019/2020 field seasons, not collected and/or analysed by 
the author. They are referenced for comparisons important to this research and require 
further analysis in the future. 
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10 
 
Professor David Prior1: Primary supervisor. Assisted with EBSD sample collection and 
preparation, data acquisition and analysis, grant application support, advice, and 
manuscript review. 
Dr Marianne Negrini1: Assistance with cryo-EBSD sample preparation and data collection, 
and advice on data analysis. 
Dr Gemma Kerr1: Synthesising chemical water and assisting with travel logistics, assistance 
in clean labs. 
Assoc. Professor David Goldsby2: Assistance and advice on experimental process. 
Dr Andrew Cross2,3: Assistance and advice on experimental process, advice on EBSD data 
analysis. 
Travis Hager2: Assistance and advice on experimental process. 
Sheng Fan1: Assistance on sample preparation, the experimental process, and cryo-EBSD 
sample collection, preparation, and data analysis, provided results of 2018/2019 seismic 
survey. 
Holly Still1: Provided preliminary results from surveying datasets collected in the 
2019/2020 Antarctic field season. 
K062 2019/2018 field team (Prof David Prior1, Rilee Thomas1, Lisa Craw4, Holly Still1, Franz 
Lutz5, Hamish Bowman1, Dr Robert Mulvaney6, Dr Daeyeong Kim7, Bia Boucinhas8): 
Collection of ice core, surveying, seismic and radar data from the Priestley Glacier field site. 
 
1University of Otago, Dunedin, New Zealand, 2University of Pennsylvania, Philadelphia, PA, USA, 3Now 
at Woods Hole Oceanographic Institute, Woods Hole, MA, USA, 4University of Tasmania, Hobart, 
Australia, 5University of Auckland, Auckland, New Zealand, 6British Antarctic Survey, Cambridge, UK, 







Water chemistry and ice mechanics 
 
Rilee Thomas1, David Prior1, Gemma Kerr1, David Goldsby2, Andrew Cross2,3, Travis 
Hager2, Sheng Fan1, Marianne Negrini1. 
1Department of Geology, University of Otago, Dunedin, New Zealand 
2Department of Earth and Environmental Sciences, University of Pennsylvania, Philadelphia, PA 
3Now at Woods Hole Oceanographic Institute, Woods Hole, MA 
 
Abstract 
It is crucial to understand the flow and response of polar ice sheets, such as the West Antarctic Ice 
Sheet, in a warming climate. All existing flow laws used to model this response are based on 
experiments that use pure water (standard) ice, free of soluble (chemical) and insoluble 
(particulate) impurities. Natural Antarctic ice is not pure water ice. In this study, ice with major ion 
chemical compositions comparable to Antarctic ice has been synthesised and deformed in a series 
of uniaxial compression experiments at varying strain rates (10-4, 10-5, 5x10-6 s-1) and temperatures 
(-10 and -30°C). Mechanical data indicates chemistry has no significant effect on the strength of ice 
at colder temperatures, while at warmer temperatures and slower strain rates impurity content has 
a strengthening effect. Microstructural data shows ices with higher impurity content have a smaller 
grain size and less lobate grains, typically indicative of mechanical weakening, at both temperatures. 
Solid solution strengthening, a method used for increasing the yield stress of metals, is suggested to 
cause the strengthening of impure ice, as solutes act as barriers within the crystal lattice inhibiting 
dislocation motion. Impurities are swept to the grain boundaries after 1-3% strain, where grain 
growth is inhibited by pinning boundaries. This study suggests pinning boundaries may have a slight 
strengthening effect, another result commonly observed in metals. This has interesting implications 
for ice sheet flow; The majority of deformation is constrained to the base and margins of slow 
flowing (10-13 – 10-10 s-1) ice sheets and glaciers, where englacial temperature is highest, so current 
modelling may underestimate the flow strength of natural ice.  
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2.1 Introduction  
There is extensive research into the mechanical behaviour 
and contemporaneous microstructural evolution of pure polycrystalline ice under 
stress (Duval et al, 1983; Budd & Jacka, 1989; Goldsby & Kohlstedt, 2001; Qi et al., 
2017). This past work provides the basis for the conventional ice flow law (Glen, 1955; 
Paterson, 1994), which is commonly applied to global ice sheet models, including the West 
Antarctic ice sheet (Doake & Wolff, 1985; Alley, 1992).  
Most experimental datasets suggest ice with trace concentrations of soluble and insoluble 
impurities will be weaker than pure ice, as certain impurities have softening effects 
on ice. For example, the effects of polycrystalline ice doped with H2SO4 have found the ionic 
compound increased deformation rates relative to pure ice at high (10-4 s-1) strain 
rates (Hammonds & Baker, 2018). Studies into the mechanical behaviour of doped single 
crystals found the ductility of ice with a few ppm of HF, HCl, H2SO4 (Jones & Glen, 1969) is 
enhanced. However, some experiments have found some ionic species (e.g. Ca2+, NH3) 
actually have hardening effects on impure ice, whose effects are also most pronounced at 
high strain rates (Jones & Glen, 1969; Hammonds & Baker, 2016). At slower (10-5 to 10-6 s-
1) strain rates there is no significant effect of these ionic impurities on 
deformation. Experiments on ice with considerable (10-50 vol%) amounts of insoluble 
impurities, in the form of sand and silt sized rock particles, have also recorded both 
softening (Cyprych et al., 2016) and hardening (Durham et al., 1992; Middleton et al., 2017) 
effects, with the strength of ice increasing as the amount of particulates increases.  
Craw (2018) synthesised ice from an ice core recovered from Tarn Flat, 
Antarctica to investigate the effects of natural ice chemistry without the added complexity 
of existing microstructure. The ice was deformed uniaxially over a range of strain rates to 
~25% strain and found at all rates the ice with a natural chemical composition was 
significantly weaker compared to pure ice. Previous work has shown the effect of impurities 
can vary at different stages of deformation history. Impure ice is considerably weaker at 
low (1-2%) strains due to impurities within grains promoting deformation (Craw, 2018). At 
higher strains (>10%), impurities are swept to grain boundaries during 
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dynamic recrystallisation, and inhibit grain growth by pinning grain boundaries as driving 
forces are insufficient to move boundaries freely (Alley et al., 1986a; Obbard & Baker, 
2007). This change in behaviour is reflected in the grain size; In experiments from Craw 
(2018), the grain size of impure ice with natural water chemistry is reduced relative to pure 
ice. Hammonds & Baker (2016; 2018) however, found at low strains (0.05) impure ice had 
larger grain sizes than pure ice, so this effect is best seen at higher strains. Studies on deep 
Antarctic ice cores has shown layers with high concentrations of ionic impurities and dust 
sized particulates also have finer grain sizes (Dahl-Jensen et al., 1997; Obbard & Baker, 
2007; Weikusat et al., 2017). Investigations into the locations of impurities in 
both natural and experimentally deformed ices have found that the majority of impurities 
reside in grain boundaries (Baker et al., 2003).  
2.1.1 Antarctic snow and ice chemistry 
Due to its geographic isolation and meteorological conditions, Antarctica has the cleanest 
atmospheric environment on Earth (Legrand & Mayewski, 1997; Legrand & Delmas, 
1988). The atmosphere contains a fraction of trace gases, both natural and produced from 
anthropogenic activity (Legrand & Mayewski, 1997). In coastal regions, aerosols of sea 
salt evaporates and terrestrial dusts dominate; Further inland, these inputs decrease 
significantly (Mulvaney & Wolff, 1994). Sea salts supply trace amounts (ppm to ppb) 
of major ions, like Na+, Ca2+, Cl-, Mg2+ and SO42- to Antarctic coastal air masses, comprising 
~80% of the ionic budget (Legrand et al., 1984; Legrand & Delmas, 1988). K+, Ca2+, Mg2+, and 
SO42- can also come from continental sources, captured by wind. Impurities produced in the 
atmosphere as a result of oxidation or generated in the sulphur, nitrogen, halogen or carbon 
cycles (H2SO4, HCl, HNO3) comprise the majority of the ionic budget in central Antarctica, far 
from coastal input (Delmas et al., 1982; Mulvaney & Wolff, 1994). These chemical 
species are redistributed into meteoric waters, and can be introduced to snow in multiple 
ways, including snowfall, fog, or direct dry deposition of gases and aerosols via the ‘wind 
pumping effect’ (Legrand & Mayewski, 1997). Gases can also become trapped in porous 
snow and firn (Fujita et al., 2014), which incorporates into ice during densification 
processes.   
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It is apparent that the chemical composition of Antarctic snow and ice varies spatially and 
seasonally (Mulvaney & Wolff, 1994), with wet deposition dominant in summer and a 
decrease in photochemical reactivity due to lower temperatures and lack of sunlight in 
winter (Legrand & Mayewski, 1997). While many studies have investigated the effects of 
lone ionic species on the deformation behaviour of ice (Jones & Glen, 1969; Hammonds & 
Baker, 2016; Hammonds & Baker, 2018), it is inefficient to build such a dataset and apply 
this to natural ice, which contains many ionic species. This also fails to take into account any 
chemical interactions that may be taking place between these (Legrand & Mayewski, 
1997). In this study, two chemical compositions have been created to represent broad 
regions in Antarctica, to investigate changes in the mechanical behaviour between pure 
(referred to in this chapter as ‘standard’) ice and ices with realistic dissolved chemical 
compositions free of particulates and pre-existing fabrics. It is crucial for accurate ice sheet 
flow modelling that the rheology of natural ice is better understood.  
 
2.2 Experimental methods 
2.2.1 Chemical water preparation  
Two model chemistries were defined from a compilation of chemical compositions of 
Antarctic ices, snows, and meltwaters from literature (Table 2.1, literature values in 
Appendix A). Data from sites within 100 km of the coast are deemed the ‘coastal’ chemical 
composition, and sites further inland are deemed the ‘central’ chemical composition. For 
this study, eight major ions (Table 2.1) were used as these were reported on most frequently 
in literature. The chemical waters were made with ultra clean Milli-Q water and set amounts 
(in mL) of 1 mol L-1 solutions of each ion, to produce concentrations outlined in Table 2.1. 
The coastal water has a higher concentration of all ions, with a total ionic content (TIC) of 
28.27 ppm. All ionic concentrations in the central water are at ppb levels and is far cleaner 
than coastal water, with a TIC of 3.033 ppm (Figure 2.1). Central water has a much lower 
proportion of cations to anions compared with coastal water, which have approximately 
equal proportions (Figure 2.1).  
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Table 2.1. Major ion chemical compositions of coastal and central model waters, with 95% confidence 
intervals.  
Ion  Coastal  ±  Central  ±  
ppm          
Na+  5.399  2.191  0.137  0.108  
Mg2+  0.976  0.403  0.027  0.020  
Ca2+  6.488  4.082  0.011  0.014  
K+  0.973  0.312  0.004  0.005  
NH4+  0.065  0.111  0.015  0.005  
Cl-  8.967  4.168  0.229  0.150  
SO42-  4.101  2.458  2.197  2.437  
NO3-  1.304  0.936  0.413  0.256  
TIC  28.27    3.033    












Figure 2.1. Map of Antarctica showing locations of snow and ice chemical data collection, with pie 
charts of the TIC and cationic (blue) and anionic (orange) components of each dataset.  
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2.2.2 Sample preparation  
Concentrated (1 L) chemical waters were transported to the University of Pennsylvania Ice 
Physics laboratory to be diluted into 20 L with Milli-Q water. New containers were used to 
store water throughout this process and were soaked in Milli-Q water overnight to ensure 
as little contamination as possible. In the laboratory, ice samples were prepared in the same 
way as described by Durham et al. (1983) and Vaughan (2016). The water was frozen 
overnight and crushed in a blender. The crushed ice was sieved to produce seed grains with 
diameters between 180-250 µm, and packed into stainless-steel, 1 inch (25.4 mm) wide 
cylindrical moulds and gently compacted. The same water was heated to a gentle boil to 
‘degas’ the water, then closed off from the atmosphere to avoid any contamination. For the 
chemical waters, the degassing vessel is cleaned between uses, and was taken off the heat 
as soon as it began boiling, to avoid concentrating the solution. The packed moulds were 
attached to the degassing vessel and placed under vacuum in a water ice bath, to bring both 
the degassed water and moulds to 0°C. The degassed water was then flooded into the 
moulds and placed into the freezer, encased in polystyrene atop a copper plate. This allows 
the ice to freeze from the bottom up. This method produces isotropic ice with a controlled 
grain size, and <1% porosity (Qi et al., 2017).   
Ice samples, cylinders of 25.4 mm diameter and ~50 mm in length, were shaved down either 
end to be flat and parallel with each other. The initial length is then recorded. Each sample 
is placed in a thin indium jacket, welded at the bottom to a stainless-steel end cap. A zirconia 
spacer is put on top of the sample. The sample is placed in a -60°C ethanol bath, while the 
top of the jacket is welded to the steel force gauge.  
2.2.3 Experimental procedure  
Uniaxial compression experiments were conducted in a cryogenic gas medium apparatus 
(Durham et al., 1983), at a nitrogen gas confining pressure of ~30±0.5 MPa, at temperatures 
of -10 and -30°C. Experiments were performed at a constant displacement rate, giving 
constant strain rates of ~1x10-4, 1x10-5, and 5x10-6 s-1, and were terminated at compressional 
strains of 2% and 14-18%. Piston displacement, stress on the internal force gauge, 
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temperature and pressure are logged throughout the experiment. The parameters for each 
experiment are listed in Table 2.2. Samples were immediately removed from the apparatus 
after the pressure was released, photographed and measured upon removal from the 
indium jacket (Figure 2.2a), then placed in liquid nitrogen storage dewars. Experiments 
lasted anywhere from 20-40 minutes (2% strain and fast strain rate experiments) to 7-8 
hours (slow strain rates).   
 Table 2.2. Experimental parameters for all samples.  
Sample  T  L0  Lf  σy*  σf+  ε̇y *  ε̇f+  ε 
  °C  mm  mm  MPa  MPa  s-1  s-1   
coastal                 
PIL223  -10  48.3  40.9  6.07  3.51  1.1x10-4  1.05x10-4  0.15 
PIL224  -13  48.3  41.7  3.27  2.31  6.3x10-6  1.8x10-5  0.15 
PIL231  -10  46.7  45.7  2.87  -  5.8x10-6  -  0.02 
PIL233  -30  51.8  51.1  6.99   -  5.26x10-6  -  0.02 
PIL234  -30  51.3  43.9  7.27  4.90  7.9x10-6  1.01x10-5  0.15 
PIL236  -30  47.5  40.4  11.86  8.09  1.19x10-4  1.03x10-4  0.15 
PIL245  -30  52.8  44.5  5.87  3.81  3.4x10-6  6.1x10-6  0.18 
PIL250  -10  49.0  41.9  2.28  1.57  1.58x10-6  4.12x10-6  0.15 
central                 
PIL226  -10  55.9  47.8  2.61  1.92  3.7x10-6  1.03x10-5  0.15 
PIL228  -10  47.5  40.9  5.77  3.50  1.1x10-4  1.05x10-4  0.14 
PIL230  -10  52.8  52.1  2.65  -  1.1x10-5  -  0.01 
PIL235  -30  47.0  45.7  6.51  -  7.7x10-6  -  0.03 
PIL237  -30  48.5  41.1  11.84  7.79  1.3x10-4  1.03x10-4  0.16 
PIL240  -30  46.7  40.9  6.64  4.78  8.2x10-6  1.1x10-6  0.14 
PIL248  -30  52.3  45.0  5.87  4.09  2.9x10-6  5.7x10-6  0.15 
PIL253  -10  46.2  40.4  1.94  1.39  1.4x10-6  4.9x10-6  0.15 
standard                 
PIL225  -10  48.8  40.4  2.70  1.84  1.1x10-5  1.63x10-5  0.15 
PIL227  -10  49.3  41.6  5.82  3.19  9.4x10-5  1.2x10-4  0.15 
PIL229  -10  51.6  51.3  2.77  -  3.1x10-6  -  0.01 
PIL232  -30  46.7  46.2  7.06  -  5.2x10-6  -  0.01 
PIL238  -30  52.8  45.5  6.44  4.27  7.7x10-6  1.1x10-4  0.15 
PIL239  -30  48.0  41.9  11.49  7.18  1.1x10-4  1.02x10-4  0.15 
PIL279  -30  52.3  44.7  6.46  4.65  3.1x10-6  6.37x10-6  0.16 
PIL280  -10  41.7  34.8  1.98  1.05  3.4x10-6  5.9x10-6  0.16 
* - data indicates yield/peak stress/strain rate   
+- data indicates flow/steady state stress/strain rate  
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2.2.4 Cryo-EBSD data collection  
The deformed samples were transported from the University of Pennsylvania to the 
University of Otago Physics Antarctic Ice laboratory for cryo-EBSD sample preparation. 
Samples were cut along the cylindrical long axis by a band saw in a coldroom at -20°C. A 
~5mm slice was cut from the half sample and stacked with 4-5 other sample slices to create 
a composite sample (Figure 2.2b). A composite sample allows for multiple samples to be 
analysed in a time efficient manner; The fine-grained nature of each sample allows for a 
smaller section to give enough orientation data. The composite was sandwiched by a vice 
and wrapped with wet tissue to immediately freeze and bond the samples together. Once 
the tissue is fully encompassing the sample, the sample is cut in half down the long axis of 
the slices. One half is placed onto a warmer (5-10°C) aluminium ingot to encourage a thin 
film of melt to form and bond the sample and ingot once frozen. The sample is then cut 
further to leave a ~5 mm slice on the ingot (Figure 2.2b). The ingot and remaining sample 
are wrapped and placed in a dry shipper at liquid nitrogen temperature for transport to the 
Otago Centre for Electron Microscopy.   
The samples are warmed from liquid nitrogen temperature to -30 to -35°C on a metal plate, 
then placed on a warm (4-6°C) copper ingot, allowing a small fraction of melt to form and 
freeze the ice onto the ingot. The surface is then polished on 600-grit and 1200-grit 
sandpaper. The sample is then cooled back down to below -90°C for transfer into the 
Scanning Electron Microscope (SEM). The SEM is a Zeiss Sigma variable pressure field 
emission gun, with a Symmetry EBSD camera from Oxford Instruments. A custom cryo-stage 
is cooled to -100°C via a copper braid connected to an external liquid nitrogen dewar. An 
enclosed chamber around the entrance to the SEM is filled with gaseous nitrogen to avoid 
frost build-up on the surface of the sample and cold stage when the vacuum chamber is open. 
The sample is placed onto the cryo-stage and the SEM is put under vacuum – the sample 
temperatures do not warm past -75°C. A ‘sublimation’ cycle is run, where the stage cools 
back to -100°C before the vacuum in the SEM chamber is released, allowing the stage 
temperature to rise to -75°C, then placed under vacuum again. This allows any frost to 
sublimate from the sample (Prior et al., 2015). Data were acquired with a stage temperature 
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of -80 to -95°C, variable pressure of 3-5 Pa, 30 kV of accelerating voltage, 300 µm aperture 
size and ~60 nA beam current.  
 
Figure 2.2. A) Deformed samples in their indium jackets. B) An example of a composite sample, 
consisting of six experimental samples on one ingot for cryo-EBSD analysis, C) a low resolution map of 
the whole composite surface. 
 
For each composite, a rough reconnaissance map was run (Figure2.2c), before each slice 
was mapped with a 20 µm step size. Oxford Instruments Aztec software was used to collect 
the data and stitch the maps together. The MATLAB program EBSDInterp 1.0 (Pearce, 2015) 
is used to improve data quality, using band contrast to reduce noise and remove wildspikes 
in the data. Data processing was done in MTEX, a MATLAB run texture analysis software 
package (Bachmann et al., 2011). The software defines grains (defined by boundaries with 




2.3.1 Mechanical data 
Samples were photographed after deformation still in indium jackets (Figure 2.2a). Samples 
taken to 1-2% strain have only shortened by 0.5-2 mm, so the sample appears unchanged. 
The surface of the jackets of ice deformed to higher strains are bumpy on the surface and 
strain is homogeneous throughout the sample, with the exception of samples PIL238, 239 
and 280, where strain appears to be localised near the base of the sample. The bases of these 
samples were cloudy, which is likely due to this part of the sample being porous, presumably 
related to incomplete flooding in ice production. 
Temperature, pressure, stress on the internal force gauge and piston displacement were 
recorded throughout each experiment. Strain and strain rate were calculated using the 
initial sample length and piston displacement. Stress was calculated using the sample cross-
sectional area and accounting for changes in sample diameter as strain increased 
incrementally and the influence of the deforming indium jacket, which accommodates a 
small portion of the deformation. Stress-strain curves for each experiment are plotted in 
Figure 2.3. All samples reach a clear peak stress before relaxing into a near constant flow 
stress. The curves of a few samples are worth noting; Sample PIL238 experiences a sudden 
jump in stress at ~8.4% strain, likely due to issues with the sensitivity of the force gauge 
causing an artificial shift in stress measurement. This sample has also undergone 
heterogeneous deformation, as well as PIL239 and PIL280. Sample PIL245 does not reach a 
constant flow stress until 18% strain due to temperature control issues, as the rig warmed 
until the problem was fixed at 14% strain. And finally, sample PIL224 was deformed at -
13°C, so compared to the other -10°C samples this sample appears stronger. 
Peak experiments, taken to 1-3% strain, have similar yield stresses and strain rates. In the -
30°C experiments, the standard ice sample reaches yield stress at a lower strain than the 
chemical samples. The central ice sample has a lower yield stress than the coastal and 
standard samples (Figure 2.3a), by 0.4 MPa. In contrast, the yield stresses for the three 





Figure 2.3. Stress-strain curves for all experiments grouped by applied strain rate: a) 1x10-5 s-1 peak 
experiments, b) 1x10-4 s-1, c) 1x10-5 s-1, and d) 5x10-6 s-1. 
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Experiments at the fast strain rate (10-4 s-1) have yield stresses between 11-12 MPa, with 
the standard ice sample having the lowest yield stress in the -30°C experiments (Figure 
2.3a). The standard ice also has the lowest flow stress, followed by the central ice sample, at 
both temperatures. Coastal ice appears slightly stronger than standard ice, but all results 
are within 1 MPa of each other (Table 2.2). At the intermediate strain rate (10-5 s-1), coastal 
ice again has slightly higher yield and flow stresses than the central and standard ice. The 
standard and central ices have yield stresses within 0.5 MPa, but the difference in 
mechanical behaviour of the two chemistries at -30°C is more significant than -10°C (Figure 
2.3b), likely due to the heterogeneous nature of deformation in sample PIL238. At -30°C, it 
is difficult to discern any significant difference between the standard and central samples. 
Only at the slowest strain rate (5x10-6 s-1) and lowest temperature is standard ice the 
strongest sample, with the highest yield and flow stresses (Figure 2.3c). The coastal ice, 
despite experimental temperature issues, is still slightly stronger than the central ice. The 
coastal sample is also the strongest of the three chemistries at -10°C, with standard ice again 
having the lowest flow stress, only within 0.4 MPa of the coastal sample.  
Figure 2.4 shows four plots of log strain rate vs log yield and flow stress, at -10°C and -30°C. 
At -10°C, coastal ice at yield stress defines a trendline with an n value of 4.4 (Figure 2.4a), 
higher than the values for central (4.0) and standard (3.0) ice, as well as literature values for 
standard ice from Glen (1955; n = 3.0 and 3.2 for -6°C and -2°C, respectively) and Qi et al. 
(2017; n = 2.9 for -10°C), and appears to lie left of the line for standard ice from Goldsby & 
Kohlstedt (2001). Central and standard ice trends lie just left of coastal ice on the graph, 
with standard ice flush with the Goldsby & Kohlstedt (2001) line, despite a lower n value.  
Again, coastal ice defines the rightmost trendline on the flow stress graph (Figure 2.4b), with 
an n value of 4.0, again higher than both central (3.4) and standard (2.7) ices. The coastal 
samples align well with trends from Durham et al. (1983) and Qi et al. (2017) (Figure 2.4b). 
The range of n values between the three trendlines at both yield and peak stress indicates 







Figure 2.4. Plots of log a) yield stress vs b) flow stress vs log strain rate for samples deformed at -10°C, 
and log c) yield stress and d) flow stress vs log strain rate for samples deformed at -30°C. Trendlines 
and their n values are labelled and plotted against experimental values from literature.  
 
At -30°C, the n values for all sample yield stresses are high, between 5.1-5.3 (Figure 2.4c). 
These values are significantly higher than the Goldsby & Kohlstedt (2001) line but have been 
observed for deformed synthetic pure and impure (insoluble and soluble) ices in past 
experiments (Hammonds & Baker, 2016; Cyprych et al., 2016; Hammonds & Baker, 2018). 
All trendlines lie at higher stresses than the Goldsby & Kohlstedt (2001) line. The yield stress 
trendlines for samples deformed at -30°C are consistent with each other at all strain rates, 
regardless of chemical composition, and were combined to produce a trendline with an n 
value of 5.2. 
In Figure 2.4d, coastal and central ice flow stress trends lie left of the expected trendline for 
Durham et al. (1983), with similar n values to those in literature for pure ice. Here, central 
ice has a higher n value (4.5) than coastal ice (3.9). It is noted that standard ice does not 
appear on this plot, due to those values being strongly affected by samples with strain 
localisation, but the trend for the flow stress of standard ice from Craw et al. (2018) is 
plotted for comparison; the n value of 5.8 is much higher than those for coastal and central 
ice, and plots toward higher stresses, lying on the Durham et al. (1983) trendline using 
parameters for ice flowing at temperatures <243 K (Figure 2.4d). A combined dataset of 
coastal and central ices gave a trendline with an n value of 4.2. These datasets again plot 
consistently with each other, indicating no significant difference in the strength of coastal, 











Figure 2.5. EBSD orientation maps, c-axis orientation pole figures, grain size distributions and grain 
size – sphericity diagrams for all coastal, central and standard ice samples grouped by applied strain 
rate: 1x10-5 s-1 peak experiments (a), 1x10-4 s-1 (b), 1x10-5 s-1 (c), and 5x10-6 s-1 (d). Samples PIL32 and 
PIL141 are from Qi et al. (2017) and Craw et al. (2018), respectively.  All sample orientation maps use 
IPF-X colouring except PIL32, which uses IPF-Y colouring. *- experiments are deformed to strains of 1-
3%. 
 
2.3.2 Microstructural data 
Orientation maps and CPO 
The results of cryo-EBSD analysis are displayed in Figure 2.5, with samples grouped by the 
strain rate applied during deformation and chemical composition. Peak experiments have 
colourful orientation maps, as they were terminated at low strains and therefore grains are 
still randomly oriented (Figure 2.5a). All samples from peak experiments have random c-
axis CPOs, with the exception of coastal sample PIL233, which has a c-axis maxima likely 
unrelated to the experimental process.  
Most of the samples deformed at -10°C to ~15% strain have orientation maps biased 
towards pinks and oranges, as the c-axes of grains orient themselves into a preferred 
alignment. Samples deformed at -30°C have a larger array of colours than those deformed 
at warmer temperatures across all strain rates (Figure 2.5). All samples display grains with 
internal distortion and subgrains. At 1x10-4 s-1, the CPO of standard ice deformed at -10°C 
appears open cone-like. The central ice and coastal ice at -10°C have a relatively weak (~1.5 
M.U.D) cluster CPO, while the central and standard ices, deformed at -30°C has a random 
CPO; this could be due to heterogeneous strain in the sample. Grains deformed in warmer 
temperatures at 1x10-5 s-1 and 5x10-6 s-1 have open cone crystallographic preferred 
orientations (CPOs). The samples show a relatively strong (multiples of uniform density or 
M.U.D = 2.4-2.5) open cone CPO (Figure 2.5b), while at -30°C the samples have very weak 





Table 2.3. Quantitative crystallographic fabric strength values for samples in this study and from 










Standard   Central   Coastal   
-10°C         
PIL225 1.626 0.084 PIL226 1.664 0.096 PIL223 - - 
PIL227 1.127 0.023 PIL228 1.142 0.025 PIL224 1.425 0.059 
PIL32Q 2.270 0.167 PIL253 1.809 0.119 PIL250 1.631 0.088 
-30°C         
PIL239 1.029 0.002 PIL240 1.049 0.007 PIL234 1.073 0.011 
PIL238 1.118 0.019 PIL248 1.146 0.026 PIL236 1.062 0.010 
PIL141C 1.086 0.015 PIL237 1.022 0.003 PIL245 1.199 0.035 
Q = Qi et al. (2017), C = Craw et al. (2018). 
CPO strength 
Two quantitative descriptors for fabric strength are the J-index and M-index (Bunge, 1982; 
Skemer et al., 2005), calculated for each sample and compiled in Table 2.3. These values 
have been plotted for each chemistry in Figure 2.6 in an attempt to predict CPO shape and 
strength across the studied strain rate-temperature field. The J- and M-indices decrease as 
strain rate increases and as temperature decreases (Figure 2.6). At -10°C, the index values 
decrease as the impurity content increases, but this is least effective at the fastest strain rate. 
However, at -30°C, coastal ice has higher index values than central ice at all strain rates, and 
standard ice at the fastest strain rate.  
When plotted against flow stress, the J- and M-indices decrease with an increase in flow 
stress at both temperatures, but more pronounced at -10°C (Figure 2.7a, b). The data from 
all chemistries correlate well with each other and data from literature (Qi et al., 2017; Craw 
et al., 2018) and define a power law relationship. This shows a correlation between flow 





Figure 2.6. The strain rate-
temperature field in this study, with 
shapes of sample CPO at different 
strain rates and temperatures. 
Contour lines correspond to the J- and 
M-index value changes within this 




Figure 2.7.  Plots of sample flow stress vs. crystallographic fabric strength, quantified as a) J-index and 
b) M-index.  
Grain size distributions 
The grain size distribution for all samples are asymmetric, with a tail extending toward 
larger grain sizes. The mean grain diameter (?̅?), peak grain diameter (Dpeak) and square 
mean root diameter (?̅?𝑆𝑀𝑅 = (√?̅?)
2
) were calculated for each sample, shown in Figure 2.5a-
d. The peak grain diameter has been shown to be an 
accurate measurement of the recrystallised grain size (Lopez-Sanchez & Llana-Funez, 
2015). The DSMR is considered an alternative to ?̅? as it eliminates bias from large grains in 
calculating an average (Fan et al., 2020), and these values have smaller standard deviations 
(Figures 2.5a-d). The grain sizes of all peak experiments have larger errors than those 
deformed, so most samples have ?̅? values between 190-213 µm. The exception is PIL233, 
whose grain size distribution is more evenly spread (Figure 2.5a).  
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At the fastest strain rate (1x10-4 s-1), central ice has a smaller grain size than standard at -
10°C, however at -30°C standard and central ices have similar mean, mean square root and 
peak grain diameters within error, which are larger than the coastal ice grain sizes (Figure 
2.5b). At 1x10-5 s-1, standard ice is considerably larger than the other samples at -10°C, with 
the coastal sample having the larger grain sizes of the impure ices. Standard and central ice 
has a similar grain size distribution within error at -30°C, with coastal ice having lower mean 
and peak grain sizes than central ice (Figure 2.5c). At the slowest strain rate (5x10-6 s-1), 
standard ice has the largest mean and mean square root diameter but are within error to 
central ice grain sizes at -10°C. Coastal ice has the lowest mean and mean square root 
diameters, but the same peak grain diameter as standard ice. The samples deformed at -
30°C have grain size distributions as expected from literature (Obbard & Baker, 2007; Craw, 
2018), and display a clear decrease in mean and peak grain sizes with an increase in 
impurity content (Figure 2.5d).   
Plots of flow stress vs grain size are shown in Figure 2.8. As stress increases, grain sizes 
decrease across all chemical ices. Coastal and central ices drop in mean and square mean 
root grain size significantly after 2 MPa, while standard ice decreases steadily across the 
studied stress range (Figure 2.8a, b). The coastal samples have the lowest mean grain sizes 
at almost all stresses. For all chemistries, the square mean root values converge toward 
mean grain size values at high stresses, and the square mean root errors also decrease. The 
peak grain sizes remain relatively constant as stress increases and are larger for standard 
ice than chemical ices at low stresses (Table 2.2). Samples are consistent with each other 
independent of chemistry and temperature, so a grain size piezometer has been defined 





Figure 2.8. Flow stress vs mean, square mean root and peak grain size plots for a) samples deformed to 
~15% strain grouped by chemistry, b) flow stress vs mean grain size for all samples, and c) a grain size 
piezometer from all samples. Closed circles indicate ice deformed at -10°C, open circles indicate ice 
deformed at -30°C. Error bars for DSMR values are ±1 standard deviation. 
Grain sphericity 
Samples tend to have more polygonal grains (high sphericity) at low temperature and more 
lobate grains (low sphericity) at high temperature, becoming increasingly lobate toward the 
lowest strain rates; Samples PIL227, 228 and 225 (Figures 2.5b, c) have fine, serrated 
boundaries (numerous small bulges) while samples PIL250 and 253 have larger, 
amoeboidal lobate boundaries (Figure 2.5d). Subgrain boundaries range from straight to 
curved. The parameter sphericity (Ψ), from Fan et al. (2020), is defined with the following 
equation:  
                                                                              
                                                                 Ψ =
𝐴
𝑃×𝑅
                                                                          (1  
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Where A = grain area in µm2, P = grain perimeter, and R = grain radius, both in µm. Sphericity 
describes how closely the grain boundary resembles a circle; Values of 0.5 indicate a 
perfectly round grain, decreasing to 0, or very serrated (Fan et al., 2020), and is a useful 
indicator for grain boundary lobateness. Larger grains tend toward lower sphericity values, 
but small grains (<200 µm) span a wider range of sphericity values, between 0.5 and 0.2 
(Figure 2.5a-d). Graphs of grain size vs. sphericity have flat profiles for peak experiment 
samples, showing grain sphericity is constant as grain size increases (Figure 2.5a). All peak 
impure samples have similar average sphericity values (~0.32), except sample PIL233, 
which has an average value of 0.37, due to low quality map collection. Standard ice peak 
samples have slightly lower sphericity values compared to the impure ices at both 
temperatures. 
At all strain rates, the warmer deformed samples have lower average sphericity values than 
those deformed at -30°C. For example, at 5x10-6 s-1 the samples deformed at -10°C have 
average Ψ values of ~0.31, lower than those deformed at -30°C (~0.33; Figure 2.5d). The 
sphericity of grains for experiments deformed at 5x10-6 s-1 and 1x10-5 s-1 decrease as grain 
size increases. The gradient is initially steep for small grain sizes, then eases from ~100 µm. 
This initial steep gradient is not present for standard ice samples (Figure 2.5c, d) and most 
pronounced in central ice samples. Ice deformed at 1x10-4 s-1 also does not have this feature 
across all chemistries. Across all temperatures and strain rates in this study, sphericity 
appears to increase slightly as the concentration of chemical impurities increases in ices 
deformed both to 1-3% and ~15% (Figures 2.5a-d).  
 
2.4 Discussion 
2.4.1 Deformation mechanisms 
Mechanical evolution 
The stress-strain curves for all samples relax from a clear yield stress to a near-constant 
flow stress (Figure 2.3). This is comparable to published constant-strain rate experiments 
(Durham et al., 1983; Qi et al., 2017; Fan et al., 2020). The yield and flow stresses correspond 
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to the strain rate minimum (secondary creep) and steady state (tertiary) creep in constant 
load experiments (Budd & Jacka, 1989; Jacka & Li, 2000; Treverrow et al., 2012). The 
transition from secondary to tertiary creep has been interpreted as the onset of dynamic 
recrystallisation, CPO development and grain size reduction (Jacka & Maccagnan, 1984; 
Wilson et al., 2014).  
Coastal ices have slightly higher yield and flow stresses compared to central and standard 
ices at all experimental parameters except at -30°C, at the slowest strain rate (Figure 2.3). 
Central and standard ices typically have very similar yield stress values but deviate in 
strength as steady-state stress is reached, with standard ices typically having lower stresses. 
This suggests that, for low concentrations of soluble impurities, chemistry affects the 
mechanical behaviour of ice largely in the tertiary creep stage. The coastal ice being 
strongest throughout both the secondary and tertiary stages may indicate an increase in 
ionic concentration encourages early onset chemical effects. These results are consistent 
with recent experiments on ice doped with CaSO4 (Hammonds & Baker, 2016), however 
experiments by Craw (2018) describe ice synthesised with ice core melt and as being 
weaker compared to standard ice, both at the secondary and tertiary creep stages. It is worth 
noting a potential trace fraction of dust in these ices from Craw (2018) which may contribute 
to weakening. 
Microstructural evolution 
Samples deformed to peak stress all have similar orientation maps, random CPO, and 
comparable grain size distributions (Figure 2.5). The mean grain sizes are similar to 
undeformed standard ice (230±100 µm) reported by Qi et al. (2017). The average sphericity 
of grains in the standard ice at both -10°C and -30°C are lower than the coastal and central 
ices. This is despite these samples only reaching ~1% strain, while the impure ices have 
reached 1-3% strain (Table 2.2). This suggests impurities have been swept from the lattice 
and are beginning to pin grain boundaries within 1-2% strain.  
The microstructure of ice deformed to high strain informs us which deformation 
mechanisms are dominant during deformation. The presence of grains with internal 
distortion and subgrains is indicative of subgrain rotation (SGR) and recovery as a dominant 
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recrystallisation mechanism. The c-axis CPO of ice deformed by SGR is a weak cluster toward 
the direction of compression. Grain size is reduced from the starting grain size and grains 
typically have high sphericity. Ice recrystallised dominantly by grain boundary migration 
(GBM) has a strong, open cone CPO about the compression direction and serrated to lobate 
(low sphericity) grains. Small, strain-free grains are also found in these samples.  
Ices deformed to high strain at -10°C have low sphericity grains, from serrated at high strain 
rates to more lobate at low strain rates, with subgrains present in all samples. This suggests 
both SGR and GBM are operating during deformation. At high strain rates, the CPO is a weak 
cluster, while at low strain rates the CPOs are open cones. This suggests a transition from 
GBM dominated to SGR dominated recrystallisation as flow stress and strain rate increases. 
At -30°C, all samples have relatively higher sphericity grains compared to samples deformed 
at -10°C regardless of applied strain rate, and subgrains again are present in all ices. All 
experiments have cluster CPOs, indicating SGR is dominant at cold temperatures. This is 
consistent with experiments at -30°C from Craw et al. (2018) and Fan et al. (2020), as 
mobility of grain boundaries by GBM increases with warm temperatures, so GBM becomes 
less effective as temperature decreases (Urai et al., 1986; Jacka & Li, 2000). 
Grain sizes 
All samples deformed to ~15% strain have smaller grain sizes than those measured in 
undeformed standard ice (Qi et al., 2017) and peak experiments from this study (Figure 
2.5a). As strain increases, recrystallisation processes reduce grain size with the formation 
of subgrains during SGR and small, strain-free grains formed during GBM (Urai et al., 1986; 
Bestmann & Prior, 2003). Coastal ices have smaller grain sizes at almost all temperatures 
and strain rates, which is inferred to be due to the presence of soluble impurities at grain 
boundaries inhibiting grain growth (Figure 2.5, 2.8). Central ices have grain sizes that are 
similar to standard ice (within error). The lower concentrations of impurities may be 
insufficient for effective inhibition of grain growth. These recrystallisation processes are 
grain size insensitive. As grain size decreases, processes that are sensitive to grain size, like 
diffusion creep and grain boundary sliding (GBS), become more prominent and 
mechanically weaken the ice (Goldsby & Kohlstedt, 1997). GBS is likely to be an important 
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process in predicting the flow of natural, fine grained ice found as layers in major ice sheets 
and is included in constitutive flow laws defined by Goldsby & Kohlstedt (2001) and Kuiper 
et al. (2020a, b). Coastal samples also have high sphericity and slightly weaker c-axis pole 
figures compared to central and standard ices across the full flow stress range (Figure 2.5), 
typically indicative of weakening by GBS. 
 
2.4.2 The effects of chemistry 
It is apparent from mechanical data that chemical impurities strengthen ice at warm 
temperatures and slow strain rates (Figure 2.9). However, traditional interpretations of the 
microstructural data would conclude that chemical impurities should weaken ice at both 
temperatures. Experiments from Craw (2018) found ice with natural chemical compositions 
was mechanically weaker, with significantly smaller mean grain sizes compared to pure ice 
at 20-25% strain, and determined impurity drag (Alley et al., 1986a) as inhibiting grain 
growth and encouraging diffusion creep and GBS. Hammonds & Baker (2016) show ice 
doped with Ca2+ as having higher yield and flow stresses than pure ice. Grain size analysis 
showed similar grain sizes at 1x10-4 and 1x10-5 s-1, but doped ices had larger grain sizes at 
1x10-6 s-1 and concluded another impurity may be inhibiting grain growth in natural ice.  
The addition of solutes and particles and subsequent strengthening of metals and ceramics 
at high homologous temperatures has been intensively studied (Varvenne, 2017). The 
process involves introducing chemical species which take up space in the crystal lattice 
either substituting in for a parent molecule or by sitting interstitially (Roesler et al., 2007). 
These act as barriers to dislocation motion, inhibiting dislocation creep and dislocation 
climb (Askelund, 1996; Hosford, 2010). At high concentrations, this can increase the yield 
stress of materials, but studies have shown this strengthening effect diminishes and begins 
to soften materials as the homologous temperature decreases (Okazaki, 1996). This could 
explain the lack of strengthening in impure samples at -30°C but is inconsistent with results 
from Hammonds & Baker (2016), who found the strength of Ca2+ doped ice increases as 
temperature decreases. This effect also decreases as concentration decreases, which can 






Figure 2.9.  Schematic drawing of the a) mechanical behaviour during the deformation process, b) 
microstructural development and grain size effects with increasing strain and c) CPO transitions with 
increasing stress for standard, central and coastal ices deformed under uniaxial compression at -10°C 
and d,e) at -30°C. GBM – grain boundary migration, SGR – subgrain rotation, GBS – grain boundary 
sliding. 
 
The peak experiments indicate impurities are likely removed from the lattice within a few 
percent strain, and published EDS analysis has found impurities are exclusively in grain 
boundaries by 25% strain (Hammonds & Baker, 2016; 2018). Smaller grain sizes are 
perceived by materials scientists as strengthening, as grain boundaries are considered 
impenetrable barriers to the intergranular movement of dislocations (Carlton & Ferreira, 
2007). Dislocations pile up at boundaries, and require considerable driving force to migrate 
(Whang, 2011). This effect, called the ‘Hall-Petch’ effect, illustrates an increase in yield stress 
as grain size decreases until a size limit is reached; Below this limit, GBS dominates and 
weakens the material (Hall, 1951; Petch, 1953). This could explain a strengthening effect in 
the tertiary creep stage between coastal, central and standard ices at -10°C (Figure 2.9), but 
this effect has not been previously documented for ice. GBS may still be active, as coastal 
ices have weaker CPOs and more polygonal grains than central and standard ices. This fails 
to explain a lack of chemical effect in impure ice at -30°C, as the Hall-Petch effect should 
become more effective at low temperatures (Ono et al., 2003). 
 
2.4.3 CPO and grain size development with stress 
Two interesting results from this study are the relationships between CPO strength and 
grain size vs flow stress (Figure 2.7, 2.8). The strength of the CPO, quantified by the J- and 
M- index, define piezometers that are independent of chemistry and temperature between -
10 and -30°C, and stresses <10 MPa. The piezometers are power law relationships, with 
stress exponents of -0.33 (J-index) and -2 (M-index). A piezometer for CPO strength has not 
been defined for other materials but is likely restricted in its usefulness for natural samples 
due to the limited temperature and stress range, and will not be representative of ice 
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deformed under different kinematics (e.g. shear; Hudleston, 2015). Mean grain size data vs 
flow stress defines a line that appears independent of chemistry and temperature. The CPO 
strength data and grain size piezometer are defined in the same stress and temperature 
range (Figure 2.8). Grain size piezometers have been defined for many minerals (Twiss, 
1977; Jacka & Li, 1994; Cross et al., 2017, Platt & De Bresser, 2017) in an effort to predict 
the flow stress for natural samples, e.g. in ice sheets.  
A CPO strength and grain size piezometer independent of chemical composition has 
interesting implications for the prediction of ice sheet and glacial stresses, as the effects of 
chemistry should not need to be accounted for. However, natural ice flow is dynamic, with 
local stress kinematics changing across ice sheets from longitudinal extension and shear in 
glaciers and ice streams, to compression in buttressing ice shelves (Hudleston, 2015; Craw 
et al., 2018). As a result, CPO has shown to readily adapt to changing kinematics by Craw et 
al (2018). Peternell et al. (2019) concluded mean grain sizes may not be indicative of a stable 
steady-state grain size even by ~60% strain, and is dependent on the strain rate, which turn 
can be affected by englacial temperature and active deformation mechanisms. With depth 
through an ice sheet, CPO and resultant grain sizes will then be different, so applying an 
extrapolated piezometer to a natural scenario will be complicated. 
 
2.5 Conclusions 
Uniaxial compression experiments have been performed on ice with compositions modelled 
after Antarctic ices in an effort to better constrain the mechanical effects of chemistry on ice 
flow. Chemical effects have proven to be difficult to evaluate; Earlier work has shown ice 
doped with ionic species are typically weaker than pure water ice, though some ions have a 
slight strengthening effect. This study has shown the following: 
1. The most impure coastal ice has slightly higher yield and flow stresses than the less 
impure central and pure water ices, which have very similar strengths, in most 
experiments. Log stress log strain rate plots indicate the impure ices have no 
strengthening effect at cold temperatures and a strengthening effect at warm 
temperatures, becoming increasingly prominent as strain rate decreases.  
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2. Strengthening is suggested to be caused by the addition of solutes to the crystal 
lattice acting as barriers to dislocation movement. This theory, called solid solution 
strengthening, is commonly used to increase the yield stress in metals. The 
strengthening effect increases as the concentration of added solutes increases, which 
could cause the strengthening of coastal ice. This effect diminishes at cold 
temperatures, which could explain the lack of strengthening at -30ºC.  
3. Microstructural analysis on ices deformed to 1-3% strain have found standard ices 
begin to undergo recrystallisation at these strains, as indicated by serrated grain 
boundary development. Central and coastal ices have higher sphericity grains, 
indicating impurities have already been swept to grain boundaries to inhibit grain 
growth by this stage.  
4. Data on ices deformed to ~15% strain have shown coastal ice has a smaller mean 
grain size and slightly higher sphericity than central and standard ice at almost every 
temperature and strain rate. This is likely due to impurity drag resulting in an 
increased component of grain size sensitive mechanisms such as grain boundary 
sliding. This is typically a weakening mechanism, though the impure ices are stronger 
or of the same strength as pure ice at -10°C and -30°C, respectively. A reduction in 
grain size has proven to be strengthening in other materials, called the Hall-Petch 
effect, however this has not been seen in ice before. 
5. A quantitative CPO strength piezometer and grainsize piezometer has been defined 
within stresses of 1-10 MPa and temperatures of -10°C to -30°C. These piezometers 
are independent of chemical composition. The CPO piezometers, defined from J-
index and M-index values, are power law relationships with stress exponents of -0.33 
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Abstract 
To date, the microstructural dataset for natural ice collected at the margins of glaciers and ice 
streams is small. The flow of ice from the center of ice sheets to the oceans are strongly controlled 
by these fast flowing outlets, so a knowledge of the mechanical behaviour in these regions will be 
crucial for modelling polar ice sheet response to global warming. The margins are considered shear 
margins as they contain a velocity gradient from the edge to the center of the glacier or ice stream. 
In this study, a 58 m ice core has been collected from the margin of the lower Priestley Glacier, Terra 
Nova Bay, Antarctica, in order to describe the deformation behaviour and resultant microstructure 
with depth in a glacial shear margin. Microstructural analysis of the top 33 m of this core describes 
a very strong fabric (C-axis primary eigenvalue ~0.9) with c-axes aligned sub-perpendicular to flow, 
rotating as far as 50° antithetic to shear throughout the core. Grains have constant mean grain sizes 
and shapes with depth and display internal distortion and subgrains in all samples. Misorientation 
analysis indicates a transition at 5-10 m from basal and nonbasal slip to mostly basal slip with depth. 
The presence of ‘oddly’ oriented grains, smears of c-axes interpreted as weak secondary maxima in 
shallow (<5 m) and deep (>25 m) samples, and low relative frequencies of low angle grain 
boundaries indicates subgrain rotation is active as a recovery mechanism throughout the core and 
grain boundary migration is most effective as a recrystallisation mechanism in the top 5 m, where 
temperatures approach 0°C in summer months, and below 25 m, likely driven by increases in strain 
energy. The CPO and SPO azimuths relative to the shear plane in Priestley samples are rotated 
antithetic to flow. This is not seen in experiments or other natural shear zones and is proposed to be 
a result of the rigid rotation of blocks of ice within the shear zone. Marginal shear stresses are 
predicted to be 80-600 kPa, fluctuating between 20 and >1100 kPa in surface ice due to seasonal 
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temperature variation. This near surface record will be further analysed and used in conjunction 
with other datasets to understand the deformation behaviour and fabrics of the glacier margin at a 
large scale. 
 
3.1 Introduction  
As a result of global warming, the loss of ice from the polar ice sheets will accelerate. To 
improve the accuracy of ice sheet dynamics and climate response modelling, a better 
understanding of the rheology of natural ice is required. Ice sheet flow comprises a 
combination of internal deformation and sliding at the base,  under the influence of gravity, 
tidal forces, and other external stresses (Alley, 1992; Marshall, 2005; Aster & Winberry, 
2017). Ice temperature is an important factor in both processes. Increases in surface 
temperature and melting has been documented in recent decades (Zwally et al., 2002; 
Phillips et al., 2010) and is a contributing source of meltwater at the base of glaciers and ice 
sheets, where friction with bedrock also causes melting (Marshall, 2005). Englacial (within 
the ice sheet) temperature is also an important factor in determining how ice responds to 
applied stress, expressed by flow laws used to predict the internal deformation component 
of ice flow (Glen, 1955; Goldsby & Kohlstedt, 2001; Kuiper et al., 2020a) In past efforts, ice 
is assumed to be a structurally homogeneous and initially isotropic body. In reality, natural 
ice contains impurities, such as air bubbles (Roessiger et al., 2012), solid particulates 
(Durham et al., 1992), seasonally driven layering (Fujita et al., 2014), fractures and folds 
(Lawson et al., 1994), and typically have low concentrations of chemical species (Legrand, 
1987; see Chapter 2 of this thesis). These impurities can affect the mechanical and 
microstructural properties of flowing ice, and can vary in composition and concentration 
spatially (Mulvaney & Wolff, 1994), seasonally (Kuramoto et al., 2011), and with depth 
through a section of ice (Durand et al., 2006; Obbard & Baker, 2007), resulting in 
heterogeneities in ice structure on a broad range of scales.  
Ice 1h is the naturally occurring phase of ice under Earth conditions, and makes up all of the 
planet’s ice sheets, ice streams, glaciers and ice shelves (Pauling, 1935; Bamber et al., 2018). 
Single ice crystals behave anisotropically, deforming by slip on the basal (0001) plane sixty 
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times more easily than along any other plane (Duval et al., 1983; Azuma, 1994). In 
polycrystalline ice, grains poorly oriented for basal slip are highly distorted under applied 
stress, so are preferentially consumed by well oriented grains (Budd & Jacka, 1989). As ice 
flows, a larger scale anisotropy forms in the ice mass as a crystallographic preferred 
orientation (CPO), often referred to in glaciology and material science as crystal orientation 
fabric (COF), fabric, or texture (Goodman et al., 1981; Alley, 1992; Faria et al., 2014b). The 
CPO is dependent on deformation kinematics, pressure and temperature (Montagnat et al., 
2014; Qi et al., 2017; Fan et al., in press). For example, in regions where simple shear is the 
dominant kinematic regime (at the base or margins of glaciers; Hudleston, 2015), a c-axis 
maximum forms perpendicular to the shear plane where temperatures are low, and the 
dominant deformation mechanism is grain rotation through basal slip (Alley, 1992; Qi et al., 
2017). At higher temperatures, dynamic recrystallization dominates, and the CPO forms 
a secondary maxima subnormal to the shear plane (Qi et al., 2019; Journaux et al., 2019).  
 
 
Figure 3.1. Observed temperature 
profile for the Byrd Station borehole, 
Antarctica from Radok et al., 1970, with 
modelled near surface temperature 
profiles for summer and winter air 
temperatures from van Ommen et al., 
1999. Observed CPOs from the Byrd 





Englacial temperature can affect the deformation kinematics of ice during flow, hence 
affecting CPO formation (Duval & Castelnau, 1995; Vaughan, 2016; Fan et al., 2020). While 
the majority of thick ice sheets have englacial temperatures between -20°C to -40°C, typical 
down borehole temperature profiles describe warmer temperatures, often nearing 0°C, 
toward the base (Jackson & Kamb, 1997; De La Chapelle et al., 1998; Montagnat & Duval, 
2000). At the near surface, ice is modelled to experience large temperature changes 
throughout the year, influenced strongly by air temperatures and crevassing (Harrison et 
al., 1998; van Ommen et al., 1999). Dominant deformation kinematics therefore vary with 
depth; Typically, ice cores are dominated by grain rotation and basal slip with depth, while 
toward the base grain boundary migration recrystallization dominates (Figure 3.1) (Obbard 
& Baker, 2007; Montagnat & Duval, 2000; Weikusat et al., 2017). CPO changes down these 
ice cores indicate changes in the anisotropy and mechanical structure (viscosity, seismic 
properties) of ice. An ice core from the margin of the fast flowing Priestley Glacier has been 
collected, and this study aims to describe the microstructural evolution of ice in the near 
surface (<35 m), where fluctuations in temperature and mechanical heterogeneities are 
most pronounced, particularly in summer months. This study aims to contribute to a small 
existing microstructural dataset collected from areas dominated by shear kinematics 
(Hudleston, 1977; Jackson & Kamb, 1997; Monz et al., 2020).  
3.1.1 Priestley Glacier  
The Priestley Glacier is a 96 km long, 7 km wide glacier that flows from Victoria Land Plateau 
into the Nansen Ice Sheet, Terra Nova Bay (Deponti et al., 2006). The glacier flows at 90-
130 m yr-1 (Frezzotti et al., 2000). A 58 m long core was collected during the 2019-2020 
Antarctic field season. The drilling site in Figure 3.2 is located on the eastern margin of the 
glacier, in a blue ice area adjacent to Black Ridge, south of the glaciers grounding line 
(Frezzotti et al., 1998). The area is ideal for studying a large, natural shear zone margin; As 
the core has been extracted from the floating portion of the glacier, basal traction does not 
need to be accounted for, so simple shear kinematics likely dominate at all depths; However, 
the stress regime in the area will be influenced by diurnal tidal stresses. Preliminary GPS 
survey results from the 2019/2020 field season has found the strain rate of surface ice in 
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the area is ~5x10-10 s-1. At the field site, ice flows at 60-80 m/yr (Figure 3.2), and this 
increases toward the centre of the glacier. A shallow (0-60 m) summer temperature profile 
in Figure 3.3 describes warm temperatures approaching 0°C in the top 10 m, decreasing 
abruptly and stabilising to approx. -20°C below this. It is worth noting that field data, 
including surveying data, were very recently acquired by others in the K062 field team and 
require further analysis, however are crucial for this research so will be referred to 
throughout this chapter. 
 
Figure 3.2. Location map of Priestley Glacier, Terra Nova Bay (a) field site. The locations of the main 
borehole, hot water drill sites signifying the locations of deep seismic and temperature installations, 
and glacial stakes defining the surface velocity field in map b. 
 
3.2 Methods  
3.2.1 Sample collection  
The 58 m ice core was collected from the surface near the eastern margin of the lower 
Priestley Glacier, Antarctica, during the 2019-2020 field season (Figure 3.2, 3.4). Cores were 
collected and packaged in 90 cm increments. Due to a lack of storage capability 
approximately a third of the cores were stored in insulated cardboard boxes for less than 24 
hours before collection and storage in freezers. The remaining cores were temporarily 
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stored in silos drilled 2 m into the surface ice. The top 2 m of the core was lost in the field. 
An initial fiducial mark was established by marking an uneven section of the core in the top 
1 meter to orient the core to a tent reference frame (Figure 3.5). The cores were then fit 
together and oriented to this fiducial mark. The line orientation was visibly lost twice in the 
upper 30 m (Figure 3.4). The top 10 m of core contains many bubbles, between 0.5-1 mm in 
diameter. Few pockets of fine-grained sediment and gravels up to 5 cm in diameter are 
present throughout this section. Fractures appear sporadically throughout the top 20 m, 
often at steep angles near parallel to the core long axis.  A borehole televiewer was sent 
down the borehole after core extraction to image any features present in the core, which 
found 11 near vertical layers present in the bottom ~20 m. A series of samples were chosen 
every 1 m down to 10 m, then every 2 m down to 33 m (Figure 3.4). Temperature was also 
recorded at different depths along the borehole after the core was extracted. 
 
Figure 3.3. Observed temperature profile from the main borehole and deep seismic installations/hot 




Figure 3.4. Record of Priestley Glacier core 
with locations of sample acquisition. Outlines 
fiducial line orientation breaks both found in 





Figure 3.5. A) Photograph of core fiducial mark made in top 1 m of core collection. B) close-up of hole 
with angle of mark to tent reference. C) core processing before packaging and storage. Cores are fit 






3.2.2 Microstructural analysis  
The cores were transported to the Physics Antarctic Ice Lab at the University of Otago and 
cut into 5 mm slices perpendicular to the core axis. Four rectangular sections of the core 
slice were cut, top of the section upward, with care toward preserving the orientation 
(Figure 3.6). The cores were then returned to storage and the cut samples were placed in a 
nitrogen dry shipper at approx. -196°C, and transported to the Otago Centre for Electron 
Microscopy, University of Otago for cryo-EBSD analysis. The process for cryo-EBSD sample 
preparation and analysis are outlined in chapter 2 of this thesis and Prior et al. (2015).  
 
Figure 3.6. Core sample cutting with care to preserve the fiducial orientation line. A) labelling the 5 
mm thick core slice, arrows pointing toward the orientation line. B) ‘Windows’ cut from slice with 
another orientation arrow for cryo-EBSD analysis. 
 
A full cross-sectional orientation map was collected for all samples with a 20 µm step size, 
as well as 2-4 high spatial resolution maps of smaller areas with a 5 µm step size. Whole 
maps were montaged using AZtec software, and data were then exported to HKL Channel 5, 
where small (<10 pixel) errors with 1° misorientations within grains were removed. Data 
were cleaned using EBSDInterp 1.0 (Pearce, 2015), a MATLAB based program using band 
contrast to remove wildspikes and reduce noise. The MTEX toolbox for MATLAB (Bachmann 
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et al., 2011) was used to quantify microstructural parameters and perform misorientation 
analysis.  
In an effort to assess the presence of bubbles in the samples, each bubble was counted, 
defined as being on a grain boundary or within a grain, then run through the ImageJ based 
image processing package Fiji to measure bubble areas and shape characteristics. For a few 
samples each bubble was also manually outlined and run through the ImageJ particle 
analysis function, allowing two approaches at area and shape analysis.  
 
3.3 Reconstructing orientation  
At 7 m, an ambiguous break in the core resulted in an obvious loss in orientation in the field 
(Figure 3.4). To reconstruct the orientation of the core below this break, two samples 
directly above and below the break were analysed (samples 008 and L008, respectively; 
Figure 3.4). C-axis orientations were plotted to compare the angles of the c-axis maxima in 
the sample reference frame (Figure 3.7a, b). The angle between samples 008 and L008 c-
axis maxima is defined as the rotation angle α. Using MTEX, EBSD data can be rotated by α 
about the core vertical axis to return sample L008 to the correct orientation as defined by 
the surface fiducial line (Figure 3.7c). Another break at 18-20 m was not recognised until 
EBSD analysis was done (Figure 3.4), but then same reconstructive techniques were used to 
return samples below this break to the correct orientation. A caveat of this reconstruction 






Figure 3.7. Calculating the rotation angle (α) from difficult fits using cryo-EBSD data. A) Sample 008 is 
the final sample oriented with the surface fiducial line. B) Sample L008 is directly below the first fiducial 
break. The c-axis alignment is plotted alongside the sample above the break to calculate α. C) EBSD 
data for L008 is rotated so the c-axis maxima is aligned with 008 and the IPF-x map is coloured 
accordingly.   
 
3.3.1 Reference frames  
There are four reference frames that will be used in this paper, outlined below and in Figure 
3.8:  
1. The ‘raw’, or unprocessed, reference frame, determined by sample placement in the 
SEM for analysis.  
2. The ‘corrected’ reference frame, where samples below fiducial line breaks are 
rotated by angle α (14.5° for samples 009-021, and 26.8° for samples 023-036) to 
restore samples back to the orientation as determined by the fiducial line from the 
surface. 
3. The ‘c-axis maxima’ reference frame, where all samples are rotated by angle β so that 
the xC axis is aligned with the c-axis maxima. The angle β is dependent on the sample 
CPO and varies from 2-40°.  
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4. The kinematic reference frame, where all samples that are already corrected to the 
surface fiducial are rotated clockwise by a further 12.4° so the flow direction is 
parallel with the yK axis.  
  
Figure 3.8. The four reference frames used in this paper: the a) ‘raw’, unprocessed sample reference 
frame, b) corrected reference frame, for samples to be reoriented after fiducial breaks, c) the ‘c-axis 
maxima’ reference frame where the x axis is aligned with the sample c-axis maxima, and d) the 
kinematic reference frame, where the y axis is aligned with the glacier flow direction. For each 





3.4.1 Field observations 
In the field site during the 2018/2019 field season, near vertical layering and fracturing was 
documented (Figure 3.9a, d). Using recent photo reconstruction, the layers appear to strike 
38° NE (Figure 3.9c). Many fractures seen in the field site cross-cut these layers (Figure 
3.9d).  
 
Figure 3.9. Reconstructing the orientation of layers at the Priestley Glacier field site. The orientation of 
layers (a) and fractures (b) relative to north using two known locations X and Y as rough bearings (c) 
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has a strike of 038. Layers have local variations and ice typically fills fractures (d). Photos and 
reconstruction from D Prior. 
The vertical layering found below 31 m during analysis of the borehole televiewer footage 
was plotted on a stereonet oriented to the geographic and kinematic reference frame (Figure 
3.10). All layers are near vertical, with 8 layers striking sub-parallel to flow. Few layers 
appear rotated clockwise relative to flow, at similar orientations to the layers oriented at 
the surface. 
 
Figure 3.10.  Lower hemisphere equal area projection of layering picked up by borehole televiewer 





Figure 3.11. EBSD orientation maps, c-, a-, and m-axis orientation pole figures, grainsize and axial ratio distributions and grainsize – sphericity diagrams 
for four representative Priestley Glacier ice samples.   Samples are oriented in the ‘corrected’ reference frame, with c-axis pole figures in c) and shape 
preferred orientation in plotted in the kinematic reference frame, and orientation maps in the ‘c-axis maximum’ reference frame.
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3.4.2 Microstructural analysis 
Sections of orientation maps, pole figures of c-, a- and m-axis orientations, and grain size 
and shape data for four representative samples are displayed in Figure 3.11. The 
orientation, grain size and shape data for all samples can be found in Appendix B. The 
orientation maps are in the c-axis maximum reference frame, so colours are biased 
toward reds and oranges, implying a strong fabric (Figure 3.11a).  There is a 
small fraction of grains that are ‘oddly’ oriented. These oddly oriented grains appear 
in the maps as isolated yellow, green, and blue grains with distinct orientations to the bulk 
of the sample (Figure 3.11a). There is a relatively large 
fraction of these grains in the shallow sample 003, 
decreasing with depth before increasing again slightly 
in sample 036 (Table 3.1). Through the whole dataset, 
the percentage of odd grains decreases from 7% to 
<1% with a few jumps at ~9 and 17 m, then increases 
from ~22 m toward the deepest sample, with 4% odd 
grains (Figure 3.12). 
Pole figures are presented in both the corrected and 
kinematic reference frame (Figure 3.11b and c, 
respectively). All samples have a strong cluster CPO, 
where c-axes are aligned sub-normal to the shear 
direction, with peak multiple of uniform density 
(MUD) values of 11-14, increasing with depth (Figure 
3.11c). The c-axis orientation of sample 003 is smeared 
asymmetrically, sub-normal to the shear plane. This is 
likely due to the c-axis orientations of a relatively large 
fraction of oddly oriented grains causing a minor cluster of c-axes away from the main 
cluster. The a- and m-axis orientations define a girdle sub-parallel to the shear direction, 
with concentrations of these axis orientations perpendicular to the shear direction (Figure 
3.11b). As depth increases in the four representative samples, the c-axis clusters tighten and 
Figure 3.12. Plot of percentage of 





increase in M.U.D value, and all axis orientations are rotated further subnormal to shear, 
more so in middle sample 013.  
Grain size frequency distributions are presented in Figure 3.11d, and the mean grain 
diameter (?̅?), peak grain diameter (?̅?𝑝𝑒𝑎𝑘), and square mean root diameter (?̅?𝑆𝑀𝑅 =
 (√?̅?)
2
) were calculated for all representative samples. The grain size distribution for all 
samples are skewed, with the majority of grains plotting toward finer grain sizes and a tail 
extending toward larger grain sizes. The mean and square root mean diameters remain 
constant within error between the four samples, while the peak grain sizes are largest in 
sample 003 (850-900 µm) and decrease toward the deepest samples (Figure 3.11d). Graphs 
of ?̅? and ?̅?𝑆𝑀𝑅  against depth for all samples in Figure 3.11 show little significant change in 
grain size down the core. A table of grain size data for all samples in this study can be found 
in Appendix B. The ?̅?𝑆𝑀𝑅  values, defined by Fan et al. (2020) and in Chapter 2 of this thesis, 
have lower errors, and describe a small region of slightly lower mean grain sizes from 20-
26 m (850-986 µm) before peaking at ~27 m (1246 µm; sample 031).  
 
 





Axial ratios (𝑑𝐿𝑜𝑛𝑔 𝑎𝑥𝑖𝑠/𝑑𝑆ℎ𝑜𝑟𝑡 𝑎𝑥𝑖𝑠) have been calculated for grains in each sample, plotted in 
Figure 3.11e. Plots are skewed toward lower axial ratios, with few ratios extending toward 
values >3. Sample 003 has less of a tail than deeper samples. This indicates that in all four 
representative samples, few grains are significantly elongate. Mean aspect ratios in these 
samples are 1.6-1.7, which is consistent in the full dataset as depth increases (Figure 3.13). 
Shape preferred orientations (SPOs), defined as the angle between the sample x axis (in the 
kinematic reference frame, this is perpendicular to flow) and an individual grains long axis, 
are compiled in Figure 3.11f. All samples have a relatively strong long axis orientation sub-
parallel to the x axis, with few grains oriented 45° to the flow direction. The SPO for sample 
036 is less pronounced compared to shallower samples. The mean long axis orientation 
azimuth for each sample is plotted with depth against the orientation of the c-axis cluster 
relative to the xK axis, perpendicular to flow (Figure 3.14). In the top 10 m, the mean SPO 
azimuth is similar to the CPO maximum azimuth, plotting ~45-70° from the flow direction 
(yK). From 10-20 m, the SPO azimuth decreases, rotating further toward flow-parallel 
alignment than the CPO maximum. Below 20 m, the SPO azimuth increases toward the xK 
axis, at a greater angle than the CPO maximum. Here, the angle between the CPO maximum 
and SPO mean orientations are relatively constant with depth, from 20-45° (Figure 3.14). 
Grain boundary shapes in all samples are dominated by straight and slightly curved 
boundaries, with some larger grains displaying irregular grain shapes (Figure 3.11a). Most 
samples have grains with straight to slightly curved subgrain boundaries. There does not 
appear to be any discrimination between the shapes of oddly oriented grains and the bulk 
of grains in most samples. The parameter sphericity (Ψ), described in Chapter 2 of this 
thesis, calculates how closely a grain resembles a sphere; Values of 0.5 indicate a perfectly 
round grain, decreasing to 0, or very serrated (Fan et al., 2020), and is a useful indicator for 
grain boundary lobateness. These samples have average sphericity values decreasing with 
depth from 0.367 in sample 003 to 0.326 in sample 036 (Figure 3.11g). In all samples, larger 
grains tend to be more lobate than small grains, reaching values of ~0.2 (Figure 3.11g). Very 
small grains (<500 µm) also have a spread of sphericity values between 0.5 and 0.2. Average 
sphericity values fluctuate between ~0.33-0.36 in the top 10 m before stabilising, 
decreasing slightly with depth (Figure 3.13). The slight depression in sphericity at ~20 m 
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coincides with the onset of decreasing grain size seen in Figure 3.13 and decreasing 
percentage of oddly oriented grains in Figure 3.12.   
 












S1 S2 S3 
003 2.40 43 7.71 4.37 0.35 0.81 0.15 0.03 
013 11.9 2 0.53 6.56 0.56 0.93 0.05 0.01 
023 20.1 8 1.82 7.71 0.60 0.96 0.03 0.01 
036 32.3 14 4.06 7.34 0.56 0.94 0.05 0.01 
 
Table 3.1 contains the J- and M-index values and c-axis eigenvalues computed for each 
sample. The J-index, or texture index, is computed based on the samples orientation 
distribution function (ODF). The ODF is a quantitative description of CPO in Euler angle 
space, and a measure of volume fraction of grains with a certain orientation (Bunge, 
1982). Values for J-indices range from 1 (random distribution) to infinity (single crystal 
orientation). The J-index values for all samples increase with depth, from 4.37 for the 
shallowest sample 003, to 7.71 for sample 023. The J-index then decreases slightly to 7.34 
in sample 036.   
The M-index is defined by Skemer et al. (2005) as the difference between a theoretical 
uniform distribution and the uncorrelated misorientation angle distribution, calculated 
from each sample, and values range from 0 (random fabric) to 1 (single crystal fabric). The 
misorientation angles, or the angle required to rotate two grains about a common axis to the 
same orientation, decrease in a sample with a strong fabric, as grains become preferably 
aligned and have increasingly similar orientations. The M-index values for these samples 
follow the same trend for the J-index values, increasing from sample 003 to 023, then a slight 





Figure 3.14. Plots of quantitative fabric strength and orientation vs. depth. The azimuth of the c-axis 
maximum orientation is compared to mean grain and bubble long axis orientations as angles relative 
to the xK axis (perpendicular to flow). Strength indicators are presented as J-index, M-index and c-axis 
eigenvalues. 
 
CPO strength can also be described by the c-axis eigenvalues, based on the sample 
orientation tensor (Woodcock, 1977; Mainprice et al., 2015). In the four samples in Table 
3.1, E1 values increase with depth to 10 m, while both E2 and E3 decrease to 10 m then remain 
constant to 33 m. The quantitative CPO strength parameters for all samples are plotted 
against depth in Figure 3.14. The J- and M-index and eigenvalue E1 all show similar trends, 
slightly weaker at the surface increasing with depth, while eigenvalues E2 and E3 decrease. 
Sudden decreases in CPO strength coincide with samples at 9 and 17 m having greater 










Figure 3.15. Misorientation distribution analysis for four representative Priestley Glacier samples in the 
corrected reference frame. CVA – crystallographic vorticity axis 
 
3.4.3 Misorientation analysis  
Figure 3.15 provides maps of intragranular misorientation, which provide measurements of 
misorientation (in degrees) of each pixel in a grain from the average misorientation of the 
grain (‘mis2mean’), for four representative samples. Grain boundaries (with a 
misorientation threshold of 10°) are plotted in black. Any sudden increases in 
misorientation in grains indicate the presence of subgrain boundaries. The bulk of grains in 
sample 003 show less intragranular misorientation than deeper samples 013, 023 and 036, 
which have large, irregular grains with higher degrees of internal distortion (Figure 3.15a).  
The neighbour-pair (correlated) misorientation axes, or the axis of rotation required to align 
two adjacent crystal lattices, are plotted for low angle subgrain boundaries (5-10°) and all 
grain boundaries in the ‘corrected’ reference frame, in Figure 3.15b & c, respectively. Grain 
boundaries with misorientations of <5° were excluded as measurements for such low angle 
boundaries are prone to error (Prior et al., 1999). The misorientation axes for low angle 
boundaries plotted in the sample reference frame do not define any clear trends, with 
multiple weak maxima parallel to subparallel to the core axis (Figure 3.15b).  The 
distribution of misorientation axes for all grain boundaries show a distinct cluster of axes 
(Figure 3.15c).  The axes maximum for sample 003 is perpendicular to the shear direction, 
within the shear plane, and a M.U.D value of 2. With depth, the axes cluster rotates between 
samples 003 and 013, to lie perpendicular to the shear plane, with M.U.D values between 1.5 
and 2 (Figure 3.15c).  
In the crystal reference frame, the low angle boundary misorientation axes in sample 003 
weakly cluster around direction (11-22), between the c- and a-axes (Figure 3.15b). In deeper 
samples, two weak (1-1.4 M.U.D) concentrations of misorientation axes are present, one on 
the c-axis and the second between the a- and m-axes in the basal plane. The secondary 
cluster in the basal plane shrinks toward the deeper samples, with the secondary cluster 
present only about the a-axis in sample 036 (Figure 3.15b). For all grain boundary 
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misorientation axes, all samples except for the shallowest sample cluster about the c-axis; 
sample 003 has two concentrations of axes, one about the c-axis and the other between the 
a- and m-axes, similar to the low angle boundary misorientation axes in deeper sample 013 
(Figure 3.15c).  
In addition to the correlated (neighbour-pair) grain boundary misorientation analysis, the 
uncorrelated (random-pair) grain boundary misorientation distributions for the 
representative samples are plotted in the sample and crystal reference frames in Figure 
3.15d. The uncorrelated misorientation distribution is calculated from random pairs of 
grains, not necessarily adjacent (Wheeler et al., 2001). All samples have similar pole figures 
and inverse pole figures to those for the correlated misorientation distributions (Figure 
3.15c). The axis cluster for sample 013 in sample reference frame has rotated to lie sub-
normal to the shear plane and form two weak maxima, while in the crystal reference frame 
the cluster about the c-axis is less intense than observed for the correlated misorientation 
distribution (Figure 3.15c & d). 
Crystallographic vorticity axis (CVA) analysis, a method of defining a samples bulk axis of 
vorticity from the intragranular dispersion axes of individual grains (Michels et al., 2015; 
Kruckenberg et al., 2019), has been undertaken for all samples and the results are plotted in 
Figure 3.15e. The CVA of a sample is calculated by determining the axis of vorticity for 
individual grains with >1° of grain orientation spread, using Matlab toolbox MTEX (Michels 
et al., 2015), and plotting the axes in the sample reference frame to determine a preferred 
bulk axis of vorticity. The CVA pole figures in Figure 3.15e are plotted in the ‘corrected’ 
reference frame. The pole figure for sample 003 describes a single maximum of vorticity 
axes, normal to the shear direction, with some weak concentrations of axes sub-normal to 
the shear plane. Between samples 003 and 013 there is a formation of a second cluster of 
axes normal to the shear plane. This newly formed cluster is the primary maximum for 
sample 013. Samples 023 and 036 retain the dual maxima, but the primary cluster returns 
to the same position as sample 003, normal to the flow direction, and strengthens with depth 




A relative frequency distribution of correlated and uncorrelated misorientation angles is 
provided in Figure 3.15f. The distribution for grain boundaries in sample 003 is skewed to 
the left, with the peak angle for both correlated and uncorrelated boundary angles being 
~30°. In sample 013, the distribution is increasingly skewed, where boundary 
misorientation angles above 60° become rare. With depth, the peak misorientation angles 
remain 20-30°, with very low frequencies of high angle grain boundaries. The relative 
frequencies of low angle (<10°) grain boundaries remains lower than 5% over all four 
representative samples. Maps of grain boundary misorientation in Figure 3.15g show that 
the majority of grain boundaries have misorientation angles <10°. Sample 003 contains a 
high percentage of high misorientation angles, as the samples has the most oddly oriented 
grains (Table 3.1). Subgrains are more abundant in samples 023 and 036, with 
misorientation angles largely >8°. Here, subgrains have clearly straight boundaries, with 
many having stepwise shapes (Figure 3.15g). 
 
3.4.4 Bubble analysis  
Throughout each sample are many small bubbles. These bubbles were manually counted in 
three samples to acquire proportions of bubbles on grain boundaries or within grains. It was 
determined that on average 77-87% of bubbles were found on grain boundaries. Figure 3.16 
shows electron images of the bubble structure of sample 020. Bubbles are relatively 
spherical in the profile plane, with a small proportion appearing stretched or as multiple 
bubbles connected (Figure 3.16a, b). Bubbles can also cluster in and around grain 
boundaries, seen in Figure 3.16c.  
Bubble size and shape data for selected samples are compiled in Figure 3.17. Two methods 
have been applied to this analysis; Particle analysis was done both directly from the electron 
image montages for each sample, and after bubbles were manually traced off the montages. 
This may be advantageous as particle analysis on the electron image may identify cracks or 
surface impurities as bubbles. However, manual tracing may inevitably miss a fraction of 
very small bubbles. All samples were arranged in the kinematic reference frame. From the 
data, the equivalent radius and aspect ratio frequency diagrams have been calculated. The 
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shape preferred orientation, described as the angle of the bubble long axis relative to the 
image x-axis (perpendicular to flow direction) is presented in a rose diagram.  
Direct image analysis 
The mean diameter for bubbles in the two shallow samples 003 and 004 are slightly higher 
(240-250 µm) than deeper samples, however the errors are large enough for any size 
difference to be less significant (Figure 3.17a). The frequency diagrams for all samples are 
skewed toward smaller bubble sizes, with peak bubble sizes around 160-240 µm. The mean 
aspect ratios for bubbles in all samples remain constant between 1.6-2.0, reaching a 
maximum 2.1 for sample 020. The diagrams are again skewed to the left with peak aspect 
ratios <1.5 (Figure 3.17b) and have a small percentage of bubbles with aspect ratios >5, 
presumably identifying connected bubbles as very elongate single bubbles. There is an 
obvious shape preferred orientation in all samples, with bubble long axes oriented ~45° to 
the x axis, rotating slightly sub-parallel with the flow direction with depth. Orientations are 
less pronounced in the top two samples and are most readily aligned in sample 020 (Figure 
3.17c). It is worth noting that these are 2D assumptions of bubble orientation, and Figure 
3.16 can show bubbles may appear to be elongate on the sample surface but have been cut 
on an angle and are not representative of true bubble shape and orientation.  
Manual trace analysis 
The bubble sizes are slightly less skewed, with mean diameter values higher than those 
taken directly from the electron image. Mean values are relatively constant with depth, 
reaching a maximum of ~390 µm in sample 020 (Figure 3.17d). Aspect ratio frequency 
diagrams are more skewed toward lower aspect ratios, highest in the shallowest samples 
(1.4) but remaining stable at 1.3 with depth (Figure 3.17e). These discrepancies may come 
from ignoring features on the ice surface that direct particle analysis may pick up, as well as 
issues with tracing making bubbles appear more spherical. The shape preferred 
orientations are less definitive throughout the core, changing between being oriented 45° 
clockwise from the x axis (away from the rotation induced by shear) and 45° from the x axis 
anticlockwise (toward shear induced rotation; Figure 3.17f). This may be due to 




Figure 3.16. Electron images of sample 020. A) full montage image showing bubble arrangement, b) 




Figure 3.17. Bubble size 
and shape analysis for 
samples along the 
Priestley Glacier ice 
core. The bubble 
radius, aspect ratio and 
shape preferred 
orientation (contours 
in %) are calculated for 
automatically analysed 






3.5.1 Deformation mechanisms 
Internal deformation in ice sheets is accommodated by multiple processes. Under applied 
stress, grains of ice are deformed and accumulate dislocations due to basal and nonbasal 
intracrystalline slip (Piazolo et al., 2013; Chauve et al., 2017b). To reduce dislocation density 
and strain energy, recrystallisation and recovery has to take place (Duval & Castelnau, 1995; 
Montagnat & Duval, 2000). Past studies have shown intracrystalline slip is the main 
deformation mechanism in polar ice sheets (Duval et al., 2010; Faria et al., 2014b). The CPO 
of polycrystalline ice is initiated by this process (Wilson et al., 2014), as the c-axes of grains 
are rotated to align with shear, producing internally distorted grains and a shape preferred 
orientation sub-perpendicular to the shear plane (Lister & Snoke, 1984). Microstructural 
analyses on deep Antarctic ice cores describes changes in recrystallisation mechanisms with 
depth (Gow & Williamson, 1976; Obbard & Baker, 2007; Faria et al., 2014a and references 
therein). Typically, shallow ice undergoes grain growth, before transitioning to rotation 
recrystallisation at a depth dependent on the ice sheet thickness and temperature (Duval & 
Castelnau, 1995; Faria et al., 2014a). Toward the base, where temperatures increase from -
10°C to 0°C, grain boundary migration (GBM) becomes dominant.  
Grains in all Priestley samples have an obvious SPO, sub-perpendicular to flow (Figure 
3.11f). Maps of intracrystalline misorientation show large grains have significant lattice 
distortion, particularly in deeper samples (Figure 3.15a). Grain boundary shapes in all 
Priestley samples are slightly curved, with a few large grains displaying more lobate 
boundaries (sphericity values <0.3; Figure 3.11g). The c-axis CPOs are single clusters, 
initially perpendicular to the shear plane (sample 003; Figure 3.11) but rotated up to 50° 
clockwise around the vertical core axis as the depth increases (Figures 3.11, 3.14). Subgrain 
boundaries are present in all samples (Figure 3.15g). These microstructures are indicative 
of grain rotation during slip. Through the ~33 m section of the Priestley Glacier core, grain 
size remains relatively constant with depth. This suggests another process is balancing any 
grain growth by nucleating small grains in the upper portion of the ice core.  
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Low angle subgrain boundaries are formed by either the arrangement of edge dislocations 
(tilt boundaries) or screw dislocations (twist boundaries; Weikusat et al., 2009a). By 
identifying the axis of rotation and resultant misorientation between adjacent or random 
subgrains and grains, the active slip systems and presence of basal or nonbasal dislocation 
movement can be predicted. In sample 003, the neighbour pair misorientation axes for 
subgrains (5-10°) are shown to accommodate distortion by rotation axes that lie between 
the c- and a-axes. This is consistent with slip along the pyramidal (11-22) plane in the <11-
23> direction (Hondoh, 2000; Vaughan, 2016). Deeper samples show two rotation axis 
maxima plotting toward both the c-axis and between the a- and m-axes. This suggests a 
combination of basal edge dislocation slip, and either slip of screw dislocations in the basal 
plane or prismatic slip by nonbasal edge dislocations in the (0001) direction (Hondoh, 
2000). The misorientation axis distributions of subgrains is complex as depth increases, 
suggesting a variability of basal and nonbasal dislocation movement to produce subgrains 
throughout the core. The presence of a stepwise ‘z’-type subgrain boundaries in deep 
samples (Figure 3.15g) further suggest basal and nonbasal slip is occurring simultaneously 
(Weikusat et al., 2009a); These boundaries must be produced by at least two different slip 
mechanisms to produce tilt boundaries perpendicular to the basal plane and tilt boundaries 
parallel to the basal plane, which requires nonbasal edge dislocations (Weikusat et al., 
2011). 
The neighbour pair and random pair misorientation axis distribution of samples 013, 023 
and 036 indicates lattice distortion is controlled strongly by rotation about the c-axis (Figure 
3.15c, d). This is consistent with either basal or prismatic slip (Weikusat et al., 2011), but 
must be heavily dependent on the intensity of the c-axis fabric (Figure 3.11a, b). Sample 003 
has a similar misorientation axis distribution as the subgrains of deeper samples, with the 
axis maxima aligning with the sample a-axis (Figure 3.15c, d). This indicates a transition 
from both nonbasal and basal dislocation movement to largely basal dislocation movement 
with depth. Further analysis is needed to fully determine the dislocation formation, 
movement and resultant slip system activation for these samples. 
The crystallographic vorticity axis (CVA; Michels et al., 2015) has been used to provide 
insight into the shear kinematics in the area (Figure 3.15e). The bulk vorticity axis for all 
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representative samples have different orientations to the sample random pair rotation axes. 
There is a transition at 6 m from a vertical misorientation axis near the surface to a 
horizontal axis aligned with the c-axes (Appendix B). The bulk vorticity axis in sample 003 
is vertical, similar to the random pair rotation axes. This is indicative of either simple shear 
or wrench dominated kinematics (Michels et al., 2015). Deeper samples have two maxima 
in the vertical axis and aligned with the c-axes. Few samples, including sample 013 (Figure 
3.15e), have bulk vorticity axes aligned horizontally, indicative of pure shear kinematics as 
proposed by Michels et al. (2015). Random pair data (Figure 3.15d) indicate the main axis 
of rotation for deep samples is horizontal, that cannot be explained by simple shear 
kinematics and is more likely a function of the strength of the CPO. As a result, the kinematics 
require more evidence to be defined, and surveying techniques are ongoing. 
In a simple shear zone, the c-axis maximum of polycrystalline ice is expected to be sub-
perpendicular to the shear plane (Bouchez & Duval, 1982; Hudleston, 1977, 2015; Qi et al., 
2019) and the long axes of grains tend to rotate toward the direction of shear (Ramsay, 
1980; Burg et al., 1986; Herwegh & Handy, 1998). The plot of CPO and SPO maximum 
azimuths in Figure 3.12 show an erratic relationship between the two parameters until 20 
m depth. Below this, the c-axis and SPO maxima stabilise and are distinct (Figure 3.14). 
However, in these deeper samples the SPO maximum is sub-perpendicular and the CPO 
maximum is ~45° to flow (Figure 3.14).  
 
Figure 3.18. Schematic describing the difference in CPO-SPO relationship in the Priestley Glacier core 
(below 20 m) compared to past experiments and relationships in nature. 
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Many high angle fractures have been seen in the core, and heavy crevassing is found north 
of the field site. Few layers identified in the borehole televiewer are rotated clockwise, same 
sense as the rotation seen in CPO and SPO, relative to other layers aligned sub-parallel to 
flow (Figure 3.10). It is proposed that rigid body rotation (Ramsay & Huber, 1987; Jonk & 
Biermann, 2002), a type of rotation independent of internal deformation, may result in the 
rotation of the CPO maximum azimuth. Blocks of ice are rotated as a rigid body within the 
shear zone during flow, similar to the formation of domino faults in extensional tectonic 
regimes (Axen, 1988) or asymmetric shear band boudins formed by synthetic slip of blocks 
(Goscombe & Passchier, 2003). Local fracturing could also induce small scale rotation. 
Further analysis of surveying, seismic and radar echo sounding data may help prove this. 
The continued cycle of destruction and formation of SPO by dynamic recrystallisation, 
particularly at high temperature, may explain the change in orientation relative to CPO in 
the top 20 m (Means, 1981; Burg et al., 1986; Ree, 1991).  
Bubble long axis alignments are more readily oriented toward the flow direction with depth 
(Figure 3.14, 3.17) but are not oriented as expected (Hudleston, 1977), even for ice affected 
by rigid body rotation. This could be the effect of bubbles with low aspect ratios introducing 
error to the SPOs, or bubbles deforming under different time scales to the ice grains due to 
their ability to rapidly deform but restore sphericity during diffusive processes (Alley & 
Fitzpatrick, 1999). It is suggested that further work on the bubble shapes and orientations, 
ideally in three dimensions, should be done before using bubbles as shear sense or strain 
indicators here (Hudleston, 1980; Fegyveresi et al., 2019). 
 
3.5.2 Recrystallisation mechanisms 
Where grain growth is important, grain size should increase linearly with depth (Alley et al., 
1986b; Durand et al., 2006). A transition to rotation recrystallisation is seen, when grain 
sizes remain constant as depth increases, indicating grain growth is balanced by grain 
nucleation. Transitional depths vary in different deep ice cores (Faria et al., 2014a). The 
microstructure of ice deformed by subgrain rotation recrystallisation is characterised by 
internally distorted grains with straight to slightly curved grain boundaries, and the 
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presence of subgrains, which are the main form of grain nucleation (Weikusat et al., 2011; 
Qi et al., 2017). The CPO associated with subgrain rotation recrystallisation is typically a 
single cluster of c-axes, aligning perpendicular to the shear plane, and a girdle of a- and m-
axes parallel to shear.  
Grain boundary migration recrystallisation typically dominates as the temperature of the 
ice sheet warms past -10°C (Montagnat & Duval, 2000). Grain boundary mobility increases 
as the temperature increases, so the microstructure is characterised by amoeboidal grains 
with lobate grain boundaries. Typical sphericity values for such grains can approach 0.2-0.1 
(Fan et al., in review), compared to ~0.4 for undeformed grains. Small, strain free grains are 
nucleated at the boundaries of grains by bulging recrystallisation (Halfpenny et al., 2006). 
The expected CPO for samples deformed by migration recrystallisation is a double cluster of 
c-axes, where the primary maxima is perpendicular to the shear plane and the secondary, 
weaker maxima is rotated sub-perpendicular to the shear plane, toward the direction of 
rotation induced by shear (Qi et al., 2019), although this becomes a single cluster at high 
strains (Hudleston, 1977; Journaux et al., 2019; Monz et al., 2020). 
When recrystallised grains are nucleated from subgrain rotation recrystallisation, these are 
typically closely oriented to their parent grains (Bestmann & Prior, 2003). Recovery due to 
subgrain rotation is consistent with Priestley Glacier samples, as the c-axis CPOs only have 
a single cluster; If grains were nucleated by grain boundary bulging, a secondary maximum 
will form as these grains will not necessarily have similar orientations to parent grains 
(Halfpenny et al., 2006; Duval et al., 2012). Grain boundary shapes are also consistent with 
subgrain rotation recrystallisation, with the majority of grains having boundaries with 
higher sphericity values (~0.3) than expected for ice undergoing grain boundary migration 
(Figure 3.11a, f; Fan et al., in review). However, misorientation angle distributions show low 
relative frequencies of low angle boundaries (Figure 3.15f). Samples recrystallised by 
subgrain rotation should have high relative frequencies of low angle boundaries (Wheeler 
et al., 2001; Bestmann & Prior, 2003). There is also no evidence of ‘core and mantle’ grain 
structures in the Priestley Glacier samples (White, 1976). This involves the production of 
small, recrystallised grains arranged around large, strained grains during continuous 
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subgrain rotation recrystallisation, and are seen readily in low temperature, high strain 
experiments from Fan et al. (2020).  
Slight smears in the c-axis CPO clusters, present in the top 3 samples (found in Appendix B), 
are due to the presence of oddly oriented grains and could represent some nucleation by 
grain boundary migration. The amount of oddly oriented grains is high in the top 5 m, where 
the temperature is above -10°C (Figure 3.3) which may encourage grain boundary migration 
recrystallisation and grain growth in summer months. Sample 003 has considerably fewer 
subgrain boundaries present than deeper samples (Figure 3.11a). Also, the peak grain size, 
an estimate of the recrystallised grain size (Lopez-Sanchez & Llana-Funez, 2015) of sample 
003 is high (850-900 µm), similar to the mean grain size for the sample. The percentage of 
odd grains increases again at 25 m depth, and a few of these samples also have potentially 
double cluster CPOs (Appendix B). At this depth, temperatures are -20°C and grain boundary 
migration rates should be slow enough to become a less important recrystallisation 
mechanism relative to subgrain rotation.  
The microstructures of the Priestley Glacier ice core suggest recovery due to subgrain 
rotation is active throughout the upper 33 m. In the top 5 m, grain boundary migration 
appears to be a more significant recrystallisation mechanism, as the temperature during 
summer months is high enough to encourage faster boundary migration. From 5-25 m, a 
lack of odd grains and single cluster CPOs indicates grain boundary migration is less 
effective than subgrain rotation. Below this, microstructures are similar to shallow samples, 
which indicates migration recrystallisation is more effective, so the driving force for 
migration recrystallisation may be influenced at depth. An increase of grains with high 
intragranular misorientation and subgrain boundaries (Figure 3.15a, g) may suggest an 
increase in strain energy at depth could drive migration. High concentrations of bubbles may 
be acting against grain boundary migration and grain growth throughout the core (Azuma 






3.5.3 Comparing CPO with experiments and samples from nature 
Single and double cluster fabrics are found in other glacial settings where simple shear is 
dominant. Hudleston (1977) observed a small (~10 cm) shear zone within the Barnes Ice 
Cap, Canada, and found double cluster fabrics in the shear margin and single cluster fabrics 
near the core, where shear strain is highest. The single cluster was oriented perpendicular 
to the shear zone boundary, as expected from experiments (Qi et al., 2019). Jackson & Kamb 
(1997) described double cluster fabrics at the margin of the Whillans Ice Stream, however 
these are not oriented. Monz et al. (2020) also found double cluster fabrics with the primary 
maximum oriented perpendicular to the shear plane, and the secondary maximum smeared 
clockwise from the main cluster, similar to the CPO measured in sample 003. A diffuse a-axis 
girdle, similar to low strain experiments from Qi et al. (2019) and sample 003, define three 
weak maxima. They predicted their samples to have shear strains >2. 
Experiments on ice deformed by simple shear have produced similar CPOs to those seen in 
the Priestley Glacier ice core (Figure 3.19). Qi et al. (2019) performed simple shear 
experiments at -5, -20 and -30°C to shear strains up to ~2. C-axis CPOs at cold temperatures 
define a clear primary maximum perpendicular to the shear plane. A weak secondary 
maxima is seen in the -20°C samples, strengthening as temperature increases to -5°C. The 
high shear strain samples at -5°C and -20°C have maximum M.U.D values of 6.1 and 5.1, 
respectively. The a-axis defines a diffuse girdle, oriented parallel to the shear plane. 
Journaux et al. (2019) performed torsion experiments on ice at -7°C, which have also 
developed double cluster CPOs with weak smears of c-axes forming a secondary cluster sub-
perpendicular to the shear plane (Figure 3.19). The primary maximum is perpendicular to 
the shear plane and elongate in shape perpendicular to the shear direction. High strain 
sample TGI1.96 has a single cluster of c-axes, with a maximum M.U.D value of 8.2. This 
sample is at a higher shear strain than sample PIL94 (Qi et al., 2019). The angle between the 
two maxima closes as strain increases, which is also observed in laboratory experiments of 
Bouchez & Duval (1982) and numerical models of Llorens et al. (2017). The a-axis CPOs 
define girdles parallel to shear in all experimental samples.  
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Priestley sample 003 has a less defined secondary maxima than experimental sample PIL94 
(Figure 3.19), and the intensity of the primary maximum is much higher than seen in Qi et 
al. (2019) and Journaux et al. (2019). Sample 036 has a very strong c-axis CPO, and no 
secondary maximum unlike PIL144. The a-axis CPO is more tightly clustered in these 
compared to experiments. The CPOs are also rotated around a vertical axis compared to 
experimental ices, interpreted to be due to rigid block rotation within the shear margin as 
proposed in section 3.5.1. The samples will have a much higher shear strain than those 
measured in experiments, with predictably lower flow stresses; TGI1.96 (Journaux et al., 
2019) has a lower maximum shear stress of 0.6 MPa and a well defined single cluster, while 
sample PIL144 (Qi et al., 2019) has the highest flow stress and weakest fabric. A possible 
interpretation can be made by extending this idea to nature, that the deeper Priestley 
samples are deforming at lower stresses to the surface.  
 
 
 Figure 3.19. Comparison of c- and a-axis CPOs from Priestley samples 003 and 036 with experimental 
CPOs from Qi et al. (2019) and Journaux et al. (2019). 
 
Sample 003 has a similar CPO to experiments from Qi et al. (2019), and are likely higher 
shear strain, lower shear stress evolutions of these. Sample 036 has a similar CPO to high 
temperature experimental sample TGI1.96. The Priestley samples are sheared at much 
lower strain rates than the experimental samples (5x10-10 s-1, compared to 10-4-10-6 s-1). The 
microstructures of warm experiments from Qi et al. (2019) and Journaux et al. (2019) are 
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indicative of grain boundary migration recrystallisation being dominant, with lobate grain 
boundaries and amoeboidal grain shapes. The microstructures of sample 003 and 036 
indicate both grain boundary migration and subgrain rotation are active, with grain 
boundary migration slightly more active at these depths. Zener & Hollomon (1944) 
postulated that the behaviour of materials can be near identical at fast strain rates and 
moderate strain rates when the temperature is lowered. This explanation may account for 
the similarities between sample 036 and TGI1.96; While the englacial temperature and 
shear strain rate of the Priestley Glacier at 33 m is lower, sample TGI1.96 can replicate 
similar fabrics by increasing the shear strain rate and temperature during the experimental 
process. 
 
3.5.4 Predicting flow stresses 
Jackson & Kamb (1997) determined the marginal shear stress of the Whillans Ice Stream by 
performing experiments on core samples to determine the stresses needed for recorded 
marginal shear strain rates of 0.14 a-1 (~5x10-9 s-1). They found the shear stress to be 
220±30 kPa at a temperature of -22°C. We can predict the flow stresses for the upper 
Priestley Glacier by comparing the shear strain rates at the site with results from Jackson & 
Kamb (1997): 




















                                    (1 
Where n is the stress exponent of 4, determined to be a more accurate value for natural, 
anisotropic ice (Goldsby & Kohlstedt, 2001; Bons et al., 2018, Kuiper et al., 2020a), ?̇? is the 
shear strain rate, R is the universal gas constant, T is temperature in K, and n, and Q 
(activation energy) are empirically derived constants, taken from Goldsby & Kohlstedt 
(2001) and Kuiper et al. (2020a). From equation 1, the shear stress of the Priestley ice core 




The effect of seasonal temperature cycling on the surface 5-10 m can then be addressed 
using equation 1. An average summer temperature of -5°C is used to give a stress estimate 
of 20 kPa. As the surface ice is heavily dependent on air temperature, surface ice likely has 
a colder temperature ice at ~30 m depth during winter. An average winter temperature of -
40°C would give a stress value of 1140 kPa. It is obvious temperature has a significant effect 
on the flow stress of ice, particularly in seasonally perturbed surface layers. Considering the 
core was collected in the summer, it is then assumed the surface ice was flowing at a much 
lower stress than at depth due to a significant thermal gradient (Figure 3.3).  
Stresses can also be predicted using flow laws. Here, the Glen (1955) flow law is used: 
                                                                       ?̇? = 𝐴𝑒
−𝑄
𝑅𝑇⁄ 𝜏𝑛                                                                       (2 
The following is a constitutive equation, taking both dislocation creep and diffusion creep 
into account: 
                                                                    ?̇?𝑡𝑜𝑡 = ?̇?𝑑𝑖𝑓𝑓 + ?̇?𝑑𝑖𝑠𝑙                                                                  (3 
From the composite flow law, the shear stress of the Priestley Glacier ice core is calculated 
as 360 kPa for temperatures above -10°C, and 611 kPa for temperatures below -10°C. As the 
Glen flow law calculates the strain rate minimum (representative of low strain) and was 
defined by experiments on standard (pure) ice at relatively fast strain rates, the predicted 
stresses are overestimates. Constants from Durham et al. (1983) are more appropriate for 
calculating stress (equation 2) during steady-state creep, and these give a value of 175 kPa, 






Figure 3.20. Grain size piezometer for ice defined in Chapter 2 of this thesis. The trends from data in this 
study (gray solid line) and all data including literature values (black dotted line) underestimate values 
predicted from Priestley Glacier. 
 
The grain size piezometer defined in Chapter 2 of this thesis provides lower estimates of 
stresses than from flow laws and field observations (Figure 3.20). More datasets at higher 
temperatures and lower stresses, including both experimental and known natural samples, 
could help define a more accurate relationship before use on samples that require significant 
extrapolation. However, using a piezometer requires the assumption that grain size has 
achieved steady state during flow, which is not necessarily the case (Jacka & Li, 1994; 
Peternell et al., 2019). As the experimental samples are deformed in uniaxial compression 
and not simple shear, the CPO strength piezometer introduced in Chapter 2 is not 
recommended to predict the stress of the Priestley samples, but it can be noted the 
relationship will be similar; The J- and M-index of Priestley samples are higher than 
experimental samples used to define the piezometer and from Qi et al. (2019), with values 
from 4.3-7.4 and 0.3-0.5, respectively (values from Qi et al., 2019 are 3.8-4.3 and 0.33-0.34) 





The top ~33 m of an ice core collected from the floating eastern margin of the Priestley 
Glacier, Antarctica has been oriented to a fiducial line established at the surface to produce 
a detailed near surface microstructural record of a fast flowing glacier shear margin. This 
study obtained cryo-EBSD data from 19 samples within the 33 m section of the core to 
determine any changes to deformation behaviour and resultant microstructure with depth. 
This record found the following so far: 
1. All samples have strong horizontal single cluster c-axis CPOs, a- and m-axis girdles, 
lying from sub-perpendicular to almost 50° antithetic to the shear plane. This angle 
of rotation generally increases with depth. These CPOs have similar geometries to 
experimental ices (Qi et al., 2019; Journaux et al., 2019) and other natural samples 
deformed in simple shear (Hudleston, 1977; Monz et al., 2020), but in these studies 
clusters are aligned perpendicular to the shear plane with no rotation component.  
2. Grains in all samples display internal distortion and subgrain boundaries. All samples 
have clearly defined SPOs sub-perpendicular to the shear plane, indicative of grain 
rotation during intracrystalline slip. Misorientation analysis and the presence of ‘z’-
type subgrain boundaries suggests subgrains are produced by a combination of basal 
and nonbasal dislocation movements. Neighbour pair and random pair 
misorientation axes for all grains suggests a transition at 5-10 m from basal and 
nonbasal slip to mostly basal slip as the main deformation mechanism. Low 
frequencies of low angle (<10°) grain boundaries indicate grain boundary migration 
rates are high relative to subgrain formation and recovery. 
3. Grain sizes and shapes are constant with depth. Most grains have slightly curved 
grain boundaries with relatively high sphericity values (0.36-0.32, compared to ~0.4 
for undeformed grains; Fan et al., in review). Few shallow samples and few deep (>25 
m) sample CPOs display a smear of c-axes interpreted as a secondary cluster. Few 
large grains have sphericity values approaching 0.2. Shallow samples have high 
percentages (5-8%) of ‘oddly’ oriented grains, which lack significant internal 
distortion. Percentages of these grains decrease to <1% from 5-22 m, before 
increasing again. The fabric strength increases as depth increases to ~10 m, then 
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remains constant, with fluctuations in strength correlating with the presence of odd 
grains. The presence of odd grains and double cluster CPOs suggests grain boundary 
migration recrystallisation is more efficient in the top 5-10 m of the core, where 
temperature is above -10°C, and below 22 m, where increased strain energy could 
drive migration despite cold temperatures. 
4. Crystallographic vorticity axis analysis shows two different axes of vorticity. Most 
samples have vertical bulk vorticity axes, indicative of simple shear kinematics. The 
vertical rotation axis is absent from the random pair misorientation axes (except in 
the top 6 m). However, samples below 6 m have sub-horizontal vorticity axes, parallel 
to the c-axis maximum that are also seen in the random pair rotation axes. These 
cannot be explained by simple shear and are likely a geometrical function of CPO 
strength and orientation. 
5. The relationship between c-axis maximum and grain long axis mean orientation are 
not typical for ice undergoing shear, suggesting the upper 30 m of the shear margin 
has undergone rotation independent of the deformation that has generated the CPO. 
Mean grain long axis orientation plots closely to the c-axis maximum azimuth in the 
top 20 m, approximately 20-45° to the shear plane as expected. Below ~20 m the SPO 
becomes consistently oriented relative to CPO as expected geometrically from 
experiments and nature. The erratic relationship in the top 20 m may be a result of 
steady-state cycling of SPO, efficient at high temperatures. 
6. Flow laws and comparison past studies predicts the shear stress of the Priestley 
Glacier samples to be 80-600 kPa, decreasing with depth. Accounting for 
temperature, large variations in stress are predicted in the surface 10 m as a result 
of seasonal ice temperature cycling. Further experiments will more accurately 
predict this. Applying a grain size piezometer defined in Chapter 2 of this thesis has 
shown the ability for piezometers to underestimate stress in natural ice when large 
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Abstract 
Previous seismic and radar surveys have shown the potential for these studies to determine the 
fabric of polar ice sheets, ice streams and glaciers at a large scale. In this study, the seismic and 
dielectric anisotropy of the upper 30 m of the Priestley Glacier ice core have been predicted by 
combining the single crystal elastic and permittivity tensors with sample orientation distribution 
functions to calculate their polycrystalline physical properties. All samples have strong c-axis single 
cluster crystallographic preferred orientations (CPO) rotated up to 50° antithetic to the shear plane. 
Few samples in the top 5 m and below 25 m depth have a weak secondary maxima sub-parallel to 
flow. The P-wave velocities are predicted to be fastest aligned with the crystal c-axes, while the S-
wave velocities are fastest ~45° to the c-axis alignment. This result is typical of ice and has been 
previously recorded in experiments and numerical models. Depth profiles of maximum and vertical 
seismic wave velocities show these are strongly controlled by the strength of the CPO. Horizontal 
flow-parallel and flow-perpendicular seismic wave velocities and dielectric permittivity values, 
however, are dependent on the orientation of the c-axis maximum as this rotates with depth. 
Dielectric constants are also dependent on temperature and are highest in both directions in the top 
10 m, which is thermally perturbed, in summer months. The P-wave velocity pattern for all combined 
samples matches observed seismic horizontal P-wave velocities from the same field site, suggesting 
the usefulness of seismic datasets in predicting the CPO geometry at a large scale. The rotation of c-
axis maxima observed in ice core samples are not indicated by the seismic and dielectric data, 
indicating the near surface of the Priestley Glacier shear margin has been rotated during flow, 




4.1 Introduction  
Glacial ice is a common mineral on Earth, covering 12.5% of the planet’s surface, largely in 
the polar ice sheets of Antarctica and Greenland (Bamber et al., 2018). Single crystals of ice 
1h displays a viscous anisotropy, deforming ~60x easier in the basal plane than any other 
plane (Duval et al., 1983). Therefore, as polycrystalline ice flows and deforms, the bulk 
strength is reduced and flow is enhanced (Azuma, 1994) due to the formation of a 
crystallographic preferred orientation (CPO). Across major ice sheets, changes in regional 
stress regimes means the CPO of ice can evolve temporally, spatially and with depth, as it 
flows from the central ice sheet to the oceans via glaciers and ice streams (De La Chapelle et 
al., 1998; Montagnat & Duval, 2000; Hudleston, 2015; Smith et al., 2017). Craw et al. (2018) 
has observed in compression experiments that ice with pre-existing CPOs can completely 
change within 20% compressional strain. The microstructure of ice has proven to be an 
important factor in its bulk flow behaviour, hence studies into regional-scale ice dynamics 
are proving important for the future of ice sheet flow models. Distributions of CPO in nature 
are to date largely provided by deep ice core analysis (Obbard & Baker, 2007; Montagnat et 
al., 2014). It has proven problematic to extrapolate the behaviour of polycrystalline ice as 
observed in one ice core, to a regional scale.  
Early studies into the seismic anisotropy of ice by Bentley (1972) and Kohnen (1974) found 
the propagation of seismic waves is influenced by the anisotropic nature of polycrystalline 
ice, as well as density and englacial temperature (Kohnen & Bentley, 1976). As elastic waves 
travel through an anisotropic body, a polarised shear wave will split into two orthogonally 
polarised waves of differing velocities (Vs1 and Vs2 are fast and slow, respectively); the shear 
wave splitting anisotropy (%) is described as the velocity difference between these waves 
(Savage, 1999; Harland et al., 2013). This splitting anisotropy is dependent on the fabric 
through which the waves have been split (Smith et al., 2017). The fabric also affects the 
velocity of travelling P-waves; Modelling, ultrasonic velocity experiments on deformed ice, 
and observations from natural ice core samples have found P-waves travel faster when 
aligned with the bulk c-axis orientation (Kohnen & Gow, 1979; Diez & Eisen, 2015a; Vaughan 
et al., 2017). The dielectric permittivity is also dependent on the orientation of crystals in a 
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polycrystalline medium and can affect the propagation of radio waves through ice bodies 
(Fujita et al., 1993). Seismological and radar-based surveys in Antarctica and Greenland 
have detected reflections in the ice, indicative of distinct changes in CPO with depth 
(Harrison, 1973; Horgan et al., 2011; Harland et al., 2013; Smith et al., 2017). This work has 
proven seismic and radar data can provide information on the mechanical anisotropy of ice.  
The elastic and dielctric properties of a sample of anisotropic polycrystalline ice can be 
theorised using computational methods based on the work of Voigt (1928), Reuss (1929) 
and Fujita et al. (1993). These properties can be estimated with a combination of the known 
single anisotropic crystal properties as described by fourth-order elastic stiffness and 
compliance tensors, second-order dielectric permittivity tensors, and the sample 
orientation distribution function (ODF), a quantitative description of the CPO (Mainprice & 
Nicolas, 1989; Mainprice et al., 2011). In this study, the physical properties of numerous ice 
core samples are calculated using MATLAB toolbox MTEX (Bachmann et al., 2011), to 
describe the seismic and dielectric anisotropy of the top 30 m of a floating, lateral shear 
margin of the fast-flowing Priestley Glacier, Antarctica. These results will be compared with 
preliminary seismic and experimental ultrasonic velocity data collected over the 2018-2019 
and 2019-2020 Antarctic field seasons across the field site.  
 
4.2 Methods  
4.2.1 Microstructural analysis  
Sample collection, preparation and cryo-EBSD analysis are described in Chapter 3 of this 
thesis and Prior et al. (2015). Whole maps of each sample, collected with a 5 µm step size, 
were exported to HKL Channel 5 where small (<5 pixels) 1° misorientation grains were 
removed from the dataset. Data were cleaned with MATLAB based program EBSDInterp 1.0 
(Pearce, 2015) and the MTEX toolbox was used to collect orientation, grain shape and 
misorientation data. To collect the theoretical seismic wave properties of each sample, a 
Voigt-Reuss-Hill (VRH) average was calculated. Voigt (1928) assumes that in a material, the 
strain field is constant when subjected to an applied stress field, while Reuss (1929) 
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assumes the stress field remains constant when subjected to an applied strain field. 
Experimentally derived tensors are generally a combination of both Voigt and Reuss bounds, 
so Hill (1952) averaged these bounds to produce data closer to experimental values. This 
VRH average is calculated by combining with the sample orientation distribution function 
(ODF), a quantitative description of CPO, and the single crystal elastic stiffness tensor for 
ice. Using this method, the P wave, S1 wave and S2 wave velocities and shear wave splitting 
anisotropy were calculated for each sample. To calculate the dielectric constants for each 
sample, a dielectric permittivity tensor defined by Fujita et al. (1993) was combined with 
the sample ODF for a set temperature of -20°C, to give dielectric permittivity constants and 
anisotropy values for each sample. 
Seismic and radar results collected from the Priestley Glacier field site are preliminary, will 
be referenced in this chapter to compare with calculated physical properties, and require 
further analysis. It is worth noting that the author was not involved with the collection 
and/or analysis of seismic data from the 2018/2019 and 2019/2020 seasons, ultrasonic 
velocity experiments and pRES data.  
 
4.3 Results  
4.3.1 CPO and Seismic properties 
The c-axes in the shallow sample 003 are aligned sub-parallel to shear, perpendicular to the 
shear plane, with a M.U.D value of ~11-12. Few c-axes are smeared sub-perpendicular to the 
shear direction. The intensity of the c-axis cluster increases through samples 013 and 023 
to ~15 M.U.D, before easing slightly in sample 036 (Figure 4.1). The cluster also rotates 
further perpendicular to shear with depth, at its most extreme in sample 013 nearly 45° to 
the flow direction before rotating back slightly in deeper samples. The smear of c-axes 
disappears by sample 013, but the cluster is skewed slightly toward more rotated c-axis 
alignment. The clusters are more evenly distributed in deeper samples. The c-axis 
eigenvalues, calculated for these samples in Chapter 3 of this thesis, describe a very strong 
fabric, with the primary eigenvalue having values >0.9 below 10 m (Figure 4.2). Fluctuations 
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in fabric strength, observed as slight decreases in eigenvalue E1, correlate with an increase 
in grains present at odd orientations (grain c-axis >60° from the c-axis maximum reference 
frame xC-axis). The azimuths of the c-axis maximum relative to the xK-axis (of the kinematic 
reference frame, where yK is parallel to flow; see Chapter 3, section 3.3.1) are more flow-
perpendicular near the surface before rotating toward flow-parallel. At 17 m, the angle θ 






Figure 4.1. C-axis pole figures, predicted P, S1 and S2 wave velocities and polarisation directions, S-wave 
anisotropy and ratios for representative samples from the Priestley Glacier core. Data is in the 
‘corrected’ reference frame, described in Chapter 3 of this thesis. 
 
 
Figure 4.2. Calculated percentages of odd grains, c-axis eigenvalues and maximum azimuths (θ) relative 
to flow with depth in the Priestley Glacier ice core.  
 
Predictions of P-wave velocity and polarisation direction in the sample reference frame and 
P-wave velocity anisotropy are compiled in Figure 4.1. The P-wave velocities of all 
representative samples are fastest (~4.0 km/s) when aligned with the c-axis cluster. Like 
the CPO intensity, P-wave velocity is slowest in the shallow sample and increases with depth. 
The velocities are slowest 45° to the c-axis alignment and have intermediate values 90° to 
the c-axis cluster, normal to the flow direction. The polarisation plane, annotated on the P-
wave velocity pole figures, are planes that contain the c-axis. Maximum polarisation occurs 
near the c-axis cluster and reduces to zero in the plane normal to this. The P-wave velocity 
anisotropy, or difference between the slowest and fastest velocities for each sample, is 
predicted to increase from ~3.8 to 5.0% from the surface to 10 m depth before stabilising. 
These predicted values are lower than those expected for a single ice 1h crystal (6.94%).  
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Theoretical S1 and S2 wave velocities and shear wave splitting anisotropy has also been 
calculated for each sample, compiled in Figure 4.1. The S1 velocities are predicted to be 
fastest, approaching 2.1 km/s, 45° from the c-axis alignment, and increase to 2.18 km/s with 
depth. The fastest S2 velocities (>1.9 km/s) in sample 003 encompass a far larger range than 
fast S1 velocities, only slowing below 1.9 km/s when directly aligned with and normal to the 
c-axis alignment. With depth, this field of fast S2 velocities narrows to a similar range seen 
in theoretical S1 velocities. The shear wave splitting anisotropy is largest 45° to the c-axes, 
matching the orientations of fast shear wave velocities (Figure 4.1). The shallow sample 003 
has a maximum shear wave anisotropy of 8.9%, and this increases with depth to a maximum 
of 12.9% in sample 023, before decreasing slightly in sample 036 (12.5%; Figure 4.1). Like 
P-wave velocity anisotropy, the shear wave splitting anisotropy of a single crystal is larger 
than values calculated for polycrystalline ice, with a maximum predicted anisotropy of 15%. 
The S1 polarisation directions are aligned toward the c-axis cluster but are rotated ~90° 
when aligned with the a-axes in all samples.  
Ratios of P-wave velocity and both S1 and S2 wave velocity have been calculated for the 
sample reference frame in Figure 4.1. P/S1 ratio values reach 2 normal to sample c-axes for 
all samples. The P/S2 values approach 2 approx. 45° to the direction of fastest P-wave 
velocities. The highest ratio values align with the fastest P-wave velocities for all 
representative samples, and these increase in intensity as depth increases from 2.07 to 2.17 
for P/S1, and 2.12 to 2.18 for P/S2 ratios, which are lower than those expected for single 
crystals (Figure 4.1). 
Plots of maximum P-wave velocity, and velocities aligned vertically, north-south (parallel to 
flow), and east-west (perpendicular to flow) with depth are compiled in Figure 4.3. Samples 
are aligned in the kinematic reference frame (see Chapter 3 of this thesis). Here, as depth 
increases the maximum predicted P-wave velocity increases from ~4.1 to 4.8 km/s in the 
top 10 m, before stabilising to 33 m. Drops in velocity coincide with decreases in the c-axis 
fabric strength in Figure 4.2. The vertical P-wave velocity has a similar trend to the overall 
maximum velocities, appearing overall more stable. The N-S velocities decrease from the 
surface to 8 m depth, and increase again to a peak at 17 m. The same trend is seen in the E-




Figure 4.3. Predicted maximum P-wave velocities, vertically and horizontally (N-S and E-W) aligned 
velocities with depth in the Priestley Glacier ice core. 
 
Similar plots are compiled for S1-wave velocities and shear wave splitting anisotropy in 
Figures 4.4 and 4.5. The maximum S1-wave velocities and vertically aligned velocities, 
similar to P-wave trends, increase in the top 10 m and remain constant with depth (Figure 
4.4).  The N-S and E-W aligned S1-wave velocities increase in the top 10 m from 1.95 to ~2.15 
km/s, before decreasing to a minimum at 17 m, the opposite trend seen in N-S and E-W 
aligned P-wave velocities (Figure 4.3). At this depth, the sample has a decrease in fabric 




Figure 4.4. Predicted maximum S1-wave velocities, vertically and horizontally (N-S and E-W) aligned 
velocities with depth in the Priestley Glacier ice core. 
 
 The maximum and vertically aligned shear wave splitting anisotropy has the same trend 
seen in P- and S1-wave velocity trends with depth. The N-S and E-W trends are similar to 
those seen for S1-wave velocities, increasing in the surface before decreasing abruptly at 17 
m and increasing from 0% below this point. The c-axis CPO for this 17 m sample 018, found 
in Appendix B, shows the c-axis cluster is oriented only slightly subnormal to the shear 
plane; this is similar to sample 003, which has the lowest P-, S1- and S2-wave velocities of 
the representative samples in Figure 4.1. 
Maximum VP/VS1 and VP/VS2 ratios increase with depth to 10 m (Figure 4.6). Vertically 
aligned VP/VS1 ratios increase from sample 003 to 004, then decreases slightly. A sharp 
increase is seen from sample 018. This increase is also seen in the N-S and E-W trends, 
before decreasing and stabilising below this depth. The ratios are highest in the surface 






Figure 4.5. Predicted maximum S-wave splitting anisotropy, vertically and horizontally (N-S and E-W) 
aligned anisotropy (%)  with depth in the Priestley Glacier ice core. 
 
 
Figure 4.6. Predicted maximum VP/VS1 and VP/VS2 ratios, vertically and horizontally (N-S and E-W) 




4.3.2 Dielectric permittivity of ice  
With depth through a section of ice, any changes in CPO can result in changes in the dielectric 
permittivity of ice and hence the attenuation and velocity of radio waves (Fujita et al., 1993). 
This effect of dielectric permittivity anisotropy is key to the modelling and interpretation of 
polarisation of radar data, for example pRES data (Walford & Harper, 1981; Fujita et al., 
2000; Matsuoka et al.,2012). The dielectric permittivity tensor was plotted in the corrected 
sample reference frame and four representative samples are compiled in Figure 4.7. The 
dielectric permittivity is measured as highest aligned with the c-axes, similar to P-wave 
velocity predictions (Figure 4.1).  
Plots of flow-parallel (N-S) and flow-perpendicular (E-W) dielectric constants (ratio of 
permittivity of the material to the permittivity of a vacuum) with depth are shown in Figure 
4.7, with a temperature profile collected from the Priestley Glacier site. As depth increases, 
the trends experience two shifts in dielectric constant. An abrupt increase in permittivity is 
seen below 5 m depth in the flow-parallel trend, before decreasing to a minimum value at 
~17 m. This decrease coincides with the increase in flow-parallel P-wave velocities and 
decrease in S1- and S2- wave velocities. Permittivity is then predicted to increase in deeper 
samples. The trend is found in inverse for predicted flow-perpendicular values, with a large 
increase in dielectric constant seen below 15 m. Dielectric constants are dependent on 
temperature, as shown in Figure 4.7, and has been calculated for the top 10 m, using 
temperatures from -5 to -15°C to reflect the upper temperature profile. Permittivity ratios 





Figure 4.7. Dielectric constants calculated for four representative Priestley Glacier samples. Trends of 
flow-parallel (N-S) and flow-perpendicular (E-W) permittivity with depth are plotted against a 
temperature profile recorded from the Priestley Glacier ice core borehole and deep seismic instruments 
in the area. 
 
4.4 Discussion 
4.4.1 Comparing CPO with experiments and nature 
The c-axis CPOs of Priestley Glacier ice core samples are single clusters, aligning sub-
perpendicular to the shear plane and flow direction. This fabric is common in ices deformed 
under torsion or simple shear; Experiments on isotropic ice to high shear strains (>1) has 
produced single cluster fabrics perpendicular to the shear plane (Li et al., 2000; Journaux et 
al., 2019; Qi et al., 2019). These samples displayed microstructures indicative of dynamic 
recrystallisation, suggesting subgrain rotation recrystallisation as the dominant mechanism 
due to the presence of polygonal grains and subgrain boundaries in larger, more distorted 
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grains (Qi et al., 2019). At lower strains and higher temperatures (>-10°C), a weaker 
secondary maximum is seen sub-perpendicular to the shear plane (Kamb, 1972; Bouchez & 
Duval, 1982; Wilson & Peternell, 2012; Qi et al., 2019). This CPO, typically accompanied by 
a microstructure dominated by lobate grains, indicates grain boundary migration as the 
dominant recrystallisation mechanism. This CPO is mostly absent in the Priestley Glacier 
samples, with a smear in c-axis clusters present in sample 003 (Figure 4.1) suggesting a 
potentially very weak secondary maxima. Qi et al. (2019) deduced the angle between the 
two maxima decreases with increased strain, so these may represent highly strained 
samples undergoing migration recrystallisation. The increasingly rotated c-axis clusters 
relative to the shear plane in our azimuthally oriented samples (Figure 4.2) indicates an 
element of rotation independent of dynamic recrystallisation occurring during flow. The 
deformation mechanisms are explained in detail in Chapter 3 of this thesis. 
Cluster fabrics are seen in locations where shear kinematics are dominant; Hudleston 
(1977) describes both single and double cluster CPO for ices within a small (~10 cm width) 
shear zone at the margin of the Barnes Ice Cap, Canada, where single cluster fabrics are 
found toward the centre of the shear zone.  Jackson & Kamb (1997) observed a double 
cluster CPO in ice retrieved from the margin of the Whillans Ice Stream, Antarctica, however 
these are not geographically oriented. Monz et al. (2020) also describes a double cluster CPO 
in warm, coarse grained samples taken from the margins of Storglaciären, Sweden, though 
the fabric intensity is lower than those seen in Priestley Glacier samples (~5 M.U.D, 
compared to 11-14; Figure 4.1). As rotation recrystallisation is a major deformation 
mechanism throughout polar ice sheets (De La Chapelle et al., 1998; Montagnat & Duval, 
2000), single cluster fabrics have also been observed in deep ice cores (Gow & Williamson, 
1976; Durand et al., 2009; Montagnat et al, 2014; Weikusat et al., 2017). 
 
4.4.2 Comparing physical properties with past studies 
The predicted seismic properties of the Priestley Glacier ice core samples are consistent 
with those predicted for experimental ice. Vaughan et al. (2017) deformed standard ice in 
uniaxial compression, while measuring ultrasonic P-wave velocities along different 
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raypaths through the sample at different strains. Measured P-wave velocities were highest 
when aligned parallel to and perpendicular to the c-axes and increased as CPO evolved and 
strengthened with strain. This is expected in models of P-wave velocity relative to the c-axis 
(Diez & Eisen, 2015; Maurel et al., 2015). Maximum P-wave velocities in Priestley Glacier 
samples are aligned with the c-axes and are lowest when ~45° to the cluster (Figure 4.1). 
Vaughan et al. (2017) demonstrated an increase in P-wave anisotropy with increasing fabric 
strength, quantified by c-axis eigenvalues, which is also found in the Priestley Glacier 
samples.   
The inverse is seen for S-wave velocities, as predicted by Maurel et al. (2015). S-wave 
velocities and splitting anisotropy are predicted to be at a minimum (<1.9 km/s and 0%, 
respectively) when aligned with and perpendicular to the c-axis for Priestley Glacier 
samples (Figure 4.1). These results are similar to predictions made by Harland et al. (2013), 
finding the highest S-wave velocities and anisotropy values between the c- and a-axes. It is 
worth noting that seismic wave velocity predictions are calculated only from the elastic 
properties of grains, and do not account for the effects of grain boundaries and dislocations 
in a polycrystalline material, or secondary phases like particulates and bubbles (Mainprice 
et al. 2011). As a result, these values are likely an upper bound or overestimate of velocities 
observed in nature; for example, measured P-wave velocities by Kohnen (1974) are ~3.8 
km/s, significantly lower than those calculated for Priestley samples. 
The propagation of P- and S-waves is influenced not only by ice fabric, but temperature and 
density of the ice sheet. Studies have found seismic wave velocities increase as density 
increases (Kohnen, 1972; Bentley, 1972) and as temperature decreases in the upper ice 
sheet (Kohnen, 1974; Kohnen & Gow, 1979). Ultrasonic velocity data also shows how 
velocities are influenced by temperature changes (Vogt et al., 2008; Vaughan, 2016). Profiles 
of observed temperature and c-axis eigenvalues describe warm temperatures with 
comparatively weaker fabric above 10 m, increasing and remaining constant with depth 
(Figures 4.2, 4.7). The weaker fabric is likely a result of ‘oddly oriented’ grains recrystallising 
by grain boundary migration, effective in warmer ice but also present at depth in this core 
(discussed in Chapter 3 of this thesis). Density measurements were not taken during data 
collection, but measurements in a shallow (<5 m) blue ice area by Crary & Charles (1961) 
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demonstrates a relatively steady density profile with depth and may be dependent on 
bubble content. The maximum and vertical seismic wave profiles reflect the profiles of 
sample c-axis eigenvalues (Figure 4.2), indicating the influence of CPO strength throughout 
the core. These results agree with models (Diez et al., 2014) and experiments on deep ice 
cores (Kohnen & Gow, 1979).  
The profiles for horizontal P-wave velocities and VP/VS1 ratios describe the fastest velocities 
within the top 10 m, before decreasing to a minimum and increasing abruptly at ~17 m 
(Figures 4.3, 4.6). The inverse is seen for S1-wave velocities and S-wave splitting anisotropy 
(Figures 4.4, 4.5). This sample (018; c-axis CPO found in Appendix B) has a similar 
orientation to sample 003, rotated significantly from the sample above, 013 (Figure 4.1). 
This suggests a rotation of the ice has occurred within the upper portion of the core around 
a vertical axis. The c-axis maximum azimuth plot in Figure 4.2 shows a shift in angle θ at this 
depth from ~45° from flow-perpendicular (xK) to more flow-perpendicular. This trend is 
reflected in the horizontal velocity and anisotropy plots (Figures 4.3-4.6). This indicates the 
horizontal velocities are influenced strongly by the c-axis maximum orientation, while 
vertical and maximum velocities are independent of orientation and controlled only by CPO 
strength. 
The dielectric constants of the Priestley Glacier ice samples are predicted to be highest 
parallel to the c-axis. This is expected from experiments by Fujita et al. (1993) at high 
frequencies. The depth profiles describe horizontal dielectric constants which are higher in 
the top 10 m when an increasing temperature is taken into account – this temperature 
dependence has been recorded from experiments (Fujita et al., 1993), radio-echo sounding 
surveys (Fujita et al., 1999) and deep ice core samples (Fitzgerald & Paren, 1975; Matsuoka 
et al., 1998). Similar to the seismic wave velocity profiles, the top 10 m appears to be 
influenced largely by temperature. The trends describe a minimum N-S (flow-parallel) and 
maximum E-W (flow-perpendicular) dielectric constant at 17 m. The flow-parallel trend 
then increases below this depth, while the flow-perpendicular trend decreases. This is likely 
due to CPO orientation and rotation through the ice mass (Figure 4.2), also seen in the 
horizontal seismic wave profiles. 
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4.4.3 Comparing with field data  
The majority of CPO data from polar ice sheets to date has come from deep ice cores (Faria 
et al., 2014a, and references therein). Past seismological and radar surveys have been 
successful in describing changes in CPO within ice sheets due to the seismic anisotropy of 
ice (Bentley & Crary, 1971; Matsuoka et al., 2003; Horgan et al., 2011; Matsuoka et al., 2012; 
Diez et al., 2015b; Picotti et al., 2015). Recent studies have used observed shear wave 
splitting measurements from passive (Harland et al., 2013; Smith et al., 2017) and active 
(Lutz et al., 2020) sources to predict the large scale fabric of ice streams and ice shelves, by 
fitting data to predicted CPO geometries. This study allows for the comparison of seismic 
data and ice core analysis from the same site, to determine the validity of seismic data in 
predicting the CPO of ice at relatively shallow depths.  
 
Figure 4.8. Observed Priestley Glacier P-wave velocities with ice core sample analysis. The edges of 
samples 003 and 036, PIL94 and PIL144 from Qi et al. (2019) are compared with measured values. All 
samples are also combined to predict an overall velocity profile for the upper Priestley Glacier ice core. 
 
Seismic data collected from the Priestley Glacier site in the 2018/2019 Antarctic field season 
describe the horizontal P-wave velocities perpendicular to the vertical core axis. It is not yet 
known how deep the ray paths have reached in the ice, but past work has shown these 
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typically can extend past 100 m depth (Prior, personal communication). The dataset is in 
the kinematic reference frame, and is compared to experimental (Qi et al., 2019) and 
Priestley Glacier samples at -5°C and -20°C in Figure 4.8. Four representative samples have 
been combined to represent the overall P-wave velocities in the upper 30 m. This azimuthal 
P-wave velocity pattern is similar to what we predict from experimental samples, individual 
and combined ice core samples (Figure 4.8). Observed P-waves are fastest (>3.9 km/s) 
perpendicular to the shear plane, where the c-axes are aligned. The fastest P-wave velocities 
are higher in core samples than measured in the field, approaching 4.1 km/s. A secondary 
maximum aligned with the a-axes is present in the seismic data where P-waves reach ~3.9 
km/s, which is less prominent in samples.  
The observed P-wave velocity maxima has a similar orientation to sample 003, but the 
intensity of the maximum increased, similar to the colder samples 036, PIL144 or the 
combined datasets (Figure 4.8). Ultrasonic velocity experiments on Priestley Glacier core 
samples have measured P-wave velocities at different temperatures, and found velocities 
decrease as temperature increases, so warmer temperatures at the surface lead to slower 
velocities in the top 10 m. Vertical seismic profiling was undertaken at the Priestley Glacier 
site in the 2019/2020 Antarctic field season, and determined the vertical P-wave velocity to 
be 3.55-3.7 km/s in the top 10 m, and ~3.8 km/s from 10-50 m. This suggests the seismic 
data is representative of colder ice below the surface layer, and further demonstrates the 
overestimation of the predicted seismic wave velocities.  
While more work is needed to fill out the dataset, this provides further evidence that seismic 
data could be useful in predicting the CPO of deep ice at a large scale. The rotation of some 
vertical layering from field observations (Chapter 3, section 3.4.1) and c-axis maxima seen 
in all core samples (Figure 4.1, 4.2) are not observed in the Priestley seismic ring (Figure 
4.8), and preliminary ApRES profiles recorded 50 m along flow from the core site also 
indicate fabric is aligned nearly 45° to flow above 100 m, before rotating perpendicular to 
flow below this depth. These results may be consistent with the theory postulated in Chapter 
3 of this thesis, that rigid body rotation is occurring in the top 100 m of the glacier shear 
margin, and returning to a more perpendicular orientation relative to the shear plane, as 




In this study, the seismic and dielectric anisotropy of the top 33 m of the Priestley Glacier 
ice core have been calculated to predict changes in physical properties throughout the core. 
These results will be compared with seismic and radar datasets collected from the same 
field site. The study has found the following: 
1. The c-axis CPOs are strong horizontal clusters, mostly single clusters with few 
shallow (<5 m) and deep (>25 m) samples displaying smears sub-parallel to the 
shear plane, interpreted as weak secondary maxima. The CPOs are rotated up to 50° 
antithetic to shear, generally increasingly rotated as depth increases. 
2. Sample P-wave velocities are predicted to be fastest aligned with the c-axis clusters, 
with fast waves also predicted aligned with the a-axes. This is expected from 
experiments (Vaughan et al., 2017) and numerical modelling (Maurel et al., 2015). S-
wave velocities and S-wave splitting anisotropy are predicted to be fastest 45-50° to 
the c-axis clusters, as expected from models. Comparison of seismic wave velocities 
from natural samples (Kohnen, 1974) indicates the calculations of seismic 
anisotropy in this study are overestimates and don’t take into account the effects of 
grain boundaries, dislocations or secondary phases (mainly bubbles in these 
samples). 
3. Maximum and vertical seismic wave velocity vs depth profiles correlate strongly with 
the c-axis eigenvalue profiles, suggesting the strength of the CPO controls the seismic 
wave velocities with depth. Eigenvalues show fabric is weakest in the top 5 m, with 
few drops in fabric strength coinciding with a higher percentage of ‘oddly’ oriented 
grains, recrystallised during grain boundary migration. Horizontal flow-parallel (N-
S) and flow-perpendicular (E-W) velocity profiles are strongly controlled by the 
orientation of the c-axis maximum relative to flow. 
4. The dielectric permittivity of ice core samples are predicted to be fastest aligned with 
the c-axis. Horizontal profiles indicate permittivity is highest in the top 10 m where 
temperature is warmest in summer months and is controlled by c-axis orientation 
below this depth. 
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5. All sample datasets were combined, and the P-wave velocity pattern was compared 
to an observed P-wave horizontal velocity ring, collected during active seismic 
surveys in the 2018/2019 field season. The velocity pattern from the seismic ring 
matches ice core samples, but the rotation seen in samples is not present in the 
seismic data. The ring likely represents much deeper ice, indicating the rotation of 








Synthesis and Future Work 
 
 
5.1 Synthesis and implications for ice flow 
Current ice sheet models use flow laws derived from experiments on pure ice, with an 
initially isotropic fabric, deformed under relatively high stresses and strain rates (Glen, 
1955; Kuiper et al., 2020a, b). Mechanical weakening initiates after 1-2% strain, but flow 
laws use constants derived from mechanical behaviour at these strains (Goldsby & 
Kohlstedt, 2001) with simple enhancement factors to account for weakening at high 
strain (Ma et al., 2010). As a result, models to date fail to accommodate mechanical 
heterogeneities, their spatial and seasonal variability, and kinematic diversity 
throughout strain history.  
 
The effects of chemistry 
This thesis aimed to help understand the rheology of natural ice using experimental and 
observational methods. Past studies into the effects of chemistry on the mechanical 
behaviour of ice have shown impure ices are typically weaker than pure ice. To date, 
studies have doped ice with single ionic species (Glen & Jones, 1969; Hammonds & Baker, 
2016; 2018), or by synthesising ice from melted ice core material (Craw, 2018). Our 
chemical compositions were modelled to simulate natural Antarctic chemistries without 
the potential effect of existing CPO or micro- and nano-particulates in core material. Most 
experiments have found soluble impurities should weaken ice relative to pure ice at high 
strain rates and colder temperatures, concluding flow laws may underestimate the 
weakening of ice with trace amounts of impurities. Our dataset joins a short list of 
experimental studies showing slight strengthening effects. To further complicate 
matters, our data suggests chemistry strengthens ice more effectively as temperature 
increases and strain rate decreases. The opposite is observed by Hammonds & Baker 
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(2016). Extrapolating the results of our study may insinuate a significant overestimation 
of weakening in warm (nearing 0°C), relatively slow (10-13 – 10-10 s-1) basal and marginal 
regions of ice streams and glaciers, where a large component of deformation is 
constrained during flow (Echelmeyer et al., 1994). It cannot be ignored that our data is 
somewhat of an outlier amongst past studies, and it is obvious that chemical effects may 
be more complex than originally thought. Studies on ices doped with single ionic species 
imply the effect on strength may differ between ions but this is not properly understood. 
Weakening or strengthening, chemical impurities definitely affect ice mechanics and are 
currently largely ignored by models. The uncertainty lies in what effect dominates, and 
how these evolve with temperature, composition or concentration, strain and strain rate.  
Priestley Glacier shear margin study 
The Priestley ice core is one of the few cores collected from a glacier shear margin. It is 
the only core from a glacier margin collected in Antarctica or Greenland that is oriented 
in the geographical and kinematic framework. This allows us to understand the true 
orientation of the CPO with depth. The 33 m record produced in this thesis has provided 
evidence of deformation and recrystallisation mechanisms active in the near surface of 
the glacier margin. Grains deform by a combination of basal and nonbasal slip, with basal 
slip becoming more prominent below 5-10 m. Rotation of grains during deformation 
results in an obvious SPO in all samples and formation of a single horizontal c-axis cluster 
fabric. Recovery by subgrain rotation is observed throughout the core, and grain 
boundary migration is active, becoming faster and more efficient in the shallow ice, as 
the temperature nears 0°C during summer months, and below 25 m. These shallow 
samples have a relatively high number of strain free, oddly oriented grains and a 
secondary maximum of c-axes as observed in warm ices from experiments and nature 
(Qi et al., 2019; Monz et al., 2020). The temperature control on effective grain boundary 
migration in the top 10 m of the ice core is seasonal, as this shallow section is heavily 
influenced by air temperature. During winter, temperatures in the top 10 m may then be 
colder compared to 30 m depth, so grain boundary migration recrystallisation would be 
less effective in shallow ice, accumulating strain energy during slip and grain rotation, 
and causing large annual variations in flow stress relative to deeper ice. 
Evidence of rigid body rotation is found in field observations, the rotation of the c-axis 
maxima (Figure 5.1) and mean SPO orientation relative to what we expect from 
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experiments (Qi et al., 2019) and other natural samples (Hudleston, 1977), and is not 
present in seismic data collected from the field site previously (Figure 5.1). This seismic 
data is assumed to extend into deeper ice, suggesting this rotation is constrained to the 
top <100 m. It is obvious from this study that flow of shallow ice at glacial margins is 
complex, and fabric can differ in the top 100 m relative to deeper ice due to seasonal 
temperature related disturbances in the near surface (grain boundary migration 
recrystallisation activity, fluctuations in shear stress due to temperature cycling) and 
processes independent of internal deformation and recrystallisation.  
 
Figure 5.1. A location map of the Priestley Glacier margin field site with CPO orientation, observed 
P-wave velocities from active source seismic surveys and predicted P-wave velocities from core 
analysis oriented to flow. 
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The Priestley Glacier has a thickness of nearly 1 km (Drews et al., 2020), and the full 
extent of the Priestley Glacier shear margin ice core only reaches 58 m. While future 
analysis of the core may not reach depths below the region affected by rigid body 
rotation, comparisons between core samples and preliminary seismic and ApRES data 
help demonstrate the usefulness of geophysical datasets in the determination of ice 
fabric at a large scale. To date, the majority of polar ice fabric observations come from 
deep ice cores that cannot be comfortably extrapolated across the Antarctic or Greenland 
ice sheets. Seismic and radar surveys are key to understanding the complexities of deep 
ice flow at the continental level, but acknowledging that the mechanical behaviour of ice 
at depth differs from the mechanical behaviour of ice at the near surface, in this case at 
floating glacier and ice stream shear margins, will be important for ice sheet models. 
 
5.2 Future Work 
Chemistry 
Future work in the effects of lone chemical species could contribute to a growing record 
of chemical effects. In the coming months, the author will be exploring the mechanical 
effects of nanoparticulate matter and another realistic natural composition with 
increased concentrations of ions. Material from an ice core collected from the Priestley 
Glacier in the 2019-2020 Antarctic field season will be reconstituted to compare with 
these experiments, similar to experiments from Craw (2018). Taking the experiments 
with coastal, central and standard ices to warmer temperatures or lower strain rates may 
clarify the relationship between chemistry and strength beyond the bounds of this study. 
Performing experiments at -5°C may find the strengthening is more pronounced, and 
experiments at -20°C may show an intermediate strengthening effect as strain rate 
decreases, for example. Finally, the potential for a CPO strength piezometer for ice 
deformed under uniaxial compressions is exciting and could be studied more thoroughly. 
Priestley Glacier 
There is much left to be done in regards to the Priestley Glacier shear margin study. 
Obtaining cryo-EBSD data for deeper samples will be important, but the loss of 
orientation from fiducial breaks occur more frequently after 33 m and this may prove 
time consuming. This may be simplified by using cross-polarised light techniques on core 
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slices to analyse changes in extinction angles across breaks, allowing for fewer large 
EBSD datasets. As mentioned in Chapter 3, more work into the analysis of bubble density, 
size, shape and orientation throughout the core should be done. The effects of bubbles 
on dynamic recrystallisation and grain growth (Azuma et al., 2012), seismic anisotropy 
(Bentley & Kohnen, 1976), and their potential use as kinematic and strain indicators 
(Fegyveresi et al., 2019) make bubbles a crucial phase in the Priestley Glacier ice core. 
While this study has produced 2D size and shape statistics, the arrangement of bubbles 
in 3D space will be advantageous in the future.  
In the coming months, seismic, ApRES and surveying data will continue to be analysed 
and may provide more evidence of rigid body rotation within the top ~100 m of the shear 
margin. Flow stresses predicted using flow laws with experimentally derived parameters 
(Durham et al., 1983; Goldsby & Kohlstedt, 2001; Kuiper et al., 2020a) can be calculated 
using similar methods to Jackson & Kamb (1997). By deforming Priestley samples under 
shear at the observed temperatures and predicted shear strain rate of 5x10-10 s-1, 
returning the sample to steady-state creep (>15% strain from initiation of deformation) 
should give the flow stress and how this changes with depth. Further experiments like 
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Table A.1. Major ion compositions of Antarctic ices and snows from coastal and central (>200 km inland) locations, published in literature. 
Site Reference Na+ Mg2+ Ca2+ K+ Cl- SO42- NO3- NH4+ 
Coastal  ppm        
Meserve Glacier Holdsworth, 1974 8.2 0.6 5.9 1.7 6.7 3.9   
Rhone Glacier Mager et al., 2009 6.3 1.2 3 1.5 11.4 5.6 0.6 0.8 
Meserve average Cuffey et al., 2000 1.4973 0.2138 0.9022 0.1552 2.6939 1.632 0.5208 0.0079 
Seuss Glacier Mager et al., 2009 0.9 0.2 3.6 0.2 1.3    
Clark Glacier Stumpf et al., 2012 2.3 0.5 1.5 1.1 4.3 2.3 0.5  
Wright Lower 
Glacier 
Green & Canfield, 1984 0.6394 0.0369 0.0998 0.0998 1.3487    
Tarn Flat Craw, 2018 3.03 0.508 12.4 0.754     
Commonwealth Lyons et al., 2003 0.6969 0.163 0.557 0.074 1.2602 0.3648 0.1922  
Howard Glacier Lyons et al., 2003 1.06 0.248 2.855 0.1677 1.961 0.6912 0.217  
Taylor snow Lyons et al., 2003 0.7912 0.168 0.417 0.0897 1.494 1.1136 0.5146  
Canada Lyons et al., 2003 0.4232 0.138 1.479 0.1677 0.7576 0.3552 0.1426  
Taylor Lyons et al., 2003 0.0667 0.0291 0.088 0.0702 0.0566 0.0883 0.0372  
Newell Lyons et al., 2003 0.0695 0.0104 0.0256 0.0043 0.182 0.144 0.0719  
Central          
South Pole Boutron & Lorius, 1977 0.0065  0.00049 0.00086     
New Byrd Station Boutron & Lorius, 1977 0.028 0.0012 0.0014 0.002     
Amundsen-Scott Boutron & Lorius, 1977 0.0066 0.0045 0.00049 0.00086     
Adelie Land Delmas et al., 1982 0.439 0.0155 0.0116 0.0139 0.646 0.092   
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 Table B.1. Grain size and shape statistics for all Priestley Glacier ice core samples. Grain sizes, sphericity and axial ratio are colour coded to 
arrows on Figure B.1. 
Sample 









m µm  µm  µm   ° in map in map 
003 2.40 1120 702 1017 100 850-900 0.367 1.61 0.47 102 43 7.71 
004 4.10 1310 929 1156 154 1050-1100 0.339 1.64 0.51 105 23 5.13 
005 4.59 1140 800 998 137 250-300 0.361 1.64 0.46 101 31 7.89 
007 5.70 1100 768 973 125 800-850 0.358 1.64 0.50 104 20 4.18 
008 7.00 1160 815 1030 135 500-550 0.364 1.66 0.53 102 6 1.29 
009 8.15 1100 810 960 139 150-200 0.333 1.68 0.67 103 3 0.61 
010 9.10 1010 645 912 100 700-750 0.344 1.59 0.55 99 29 4.41 
011 9.75 1130 872 985 149 150-250 0.357 1.78 0.64 110 2 0.45 
013 11.9 1090 905 942 151 200-250 0.341 1.68 0.58 107 2 0.53 
018 15.95 1170 832 1030 140 400-450 0.352 1.66 0.56 103 9 1.66 
020 17.45 1130 826 998 134 200-250 0.359 1.61 0.60 102 39 7.05 
021 18.0 1190 881 1043 141 750-800 0.346 1.64 0.51 91 11 2.74 
023 20.1 1220 880 1063 146 1500-1550 0.323 1.67 0.60 94 8 1.82 
025 21.85 983 820 846 137 350-400 0.328 1.68 0.58 101 1 0.49 
027 23.8 1040 781 912 132 700-750 0.346 1.69 0.57 97 30 6.04 
030 26.25 1110 770 986 123 800-850 0.362 1.67 0.58 115 24 4.74 
031 27.25 1400 971 1246 149 600-650 0.366 1.54 0.39 97 16 4.22 
033 29.5 1160 810 1030 130 800-850 0.344 1.65 0.54 96 36 7.26 

















 °   S1 S2 S3 
003 108 4.3700 0.3514 0.8092 0.1562 0.0346 
004 113 4.8700 0.4308 0.8613 0.1125 0.0262 
005 102 4.5175 0.3483 0.8029 0.1683 0.0288 
007 116 6.1806 0.4987 0.9018 0.0782 0.0200 
008 127 7.1317 0.5698 0.9429 0.0399 0.0173 
009 130 7.6039 0.5955 0.9565 0.0294 0.0141 
010 127 6.1555 0.4955 0.9015 0.0815 0.0170 
011 132 7.7081 0.6096 0.9635 0.0233 0.0133 
013 129 6.5652 0.5584 0.9357 0.0513 0.0129 
018 109 7.4088 0.5887 0.9528 0.0338 0.0134 
020 106 5.6977 0.4524 0.8736 0.1112 0.0152 
021 117 7.0249 0.5630 0.9391 0.0458 0.0152 
023 115 7.7069 0.6018 0.9592 0.0260 0.0148 
025 115 7.5892 0.6057 0.9614 0.0231 0.0156 
027 127 6.2559 0.5076 0.9096 0.0673 0.0230 
030 136 6.5055 0.5057 0.9083 0.0742 0.0175 
031 135 6.9698 0.5460 0.9308 0.0538 0.0154 
033 132 5.4094 0.4443 0.8726 0.1052 0.0222 






























Figure B.2. Mis2mean maps, subgrain and grain misorientation axis and misorientation angle distributions, crystallographic vorticity axis 




Table B.3. Calculated maximum seismic wave velocities for all Priestley Glacier samples, 
with combined dataset and single crystal values. 
Sample VP max VS1 max VS2 max AVS max VP/VS1 max VP/VS2 max 
 km/s km/s km/s % 
003 4.012 2.110 1.967 8.947 2.074 2.117 
004 4.017 2.119 1.962 9.234 2.079 2.122 
005 4.030 2.124 1.968 10.19 2.104 2.131 
007 4.053 2.153 1.959 11.32 2.136 2.158 
008 4.072 2.171 1.957 12.36 2.165 2.174 
009 4.077 2.178 1.955 12.67 2.169 2.183 
010 4.051 2.154 1.959 11.34 2.129 2.160 
011 4.080 2.181 1.955 12.81 2.174 2.185 
013 4.054 2.163 1.955 11.22 2.123 2.169 
018 4.073 2.176 1.955 12.38 2.161 2.181 
020 4.049 2.152 1.959 11.08 2.124 2.159 
021 4.066 2.167 1.956 12.03 2.154 2.171 
023 4.082 2.182 1.955 12.92 2.179 2.185 
025 4.078 2.177 1.955 12.72 2.172 2.181 
027 4.055 2.154 1.959 11.51 2.142 2.156 
030 4.057 2.157 1.962 11.80 2.141 2.162 
031 4.063 2.166 1.957 11.97 2.147 2.171 
033 4.034 2.136 1.966 10.55 2.106 2.140 
036 4.074 2.174 1.956 12.47 2.166 2.179 
All 4.019 2.126 1.960 9.094 2.073 2.130 
Single 
crystal 















Table B.4. Calculated vertical seismic wave velocities for all Priestley Glacier samples and 
combined dataset. 
Sample VP vert VS1 vert VS2 vert AVS vert 
VP/VS1 vert 
 km/s km/s km/s % 
003 3.936 1.955 1.902 2.769 2.013 
004 3.939 1.952 1.897 2.888 2.018 
005 3.940 1.954 1.894 3.114 2.016 
007 3.947 1.958 1.878 4.198 2.015 
008 3.948 1.960 1.875 4.424 2.014 
009 3.948 1.961 1.875 4.483 2.013 
010 3.938 1.958 1.900 3.004 2.011 
011 3.950 1.962 1.871 4.701 2.014 
013 3.946 1.960 1.880 4.171 2.013 
018 3.950 1.960 1.872 4.640 2.015 
020 3.948 1.956 1.878 4.085 2.018 
021 3.949 1.960 1.873 4.527 2.015 
023 3.950 1.962 1.871 4.708 2.014 
025 3.949 1.961 1.873 4.615 2.013 
027 3.945 1.958 1.881 4.015 2.015 
030 3.947 1.957 1.878 4.132 2.017 
031 3.948 1.958 1.877 4.254 2.016 
033 3.944 1.955 1.886 3.604 2.017 
036 3.950 1.960 1.873 4.578 2.015 














Table B.5. Calculated flow-parallel (N-S) and flow-perpendicular (E-W) seismic wave velocities for all Priestley Glacier samples and combined 
dataset. 
Sample VP N-S VS1 N-S VS2 N-S AVS N-S VP/VS1 
N-S 
Dielectric 




 km/s km/s km/s % N-S km/s km/s km/s % E-W 
003 3.925 1.953 1.950 0.152 2.010 3.141 3.995 1.950 1.904 2.415 2.048 3.163 
004 3.907 2.000 1.942 2.939 1.953 3.140 3.971 1.999 1.904 4.876 1.986 3.164 
005 3.934 1.954 1.926 1.415 2.014 3.140 4.018 1.928 1.894 1.751 2.084 3.164 
007 3.881 2.060 1.942 5.911 1.884 3.139 3.954 2.053 1.895 7.980 1.926 3.165 
008 3.854 2.153 1.927 11.055 1.790 3.142 3.889 2.147 1.907 11.869 1.811 3.163 
009 3.853 2.162 1.925 11.616 1.782 3.143 3.882 2.157 1.907 12.313 1.799 3.162 
010 3.873 2.102 1.934 8.333 1.843 3.142 3.909 2.105 1.906 9.922 1.857 3.162 
011 3.854 2.173 1.919 12.407 1.774 3.144 3.869 2.171 1.911 12.734 1.782 3.161 
013 3.864 2.131 1.927 10.069 1.813 3.143 3.892 2.129 1.912 10.733 1.828 3.162 
018 3.915 1.961 1.954 0.355 1.997 3.136 4.028 1.959 1.875 4.359 2.057 3.169 
020 3.883 2.061 1.939 6.068 1.885 3.140 3.951 2.055 1.893 8.185 1.923 3.165 
021 3.886 2.044 1.945 4.963 1.901 3.138 3.972 2.036 1.889 7.485 1.952 3.167 
023 3.885 2.045 1.946 4.975 1.900 3.137 3.979 2.038 1.884 7.812 1.953 3.168 
025 3.852 2.155 1.929 11.092 1.787 3.141 3.891 2.149 1.906 11.962 1.811 3.163 
027 3.867 2.149 1.919 11.296 1.800 3.146 3.868 2.148 1.921 11.151 1.801 3.158 
030 3.869 2.149 1.917 11.400 1.801 3.146 3.870 2.147 1.918 11.255 1.803 3.159 
031 3.865 2.149 1.920 11.236 1.799 3.144 3.879 2.146 1.912 11.557 1.807 3.161 
033 3.887 2.124 1.914 10.375 1.830 3.149 3.868 2.124 1.927 9.742 1.821 3.155 
036 3.868 2.100 1.938 8.045 1.842 3.139 3.936 2.092 1.893 9.985 1.881 3.165 

























MTEX code for EBSD data processing  
 
Code used in EBSD data processing for this thesis is attached as an electronic supplement. 
This code was run on Matlab R2016b, using MTEX 5.3.1. The code ‘Master_RT’ has the 
following capabilities: 
• Manipulating data to fit the reference frames specific to this thesis 
• Basic map and pole figure plotting 
• Grain size and shape (axial ratio, sphericity, SPO) plotting  
• CPO and SPO strength and orientation measurements 
• Misorientation analysis 
• Crystallographic vorticity axis analysis, using a package from Michels et al. (2015) 
supplementary info 
• Seismic wave velocity and dielectric constant calculations, including along 
vertical and horizontal directions. 
 
This code is a compilation of codes and equations from literature (Fujita et al., 1993; 
Mainprice et al., 2011; Mainprice et al., 2015; Michels et al., 2015; Craw, 2018; Fan et al., 
in review), from personal communication, and the online MTEX toolbox (https://mtex-
toolbox.github.io/index.html). The author acknowledges the help of A. Cross, L. Craw, S. 
Fan and D. Prior in building this code. 
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