Abstract. We consider the change-of-rings spectral sequence as it applies to Hochschild cohomology, obtaining a description of the differentials on the first page which relates it to the multiplicative stucture on cohomology. Using this information, we are able to completely describe the cohomology structure of monogenic algebras as well as some information on the structure of the cohomology in more general situations.
Introduction
The computation of the Hochschild cohomology HH • (A) of an algebra A is usually a difficult, laborious task. In most cases, the well-known identification HH • (A) ∼ = Ext
• A e (A, A) and the method developed by Cartan and Eilenberg in Homological Algebra [5] for the computation of derived functors are used: one finds an A e -projective resolution P • for A and then computes the cohomology of the complex hom A e (P • , A). Up to the flexibility of being able to substitute the standard Hochschild resolution for a more convenient one, this method is a direct implementation of the definition of HH • (A) given by Hochschild in [20] .
As it is well known, the Hochschild cohomology HH • (A) is endowed naturally with both an associative algebra structure and a graded Lie algebra structure. Recently, these structures have received considerable attention: the rôle played by the former in the representation theory of A is being studied by many researchers and a theory modeled on Quillen's theory of support varieties for groups [27] is emerging, while the latter has been central in recent developements related to the deformation theory of algebras. Now, as soon as one attempts to make these structures explicit in specific examples, computational difficulties arise very quickly. The cup product can be computed using an arbitrary A e -projective resolution P • of A provided with a diagonal map ∆ : P • → P • ⊗ A P • but, while this is in general considerably more convenient than dealing with the standard Hochschild resolution, this quickly becomes impractical. The Lie structure, on the other hand, is defined in terms of the Hochschild resolution and we do not have available -to the author's knowledge -a way of computing it in terms of an arbitrary resolution. Consequently, when a projective A e -resolution P • of A is being used to determine HH • (A), in order to compute the Lie structure one needs comparison maps P • ⇄ B • (A) between P • and the Hochschild resolution B • (A). This is extremely messy; in most cases, in fact, this approach is used successfully only in low degrees.
This rather unsatisfactory situation should be compared to what happens in the context of group cohomology. Indeed, while by no means a trivial task, the effective computation of group cohomology as an algebra is a rather well understood process in which the various pieces of structure present -the LyndonHochschild-Serre spectral sequence, the action of the Steenrod algebra and, more generally, the close relationship with algebraic topology, etc. -serve as powerful tools. At present, we do not have comparable tools at hand when dealing with Hochschild cohomology.
In this paper, we pick one of the general constructions of homological algebra, the spectral sequence for a change of rings, and we try to put it to use in the problem of computing Hochschild cohomology. It turns out that the differentials on the initial term of this spectral sequence can be described in terms of the Yoneda product. Our main technical result, and the objective of sections 1 and 2 below, is the following theorem: The classes O q (φ) can be considered, then, as higher degree analogues of the characteristic class. It would be interesting to have tractable descriptions for them and their possible interrelations.
Theorem. Let k be a field and let φ : A → B be a morphism of k-algebras. If M is a B-bimodule, there is a natural convergent spectral sequence such that
We remark that we have not been able to obtain information on the differentials d p for p > 2 of the spectral sequence appearing in the theorem. Such information would be quite useful.
Using our theorem, in section 3, we are able to work out a computation of the Hochschild cohomology of algebras k[X]/( f ) which are quotients of a polynomial algebra in one variable, arriving at a presentation of the cohomology algebra HH • (k[X]/( f )) and of the Gerstenhaber Lie bracket on it; see theorems 3.9 and 3.11 below for precise statements. Interestingly, this computation relies on explicit work with resolutions only in very low degrees. The sort of arguments used for this are of wider applicability: in section 4 we present some variations and we intend, in future work, to provide further related results.
Finally, in section 5 we consider the change-of-rings spectral sequence corresponding to an homological epimorphism φ : A → B, i.e., a morphism of algebras which induces a full and faithful embedding D b ( B Mod) → D b ( A Mod) of bounded derived categories. We are able to generalize results which relate the Hochschild cohomologies of A and B due to M. Auslander, M. I. Platzeck and G. Todorov [1] and J. A. de la Peña and C. Xi [26] . In particular, following [26] we obtain long exact sequences generalizing the one constructed by D. Happel in [17] for one-point (co)extensions of finite dimensional algebras as well as the generalizations of C. Cibils [6] , E. Green and Ø. Solberg [15] , E. Green, E. N. Marcos and N. Snashall [16] .
Global conventions. We fix a field k throughout the paper. Algebras will be always be k-algebras, hom and ⊗ will be taken over k and, in general, all our linear constructions will be k-linear.
When working with algebras given as admissible quotients of path algebras, our notations and nomenclature should be standard. As we prefer left modules, we compose arrows from right to left. We consider paths in a quiver as elements both of the path algebra, as usual, and of the quotient algebras thereof, provided they represent a non-zero element in such a quotient.
We refer to Stanley's book [28, Chapter 3] for the little we need about partially ordered sets.
The author would like to thank Andrea Solotar and Estanislao Herscovich heartily for their very careful reading of this manuscript.
1.
Stable operations on cohomology 1.1. Let A be a algebra. Recall that composition of extensions gives, for left A-modules M, N and P, a Yoneda product
which is homogeneous, natural and associative. Given a short exact sequence E : N ′ N ։ N ′′ of left A-modules and a left A-module M, the connecting homomorphisms in the long exact sequence for the ∂-functor Ext
. This is explained in detail in [24] , chapter III. 
A is an additive functor, contravariant on its first variable, covariant on the second one. Yoneda's lemma gives us an isomorphism of functors N) . We say that O is stable if, for each short exact sequence P ′ P ։ P ′′ of left A-modules, the following diagram commutes for each p ≥ 0:
Given left A-modules M and N and
We write sOp 
be given by post-multiplication by ζ. This is well defined because Y(ζ) is a cohomological operation by definition, which is stable because the Yoneda product is associative and the connecting homomorphisms can be expressed as in 1.1. The morphism Y is additive and natural both in M and N.
It is a monomorphism; in fact, writing
This means that in fact R 0 = 0. We will show in 1.7 that any stable cohomological operation which vanishes-as R does-on Ext 0 A is identically zero; this will allow us to conclude that Y(E O ) = O, proving the following theorem: N) and suppose that p ≥ 0 and O p = 0. Let P be a left A-module and choose any short exact sequence P I ։ P ′ in which I is an injective module. Stability of O entails the commutation of the following diagram, in which the top row is exact:
Theorem. There is an isomorphism of graded bifunctors
The hypothesis that O p = 0 implies that O p+1 P = 0. The arbitrariness of P and an evident inductive argument show that O = 0, as we needed. 
It is natural with respect to both M and N. 
2.1.7.
The spectral sequence constructed in 2.1 is in the first quadrant, so it comes equipped with an edge morphism from the limit to the "base,"
and a morphism from the "fiber" to the limit,
They can be computed as follows. Let X • ։ M be a projective resolution of M as a left A-module and take a class
To compute e(α), we pick a representative a ∈ hom A (X p , N) for α and letā ∈ hom B (B ⊗ A X p , N) be the morphism corresponding to it by the natural identification, so thatā( 
Suppose that
Mod and the edge morphism from the fiber to the limit in the spectral sequence is, when both M and N are left B-modules,
. In this situation, we can describe e ′ in terms of iterated extensions of modules:
is simply the p-extension (2) now considered in A Mod. This follows easily from the recipe given in 2.1.7 for computing e ′ and the details of the proof that the Ext-functors can be computed from iterated extensions as presented in [19, Theorem IV.9 .1]. We leave this to the reader and just recall briefly how one goes from iterated extensions to cocycles, as we will need this below.
Let M ∈ A Mod and fix a projective resolution
Consider a p-extension ξ in that category ending in M, as in the bottom row of the following diagram
Since the top row is made of projective modules and the bottom one is exact, the identity map id M on the right extends to a map of complexes h • . Clearly 
• denotes Yoneda composition of iterated extensions.
The differentials.

2.2.1.
In the following lemma, we consider double complexes X •,• whose horizontal and vertical differentials δ ′ and δ ′′ anti-commute and cohomologically graded spectral sequences E
•,•
• for which the first upper index corresponds to the filtration degree.
The diagram in figure 1 may be of help in following the proof of the lemma. The dotted lines are used to show the relative positions of the elements appearing in the diagram, solid and broken arrows represent maps on E 0 and E 1 , respectively, and the curved lines show that, for example, j 0 x = δ ′′ c + δ ′ s; finally, the planes are, in order of increasing depth, 1 E 0 , 2 E 0 and 3 E 0 .
Proof. Let α ∈ 3 E p,q 2 and a ∈ 3 E p,q 0 be such that a ∈ α; then δ ′ a = 0 and there
and since ker
The chase in the proof of 2.2.1.
We thus see that d 2 ∂α = −∂d 2 α, as we were required to show.
2.2.2.
We will apply the lemma in the context of the spectral sequence from 2.1.4. 
Consider a morphism of algebras φ : A → B, a left A-module M and a short exact sequence of left B-modules
the rows are exact and each square commutes. If we set
for each i with 1 ≤ i ≤ 3, we have, as one can easily show, an exact sequence of double complexes
in which the morphisms are induced by j • and k • . We consider spectral sequences as in proposition 2.1.4. For each bidegree, the exact sequence
Since this last sequence splits, taking homology we get an exact sequence
We are then in the situation of the lemma and we see that the following diagram is anti-commutative:
is the connecting homomorphism for the long exact sequence corresponding to the ∂-functor Ext We are thus led to the following theorem: :
Proof. The observations of 2.2.2, together with the naturality of the spectral sequences involved, imply that if we define O q (M)
The theorem follows now from the description given in 1.6 of this set. We remark that the Yoneda product on HH • (A) coincides with the classical cup product on Hochschild cohomology described in [12] and that the action of 2.3.6. We can construct explicitly a 2-extension of B-bimodules representing the class O 1 (φ) appearing in 2.3.5. The construction is surely well-known but it does not appear in the standard references.
Hochschild cohomology.
Recall that the Hochschild cohomology of a k-algebra A is the functor of A-bimodules H
Recall from [23] that if Λ is an algebra, the Λ-bimodule of non-commutative differential forms Ω(A) is the kernel of the multiplication map µ : Λ ⊗ Λ → Λ. In particular, there is an exact sequence of Λ-bimodules
There is a map d : 
where the second map is induced by
and the following two are induced from the corresponding maps in (5).
Proposition. 
that this is well defined follows from a simple computation. Then we have a commutative diagram
in which the top row is the standard Hochschild resolution of B. Recalling the way in which one shows that Yoneda functors are computable using projective resolutions, we see at once that this means that the 2-extension (6) represents the 2-cocycle α and, hence, the class O 1 (φ). 
The classes O q (φ) ∈ Ext
2.3.8.
Finally, we make explicit the 5-term exact sequence to which we made reference in the proof of 2.3.5 and describe the edge morphism which appears in it. It is obtained as usual from the spectral sequence constructed in 2.3.3 by looking at terms of low degree.
Proposition. Let φ : A → B be a surjection of algebras and let M be a B-bimodule. There is an exact sequence
The edge morphism e is induced by the map Der(A, M) → hom B e (I/I 2 , M) which sends f ∈ Der(A, M) to the composition
The first map here is the one appearing in (6). 
The cohomology of monogenic algebras
We fix a monic polynomial
provides a projective resolution of A as a k[X]-module either on the left or on the right; using it to compute Tor
• (A, A), we immediately see that
This implies that there are isomorphisms
We look now at the limit of E, which is H • (k[X], M). There is a projective resolution
A trivial computation using it shows that
Here we are writing M x . = {m ∈ M : xm = mx} and M x . = M {xm − mx : m ∈ M} .
3.4.
We conclude that the E 2 term looks like this:
We have written the limit of this sequence,
, under the p-axis.
Convergence then implies that
with e the edge morphism described in 2. 
and, in fact, looking back at the proof of 1.6, we see that
On the other hand, it is easy to follow the recipe given in 2.1.7 in order to see that the edge morphism e is induced on
In particular, if M = A is the regular A-bimodule, of course we have that
A → A is just multiplication by f ′ , and we see that 
Under our isomorphisms, ζ corresponds to the class of 1 in HH
and let q be such that f = qd, there is an isomorphism A f ′ ∼ = (q)/( f ). In particular HH 1 (A) is a cyclic A-module generated by an element τ, corresponding to the class of q under this isomorphism, with annihilator (d) ⊳ A.
3.7.
It is quite clear that the action of HH 0 (A) = A on HH • (A) corresponds, under our isomorphisms, to the obvious structure of A-modules on A f ′ and A/( f ′ ). Since we understand multiplication by ζ, to describe the multiplicative structure on HH • (A), we need only concentrate on computing τ 2 .
Assume for a moment that 2 is invertible in k.
The graded commutativity of HH • (A) and the fact that |τ| = 1 immediately imply, then, that τ 2 = 0 and we see that we have in this situation an isomorphism
3.9.
In the general case, we have the following theorem:
be a monic polynomial of degree N and consider the k-algebra
A = k[X]/( f ). Let d = gcd( f , f ′ ), let q ∈ k[X] be such that f = qd and put u = q 2 N ∑ i=0 α i i(i − 1) 2 X i−2 .
Then there is an isomorphism of graded commutative algebras
where the generators in the right hand side have degrees |x| = 0, |τ| = 1 and |ζ| = 2.
Proof. At this point, we need only show that τ 2 = u(x)ζ. We will resort to a direct computation: we have not been able to find a more conceptual argument in the spirit of those used above to handle this. There is a commutative diagram of A-bimodule morphisms
where m : A ⊗ A → A is the multiplication map, the maps d ′ p are the Hochschild boundary maps, s 0 = r 0 = id and
Here we are using functions q f , r f :
The rows in (8) are exact and, in fact, they are the beginnings of two projective resolutions of A as an A-bimodule: the lower row comes from the usual Hochschild resolution A ⊗(•+2) of A and the upper row comes from the wellknown 2-periodic resolution P • of A constructed in [4] . The vertical maps are the first components of a comparison of resolutions. The complete picture can be found in [22] , but we will not make use of it.
It is clear that τ ∈ HH 1 (A) is the class of the unique derivation t : A → A such that t(x) = q. This implies that τ can be seen as the class of the 1-cocycle t ∈ hom(A, A) of the complex hom(A ⊗• , A) ∼ = hom A e (A ⊗(•+2) , A) constructed by applying hom A e (−, A) to the Hochschild resolution of A. Now, when one sees HH • (A) as the cohomology of this complex, products can be computed using the cup product ⌣ introduced in [12] . This means that τ 2 is the class of t ⌣ t : A ⊗ A → A in HH 2 (A), where
for all a, b ∈ A; here derivatives are taken on arbitrary representatives for elements of A in k [X] . Pulling back the 2-cocycle t ⌣ t from hom A e (A ⊗(•+2) , A) to the top row in (8) along the given comparison morphisms immediately shows that τ 2 is represented by the unique 2-cocycle of the complex hom A e (P • , A) which maps 1
Since the class ζ is represented in the complex hom A e (P • , A) by the 2-cocycle z : A ⊗ A → A such that z(1 ⊗ 1) = 1, we see that t ⌣ t = u(x)z and, then, that τ 2 = u(x)ζ, as stated in 3.9. This completes the proof of that theorem.
3.10.
If 2 is invertible in k, then the polynomial u appearing in 3.9 is simply 1 2 q 2 f ′′ and it is an easy exercise to show that this is zero in A/( f ′ ). This corresponds, of course, to the observation made in 3.8.
3.11.
Before passing on to other matters, we take the opportunity of computing the rest of the "cohomology structure" of our algebra A in the sense used in [12] . We will use the conventions and notations of [13, Section 4] , which are, by now, rather standard; in particular, we use the composition products • and • i for cocycles on the Hochschild resolution.
Theorem. In the situation of theorem 3.9, let
Then the Gerstenhaber bracket on HH • (A) is completely determined by the relations
Proof. The Gerstenhaber bracket is graded on HH • (A) [1] , so that it is clear that [x, x] ∈ HH −1 (A) and [τ, τ] are zero. The other four relations will be established by computation. We use the maps r • and s • to go from cocycles on the top row of (8) to cocycles on the bottom row and back, respectively, and identify hom A e (A ⊗(•+2) , A) with hom(A ⊗• , A) as usual. Also, we will write
for functions φ defined on non-negative integers.
We have that 
We have thus verified all the relations claimed in the theorem.
Variations
The computation done in section 3 was successful because of the many favorable traits of the situation under consideration. It turns out, though, that a similar line of reasoning can be applied in various other less favorable contexts in order to obtain useful information on cohomology. We collect here a few examples. 
Proposition. Let A be an algebra and I ⊳ A an ideal which is flat as an
is the class of the singular extension
In particular, restriction of scalars induces functorial isomorphisms
on B-bimodules for p > pdim A e I/I 2 + 1.
Proof. Looking at the long exact sequence for Tor
Using this together with the convergence of the spectral sequence in 2.3.3 we see that the long exact sequence in the statement exists. All other claims follow at once.
4.2.
Let A be an algebra, let x ∈ A be normal (so that Ax = xA) and assume moreover that x is not a divisor of zero. Normality implies that the left ideal I = Ax is actually a bilateral ideal and we can consider the quotient algebra B = A/I. The map r x : A → I given by right multiplication by x is an isomorphism of left A-modules -in particular, I is flat and we can apply 4.1 to this situation.
One can see at once that the hypothesis on x implies that there exists a unique automorphism α ∈ Aut Alg (A) such that ax = xα(a) for all a ∈ A; notice that α = id A iff x is central. Moreover, α(I) = I so α induces an automorphism of B, which we denote α as well. If M is a B-bimodule, we write M α the B-bimodule which coincides with M as a left B-module and whose right action is that of M 'twisted' by α, so that
Clearly, r x (I) = I 2 and in fact r x induces an isomorphism of B-bimodules I/I 2 ∼ = B α . Now, it is easy to see that for each B-bimodule M, there is a natural isomorphism Ext 
is an isomorphism for all Bbimodules M and all p ≥ 1. Now the n-th Yoneda power of ζ can be seen as p=0 HH p (B) together with ξ, so it is itself finitely generated. 4.5. In some cases, we can obtain more precise information about the multiplicative structure on Hochschild cohomology in the situation of 4.2. We consider here only a very simple instance.
Let n ∈ N and let Q be the quiver with vertex set Q 0 = Z n and arrow set Q 1 = {α i } i∈Z n such that α i starts at the vertex i and ends at the vertex i + 1. This is sometimes called the n-crown quiver. See figure 2 for a drawing of Q when n = 6.
Let kQ be the path algebra on Q and put
is a non-zero polynomial, one easily sees that u = f (t) ∈ kQ is a regular normal element and if we put I = (u) and B = kQ/I, the observations in 4.2 provide a long exact sequence relating HH • (B) and H • (kQ, B) .
We take f = X l with l = nm − 1 for some m ≥ 1, so that B is one of the symmetric truncated cycle algebras considered in [3] or the special Brauer tree algebras studied in [21] . Additionally, we assume n ≥ 2: the case in which n = 1 was treated in the previous section.
The choice of l implies that α = id A . Using this and that pdim (kQ) e kQ = 1, we see that the long exact sequence (9) degenerates, as in the proof of 4.3, into, on one hand, an exact sequence
with e the edge morphism from the limit to the 'base' described in 2.1.7 and ζ ∈ HH 2 (B) the class of the extension of algebras 
Proof. Let E ⊂ kQ be the subalgebra generated by the vertices. One easily checks that, because n ≥ 
Let kQ 1 and R be the sub-E e -modules of kQ spanned by Q 1 and {γ l i : i ∈ Z n }, respectively. We consider the following commutative diagram
in which the bottom row is the standard Hochschild resolution of B taken over E, the map µ is the multiplication, s 1 is the inclusion and
The top row is the beginning of the Bardzell resolution for B, cf. [2] . Let us take now classes φ, ψ ∈ HH 1 (B) and 1-cocycles f , g : B ⊗ E kQ 1 ⊗ E B → B defined on the Bardzell complex such that f and g represent φ and ψ, respectively. We identify f and g canonically to elements of hom E e (Q 1 , B) , which can itself be seen as the vector space of E-linear derivations kQ → B.
and every element of hom E e (Q 1 , B) maps arrows to linear combinations of paths of length at least one (because n ≥ 2) we see that s * 2 r
. This implies that the cup product vanishes on HH odd (B). 
5.
The edge morphisms from the fiber to the limit in this sequence are then maps e : E •,0
which we are assuming to be isomorphisms.
Assume that r ≥ 0 and that we know that Tor Proof. Let M ∈ B Mod B and consider the long exact sequence of the functor Ext realizes X and that simplicial cohomology is invariant under such subdivisions, we see that HH • (kCh(X)) ∼ = HH • (kX). Up to these isomorphisms, the long exact sequence (14) provides a long exact sequence relating HH • (kX), HH • (kY) and Ext • (kCh(X)) e (k Ch(X), I Ch(Y) ), which again is isomorphic to a relative cohomology group. We remark that it would be useful to have a description of these cohomology groups directly in terms of kX and kY.
In any case, we see that the long exact sequences for simplicial cohomology of pairs of finite simplicial complexes are all special cases of 5.5.
5.8.
As observed in 5.6, if φ : A → B is a homological epimorphism, the idempotency of I = ker φ follows from the vanishing of Tor Thus a homological ideal is idempotent as a bimodule.
5.9.
One can give various kinds of combinatorial conditions on ideals of algebras given by quivers and relations that ensure that they are homological. We give as a simple instance a partial converse of 5.8: 
