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Some effectivity results for primitive divisors of
elliptic divisibility sequences
Matteo Verzobio
Abstract
Let P be a non-torsion point on an elliptic curve defined over a number
field and consider the sequence {Bn}n∈N of the denominators of x(nP ).
We prove that every term of the sequence of the Bn has a primitive divisor
for n greater than an effectively computable constant.
1 Introduction
Let E be an elliptic curve defined by the equation
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6,
with the coefficients in a number field K. Let P ∈ E(K) be a non-torsion point
and let OK be the ring of integers of K. Let us define the fractional ideal
(x(nP ))OK = An
Bn
with An and Bn two relatively prime integral OK-ideals. We want to study
the sequence of integral OK-ideals {Bn}n∈N. These are the so-called elliptic
divisibility sequences. In particular, we want to study when a term Bn has a
primitive divisor, i.e., when there exists a prime ideal P such that
P ∤ B1B2 · · ·Bn−1 but P | Bn.
In [5], Silverman proved that, if E is defined over Q, then Bn has a primitive
divisor for n large enough. This result was generalized for every number field
K by Cheon and Hahn in [1], where the following theorem is proved.
Theorem 1.1. [1] Let E be an elliptic curve defined over a number field K
and P be a non-torsion point in E(K). Consider the sequence {Bn}n∈N of
integral OK-ideals defined as before. Then, for all but finitely many n, Bn has
a primitive divisor.
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The previous theorem is not effective. The aim of this paper is to make the
work of [1] effective. Indeed, we will explicitly compute a constant K(E,P ) so
that, for n > K(E,P ), Bn has always a primitive divisor.
Theorem 1.2. Let E be an elliptic curve defined over a number field K and P
be a non-torsion point in E(K). Consider the sequence {Bn}n∈N of integral OK-
ideals defined as before. There exists a constant K(E,P ), effectively computable,
such that Bn has a primitive divisor for n > K(E,P ). The constant K(E,P )
can be written as
K(E,P ) = max
{
KE , exp
( hˆ(P )
[K : Q]
)}
where KE is a positive constant depending only on E and hˆ(P ) is the canonical
height of the point P .
In Section 8, we explicitly compute the constant K(E,P ) in the case when
E is in minimal form.
2 Notation
The following notation will be used during the paper. The curve E is defined
by the equation
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
with the coefficients in the number field K.
∆ is the discriminant of the curve;
j(E) is the j-invariant of the curve;
b2 = a1 + 4a2;
D = [K : Q] is the degree of the number field K;
OK is the ring of integers of K;
∆K is the discriminant of the field K;
fE is the conductor of the curve;
σ =
log|NK/Q(∆)|
log|NK/Q(fE)| , where NK/Q is the norm of the field extension.
if x ∈ OK , then P (x) is the biggest rational prime p such that ordp(x) > 0;
if I is an integral ideal of OK , then ωK(I) is the number of prime divisors
of I;
if n ∈ N, then ω(n) is the number of rational prime divisors of n.
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3 Preliminaries
Let MK be the set of all places of K, take ν ∈MK and let |·|ν be the absolute
value associated to ν. Let nν be the degree of the local extension Kν/Qν.
We normalize the absolute values as in [8, Section VIII.5]. If ν is finite, then
|p|ν = p−1, where p is the rational prime associated to ν. If ν is infinite, then
|x|ν = max{x,−x} for every x ∈ Q. Thanks to this choice, we have the usual
product formula, i.e. ∏
ν∈MK
|x|nνν = 1
for every x ∈ K∗. Define M∞K as the set of the infinite places of K and M0K as
the set of finite places.
Now, we define the height of a point on the curve; more details can be found
in [8, Chapter VIII]. Given x ∈ K∗, define
hν(x) := max{0, log |x|ν}
and
h(x) :=
1
[K : Q]
∑
ν∈MK
nνhν(x).
For every point R 6= O of E(K), we define
hν(R) := hν(x(R))
and the height of the point as
h(R) := h(x(R)).
So, for every R ∈ E(K) \ {O},
h(R) =
1
[K : Q]
∑
ν∈MK
nνhν(R)
and we put
H(R) = exp(h(R)).
Finally, we put
h(O) = 0,
where O is the point at infinity of the curve E.
Given a point R in E(K), define the canonical height as in [8, Proposition
VIII.9.1], i.e.
hˆ(R) =
1
2
lim
N→∞
h(2NR)
4N
.
We recall the properties of the height and of the canonical height that will
be necessary in this paper. For the details, see again [8, Chapter VIII].
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• There exists an effectively computable constant CE such that, for every
R ∈ E(K), ∣∣∣h(R)− 2hˆ(R)∣∣∣ ≤ CE .
Thanks to [6, Theorem 1.1], we can take
CE = 2.84 +
h(j(E))
12
+
h(∆)
6
+
h∞(j(E))
6
+ h∞(b2/12)
where h∞(x) =
∑
ν∈M∞K
nνhν(x). Recall that with ∆ we denote the
discriminant of the curve and with j(E) we denote the j-invariant.
• The canonical height is quadratic, i.e.
hˆ(nR) = n2hˆ(R)
for every R in E(K) and n ∈ N.
• For every non-torsion point R ∈ E(K),
hˆ(R) > 0.
There exists a positive constant JE , effectively computable and depending
only on E and K, such that
JE ≤ hˆ(P )
for every non-torsion point P ∈ E(K). Thanks to the work in [4], we can
take
JE =
log
∣∣NK/Q(∆)∣∣
1015D3σ6 log2(104613Dσ2)
where NK/Q is the norm of the field extension, D = [K : Q] and
σ =
log
∣∣NK/Q(∆)∣∣
log
∣∣NK/Q(fE)∣∣ .
The conductor fE is defined in [8, Section VIII.11].
In order to prove that Bn has a primitive divisor for all but finitely many
terms, Silverman in [5] and Cheon and Hahn in [1], used a Theorem of Siegel
that says
lim
n→∞
hν(nP )
h(nP )
= 0
for every ν ∈MK , as is proved in [8, Theorem IX.3.1]. This result is not effective
and then their results are not effective. We will use some results that tell us
effectively how this limit goes to 0. As we will show later, for the finite places
we use the work of Stange in [9] and for the infinite places we will use the work
of David in [2].
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4 Structure of the proof
We start by recalling the structure of the proof of Cheon and Hahn of Theorem
1.1.
1. If P is a non-primitive divisor of Bn, then P divides Bn/q for q a prime
divisor of n. Moreover, if ν is the place associated to P , then
hν(nP ) ∼ hν
(n
q
P
)
> 0.
2. If Bn does not have a primitive divisor, then, for every ν ∈M0K , we have
hν(nP ) ≤
∑
q|n
hν
(n
q
P
)
+O(log n),
using the work of point (1). Therefore,
∑
ν∈M0K
hν(nP ) ≤
∑
ν∈M0K
∑
q|n
hν
(n
q
P
)
+O(log n).
3. For every ν infinite, hν(nP ) is negligible compared with h(nP ). In par-
ticular, ∑
ν∈M∞K
hν(nP ) = o(n
2).
4. Putting together the inequalities of (2) and (3), we obtain,
n2hˆ(P ) = hˆ(nP )
= h(nP ) +O(1)
=
1
D
∑
ν∈M0K
hν(nP ) +
1
D
∑
ν∈M∞K
hν(nP ) +O(1)
≤
∑
q|n
h
(n
q
P
)
+ o(n2)
= hˆ(P )
∑
q|n
n2
q2
+ o(n2).
5. For every n we have
∑
q|n q
−2 < 1 and then the inequality of (4) does not
hold for n large enough.
In order to make this proof effective, we need to make the work of (1) and (3)
effective. In Section 5, we bound hν(nP )− hν((n/q)P ) as in (1). In Section 6,
we make effective the work of (3).
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5 Finite places
Take P a prime over a valuation ν ∈M0K . From now and until Proposition 5.7,
we will assume that E is in minimal form for the place ν. Given a point Q in
E(K), it is easy to show that Q reduces to the identity modulo P if and only if
ν(x(Q)) < 0. The group of points of E(KP) that reduce to the identity modulo
P is a group that is isomorphic to a formal group, as proved in [8, Proposition
VII.2.2]. Let Q be a point in this group and, using the equation defining the
elliptic curve, it is easy to show that 3ν(x(Q)) = 2ν(y(Q)) and therefore
2ν
(x(Q)
y(Q)
)
= −ν(x(Q)) > 0. (1)
Here, we are using that the equation defining the curve is minimal and so the
coefficients defining the curve are in the ring of integers of Kν. We want to use
the work in [9].
Theorem 5.1. [9, Lemma 10 and Corollary 17] Let Q ∈ E(K) be a non-torsion
point. Take ν ∈ M0K a place such that E is minimal form for the place. Let P
be the prime associated to ν and p = P ∩Z. Define z = x(Q)/y(Q) and suppose
ν(z) > 0. For every n ∈ N, put [n]z = x(nQ)/y(nQ). There exist b, j, h and w
in Z≥0 ∪ {∞}, depending on E, ν and Q, such that
ν([n]z) =
{
bjν(z) + b
j−1
b−1 h+ ν(n)− jν(p) + w if ν(n) > jν(p)
bν(n)/ν(p)ν(z) + b
ν(n)/ν(p)−1
b−1 h if ν(n) ≤ jν(p).
(2)
In particular, if ν ∤ 2 and ν does not ramify, then
ν([n]z) = ν(z) + ν(n).
Remark 5.2. We are not interested in the definition of the constants b, j, h
and w. We will just use that j ≤ log2D, that follows easily from the definition
of j given in [9, Lemma 10].
Definition 5.3. Let S be the set of finite places such that ν|2, ν ramifies or
E is not in minimal form for ν. Observe that this set is finite. Let s be the
cardinality of this set.
Recall that P is a non-torsion point in E(K).
Lemma 5.4. Take ν ∈M0K a place such that E is minimal form for the place
ν. Let P be the associated prime. Define nP as the smallest integer such that
nPP reduces to the identity modulo P. Then, kP reduces to the identity modulo
P if and only if k is a multiple of nP . Moreover, ν(x(kP )) < 0 if and only if k
is a multiple of nP .
Proof. Let Ens(FP) be the group of non-singular points in the curve reduced
modulo P . The fact that this is a group is proved, for example, in [8, Chapter
III]. Suppose, by absurd, that kP reduces to the identity but k is not a multiple
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of nP . Take q and r the quotient and the remainder of the division of k by nP .
Since nP does not divide k, we have that 0 < r < nP . So,
rP ≡ nP − kqP ≡ O −O ≡ O mod P
and this is absurd since nP is the smallest positive integer such that nPP ≡ O
mod P . Vice-versa, if k = qnP , then
kP ≡ q(nPP ) ≡ qO ≡ O mod P .
Now, we conclude observing that a point Q reduces to the identity modulo P if
and only if ν(x(Q)) < 0.
Let P be a non-primitive divisor of Bn. Then, P divides Bk for 0 < k < n.
Thanks to Lemma 5.4, it is easy to show that P divides Bn/q for q a prime divisor
of n. Let ν be the finite place associated to P . Hence, ν(Bn) and ν(Bn/q) are
strictly positive. Therefore, hν(nP ) and hν((n/q)P ) are strictly positive. We
want to bound the difference between hν(nP ) and hν((n/q)P ). We start by
assuming that the curve is in minimal form for ν. Then, in Proposition 5.7,
we bound the difference without this assumption. Recall that S is defined in
Definition 5.3.
Proposition 5.5. Take ν ∈ M0K a place such that E is minimal form for the
place. Let q be a rational prime and n be a multiple of q. Suppose ν(x(nq P )) < 0.
Then,
hν(nP )− hν
(n
q
P
)
≤
{
2hν(q
−1) if ν ∈M0K \ S,
max{C, 2hν(q−1)} if ν ∈ S
(3)
where C is a constant that can be written in the form C = hˆ(P )D1 +D2.
Proof. Observe that, if ν(x(Q)) < 0, then
hν(x(Q)) = log |x(Q)|ν = −2 log
∣∣∣∣x(Q)y(Q)
∣∣∣∣
ν
= −2 log |z(Q)|ν
using the equality (1). Thanks to the previous lemma we have ν(x(nP )) < 0
since ν(x((n/q)P )) < 0. Suppose ν finite and not in S. So, using Theorem 5.1,
hν(x(nP )) = −2 log |z(nP )|ν
= −2 log
∣∣∣∣z(nq P
)∣∣∣∣
ν
− 2 log |q|ν
= hν
(
x
(n
q
P
))
+ 2hν(q
−1).
Suppose now ν ∈ S. Let nP be the smallest integer such that nPP reduces
to the identity modulo P and we know, thanks to Lemma 5.4, that n/q is a
multiple of nP . Put z′ = [nP ]z and n/nP = n′. So, [n′]z′ = [n]z. We want to
study ν([n′]z′). Suppose ν(n′/q) ≤ jν(p), where j is as in Theorem 5.1. Observe
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that, if ν(m) > ν(m′), then ν([m]z′) > ν([m′]z′). This is an easy corollary of
Theorem 5.1. Therefore,
ν([n]z) = ν([n′]z′) ≤ ν([pj+1]z′).
Thus,
hν(nP ) ≤ hν([pj+1]nPP ) ≤ h(pj+1nPP ) ≤ 2(pj+1nP)2hˆ(P ) + CE .
Using the definition of j in [9, Lemma 10], it is easy to show that j ≤ log2D
and so pj+1nP can be bounded by a constant depending only on E and K. If
instead ν(n′/q) > jν(p), then
ν([n]z)− ν([n
q
]z) = ν([n′]z′)− ν([n
′
q
]z′)
= bjν(z′) +
bj − 1
b− 1 h+ ν(n
′)− jν(p) + w
− bjν(z′)− b
j − 1
b− 1 h− ν(n
′/q) + jν(p)− w
= ν(q)
and we conclude as in the first case. In conclusion, we need to take
C ≥ 2(pj+1nP)2hˆ(P ) + CE
for every P over a place in S. Since S is finite, we are done.
Lemma 5.6. The constants D1 and D2 of the previous proposition can be taken
as
D1 = 2
(
P (∆)log2D+1max{4, log2H(j(E))}(2P (∆)D + 1)
)2
and D2 = CE.
Proof. Recall that we need to take C ≥ 2(pj+1nP)2hˆ(P )+CE for every P over a
place in S. Hence, we just need to prove that D1 ≥ 2(pj+1nP)2. Let KP be the
P-adic completion of K and let E0(KP) be the group of points in E(KP) that
reduce to a non-singular point in E(FP). The quotient group E(KP)/E0(KP)
is finite. Then, kP reduces to a non-singular point modulo P for at least one k
with
k ≤ #(E(KP )/E0(KP)) ≤ max{4,− ordP(j(E))} ≤ max{4, log2H(j(E))}.
The bound on the cardinality of E(KP)/E0(KP) follows from [8, Corollary
C.15.2.1]. It is easy to show that the cardinality of E0(KP) is less than 2 ‖P‖+1,
where ‖P‖ is the cardinality of FP . So,
nP ≤ k(2 ‖P‖+ 1) ≤ max{4, log2H(j(E))}(2P (∆)D + 1),
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where P (∆) is the biggest rational prime such that ordP (∆)∆ > 0. Recall that
j ≤ log2D and p ≤ P (∆). Therefore we can take D2 = CE and
D1 = 2
(
P (∆)log2 D+1max{4, log2H(j(E))}(2P (∆)D + 1)
)2
.
Proposition 5.7. Take ν ∈ M0K , q a rational prime and n a multiple of q.
Suppose ν(x(nq P )) < 0. Then,
hν(nP )− hν
(n
q
P
)
≤
{
2hν(q
−1) if ν ∈M0K \ S,
max{C, 2hν(q−1)} if ν ∈ S
(4)
where C is a constant that can be written in the form C = hˆ(P )D1 +D2.
Proof. If the elliptic curve is in minimal form for ν, then this is Proposition 5.5.
Suppose that the coefficients defining the curve E are not integers in Kν. We
can find u ∈ K∗ with ν(u) ≥ 0 such that the elliptic curves E′, obtained after
the change of variables
(x, y)→ (x′, y′) = ( x
u2
,
y
u3
),
has integral coefficient in Kν. Let P ′ be the image of P under the change of
variables and let
x′(nP ′)OK = A
′
n
B′n
,
where A′n and B
′
n are two coprime integral OK-ideals. Assume ν(Bk) > 0.
Hence,
ν(Bk) ≤ ν(B′k) ≤ ν(Bk) + 2ν(u).
So, if ν(Bn/q) > 0, then ν(B′n/q) > 0 and
ν(Bn)− ν(Bn/q) ≤ ν(B′n)− ν(B′n/q) + 2ν(u).
Hence, if we prove the proposition when E has integral coefficients in Kν, then
we are done. The work of Theorem 5.1 works if the group of points of E(Kν)
that reduce to the identity is isomorphic to a formal group. In order to prove
this fact, we use [8, Proposition VII.2.2]. Observe that, in the hypothesis of this
proposition, there is the hypothesis that E is in minimal form. Anyway, the
proof works in the exact same way only requiring that the coefficients of E are
integers of Kν.
6 Infinite places
We know that
n2hˆ(P ) ∼ h(nP ) = 1
D
∑
ν∈M0K
hν(nP ) +
1
D
∑
ν∈M∞K
hν(nP ).
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Thanks to the previous section, we know how to bound hν(nP ) in the case
when Bn does not have a primitive divisor. Now, we need to bound hν(nP )
for ν infinite. We show that, for n large enough, hν(nP ) is negligible compared
to n2hˆ(P ). We will focus on the curve in short Weierstrass form. We will deal
with the general case during the proof of Theorem 1.2.
Let E′ be an elliptic curve defined by the equation y2 = 4x3− g2x− g3 with
g2, g3 ∈ K. We briefly recall the properties of the complex component of E′.
For the details see [8, Chapter VI]. There is an isomorphism φ : C/Λ→ E′(C)
for Λ a lattice with
x(φ(z)) = ℘(z) :=
1
z2
+
∑
ω∈Λ\{0}
1
(z − ω)2 −
1
ω2
.
We will assume that the lattice Λ is generated by the complex numbers τ1 and
τ2. Let τ = τ2/τ1 ∈ C. Thanks to [7, Section I.1], we can take the basis τ1
and τ2 of Λ so that τ1 ∈ R, |τ | ≥ 1 and ℑτ >
√
3/2. With ℑτ we denote the
imaginary part of the complex number τ .
Proposition 6.1. Let E′ be an elliptic curve defined by the equation y2 =
4x3 − g2x − g3 for g2, g3 ∈ K and take P ′ ∈ E′(K). Let z ∈ C be so that
φ(z) = P ′ and n ∈ N be such that
logn ≥ max
{
3,
hˆ(P ′)
D
}
.
For all integers 0 ≤ m1, n1 ≤ n with n1 6= 0 we have
log
∣∣∣∣z − m1n1 τ1
∣∣∣∣ > −C2n1/2,
where C2 is a constant that will be defined during the proof.
Proof. This proposition is an easy corollary of the work of David in [2]. Let
h = max{1, h(1, g2, g3), h(jE′)}.
With h(1, g2, g3) we denote the usual height on P2. Recall that we assumed that
E′(C) ∼= C/Λ and the lattice Λ is generated by the complex numbers τ1 and τ2.
Let
logV1 = max
{
h,
3π
D · |ℑ(τ)|
}
,
logV2 = max
{
hˆ(P ′), h,
3π |z|2
|τ1|2D · |ℑ(τ)|
}
and
log V ′2 = max
{
h,
3π |z|2
|τ1|2D · |ℑ(τ)|
}
.
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Let c1 := 3.6 · 1041, that is the constant c1 of [2, Theorem 2.1] with k = 2.
Using [2, Theorem 2.1], for all integers 0 ≤ m1, n1 ≤ n with n1 6= 0 we have
log
∣∣∣∣z − m1n1 τ1
∣∣∣∣ > −c1D6 logBD(log(D logB) + 1 + h)3 logV1 logV2
where
logB := max{eh, logn, logV1/D, logV2/D}.
Observe that, by definition,
logV2
D
= max
{ logV ′2
D
,
hˆ(P ′)
D
}
.
Therefore,
max{logn, logV2/D} = max{logn, logV ′2/D}
since, by hypothesis, log n ≥ hˆ(P ′)/D. Hence,
logB = max{eh, logn, logV1/D, logV ′2/D}.
Let B′ be so that
logB′ := max{eh, logV1/D, logV ′2/D, logD}
and then
logB ≤ logB′ logn.
Therefore, using logD ≤ logB′,
c1D
6(logBD)(log logB + 1 + logD + h)3 log V1 logV2
≤c1D6(logB′ log n+ logB′)(log(logB′ logn) + 1 + logB′ + h)3 logV1 logV2
≤c1D6(2 logB′ logn)(4 logB′ log logn)3 logV1 logV2
≤C′2 logn(log logn)3
with C′2 = 128 · c1 · D6 logV1 logV2 logB′4. Since logn ≥ 3, using some basic
analysis, we have
logn(log logn)3 < 2n1/2
and so
log
∣∣∣∣z − m1n1 τ1
∣∣∣∣ > −C2n1/2 (5)
for
C2 := 2C
′
2 = 256 · c1 ·D6 logV1 log V2 logB′4.
Define
C3 := 256 · c1 ·D6 logV1 logB′4,
that is a constant that depends only on E′, as we will show in Section 8. So,
C2 = C3 ·max{logV ′2 , hˆ(P ′)}
11
7 Proof of the Theorem 1.2
Define
ρ(n) =
∑
p|n
1
p2
and ω(n) as the number of prime divisors of n. It is easy to prove, by direct
computation, that
ρ(n) ≤
∑
p prime
1
p2
<
1
2
.
Lemma 7.1. If Bn does not have a primitive divisor, then there exists an
embedding K →֒ C such that
max{log |x(nP )| , 0} ≥ 2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC
where with |x(nP )| we mean the absolute value in the embedding. The constants
C and s are defined in Definition 5.3 and in Proposition 5.7.
Proof. Suppose that Bn does not have a primitive divisor and take ν finite.
Hence, if hν(nP ) > 0, then hν(n/qνP ) > 0 for some prime qν that divides n.
So, using Proposition 5.7,∑
ν∈M0K
nνhν(nP ) =
∑
ν∈S
nνhν(nP ) +
∑
ν∈M0K\S
nνhν(nP )
≤
∑
ν∈M0K\S
nνhν
( n
qν
P
)
+ 2nνhν(q
−1
ν )+
+
∑
ν∈S
(
nνhν
( n
qν
P
)
+ 2nνhν(q
−1
ν ) + nνC
)
≤ DsC +
(∑
q|n
Dh
(n
q
P
)
+ 2Dh(q−1)
)
.
Thus,
1
D
∑
ν∈M∞K
nνhν(nP ) = h(nP )− 1
D
∑
ν∈M0K
nνhν(nP )
≥ 2hˆ(nP )− CE − 2h(n−1)−
∑
q|n
(
h
(n
q
P
))
− sC
≥ 2hˆ(nP )− CE − 2 logn−
∑
q|n
(
2hˆ
(n
q
P
)
+ CE
)
− sC
≥ 2hˆ(P )n2(1−
∑
q|n
1
q2
)− 2 logn− CE(ω(n) + 1)− sC
= 2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC.
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Since hν(nP ) ≥ 0 for all ν and
∑
ν∈M∞K
nν = D, then at least one of the hν(nP ),
for ν ∈M∞K , is bigger than the RHS. Recalling that
hν(x(P )) = max{log |x(nP )|ν , 0}
we conclude that
max{log |x(nP )| , 0} ≥ 2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC.
Suppose that Bn does not have a primitive divisor and take the embedding
K →֒ C as in Lemma 7.1. Assume that
2hˆ(P )n2(1 − ρ(n))− 2 logn− CE(ω(n) + 1)− sC > 0.
So, using Lemma 7.1,
log |x(nP )| ≥ 2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC.
Definition 7.2. Consider the curve E′, defined by the equation y2 = 4x3 −
g2x− g3 for some g2 and g3 in K, obtained from E after the change of variables
(x, y)→
(
x+
a21
12
+
a2
3
, 2y + a1x+ a3
)
.
Hence E and E′ are isomorphic. Let P ′ ∈ E′(K) be the image of P after the
change of variables.
We have,
x(nP ′) = x(nP ) +
a21
12
+
a2
3
.
So, applying Lemma 7.1,
log
(
|x(nP ′)|+
∣∣∣∣a2112 + a23
∣∣∣∣ ) ≥ log(
∣∣∣∣x(nP ′)− a2112 − a23
∣∣∣∣ )
= log |x(nP )|
≥ 2hˆ(P )n2(1− ρ(n))− 2 logn
− CE(ω(n) + 1)− sC.
Since E and E′ are isomorphic, then hˆ(P ) = hˆ(P ′) and they have the same
j-invariant. Moreover, they have the same discriminant. We have
log
(
|x(nP ′)|+
∣∣∣∣a2112 + a23
∣∣∣∣ ) ≥ 2hˆ(P )n2(1− ρ(n))− 2 logn−CE(ω(n)+ 1)− sC.
Now, we are ready to prove Theorem 1.2. Recall that we are assuming that
Bn does not have a primitive divisor and that
2hˆ(P )n2(1 − ρ(n))− 2 logn− CE(ω(n) + 1)− sC > 0.
As we said in the previous section, we can assume that E′(C) ∼= C/Λ with the
lattice Λ generated by the complex numbers τ1 and τ2 so that τ1 ∈ R, |τ | ≥ 1
and ℑτ > √3/2 with τ = τ2/τ1.
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Proof of Theorem 1.2. Take n ∈ N be so that
logn ≥ max
{
3,
hˆ(P )
D
}
.
Consider the isomorphism C/Λ ∼= E′(C) and take z the complex number closest
to 0 such that φ(z) = P ′. Define
xT := max{|x(T )| | T ∈ E′(Q)[2] \ {O}}.
Assume
|x(nP ′)| ≥ C4 := max
{ ∣∣∣∣a2112
∣∣∣∣+
∣∣∣a2
3
∣∣∣ , 2 |xT |}
and let δ be the n-torsion point of C/Λ closest to z. Then,
log |x(nP ′)| ≤ −2 log |nz − nδ|+ log 8 (6)
thanks to [3, Lemma 8]. Since |x(nP ′)| ≥ 2 |xT |, then nP ′ belongs to the infinite
real component of E. This tell us that nz ∈ R. If ℑ(δ) 6= 0, then
|nz − nδ| ≥ |ℑ(nz − nδ)| = |ℑ(nδ)| ≥ |ℑτ2| = ℑ(τ) |τ1| .
Therefore,
log |z − δ| ≥ logℑ(τ) |τ1| − logn.
Since ℑ(τ) > √3/2 and C2 ≥ 1, we have that
logℑ(τ) |τ1| − logn ≥ −C2n1/2.
Recall that C2 is defined at the end of proof of Proposition 6.1. If ℑ(δ) = 0,
then
|z − δ| =
∣∣∣z − m
n
τ1
∣∣∣
for m ≤ n. Therefore, using Proposition 6.1,
log |z − δ| ≥ −C2n1/2.
Applying inequality (6), Lemma 7.1 and the hypothesis |x(nP ′)| ≥ C4,
log 16 + 2C2n
1/2 ≥ −2 log |z − δ|+ log 16
= 2 log |n| − 2 log |nz − nδ|+ log 16
≥ −2 log |nz − nδ|+ log 8 + log 2
≥ log |2x(nP ′)|
≥ log
(
|x(nP ′)|+
∣∣∣∣a2112 + a23
∣∣∣∣ )
≥ 2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC.
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As we will show, this inequality holds only for n small, since the LHS grows
as n2 and the RHS as n1/2. Observe that ω(n) ≤ log2 n and (1 − ρ(n)) > 0.5.
Therefore,
hˆ(P )n2 ≤ 2hˆ(P )n2(1− ρ(n))
≤ 2 logn+ CE(ω(n) + 1) + sC + log 16 + 2C2n1/2
≤ n1/2(2C2 + 4 + 2CE + sC).
If |x(nP ′)| < C4, applying again Lemma 7.1, we have
logC4 ≥ log |x(nP ′)|
≥2hˆ(P )n2(1− ρ(n))− 2 logn− CE(ω(n) + 1)− sC − log 2.
So, if Bn does not have a primitive divisor, then
hˆ(P )n2 ≤ n1/2(2C2 + 4 + 2CE + sC + logC4).
Hence, for
n3/2 ≥ 2C2 + 4 + 2CE + 2sD2 + logC4 + 2sD1hˆ(P )
hˆ(P )
=
2C3 ·max{logV ′2 , hˆ(P )}+ 4+ 2CE + 2sD2 + logC4 + 2sD1hˆ(P )
hˆ(P )
≥ J−1E (4 + 2CE + 2sD2 + logC4) + 2sD1 + 2C3 ·max
{ logV ′2
JE
, 1
}
:= C5 (7)
there is always a primitive divisor. Recall that we were assuming
2hˆ(P )n2(1 − ρ(n))− 2 logn− CE(ω(n) + 1)− sC > 0.
It is easy to show that the last inequality follows from inequality (7). Moreover,
we were assuming logn ≥ 3. This inequality also follows from inequality (7).
Recall that we were assuming also log n ≥ hˆ(P )/D. Finally, Bn has a primitive
divisor for
n ≥ max
{(
C5
) 2
3
, exp
( hˆ(P )
D
)}
.
Observe that every constant involved in the definition of C5 does not depend
from P and it is effectively computable.
8 Explicit computation
Now, we explicitly compute the constant C5. We assume that E is in minimal
form. The general case is similar. Using Lemma 5.6, we have C = D1hˆ(P )+D2
for D1 and D2 defined in Lemma 5.6. Recall that we defined
C5 = J
−1
E (4 + 2CE + 2sD2 + logC4) + 2sD1 + 2C3 ·max
{ logV ′2
JE
, 1
}
.
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We start by bounding s. It is well known that the primes that does not
ramify are the finite places so that ν(∆K) > 0, where ∆K is the discriminant
of the field K. So,
s ≤ ωK(2∆K),
where ωK is the cardinality of the primes in OK that divide the integer 2∆K .
Recall that
h = max{1, h(1, g2, g3), h(jE)}
and
ℑ(τ) ≥
√
3
2
.
Now, we need to bound |z/τ1|, where z is defined at the beginning of the proof
of Theorem 1.2 as the complex number closest to 0 such that φ(z) = P ′. Recall
that τ1 is the real period of Λ and τ = τ2/τ1. Hence, |τ2| ≥ |τ1| since |τ | ≥ 1.
Moreover, the element of Λ closest to z is 0 and then |z| ≤ (|τ1| + |τ2|)/2.
Therefore, ∣∣∣∣ zτ1
∣∣∣∣ ≤ |τ1|+ |τ2|2 |τ1| =
1
2
+ |τ | ≤ 1
2
+ 5.7 + log+ |j(E)| .
The last inequality follows from [4, Lemma 5.2] where log+(x) = max{log x, 0}
for x ∈ R > 0. So,
logV1 = max
{
h,
3π
D |ℑ(τ)|
}
≤ max
{
h,
6π
D
√
3
}
≤ max
{
h,
11
D
}
and
logV ′2 =max
{
h,
3π
D |ℑ(τ)|
|z|2
|τ1|2
}
≤max
{
h, 11D−1
(
6.2 + log+ |j(E)|
)2}
.
In conclusion,
C5 := J
−1
E (4 + 2CE + 2sCE + logC4) + 2sD1 + 2C3 ·max
{ logV ′2
JE
, 1
}
.
with
JE =
log
∣∣NK/Q(∆)∣∣
1015D3σ6 log2(104613Dσ2)
,
CE = 2.84 +
h(j(E))
12
+
h(∆)
6
+
h∞(j(E))
6
+ h∞(b2/12),
s ≤ ωK(2∆K),
16
D1 =
(
P (∆)log2D+1max{4, log2H(j(E))}(2P (∆)D)
)2
,
C4 = max
{ ∣∣∣∣a2112
∣∣∣∣+ ∣∣∣a23
∣∣∣ , 2 |xT |},
logV ′2 = max
{
h, 11D−1
(
6.2 + log+ |j(E)|
)2}
and
C3 =9.21 · 1043 ·D6max
{
h,
11
D
}
·
(
max
{
eh, h/D, 11D−2
(
6.2 + log+ |j(E)|
)2
, logD
})4
.
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