Abstract -The changes in Heart Rate Variability (HRV) and Heart Rate Recovery (HRR) coincide well with the changes in physical training status in patient populations. But a deep probing in this area reveals that enough attention has not been paid so far to the healthy population, especially those who undergo deliberate training. This study was conducted to quantify the effect of nine months of basic police training in HRV/HRR among a sample of women police recruits of Kerala state. Consequently, the training was found to be effective in altering the parasympathetic and nonlinear control of the cardiovascular system. The statistical analysis using dependent sample t-test showed that there was a significant alteration of linear and nonlinear HRV measures and HRR features prior to post-training. The study also investigated the discriminatory potential of five-minutes each of supine HRV and post-exercise HRR in classifying the recruits into trained and untrained status. The optimal HRV/HRR feature set that could discriminate the training status with the highest accuracy were identified by using Genetic Algorithm-Artificial Neural Network (GA-ANN) and Genetic Algorithm-Support Vector Machine (GA-SVM) based wrapper functions. A reduction in HRV feature set to 50% and HRR feature set to 68.5% was found using the GA optimization. While classifying, the SVM classifier outperformed the ANN with maximum accuracy (89.7%) using the reduced feature set of HRR. The results promise objective selection of welltrained candidates to professions which demand high physical fitness.
I. INTRODUCTION
Police forces in the present global scenario are considered to be the ones with the highest occupational stress and stress-related diseases [1] , [2] , [3] . Closely related to this is the theory of cross-stressor adaptation which suggests that regular practice of exercise modify the physiological systems and aid in blunting the response to both physical and psychological stressors [4] , [5] . Moreover, the available research also emphasizes the fact that increased physical activity or high fitness are likely to facilitate the capacity to handle stress, which ultimately helps in leading a healthy lifestyle [6] , [7] . Systematic, cyclic administration of varying loads of training is the key to physiological adaptation [8] to psychological stress. That is why a civil police trainee in India is subjected to rigorous physical and academic training compulsorily for a duration of nine months before starting the official duties. It is to be noted that there will be inter-individual differences among training responses, due to differences in genetic endowment, trainability and health status [9] . In the same camp, there will be responders and non-responders at different levels. Therefore, in a situation like this, the identification of recruits who do not adapt to the training goals and struggle with the physical and psychological demands in the training camp acquires a great significance. This has broad implications for increasing or decreasing the phase durations of training-recovery and thus optimizing the cost of academy training.
Remarkably enough, the scientific studies for objectively assessing the physiological effectiveness of police training and the quantification of training response are still lacking in the field. Majority of the police studies are sociology based, investigating the stress factors and coping styles of the officers. Obviously, last two-decades have witnessed the advent of portable mobile technological devices such as heart rate monitors and other sensing devices, assisting the partnering of information technology with medical and sports science. This has made it possible for monitoring the physiological status of an individual objectively through fast and noninvasive techniques like Heart rate Variability (HRV), Heart Rate Recovery (HRR), blood pressure and Galvanic skin response for decisive computations. Therefore it is of great relevance to apply these technological advancements to assess and evaluate the basic training that a police officer undergoes, and if found necessary, to take remedial measures. Consequently, this approach would certainly result in laying an appropriate foundation for their career.
A. Heart Rate Variability
HRV, the variation in time between adjacent heart beats, is an objective and sensitive bio-marker of integrated physiological functioning. Among the two branches of REMYA GEORGE et al: ASSESSING THE EFFECT OF LONG TERM PHYSICAL TRAINING AND . . DOI 10.5013/IJSSST.a. 19 .06. 15 15.2 ISSN: 1473-804x online, 1473-8031 print the autonomic nervous system (ANS), sympathetic branch increases heart rate while parasympathetic branch decreases it and thus creates the variability. Conventionally, the focus of research in exercise physiology was centered in muscle strength and fatigue. But ever since the role of ANS in training adaptation is revealed, much attention is paid to non-invasive methods of assessing physiological correlates of it [10] , [11] . Cross-sectional studies have demonstrated an increased HRV in physically conditioned groups and reduced HRV in unconditioned [12] , [13] or patient groups [14] , [15] . Longitudinal studies have also shown that HRV gets improved after undergoing physical training [16] and individuals adapt better to HRV guided training than conventional one [17] . There is also evidence for the potential of HRV in monitoring the training load among football and soccer players [18] , [19] . Undoubtedly, HRV is a reliable mechanism to monitor adaptation and recovery in short and long duration training programs [20] , [21] . It is also noticed that, optimized training schedules based on individually determined HRV patterns can prevent overtraining [22] , [23] . Apparently, literature unanimously claims that cardiac parasympathetic activity measured by HRV is a global marker of homeostasis that reflects adaptation to training. HRV is usually evaluated in time and frequency domain linear scales to reflect the neural control of the heart via sympathetic and parasympathetic innervation. A number of nonlinear features are also seen calculated, for HRV signal being the representative of a complex interaction of a set of coupled physiological systems. The nonlinear statistics from entropy, correlation dimension, Poincare plot, detrended fluctuation analysis, Lyapunov exponent and recurrence quantification analysis are commonly used in HRV analysis of patient population. Most works on HRV in physically trained subjects use linear methods in time and frequency domain [24] , [25] . Few others have used Poincare parameters [26] , [27] or their derivatives [28] . Linear measures of HRV often fail to provide relevant information in the presence of rapid and transients changes of the two branches of ANS. They may also fail in conditions of extremely reduced variability and whenever sympatho-vagal co-activation occurs.
B. Heart Rate Recovery
After the cessation of physical exercise, heart rate decreases exponentially towards the resting levels [29] , [30] and is designated as the heart rate recovery (HRR). This parameter is often used as an index of vagal modulation and cardio-respiratory fitness along with HRV in the research of exercise physiology. It is worthy of noting that the immediate HRR after exercise is a function of vagal re-activation [31] . Iami et al. [32] and Bosquet et al. [33] have observed that the first 30 seconds and one-minute recovery features are independent of the intensity of exercise. It is clear that exercise training can increase the delta between HR at the end of the exercise and at the beginning of recovery, independent of age and gender [34] . In cross-sectional studies, Darr et al. [29] observed faster recovery (6 beats/min) in trained subjects than their untrained counterparts. Du et al. [35] and Dixon et al. [24] also observed a lower recovery in sedentary subjects than long-distance runners. In longitudinal research, Lambert's study et al. [36] showed an increase in HRR after 4 weeks of high intensity training. Again in a diverse population based study, physical activity was found associated with faster HRR [37] . These findings suggest that HRR has the potential to objectively comment on the fitness and quantify the training level of healthy individuals.
HRR measurements at the thirtieth second, first to fifth minutes are commonly reported for quantification of cardiorespiratory fitness and autonomic system balance. Heffernan et al. [38] and Shetler et al. [39] looked at the difference between the peak HR and post-exercise HR at one to two minutes after the exercise (Number of beats recovered from HRPeak). Some studies have calculated the recovery time constants also by fitting HR decay data to mathematical models such as mono-exponential curves [32] , [40] . George et al. [41] have used raw HR and slope from linear regression lines fitted to the recovery trajectory during the first one minute period of cessation of exercise. Further, Bosquet et al. have suggested that raw HR measures being comparatively more reliable than other measures [33] .
C. Discrimination of Training Status
At present, in police academies, the physical training follows a pre-scheduled syllabus without an objective focus on the attainment of training goals. There will be the inter-individual differences among training responses, due to differences in genetic endowment, trainability, and health status [9] . In the same camp, there will be responders and non-responders at different levels. As HRV/HRR is a clear bio-marker of training adaptation and current status of physiological systems, the distinct profiles of HRV/HRR may help to filter out those who attained the training goals and those who failed. This has broad implications for increasing or decreasing the phase durations of training-recovery and thus optimizing the cost of academy training.
There are enough reports, pertaining to the discriminatory potential of HRV in classifying patient population from normal counterparts and categorizing the healthy subjects based on selected criteria. Mellio et al. used short-term HRV for the prediction of future vascular risky events such as stroke, months before the event [42] In an attempt to classify 60 healthy subjects into three different age groups, using HRV features computed from linear and non-linear methods, the authors have used SVM, KNN and probabilistic neural network (PNN) classifier modules [43] . In this case, the principal component feature reduction technique accounted for a maximum accuracy of 70% for the PNN. Kampouraki et al. used various time domain statistical features of HRV to discriminate young vs old subjects and healthy vs patients with coronary artery disease. For both cases, they could achieve a classification accuracy of 100% employing a SVM classifier. Moreover, the nonlinear HRV features are proven to be successful in distinguishing the psychological stress states from rest in healthy collegiate students [44] .
The quantitative power of HRV and/or HRR in categorizing the healthy study sample based on their physical training status or level is seldom reported in literature. An exception to this is the recent studies by Kublanov et al., who used HRV and stabilographic data [45] for categorizing study sample based on training level and, Ray et al. [46] who used linear measures of HRV, statistical properties of raw ECG and wavelet transformed ECG for discriminating swimmers from non-swimmers. A large body of epidemiological evidence suggests that HRR might be a potential prognostic marker for predicting the cardiovascular dysfunction, risk of allcause mortality and training adaptation [47] , [48] . However, a recent meta-analysis by Qui et al. [49] suggests that the findings regarding the prognostic power is not addressed comprehensively, quantifying the magnitude of the association between HRR and cardiorespiratory fitness.
To the best of our knowledge, this is the first ever study to quantify the predictive utility of HRR in categorizing healthy sample based on their training status. Viewed from this perspective, this is a pioneering longitudinal study for objectively quantifying the effect of physical training in police recruits using the physiological measures such as HRV and HRR.
D. Objectives of the Study
In this work, the changes cardiac autonomic control in a group of female police recruits, from pre-training to post-training are first quantified using measures of ECG derived HRV and post-exercise HRR. The statistical evidence for the effectiveness of police training in altering the autonomic control of cardiovascular system is gathered. The HRV/HRR parameters that have the most discriminating potential for categorizing the recruits into trained or untrained status are then identified using a feature selection wrapper using genetic algorithm. GA optimization is employed to reduce the feature dimension and to optimize the parameters of the classifier. The subset HRV/HRR features are used for discriminating the training status in two classifier models and the performances are compared. The lassifiers selected are Artificial Neural Network (GA-ANN) and Support Vector Machine (GA-SVM) models. The present system could be regarded as a pioneering step in this field, helping the superior officers to discriminate the recruits who have attained the training goals from those who failed to adapt.
II. EXPERIMENTAL DESIGN

A. Sample
One company of the 2016 batch of Recruit Women Po-lice Constable Officers (referred to as RtWPCO popularly) of Kerala Police Academy (KEPA), the largest state police training academy in India is randomly identified as the study sample. They were screened for conditions with established clinical effects on HRV, such as history of heart disease, diabetes mellitus, major depression, respiratory problems, and renal diseases. Finally, 60 recruits provided voluntary written informed consent to participate in the study. None of the recruits were involved in regular physical activity before participating in study. They were then divided into two equal groups, both matched in age and body mass index. Using an Omron hand held BP monitor the blood pressure of the recruits was noted down to ensure they are normotensive. Finally, one of the group is assigned for HRR experiment and other for the HRV experiment. This ensured that the daily routines of the training camp is not disturbed and the recruits did not lose much of the training time. The demographic characteristics of participants are listed in Table I . Numerical data are presented as mean ± standard error (SE). 
B. Methodology
Firstly, the nature and purpose of the study were explained to the participants clearly. The participants were guaranteed nominal confidentiality and were also free to withdraw at any stage. Recruits were cautioned not to engage in hardcore physical activities at least 36 hours prior to the start of ECG recording. This was to avoid any residual fatigue which might disturb their resting physiological status. Additionally, they were requested to Resting ECG was recorded twice, one prior to the start of training, and the other after the completion of training. Pre-training data was recorded during a preparatory week which was free of physical training. The last day of the first week in the camp was chosen to get time for the recruits to be acclimatized with the academy environment. This also ensured homogeneity among recruits in controllable confounding factors such as sleep-wake cycle and psychological stress from social readjustment. Later the post-training data was recorded during the ninth month, after the completion of regular training sessions and before the start of ground practices for passing out ceremony. For HRV measurements, the recruits were visited at their barracks on days after their monthly holiday. They were asked to lie down comfortably for 30 minutes prior to the signal recording. At that stage, Kendall diagnostic tab electrodes were attached to the subjects in lead II configuration and ECG was recorded for five minutes under spontaneous breathing condition in supine rest. The ECG signals were then collected by Vernier EKG sensor unit, connected to a myRIO (National Instrument), programmed to acquire the data at a sampling rate of 500
Hz. The data acquisition protocol was in accordance with the international guidelines [50] for short-term HRV measurement. All the recruits completed the pre-training session and 27 recruits completed the post-training session.
2) HRR data collection: Exercise heart rate dynamics was recorded, twice at time points similar to that of ECG recording. The recruits were given 30-minutes of rest in seated position before the recording. Then the participants had to undergo maximal continuous exercise on a GoFit treadmill. The initial velocity of the treadmill was set at 7.5 km/hr with zero grade. Then the speed was increased by 1 km/hr every minute for a duration of five minutes, until they reach at least 86% of maximum age-adjusted heart rate or more. The recruits were closely monitored by a trained physical instructor during the workout. Target heart rate was calculated as 220 minus age. After the exercise, the recruits continued into a passive recovery phase for five minutes in standing position on the treadmill. Along with the exercise, the heart rate data was acquired with a Polar chest strap exercise heart rate monitor, which in turn communicate with a smart phone via Smart Bluetooth technology. A third party mobile application named Vernier graphical analyzer received the data and locally store it in '.csv' format. A copy of the file was then uploaded to cloud storage, which would be later retrieved into a computer connected to the network. It is noteworthy that all the recording conditions and the instructions to the participants are maintained the same way as that of ECG recording. 29 the recruits completed the pre-training session and 27 recruits completed the posttraining session of HRR data collection. The ECG signal was pre-processed for noise removal and QRS complex detection. The interval between each QRS complex was thoroughly analyzed for rejecting the beats of ectopic and non-physiological origins. All the data recorded were subjected to 20% filtering, in order to ensure that only normal beats are present in the HRV signal. The HRV signal was derived from the normal beat occurrence instances in the pre-processed ECG. The HRV signal was then processed using linear and nonlinear techniques to derive the various features that describe the cardiac control of the ANS. The signal processing was carried out in NI LabVIEW 2015. TINN) and four frequency domain features (pLF, pHF, LF/HF, and TSP). In order to investigate the HRV in the frequency domain, the RR interval signal was de-trended using smoothness priors algorithm with λ = 300 to remove the very low frequency trend below 0.015 Hz.
C. Signal Processing and Feature Extraction
Each tachogram was then interpolated with cubic spline method to obtain equally spaced samples, which were then re-sampled at a rate of 4 Hz. This enabled the signal to contain enough sample values to provide a better frequency resolution. Welch's periodogram with a Hamming window (N = 512) and 50% overlap was then used for the estimation of power spectral density in various bands of the HRV spectrum, as listed in Table II . The nonlinear measures used in this study are listed in Table III and Table IV shows the various measures of HRR used in this study.
D. Statistical Analysis
The test for normality, examining skewness and the Shapiro-Wilks test was carried out. All HRV/HRR features were normally distributed except frequency domain HRV measures. The frequency domain parameters were hence transformed to the natural log scale. Paired sample t-test was used for the analysis of paired mean difference in HRR and HRV features across the training period. All the statistical analysis were carried out in IBM SPSS V. 22.0, with a p value of.05.
E. Classification of Trainees based on Training Level
The physical exercise is reported to be effective in modifying the physiological integrity of an individual, especially the para-sympathetic means of cardiac control. We hence investigated whether the five-minute supine HRV or HRR data was sufficient in recognizing the training level of the recruits. The first step in classification was the selection of an optimal set of HRV/HRR features which had the highest potential of maximizing the distance between the two classes of recruits.
E1. Feature Selection:
There are a number of machine learning approaches by which feature selection problems can be addressed with high accuracy and speed. The genetic algorithm (GA) based feature search and optimization algorithms have consistently shown desirable performance in many bio-medical problems [51] . In the present study, GA based wrapper algorithms were used to generate the best set of features. The GA would select a subset of HRV/HRR features with Roulette wheel method. An artificial neural network (ANN) and a support vector machine (SVM with linear kernel) would evaluate the goodness of the selected subset in each iteration of the GA. The fitness value was calculated based on the sum of square error (SSE) of the test set and individual with high fitness had a high probability of being reserved.
The parameters of GA were set as follows: Coding scheme was binary, the number of individual was 20 and 16 respectively for HRV and HRR; the population size was 7; and the maximum generation was 25. The crossover percentage was equal to 70 and mutation percentage was set at 30. Further, the mutation rate was 0.1 and the selection pressure was 8. Roulette wheel selection was applied to select parent solutions.
Offspring were produced using single point crossover, and these offspring were mutated by single point mutation for offering variation. With each iteration of GA, the average fitness and the best fitness gradually improved, and a set of promising HRR/HRV features were filtered by the GA optimization algorithm. After the last iteration, the GA output the most promising feature subset which can discriminate the training status with the highest accuracy.
Thus at the twenty fifth iteration, an optimal set of features were produced, which were automatically used for discrimination of the training status. The topology of the feature selection and classification algorithm is as shown in Figure 1 , next page.
E2. Classification:
In this work, the classification of training status is treated as a two-class discrimination problem, and the two classes were referred to as" trained" and" untrained". Two classifiers were modeled and tested with the filtered features in order to compare the effectiveness of classification.
The ANN adopted in the present work was a feed forward neural network. The network was trained using Levenberg Marquards back propagation algorithm. The input nodes were assigned to one of the features selected by the GA. The number of hidden layer neurons was set at ten and there were one output layer neurons for the training status in binary form. During the training phase of the network, each node is assigned with a determined bias or threshold. For each interconnection between two nodes, a weight is also assigned to represent the link-strength between the neurons.
In order to reduce the bias caused by the over-fitting of the model to the HRV/HRR data, the predictive ability of the model must be tested on a different set of data, not seen by the algorithm during training. On the basis of the results calculated by GA optimization, the filtered features containing the training and testing data from the original data set were extracted to re-establish the ANN and SVM models for testing. We used tenfold cross-validation, where data is partitioned into ten sets, one subset is used as the The subject is untrained but the classifier misinterprets the subject as physically trained.
 Sensitivity: It refers to the ability of the classifier to identify the physically trained subjects correctly.
 Specificity: It refers to the ability of the classifier to recognize untrained subjects correctly.
 Accuracy: This refers to the ratio of the total number of correct assessments to the total number of assessments.

The area under the ROC: A classifier with area under the ROC equals to one is considered as a perfect classifier. 
III. RESULTS AND DISCUSSION
A. Effect of Training on HRV
The results revealed that there is significant effect of training on HRV as a whole. The t-test shows that 16 HRV features differ significantly across the training period (Table  5 ). There is a significant (p < .05) increment of parasympathetic and nonlinear measures of HRV from pre to post-training. This is in accordance with the available research that repeated physical exercise will lead to physiological adaptations of the ANS [52] . Except MeanHR and SDHR, all the time domain features are significantly affected by the training status. As expected, MeanHR gets reduced and SDHR seems to improve from the pre-training value. This is in agreement with other studies [53] , [54] . The reduction in resting heart rate is attributed to the increased ventricular muscle capacity and stroke volume. RMSSD, which reflects the contribution of variations specifically related to vagal modulation gets significantly improved after training (p ≤ .001). SDNN is one of the most representative parameter of HRV. A very significant improvement of this parameter (p = .007) is linked with the better ability of ANS to keep homeostasis against various internal and external challenges [11] , [13] . While focusing on frequency domain, log transformed pLF, which is a measure of the power of the combined sympatho-vagal oscillation, shows a statistically non-significant increment. On the other hand, there is a remarkable increase in log transformed TSP and log transformed pHF. pLF is highly associated with the sympathetic activity, which enables the energy supply in psycho-physiological demands. Increased power in this band clearly reveals the better coping ability of the recruits [10] , [16] in emotional and physical stressors. Further, pHF indicates the strength of the relaxation mechanism of ANS [23] , [21] , a sole determinant of recovery and rest. It is noteworthy that the improvement in pHF is critical in aiding the recruits to recover REMYA GEORGE et al: ASSESSING THE EFFECT OF LONG TERM PHYSICAL TRAINING AND . . Table  V , moderate to large effect sizes are observed in most features. Large effect size is observed in RMSSD, pNN50, SD1, all of which are measures of parasympathetic modulation of HRV. SampEn from nonlinear features also exhibited a large effect size. Figure 2 shows the RR intervals and Poincare plots of a recruit trainee during pre and post-training. Figure 3 illustrate the dynamics of exercise heart rate of a single recruit during pre and post-training. It can be seen that physical training has increased the rate of decline of heart rate after exercise. Further, the baseline heart rate after training is at a much lower level than the corresponding values before training. The time constants Td and T60 as obtained from mono-exponential curve and linear regression lines, fitted in the least square error criterion, also demonstrate the effectiveness of the physical training.
B. Effect of Training on HRR
The results are in agreement with the available findings that, practice of repeated exercise conditions the ANS control on heart and improves the vagal tone [47] , [48] . During exercise, the heart rate increases with the activation in sympathetic system and depression in parasympathetic system [28] , [55] . After exercise, the reactivation of the parasympathetic system plays the major role of accelerating the recovery dynamics [39] , [56] .
The significant enhancement of parasympathetic activity of ANS after physical training is evident from the results obtained for HRV study (Table V) 
C. Discriminatory Potential of Five-Minute Supine HRV
The GA hybrid feature selection algorithm reduced the potential feature size to 50%. The selected features include MeanRR, NN50, pNN50, RMSSD, pLF, TSP, D2, SampEn, SD1 and α2. The maximum accuracy obtained is for SVMLinear kernel model (80.2%) after optimization. The performance of all the three classifiers with the reduced feature set and with the whole features is tabulated in Table   VII . The use of GA in optimizing the feature set has improved the accuracy of SVM by 2.1% and ANN by 4.4%.
In the physical training level discrimination problem [45] , Kublanov et al. used pNN50, mean RR and TSP and achieved 77.7% classification accuracy. Further, they could also increase the accuracy up to 84.4% using stabiliographic data in combination with the HRV features. In the problem of classifying swimmers from sedentary group, Ray et al. [46] observed different combinations of HRV feature giving different performance metric when used with various classification algorithms.
Summarizing their results, SD2, LF/HF and PLF contributed an accuracy of 86% and 94% each when used with neural networks employing multilayer perceptron and radial basis function (RBF) kernels respectively. For the same problem, the RBF neural network contributed 100% classification accuracy with pNN50, HRVTRIN and TINN features. It can be seen that in our classification problem, features of both linear and non-linear measures together contributed to 80.2%. A direct comparison of classification accuracy is meaningless here, due to the differences in the groups involved and the design of the study.
The above mentioned studies [45] and [46] are crosssectional in nature and at this time we do not have a longitudinal case report to refer to. But the results suggest that HRV analyzed in multiple domains is capable in classifying healthy subjects based on the training level. With the exception of fatigue or overreaching, HRR is reported to improve with a better training status, decrease with decrement in training status and remain unchanged with no change in training status [57] . Further, both the cross-sectional [35] and longitudinal studies [36] , [40] support the capacity of HRR to quantify differences in training status between trained and untrained healthy individuals. A general observation in HRR studies is that, the feasibility of the recovery measures in categorizing the study sample based on training status is not addressed. The above furnished results culminate in the fact that HRR can practically quantify the training level and distinguish training status of recruits with at least 89.2% accuracy.
D. Discriminatory Potential of HRR
IV. CONCLUSION
The police training based on a nine-month schedule of physical exercise is found effective in altering the parasympathetic and complex control of cardiovascular system of the female recruits. Considering the HRV features, it is evident that both linear and nonlinear measures are modified in response to the training in a beneficial manner. Similarly, all HRR measures are significantly improved (p = .000). An exception to this is only HRR30 and Td, whose improvement do not reach a level of statistical significance. The classification attempts demonstrated that, both HRV/HRR features have the potential to categorize trainees based on their level of training. Additionally, the HRR features outperformed the HRV features in both the classifiers with and without feature optimization.
The highest accuracy obtained is 89.7%, with the reduced features set of HRR in SVM classifier. Other performance measures such as specificity and sensitivity are also high for classifiers using the HRR measures. Hence, HRR measures can be considered as a better predictor of training status compared to that of the supine HRV measures. Further the classification accuracy of SVM is found to be better than that of ANN. With SVM, 89.2% and 80.2% of the recruits could be correctly classified as trained or untrained using HRR and HRV, respectively.
The use of GA evolutionary search algorithm reduces the HRV feature set from twenty to ten and HRR features from thirteen to four. This has implications for improved speed and efficiency of the classification algorithms. Obviously, the subject selection bias in this study is addressed with a longitudinal design. The significant factors such as age, sex and BMI of the trainees are hence automatically corrected.
Other confounding factors such as psychological stress, poor recovery and physical fatigue are reported to adversely affect HRV and HRR. Under these circumstances, enough attention is paid to the subjects to get relieved from training related physical fatigue during data acquisition program and also, recruits are monitored on holidays, in a very familiar experimental setup. Nevertheless, it cannot be assumed that all the recruits have adapted to the training in a similar manner. It will be ideal if large inter-individual variation among the recruits in possible confounding factors are taken into consideration in future studies.
Therefore, studies on homogeneous clusters of recruits, with similar characteristics traits such as pre-training physiology, personality and stress coping ability should be carried out to improve the already attained results. The quantitative results in the study highlight the potential of HRV/HRR to certainly aid the conventional training methodology adopted in police academies. Early identification of the trainees who do not adapt to the training can help the trainers in adjusting the training load and duration, accordingly. This will certainly contribute towards helping the trainers in preventing a sort of over-training which might culminate in the adverse health outcomes of the trainees.
