Abstract
Introduction
The motivation of this paper is to overcome the limitation of high computational demands in example-based photometric stereo when large numbers of images are used. Under the assumption that two points with the same surface property should have the same appearance in an image, we adopted the method of [8] by placing the reference object and target object in the same image, which means calibration of camera or lighting environment is not necessary in this case. Each pixel on the object has d brightness values from d images. Then the problem becomes finding the best matching between the brightness vector of the reference object and the brightness vector of the target object; this means search in a high-dimensional space. Some techniques already have been applied for these purposes. First method is the lookup table [19] , where the total size of the lookup table is (2 bd ), which depends on the dimension d, and the number of bits b into which brightness is quantized. This is prohibitively large when d -the number of the images -is large. Also the table is sparse and time-consuming weighted interpolation is also needed to fill the empty entries in the table. Hertzmann and Seitz [8] uses the ANN (approximate nearest neighbour) method to solve the problem of matching. It solves the problem well, but when the dimension exceeds 10-20, it is also highly time demanding. Recently, a new method, locality sensitive hashing [7] , has been introduced in database applications, usually in the context of high-dimensional similarity searching. It keeps the fast character of hashing, and also adds in the property that similar points are clustered together.
We implemented a robust system analyzing high dimensional images. Our approach simplifies the traditional shape from shading experiment by avoiding calibration as in [8] ; moreover, it can rapidly and accurately estimate the surface orientation of the irregular object from large database of example images via LSH.
In this paper, we introduce the method in following order. Section 2 will introduce the related work in computer vision. Section 3 demonstrates the experiment's details, including the environmental setting and explanation and the speedup technique utilized in this paper. The final two sections show the result of our method and conclusions.
Related Work
Horn [9] observed that image irradiance can be expressed as a function only depending on surface orientation. Horn's research introduced the idea of the reflectance map and pointed out the new formulation for the problem of shape from shading. The reflectance map makes the explicit relationship between surface orientation and the image brightness [10] . The photometric stereo method was developed for recovering the surface orientation from multiple images taken under different lighting conditions [18] . If the surface material varies spatially, then the image irradiance equation will take the albedo as parameter [4, 11, 15] . Woodham [19] presented the method which using three image irradiance equations to overdetermine the solution of the surface orientation in the form of look-up tables.
A large amount of research is devoted to the recovery of non-Lambertian reflectance parameters. Nayar [15] applied photometric stereo using "hybrid reflectance model". Tagare and deGigueiredo [17] developed the theory of photometric stereo for the class of m − lobe reflectance maps. Kay [14] continued their work by applying nonlinear regression to a large number of input images. Those methods not only recover the surface orientation, but also compute reflectance parameters. Many non-Lambertian surfaces exhibit near-Lambertian behavior outside their regions of specularity. Coleman and Jain [4] proposed the technique to segment those areas, developed for Lambertian surface and treat highlights as deviations from the Lambertian Law.
Some recent work uses colour images for getting more redundant images by separating an RGB colour image into 3 independent images. The surface should be illuminated by several light sources that are spectrally distinct and their directions do not lie in the same plane. Christensen [3] introduced the method of colour photometric stereo for surfaces with an arbitrary reflectance. The method is a generalization of [19] and also uses look-up tables. The disadvantage of this method is that the surface should be either uniformly coloured or its colours should form distinct separable clusters in the colour space, which significantly restricts the choice of acceptable surfaces. Another disadvantage is the need for a preliminary calibration. In order to overcome the limitations, most subsequent work on photometric stereo turned to using analytic models rather than empirical models of surface reflectance [2] . Real-world materials do not fit these traditional models. Therefore, people combined empirical models and analytic models to simulate the real-world's complicated surface material [1, 8] . They introduced the method that uses more than one calibration object, each of which has a weight, while at the same time, segmenting the real target object into areas of different reflectance properties. The disadvantage of this method is that it requires quite a lot of images and the matching algorithm is inefficient. In this paper, we show that the inefficiency of the search is overcome by using high dimensional locality sensitive hashing, which enables the photometric stereo method to be a pragmatic shape recovery application.
Implementation
Woodham [18] used three images (3DOF) to solve the problem of photometric stereo -computing the 2DOFs of the gradient p and q. The methodology works well when the reference object and the target object are easy to move to simulate the same illumination condition. Methods such as [8] use many images to enhance the recovery of the gradient of objects with complex reflectance properties. To simplify image acquisition, they simply put the calibration object and the target object in the same scene. This method is much more flexible than Woodham [19] 's work. However, the cost of this simplification is a slight reduction in the accuracy of gradient reconstruction because the imaging geometry of the calibration object and the test object differ slightly. Based on the definition of photometric stereo, and inspired by the novel idea of texture reconstruction, we would like to adopt the method of putting the calibration object and the target objects together in the scene, while using the locality high dimensional hashing technique to accelerate the matching. This approach does not assume the lighting or spatial albedo distribution to be a known priori, a key difference from previous work on combining stereo and shape from shading [6] .
Photometric Stereo From High-Dimensional Images
We utilize the orientation consistency cue [8] :
The two points with the same surface property should reflect identical brightness when they are under the same illumination situation.
This cue holds under the following assumption: Assumption: Both points have the same BRDF property, the light sources are directional(i.e., distant), the camera is orthographic, and there are no shadows, interreflections and transparency effects, or other non-local effects that do not depend purely on the BRDF. Also the surface orientation, incident illumination, and viewer direction are the same for both points.
In our initial experiment, the reference ball and the target object have been juxtaposed with a certain distance on the same scene. Their surfaces have been painted with the same tempera paint so that the surface reflectance properties of the two objects are the same. We situate a Canon Optura Pi NTSC digital video camcorder facing the objects, and move the light source (a Philip 150W bulb) by hand, 4 meters away from the objects, and then we get a video sequence, where the reference object and target object are shot with same exposure under different light illuminations. We separate the video into 640 × 480 image frames. A example of the frame is showed in Figure 1 .
After isolating the reference object and the target object from the captured video frames, following the basic theory, we use the following notation representation. We use I Similarly, for every pixel m(x, y) in all target object images, V t q is the brightness vector for the target object.
For our case, we related the d-dimension observation vectors to determine one gradient vector
The idea comes from photometric stereo by multiple images [16] . Given a pixel q on the target object, the surface normal at q is determined simply by retrieving for a point p on the reference object with the best match to the brightness vector, which minimizes V r p − V t q . A complete correspondence determines the surface normal for each pixel on the target object.
We adopted the Least-Squares Ellipse Fitting algorithm [5] to estimate the reference sphere's 3D equation.The equation of the sphere could been written down as
where (cx, cy) is the center. The gradient of a given point on the reference sphere could expressed as p = − Now we need to set up the mapping relationship between the gradient and the brightness. The following section will describe how to apply the locality sensitive hashing in the photometric stereo in detail.
High-Dimension Locality Sensitive Hashing
The main object is to find the reference object's brightness vector that best matches the target object's brightness vector, and then use the reference object's gradient as the target object's gradient. Then the problem can be posed as a Nearest Neighbor Search(NNS) problem. The NNS problem is also defined as -NNS: Definition: Given a set P of points in a normed space l d p , preprocess P so as to efficiently return a point p ∈ P for any given query point q,
is the distance of q to the its closest point in P .
For the purpose of devising a main memory algorithm for solving the − NNS problem, Indyk and Motwani [13] introduced the idea of Locality Sensitive Hashing(LSH) for high-dimensional data. In our case, we adapted the original LSH algorithm [7] to search for matches in the highdimensional brightness vector space.
The basic idea of LSH is to hash the high dimensional points so as to ensure that the probability of collision is much higher for points that are close to each other than for those that are far apart. A hash function is a function that converts an input from a large domain into an output in a smaller range. In our case, the input data are the image brightness vectors p = [x 1 , . . . , x d ]; however, there are (2 bd ) possible values of p while we may have on the order of 10 5 pixels in the image of the calibration object. Therefore, our input data is from a large domain, but the cardinality of the input data is small comparing to its domain. Based on that, utilizing hashing to solve the matching problem is reasonable. In the following, we will present the algorithm in detail. 
Denote g i (p) = p |Ii . Through that, we project the highdimensional data v(p) to a certain hash number g i (p). By doing the preprocessing, we store each p ∈ P in the bucket g i (p), for i = 1, . . . , l, and get l compact hashing tables for the next step's nearest neighbour search. By computing the projection per I i , we get the whole projection p |I . As the total number of buckets per hash table may be large, we compress the buckets by resorting them to a standard fixed chaining number of bucket hashing. Thus, there are two levels of the hashing technique for a certain pixel point p:
• Apply the LSH function to map the high-dimensional brightness vector p to the bucket g i (p).
• Using the standard hash function to map the contents of these buckets into a hash table of size M .
The maximal bucket size of the latter hash table is denoted as B. In the algorithm the hashing table is a chained hash table. When the number of points matching a certain hash number exceeds the size B of the bucket, a new bucket is dynamically allocated and linked to and from the old bucket. However, to process the large amount of data, dynamically allocating the space is not an advisable choice. In our implementation we rather employ the simpler fixed size buckets method for each hash table item rather than chaining. In our application, we put the point into next bucket available for hashing indexing. By using the fixed bucket size policy, we reduce the link structure's overhead. The whole structure is clearer and also convenient for the next step's search.
Each bucket not only stores the high-dimension brightness vector, but also keeps its correspondent gradient vector [p, q]. We must discuss how to determine the suitable parameters l, the number of hash table and M , the size of hash table. The number n of points from the reference object's surface, the size M of the hash table, and the maximum bucket size B are related by the following equation:
where α is the memory utilization parameter. Basically, α ≥ 1. It is the ratio of the memory allocated for the index to the size of the data set, and should been taken into consideration when the dimension is very large and the number of buckets per hash table index exceeds the memory. In our application, we set the table size to contain all the data set in the hash table.
It is also very important to choose the l -the number of hash tables. In our experiments, we compared the results of by using different choices of l. The more hash tables, the more accurate the search would be. However, beyond a certain number, the result does not improve significantly. Then there is no reason to waste the space and time to do the search in those redundant hash table. The main object is to find the threshold for the choice of l, and to get the best matching results. Basically, from the definition of [7] , let B(p, r) denote the set of point elements from P within the distance r from p. Also following the definition as (r 1 , r 2 , p 1 , p 2 )-sensitive as:
where H is the hashing function family, p 1 > p 2 and r 1 > r 2 . Then the l is figured out as
and
For more detail see [12] . After setting the parameters for the hash table's size and total number, the hash tables are constructed to store the reference object's brightness vectors including their corresponding gradient vector. Figure 3 shows the initialization procedure of filling the hashing tables by the reference object's data. To process a query q, the brightness vector from the irregular target object, we search all indices hash tables g 1 (q), ..., g l (q) until we either encounter at least c · l (c ≥ 1 ) points matching the current brightness vector. Clearly, the number of accesses is always upper bounded by the number of indices, which is equal to l. Let p 1 , ..., p t be the points encountered in the process of searching in hash table T i , by the hashing number index, we get a fixed number of buckets linked by the index. The job is to choose the best fit-the closest to q from those buckets. Then Approximate K − NNS is applied according to minimize the distance between the query point q and hit bucket's point. The optimal value of K-the number of the buckets per hash index-is chosen to maximize the probability that a point p "close" to q will fall into the same bucket as q, and also to minimize the probability that a point p far away from q will fall into the same bucket. In general, we may return one best fitting point from each hash table, and put those best fits from different hashing tables together. Then the problem remains to do the K − NNS again to those points, and pick up the "closest" point p to q, and use p's gradient vector as query point q's gradient. The query strategy is presented in the Fig. 4 .
Algorithm Initialization the hash table
Algorithm Approximate Nearest Neighbor Query hashquery(A set of query point q from target object) For i = 1, . . . , n For hash tables T j , j = 1, . . . , l generated by the hash table initialization algorithm Output A set S of K approximate nearest neighbours according to q Return the nearest neighbours for each q i found in set S
Figure 4. Approximate Nearest Neighbor query answering algorithm
The LSH function we used takes advantage of linear combinations of those high-dimensional data. By doing that, we also get the measurement of how close the two points are to each other. Those brightness vectors are presented as [x 1 , . . . , x d ], and we make the LSH mapping strategy be the hashing function in our implementation as
The permutation hashing method is good for implementation; how to choose the parameters and make it random enough is very important at this step. The hashing function also should satisfy the requirement that there is low probability of collision. Here, we also denote the hash function as h( x) = ( a x T mod M ).
• M = 2 n − m, m is a prime;
• The a i is a random number from interval
The results in our experiment are discussed in the next section.
In general, through all the above steps, first we get the reference object's one-to-one mapping relationship between the brightness vector and the gradient vector. Then we store the mapping into the high-dimensional hash tables to preserve the locality similarities between the near neighbour points. For searching for the best fit for the irregular target object's gradient vector, we figure out the best fit from each hash table, then pick up the "closest" point among those best fits and get the query point's approximate gradient.
Experimental Results
In this section we report the results of our experiments with locality-sensitive hashing. Figure 5 shows our result. The first row uses the images shown in Fig. 1 , but clipped to present only the test object (371x271 pixels). The second row's source image is provided by [19] . The reference sphere and the target doll face were made of ceramic material, which approximates the perfect Lambertian situation. Three images (260x380 pixels) were taken in a calibrated manner; the light illumination for the reference object and the target object is essentially identical. Because of the quality of the lighting situation, using only two hashing tables already estimates the doll's surface orientation very well.
The third row's source data is derived from [8] . The reference object is also a billiard ball (328x322 pixels), and the target object is a painted bottle (398x1176 pixels). In this case, the object is an example of a non-Lambertian surface with distinct specular highlights. Both the calibration object and the test object appear in the same image; there are 8 colour images. The surface orientation's estimates are evaluated in three formats as the figure shows: (i)the slope angle of the gradient tan We also analyzed the results by varying the number of images d and the number of hashing tables l. Figure 6 -the plastic elephant experiment -shows that the more images input, the more accurate the result. In our 640 × 480 camcorder, the resolution is not high so we need more images to overdetermine the gradient. The results in Fig. 7 present the change in the average angular difference when we increase the number of hash tables. The figure shows that the larger l is, the more accurate the gradient estimation is. There is a threshold for the choice of l. In Fig. 7 , the threshold is 6. It means it already had a good result for the gradient estimation. Adding more hashing tables does not improve the accuracy.
For comparison purposes we computed the gradient for the bottle example by brute-force lookup, i.e., we built a table with all the approximately 10,000 pixels in the calibration object. Each entry has a key of 24x8 bits. Computing the gradient by direct lookup, finding the best-matching key We also computed the point-by-point angular difference between the bottle's normal computed by LSH and the normals computed by brute-force lookup. Figure 8 shows an image of the cosine of the angle between the normals.
The other significant performance of the our method is the speed. The table size of the lookup-table of Woodham's  method is 2 bd , where d is the dimension of the images and b is the number of quantization levels. The size of the LSH hash table is l × N , where l is the number of the hash tables and N is the reference objects' image size exclusive of the background size. The computational complexity of Hertzmann's matching method is O(N )O(1/ ) d [13] , which is exponential in d. In our implementation, the total number of operations is (d + l × B) × N , where l is the number of hash tables and B is the bucket size of hash items. Thus the computational complexity is O(N ), i.e., the LSH hashing is constant per pixel. Evaluating the hashing function is simple and the tables can be limited in size, so the results can be computed rapidly. There is a cost involved in setting up the hash table, but we envision inspection applications where that cost can be absorbed at the beginning and only inexpensive hashing operations are done per object. 
Conclusions
We present the new method that uses locality sensitive hashing technique to rapidly compute the best match for photometric stereo. The advantage of putting the reference object and target object in the same scene, following Hertzmann and Seitz, is that there is no need to move the reference object and target object one by one to get the same illumination, which largely simplified the experimental process steps. These two points broaden the practical applications for photometric stereo to compute the surface geometry rapidly. Also, there are interesting questions that remain open for future work: how to verify the result is accurate, how to use this technique to deal with varied objects, and how to select the subset of images that lead to a fast, accurate solution. 
