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Knowledge graphs are repositories providing factual knowledge about entities. They
are a great source of knowledge to support modern AI applications for Web search,
question answering, digital assistants, and online shopping. The advantages of machine
learning techniques and the Web’s growth have led to colossal knowledge graphs with
billions of facts about hundreds of millions of entities collected from a large variety of
sources. While integrating independent knowledge sources promises rich information,
it inherently leads to heterogeneities in representation due to a large variety of
different conceptualizations. Thus, real-world knowledge graphs are threatened in
their overall utility. Due to their sheer size, they are hardly manually curatable
anymore. Automatic and semi-automatic methods are needed to cope with these
vast knowledge repositories.
We first address the general topic of representation heterogeneity by surveying
the problem throughout various data-intensive fields: databases, ontologies, and
knowledge graphs. Different techniques for automatically resolving heterogeneity
issues are presented and discussed, while several open problems are identified. Next,
we focus on entity heterogeneity. We show that automatic matching techniques may
run into quality problems when working in a multi-knowledge graph scenario due
to incorrect transitive identity links. We present four techniques that can be used
to improve the quality of arbitrary entity matching tools significantly. Concerning
relation heterogeneity, we show that synonymous relations in knowledge graphs
pose several difficulties in querying. Therefore, we resolve these heterogeneities
with knowledge graph embeddings and by Horn rule mining. All methods detect
synonymous relations in knowledge graphs with high quality. Furthermore, we present
a novel technique for avoiding heterogeneity issues at query time using implicit
knowledge storage. We show that large neural language models are a valuable source




Wissensgraphen sind eine wichtige Datenquelle von Entitätswissen. Sie unterstützen
viele moderne KI-Anwendungen. Dazu gehören unter anderem Websuche, die
automatische Beantwortung von Fragen, digitale Assistenten und Online-Shopping.
Neue Errungenschaften im maschinellen Lernen und das außerordentliche Wachstum
des Internets haben zu riesigen Wissensgraphen geführt. Diese umfassen häufig
Milliarden von Fakten über Hunderte von Millionen von Entitäten; häufig aus vielen
verschiedenen Quellen. Während die Integration unabhängiger Wissensquellen zu einer
großen Informationsvielfalt führen kann, führt sie inhärent zu Heterogenitäten in der
Wissensrepräsentation. Diese Heterogenität in den Daten gefährdet den praktischen
Nutzen der Wissensgraphen. Durch ihre Größe lassen sich die Wissensgraphen aller-
dings nicht mehr manuell bereinigen. Dafür werden heutzutage häufig automatische
und halbautomatische Methoden benötigt.
In dieser Arbeit befassen wir uns mit dem Thema Repräsentationsheterogenität.
Wir klassifizieren Heterogenität entlang verschiedener Dimensionen und erläutern
Heterogenitätsprobleme in Datenbanken, Ontologien und Wissensgraphen. Weiterhin
geben wir einen knappen Überblick über verschiedene Techniken zur automatischen
Lösung von Heterogenitätsproblemen. Im nächsten Kapitel beschäftigen wir uns mit
Entitätsheterogenität. Wir zeigen Probleme auf, die in einem Multi-Wissensgraphen-
Szenario aufgrund von fehlerhaften transitiven Links entstehen. Um diese Probleme
zu lösen stellen wir vier Techniken vor, mit denen sich die Qualität beliebiger Entity-
Alignment-Tools deutlich verbessern lässt. Wir zeigen, dass Relationsheterogenität
in Wissensgraphen zu Problemen bei der Anfragenbeantwortung führen kann.
Daher entwickeln wir verschiedene Methoden um synonyme Relationen zu finden.
Eine der Methoden arbeitet mit hochdimensionalen Wissensgrapheinbettungen,
die andere mit einem Rule Mining Ansatz. Beide Methoden können synonyme
Relationen in Wissensgraphen mit hoher Qualität erkennen. Darüber hinaus stellen
wir eine neuartige Technik zur Vermeidung von Heterogenitätsproblemen vor,
bei der wir eine implizite Wissensrepräsentation verwenden. Wir zeigen, dass
große neuronale Sprachmodelle eine wertvolle Wissensquelle sind, die ähnlich
wie Wissensgraphen angefragt werden können. Im Sprachmodell selbst werden
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In 1999, the World Wide Web (WWW) inventor, Tim Berners-Lee, has first sketched
ideas of a Semantic Web in contrast to the classical WWW as we know it [7]. This
idea was further explained in the seminal article in the Scientific American "The
Semantic Web". The article describes a semantically connected Web, where agents can
automatically understand websites to provide intelligent services to end users [8]. As
an example, Berners-Lee chose an intelligent agent to automatically make a doctor’s
appointment. It uses and integrates services from several websites to choose the right
doctor within the area, having excellent reviews on the Web. Furthermore, it should
check the patient’s calendar to find her schedule when making the appointment. In
the classical WWW, offering such a service is usually impossible since knowledge on
the Web is expressed in a human-readable format. Websites usually contain texts,
tables, photos, diagrams, and videos. None of it is fully understood by computers.
To overcome this problem, representing knowledge in a machine-readable format
on the Web was introduced. The Resource Description Framework (RDF) allows for
representing knowledge on the Semantic Web: Each piece of knowledge is a fact that
is stored as a subject, predicate, object triple [24]. For example, (Albert Einstein,
bornIn, Ulm) is a triple that expresses knowledge about Einstein’s place of birth
Ulm. Each triple can be depicted as a graph with two nodes connected by an edge.
Hence, several triples together form a large graph, a so-called knowledge graph.
From early on, database research has addressed the possibility of modeling
semantically equivalent information from real-world in different ways. Since natural
language descriptions allow for a large variety of expressing knowledge, and the
actual selection of some data model and schema also strongly depend on the focus
and requirements of the respective application, representation heterogeneity is bound
to emerge in the forms of syntactic heterogeneity, schematic heterogeneity, and
semantic heterogeneity [75, 86]. Thus, when merging data instances from multiple
sources, several heterogeneity problems may come up. These problems may include
synonymous/homonymous use of class names and attributes. Schemas may differ on
their level of detail. Furthermore, a variety of other structural/semantic conflicts may
arise. To overcome such issues, schema matching and entity matching methods allow
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to smoothly integrate data from different sources either manually or with increasing
degrees of automation are essential.
While classical matching and alignment problems mostly operated on clear-cut
database schemas (usually relational tables with fixed sets of attributes and data
types [96]), in the Semantic Web, knowledge is not stored in relations, but in a much
more unstructured way using XML or RDF. Imprinting semantic structure on such
data usually means creating complex ontologies using the Web Ontology Language
(OWL), which in turn drove the need for new techniques for ontology matching.
During the early years of the Semantic Web, the vision of an integrated Linked Open
Data (LOD1) cloud with thousands of heterogeneous and unstructured data sources
was born. This vast amount of heterogeneous data sources introduced serious concerns
for algorithmic scalability. The yearly benchmarks at the Workshop for Ontology
Alignment at the International Semantic Web Conferences (Ontology Alignment
Evaluation Initiative2) clearly show the importance of respective research. Today,
the goal of largely integrated semi-structured data sets is still not reached. While the
vision of a LOD cloud has recently lost attention, knowledge graphs have gained a
lot of attention because of the popularity of projects, such as the Google Knowledge
Graph [27], Wikidata [113], DBpedia [4], Freebase [11], and YAGO [103]. The
size of these knowledge graphs nowadays comprises hundreds of millions of entities
associated by ten thousands of properties, providing a comprehensive knowledge
repository for several modern applications, e. g., semantic search, question answering,
product search, social networks, and even natural language understanding [85].
The size of these knowledge graphs has steadily grown over the last years. Often
large knowledge graphs are created manually in collaborative knowledge graph
projects [113], automatically by extracting information from text or tables [4,
27], by integrating existing knowledge into a single knowledge graph, or by any
combination of all these methods. However, integrating knowledge from various
sources and by different curators into a single knowledge graph comes with serious
heterogeneity issues in practice. Particularly, duplicate concepts, either entities,
classes, or properties, may cause problems in subsequent querying. In fact, the
knowledge graphs’ semantic heterogeneity combines most of the previous applications’
problems:
• Algorithmic scalability: knowledge graphs are huge in size, comprising hundreds
of millions of entities and billions of facts.
• Degree of heterogeneity: knowledge graphs are built from a huge number of
diverse data sources. Often they even range across multiple languages and
domains, adding an additional layer of complexity.
• Structural issues and level of detail: heterogeneity issues often combine entity,




Contributions. This thesis investigates the heterogeneity issues in large-scale
heterogeneous real-world knowledge graphs, such as Wikidata, DBpedia, and Freebase.
We give an extensive overview of the problem of heterogeneity issues in different
data representation formats, such as relational databases, ontologies, and knowledge
graphs. While we discuss that heterogeneity is a long-standing problem, we also
introduce the challenges that come with large real-world knowledge graphs. We
survey state-of-the-art methods for resolving heterogeneity problems, such as entity
matching, relation matching, class matching, literal matching, and ontology matching.
Finally, we point out unsolved heterogeneity issues that are further investigated
throughout the thesis.
We perform an extensive study of entity heterogeneity in multi-knowledge graph
matching problems. Our work explicitly analyzes problems of owl:SameAs identity
links in entity matching scenarios with multiple knowledge graphs on a large scale.
Our work includes four methods for supporting arbitrary entity matching systems
when working in a multi-knowledge graph scenario to improve their matching quality.
To evaluate our new techniques, we introduce a novel benchmark dataset for instance
matching systems consisting of seven different knowledge graphs, and made it publicly
available. In the experiments, we show that, indeed, our proposed methods improve
instance matching by more than 10% in precision without losing any recall.
This contribution was published at the ACM Web Science Conference 2015 [57].
The basic ideas of this work were developed during my Master thesis [54].
We show that synonymous relations are an issue in knowledge graphs that got
hardly any attention, even though it may cause incomplete query results. To overcome
these issues, we present several techniques that identify synonymous relations in
large-scale knowledge graphs. Both our techniques are purely data-driven and make
no requirements on the data. One technique is based on state-of-the-art knowledge
graph embeddings and outlier detection. We are able to detect synonymous relations
with very high precision.
To overcome explainability issues in our first approach, we also present a technique
using Horn rule mining to find logical definitions of relations. By an indirect
rule mining approach, we are able to identify synonymous relations with higher
precision than the embedding-based techniques and provide human-understandable
explanations.
Our techniques are evaluated on synthetic benchmark datasets for synonym
detection and a large manual evaluation on Freebase, Wikidata, and DBpedia.
The datasets and the code of our methods are openly available to guarantee the
reproducibility of the results.
These contributions were published in two papers: The first one was published at
the International Semantic Web Conference 2019 [55], the second one about using
Horn rule mining at the Extended Semantic Web Conference 2020 [58].
Our final contribution is a first analysis of supporting heterogeneous and incomplete
knowledge graphs by neural language models. We show that combining knowledge
graphs with a language model as an implicit knowledge store leads to valuable
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improvements when querying heterogeneous or incomplete knowledge graphs since a
language model is able to overcome heterogeneity issues that are present in natural
language text.
We show that heterogeneous knowledge graphs profit from language models
to return complete result sets while querying language models profit from the
valuable semantic information in knowledge graphs. In our experiments on more
than 6.000 queries, we have shown that, indeed, the combination of implicit and
explicit knowledge stores is a valuable resource for query answering. Queries could
be completed with a precision of almost 50% precision. The implementation and
data of this work are available for reproducibility purposes.
Our system KnowlyBert was published at the International Semantic Web
Conference 2020 [56].
Outline. This work is structured into four larger chapters describing various aspects
of heterogeneity issues. Furthermore, we propose several novel approaches on how to
deal with them.
First, we give an extensive introduction to the topic of representation heterogeneity
in knowledge graphs in Chapter 2. It starts with an introduction to Semantic Web
technologies and a definition of knowledge graphs in Section 2.1 Next, we introduce
semantic heterogeneity in general and show where different aspects of heterogeneity
have been tackled in Section 2.2, 2.3, and 2.4. We explain the novel challenges that
come with knowledge graphs and show how current techniques solve these issues in
Section 2.5 and 2.6. At the end of the chapter, we summarize the current state of
heterogeneity issues in knowledge graphs and show open problems that we further
investigate throughout this thesis.
One of these problems, entity heterogeneity in multi-knowledge graph scenarios,
is further discussed in Chapter 3. We start by discussing the related work of entity
heterogeneity for multiple knowledge graphs and stress the differences to standard
entity matching with exactly two data sources in Section 3.1. Next, we introduce
the Chinese Whispers problem in entity heterogeneity and propose four different
approaches for improving standard instance matching systems in multi-knowledge
graph environments in Sections 3.2 and 3.3. Finally, we evaluate our methods on two
state-of-the-art instance matching systems on a large benchmark, which we manually
curated for this problem in Section 3.4.
In Chapter 4, we further discuss the problem of relation heterogeneity within
single knowledge graphs. Concretely, our focus is on synonymous relations. We
show how synonymous relations are different from standard heterogeneity issues
that are tackled by matching systems in Section 4.1. We then propose two different
approaches in Section 4.2 and Section 4.3: (1) A knowledge graph embedding-based
approach which employs eight state-of-the-art embedding techniques to identify
synonymous relations in large knowledge graphs, and (2) and a synonym detection
technique using Horn rule mining. The rule-based approach offers great explainability
while guaranteeing high precision results. In the conclusion, we discuss the current
state of synonymous relation detection in large-scale knowledge graphs.
Chapter 5 explains how heterogeneity issues in knowledge graphs are avoided by
storing knowledge implicitly in novel neural language models. The related work in
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this direction is shortly discussed in Section 5.1. We first, in Section 5.2, introduce
the idea of how language models are used as an implicit knowledge graph and how
queries are performed. To test our hypothesis that heterogeneity is partly solved by
implicit knowledge storage in language models, we build a hybrid querying system,
KnowlyBERT, in Section 5.3. It combines language models with knowledge graphs,
such that both techniques profit from each other. KnowlyBERT is evaluated on
thousands of entity-centric queries and shows promising results in Section 5.4
Finally, in Chapter 6, we discuss the outcomes of this thesis. We first conclude
each chapter separately from each other and, in the end, conclude on the current







Natural language is an essential component for humans to represent knowledge.
Humans use language for representing knowledge in texts or to communicate with
each other in written or spoken form. Furthermore, many researchers believe that
language strongly influences what we think and how we think. In language, a piece
of knowledge, i.e., a fact, can be represented in various heterogeneous ways. If
asking two persons to express the fact that Albert Einstein was born in Ulm in one
sentence, we may end up with totally different sentences: "Albert Einstein is born in
Ulm." and "The birthplace of the German scientist Einstein is Ulm.". Both carry
similar meanings but are expressing the information differently. Both refer to the
German scientist Albert Einstein, but only the last name is used in one sentence.
Hence, the representation of this entity is different. A more striking difference is
the expression of the birthplace relation. In the first sentence, the verb born is
used, while the second sentence uses the noun birthplace. Besides this small example,
natural language offers a variety of more complex heterogeneities. For example,
complex sentence constructions may be used to encode the same piece of knowledge.
Heterogeneity in natural language knowledge representation carries over to struc-
tured knowledge representations, e.g., formal knowledge representation techniques,
such as RDF, or simply relational databases. Various data-intensive fields of computer
science have noticed such heterogeneity problems when working with knowledge.
When we ask persons to create a structured data model for storing information
about persons, the results probably look different. These differences involve linguistic
differences but also structural differences.
Example. These two models about persons may look as follows: Each model may
consist of precisely one table: Persons and People, each with a set of attributes
describing Albert Einstein. The Person table contains a single entry about Einstein,
his address, and birth date. People comprises two entries, each about Albert Einstein,
but with information regarding his name, birthday and birthplace. Both tables
contain partly identical information: we immediately spot several data interoperability
7
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problems here, such as a naming conflict (i.e., synonyms) on table level (person vs.
people), similarly on attribute level (birthdate vs. birthday). There are structural
differences on attribute level regarding the granularity of information (firstname and
lastname vs. name), different date formats for the birth date, different attribute
granularities for birthplace and birthdate, and a different name format. Additionally,
the People table contains a duplicate entry for the same real-world object. For larger
data models, we may have several additional structural heterogeneity issues, e.g.,
different normalization levels.
Table 2.1: Two example tables with different attributes, but both representing
information about persons.
Person Firstname Lastname Address Birthdate
Albert Einstein Adlzreiterstraße 12, München March 14, 1879
People Name Birthday Birthplace
Albert Einstein 14.03.1879 Ulm
Einstein, Albert 1879 Germany
The sheer variety of different design options for single facts has been outlined
in [60]. This work shows that a simple binary relation between a salesman and
his territory may be modeled in at least 36 different ways using a simple relational
model. All these models are straight-forward models of the same fact. They may
come up in practical scenarios, causing problems when interchanging data. Similar
to relational databases, these kinds of heterogeneity issues may also evolve in every
other representation of data and knowledge.
Research Questions.
• How do we classify heterogeneity problems?
• How is heterogeneity in knowledge graphs different to classical databases?
• How are existing techniques to tackle heterogeneity in knowledge graphs different
to each other?
• What are open heterogeneity issues in knowledge graphs?
Contribution. Throughout this chapter, we provide an introduction to data
heterogeneity in general and provide an idea of what knowledge graphs are. We
survey the problem of heterogeneity in various fields, from databases to ontologies
and knowledge graphs. With this, we stress problems that come with large-
scale heterogeneous knowledge graphs. We characterize existing solutions for
heterogeneities in knowledge graphs into four categories: entity heterogeneity,
relation heterogeneity, class heterogeneity, and literal heterogeneity. Within these
categories, we compare a wide variety of techniques and discuss their advantages
and disadvantages. Furthermore, we describe open problems in current research on
heterogeneous knowledge graphs.
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Outline. Section 2.1 provides an introduction to the Semantic Web idea and the
various technologies (RDF, RDF-S, OWL, and SPARQL). Furthermore, we give
a definition of knowledge graphs. Section 2.2 gives an overview of representation
heterogeneity and provides different classification systems for it. A short introduction
to heterogeneity issues in relational databases is given in Section 2.3 Section 2.4
describes heterogeneity issues in ontologies. In Section 2.5, we give an overview of
heterogeneity issues in knowledge graphs and how they are different from heterogeneity
issues in databases and ontologies. Then, we go into the details of entity, relation,
literal, and class heterogeneity issues. Several matching approaches for the different
heterogeneity issues in knowledge graphs are surveyed in Section 2.6. Finally, in
Section 2.7, we shortly conclude state-of-the-art matching systems and describe some
open problems.
2.1 RDF, SPARQL, and Knowledge Graphs
To overcome the shortcomings of existing Web technologies for achieving a Semantic
Web, Berners-Lee and other Semantic Web researchers have introduced various new
technologies to annotate Web sites with semantic knowledge in a machine-readable
format using knowledge representation technologies. The Semantic Web idea involves
various technologies that can be presented as the Semantic Web stack (cf. Figure 2.1).
The stack involves technologies for encoding and representing knowledge, querying
and reasoning, and some layers that have not been implemented (cryptography and
trust features). In this work, we mainly focus on the essential parts for knowledge
representation and reasoning: RDF, RDF-S, OWL, and SPARQL.
RDF. The core technology, which also became a W3C standard for expressing
knowledge on the Web, is the Resource Description Framework(RDF) [24]. At its
center is the idea that knowledge is expressed in subject, predicate, object
facts. The facts are often also called triples.
Example. As an example, a triple expressing the fact that Albert Einstein was born
in the city Ulm may be expressed as follows:
(Albert Einstein, bornIn, Ulm)
In this example, the scientist Albert Einstein is a subject. The verb from the
natural language sentence is a predicate bornIn, and the city of Ulm is an object in
the triple.
Due to the triple format, facts may also be represented as a graph where subjects
and objects are nodes. The predicate may be represented as an edge connecting the
respective nodes as presented in Figure 2.2.
Albert Einstein UlmbornIn
Figure 2.2: A simple graph representation of the triple (Albert Einstein, bornIn,
Ulm).
9
2. Representation Heterogeneity in Knowledge Graphs
Figure 2.1: An illustration of the Semantic Web stack describing different technologies
involved in the Semantic Web from [107]. On the lower levels, we have representation
technologies, on the middle levels technologies for reasoning, and on the higher levels
ideas that have not been yet realized.
Since RDF is a Web technology that should connect knowledge between various
Web sites, subject, predicates, and objects are unique identifiers, Internationalized
Resource Identifiers (IRI), instead of natural language names. As an example, for
Albert Einstein, an IRI which is found in the RDF dataset Wikidata is www.wikidata.
org/entity/Q937, the IRI for the bornIn relation is www.wikidata.org/prop/P19.
An IRI may consist of a prefix www.wikidata.org/entity/ and a unique identifier
for the dataset Q937. Since IRIs usually impair readability, in this work, we solely
work with natural language labels instead.
More formally, an RDF triple may be defined as follows: (s, p, o) ∈ E×R×(E∪L).
Subjects are from a set of resources E. They usually represent entities or concepts
(often from the real-world). Predicates stem from a set of relations R. The object
either is a resource similar to the subject or a literal from the set L. In contrast
to resources and relations, literals are not represented by IRIs but may be strings,
numbers, or dates. As an example, a triple concerning a literal may be about
Einstein’s birthday:
(Albert Einstein, birthDate, ’14 March 1879’)
In logics, a relation is seen as a binary predicate: bornIn(AlbertEinstein, Ulm).
In this work, we also use the mathematical term (binary) relation over subjects and
objects to describe triples. Note that we focus on RDF without blank nodes and
reification.
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RDF-Schema. Schematic information in RDF may be expressed by the Resource
Description Framework - Schema (RDF-S) [15]. RDF-S provides a fixed vocabulary
for expressing schematic information about RDF data by annotating resources and
relations properly. Hence it is possible to describe groups of resources or unique
resources. The maybe most used RDF-S features is the rdfs:label for giving natural
language labels to resources or relations.
(www.wikidata.org/entity/Q937, rdfs:label, ’Albert Einstein’)
Another critical feature of RDF-S is used to construct groups of resources, so-called
classes and the idea to build class hierarchies for expressing complex knowledge
taxonomies. Here, the RDF-S vocabulary rdfs:type and rdfs:SubClassOf are
used:




The two triples express that Einstein is of the type of scientist. A scientist is
describing a group of entities, also called class. Furthermore, we have expressed that
the class scientist is a subclass of the class person building a class hierarchy. Class
hierarchies are frequently used in Semantic Web datasets to formalize conceptual
knowledge.
OWL. The formal representation of knowledge is often done in an ontology. An
ontology is a formal way to describe knowledge as concepts, categories, properties, and
relations. To go from basic schema information to the more complex idea of ontologies,
the Web Ontology Language (OWL) was introduced [70]. OWL provides a vocabulary
for annotating RDF with schema information. However, much more complex semantic
expressions are possible. As an example, cardinalities and restrictions for relations
or literals may be expressed. Also, complex relations between classes, such as
intersections, unions, and complements, are possible. Furthermore, OWL offers
a wide range of possibilities for reasoning. OWL reasoning is used to infer new
knowledge based on existing knowledge using logical entailment rules. However, in
this work, we do not go into further details of OWL reasoning capabilities.
An essential feature of OWL for this work is expressing identity between
resources, relations, and classes. Here, the OWL vocabulary offers the three relations
owl:sameAs, owl:equivalentProperty and owl:equivalentClass. The property
owl:equivalentProperty is used to express that two relations have the same
extension. That means the relations are used for precisely the same resources.
Similarly the property owl:equivalentClass is used for classes.
However, both relations are not used to express the equality of classes and
relations. The property for expressing identity between individuals is owl:sameAs.
It may express the equality between resources, relations, and classes when they have
the same real-world semantics.
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SPARQL. The querying language for RDF data is called SPARQL [92]. In this
work, we restrict ourselves to the basic querying mechanism of SPARQL, basic
graph patterns (BGP). Like the relational database query language SQL, each query
in SPARQL consists of a SELECT and WHERE clause. The SELECT clause defines
the projection variables. The selection criteria for the query are defined in the
WHERE-clause as a set of triple patterns including variables, the BGP.
Example. As an example, we first show a short SPARQL query, asking for the







The BGP in the WHERE-clause consists of three triples containing variables
indicated by a leading question mark and entities/relations indicated by angle brackets.
The first triple asks for a ?person born in some ?birthplace. This ?birthplace should
be in the country Germany. The ?person should have the occupation Scientist.
Note that the naming of these variables is not carrying any semantics. The BGP
triples are matched to the knowledge graph, matching each triple to a triple in the
knowledge graph, such that variables with the same name are mapped to the same
entities.
2.1.1 Knowledge Graphs
The term knowledge graph has been shaped by the idea of the Google Knowledge
Graph, first mentioned in a blog article by Google in 2012 [100]. However, a clear
definition is still missing. The term knowledge graph often is used interchangeably
with the term ontology since they both often work with RDF and use both, classes and
class hierarchies. Erlinger and Wöß have reviewed several definitions of knowledge
graphs to come up with a unifying definition [28]:
A knowledge graph acquires and integrates information into an ontology
and applies a reasoner to derive new knowledge.
Generally speaking, they say that knowledge graphs are similar to classical ontologies.
Particularly the idea of Linked Open Data is closely connected to the presented
definition of knowledge graphs. Hence, several solutions from the field of ontology
matching can be directly carried over to knowledge graphs.
An essential property of knowledge graphs that is not necessarily inherent in
ontologies is that they have often been classified as being very large and usually
integrate knowledge from various data sources. Thus, the techniques for solving
heterogeneities need to be extremely scalable, being able to deal with hundreds of
millions of entities. A knowledge graph is a finite set of triples KG ⊆ E ×R× (E ∪L).
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2.2 Different Types of Heterogeneity
Representation heterogeneity itself is a long-standing problem in several fields
of computer science. Throughout the previous decades, many definitions and
classifications for different heterogeneity types have been proposed and discussed
in the literature. Many of the existing classification schemes are more or less
distinguishing between syntactic heterogeneity, structural heterogeneity, and semantic
heterogeneity [75, 86].
Syntactic Heterogeneity usually occurs when we have different data sources
using different representation formalisms or technologies. It might occur when one
data source, for example, is represented in a relational database. The other one is
represented in RDF. Mapping rules can often overcome syntactic heterogeneity from
one formalism into the other.
Structural Heterogeneity comprises schematic differences between various data
sources. Even for the same data model, e.g., the same entity-relationship model,
we may have different structural schemas. It may involve different table structures,
knowledge being represented as a relation or an attribute, different names, and more.
Semantic Heterogeneity is usually even more complex to detect than the
previous types of heterogeneity because it involves the meaning of the different
attributes and relations. Typical examples for semantic heterogeneities are synonyms
and homonyms. Attributes have different labels but the same meaning or attributes
from two schemas having the same label but with a different meaning.
Usually, these problems do not occur separately from each other but together. We
further concentrate on structural and semantic heterogeneity issues, both usually
going hand in hand.
To overcome heterogeneity issues in practice, usually, so-called data integration is
performed. Data integration is the process of merging multiple heterogeneous data
sources into a single schema while resolving existing heterogeneity issues. In data
integration, usually two orthogonal problem classification types are used: schema
heterogeneity and data heterogeneity [40, 61]. Schema heterogeneities in relational
databases comprise conflicts in tables and attributes. Data heterogeneities involve
differences in concrete data instances of a database. Note that schema, as well as
data heterogeneity, can both be of syntactic, structural, and semantic nature.
Example. Looking at the two tables about Albert Einstein (cf. Table 2.2), schema
heterogeneity involves structural and semantic heterogeneities. On the structural
side, both tables have different attribute combinations, but both are about persons.
The name in the people table is only a single attribute, while it is split into two
attributes in the person table. With regard to semantic heterogeneity, we have
several issues as well. Both tables have synonymous names (people and person) and
synonymous attributes, as already discussed before.
Data heterogeneity, on the other hand, is about concrete data instances. All three
entries describe the same real-world entity, Albert Einstein, whereas the people table
13
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Table 2.2: Repetition from Table 2.1 for better readability. Two example tables with
different attributes, but both representing information about persons.
Person Firstname Lastname Address Birthdate
Albert Einstein Adlzreiterstraße 12, München March 14, 1879
People Name Birthday Birthplace
Albert Einstein 14.03.1879 Ulm
Einstein, Albert 1879 Germany
even contains two Einstein instances. On the structural side, instances from different
tables, of course, have a heterogeneous structure. However, also the two duplicate
instances from the people table have different data formats for name, birthday, and
birthplace. Thus, also within the table itself, we have structural heterogeneities.
For resolving schema and data heterogeneity, two matching problems have usually
been defined, which both are known under various terms. Note that these terms
might be interpreted slightly differently by various authors in the literature.
Schema Matching is about resolving structural heterogeneities in two different
data models by matching corresponding relations/tables and attributes [96]. For our
example, a schema matching would identify that both tables, people, and persons
describe the same real-world entity type and identify which column corresponds to
which column in the other table.
Entity Matching on the other hand, is a technique for resolving data heterogeneity
issues. Among many others, entity matching is also known under the terms entity
alignment, entity resolution, duplicate detection, record linkage, or instance matching.
Concretely, entity matching is about identifying data instances that refer to the
same real-world entity. Given our example tables, entity matching would be about
identifying entries in the two tables representing the same real-world entity, e.g.,
three Albert Einstein instances.
We also distinguish matching problems between inter-source duplicates and intra-
source duplicates [76]. Intra-source duplicates are duplicates within the same source.
It usually implies that the data entries already have a similar schema, which
significantly reduces the number of schematic heterogeneities. However, heterogeneity
problems, for example, involve typos, abbreviations, and different names for the same
object. For example, we again look at the two tables about Einstein. The people
table contains intra-source duplicates, so two entries about the same real-world
object.
On the other hand, inter-source duplicates are about data heterogeneity between
two separate data sources, usually having different schemas. Thus, the variety
of heterogeneity issues is much larger. It may involve schematic and semantic
heterogeneity issues so that a schema matching step needs to be performed before
the actual entity matching is done. These inter-source duplicates are found among
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our example people and person table since both contain an entry about the entity
Albert Einstein.
Throughout this thesis, we look at both schema matching and entity matching in
various settings. We now start by discussing the problems in relational databases
and ontologies and then show how both problems occur in real-world knowledge
graphs.
2.3 Heterogeneity Issues in Databases
Semantic heterogeneity in database schemas has become an essential field of research,
especially with the introduction of large data warehouses trying to integrate all
companies’ data to perform extensive statistical data analysis for decision support.
Good surveys are the following: [9, 96].
Schema matching usually was (and still often is today) a manual task performed
by domain experts, often supported by graphical user interfaces. Early techniques
to support this labor-intensive task were based on pre-defined sets of matching
rules that could be extended manually by additional rules so that an automatic
matching process was possible [73]. More recent techniques rely either on a mix of
label similarities and structural similarity metrics [96] or use machine learning-based
approaches that need some pre-aligned examples [6].
Following [96], matching approaches are classified into several classes. Schema
matching is either performed in an instance-driven way by first matching the
individual tuples of two schemas. So Einstein and Albert Einstein from the two tables
above would first be matched. Building on top of the matched tuples, we perform
schema matching and detect that the two tables should be aligned. The name
attribute is matched to the respective first- and last name columns. In contrast, pure
schema-based matching is differentiated by the usage of element-level or structural
similarity metrics. Element-level similarity directly matches attributes and tables
using name similarity and type similarity measures. Here, the similarity between
birthday and birth date is used to find the correspondence. On the other hand,
structural similarity measures are often more complex and work on the database
schema’s overall relation structure.
Few state-of-the-art works on schema matching are available. Some techniques
mix human experts with automatic matching techniques so that the human effort is
minimized. Still, high-quality alignments are found [80]. Another current trend in
schema matching is focused on integrating data lakes, so multiple big datasets [3].
Techniques for this holistic schema matching have a significant focus on scalability
and usually work with supervised learning techniques.
As discussed, entity matching also tries to find meaningful correspondences between
the instance data. However, usually, entity matching and schema matching are data
integration problems that occur simultaneously. [39]
Similar to schema matching, the process for entity matching first heavily relied
on manually defined matching rules. This process was later automatized into an
automatic rule mining approach. More recent approaches usually use various string
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metrics to identify similar entries in multiple databases [114]. Today hundreds of
different techniques for solving entity matching exist. Most techniques, however, still
require domain experts for some kind of manual input [62]. Therefore, the current
trend is building machine learning-based systems for matching that require small
amounts of training data to automatically learn what a good matching is [62, 74].
2.4 Heterogeneity in Ontologies
Large ontologies in RDF/RDF-S/OWL have become more common during the
early days of the Semantic Web. In ontologies, we are similarly confronted with
schematic and semantic heterogeneity. In contrast to relational databases, the
knowledge representation framework RDF offers a much larger degree of freedom
when representing knowledge. Hence structural heterogeneity issues are much more
prevalent. While classical databases use relations (or tables) with fixed sets of
attributes for each entity type, RDF entities usually do not have a fixed schema.
They may be used in all kinds of triples using arbitrary predicates without being
restricted by such constraints. While this offers much more flexibility, which is needed
in the Semantic Web context, it comes with additional heterogeneity issues.
Example. Similar to our previous example, we demonstrate how information about
Einstein similar to Table 2.2 may be represented in RDF. However, we introduced
missing information for the second table by removing the second Albert Einstein
entry’s birthdate. Each entity in RDF needs a unique identifier, an IRI. For this




(Albert_Einstein_Person, Address, ’Adlzreiterstraße 12, München’)
(Albert_Einstein_Person, Birthdate, ’March 14, 1879’)
(Albert_Einstein_People_1, name, ’Albert Einstein’)
(Albert_Einstein_People_1, Birthday, ’14.03.1879’)
(Albert_Einstein_People_1, Birthplace, Ulm_People_1)
(Albert_Einstein_People_2, Name, ’Einstein, Albert’)
(Albert_Einstein_People_2, Birthplace, Germany_People_1)
Similar to before, we have several structural and semantic heterogeneity issues
involving synonyms, different attribute formats (e.g., March 14, 1879, vs. 14.03.1879).
The most striking difference from ontologies to relational databases is the lack of
fixed table structures for entities of the same type. Even entities of the same type
(from the former People table) have different attributes, i.e., they have no common
structure anymore. This unstructured nature of RDF makes matching problems
significantly more difficult.
As mentioned above, OWL offers a concrete vocabulary to express the correspon-
dence of different data items with related or identical meanings. owl:sameAs and
owl:equivalentClass are predicates to express identity arbitrary data instances and
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classes. However, OWL also offers the expression of more complex correspondences
than just equivalence: consequence, subsumption, and disjointness [30]. These
additional correspondences add a layer of complexity which rarely is covered in
traditional schema matching.
2.4.1 Ontology Matching
Data integration of two or more ontologies is called ontology matching. Ontology
matching usually refers to aligning all objects of an ontology: entities, relations, and
classes. [30] Hence, similar to before, we are confronted with schema matching and
entity matching problems in ontologies. Instead of entity matching, in ontologies, we
often talk about instance matching.
To measure the quality of ontology matching systems, in 2004, a series of ontology
matching benchmarks was first published as a contest1. Since 2006 the benchmark
is hosted by the Ontology Matching Workshop co-located with the International
Semantic Web Conference. In 2020, this benchmark comprised 13 different tracks
with synthetic and real-world matching problems from several domains and with
a different focus. In some of these matching tasks, systems are evaluated on their
performance for simple and complex correspondences.
Since many ontology matching approaches are also used for data integration in
knowledge graphs, we do not go into the details of approaches here but in Section 2.6.
For a detailed overview of ontology matching techniques, the Ontology Matching
book by Euzenat and Shvaiko gives an excellent overview [30].
2.4.2 Identity in Ontologies
One of the most common issues in ontologies is instance matching. The Web Ontology
Language offers the owl:SameAs predicate for expressing that two IRIs are identical.
The predicate may be used to express identity among entities, relations, or classes.
However, expressing identity between entities is most common.
The usage of owl:SameAs has also led to lots of discussions because it often is
misused [41]. Halpin et al. make a great effort to discuss identity on the Semantic
Web, presenting typical issues when misusing owl:SameAs and analyzing its usage
in Semantic Web data sources. They conclude that the usage is unclear to many
users, and more precise guidance and documentation could improve the quality of
identity links on the Semantic Web. For example, users often use owl:SameAs for
very similar instances or instances that are not identical in all contexts.
Since identity management is a complex problem in a distributed environment,
such as the Semantic Web, the idea of central entity naming systems came up [13].
The idea of OKKAM was to provide a unique identifier for each entity available
across all semantic web data sources. However, OKKAM, as a central naming system,
never got popular and did not solve the identity problem in the Semantic Web. The
service was discontinued, and the identity links are not available anymore.
1http://oaei.ontologymatching.org/
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Until today, discussions on owl:SameAs and entity matchings in ontologies are
prevalent. However, today often knowledge graphs instead of ontologies are considered.
For a detailed discussion on owl:SameAs refer to the survey by Raad et al. [95].
2.5 Heterogeneity in Knowledge Graphs
The previous section has provided a broad introduction to the available related work
of semantic and structural heterogeneity in databases and ontologies. As already
discussed before, knowledge graphs are similar to ontologies. Thus, heterogeneity
issues are very similar to what we have already seen for ontologies.
However, knowledge graphs are seen as significantly larger ontologies, often from
multiple sources and domains. Furthermore, the focus on ontology is usually on the
class and concept structure, while knowledge graphs are mainly about the triples
themselves. Thus several difficulties are added:
• Diverse domain knowledge: Since knowledge graphs are usually involving
information about entities from different domains, the types of entities are
usually extremely heterogeneous. It automatically leads to more complex
heterogeneity issues.
• Multi-linguality: Furthermore, multi-lingual knowledge graphs are built, e.g.,
Wikidata, making data integration even more complex because entities and
facts may stem from sources in different languages.
• Algorithmic scalability: Today’s knowledge graphs are huge. For example,
Wikidata contains more than one billion triples, about almost one hundred
million entities. Since matching problems often require a quadratic comparison
of all entities of two knowledge graphs, many existing methods are hardly able
to work on existing real-world knowledge graphs. Particularly novel machine
learning techniques are often extremely resource-intensive. Thus, resolving
heterogeneity issues on this scale is often difficult. It gets even more complex
if more than two different knowledge graphs need to be integrated.
• Unstructured data: Similar to ontologies, knowledge graphs have no fixed
structure for entities of the same type. Hence, entities of the same type within
the same type often have totally different sets of relations and attributes.
Particularly, large knowledge graphs contain long-tail entities with only a few
attributes, while other entities have several thousand attributes. Performing
an entity matching in such a setting is significantly more difficult than in small,
domain-specific ontologies.
• No standards: Another critical point is that knowledge graphs do not necessarily
stick to Semantic Web principles for ontologies. As an example, the largest
open knowledge graph Wikidata is internally not represented as RDF. RDF-S
and OWL are hardly used. As an example, entities are allowed to be an
instance and a class at the same time [113]. However, some ontology matching
tools require this information for creating alignments, as already criticized by
Zhang et al. [124].
18
2.5 Heterogeneity in Knowledge Graphs
Overall, we have seen that heterogeneity issues in knowledge graphs are, on
the one hand, similar to what we know from ontologies, but on the other hand,
knowledge graphs are significantly larger, more diverse, and hardly stick to Semantic
Web standards such as RDF-S and OWL.
Similar to ontologies we are confronted with four major problems: entity
heterogeneity, relation heterogeneity, class heterogeneity, and literal heterogeneity.
They are orthogonal to the types of heterogeneity that we have seen before: schematic
and semantic heterogeneity. All four problems may either occur as intra-source
matching problems (single-knowledge graph matching) or inter-source matching
problems (multi-knowledge graph matching).
2.5.1 Entity Heterogeneity
Entity heterogeneity is concerned with finding entities within single or multiple
knowledge graphs that refer to an identical real-world entity. For example, it is about
finding instances of the real-world person Albert Einstein in multiple data sources
are presented above. The problem is usually resolved by entity/instance matching
systems.
Ferrara et al. have noted that instance matching is more complex than classical
entity matching in classical relational databases [33]. It is mainly due to larger
structural heterogeneity in ontologies and knowledge graphs. While in classical
databases, the structure of entities of the same type is given, in ontologies and
knowledge graphs, these entities usually have different attribute sets, even within the
same knowledge graph. Therefore, matching and solving heterogeneities becomes
much more complex and requires a different view on structural matching techniques.
As discussed before, Halpin et al. present more difficulties that come with instance
matching. They show how identity is a strict criterion that may lead to intensive
philosophical discussions [41]. For example, imagine a knowledge graph with general
information about the person Barack Obama and another domain-specific knowledge
graph about the 44th President of the United States, which also was Obama.
The view on whether these entities are identical or not is subjective. Practical
analysis of Linked Open Data sources shows that many existing identity links for
entities are incorrect [95]. In the end, this misuse of identifying links, whether
intended or not, may lead to problems when performing querying or reasoning on
the data.
2.5.2 Relation Heterogeneity
In knowledge graphs, relation heterogeneity is reflected by having multiple relations
having identical semantics or being in a hyponym/hypernym relation. Relation,
property, or predicate matching is similar to matching attributes in classical schema
matching. For example, the semantics of the two relations birthplace and bornIn
have the same real-world semantics since they both express the relation between
a person and her birthplace. They may be used interchangeably in a knowledge
graph without changing the meaning of the respective triples. They are synonyms.
An additional problem of relation heterogeneity is hypernyms and hyponyms. For
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example, relations actor and movieActor are in a hypernym relation, since every
movie actor is also an actor.
Zhang et al. have noticed that relation heterogeneity is only rarely discussed in
research, even though it is often a more complex problem [124]. Relation heterogeneity
issues may cause incomplete query results as pointed out in [1]. Cheatam et al. have
already noticed that finding relation alignment is much more complicated than finding
class alignments [18]. Their analysis has shown that in the OAEI 2013 Conference
track, systems performance for relation matching was three times worth (average
F1-measure) compared to their performance in class matching. False positives often
show highly similar relation labels but often differed in the domain or range they
were used for. It implies that working on relation labels alone cannot achieve good
results. Structural features, such as the domain and range, may help to improve the
matching quality.
2.5.3 Class Heterogeneity
Similar to finding corresponding tables in different relational database schemas, in
knowledge graphs, we may find classes with the same semantics. Finding class
matchings is a classical task in knowledge graphs and ontologies. Given, for example,
the class Persons and People, the task is to figure out that they have an identical
meaning. When it comes to class heterogeneity, one is often not only interested in
identifying equivalent classes but also in subclassOf relations between two classes.
In general, the problem is similar to schema matching, and also existing solutions
are comparable. However, classes in knowledge graphs (similar to ontologies) usually
have no fixed schema, i.e., entities in the same class have different attributes. Many
classes often are only populated with few instances. Thus, instance-based matching
techniques are more problematic since not enough instances might be given to
building a correct alignment. Furthermore, some knowledge graphs (e.g., Wikidata)
do not properly distinguish between classes and instances at all, which might further
complicate the matching problem.
2.5.4 Literal Heterogeneity
Similar to the previous heterogeneity issues, we might also be confronted with
multiple literals having the same semantics. In contrast to entities, relations, and
classes, however, literals hardly bear any structural information since they only occur
in triples’ object position. Sometimes maybe only a couple of times in the complete
knowledge graph.
As an example, a literal may be a simple string, e.g., a name that has been written
differently. Albert Einstein or Einstein, Albert both would be feasible labels for an
entity. A literal may be a number that again may have multiple semantics. The
number 1879 may be a distance in meters, a height of a building, and the melting
point in degrees Celsius or Fahrenheit, or a year. Particularly a lack of semantics
about the type or unit of a literal may to several problems in solving heterogeneities
here.
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2.6 Resolving Heterogeneity in Knowledge
Graphs
Methods for solving heterogeneity issues in knowledge graphs are still a hot topic in
research. Technological advances in natural language processing and machine learning
have led to several new developments for tackling heterogeneities in knowledge
graphs. Also, several existing matching technologies for ontology matching are
directly applicable to integrating knowledge graphs and thus are described here as
well.
We categorize the different approaches for solving heterogeneities in knowledge
graphs along different dimensions. As already mentioned in the previous section,
solutions may be categorized by their matching goal. Even though entity, predicate,
class, and literal heterogeneities in practice all come together, many systems still only
tackle a subset of these problems alone. Particularly prominent is entity matching
because entities are the central component in knowledge graphs.
Another dimension already mentioned in the previous section is the number of
knowledge graphs the methods work with. While some systems solve heterogeneities
in single knowledge graphs (intra-source) by duplicate detection, most systems work
on exactly two knowledge graphs (intra-source). Multi-knowledge graph scenarios
with more than two knowledge graphs are rarely evaluated in research but are an
important problem in practice.
Another exciting dimension for differentiating matching techniques is whether
they need training data to work in a supervised fashion based on machine learning
algorithms or whether they work fully unsupervised.
We additionally have added the fundamental technology used by the systems.
Particularly ontology matching systems often combine multiple techniques.
A complete overview of the different systems categorized by different dimensions
may be found in Table 2.3. Note that we survey a range of representative systems for
dealing with knowledge graph and ontology heterogeneity. Due to the large number
of systems available, we do not cover all of them.
2.6.1 Entity Matching
Entity heterogeneity in knowledge graphs and ontologies is usually considered as
an entity matching problem between exactly two knowledge graphs. Today, there
are various approaches for entity matching in knowledge graphs and ontologies:
human-in-the-loop-based systems that use crowd workers or domain experts to
create a matching. Older systems use unsupervised methods with structural and
string similarity. However, the current trend is, similar to the entity matching
trend in relational database research, supervised techniques built with state-of-the-
art machine learning techniques only requiring small amounts of training data in
the form of example alignments. Machine learning techniques are often favored
because unsupervised techniques have shown quality issues, particularly when solving
heterogeneities in specific domains. To use unsupervised techniques often an extensive
parameter tuning for the specific domain is required to achieve good results.
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Table 2.3: An overview of different matching and reconciliation systems and their
relations along the different dimensions: Their matching goal ((E)ntity, (R)elation,
(C)lass or (L)iteral), whether they use supervision, the number of KG that are matched
and the technology which is used.
System’s Name Goal Superv. No. of KG Technology Reference
JAPE E yes 2 KG+attribute embedding [104]
MTransE E yes 2 KG embedding [22]
BootEA E yes 2 KG embedding [105]
MRAEA E yes 2 CGN [69]
- E yes 2 CGN [118]
REA E yes 2 GNN+GAN [87]
ITransE E yes 2 KG embedding [126]
- E yes 2 KG+attribute embedding [109]
SigMA E no 2 similarity propagation [64]
RiMOM-IM E no 2 multiple techniques [99]
Hike E no 2 crowdsourcing [127]
- E no k clustering [57]
- R no 1 clustering [123, 124, 125]
- R no 1 frequent pattern mining [1]
PropSim R no 2 string similarity [18]
- R no 1 KG embedding [55]
- R no 1 probability distributions [23]
RuleAlign R no 1 rule mining [58]
- R both 1 KG embedding+text [51]
BLOOMS C no 2 string similarity [49]
ROSA R,C no 2 rule mining [36]
- L no 1 string similarity [21]
RiMOM E, R, C no 2 combination [65]
PARIS E, R, C no 2 probabilistic [102]
LogMap E, R, C no 2 reasoning [53]
DOME E, R, C no 2 word embedding [45]
FCA-Map E, R, C no 2 FCA [20]
POMap++ E, R, C no 2 clustering+classification [63]
AML E, R, C no 2 string metrics [31, 32]
Supervised Entity Matching. However, only a few supervised approaches are
evaluated for heterogeneous knowledge graphs directly, but in the particular case of
cross-lingual entity matching [104]. Usually, a single knowledge graph in different
languages and some example alignments are available to the matching systems. The
goal is to perform an entity matching between the different language versions of the
knowledge graph, a so-called cross-lingual matching. Even though most methods
have been created and evaluated for cross-lingual matching, they also find alignments
among heterogeneous knowledge graphs of the same language as demonstrated
in [106].
Several methods for cross-lingual matching exist, which could be classified into
translation-based models, based on knowledge graph embeddings, and into graph
neural network-based approaches [87]. Translation-based methods usually work
comparable to the idea of Chen et al. [22]. The technique is based on the idea of
translation-based knowledge graph embeddings, high dimensional but latent vector
representations of entities and relations, usually used for knowledge graph completion.
Knowledge graph embeddings are trained on both knowledge graphs. The embedding
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vectors of semantically equivalent entities/relations are aligned using the training
data consisting of already aligned entities. In these aligned embeddings, the distance
among entities, relations, and triples from both knowledge graphs is measured and
used to align the entities. While previous approaches solely focused on structural
embeddings, Sun et al. additionally include attribute information to improve the
matching quality [104]. Since training data for matching tasks are often rare, an
approach using a bootstrapping method has been presented [105]. If only few training
data is available, already aligned entity pairs are used as additional training examples
to improve the classifier.
In contrast to translation embedding-based methods, other methods stick to
graph neural networks for cross-lingual entity matchings. Wang et al. note that
previous translation-based methods all have the problem of embedding structural
information of single knowledge graphs and the equivalence information of the two
knowledge graphs into a single optimization problem [118]. To overcome this issue,
they propose a convolutional graph neural network (CGN) to embed entities into a
vector space and train the model such that equivalent entities are close to each other.
The advantage is that structural differences in the two heterogeneous knowledge
graphs do not affect the resulting quality as much as in traditional knowledge
graph embedding models. Drawbacks in this CGN approach are tackled by adding
additional meta relation-aware components [69]. The authors of this work show
that the original implementation by Wang et al. does not correctly capture relation
semantics and add the relation type, relation direction, and inverse relations. This
additional information significantly improves previous approaches. Furthermore,
they have shown how an external machine translation technique may be used for
getting training alignments for entities by translating their natural language labels.
This idea enables the method to work unsupervised. REA, another current system
for supervised entity matchings, aims at being unsusceptible for labeling errors in
the training data [87]. Similar to previous works, they build on a graph neural
network. However, instead of using a CGN, they build a message passing architecture
for graphs. This work’s main contribution is to include an extra module for noise
detection, which is trained via a Generative Adversarial Network (GAN). This module
additionally detects erroneous training data with high quality, giving an additional
boost to the overall matching quality.
Inspired by the approach for cross-lingual matchings by Chen et al. [22], Zhu et al.
presented one of the first supervised approaches for aligning entities in heterogeneous
knowledge graphs based on latent graph representations [126]. Similarly to the cross-
lingual approach, they use knowledge graph embeddings (PTransE) and perform
an iterative matching of the embeddings. Moreover, the method achieves a high
quality on a synthetically build benchmark dataset for heterogeneous knowledge
graph matching. Recent work for integrating heterogeneous knowledge graphs is
adding character-based attribute embeddings to align the entities embeddings [109].
Instead of just relying on structural similarity metrics as regular knowledge graph
embeddings, this additional string similarity component is important for aligning
heterogeneous entities. Structural features alone may not be sufficient.
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Unsupervised Entity Matching. In contrast to supervised methods, signifi-
cantly fewer methods have been published on unsupervised entity matching recently.
Most available methods for entity matching are complete knowledge graph matching
systems which solve entity matchings together with relation and class matchings.
Therefore most unsupervised entity matching systems are described in the knowledge
graph matching section.
Matching systems usually perform a pairwise comparison of all entities of two
knowledge graphs, measuring their similarity using structural and string metrics.
Lacoste-Julien et al. point out that these existing solutions are not scalable for
large knowledge graphs [64]. Their system SiGMa is a greedy-based approach that
significantly boosts the efficiency of the matching algorithm while keeping high-quality
results comparable to existing matching systems. RiMOM-IM [99] is also focused
on the scalability of the matching system. However, they use a blocking technique
based on predicate and object string features so that a complete pairwise comparison
of instances is not necessary. Concerning the quality, RiMOM-IM outperforms all
other participants in most tasks at the instance matching (IM) track of the OAEI
benchmark. Yan et al. propose a crowd-enabled entity matching system called
Hike [127] This work aims to automatically perform a first matching step so that as
few crowd workers have to be asked as possible. In the first step, a blocking based
on predicate similarity is performed. Automatic matching candidates have a large
influence on other matches and are sent to crowd workers first to prevent substantial
errors.
A detailed comparison of several supervised and unsupervised methods on the
cross-lingual matching task can be found in [106]. They show that, indeed, classical
unsupervised methods are often better than modern machine learning methods and
show complementary results.
All entity matching tools presented here have in common that they work on
precisely two different knowledge graphs to perform an alignment. Some of them are
also able to perform entity reconciliation within a single knowledge graph. More on
this topic can be found in Chapter 3 of this work.
2.6.2 Relation Matching
To the best of our knowledge, most available methods for relation matching are
all fully unsupervised. Only a single supervised method is available: It detects
hypernyms/hyponyms, while all other systems focus on equivalent relations. Some
approaches are built to perform relation matchings within a single knowledge graph,
and others are built for two. Like entity matching, only a few methods work purely
on relations but are full knowledge graph matching systems described later.
Purely structural and unsupervised approaches for relation matching are either
association rule mining-based [1, 58], knowledge graph embedding-based [55],
clustering based [123, 124, 125], or string similarity-based [18].
To the best of our knowledge, one of the first systems for finding relation matchings
in knowledge graphs was proposed by Zhang et al. [123, 124, 125]. The basic idea
of the approach lies in measuring the triple overlap between different relations.
Furthermore, the overlap in the subject entities and the relation cardinality is used to
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create a similarity measure. All three measures together are then used in a clustering
algorithm. The three papers evaluate the approach on different datasets. In [123]
DBpedia and Syndice are used to identify synonymous relations. An evaluation for
query expansion on DBpedia is shown in [125]. A larger evaluation on DBpedia is
performed in the corresponding journal publication [124]. PropSim [18] is relying on
string similarity of the labels, but also the similarity of the domain and range class
of the relation to perform an alignment.
In contrast to these multi-knowledge graph matching systems, some systems exist
to work in a single-knowledge graph environment to identify synonymous relations.
In [1], association rule mining is used to identify relations often having the same
object entities but rarely having similar subject entities. This approach fails if
relations do not share any entities at all. To overcome this problem, we propose
two techniques that are further discussed in Chapter 4. One is based on a Horn
rule mining-based approach [58]. For each relation, a set of equivalent Horn rules is
mined automatically. These Horn rule sets are then compared to the sets of other
relations to identify similar relations. The other one is an embedding-based approach,
which uses knowledge graph embeddings similar to several approaches for entity
matching [55].
The only supervised method available is built to detect hypernyms and hyponyms
in knowledge graphs [51]. In this work, unsupervised knowledge graph embeddings
and supervised techniques based on textual features using distant supervision are
compared.
2.6.3 Class Matching
Similar to relation matchings, few systems solely focus on class matchings. However,
most systems built for knowledge graph matching also align classes. They are
presented in the next section. A system only working on schema-level heterogeneities
is BLOOMS [49]. It uses external knowledge from Wikipedia disambiguation pages
and Wikipedia categories to construct trees of categories for each knowledge graph
class. These trees are compared against each other to find an alignment.
2.6.4 Literal Matching/Canonicalization
Aligning literals in knowledge graphs is rare. To the best of our knowledge, only
a single work on knowledge graphs is dealing with literal canonicalization [21].
Literals alone lack valuable semantics: They cannot be appropriately typed. Making
statements in triple forms about literals is not possible. To overcome this problem,
the work’s goal is to provide semantic type information for literals and to map them
to entities. In a first step, candidate classes for the literal are extracted. A binary
classifier for semantic typing is trained on heuristically generated training examples.
In a final step, the predicted class and string similarity measures map each literal to
an entity.
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2.6.5 Knowledge Graph Matching
The techniques presented so far focus on a single problem of data heterogeneity
(entities, relations, classes, or literals), even though all problems usually go hand in
hand. A large part of systems, usually coming from the Semantic Web community,
resolves all kinds of different semantic heterogeneities in knowledge graphs. Most of
these systems have been published at the Ontology Matching Workshop at ISWC
and evaluated with the OAEI benchmark.
RiMOM is one of the early and long-standing participants at the OAEI
benchmark [65]. It dynamically combines several similarity metrics. They are
starting with a hand-tailored linguistic similarity measure. Later structural similarity
measures are used to perform the final matching. PARIS is a probabilistic system
using working in an iterative fashion [102]. It starts with a simple literal similarity
function to obtain initial equivalence candidates for entities. These candidates
are used to compute candidate correspondences for relations. These two steps are
performed iteratively until convergence. In a final step, the class correspondences are
computed based on prior computations. In contrast to previous matching systems,
LogMap also uses logical reasoning for performing a matching [53].
Additionally, we sketch state-of-the-art systems that have been presented at the
recent OAEI 2019 benchmark in the knowledge graph track [47]. The approach
showing the best recall is the first matching approach based on formal concept
analysis [17, 20]. It uses string similarity metrics to match entities which then
are used to build a relation-based formal context. A mapping is then derived
from the nodes of the respective formal concept lattice. Another approach at the
knowledge graph track is based on simple string metrics, string metrics based on
word embeddings, and some type/cardinality filtering steps achieving high-quality
matching results [45, 46]. AgreementMakerLight (AML) combines several string
metrics for creating an alignment. [31, 32] POMap++ first performs clustering to
perform a blocking into smaller sub problems [63]. In the next step, a classifier for
the alignments is trained for each of the clusters separately. The training data is
automatically generated by cross-referencing entities with external knowledge.
ROSA is a rule mining system based on the Horn rule mining system for knowledge
graphs AMIE+ [36]. It requires already aligned entities to find a matching for relations
and classes. Eight different rules which express complex correspondences between
two knowledge graphs are mined automatically. Since this approach solely relies on
already aligned entities, it may miss out on entity heterogeneities.
2.7 Conclusion and Open Problems
Throughout this chapter, we have presented a detailed introduction to representation
heterogeneity in databases, ontologies, and knowledge graphs. We presented different
classification systems for heterogeneity issues. We have shown that most problems
that we have in knowledge graphs are either schematic heterogeneity and semantic
heterogeneity issues. These heterogeneity issues lead to two typical problems: Schema
Matching and Entity Matching. These problems are found in classical relational
databases, ontologies, and large heterogeneous knowledge graphs. Furthermore, we
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have classified the matching problems along with their goals into entity, relation,
literal, and class matching.
Even though the heterogeneity issues in knowledge graphs are similar to what
we already have seen in ontologies and the Semantic Web, knowledge graphs come
with problems on a different scale: (1) Knowledge graphs are from various domains,
(2) possibly even from multiple languages, (3) they are huge and often comprise
several hundred million triples, (4) they are extremely unstructured, and (5) do often
not use Semantic Web standards.
The heterogeneity issues that need to be resolved have become more complex.
However, due to the advances in machine learning and the availability of large
training data corpora, many new challenges are solved by novel automatic matching
methods. We have seen that particularly in instance matching for knowledge graphs,
novel graph neural network-based methods have become common. However, these
novel approaches seem not to solve the heterogeneity issues but require large amounts
of training data [106].
One striking problem is the focus on unrealistic matching scenarios. Most existing
papers evaluate their systems on small knowledge graphs in an inter-source matching
scenario with exactly two knowledge graphs. Intra-source matching scenarios with
a single knowledge graph are hardly considered at all. Also, inter-source matching
scenarios with more than precisely two knowledge graphs are hardly evaluated.
Matching Multiple Knowledge Graphs. Existing benchmarks and evaluations
are usually performing alignments on exactly two knowledge graphs. In entity
matching, almost all systems we presented were evaluated on existing this pairwise
matching. Also, all existing systems for ontology matching are restricted to this
setting.
Obviously, pairwise matching can be extended to multi-knowledge graph matching
scenarios by just performing an independent pairwise matching of all knowledge
graphs. However this may lead to additional problems, since identity links, i.e.
owl:SameAs, are transitive [48]. In Chapter 3, we give insight into multi-knowledge
graph entity matching problems and present ideas on how to solve upcoming issues.
Representation Heterogeneity in Single Knowledge Graphs. Also, hetero-
geneity issues in a single knowledge graph scenario have hardly been discussed in
previous research, as also noticed by Zhang et al. [124]. There exist some techniques
for relation matchings in single knowledge graph scenarios. Other matching problems
have hardly been discussed in single knowledge graph environments so far. Also,
existing techniques for relation alignments usually require a large overlap between
the relation’s extensions to identify synonymous relations. Thus, they perform some
kind of instance-based matching, similar to what is often done in multi-knowledge
graph settings. This requirement often is not fulfilled in single knowledge graphs.
Chapter 4 discusses how to solve existing problems in detecting synonymous relations
in a single knowledge graph scenario.
Implicit Knowledge Storage. Instead of explicitly integrating data from different
sources as performed for decades on various types of databases, novel natural
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language processing techniques offer the possibility to implicitly store knowledge in
unstructured form [108]. Thus, we perform querying on unintegrated, heterogeneous
data directly using neural language models. In Chapter 5, we further discuss the




Transitivity Issues in Instance
Matching
In the previous chapter, we have discussed different kinds of heterogeneity issues
prevalent in databases, ontologies, and real-world knowledge graphs. We have shown
that particular entity heterogeneity is a research field that has gained a lot of attention
over the last decades. The research has resulted in various techniques to resolve the
problems in a manual, semi-automatic, or fully automatic fashion.
Particularly when it comes to large heterogeneous real-world knowledge graphs
usually storing entity-centric information about one hundred million entities, such as,
e.g., in Wikidata, integrating multiple IRIs with the same real-world semantics has
resulted in several instance matching systems. These systems are usually compared
in benchmark datasets. First and foremost, the Instance Matching track by Ontology
Alignment Evaluation Initiative co-located with the Semantic Web conference is an
important venue to measure the performance of new techniques to integrate entities 1.
Usually, the benchmarks for instance matching involve triples describing entities
from two different knowledge graphs. For example, triples about Albert Einstein
from the two knowledge graphs Wikidata (www.wikidata.org/entity/Q937) and
DBpedia (www.dbpedia.org/resource/Albert_Einstein). An instance matching
system’s goal would be to perform a pairwise matching of all entities between the
two knowledge graphs. In our example, this would lead to a match from Q937 to
Albert_Einstein. Usually, an owl:SameAs link is then used to state the identity of
these to IRIs.
However, in real-world scenarios, matching only two knowledge graphs is usually
only a part of the larger goal to integrated multiple (more than two) knowledge
graphs. When matching multiple knowledge graphs, large connected components
containing several instances representing the same real-world entities are created. If
A is owl:SameAs B and B is owl:SameAs C, then A must be owl:SameAs C according
to the owl:SameAs semantics, whether some instance matching system has actually
1http://oaei.ontologymatching.org/
29






Figure 3.1: An owl:SameAs graph, where each node represents an instance from
some knowledge graph, and the edges represent the created owl:SameAs links. The
dotted line is an incorrect link.
declared A owl:SameAs C does not matter. Hence, a single incorrect identity may
cause incorrect transitive links, propagating the error [48].
Example. Imagine instead of only two knowledge graphs, we want to integrate
the entities from seven knowledge graphs. Instance matching systems find some
owl:SameAs links between them as depicted in the identity graph in Figure 3.1.
We observe that seven correct links and only one incorrect link (dotted line)
have been found by some instance matching system when performing a pairwise
matching. A classical quality measure for instance matching would be precision,
measuring the proportion of correct owl:SameAs links in contrast to all links that
have been returned. In this case, the precision would be 87.5%. However, suppose
we enforce the transitivity property of owl:SameAs. In that case, every two entities
depicted in the graph in Figure 3.1 should be linked by an identity edge. Creating
the transitive closure of such a class can lead to additional identity links. However,
in our example graph, the transitive closure of the identity graph would consist of
several links between non-identical instances since there was one single incorrect link.
The precision of the original links and the derived transitive links drops to an overall
precision of only 42.9%.
When dealing with several knowledge graphs where entity information is
distributed over many sources, pairwise instance matching may result in chains of
owl:SameAs links connecting instances, where single incorrect links may transitively
lead to large errors. This phenomenon – similar to the game Chinese Whispers – is a
problem for standard matching approaches, only focusing on two knowledge graphs
at the same time. Subsequently, we analyze the problem of transitive owl:SameAs





• How do instance matching systems perform in a multi-knowledge graph
scenario?
• How do we measure the matching quality of instance matching systems when
multiple knowledge graphs are integrated?
• How do we improve the performance of arbitrary instance matching systems in
multi-knowledge graph environments?
Contribution. This chapter presents the problem of erroneous transitive
owl:SameAs links when performing pairwise instance matching on multiple real-world
knowledge graphs. To the best of our knowledge, we have published the first work,
which explicitly analyzes the quality issues of the transitive closure of owl:SameAs
identity graphs [48]. Additionally to this first analysis, we present four methods to
deal with this so-called Chinese Whispers problem [57]. The presented methods
improve the quality of any existing instance matching systems. Both publications,
and therefore also this chapter, are based on ideas developed in my Master thesis [54].
Outline. This chapter starts with a section on related work in entity matching
with a specific focus on transitivity of identity links in Section 3.1. In Section 3.2,
we formalize the instance matching problem and basic notions to better understand
the problem of incorrect transitive links. Our four methods to deal with the Chinese
Whispers problem are described in Section 3.3. Finally, in Section 3.4, we provide
insights on how we manually created a novel benchmark dataset for instance matching
and evaluated the four presented methods on two state-of-the-art instance matching
systems. In Section 3.5, a conclusion of our results is provided.
3.1 Related Work
Instance matching has been a heavily researched topic in the database, but also the
Semantic Web community for several decades now, as already described in Chapter 2.
Systems make use of a variety of different techniques to semi-automatically or
automatically integrate entities from heterogeneous sources. But as shown in [48],
most instance matching systems, also most of the systems we presented in Chapter 2
are only capable of matching exactly two knowledge graphs at the same time.
Research about multi-data source entity matching is scarce. We try to give a short
overview here.
3.1.1 Entity Heterogeneity in Relational Databases
In the database domain, matching problems integrating multiple instances of the
same real-world entity are common due to a large body of work on duplicate detection
within a single database, e.g., clean customer databases. The techniques can directly
be applied to entity matching problems between multiple data sources (or knowledge
graphs) as well.
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Hassanzadeh et al. give a broad overview on how clustering techniques may be
applied to duplicate detection problems by presenting the evaluation framework
Stringer [43]. The input for Stringer is data sources with heterogeneous entity
representations. Existing techniques for approximate joins are used to find initial
matching candidates, so potentially identical pairs of entities. These entity pairs
are fed into clustering algorithms to output classes of equivalent instances. Stringer
compares several clustering algorithms on a variety of different datasets and provides
a detailed analysis of the advantages and disadvantages of the algorithms. The
partitioning algorithm, a single-pass clustering algorithm being used in various
duplicate detection frameworks, simply computes the transitive closure of all
connected instances leading to the Chinese Whispers problem described in the
introduction of this chapter. Most of the other clustering techniques presented by
Hassanzadeh et al. are inherently able to deal with the transitivity of owl:SameAs
links and therefore prevent the Chinese Whispers problem. The Markov clustering
algorithm shows particularly good results in many experiments. Inspired by these
clustering results for duplicate detection in the database domain, in this chapter,
we also employ clustering techniques to support matching transitivity problems in
knowledge graphs.
3.1.2 Entity Heterogeneity in Knowledge Graphs
To the best of our knowledge, the first instance matching system for knowledge
graphs, which was able to match multiple graphs at the same time, was LINDA [10].
LINDA is a map-reduced-based technique working with string similarity comparing
n-grams of entity literals and a contextual similarity considering the neighboring
entities. The matching algorithm works iteratively and starts matching entities
with high literal similarity and puts them into the same equivalence class. Then
the contextual similarity between different equivalence classes is computed, and
equivalence classes might be joined. After several iterations, identical instances are
within the same equivalence class, and owl:SameAs links are added.
Thus, in contrast to existing systems, the knowledge of transitivity of owl:SameAs
links is used in the matching process of LINDA in a greedy fashion. Entities put
into the same equivalence class at an early stage of the matching process cannot
be split up later in the process if additional instances in the same equivalence
class would indicate that splitting up the equivalence class may improve the overall
matching quality. Unlike the methods presented in this chapter, the full potential of
the transitivity property of owl:SameAs is therefore not used. Unfortunately, the
implementation of LINDA was not openly available. A comparison to our methods
is therefore not available.
A more recent method for solving entity heterogeneity in knowledge graphs was
presented by Raad et al. [93, 94]. They use community detection methods to identify
incorrect identity links in a large owl:SameAs corpus with more than 500 million
links. In contrast to our work, they try to detect erroneous links, not on the output
of instance matching systems (including their confidence values), but on existing
owl:SameAs links in the Linked Open Data cloud. The authors rely on using the
Louvain community detection algorithm to identify dense groups of instances that
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may represent the same real-world entity. Louvain community detection computes
an error rate for every owl:SameAs link in the network. Links with a high error rate
may be incorrect owl:SameAs links and are removed, while the ones with low error
rate are usually correct links since they are in the same community.
Applying the community detection algorithm on the identity graphs on the
existing 500 million identity links led to around 55.6 million communities with an
average of 3 entities per community. Particularly large groups with more than 165,000
entities are split into significantly smaller communities by their community detection
algorithm. Therefore the quality of the transitive closure of owl:SameAs links is
improved significantly. A manual analysis of the large communities has shown that
communities indeed often group related entities, but not necessarily identical ones.
The experiments show that after applying community detection, links with a low
error rate show high quality, while links with a high error rate are incorrect in around
30% of the cases. Links with a high error rate (around 1.0) are incorrect in 40% of
the cases but higher in the huge connected components. To summarize their findings:
the analysis shows that community detection methods are helpful to identify incorrect
owl:SameAs links to improve the quality of the closure of the identity networks from
61% to 91%. Since this work has been published only very recently, we could not
perform a comparison. However, the goal of the presented technique is different from
ours since it lies in an improvement on existing owl:SameAs networks and not in the
improvement of instance matching systems directly.
3.1.3 owl:SameAs Networks
Analysis of existing owl:SameAs links in the Linked Open Data cloud provide a good
insight into the problems of entity heterogeneity in existing knowledge graphs.
One of the first analyses has been performed by Ding et al., including almost 7
million resources, connected by almost 9 million owl:SameAs links [26]. Overall, the
network consists of almost 3 million connected components with an average size of
2.4 resources per component. Large components usually are in the shape of a star,
having a single central entity. Only around 41 components have a couple of hundred
entities; the largest component contains around 5000 entities.
Beek et al. have performed a larger analysis of around 500 million existing
owl:SameAs links in the Linked Open Data cloud and provide the dataset in a
compact form [5]. Overall, the dataset consists of almost 180 million distinct
subjects/objects, with a majority (97.4%) being IRIs, some being literals or blank
nodes. The owl:SameAs network contains around 50 million connected components
with a size larger than one node. 64% have a size of 2. The largest one has a size
of 177,794. A closure, including the transitive, reflexive and symmetric closure of
the owl:SameAs graph, leads to 35,201,120,188 identity links. However, around 90%
of these links are linked to the largest connected component and may contain a
massive amount of incorrect links. Exactly these incorrect transitive links in large
components are what we focus on in this work to improve instance matching systems.
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3.2 Preliminaries
As a first step, we introduce some formal definitions of the instance matching problem
and the problem of Chinese Whispers. Furthermore, we introduce a new metric to
assess the quality of matchings considering transitive matchings.
In this chapter, we work on the instance matching problem which is about creating
new owl:SameAs links between multiple knowledge graph’s entities. The knowledge
graphs are usually provided in the form of multiple RDF triples with entities being
represented as IRIs.
Definition 1 (Instance Matching Problem). The Instance Matching Problem is
defined for multiple knowledge graphs KG1, ..., KGn with their respective sets of
entities E1, ..., En. Instance matching is defined for the set of all entities E =
E1 ∪ ... ∪ En: The goal for instance matching is to find a partition P = P1, ...Pm with
Pi ⊆ E, such that every entity is contained in exactly one partition Pi. Furthermore,
every Pi should only contain entities describing the same real-world object.
Usually, instance matching systems compute similarity values between each
pair of entities. For ei, ej ∈ E a similarity value sim(ei, ej) between 0 and 1 is
computed. High similarity values indicate that the corresponding instances are
likely to represent the same real-world entity. Low values are a strong indication
that they are dissimilar. Similarity is reflexive and symmetric. Unlike the identity
relation owl:SameAs, similarity is not transitive: small differences among two similar
entities may end up in a long chain where every two neighboring entities have high
similarity, but the two endpoints are extremely dissimilar. As an example for this
phenomena, we employ the well-known example by Luce [68]: Consider 401 cups
of coffees, containing (1 + i100)x for i = 0, . . . , 400 grams of sugar, with x being the
weight of one cube. The amount of sugar in cup i and i + 1 is nearly identical.
However, coffee cup 0 has only one cube of sugar, whereas coffee cup number 400
almost only consists of sugar.
To get from this non-transitive similarity values to transitive owl:SameAs links,
a matching function is employed, such that each similarity value is either assigned a
true value or a false value.
Definition 2 (Matching Function). Given a threshold Γ ∈ R and a similarity value
(sim(ei, ej)) for two arbitrary entities ei and ej, a matching function is defined as
match : E × E ⇒ {true, false} with
match(ei, ej) =
true, for sim(ei, ej) > Γfalse, for sim(ei, ej) ≤ Γ
Entity pairs which are assigned true are considered to represent the same real-
world entity and therefore are connected by a owl:SameAs link.
Example. We extend the example from the introduction by similarity values from
an instance matching system as depicted in Figure 3.2. With a threshold of Γ = 0.70,
the matching function creates 7 owl:SameAs links. A matching link between node
D and E is not created. The identity graph is now consisting of two connected
















Figure 3.2: The graph from the introduction of this chapter together with similarity
values from an instance matching system.
Our example shows that entities within the same component of the identity graph
should be identical due to the transitive nature of owl:SameAs. Therefore, each
connected component is also called an equivalence class.
Definition 3 (Equivalence Class). An equivalence class of instance matching results
is considered as a connected graph G = (V, M) where V ⊆ E is a set of entities
representing the vertices of a graph and M = {m1, m2, . . . , mp} ⊆ V × V is a set of
owl:SameAs links between the entities. The graph representation of an equivalence
class is called an identity graph.
The entities within an equivalence class are defined as being identical in a pairwise
fashion. The set of all identity links, i.e., edges between every two entities of the
equivalence class, is called the transitive closure of the equivalence class.
Example. Let us now investigate the quality of the instance matching result to
some instance matching problem. We have a closer look at the example identity
graph in Figure 3.2. We pick a threshold of 0.60 for this example.
As already discussed in the introduction, the quality of the eight links is 87.5%.
The transitive closure would contain all edges between the seven instances. Hence
additional 13 owl:SameAs links between every two pairs of instances. The correct
links are created between D and F and D and G. The 11 other links are incorrect due
to the one incorrect (dotted) link between C and D. The precision of the transitive
closure is only 42.9%.
The problem of creating incorrect transitive links is not reflected by traditional
quality metrics in instance matching. Therefore, we introduce two new metrics to
measure the end-to-end join quality by assessing the quality of matching systems
considering the transitive closure. These metrics are built on top of classical precision
and recall. Similar to precision, we define the end-to-end precision of an instance
matching result as the precision on the transitive closure of the matches. Analogously,
we also define the end-to-end recall as the recall on the transitive closure. The end-
to-end precision in our example is only 42.9%, while the end-to-end recall is 100%.
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Both measures are suited to better measure the performance of instance matching
systems because not only explicitly created links but also implicit transitive links are
considered. Even though the recall of instance matching systems is also important,
our methods mainly focus on achieving high end-to-end precision without influencing
the end-to-end recall too much.
3.3 Overcoming Transitivity Problems
In the previous section, we have shown that, indeed, the end-to-end precision of
instance matching results for more than two knowledge graphs is significantly affected
by the quality of transitively added identity links. Therefore, the quality of instance
matching systems in a realistic matching environment might be significantly worse
than in a simple scenario with exactly two knowledge graphs.
Overcoming the quality problem of transitive links is achieved by identifying
incorrect owl:SameAs relations that connect correct subcomponents of an identity
graph: When we come back to the example presented in Figure 3.2, its original
end-to-end precision was only at around 42.9%. The removal of incorrect links could
prevent a large proportion of the incorrect transitive identity links, which would boost
the overall quality of the resulting owl:SameAs links significantly. As an interesting
addition, also the removal of a correct identity link may improve the end-to-end
precision by preventing a large number of incorrect transitive links.
Example. If we go back to our example from Figure 3.2, removing the correct
owl:SameAs link between the instance D and E would boost the overall end-to-end
join quality to 66.7%, since several transitively incorrect links are also removed.
To overcome this problem, we propose four methods to identify incorrect
owl:SameAs relations to boost the end-to-end precision of instance matching systems.
As an input, each of our methods uses the output of an existing instance matching
system, hence similarity values between entities.
In contrast to existing matching systems, our techniques make use of the
transitivity of identity links and work on top of equivalence classes to break them up
with structural graph measures:
1. The first approach is working on the output weights of an instance matching
system to remove weak matching links.
2. A clustering-based approach is based on standard community detection
techniques, usually used for social network analysis.
3. We use the clique concept from graph theory to identify fully connected
subgraphs in the identity graphs.
4. Another graph clustering approach, which is identifying dense regions using
random walks.
3.3.1 Weakest Links
The first approach is a simple baseline approach, which does not consider the structure
of the identity graphs but only the similarity values from the instance matching
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systems. Since the computed similarity values are reflecting the confidence of an
instance matching systems that two entities express the same real-world entities, the
weakest link approach tries to remove links with low similarity values. Concretely,
for each equivalence class with at least three entities, identity links with the lowest
similarity values are removed until the class is split into two or more subcomponents.
Example. In Figure 3.2, the link between D and E is removed so that the equivalence
class is split into two subcomponents. In this case, the edge with the lowest similarity
value was a correct edge, and only the link between C-D, with a slightly higher
value, is incorrect. Unfortunately, this was not detected by the algorithm, but the
end-to-end precision is still improved because several transitively incorrect edges are
removed anyways. The resulting end-to-end precision is 0.67.
3.3.2 Edge Betweenness
The edge betweenness approach is a graph clustering approach, taking into account
the structure of identity graphs together with the similarity values output by the
instance matching systems. The key idea here is that a high number of identity
links within a group of entities of the identity graph is a strong indication that these
entities are representing the same real-world entity. Hence, identifying such groups
within an equivalence class that is better intra-connected than inter-connected and
removing every other link should improve the end-to-end precision.
The edge betweenness idea itself stems from the field of community detection
in social network analysis as heavily researched by Girvan and Newman [38, 77].
The algorithm we chose is called the Girvan-Newman algorithm, which is able to
find highly connected subcomponents in a graph by identifying links between these
subcomponents. Hence, it is based on edge betweenness, a measure for links on how
likely it is that they are between two highly connected communities.
The edge betweenness of each identity link is computed by counting the number of
shortest paths in the identity graph that go through this link. If two highly connected
subcomponents are interconnected by a single link, the shortest paths between the
nodes of these two communities all have to go through the single inter-connecting
link. Hence, its edge betweenness value is high. By removing the link with the
highest edge betweenness is an equivalence class and then recomputing the edge
betweenness values, a graph is partitioned into communities. We apply the edge
betweenness approach to equivalence classes with low quality and remove links until
the class is split into two or more components.
Example. In our example, the shortest paths between every two nodes are computed.
Since the graph consists of two highly connected components (A,B,C) and (E,F,G),
the shortest paths connecting these subcomponents have to pass through D. Hence,
the two adjacent edges, C-D and D-E have the highest edge betweenness values. In
this case, the edge D-E is detected by the algorithm and removed from the identity
graph, partitioning the equivalence class into two subcomponents (A,B,C) and
(D,E,F,G) similar to the weakest link approach, resulting into a similar end-to-end
join quality of 0.67.
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3.3.3 Clique
The third approach aims to achieve high precision instance matching results by
being restrictive, only keeping fully connected subcomponents of the identity graphs.
Similar to the previous approach, the idea is also based on graph clustering, in this
case, on complete-link clustering. The clique approach identifies subcomponents
where the pairwise similarity between all entities of this component have a matching
link, i.e., are above the threshold Γ. Hence, all resulting subcomponents are fully
connected identity graphs. In contrast to the previous approach, the clique approach
removes significantly more edges, particularly for larger equivalence classes.
Example. For the example, 2 owl:SameAs links are removed from the example
graph, such that it is decomposed into 3 different subcomponents: (A,B,C), (D) and
(E,F,G). Overall, one incorrect between C and D, but also one correct link between
D and E was removed. This restrictive approach leaves us with only correct links in
the two identity graph components. In numbers, this results in an end-to-end join
precision of 100%.
3.3.4 Markov Clustering
An approach that has already shown excellent results in the work of Hassanzadeh
et al. for duplicate detection is Markov Clustering [43]. Markov Clustering (MCL)
was proposed as a random walk-based clustering algorithm for weighted graphs [111].
Similar to the edge betweenness approach, the algorithm detects dense regions
(clusters) in graphs without specifying the number of clusters as an input parameter.
MCL is based on simulating random walks on the identity graph. The intuition
behind using random walks is that they tend to end in the same dense region of the
graph they started. If starting multiple random walks in the identity graph, edges that
frequently used by random walks should be within the same dense region/community.
More formally, the random walks are described by two operations on a stochastic
matrix created from a weighted adjacency matrix (build from the similarity values
of the identity graph) by adding self-loops to each node and normalizing the entries,
such that each column sums up to 1. Now the random walks are simulated by
alternating an expansion and inflation step. Expansion corresponds to squaring
the matrix, which simulates a random walk step. Thus, expansion increases the
probabilities of intra-cluster edges. Inflation corresponds to taking the entry wise
power of the matrix and normalizing the resulting matrix to be stochastic again.
Hence, high entries in the matrix are further boosted in the inflation step, whereas
low values are damped. After alternating both steps for several iterations, the matrix
converges, such that clusters are formed. The inflation power is an input parameter,
which is used to influence the granularity of clusters. The higher the inflation, the
larger the number of resulting clusters. In our experiments, we chose the inflation
parameter of 8.0 since it has shown promising results.
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Example. On our example, the initial adjacency matrix, maybe transformed into
the following stochastic matrix.
0 .98 .91 0 0 0 0
.98 0 .84 0 0 0 0
.91 .84 0 0 0 0 0
0 0 .72 0 .68 0 0
0 0 0 .68 0 .78 .81
0 0 0 0 .78 0 .85




.341 .350 .269 0 0 0 0
.341 .350 .249 0 0 0 0
.317 .300 .269 .340 0 0 0
0 0 .213 .340 .221 0 0
0 0 0 .321 .263 .315 .323
0 0 0 0 .253 .343 .339
0 0 0 0 .263 .343 .339

After 10 iterations of expansion and inflation the matrix converges as follows:
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

Hence, Markov clustering on the example identity graph would identify three
clusters: (A,B,C), (D), and (E,F,G). Thus, it would identify the three dense regions
in the graph by removing one correct and one incorrect link from the identity graph,
similar to the clique approach. Similarly to before, the end-to-end precision is 100%.
Overall, we could see that (at least in our example) all four methods are
able to boost the end-to-end precision in identity graphs and therefore have the
potential of improving existing instance matching systems in a multi-knowledge
graph environment. Detailed results on how the end-to-end precision is improved by
still guaranteeing high end-to-end recall values are presented in the next section.
3.4 Evaluation
In this section, we describe the extensive evaluation of our four approaches on two
state-of-the-art instance matching systems. Since no existing benchmark dataset
meets our requirements, consisting of more than two knowledge graphs, we also
describe the creation of a new benchmark for instance matching systems, which is
built from a variety of real-world knowledge graphs. First, we provide an analysis of
the benchmark dataset and discuss its difficulties. Then we evaluate the instance
matching system PARIS [102] and SLINT+ [79] and finally discuss the resulting
end-to-end join quality when working with the four approaches.
3.4.1 Building a Benchmark Dataset
We create a new benchmark for instance matching systems on multiple knowledge
graphs ranging from general to highly domain-specific knowledge graphs. We use
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Table 3.1: List of existing link types for creating the benchmark.









Freebase [11], DBpedia [4], YAGO [103], New York Times2, LinkedMDB [44],
Drugbank and KEGG (from Bio2RRDF3) consisting of around 110,000 entities
from the domains person, movie, book, organization and drug. The first four
domains may be seen as general knowledge, whereas the fifth domain, drug, contrasts
with the highly specific biomedical domain.
The datasets were chosen to introduce several difficulties: (1) Drugs are highly
specific and usually have only a few descriptive triples in the knowledge graphs,
(2) books and movies share several similar attributes (3) a large number of movies
are based on books. Hence they have similar titles and sometimes even the same
authors, and (4) we chose data from 7 different knowledge graphs to provide the
opportunity to analyze the Chinese Whispers phenomenon in practice.
As a first step, we extracted all entities from the seven knowledge graphs that
belong to at least one of the five domains using rdf:type properties. Since we
are interested in a small dataset with many owl:SameAs links, we were trying to
maximize the overlap between the knowledge graphs so that we ordered the entities
alphabetically by their label and only took the top entities, resulting in 110,000
entities and around 5.5 million triples.
For creating the gold standard, we first explored existing owl:SameAs links in the
datasets as shown in Table 3.1. It initially provided us with around 19,000 potential
identity links. To verify if the various link types indeed could be seen as identity
links in the context of our dataset, we randomly sampled 200 links per link type
and manually checked if the connected entities indeed represent the same real-world
object. All decisions made in this verification step were clear cut, without any border
cases, where it was unclear whether the respective link was a correct or incorrect
identity link. Therefore, we assume that the probability of creating false-positive
identity links in this step is close to zero.
In the next step, we removed instances that had duplicates within the same
knowledge graphs. After removing these initial duplicates connected by some identity
link, we also performed duplicate testing using the two instance matching systems
SLINT+ and PARIS. That way, we could identify another 29 duplicate instances




within the data. After this duplicate detection step, each entity is supposed to occur
at most once in all knowledge graphs.
To obtain identity links among the remaining pairs of knowledge graphs that
were not covered by links from Table 3.1, we computed the transitive closure for the
existing 19,000 links. This step leads to an additional 13,000 links. The correctness
of these links again was manually inspected by taking a random sample of size 200.
All of them have been identified as correct.
Up to now, the detected owl:SameAs links are highly probable to be correct.
However, we still may have missing identity links that have not been covered yet.
Since DBpedia and YAGO IRIs are both based on Wikipedia, the mapping between
these two knowledge graphs is assumed to be complete already.
For the remaining knowledge graphs, we manually matched all instances that have
not been linked yet. To reduce the workload, we performed a pairwise comparison of
all entities which have not been linked only if two entities belong to the same domain.
E.g., a movie instance cannot be owl:SameAs a person instance. Furthermore, for
every domain and knowledge graph, we manually chose a set of attributes that were
automatically compared to reduce the number of manual comparisons further. So
we did not compare persons with totally different names or birth dates. Overall, this
manual comparison gave us 123 additional owl:SameAs links.
To access the quality of the resulting benchmark, we again took a random sample
of 900 out of the n links, which all were correct. After these careful matching steps,
involving several extensive manual verification steps, the false negatives, and false
positives should be minimal. Thus, we present the first multi-knowledge graph entity
matching benchmark with seven real-world knowledge graphs 4.
3.4.2 Experimental Setup
With the help of the created benchmark dataset comprising seven different real-world
knowledge graphs, we are now able to analyze the Chinese Whispers phenomenon for
two state-of-the-art instance matching systems that have been openly available for
our usage. Since instance matching systems are built to perform pairwise matchings,
we used the systems to perform matchings between each two of the seven knowledge
graphs from our benchmarks. Afterward, we apply the four methods we have
presented in the previous section on the instance matching results and evaluate the
differences in end-to-end precision and recall.
PARIS. PARIS (Probabilistic Alignment of Relations, instances, and Schema) is
built to match all items of standard knowledge graphs in a joined fashion [102]. They
start with measuring the similarity of entities based on the object’s similarity of
shared relations. Next, the similarity of relations is computed using their overlap
of entities. Then the similarity computation of entities is updated again by taking
into account the new information on similar relations. This process is alternated,
updating entity and relation similarities after each step until the process converges.
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For the evaluation of PARIS in the original work, the datasets DBpedia, YAGO,
and the movie database IMDB have been used. The precision of the resulting
matching between DBpedia and YAGO was measured by around 90%, the similarity
from YAGO to IMDB was 97%, and the precision of the matching between DBPedia
and IMDB was even 100%.
SLINT+. The second baseline is SLINT+ by Nguyen et al. [78, 79]. Two knowledge
graphs are matched as follows: (1) The importance of predicates is measured and
(2) predicates are aligned. (3) Now, instance matching candidates are computed
using a similarity heuristic, which is based on the overlap of objects in the entities’
triples. (4) The final step computes similarity values between good candidates by
comparing matching predicates considering the importance of predicates.
The original system SLINT has been evaluated on five datasets (DBpedia,
Freebase, NYTimes, LinkedMDB, and Geonames) in nine experiments. SLINT is
then compared to 3 other instance matching systems, achieving an average precision
and recall of 97% outperforming several other systems [79]. The extension that we
used is SLINT+. It was evaluated on the OAEI benchmark in 2013 in 5 experiments,
achieving an F1-measure between 0.878 and 0.999 [78].
Our Experiments. Overall, we perform four kinds of experiments.
1. First, we further analyze the Chinese Whispers problem on our benchmark
dataset, analyzing the classical precision and recall and the end-to-end precision
and recall of the two systems (SLINT+ and PARIS).
2. In a second analysis, we group equivalence classes which are output by the
systems by their size, to evaluate their end-to-end precision. We conjecture
that large classes have a lower overall quality.
3. A similar analysis is performed by grouping the resulting equivalence classes
by their clustering coefficient. The clustering coefficient is a measure for the
density of a graph. It is computed by normalized local clustering coefficients
for each node of an equivalence class. The local clustering coefficient is the
ratio of the edges that exist in the neighborhood of some node in relation to
the maximum number of edges that could exist. Both analyses have been
performed for a similarity threshold of 0.5.
4. After these preliminary analyses, we apply our four approaches (weakest link,
clique, edge betweenness, and Markov clustering) to improve the end-to-end
precision in identity graphs. Here, we, similar to the first experiment, use
SLINT+ and PARIS to perform pairwise matchings among the seven knowledge
graphs and then apply each of the four approaches. Our results yield precision
and recall for similarity thresholds from 0.0 up to 0.9.
3.4.3 Analysis
The instance matching system SLINT+ has returned 98,799 possible owl:SameAs
links, PARIS returned 105,168 links. All these links have a similarity value assigned





Figure 3.3: Precision and recall analysis for SLINT+ in (a) and (b), and for PARIS
in (c) and (d).
End-to-End Precision and Recall of Instance Matching Systems. First,
the precision and recall for the initial results of the instance matching systems,
for the transitive closure only, and the combination of closure and initial results
are analyzed. SLINT+ achieves a maximum precision 75% for a recall of 29% for
a similarity threshold 0.9, cf. Figure 3.3 (a) and (b). At the threshold of 0.0,
28% precision and 91% recall are achieved. When we look at the results of the
links that are added by building the transitive closure, their quality is significantly
worse, achieving a maximum precision of 57% with a recall of 12% for the highest
threshold. For a low similarity threshold, the recall of the transitive closure is only
1%, which may be explained by the original result of SLINT+ already comprising
many correct transitive links. The transitive closure for SLINT+ has a size of over
300,000 additional links. The proportion of incorrect links is significant, as we observe
by the difference in precision between end-to-end joins and the original precision.
The results for PARIS are depicted in Figure 3.3(c) and (d). It achieves a
maximum precision of 84% at a threshold of 0.9 with a recall of 78%. The recall is
hardly influenced by the similarity threshold. Hence, almost all correctly identified
owl:SameAs links have a similarity value above 0.9. The transitive closure has a
maximum precision of 31%, while the end-to-end precision is only slightly worse than
the original precision. The small difference in the end-to-end precision is due to the
small number of transitively added owl:SameAs links for PARIS.
These results show that the results on our benchmark are about 15% worse than
the measured results from the OAEI benchmarks. The results for the end-to-end
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Figure 3.4: End-to-End precision for PARIS and SLINT+ per equivalence class,
grouped by the class size of the equivalence classes.
Figure 3.5: End-to-end precision for PARIS and SLINT+ per equivalence class,
grouped by the clustering coefficient of the equivalence classes.
precision are even worse. Therefore, instance matching in a scenario with multiple
knowledge graphs is far from being reliable.
Quality per Equivalence Class Size. Next, we measure the end-to-end precision
for SLINT+ and PARIS categorized by the size of the equivalence class. The result
of these experiments is depicted in Figure 3.4. Both systems achieve the highest
precision for equivalence classes of size 3. Equivalence classes of size 2 have slightly
lower precision. But in general, the precision for both systems is decreasing for larger
equivalence classes. While SLINT+ has higher precision for classes until size 4, the
precision for large classes is higher for PARIS. For classes with more than ten entities,
SLINT+ has a precision below 5%, while PARIS still has a precision around 20%.
Quality per Equivalence Class Clustering Coefficient. In the second analysis,
we have measured the end-to-end precision per equivalence class, grouping the
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Figure 3.6: Precision and recall analysis for the four approaches Weakest Link, Clique,
Edge Betweenness and Markov Clustering (MCL) on SLINT+.
equivalence classes by their clustering coefficient (cf. Figure 3.5). The precision of
well-connected classes with a clustering coefficient above 0.9 is highest: For SLINT+
almost 90%, for PARIS 80%. With some exceptions, a lower clustering coefficient
implies a lower precision. However, the precision for SLINT+ for a clustering
coefficient between 0.6 and 0.7 is exceptionally high. It may be explained by SLINT+
having high precision for equivalence classes with three entities and only two links,
which exactly fall into this category. Another interesting outlier is PARIS with a
precision of over 40% for equivalence classes with a clustering coefficient between 0.0
and 0.1. Unfortunately, we have no further explanation for this observation.
In general, the experiments show that instance matching systems have a bad
performance if equivalence classes are large and clustering coefficients are small.
Whereas a large equivalence class often correlates with a small clustering coefficient.
3.4.4 Improving the End-to-End Quality
In our final evaluation, we measure the end-to-end quality (precision and recall) for
PARIS and SLINT+ after applying the presented methods. We evaluate precision
and recall for all four approaches independently.
The SLINT+ experimental results are presented in Figure 3.6. In blue, we observe
the end-to-end join precision and recall of SLINT+ as discussed above. All four
approaches increase the precision of the originally returned results and decrease the
recall.
Let us first start to have a closer look at the weakest link approach. Maximum
precision is at 70% in contrast to 68% for the original results, at the cost of 8%
lower recall. The recall is often slightly worse. In summary, the approach shows few
differences at all. Similar results are observed for edge betweenness, often showing
no difference to the weakest link approach. However, its maximum recall is only
82%. As expected, clique achieves the highest precision results, with a maximum
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Figure 3.7: Precision and recall analysis for the four approaches Weakest Link, Clique,
Edge Betweenness and Markov Clustering (MCL) on PARIS.
precision of 86%, boosting the original precision by almost 20%, but with a lower
recall. For similar recall values, still, a precision increase of 12% is observed. Markov
clustering (MCL) achieves high precision and still better recall than clique. Its
maximum precision is 78%, for a recall of 32%, which is only slightly worse than
clique. However, the maximum recall that is achieved by MCL is, on average higher
than for the other approaches, with a maximum of 87%.
Overall, the results for SLINT+ show that the weakest link and edge betweenness
perform worst and hardly improve the instance matching results. However, clique
and MCL are both increasing the overall end-to-end join quality by more than 10%
for similar recall values.
The precision and recall for PARIS are depicted in Figure 3.7. The precision-recall
diagram for PARIS looks unusual. It is due to only small differences in recall that
could be observed for different similarity thresholds, as observed for the blue line in
the plot. The recall for all thresholds is either 82% or 83% with varying precision
between 50% and 77%. Similar to before, the four approaches improve the precision
for the cost of recall. Note that the scale for the x-axis and y-axis are different.
Hence the losses in recall seem to be more significant than the gains in precision.
The approach with the largest loss in recall is clique. However, a precision of 88%
for a recall of 70% is achieved. Thus it increases the precision by 11%, with a loss
in recall of 12%. Edge betweenness still achieves a recall of 76% with a precision
of 81%. The weakest link approach achieves a top precision of 82%, increasing the
original precision by 5%, with only losing 3% in recall. MCL keeps the recall high at
80%. On the downside, also the gains in precision for this clustering-based approach
are only 4%.
In summary, all results trade precision for recall. In contrast to the results of
the previous experiment on SLINT+, it is not possible to select a winner. All four
approaches show a comparable trade-off between precision and recall. Clique being
precision-oriented and MCL being recall-oriented.
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Overall, our experiments have shown that all four techniques can be used to
improve the end-to-end join quality by around 10%. The techniques have performed
well for both instance matching systems. However, the improvements have been
more significant for the instance matching system SLINT+.
3.5 Conclusion
Nowadays, there are many entity matching systems to deal with entity heterogeneity
in knowledge graphs, as already discussed in Chapter 2. However, in this chapter,
we have presented problems of existing instance matching systems that occur when
matching more than two knowledge graphs at the same time. The quality problem
that we have described is created by chains of owl:SameAs links, leading to a lower
overall matching quality, called the Chinese Whispers problem. Since, to the best
of our knowledge, no existing instance matching systems is able to completely deal
with the Chinese Whispers problem, we first have introduced new quality metrics
for instance matching systems in a multi-knowledge graph setting: end-to-end join
precision and recall.
To the best of our knowledge, we presented the first methods that can directly
improve the matching quality of arbitrary instance matching systems in multi-
knowledge graph matching scenarios. The four approaches work on outputs of
arbitrary instance matching systems and are able to boost the precision by over 10%
with only to small losses in recall.
However, surveys of current entity matching systems show that state-of-the-
art matching systems are still only working on two datasets at the same time and
therefore ignoring the closure of identity links completely [106]. Hence, they ignore the
Chinese Whispers problem completely, which may work out in artificial benchmarks
or research paper evaluations but might be a big problem in real-world matching
scenarios. Furthermore, they also ignore the valuable inside that is gained from
transitive information and community structures to improve the matching quality.
For future work, it would be interesting to investigate more clustering algorithms
for improving the end-to-end join quality in knowledge graphs. Our work has already
shown significant differences between the four algorithms so that new approaches
might be even better to solve the Chinese whispers problem. It would be interesting
to integrate a technique for multi-knowledge graph matching directly into the instance
matching system instead of making it a post-processing step. This integration could
offer better possibilities to detect incorrect transitive links so that the precision might
be boosted even more. It might be interesting to extend this work to relations and
classes. We have already seen that instance matching problems in a multi-knowledge
graph environment are becoming more difficult. A similar problem is to be expected





In the previous chapter, we were concerned with entity heterogeneity in a multi-
knowledge graph scenario, causing problems due to transitive owl:SameAs links. In
this chapter, we present a different type of heterogeneity: Heterogeneous relations
within a single knowledge graph. Concretely, we analyze the problem of synonymous
relations: relations have different IRI representations for the same real-world relation.
In heterogeneous knowledge graphs, synonymous relations can be a massive problem.
For example, in the real-world knowledge graph DBpedia, our analysis has shown
that at least 27 different IRIs represent the birthplace relation. These synonymous
relations include bornIn as a classic synonym, birhtCity with a typo in the IRI,
or relations in different languages as Lieu_de_naissance. Thus, querying such
knowledge graphs may lead to incomplete result sets if the relation synonyms are
not detected and properly integrated with owl:SameAs links.
Example. As a short running example, the birthplace of scientists may be
represented by multiple triples:
(Albert Einstein, bornIn, Ulm)
(Max Planck, birthPlace, Kiel)
(Gottfried Wilhelm Leibniz, lieu_de_naissance, Leipzig)
All three triples express the birthplace of famous German scientists. Einstein was
born in Ulm, Planck in Kiel and Leibniz in Leipzig. However, three different relation
representations are used: bornIn, birthPlace and Lieu_de_naissance. Thus,
querying for famous German scientists’ birthplaces may lead to incomplete and







4. Detecting Synonymous Relations
The query only returns Max Planck, leaving out the two other scientists from
our example database. Here, detecting synonymous relations could help to return
complete query results.
Even though a plethora of ontology matching systems exist that can perform a
matching between two knowledge graphs, including an alignment of entities, relations,
and classes (cf. Chapter 2), only a few systems are able to work in a single-knowledge
graph scenario for performing duplicate detection [1, 124]. For matching relations,
existing systems are usually based on computing an overlap between subject and
object entities: Given two knowledge graphs with triples for birthplace in the
one and bornIn in the second, the triples containing the relations usually share
some person-birthplace pair. This overlap in their extension is used to perform
an alignment. In a single knowledge graph scenario, this overlap often is empty,
and thus, such a technique has problems in identifying all synonymous relations
correctly. Furthermore, many matching systems heavily rely on string-based matching
metrics on the IRIs of relations or their labels. However, relations’ IRIs may be
cryptic identifiers or have labels from multiple languages. We believe that both
are problematic limitations that may lead to a large loss in recall when identifying
synonymous relations within a large heterogeneous real-world knowledge graph.
Therefore, in this chapter, we analyze structural methods for identifying synonymous
relations in a single-knowledge graph scenario.
Research Questions.
• Which techniques are suitable for measuring semantic similarity between
knowledge graph relations?
• How do we use knowledge graph embeddings to identify synonymous relations
in knowledge graphs?
• Are we able to detect synonyms in an interpretable fashion using Horn rules?
Contribution. In this chapter, we show that synonymous relations within single
knowledge graphs have hardly been tackled in previous works. We explore several
novel approaches for resolving relation synonyms from large real-world knowledge
graphs in a purely data-driven fashion. On the one hand, embedding-based approaches
and, on the other hand, an interpretable approach using association-rule mining with
Horn rules. All methods are not making any assumptions on the data and work
independently of any string metric. Thus, they are applicable to most real-world
knowledge graphs.
In large-scale experiments, we show that all our approaches detect synonymous
relations with high precision. The contributions of this chapter are based on two
publications: One was published at ISWC 2019 [55], the other one at ESWC 2020 [58].
Outline. This chapter covers multiple approaches for detecting synonymous
relations in real-world knowledge graphs. We start by providing a broad overview
for synonym detection in natural language, knowledge graphs, and open knowledge
graphs in Section 4.1. In Section 4.2, we cover approaches based on knowledge
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graph embeddings. We show how these existing techniques for knowledge graph
completion may be employed for finding synonymous relations. We compare the
embedding-based approaches to a novel rule-based approach in Section 4.3. Finally,
in Section 4.4, we conclude the insights of this chapter on synonymous relation
detection.
4.1 Related Work
In this section, we give a short overview of synonymous relations in different
research areas. Starting with an overview of synonym detection in natural language,
we discuss two techniques for synonym detection in knowledge graphs and one
technique for hypernym detection in knowledge graphs. Furthermore, we give an
overview of synonym detection in a related field using similar techniques as we do:
canonicalization of open knowledge graphs.
4.1.1 Synonyms in Natural Language
Detecting synonyms with embeddings is a method known from natural language
processing [119]. In NLP, words are often transferred into a vector representation
by distributional models, such as Word2Vec [71] or GloVe [88]. Basically, synonym
detection in natural language text is quite similar to our approach, but the data is
different. For synonym detection, it is possible to either learn properties of synonyms
with supervised learning on a set of known synonyms or in an unsupervised fashion
similar to our approach. However, supervised approaches are much more common
because large synonym repositories, such as WordNet [72] are available to serve as
training data.
Since the labels of many relation synonyms in knowledge bases are also linguistic
synonyms, combining NLP techniques with our method might be a possibility of
improving the result quality if relation labels exist.
4.1.2 Synonym Detection in Knowledge Graphs
To the best of our knowledge, the research landscape for synonymous relation
detection in knowledge graphs is scarce.
Abedjan and Naumann [1] argue that synonyms are problematic for querying
since only partial results may be returned. To overcome this issue, they propose a
query expansion using synonymously used relations. Two relations are synonymously
used if one relation may replace another relation in a specific domain of interest.
As an example, they use the relations artist and starring. These relations are
not synonymous (as defined by us in the next section). In the context of movies,
both relations are used synonymously since they describe the relationship between
a movie and an actor. Some synonymously used relations are only synonymous
in specific contexts and thus could be defined as hypernyms or hyponyms. As an
example, company and recordLabel may be used synonymously for music, but an
integration of both relations for the complete knowledge graph is not suitable. In
this work, we do not use their definition for synonymously used relations but rely on
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clear-cut synonymous relations that are generally valid as defined in the next section.
Furthermore, restricting to clear-cut synonyms is easier to evaluate manually. Since
the work by Abedjan and Naumann is the only available previous work at the point
of publication of our work, we used it as a baseline.
The method that is proposed by Abedjan and Naumann is based on association
rule mining. Overall, the proposed method consists of three steps: (1) All relation
pairs with similar object ranges, i.e., a high proportion of overlapping object entities,
are computed. This involves the computation of frequent itemsets using a minimum
support value. (2) Relation pairs are filtered by the type of object entities. Similar to
the first step, a high overlap in their type distribution is needed. (3) Synonymously
used relations should not occur for the same subject entity. To achieve this goal,
a reversed correlation coefficient is computed. (4) All relation pairs are ranked
by the reversed correlation coefficient. Pairs with high rank are most likely to be
synonymously used.
Abedjan and Naumann evaluate their approach on small and manually created
datasets from DBpedia, Magnatune, and Govwild. The achieved precision values
are extremely dependent on an input minimum support value and the dataset it is
evaluated on. While on DBpedia in one setting, only a precision of 15% is achieved,
on Magnatude, 100% precision is possible. In the end, the authors show that the
second step (type filtering) of their method is not applicable for datasets with missing
type information and is not improving the overall precision. Hence, in our evaluation,
we left out the type filtering step and only implemented the first, third, and fourth
steps.
Another approach for identifying synonymous relations was proposed by Zhang et
al. [123, 124, 125]. The general idea of the approach presented in the three papers
is similar to ours. It is a purely data-driven approach, which does not require any
domain knowledge, and it is independent of the language since no string metrics are
used for computing the similarity.
The matching approach identifies synonymous relations in a knowledge graph
in three steps: (1) At first, a blocking technique is used to prevent a quadratic
comparison between all pairs of relations. Only the similarity of relations having
the same entity types in the subject entities are compared. (2) Three similarity
measures are computed. This is a triple overlap, a subject overlap, and a cardinality
comparison. The three measures are integrated into a single similarity measure.
(3) Synonym groups of relations are formed by an agglomerative clustering using the
similarity scores from the previous step. The output of the algorithm is clusters of
relations, where each cluster contains only synonymous relations.
Overall, several experiments have been evaluated the performance of the technique
in three different publications. In the first publication, experiments for evaluating
the performance on synonymous relation detection have been performed on the
datasets DBpedia and Syndice [123]. The precision in these small-scale experiments
is over 70% for DBpedia at high recall values and over 85% for Syndice. In another
publication, the approach has been extended to work for detecting synonymous
relations to perform query expansion on DBpedia [125].
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In the corresponding journal publication in [124], an extensive evaluation and
discussion of the approach are presented. It involves a detailed evaluation of the
performance of the approach on different DBpedia datasets and typical sources of
errors.
Unfortunately, the implementation of the approach was not available for
comparison. However, since the approach relies heavily on overlapping triples
for the synonymous relations, we think the results should show the same weaknesses
as our baseline by Abedjan and Naumann [1].
After the publication of our work, another approach for measuring semantic
similarity between relations in knowledge graphs has been published [23]. Relation
similarity is expressed over head-tail entity probability distributions using a feed-
forward neural network. The similarity of two relations is computed by their Kullback-
Leibler divergence.
As a baseline, the authors chose to compare to knowledge graph embedding
approaches similar to what we propose in Section 4.2. The authors argue that
their approach has two important advantages to knowledge graph embeddings:
(1) Embeddings have a fixed dimension size for every relation and (2) the comparison
of probability distributions has better interpretability than simply measuring the
distance in the knowledge graph embeddings. Even though the evaluation of this
work comprises several experiments on different datasets and a hand full of different
applications, only two embedding baselines are used (TransE and DistMult). Both
of them have only an average precision in our experiments presented in Section 4.2.
To give a better inside into the results of this work, we go into the details of their
various experiments.
1. Human Judgement: In a first experiment, the similarity computations are
compared to human judgments by computing the Spearman correlation on the
judgments. While the presented approach shows a correlation of 0.63, DistMult
achieves almost a 0.60 correlation.
2. Synthetic Synonyms on Wikidata: In this experiment, synonym detection
is tested on synthetically created synonyms similar to our experiments in
Section 4.2 and Section 4.3. In this experiment, the precision of their method
is 65% at a recall of 50%. These are slightly better results than we show in
our experiments on Wikidata in Section 4.2, but significantly worse results
than our method in Section 4.3 However, since this work’s experimental setup
is slightly different, a detailed comparison to the results of our work is not
possible.
3. Synonym Detection on the ReVerb Dataset: The ReVerb dataset is a
large set of triples extracted from natural language text by an open information
extraction method. Hence, the triples have no schema, and synonymous
relations may have different IRIs. For their evaluation, the authors perform an
approximation of precision and recall using a sampling method. The presented
methods achieve a precision of around 30% for various recall values, while
the knowledge graph embedding-based approaches show results below 10%
precision.
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4. Relation Prediction on FB15K: Relation prediction is about predicting
new triples based on existing triples in a knowledge graph. For TransE [12], it
is evaluated how relation similarity may be included into negative filtering for
the embedding training to improve the prediction quality. Indeed, the quality
for prediction on the FB15K knowledge graph completion dataset is improved
by a tiny percentage.
5. Relation Extraction on TACRED: Similar to the relation prediction case,
in this experiment, the relation similarity is integrated as an adaptive margin
into the soft margin-loss of a relation extraction technique. The results show a
slight improvement for one of the methods.
Overall, some of the experiments show that the presented methods are superior
to knowledge graph embedding-based approaches. In other experiments, both
methods seem to be on par. However, significantly fewer embedding methods have
been evaluated, and the overall experimental setup is different. An interesting
takeaway from this work is that synonymous relation detection can be used in various
applications to improve the results of existing systems.
4.1.3 Hypernymous Relations in Knowledge Graphs
Additionally to synonymous relations, knowledge graphs also contain hypernymous
and hyponymous relations. Two relations are in a hypernym relationship when one
relation is entailing the other relation. As an example, writer is the hypernym
of screenwriter. Analogously screenwriter is the hyponym of writer. Like
synonyms, hypernyms may be misused and thus cause incomplete results when
querying. For example, in a knowledge graph, writer could be used to relate a
screenwriter to a movie, even though the more specific screenwriter relation should
have been used. Using writer in this context is not incorrect but very unspecific. If
some user would pose a query with the screenwriter relation, some results may
not be returned due to this heterogeneity issue.
Jiang et al. presented an unsupervised and a supervised machine learning
method that uses knowledge graph embeddings and textual embeddings to identify
hypernyms and hyponyms in Wikidata [51]. First, a dataset based on Wikidata’s
property hierarchy is built. The authors evaluate the results from multiple features
for an unsupervised method based on standard vector distances and a supervised
method using a multi-layer perceptron. The knowledge graph embedding features
are relation embeddings, similar to our work (cf. Section 4.2), and a combination of
subject and object embeddings. For the textual features, sentences from Wikipedia
are extracted in a distantly supervised fashion. Hence, sentences containing subject-
object pairs for some relation are extracted and embedded using text embedding
techniques. The last feature that was evaluated is a distribution of subject-object
entity vectors to represent the respective relation.
In their experimental section, the knowledge graph embedding features were
evaluated for the unsupervised method. The accuracy@1 is around 50%. The other
features are used to train the supervised multi-layer perceptron method. The best




The methods used in this work are significantly related to the methods that we
present in the next section. Even though they are used for hypernym detection, they
could be transferred to deal with synonyms as well. Unfortunately, the work was
published after ours, so a comparison was not possible.
4.1.4 Open Knowledge Graph Canonicalization
The extreme case for heterogeneity in knowledge graphs is achieved by building
schema-free open knowledge graphs using open information extraction. Open
information extraction is concerned with the extraction of triples from natural
language text without defining a schema (i.e., properties and classes) upfront manually.
Due to the ambiguous nature of natural language, the resulting open knowledge
graph is highly heterogeneous, requiring a so-called canonicalization procedure.
Canonicalization integrates different entity and relation names when they describe
the same real-world object. Thus, it is highly related to synonym detection in
knowledge graphs. Concerning relations, several methods to detect synonyms in open
knowledge graphs have been proposed. Two methods are particularly interesting to
mention since they are comparable to our presented solutions.
Galárraga et al. propose a method for open knowledge graph canonicalization
based on clustering and association rule mining. They evaluate their method on two
standard open information extraction datasets: ReVerb and NELL [34].
As a first method, the authors focus on entity canonicalization. We do not go
into the details here since the focus of this chapter is on relations. For identifying
synonymous relations, the authors need already canonicalized subject and object
entities of the open knowledge graph. As a next step, rule mining is applied to
the semi-canonicalized triples to mine equivalence rules of the form r ⇔ r′ for high
confidence values. These rules are found if r and r′ have a high number of overlapping
subject and object entities. As an additional feature, in this step, type constraints
(if types are available) are enforced such that r and r′ have to have the same domain
and range types. In a final step, identity graphs of the relations are created using the
equivalence rules with high confidence values. All relations within the same graph
component are defined as synonyms. The general idea is comparable to what we
propose in Section 4.3. However, our technique is more refined and does not need
the respective relations to share any entities at all.
The evaluation of the relation canonicalization is performed only on the ReVerb
dataset. Here, three different scenarios are evaluated: either using the entity clustering
method presented in the paper or canonicalization using the Freebase knowledge
graph. The latter method is evaluated with type information and without type
information. Overall, the macro-averaged precision is between 81.3% and 94.6%.
The recall is not evaluated.
CESI [112] is a pipeline of several methods to canonicalize an open knowledge
graph. With regard to identifying relation synonyms, they mainly use two methods
to create side information, a rule-based approach and relation extraction. Afterward,
a knowledge graph embedding is used to cluster similar relations involving using this
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information. The goal of the rule-based approach is similar to the previous method.
They use Horn rule mining to find rules of the form r ⇒ r′ and r′ ⇒ r so that the
equivalence of both relations is expressed. These rules are found when r and r′ share
several subject and object entities.
Additional side information is collected by relation extraction using distant
supervision. In this step, subject-object pairs from an existing knowledge graph
are linked to natural language text to find phrases describing a relation from the
knowledge graph. Finally, a knowledge graph embedding is used to embed the
relation phrases of the open knowledge graph into the embedding HoLE, initializing
its weights with GloVe word embedding vectors. In this step, the side information
created in the previous steps is included in the loss function of the embedding model.
As the last step, a hierarchical clustering method identifies groups of relations that
are returned as synonyms.
CESI is then evaluated on three datasets: Base, Ambiguous, and ReVerb45K. The
three datasets were extracted from natural language text. For entity canonicalization,
CESI was compared to several baselines, achieving an averaged precision of around
99%. For relation canonicalization, the method is compared against a rule-based
approach inspired by the idea used for gathering side information before. Here, the
macro-averaged precision is between 76.0% and 88.0%.
In contrast to our ideas on embedding-based synonym detection, CESI is evaluated
on relational mentions from an open knowledge graph. Furthermore, in our work, we
compare several embedding techniques and apply an outlier detection technique to
identify synonyms. However, both methods share significant similarities with the
methods presented in our work. The rule-based method was an inspiration used for
the method we present in Section 4.3.
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4.2 Knowledge Graph Embeddings for Finding
Synonyms
Synonymous relations in knowledge graphs can cause several problems when working
with knowledge graphs. We here present an unsupervised technique that uses the
knowledge graph’s structural features to identify relation synonyms with high quality
to overcome this problem. In contrast to a variety of existing techniques, our goal
was to create a technique that does not make any assumptions on the knowledge
graph’s data, does not require training data, and achieves high precision.
As described in the related work section, synonym detection has a long history in
natural language processing and open knowledge graph canonicalization. A current
trend in natural language processing identifies synonyms in texts by measuring
their semantic similarity by computing a vector distance metric in some high-
dimensional semantic space, .i.e. in word embeddings. In the present work, we
transferred this idea to identifying synonymous relations using semantic embeddings
of knowledge graphs. So-called knowledge graph embeddings have gained much
popularity over the last years for knowledge graph completion, i.e., the prediction of
new triples [81]. Knowledge graph embeddings are machine learning models that learn
high-dimensional representations of entities and relations. Using vector arithmetics
on these representations, they then predict unknown triples in a knowledge graph.
Previous work has shown that these high-dimensional representations are also used
to perform entity matchings [83]. Inspired by this idea, our work aims at using
existing knowledge graph embedding techniques to identify synonymous relations.
Figure 4.1: An example knowledge graph embedding about Albert Einstein and
Carl-Friedrich Gauß showing three triples. The vectors for placeOfBirth and bornIn
are parallel.
Example. We may obtain a vector representation for entities and a vector
representation of relations for three triples about German scientists as depicted
in Figure 4.1. Note that the subject and relation vector’s sum is similar to the object
vector, similar to the knowledge graph embedding TransE [12]. The similarity among
relations is measured by their cosine similarity: Orthogonal vectors are dissimilar,
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while parallel vectors have a high semantic similarity. In our case, the vectors for
birthPlace and bornIn are similar. Hence, we conclude that they are synonymous
relations.
In the following sections, we describe how to use eight knowledge graph
embeddings with different relation representations to measure relations’ semantic
similarity. We use the models RESCAL [83], TransE [12], TransH [117], TransD [50],
Complex [110], DistMult [121], ANALOGY [67], and HolE [82]. Furthermore, we
present an outlier detection-based technique to identify synonymous relations with
high quality. We evaluate the embeddings against a simple rule-based baseline
on Freebase, DBpedia, and Wikidata on synthetic synonyms and by a large-scale
manual evaluation. Our technique, the datasets, and the Code for reproducibility are
published on GitHub 1. The work that we present in this section has been published
at ISWC 2019 [55].
4.2.1 Preliminaries
In this section, we work with knowledge graphs in RDF format consisting of subjects,
relations, and objects. Our goal in this section is to introduce synonymous relations
and then introduce different representation methods of relations that we may use to
measure their semantic similarity.
A large knowledge graph contains several IRIs describing either entities or relations.
Both are usually mapped to some real-world concept. As an example, the IRI
dbp:birthplace may be mapped to the real-world relation that expresses the
connection between some entity and the place it was born in. We define two relations
r and r′, with different IRIs (r ̸= r′), as synonymous, when they describe the identical
same real-world relation. It implies that in every triple s, r, o, the relation r may be
replaced by r′ into the triple s, r′, o without changing the triple’s semantics.
Similar to what we already did for entities in Chapter 3, our goal is to identify
synonymous relations from a knowledge graph using a similarity measure between
pairs of relations. It may be used to define a matching function similar to what we
have already seen for entity heterogeneity in Chapter 3: The similarity of a pair of
relations is measured using some similarity function. Depending on some similarity
threshold Γ, we now either classify the pair as synonymous or not. Measuring
the semantic similarity between relations is performed in different ways. We use
knowledge graph embeddings to represent relations in a latent high-dimensional
space. We compute classical similarity measures,i.e., vector and matrix similarity
measures, between these representations.
4.2.1.1 Knowledge Graph Embeddings
Knowledge graph embeddings are techniques based on statistical relational learn-
ing [81, 115]. The goal of these methods is to create a latent representation of entities
and relations that, on the one hand, describe the semantics of the objects and, on the
other hand, is used to predict triples that are already in the knowledge graph, but
1https://github.com/JanKalo/RelAlign
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also triples that are used to complete the knowledge graph. Recent work has shown
that the entity representations of these embeddings may be used for measuring the
semantic similarity between entities by applying vector metrics [83, 84]. In this work,
we adapt this idea to relations.
The general training process of knowledge graph embeddings can be described
as follows. We pick a form of representation for entities and relations. It may, for
example, be a vector for entities and a vector for relations. Next, a goal function
for the training process is needed. The training goal is learning to predict whether
some s, r, o triple is in the training data or not. It needs to be represented in the
form of a function that is used as an optimization goal. The goal function may be a
simple translation between the entity vectors such that s + r = o holds for all true
triples of the knowledge graph and does not hold for all incorrect triples. During
training, the vectors of relations and entities are optimized so that this goal function
holds for as many true triples and as few incorrect triples as possible. After the
training/optimization process, entity and relation vectors can predict new triples by
vector arithmetics.
Example. The vector for Albert Einstein may be added to the vector of the
birthplace relation.
vEinstein + vbirthplace = vo
The resulting vector vo should now be similar to the vector of the actual birthplace
of Einstein being Ulm.
From all models, we obtain a relation representation either in the form of a
vector, as a matrix, or as a concatenation of several matrices. We measure the
semantic similarity of the relations in a vector space using classical vector metrics.
Since knowledge graph embeddings are currently not able to embed literal values or
relations in triples with literal values, our method is restricted to relations between
resources.
RESCAL [83] is one of the earliest embedding models for knowledge graphs.
RESCAL is based on the idea of creating a low-rank tensor factorization of the
original knowledge graph. The knowledge graph is represented as a three-way tensor
K = |E|×|E|×|R|, having 1 at some position for valid and a 0 for invalid triples. The
factorization is performed such that for each slice of the tensor, the following equation
holds: Ki = ARiAT . The matrix A includes the latent representations of all entities,
while Ri contains the latent representation of relation ri. Hence, each relation is
represented as a matrix of size d × d, d being the number of dimensions, an input
parameter. The details on how the factorization is performed as an optimization
problem can be found in the original paper. We take the relation matrices as a
representation for each relation.
TransE [12] is the first of a series of translation-based models for embedding
knowledge graphs. The goal of all translation-based models is to optimize the
distance of a latent entity and relation representations. For TransE, entities and
relations are represented as a vector in some vector space. For some true triple
(s, p, o) from the knowledge graph, the equation o ≈ s + p should hold. This equation
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is used to optimize latent representations of entities and relations. The relations in
TransE are represented as a vector of lengths d within the same space as the entities.
TransH [117] was proposed, since TransE has shown several weaknesses. Con-
cretely, TransE could not deal with one − to − many, many − to − many, and
reflexive relations properly. To overcome this problem, the goal function of TransE
was adapted, such that the relation vectors lie in a separate space. The subject
and object entity were first projected to a relation-specific hyperplane. On this
hyperplane, the two entities are connected by a translation vector similar to what we
have already seen in TransE. Overall, every relation consists of a translation vector
and a normal vector used to project entities on the relation hyperplane. To represent
an entity, we use the concatenation of these two vectors.
TransD [50] is another translational model that is supposed to overcome the
drawbacks of TransE and TransH. In contrast to previous models, the goal of TransD
was to put entity and relation vectors into separate vector spaces. Here, for each
entity and each relation, two vectors are used for the representation: A standard
vector and a projection vector. They are used such that it is possible to project
entities and relations into a relation-specific vector space. We use the concatenation
of both vectors as a representation to measure the similarity of the relations.
ComplEx [110] is a model based on complex numbers. The model’s idea was to
be fast and straightforward as the translation-based models but to be more expressive
similar to RESCAL. To achieve this goal, the authors propose to use complex-valued
embeddings using the Hermitian dot product. Hence, every entity and relation has a
vector with a real-valued part, and an imaginary valued part. For our representation,
we used the concatenation of the real and imaginary valued vectors for each relation.
DistMult [121] is seen as a simplification of RESCAL [115]. Like RESCAL,
entities are vectors, but relations are also represented as a vector in the form of a
diagonal matrix. As a result, the loss function is similar to RESCAL’s, but with
much fewer parameters. Therefore, it is less expressive than RESCAL, but faster to
compute. We use the diagonal of each relation matrix as a vector for representing
this relation.
HolE [82] combines ideas from factorization-based models, i.e. RESCAL with the
simplicity of TransE (or DistMult). However, HolE does not have the problems that
TransE has but is still simple to train. While RESCAL had large representations
for entities and relations, HolE only uses vector representations for entities and
relations. The loss function uses a circular correlation operation, which guarantees
more expressiveness than TransE and DistMult, but still is scalable.
ANALOGY [67] is an embedding technique combining basic ideas of translation
embeddings with analogical inference. The idea of analogies is that triple learning of
one triple should profit from existing analog triples by applying additional constraints
on the vector representations. Entities in ANALOGY are simple vectors. Relations
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are mapping matrices that map a subject entity to the respective object entity for
valid triples. The relation matrices are used for representation purposes.
4.2.2 Detecting Synonymous Relations
In the previous section, we have described how relations are represented in latent
knowledge graph embeddings to measure their similarity. This section presents a
method that takes knowledge graph embeddings as an input and outputs a list of
synonymous relations in a purely unsupervised fashion. Hence, no synonym pairs
are needed as training data.
Given some knowledge graph with its set of relations R, our method first creates
a knowledge graph embedding from the original knowledge graph. Each relation is
now either represented as a high-dimensional vector or a high dimensional matrix
in this embedding. In the case of matrices, we concatenate the rows into a single
vector. Hence, we obtain exactly one vector vr for each relation r ∈ R.
Example. Imagine the knowledge graph contains the two triples Albert_Einstein,
birthplace, Ulm) and (Albert_Einstein, bornIn, Ulm). A knowledge graph
embedding is trained on these two and all other triples of the graph. For birthplace,
we may obtain a vector (0.3, 0.2, 0.3), while for bornIn, the vector (0.55, 0.34, 0.72)
was created. The cosine similarity among these vectors is 0.99, the cosine distance
is 1 − 0.99 = 0.01. A high cosine similarity implies that the two vectors are almost
parallel. Therefore, the relations are also supposed to have high semantic similarity
and are good candidates for being synonymous. Due to the high similarity of the
two relation vectors, they are also used for triple prediction tasks. If we combine
the vector presentation for Albert_Einstein with either one of the two vectors,
the resulting vector is close to the vector of Ulm. A clear indicator that the vector
similarity indeed is a good measure for semantic similarity.
We propose to work with a similarity measure and a distance measure. A distance
of 0 or a similarity of 1 indicates identity: cosine similarity and L1-norm. Cosine
similarity is defined as the angle between two vectors. simcos(r, r′) = r·r
′
||r||||r′|| . Cosine
distance gives a value between -1 and 1. L1-norm is a distance metric also known as
Manhattan distance. It is defined as distL1(r, r′) =
∑︁d
i=1 |ri − r′i|, d being the number
of dimensions of the embedding. In contrast to the cosine distance, the L1 metric is
not restricted to a fixed range. It is a distance measure for the absolute difference of
Cartesian coordinates between two vectors.
4.2.2.1 Classification
For identifying a list of synonymous relations, we need to perform a pairwise
classification for each pair of relations from R × R. As described in the preliminaries
section, our goal for classification is to pick a threshold Γ, where all relation pairs
with a higher vector similarity (or lower vector distance) are classified as synonyms.
However, computing a global threshold for all relations is not suitable here because
similarities between relations vary such that separating all synonyms from non-
synonyms is not possible.
61
4. Detecting Synonymous Relations




















































Figure 4.2: (a) A distance histogram from FB15K with the knowledge graph
embedding TransE for the relation award ceremony, (b) friend and (c) title.
Instead, we have a look at distance histograms for each relation r by computing
the L1-metric from relation r to all other relations in R. Three example histograms
are plotted in Figure 4.2. For the histograms, we have counted the number of
relations that have a certain L1-distance to the original relation r. Relations that are
on the left-hand side of the diagram are usually similar or even synonymous. For the
relation award ceremony in Figure 4.2 (a), the average distance is around 6, with
a single outlier having a distance of around 2. Such outliers are usually synonym
relations. Hence we would like to pick a threshold that separates the outlier from
the rest of the distribution. When we look at the relation friend in Figure 4.2 (b),
the average distance is around 7, no outlier on the left side of the distribution is
found. In this precise case, no similar relation is found, and indeed the relation has
no synonym in the dataset. For the relation title depicted in Figure 4.2 (c) it gets
more difficult. The average distance is again around 7. However, the closest relation
has a distance of only 2, while it is not a clear outlier. Indeed the relation has several
synonyms, but they are difficult to separate from the rest of the distribution. Since
all distributions are quite different from each other, a global threshold is not helpful
here. Instead, we choose a distribution-dependent outlier detection that identifies
outliers, such as in Figure 4.2 (a), but also synonyms as presented in Figure 4.2 (c).
To perform this outlier detection, we rely on distribution-based outlier detection,
known as the Z-score [98]. The Z-score for some relation r and relation r′ ∈ R
is defined as follows: zr,r′ = dist(r,r
′)−µr
σr
, µr being the arithmetic mean and σr the
standard deviation. The Z-score measure detects outliers in the distance or similarity
distribution based on the standard deviation of the arithmetic mean. Now, still, a
global threshold for the classification of the Z-score is needed, which either is low
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to achieve high-quality results or high to achieve recall-oriented results. We do not
choose a fixed threshold here but evaluate the quality of our method for various
thresholds resulting in precision-recall curves.
4.2.3 Evaluation
The following experiments are based on our previously published work [55]. Therefore
the following experimental descriptions are a verbatim quote.
Overall, eight different knowledge graph embeddings on several real-world
knowledge graphs are trained and compared to the method from Abedjan and
Naumann from [1], which is used as a baseline. We employ the knowledge graph
embeddings RESCAL, TransE, TransH, TransD, ComplEx, DistMult, HolE, and
ANALOGY on Wikidata, Freebase, and DBpedia. Additional results and scripts
for reproducing the results may all be found in our Github repository2. Our
implementation of the knowledge graph embeddings is based on the framework
OpenKE [42] which comprises nine knowledge graph embedding models. TransR [66]
is excluded from the evaluation since it could not return any synonymous relations at
all. The implementation of our classification, the evaluation scripts, and the baseline
systems are in Python.
In this section, we want to evaluate synonym detection in a two-fold manner:
(1) Experiments where we could evaluate precision and recall with synthetic synonyms,
(2) but also a real-world scenario where we are not making any assumptions when
generating synthetic synonyms.
Overall this resulted in three experiments:
1. We first experimented on a subset of Freebase (FB15K [12]) that is known to
perform well for training knowledge graph embedding models. To measure recall
and precision, synthetic synonymous relations are introduced into Freebase.
2. The second experiment is performed on synthetic synonyms in Wikidata. A
knowledge graph that has, due to its size and sparseness, rarely been tested for
knowledge graph embeddings. Since Wikidata’s size is not suited for knowledge
graph embeddings to be trained on, a sampling technique that still allows
finding all synonymous relations is used.
3. The third experiment on DBpedia, a manual evaluation of the Precision@k
instead of introducing synthetic synonymous, is performed. In contrast to
Wikidata, DBpedia is much more heterogeneous because it comprises a larger
number of relations. A measurement of the recall is not suitable here because
no gold standard of synonymous relations is available. Building a gold standard
would require manually checking millions of possible synonym pairs.
In a final discussion, a comparison of the various experiments is made. Cases
where our technique could not identify synonymous relations are further discussed.
The discussion also presents the advantages and disadvantages of the different models.
It provides guidelines for choosing the right model for synonym detection.
2https://github.com/JanKalo/RelAlign
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Baseline Based on Frequent Itemsets. In all experiments, the eight embedding
models are compared to the baseline technique from [1]. Since no implementation
is available for the baseline system for synonym detection, we re-implemented the
Range Content Filtering and Reversed Correlation Coefficient as described in the
paper. Further details on our Python implementation are available in our Github
repository. However, the technique has a minimum support as an input parameter
for the range content filtering step, which highly influences precision and recall. We
performed a grid search on the minimum support to tune this parameter to achieve
the highest F1 measure.
Synthetic Synonyms Generation. Synthetic synonyms are created by replacing
relation IRIs with new (synthetic) IRIs in existing triples of the dataset. For
example, we replace the triple (Albert Einstein, award, Nobel_Prize) with the triple
(Albert Einstein, award_synonym, Nobel_Prize). award and award_synonym now
have identical meaning and are treated as synonymous relations. Performing a proper
relation matching requires the method to re-identify these synthetic synonyms from
the knowledge graph. For the synthetic synonym generation, an assumption from [1]
is used so that the baseline can perform synonym detection. Abedjan and Naumann
assume that synonymous relations do not co-occur for the same subject entity. In
the case of our Einstein example, all triples about his awards would either use award
or award_synonym, but should not mix the two for the same entity. This assumption
stems from the idea that entities and their triples are often inserted at once by the
same person or from the same data source. Thus, synonymous relations for the
same entity are rare. For the experiments with synthetic synonyms, we introduced
exactly one synthetic relation for each relation that occurs in at least 2000 triples.
We replaced it in 50% of the triples. The F1-measure for all methods, including
the baseline method, decreases the more skewed the distribution is since it leads
to some relations being extremely rare, which negatively influences the embedding
representation of a relation. Results for the skewed distributions may also be found
in our Github repository.
Sampling Method for Large Knowledge Graphs. Knowledge graph embed-
ding training involves a lot of computational effort, which is why it should be
performed on a fast GPU. Typical GPUs are restricted in their memory size, making
it impossible to train models for complete knowledge graphs. Training embeddings
for complete Wikidata on a CPU is technically possible but is around 10-100 times
slower (i.e., several weeks) and thus prohibitive. To overcome this issue, we came up
with a sampling technique covering all relations of a knowledge graph, but only a
fraction of all triples. We randomly selected entities with all their triples to have
similarly many triples per relation in our random sample. With this sampling method,
we try to achieve that knowledge graph embeddings still work while having enough
information about each relation. Its semantics is correctly mapped to the latent
vector space.
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Figure 4.3: Precision-Recall-Curves for Synthetic Synonyms on Freebase. (a) Results
with Cosine Similarity (b) Results with L1-Metric
4.2.3.1 Evaluation of Synthetic Synonyms in Freebase
In this experiment, we compared knowledge graph embedding-based synonym
detection with the baseline system on a subset from Freebase (FB15K) that is
usually used to evaluate knowledge graph embeddings on link prediction [12]. FB15K
comprises 592,213 triples about 15k entities, using 1,345 different relation types. The
dataset does not contain any literals, hence only triples where subject and object
are resources. Originally, FB15K is a small part of Freebase that was chosen for
link prediction because it comprises many triples per entity and lots of entities per
relation. It has been shown that this dataset is particularly well suited for training
knowledge graph embeddings, also leading to good results in other tasks, such as link
prediction. Since no gold standard for the existing synonymous relations in FB15K is
available, we have introduced synthetic synonyms. Overall, 74 synonymous relations
have been added to FB15K.
The results of eight knowledge graph embeddings and the baseline are presented
in Figure 4.3. The baseline achieves its highest precision of 1.0 at a recall of 0.11
but then drops to a precision of 0.05. For the minimum support of 0.02 leading to
the best F1 measure, the recall never exceeds 0.5. It implies that more than 50% of
the synonyms are never found. Lower minimum support also negatively influences
the precision. Our knowledge graph embedding-based approach, on the other hand,
is evaluated with cosine and L1 metric. For the cosine similarity in Figure 4.3 (a),
the baseline performs best for low recall values. However, for a recall above 0.2, all
models but DistMult perform better than the baseline approach. The result’s quality
is even better for most models with the L1 metric in (b). TransD is best in synonym
detection, achieving 1.0 precision at a recall of 0.1 and still 0.4 precision at a recall
of 0.8.
Knowledge graph embeddings in this dataset achieve high precision for low recall
values and find many false-positive synonymous relations. These false positives are
due to Freebase’s fine granular modeling of relations, leading to many semantically
similar relations that are not synonymous. Relations in Freebase are defined for each
entity type separately, implying that each relation type is only used for a certain
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Figure 4.4: Precision-Recall-Curves for Synthetic Synonyms on Wikidata. (a) Results
with Cosine Similarity (b) Results with L1-Metric
entity type. As an example, several genre relations are defined, depending on the
class of the entities it is connected to. Differentiating music_genre from film_genre
is quite difficult, but still possible with most embedding models. However, it gets even
more complex: FB15K contains 33 different currency relations, all having slightly
different semantics but similar extensions. It is hence a problem for data-driven
synonym detection techniques when no background knowledge is given.
4.2.3.2 Synthetic Synonyms in Wikidata
The knowledge graph Wikidata is one of the fastest-growing knowledge graphs that
are openly available today. Our Wikidata version is from 9-19-2018. In contrast
to other knowledge graphs, the Wikidata community is investing much work into
controlling its vocabulary. Therefore, it is supposed to be synonym-free, making it a
great candidate for evaluating our method with synthetic synonyms. Due to its size,
we did not train knowledge graph embeddings on the complete Wikidata knowledge
graph, but on a sample that comprises 15,663,641 million triples, with 341 synthetic
synonymous relations out of 1,797 relations.
The precision and recall curves for all eight models and the baseline are presented
in Figure 4.4. The knowledge graph embedding-based approaches show a higher
precision than the baseline for cosine similarity and L1-metric. Only RESCAL cannot
hold up with any other system. The baseline starts with high precision but sharply
decreases and ends at a precision of 0.2 at a recall of 0.3. For the optimally chosen
minimum support, the baseline only returns one-third of all synonymous relations.
ComplEx and HolE achieve the best classification results, outperforming the baseline
by far. HolE has a precision of 0.75 at a recall of 0.3 and then is decreasing (cf.
Figure 4.4 (a)). ComplEx, in contrast, is starting with a lower precision but still has
a precision of over 0.5 at a recall of 0.5 (cf. Figure 4.4 (b)).
Training good knowledge graph embeddings on a knowledge graph that is as
sparse as Wikidata leads to lower quality models in contrast to FB15K It also impairs
the quality of synonym classification. However, Wikidata, in contrast to FB15K,
does not contain highly similar relations that could be misjudged as false positives
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Figure 4.5: Manually evaluated Precision@k for Synonyms in DBPedia. (a) Results
with Cosine Similarity (b) Results with L1-Metric
by the classification technique. These two factors even out each other leading to a
comparable quality to FB15K from the previous experiment.
4.2.3.3 Finding Synonyms in DBpedia with Manual Evaluation
As a last experiment, we also want to show that our method identifies existing
synonyms in a large-scale and heterogeneous knowledge graph. Therefore, we evaluate
our method with all embedding models and the baseline on a sample of DBpedia-
16-2010. Due to its size, again, a random sample similar to the procedure before is
taken, resulting in a dataset with 12,664,192 triples and 15,654 distinct relations.
For the manual evaluation on DBpedia, the annotator were supposed to evaluate
relation pairs into synonyms and non-synonyms. To measure the task’s difficulty, we
first measured the inter-annotator agreement on a small sample of our dataset. We
achieved an annotator agreement of over 0.90 for two independent raters, implying
that they came to similar results. Due to this experiment and the dataset’s size, we
decided on only a single annotator for the manual evaluation. This manually-built
dataset stems from the top 500 results for each embedding model and the baseline
summing up to around 3600 relation pairs, of which 1100 have been classified as
correct. The dataset is freely available online 3. With this dataset we are able to
obtain Precision@k values up to k = 500.
The results as Precision@k of our manual classification are presented in Figure 4.5.
For the baseline approach in this experiment, we chose a minimum support that
returns around 500 results to be comparable to the other results. Choosing lower
minimum support would increase the number of returned results but decreases the
precision. Compared to the other models, the baseline starts with a low precision
for k = 50, with a steadily increasing precision of up to 0.25 at k = 500. Note
that the baseline is never exceeding a precision of 0.3 with the chosen minimum
support value. The unconventional behavior of the curve is due to the assumption
synonymous relations never co-occur for the same subject. This assumption is not
3https://figshare.com/s/11d4af3169a0e6d2437b
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true for DBpedia. The precision of our classification method on top of knowledge
graph embeddings is showing higher precision for almost all models. HolE, ComplEx,
and ANALOGY all show comparably high precision values for high k values. In
contrast, the translation embedding models TransE, TransD, and TransH are quite
weak to the earlier experiments. HolE with L1-metric in Figure 4.5 show the best
results with a precision of 0.94 at k = 50 and still a precision of 0.7 at k = 500.
During the extensive manual evaluation of the models, we got a detailed insight
into the advantages and disadvantages of the models on DBpedia. Widespread
synonymous relations that can clearly be distinguished from others are clearly
identified as synonyms. These are for example relations for genre, almaMater,
deathPlace, birthPlace and award. Problematic, at least in DBpedia, are rarely
used relations (fuelSystem, drums), relations with spelling errors in their label
(amaMater, birthPace) and relations that are similar to others other existing relations
(club, youthteam). Several other false positives stem from DBpedia containing
relations that are automatically extracted from external data sources that should be
integrated and reformulated. As an example, it imports an external baseball database
by creating two relations for every row of a table: e.g. stat1label, stat1value for
the first row and stat2label, stat2value. These false positives are not synonymous
relations but problematic relations that should be reformulated.
In all three experiments, we have shown the advantages of our embedding-
based classification method on various knowledge graphs. The baseline has been
outperformed by almost all embedding techniques because it heavily relies on
synonymous relations to share object entities. In contrast, knowledge graph
embedding-based approaches detect synonyms even though they do not share any
subject nor object entities. As an additional drawback, the baseline requires parameter
tuning for the minimum support value.
We have seen that many synonymous relations are detected in knowledge graphs
if they are frequently used. The semantics of rare relations can hardly be mapped
to the knowledge graph embedding, hindering the data-driven synonym detection
mechanism. All embedding models show varying qualities across the different datasets,
with HolE showing consistently good if not the best results when choosing L1-metric.
For most other models, L1-metric is also showing better results. Still, no model could
identify all synonymous relations with high quality only based on the knowledge
graph itself.
The fine-grained modeling of relations (as in Freebase and DBpedia) is often
problematic since these relations may hardly be distinguished from real synonyms,
even in our extensive manual evaluation. We observed that relation pairs that have
been counted as false positives often are pairs of relations that are incredibly similar.
For example, /education/university/local_tuition./.../currency and
/education/university/domestic_tuition./.../currency both are highly sim-
ilar in their extension, however are, semantically speaking, slightly different. One is
used for the currency of the tuition at universities for local students, the other one
for domestic students. The semantics of local and domestic students might be very
close but is not synonymous. We believe that these relations could be integrated.
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However, detecting such a difference by a purely data-driven approach seems to be
almost impossible.
4.2.4 Discussion
In this section, we have shown how relation representations from knowledge graph
embeddings are used to identify synonymous relations in real-world knowledge graphs.
We have performed experiments on Freebase, Wikidata, and DBpedia and showed
embeddings could be used to achieve high precision and high recall. While some
embeddings performed significantly better than others, all of them outperformed the
frequent itemset baseline technique.
In the manual analysis of the results for the DBpedia experiments, we could
gain several insights on the performance and the problems of the embeddings. For
some potential synonyms, making a decision for or against being synonym was
extremely difficult without looking into the data or having background knowledge
on the relation’s domain. In such complex cases, knowledge graph embedding-based
synonym detection techniques are far from achieving perfect results. We believe that
most complex cases may not be detected by any automatic method when additional
background information is not available. Here, we think a human-in-the-loop process
could help to further advance synonym detection in knowledge graphs.
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4.3 Mining Relation Definitions
In the previous section, we have seen an approach for synonym detection in knowledge
graphs, which works on arbitrary knowledge graph embedding techniques. We have
seen that this method indeed achieves high-quality results on Freebase, Wikidata,
and DBpedia, outperforming a frequent itemset baseline. However, as outlined in
the conclusion, our manual evaluation has shown that many false-positive results
have been returned. Often results were somehow related to each other but not
synonymous. As an example, knowledge graph embeddings identify north and south
as synonymous relations. This decision is incorrect. In this, but also in many other
cases, it is difficult to understand why some synonyms are identified well while others
are not. The latent nature of embedding techniques is not helpful to provide a better
understanding.
In this section, we propose an interpretable technique building on logical rules
to overcome this lack of explainability. Interpretability offers the possibility to
use the method in a semi-automatic way to support manual cleaning efforts in a
pre-processing step. Thus, a human supported by this synonym detection system
could easily use his world knowledge to figure out that north and south are not
synonymous.
The technique we have presented in an ESWC publication [58] uses Horn
rule mining similar to the work on previous work on open knowledge graph
canonicalization [34]. While Galárraga et al. mine equivalence rules of the form
r ⇔ r′ directly from the knowledge graph and therefore require synonymous relations
to have high overlap in subject and object entities, we have developed an indirect
rule mining approach. Instead, we create logical definitions of relations, which even
are understood by humans. Then definitions of relations are then matched against
each other to find synonymous relations.
Example. For the relation grandfather a definition might look as follows:
father(x, y) ∧ father(y, z) ⇔ grandfather(x, z)
While for the relation granddad, we may find also a definition:
father(x,y) ∧ father(y,z) ⇔ granddad(x,z)
We observe that even though grandfather and granddad are different relations,
they have identical definitions. Thus, we conclude that they are synonyms.
This section presents a rule mining technique, which identifies synonymous
relations by matching their definitions with high quality. Furthermore, the technique
offers good explainability in contrast to the embedding-based techniques we have
presented before. In our evaluation section, we evaluate our technique on Wikidata
and DBpedia against a frequent itemset baseline and the top embedding approaches
from the previous section. We show that, indeed, rule mining is superior since it
offers better results while still being explainable.
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Figure 4.6: An example knowledge graph about persons and their ancestors. Nodes
are entities and edges are relations.
4.3.1 Preliminaries
In this section, we shortly introduce Horn rules and metrics for Horn rule mining.
Similar to before, we work with RDF-based knowledge graphs consisting of a set of
subject, relation, object triples to build a method that identifies synonymous relations.
Two relations r and r′, having two distinct IRIs (r ̸= r′), are called synonymous,
when they represent the same real-world relation. Our notation of Horn rules over
knowledge graphs stems from Galárraga et al. [37].
Each triple (s, r, o) can also be written in the form of a logical atom as r(s, o)
In an atom, not only entities (subjects or objects) are allowed, but also variables
x, y, z1, z2, . . . from some universe of variables V . A rule is a logical implication
consisting of a body and a head. The body is a conjunction of multiple atoms bi
(i ∈ {1, ..., k}) while the head is only a single atom: b1 ∧ ... ∧ bk ⇒ r(s, o). If we have
multiple positive and conjugated body atoms and a single positive head atom, we
call the rule a Horn rule. If every variable in a rule occurs at least two times, the
rule called closed. Throughout this work, we only use closed Horn rules.
Example. The definitions for grandfather and granddad we presented in the
introduction were inspired by Horn rules. An underlying Horn rule is for example
the following:
father(x,y) ∧ father(y,z) ⇒ granddad(x,z)
The meaning of this rule is as follows. Entities matched to the body of the
rule (subjects and objects are assigned to the variables) also match the head. If an
entity is matched against y, this entity is supposed to be the father of the entity
assigned to x. The entity assigned to z is supposed to be the father of the entity
assigned to y. Then it is implied that z is the granddad of x. Usually, such (closed)
rules are used for knowledge graph completion, i.e., to predict new facts. For the
example knowledge graph depicted in Figure 4.6, we could match the rule as follows:
father(Karl M., Heinreich M.) and father(Heinrich M., Mordechai M.L.) could be
matched to the body, such that we predict the fact granddad(Karl M., Mordechai
M.L.) using our rule. Hence, we predicted the already existing fact that Mordechai
Marx Levy was the granddad of Karl Marx. Similarly, we could also predict the new
fact granddad(Albert E., Abraham E.)
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Such Horn rules are usually created in a mining process on an incomplete real-
world knowledge graph. Thus they are also called statistical rules. Galárraga et
al. present measures for assessing the quality of rules similar to classical quality
measures for association rule mining [37]. The first measure is used to quantify the
popularity of a rule, i.e., the number of instantiations of the rule in the knowledge
graph. This measure is called support:
supp(B ⇒ r(x, y)) = #(x, y) : ∃z1, . . . , zn : B ∧ r(x, y),
with z1, . . . , zn being variables only occurring in the body B distinct from x and y.
For our example rule from before, the support is 2, because the rule is supported
by the instances Karl Marx, Gottfried Leibniz, and their respective ancestors. The
rule father(x,y) ∧ father(y,z) ⇒ grandfather(x,z) has a support of 1. This
classical support measure is an absolute measure for the frequency of instantiations
of a rule in some knowledge graph. Thus the support is highly dependent on the size
of the knowledge graph and the frequency of single relations in a knowledge graph.
To overcome this disadvantage, a relative support value, the head coverage was
introduced [37]. It measures the absolute support relative to the occurrences of the
head relation of a rule.
hc(B ⇒ r(x, y)) = supp(B ⇒ r(x, y))#(x′, y′) : r(x′, y′)
For our example rule, the respective head coverage is 0.66. The absolute support
value was 2, while the head relation granddad occurs exactly three times.
An additional measure that is usually used for association rule mining is the
standard confidence. The standard confidence assesses the prediction quality of a
rule by comparing the number of true predictions in the knowledge graph relative to
the number of all possible predictions that are made by the rule:
conf (B ⇒ r(x, y)) = supp(B ⇒ r(x, y))#(x, y) : ∃z1, . . . , zn : B
The higher the confidence, the more a rule is justified by the knowledge graph.
Regarding our example rule again, its confidence with regard to our knowledge graph
in Figure 4.6 is 0.66. The body matches exactly three times to the knowledge graph,
while the support is two. It implies that the rule predicts three facts, two of them
already existing in the knowledge graph. The new fact that is predicted by the rule
is Abraham Einstein is the granddad of Albert Einstein.
4.3.2 Mining Relation Definitions for Synonym Detection
In this section, we use existing rule mining techniques to find equivalence rules, which
then are used for identifying synonymous relations. An equivalence rule or synonym
rule states that two relations r1 and r2 are synonymous:
r1(x, y) ⇔ r2(x, y),
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A synonym detection algorithm using rule mining to find synonyms tries to find two
rules r1(x, y) ⇒ r2(x, y) and r2(x, y) ⇒ r1(x, y) which culminates to synonymity of
r1 and r2 [34]. However, finding such a rule requires r1 and r2 to overlap in their
extension, i.e., to share the same subject-object pairs in a knowledge graph.
Example. In our example knowledge graph depicted in Figure 4.6, we find the
following two rules:bornIn(x,y) ⇒ birthPlace(x,y) and birthPlace(x,y) ⇒
bornIn(x,y). The first has standard confidence of 0.5, while the latter has perfect
confidence of 1.0. Thus, we could assume them to be correct and infer the associated
synonym rule bornIn(x,y) ⇔ birthPlace(x,y).
But, since in real-world knowledge graphs, synonyms often stem from several
sources, they may not be found by this rule mining idea since they do not share
the same subject-object pairs within the same knowledge graph. Even though this
simply rule-mining-based technique finds some synonymous relations, in real-world
scenarios, a large part of synonyms cannot be found at all.
Example. The relations granddad and grandfather are synonymous in our example
knowledge graph. They both describe the relationship between a grandchild and
its grandfather but have different IRIs. However, the rule grandfather(x,y) ⇒
granddad(x,y) has a support of 0 and thus cannot be found by any mining technique.
Finding the respective synonym rule for the two relations is therefore not possible
with this simple technique.
4.3.2.1 Mining Relation Definitions
To overcome the problem described in the previous example, we use an indirect
mining approach to find synonym rules. We first mine so-called relation definitions.
A definition is seen as a logical paraphrase of a relation through other relations.
Example. For the relation granddad, we may for example find the following
definition:
granddad(x,z) ⇔(father(x,y) ∧ father(y,z))∨
(mother(x,y) ∧ father(y,z))
This definition says that a granddad is equivalent to being the father of some person’s
father or being the father of some person’s mother. If we could find a similar definition
for the relation grandfather, we could infer that they are synonyms.
Formally, we try to find a synonym rule r1(x, y) ⇔ r2(x, y) indirectly by mining
their definitions D.
r1(x, y) ⇔ D ⇔ r2(x, y),
From this rule, we infer the synonym rule by transitivity. However, state-of-the-art
rule mining systems are build to find Horn rules. In contrast to definitions, a Horn
rule only consists of a simple implication between body atoms and the single head
atom. Mining in the opposite direction is not simply possible.
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Example. Applying a rule mining approach to our example knowledge graph for
the head relation granddad would give us two rules: (a) the paternal granddad
father(x,y) ∧ father(y,z) ⇒ granddad(x,z)
but also (b) the maternal granddad
mother(x,y) ∧ father(y,z) ⇒ granddad(x,z).
Rule (a) has a standard confidence of 0.66 and a head coverage of 0.66, while the
second rule has a standard confidence of 1.0 and a head coverage of 0.33. Both rules
together describe what being a granddad means pretty well. The combination of
both corresponds to the definition from before:
granddad(x,z) ⇐(father(x,y) ∧ father(y,z))∨
(mother(x,y) ∧ father(y,z))
This combined rule has a head coverage of 1.0 and a confidence 0.75. We see that the
combined head coverage is the sum of the head coverages from both original rules.
It is only true since the bodies match different entities. More generally, however,
instantiations of different Horn clauses in a definition might overlap, which needs to
be considered for head coverage computation of the disjunction of bodies by counting
distinct instances only.
However, this rule still only expresses an implication and not the required
equivalence between definition and head relation to achieving our goal of mining
synonym rules. On the other hand, we have also observed that the disjunction of
the bodies of the two rules leads to higher overall head coverage in the combined
rule. A high head coverage implies that it is more likely that we observe the body
when the head was matched. A head coverage of 1.0 means that whenever the head
relation is matched to the knowledge graph, we also match the body. From this
observation, we see that head coverage and standard confidence have something
in common: Looking at their definitions again, we notice that both have the rule
support in their numerator. For standard confidence, the denominator is the number
of matches of the rule body. In contrast, for the head coverage, the denominator is
the number of matches of the head relation. This implies the following equality:
conf (B ⇒ r(x, y)) = hc(B ⇐ r(x, y)).
A high head coverage and high standard confidence in a rule imply that the body
and head are equivalent.
Using these observations, we are now able to define the idea of propert definitions
for relations r ∈ R as a disjunction of Horn clauses, i. e., D = b1 ∨ ... ∨ bk, such
that the rule D ⇔ r holds. This rule is fully supported by a knowledge graph when
standard confidence and head coverage are exactly 1.0. However, in these cases, the
definition and the respective relation share all their entities. It is usually not helpful
for finding synonym rules. In practice, such high-quality rules are hardly found.
Horn rule mining usually leads to high confidence rules with low head coverage.
To achieve a high head coverage, we need to combine different rule bodies into
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definitions covering diverse entities from the knowledge graph, such that the overall
head coverage is high. This way, we are able to find relation definitions with high
quality to now mine synonym rules for synonym relation detection.
4.3.2.2 Mining Synonym Rules by Matching Definitions
The problem when we use relation definitions for finding synonyms in heterogeneous
knowledge graphs is that usually, no relations are found that have identical definitions.
Usually, the data is too incomplete and too heterogeneous.
Example. When we now look again at the definition for granddad from above and
a newly mined definition for grandfather:
grandfather(x,z) ⇐father(x,y) ∧ father(y,z)
This rule has a confidence of 0.33 and a head coverage of 1.0. Thus we conclude
that the definition of grandfather is the father of a father. Thus, it is incomplete,
which is a typical problem that occurs in incomplete knowledge graphs. Hence, the
definition is different from the definition that we mined for the granddad relation
before. They only share one part of the definition. We therefore need to relax our





Since for granddad, we now leave out a part of the definition, the overall head
coverage for its definition is lower. It may be a problem for the overall definition’s
quality, which may also reflect the quality of the resulting synonym rule.
We first describe the overall process: (1) We first perform a rule mining process
on a knowledge graph to obtain definitions for all relations. (2) In a second step, we
perform a pairwise matching between the definitions of all relations
In this second step, we aim at maximizing the overlap of the definitions of two
relations since a high overlap ensures a high-quality synonym rule and, therefore,
high-quality synonymous relations. To compute this overlap, we choose the Jaccard
coefficient between definitions as |D1∩D2||D1∪D2| . Bodies from a definition are identical if
they are structurally identical. The result of this computation is a value between 0
and 1 for each relation pair of the knowledge graph. This Jaccard coefficient can be
seen as some kind of confidence value for the matching process. In our granddad
and grandfather example above, the Jaccard coefficient is 0.5.
The result of this process is a ranked list of pairs of relations by their Jaccard
coefficient. If no matching partner could be found, the confidence value is 0.0. The
top-ranked results of this list have the highest confidence of being synonymous
relations. Low-ranked results may not be synonymous. Identifying synonymous
relations from the knowledge graph boils down to picking a confidence threshold and
counting all relation pairs from the list with higher confidence values as synonyms.
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4.3.3 Evaluation
The presented experiments are based on a previously published work, and therefore
several passages are quoted verbatim from the paper [58].
In our experiments, we evaluate our rule-based technique against a frequent
itemset-based technique [1] and our knowledge graph embedding approach on two
large real-world knowledge graphs. Our implementation, a description on how to
reproduce the experiments, and the datasets are all available through our Github
repository4.
For all experiments, we employ an existing tool for mining Horn rules: we use
AMIE+ [35] with a minimum head coverage of 0.005, minimum confidence of 0.05,
and a minimum initial support to mine closed and connected Horn rules on the
datasets. If the rule mining algorithm did not output new rules for more than 10
hours, we preliminary stopped the mining process and used the rules mined so far.
Overall, two experiments using seven baseline approaches are performed: (1) To
assess whether the quality of synonym detection methods is ready for cleaning real-
world knowledge graphs, we perform a manual evaluation of the quality of the system
on DBpedia. (2) In the other experiment, we want to analyze the recall and precision
of synonym detection techniques on synthetically created synonyms in Wikidata.
Overall, we compare the approaches on two large real-world datasets Wikidata
and DBpedia. Since both datasets have several hundred million triples, which is
unfeasible for training knowledge graph embeddings as well as for mining rules in a
feasible time, we stick to the sampled datasets that have been built in [55]. It also
allows for a better comparison of our results to previous works. In their work, the
authors have presented a sampling technique that keeps triples with every existing
relation in the respective knowledge graph while reducing the overall number of
triples. Our gold standard datasets containing our manually labeled synonyms for
DBpedia and the synthetic synonyms for Wikidata are available online5.
Frequent Itemset Baseline. The approach presented in [1] uses frequent itemset
mining to detect synonymously used relations to perform query expansion. In this
work, we used the implementation and results of this baseline from [55]. In that
work, we re-implemented the approach using Range Content Filtering and Reversed
Correlation Coefficient as described in the original paper using Python and Spark.
The implementation of the approach is also openly available on Github. As an input
parameter for frequent itemset mining, the approach requires the user to provide a
minimum support value. For both experiments, a grid search optimizing for optimal
F1-measures was performed.
Knowledge Graph Embedding Baselines. In our previous work that was
described in Section 4.2, we have shown that knowledge graph embeddings might be
used to detect synonymous relations by using outlier detection techniques on the
relation representation in state-of-the-art embeddings. In this section, we only take
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Figure 4.7: Experimental results from our approach RuleAlign in red to several
baselines on DBpedia manually evaluated with precision@k up to k = 500.
ComplEx [110], DistMult [121], ANALOGY [67] and HolE [82]. All these techniques
achieve high quality in the top results. The recall, however, is problematic in some of
the presented experiments. We further analyze the differences of the fundamentally
different approaches embeddings vs. logical rules in various settings here.
4.3.3.1 Manual Quality Evaluation in DBpedia
The DBpedia sample comprises 12 million triples with around 15,000 different
relations with several natural synonyms, ranging from rare synonyms only occurring
in around 100 triples up to synonyms being part of hundreds of thousands of triples.
The evaluation on DBpedia is performed manually for the top 500 results of each of
the approaches classifying pairs of relations in either being synonyms or not. For the
baseline approaches, we rely on the datasets classified from Section 5.2 extended by
a manual classification performed for our newly proposed approach.
In this experiment, we have performed a manual evaluation for the precision@k
up to k = 500 on a DBpedia sample comparing eight different approaches. The
results are presented as line graphs in Figure 4.7.
The frequent itemset-based baseline has an increasing precision for higher k values
due to a ranking function that assumes that synonymous relations are not occurring
for similar subject entities. This assumption is not true for DBpedia. The precision
for this baseline always is below 30% and also does not exceed 30% for k values
above 500. The best embedding-based baseline is HolE, having a maximum precision
of over 90% in the top 200 results and precision around 70% at k = 500.
Our approach, presented as RuleAlign in red, shows the best results in this
experiment together with the embedding model HolE, finding at least 352 correct
synonyms. Overall, the number should go into the thousands when we extended our
manual evaluation. In comparison to a direct rule mining approach for equivalence
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Table 4.1: Matched relation definitions mined from DBpedia as an explanation for
the result.
Relation Definition
grandsire(x,z) sire(x,y) ∧ sire(y,z)
nationality(x,y) stateOfOrigin(x,y)
nationality(x,z) birthPlace(x,y) ∧ country(y,z)
north(x,y) east(y,z) ∧ northeast(x,z)
rules, our indirect approach finds at least 77 correct synonym pairs on our DBpedia
dataset, which cannot be found by the other approach because they have no support.
As an additional feature, our approach is able to propose explanations for the
synonym predictions in the form of relation definitions. The top explanations are
having a high head coverage, covering lots of entities, and have high confidence.
In Table 4.1, we present some example definitions from DBpedia. Since, for many
relations, around 100 Horn clauses are in the definition, we only present top matched
Horn clauses. These explanations are natural definitions of the respective relations
that would also be used in the real world. Note that besides these human-readable
example definitions, many synonym pairs are entirely different in their respective
IRI labels, e.g., "dbp:ff" (father of the father) and "dbp:grandsire" and are therefore
difficult to be identified by humans without our automatic data-driven approach.
A closer look at our predictions reveals some shortcomings of our approach. First
of all, our approach is not able to distinguish the gender within some relations. We
classify, for example, father and mother as synonyms because no rule captures the
gender correctly. One reason for that is that gender is only mentioned as a literal,
ignored by the rule mining approach. A second problem is relations that hardly
are distinguished by their data instances because they are extremely similar. As
an example firstDriver and secondDriver representing a person’s placement in a
race, cannot be distinguished. Furthermore, false-positives in the form of hyponyms
as for example genre and musicGenre are returned.
4.3.3.2 Precision-Recall Evaluation in Wikidata
The Wikidata sample has more than 11 million triples and more than 1,500
relations. In contrast to DBpedia, it is supposed to be free of synonyms due
to intensive manual curation. Therefore, we have introduced synthetic synonyms
here by randomly re-naming existing relations similar to our evaluation in Section
4.2. For the triple (Albert E., father, Hermann E.), we instead use (Albert E.,
father_synonym, Hermann E.). Thus, the relations father and father_synonym
are treated as synonyms but never co-occur for the same subject-object pair. Overall,
343 synonymous relations have been introduced that need to be identified for the
approach. A more detailed description of the creation of the dataset can be found in
the previous section.
The second experiment measures precision and recall for the Wikidata sample.
Our results regarding this experiment are presented as precision-recall curves in
Figure 4.8. We again start by having a look at the frequent itemset baseline in black.
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Figure 4.8: Experimental results from our approach RuleAlign on Wikidata. We
provide a precision-recall analysis for synthetic synonyms.
It starts with high precision for low recall values and then drops sharply to under
20%. The maximum precision is at 21% at a recall value of around 35%. Due to the
minimum support value that leads to the best F1-measure, no higher recall value is
achieved here. Embedding-based approaches achieve a high precision up to a recall
of 30%. The best approach is again HolE, starting at 90% precision for a recall of
10% and precision of 10% for 70% recall. In contrast, our approach (red) is having a
perfect precision for recall values up to 30% and still a precision over 90% for a recall
of 70%. The recall of our approach sharply drops, only achieving around 80% recall.
For Wikidata, our approach achieves extremely high precision but also has
problems in the recall due to two reasons: (1) For 32 relations, no rule could be
mined due to the minimum head coverage in the rule mining process. (2) The other
synonyms could not be found since none of the mined rules fulfilled our minimum
confidence threshold. The few false positives that have been returned by our approach
often were hyponyms instead of synonyms.
The rule-based approach matching data-driven relation definitions for detecting
synonymous relations achieves high precision. In both datasets, we could observe
that a high Jaccard coefficient often implies that the respective relation pair is
synonymous. In the Wikidata experiment, all pairs with confidence above 0.9 are
synonyms, and also, in DBpedia, a high Jaccard coefficient leads to good results.
However, in DBpedia, only a few synonyms with high confidence could be found.
For lower Jaccard coefficients, a higher proportion of false positives is returned
because these relations often were in a hyponym relation. This problem could be
solved by an improved matching process that also takes into account the head
coverages of the rules when computing the Jaccard coefficient. However, this might
further decrease the recall of our approach, which has already been observed as a
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problem for the Wikidata dataset. The simple Jaccard coefficient, as used in this
work, achieves a high precision with a reasonable recall.
A low recall could also be prevented by mining rules with lower head coverage, by
mining more expressive rules, or by decreasing the minimum confidence threshold. In
turn, this might further decrease the performance of the rule mining tool, resulting
in enormous rule sets.
Several false positives that were returned in DBpedia had a high overlap in their
data instances and, therefore, also similar definitions. These relations were similar,
but from the labels or IRIs, we observed that they were not a synonym. These
cases are hardly identified in a data-driven fashion because they often need detailed
domain knowledge.
4.3.4 Discussion
In this section, we presented a novel approach for detecting synonymous relations in
real-world knowledge graphs in a purely data-driven way using Horn rule mining.
One key advantage of this technique is that it is fully explainable and, therefore,
is easily integrated into a human-in-the-loop process for cleaning heterogeneous
knowledge graphs. We were able to evaluate the performance of our technique on
two large knowledge graphs against embedding methods that were also developed by
us. The precision achieved by the rule mining approach was even higher than for the
knowledge graph embedding approaches.
However, our manual analysis of the results also gave us the impression that this
rule-based approach is close to the maximum precision that a purely data-driven
synonym detection for relations can achieve. Many false positives detected by our
technique had an extremely high overlap in their subject and object entities. Only
the IRI revealed that the relations have different semantics. Such cases can only be
solved when additional knowledge is integrated into the matching process. It can
either be background knowledge in the form of textual descriptions of the relations
or some kind of domain knowledge.
4.4 Conclusion
In this chapter, we have discussed the problem of relation heterogeneity. Instead
of classical matching problems between exactly two knowledge graphs, detecting
synonymous relations within a single knowledge graph brings various new problems
that existing techniques cannot deal with. At the point of publication of our ideas,
only a few ideas on dealing with synonymous relations have been published [1]. Some
novel ideas similar to our work have been published lately [23, 124]. Also, some work
on hypernyms and hyponyms in single knowledge graph environments was recently
published [51]. However, the existing body of work is scarce, and the problem is far
from being solved.
This chapter presents several novel methods for detecting synonymous relations
using knowledge graph embeddings and Horn rule mining. Both methods achieve very
high precision for synonymous relation detection in large real-world knowledge graphs
and outperform an existing method by far. We showed that while knowledge graph
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embeddings show promising results on large-scale heterogeneous knowledge graphs
on synthetic synonyms and actual synonyms in DBpedia, they lack explainability.
In follow-up work, we could show that an indirect rule mining approach based
on Horn rule mining finding relation definitions outperforms the novel embedding
techniques while guaranteeing good explainability. We have shown that in a real-
world scenario on DBpedia, several hundred synonymous relations could be identified
with a precision of over 70%. Even though these results are not perfect, we believe
that the rule mining idea offers the possibility to support human workers in cleaning
knowledge graphs.
For the future, it would be interesting to combine both works with our work from
Chapter 3 so that negative transitivity effects are minimized when more than two
synonymous relations are found in a knowledge graph. First experiments have shown
that the transitivity problem is more difficult in a single-knowledge graph environment
since usually only very small equivalence classes are created. Furthermore, we would
like to investigate existing methods for hypernym, hyponym, and inverse relation
detection. They are, similar to synonymous relations, a heterogeneity issue that
might cause incomplete query results. We think that our techniques could, with
some changes, be adapted to also these issues. We also plan to extend the rule
mining approach to use more expressive rules so that the precision and recall can be
improved even further. However, this is quite difficult due to the major performance




Avoiding Heterogeneity by Implicit
Knowledge Representation
In previous chapters, we have discussed several heterogeneity issues that come with
large real-world knowledge graphs built from various sources. We have seen that
research in the field of entity matching, ontology matching, and relation matching
has a long history of automatically integrating knowledge. In recent years several
advances in machine learning, including novel embedding-based techniques or large
artificial neural networks for performing supervised classification problems, have been
made. Hence, methods for automatic data integration have been improved. However,
we are still far from being able to solve all heterogeneity problems. Novel techniques
either require massive amounts of training data or are only evaluated on artificial
benchmarks that are not representative of real-world problems. As shown in our
chapter on entity heterogeneity, state-of-the-art entity matching techniques cannot
work in realistic multi-knowledge graph scenarios. For relation matching, only a few
methods exist at all. As discussed in Chapter 3, synonymous relations still need to
be resolved by humans since automatic techniques cannot achieve sufficiently high
precision.
Recently, a novel paradigm that could be used to overcome most of these
heterogeneity issues was introduced. Instead of explicitly storing knowledge in
a knowledge graph, we could query large neural language models that implicitly
contain knowledge from millions of unstructured texts [90]. Neural language models
learn to predict the next word/sentence given a sequence of words.
Example. A query asking for the birthplace of Albert Einstein could be translated
into a natural language sentence:
Albert Einstein was born in [MASK].
The [MASK] is completed by the language model with the most probable word that
fits that position based on previously read texts. It returns a list of words together
with their probabilities. Among these results is the word Ulm, the city of Einstein’s
birth, which then is returned as a result.
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Petroni et al. have shown that language models indeed encode large amounts of
knowledge and could be used instead of a knowledge graph [90]. Some heterogeneity
issues become obsolete since the language model internally solves several heterogeneity
issues that are present in text. Instead of storing explicit facts in a heterogeneous
knowledge graph that has to be cleaned and integrated correctly, a language model
offers the possibility to implicitly store knowledge from unstructured data.
This chapter further investigates the idea of using a language model as an implicit
knowledge graph by building a hybrid querying system. Instead of entirely relying
on the language model, we instead build a system that answers queries from a
knowledge graph and language model in a joined fashion. This way, we can query a
knowledge graph, even if its heterogeneity leads to incomplete query results while
complementing these results with additional knowledge from the language model.
Hence, a heterogeneous knowledge graph profits from the knowledge in the language
model. On the other side, also the results of the language model are further filtered
using the explicit semantic information in the knowledge graph. In a hybrid system,
both techniques profit from each other.
Research Questions.
• How do we use implicit knowledge representation to support querying in
knowledge graphs?
• How do we combine the advantages of knowledge graphs and neural language
models?
• Which kind of knowledge is implicitly stored in neural language models?
Contribution. This chapter explores the idea of using neural language models as
an additional source of knowledge. We present the hybrid approach KnowlyBERT
as a combination of the language model BERT and the knowledge graph Wikidata
to perform query answering. The main contributions of this chapter are based on
the work published in [56]. In several large-scale experiments with around 6500
queries, we show that KnowlyBERT outperforms two state-of-the-art baselines on the
real-world knowledge graph Wikidata. The implementation and all our experimental
data are openly available1.
Outline. Section 5.1 gives an overview of the related work on querying language
models, extracting knowledge from language models, and question answering on
text. Some preliminary notions about language models and querying language
models are presented in Section 5.2. In Section 5.3, we present the several steps
that KnowlyBERT needs to perform high-quality query answering. The quality of
KnowlyBERT is evaluated in Section 5.4. Here, we provide a detailed analysis of the
advantages and disadvantages of a language-modeling-based querying system. In the






In contrast to storing knowledge explicitly in knowledge graphs, recent works have
shown that there are several techniques to store knowledge implicitly. On the one
hand, a large body of work on using language models instead of knowledge graphs
has been proposed. In this direction, language models were improved to better store
entity knowledge. Some recent work uses a language model as a database interface
to query heterogeneous data. In another direction, people heavily work on question
answering from texts. A technique that could be used instead of standard knowledge
graphs since it does not require mapping knowledge to fact triples.
5.1.1 Language Models as Knowledge Graphs
Recent work has shown that large neural language models encode large amounts of
world knowledge and thus may be used to support a variety of knowledge-intensive
tasks [16]. To the best of our knowledge, Petroni et al. have been the first who
proposed to use language models as knowledge graphs by directly extracting facts
from pre-trained language models [90]. They show that standard language models
may be queried similar to large knowledge graphs and achieve high quality and good
recall on several datasets. Concretely, the authors have shown that simple basic
graph pattern queries may be encoded into natural language sentences, such that
the completed words of the sentence serve as answers to the original query. For each
possible relation of a query, the authors have manually created so-called template
sentences that serve as a query for the language model. These templates are then
used to complete a sentence and predict a word to complete a triple, as demonstrated
in the introduction. This method only predicts entity labels consisting of a single
word, excluding almost all persons from being a query answer. Furthermore, it
only provides words as answers, but not knowledge graph IRIs. An entity linking
step is not performed yet. The evaluation is performed on several relations from
Wikidata, but also on a variety of other datasets. They achieve high accuracy of 32%
on the T-Rex datasets [29], comprising 41 different Wikidata relations. We evaluate
our system on the same relations from T-Rex, but a larger dataset also comprising
multi-word entities.
In an extension of Petroni’s work, it was shown that the quality of the language
model’s predictions is highly dependent on the used template sentences. Manually
choosing the wrong templates may result in low answer correctness. To overcome this
problem, Bouraoui et al. propose to automatically generate sentence templates [14].
They show that indeed they double the accuracy of Petroni et al. This approach is
the basis for our template generation process for KnowlyBERT.
A similar approach was presented by Jiang et al. [51]. The authors have created
a slightly different technique to create templates for querying language models but
show comparable results.
Very recently, a pre-print about language model-based databases, neural databases,
was published [108]. A neural database is using textual data for storing knowledge,
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updating knowledge, and natural language questions instead of structured queries.
Its promise is that querying schema-free data becomes available, guaranteeing a high
query answering quality. In general, the idea proposed by Thorne et al. is comparable
to what we propose in this chapter and to what Petroni et al. have proposed [90]
because all works are about using querying to improve querying. Among others, two
key points of the neural database idea are: (1) Instead of querying the pre-trained
language model, the neural database consists of a set of facts in natural language
sentences (the database) with the language model as a query processor and (2) neural
databases allow for several query types, ranging from simple fact queries over join
queries to aggregation queries.
Neural databases are built by fine-tuning a large pre-trained language model for
query answering on a set of textual facts (the database) using a training set with a
large number of different query types and their respective answers. This process is
comparable to what is known from standard (closed book) question answering using
language models. Since a language model’s input is usually restricted to a couple of
hundred/thousand tokens, the basic idea is not scalable for larger databases. For
question answering, usually, an information retrieval component is used to identify
relevant facts for answering a certain query before using the actual language model.
However, this approach would not allow for aggregation queries over larger databases.
Hence, Thorne et al. propose an idea on how to parallelize the process using multiple
language models.
In the experiments, a database with more than 8,400 facts is evaluated on more
than 14,000 queries. The authors show that simple fact and join queries are answered
with a precision of around 80% and aggregation queries around 60%. The recall of
this approach is usually above 90%.
Neural databases, in general, provide an interesting idea for overcoming
heterogeneity issues in knowledge graphs and databases in general because a high
precision/recall is achieved for diverse query types answered directly from text.
The basic idea is significantly different from ours since they rely on fine-tuning a
language model, while we combine knowledge graph knowledge only with a pre-
trained language model. However, we believe that this work offers great potential
for future research in this direction.
Knowledge-enabled Language Models. Language models themselves are only
trained on words, leaving out the valuable entity/relation knowledge, which is
contained in large-scale knowledge graphs. The combination of these two sources
of knowledge can, for example, be done by injecting knowledge graph knowledge
directly into the language model during training to improve knowledge-intensive
tasks, such as question answering, relation classification, or entity typing. This
knowledge injection is done by performing entity linking on the text corpus before
pre-training a language model [122] or by directly incorporating knowledge graph
triples into the training of a language model [91, 116, 120].
Poerner et al. have shown that using a standard language model as a knowledge
graph has some problems [91]. In this work, the authors modify the language model
by including external entity knowledge. The authors align the embeddings from
the BERT language model with pre-trained entity vectors from the Wikipedia2Vec
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corpus to give the language model a notion of entities instead of just words. The
big advantage of this technique in contrast to other entity-aware language models is
that a new pre-training of the language model is not required. The entity knowledge
is injected into an existing model. The new model E-BERT is then evaluated on an
improved LAMA dataset and compared to the work of Petroni et al. from [90]. It
is shown that E-BERT is not only outperforming Petroni et al. with a precision@1
of 56.1% but also several other baselines that use language models for knowledge-
intensive tasks. Later the model is evaluated on two applications: entity linking
and relation classification. For relation classification, the other baselines are slightly
outperformed with a macro-averaged F1 measure of 88.38%. In contrast, entity
linking is working slightly worse. E-BERT could be used to further improve our
system KnowlyBERT, since the integration of knowledge into the language model
seems to be very valuable, increasing the quality in query answering tasks significantly.
Another work in this direction circumvents the restriction to single-word entities
by defining a new fine-tuning task on masked language models [120]. They directly
include entity knowledge from the knowledge graph to train masked language models.
However, in their work, they restrict to a small amount of most popular entities from
Wikidata only. Covering a large number of entities, including rare entities, would
dramatically increase the computational effort for training. Thus, this approach is
not suitable for general query answering in knowledge graphs.
5.1.2 Open Domain Question Answering
Answering factual queries about entities may also be regarded from the perspective
of NLP research. Natural language question answering is a well-researched topic. In
general, two fields are distinguished, answering questions where the answer is found
within a small text paragraph, called closed book question answering, or open-book
question answering (or open domain question answering) where a possible answer
is found in some larger text corpus [19]. The general idea of open domain question
answering is as follows: An information retrieval component is used to search a
large corpus of text to retrieve relevant text passages that contain the answer to
the question. This retrieval component often involves standard information retrieval
ranking techniques, such as TF-IDF or BM25. Then a standard question answering
method (the reading component) is used to mark the word span within this text
passage that is the answer to the question.
Novel techniques for open-domain question answering have shown that using a
dense passage retrieval mechanism for retrieving relevant passages together with
a standard reading component outperforms methods using standard information
retrieval techniques [59]. The retrieval model is trained on a small set of questions
and relevant text passages. It then is able to create dense vector representations
of questions and arbitrary text passages. The similarity between a question and a
passage is used to determine whether it is relevant or not. Relevant passages for some
questions are then put into a standard reading component for question answering
that identifies an answer span within this passage that is used as an answer to the
question. In the experiments, the dense passage retrieval approach is evaluated on
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several standard benchmark datasets. The reported accuracy varies between 20%
and 60%, thus far from being perfect.
Knowledge graph query answering, as presented in our work, resembles question
answering, since in both tasks, some query, either in natural language or in a
structured query language, needs to be answered. In contrast, however, the answer
in knowledge graphs are entities with a unique identifier, whereas natural language
answers may be ambiguous entity names.
5.2 Preliminaries
Our hybrid query answering system is built to work with RDF-based knowledge
graphs and masked language models to answer SPARQL queries. In this preliminary
section, we introduce the basic ideas of language models and how to query language
models with SPARQL.
An RDF-based knowledge graph was defined as a set of triples KG ⊆ E × R ×
(E ∪ L) in Section 2.1. Querying such a graph is usually performed by the query
language SPARQL. We restrict ourselves to simple, entity-centric queries with only
a single BGP, where the variable may either be in the subject position or the object
position. We call queries with a variable in subject position a subject query and a
query with a variable in object position an object query.
Language models are statistical models trained on a large text corpus to learn
to predict upcoming words given a sequence of words. Large transformer-based (a
new architecture for artificial neural networks) language models have recently gotten
much attention in natural language processing. In this work, we focus on the masked
language model BERT [25]. During BERT training, the model is fed with sentences
from a large text corpus to either learn to predict a word within the sentence or
the next sentence given the previous sentence. This process is called self-supervised
training since no additionally labeled training data is needed. After an extensive
and resource-intensive pre-training, which is performed on large amounts of text
for several epochs, the language model predicts words in arbitrary sentences, given
the knowledge it has gathered in the training process. As an example, the sentence
Albert Einstein was born in ..., would be completed by the most probable word that
fits the context of the sentence. Usually, the language model forms grammatically
correct sentences. From the name Albert Einstein, it might infer that this is a
German-sounding name that fits a German city. The language model might have
even stored that some text mentioned that Einstein was born in Ulm. So it may
correctly predict the word Ulm which is the correct birthplace of Einstein. Following




Example. To illustrate the querying process, we use our running example, asking





This SPARQL query may be transformed into the sentence Albert Einstein was born
in [MASK]. It is used as an input for the language model. The language model then
returns a list of the most probable words and their confidence values.
For each relation in the knowledge graph, we need sentences that are used
to translate queries. We use a natural sentence with two placeholders: one to
be substituted with the subject entity, the other one with the object entity of
some relation: [S] was born in [O]. This natural language query is called template,
sometimes also known as prompt.
Previous work has shown that the querying process is improved by concatenating
additional context sentences to the template query [89]. If relevant context sentences
about the entity of interest are picked, the precision may be improved by around
30%. We have implemented this idea of Petroni et al. by using the beginning of
Wikipedia abstracts for the respective entities as a context paragraph.
Example. Hence, if our query is about Einstein’s birthplace, we retrieve the first
five sentences of Einstein’s Wikipedia article and append it to the template sentence
separated by a separator token ([SEP]). We provide context with the first sentence
of Einstein’s Wikipedia article as follows:
Albert Einstein was born in the city of [MASK].[SEP]
Albert Einstein was a German-born theoretical physicist who
developed the theory of relativity, one of the two pillars
of modern physics (alongside quantum mechanics).
To answer the query which was translated to a template, the language model
now returns a list of words that replace the [MASK] token from the sentence. The
result list returns single words together with a confidence value.
1. a - 0.95
2. the - 0.93
3. Germany - 0.86
4. Ulm - 0.79
5. Berlin - 0.70
This list usually contains several words which are grammatically correct but are not
necessarily a valid answer to the query. In the case of our example, we also have
the correct answer Ulm in the set of results, but also several results that need to be
filtered out.
Thus, to build a functioning querying system, we further filter the result list
of the language model by applying multiple cleaning steps which make use of the
semantic information in the knowledge graph.
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Figure 5.1: An overview of the query answering system KnowlyBERT.
5.3 Query Answering with KnowlyBERT
This section gives an overview of our hybrid query answering system KnowlyBERT,
which combines the neural language model BERT with a knowledge graph to perform
query answering. First, we provide an overview on KnowlyBERT while we go into
the various components presented in the overview in the following sections.
5.3.1 System Overview
Let us first provide a short overview of our KnowlyBERT query answering system as
depicted in Figure 5.1. The input for KnowlyBERT is a SPARQL query. In a first
step, this query is transformed into multiple natural language sentences (templates),
sent to the language model BERT (a). Simultaneously, the original SPARQL query
is sent to the knowledge graph (b). The language model returns a list of results for
each query sentence (c). These lists are integrated into a single list (d) and filtered
by our semantic type filter (e). Before returning the results, the language model’s
top results are selected by a thresholding procedure (f). Finally, results from the
knowledge graph and the language model are combined, duplicates are removed, and
returned to the user (g).
5.3.2 Template Generation
As described in the previous section, language models are built to complete natural
language sentences based on the texts it was trained on. To integrate this behavior
into a querying system, we need a method that transforms an input SPARQL query
into a template.
This transformation process is either performed in a manual fashion by predefined
sentences similar to Petroni et al. [90] or by automatic systems, as shown in [14, 52].
Since previous works have shown that automatically generated templates outperform
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manually designed templates significantly, for KnowlyBERT, we adapt the ideas
from one of the automatic template generation systems from Bouraoui et al. with
some improvements [14].
Example. We first provide a short example to explain how templates for the relation
birthplace are mined. Instances of the relation are queried from the knowledge
graph:
• (Albert Einstein, Ulm)
• (Max Planck, Kiel)
• (Thomas Mann, Lübeck)
From a text corpus, sentences containing any of these pairs are extracted. For
example, a sentence about Einstein might be The famous scientist Albert Einstein
was born in Ulm. The resulting template for this sentence is The famous scientist
[S] was born in [O]. Next, we use the template to predict the birthplace of Albert
Einstein: The famous scientist Albert Einstein was born in [MASK]. to predict
possible objects.
Possible predictions for the sentence may contain popular cities of Germany, but





The size of the overlap between this list and all possible objects from the birthplace
instances in the knowledge graph is computed. The overlapping instances are Ulm
and Kiel, hence the overlap is 2. A similar process is performed analogously for the
different object entities predicting possible subjects. The sizes of the overlaps are
summed up to reflect the overall score of a template.
In detail, the template generation process can be described as follows. Sentences,
including the entity pairs of the respective relation, are extracted from a large text
corpus, which was tagged with entities beforehand. For some relation r, we extract
all subject-object entity pairs, (s, o) from a knowledge graph, such that the subject s
is in relation r with object entity o. We identify all sentences of the text corpus, such
that a sentence contains exactly the two entities s and o, to heuristically identify
the sentences expressing only the relation of interest r. To prevent sentences from
being too specific, long sentences with more than 15 words are ignored. If more
than the two entities of interest are tagged in the sentence, the sentence may express
a more specific relation. Thus these sentences are also discarded. This idea is
similar to what Bouraoui et al. have proposed in [14]. However, our text corpus has
been pre-processed by a co-reference resolution method replacing pronouns by the
respective entity names [29].
Additionally to existing methods, we also implement a basic duplicate detection
technique among the identified sentences. This step aims to prevent similar templates
for the same relation from being selected by our template generation method, such
that the templates are as diverse as possible. We measure the pairwise similarity
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between all possible templates of the same relation r by a basic sequence pattern
matching method finding the longest sub-sequence between two sentences [97]. If a
similarity exceeds 0.8, the sentences are put into the same cluster. To prevent long
chains of sentences within the same cluster, we apply a community detection method
(Girvan-Newman) on each cluster’s similarity graph, possibly splitting up clusters
into smaller clusters. This method is similar to what we have seen in Chapter 3 for
identity graphs of entities. In the end, a single representative template is picked
from each cluster.
In the final step of the template generation method, we create rankings of
templates for each relation by giving each template a score. A template is scored by
checking its predictive performance using the existing (s, o) pairs for the respective
relation. For each template, we either predict subjects or objects. The overlap
between the predictions and the set of all subjects/objects for the respective relation
from the knowledge graph is computed. This overlap is computed for subject entities
and analogously for object entities. In the end, the two overlap sizes for one sentence
are summed up and used as a score. We save the top-ranked templates for each
relation.
While this ranking method is problematic, since templates that never predict
the correct results may be ranked high, practical evaluations have shown that the
method shows promising results in ranking templates while still showing a manageable
runtime.
5.3.3 Querying Language Models and Combining the Re-
sults
Existing techniques for querying language models are restricted to work with entities
whose labels have exactly one word, excluding a large proportion of knowledge
graph’s entities. For example, most persons are not returned as an answer to any
query since their labels consist of a first name and a last name. To overcome this
problem, we introduce using multiple [MASK] tokens in a query template. Thus,
instead of a single word, multiple words may be returned.




One possible correct answer to this query is Albert Einstein, an entity label consisting
of two tokens. Instead of just querying with the sentence "[MASK] was born in the
city of Ulm.", we additionally use the two queries "[MASK] [MASK] was born in the
city of Ulm" for returning two tokens and "[MASK] [MASK] [MASK] was born in
the city of Ulm" if we want to find answer entities with three tokens. Hence, it is
possible to return the correct answer: Albert Einstein.
One problem with this idea is that independent predictions for each [MASK]
token are made. It leads to a single result list for each [MASK] token. Therefore, a
query with two [MASK] tokens returns two independent result lists of words that
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need to be integrated. Since combining every two words pairwisely would lead to
many non-sense answers, we check whether a combination leads to a valid entity
label, which is found in the knowledge graph using a fast trie data structure on
the knowledge graph’s entity labels. All other combinations are discarded. Valid
combinations are assigned the average of the individual words’ confidence values.
The resulting list may contain entities of several length:
1. Albert Einstein - 0.95
2. Einstein - 0.45
3. Germany - 0.22
We have restricted the process to use at most three [MASK] tokens per query in
this work. More [MASK] tokens can be used to increase the recall of the answers.
However, it comes with increases in the query answering time.
Aggregating Results from Multiple Templates. Our method did not only
use a single query template but five different templates for each relation to improving
the recall of the querying system. As a result, we obtain five independent result lists
that need to be integrated. Again, we stick to an idea similar to Bouraoui et al.
[14]. The result lists are merged. If an answer occurs in more than one of these lists,
we only use the largest confidence value of these answers and remove the remaining
duplicates. A high predictive value for one template and a low predictive value for
another template may indicate uncertainty. If the difference between the lowest and
the highest confidence for the same answer exceeds the threshold of 0.6, the answer
is discarded. This step has shown a significant improvement in precision in all our
experiments. Higher thresholds further improve precision but lead to high losses
in recall. The chosen threshold of 0.6 is a good compromise between precision and
recall.
5.3.4 Semantic Type Filtering
When we look at the result list above, we notice that some result candidates have a
type that does not match the query.
Example. Germany cannot be in the subject position of the relation birthplace.
The subject may, among others, be a person, a movie character, or an animal, but
not of type country. Such an incorrect answer is detected by using existing semantic
knowledge from the knowledge graph and thus can be removed.
Since a relation may allow several different subject and object entities, we looked
at the type distributions for subjects and objects. We separately build a frequency
distribution of their classes and the direct superclasses of these classes for the subject
and object entities. The most frequent classes are used as valid types for the relation’s
subjects or objects. If the language model returns results whose type does not fit
these frequent classes, we remove it to guarantee high precision.
Entity Disambiguation. Since entity labels cannot be uniquely mapped to
knowledge graph IRIs, a so-called entity disambiguation step needs to be performed
before answering the query. Albert Einstein is the name of the famous scientist
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and the name of several paintings (often portraits of Einstein), a high school, or a
music album. The semantic type filter already does the most challenging part of the
disambiguation step and removes all non-person entities. In some cases, after type
filtering, we still are left with more than a single entity. Detailed disambiguation is
not possible because we lack additional information on the result entities. Thus, we
decided to exclude rare entities by a popularity filter. Entities that never occur in
the object position of any triple in the knowledge graph are discarded. If multiple
homonyms exist, the most popular entity is returned as an answer. We have also
evaluated an additional filtering step using a knowledge graph embedding here.
However, our evaluation has shown no benefits in precision without large losses in
recall when we additionally employ embeddings.
5.3.5 Thresholding
After the previous step, we obtain a long result list still containing low confidence,
possibly incorrect, answers at the bottom of the list. To only return high-quality
results to the user, a thresholding mechanism cutting of low confidence results is
needed. We chose to work with two kinds of unsupervised thresholding methods. At
first, a dynamic thresholding technique based on a simple statistical outlier analysis
is used on the distribution of confidence values.
If the language model has only returned incorrect results, no answer needs to
be returned since the correct answers were not present in the pre-trained model.
It is not possible to apply our dynamic thresholding method here. Therefore, we
additionally use a static threshold. The static threshold is learned from comparing
the knowledge graph’s results and the language model’s results: We use the overlap
between the knowledge graph results, which we know to be correct, and the language
model to estimate an appropriate static confidence threshold, which then is used
for all queries. For each training query, we compute the average confidence of the
correct results from the knowledge graph as returned by the language model. Then
again, we take the average of each query’s values and take that as a static threshold.
Finally, we join the result lists of the incomplete knowledge graph with the result
list of our language model-based pipeline and eliminate duplicates.
5.4 Evaluation
In this section, we describe the evaluation of KnowlyBERT on the large real-world
knowledge graph Wikidata and the language model BERT based on our previously
published paper at ISWC 2020 [56]. Most text in this section is cited verbatim from
the original paper.
We evaluate precision and recall for 41 different relations similar to other language
model-based systems [14, 89, 90] and compare against a state-of-the-art relation
extraction technique using distant supervision [101] and a technique for knowledge
graph completion which uses high dimensional embeddings [82]. In detail, we provide
an overview of the performance on different relations and provide an extensive
discussion on the drawbacks and advantages of language model-based techniques for
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on-the-fly query answering compared to existing techniques, which are exceptionally
trained for inducing new triples in incomplete knowledge graphs.
5.4.1 Experimental Setup
Baselines. KnowlyBERT performs query answering on incomplete knowledge
graphs, which may be seen as an on-the-fly knowledge graph completion method.
Since no directly comparable baselines are available, we compare them to standard
knowledge graph completion techniques that work in an offline setting. Here, inferring
new triples using external knowledge by relation extraction from text and triple
induction by structural methods purely on the knowledge graph are the most popular
methods.
Therefore as a first baseline, we use a recent distant supervised relation extraction
system from [101] with available pre-trained models for Wikipedia triple extraction.
This baseline has already been used by Petroni et al. [90] to compare to their
language model-based approach. We have used their pre-trained Wikipedia model
for extracting triples from natural language text and performed relation extraction
from T-Rex [29]. T-Rex links Wikidata entities and triples to Wikipedia abstracts.
These linked entities in the text are used as an input for the relation extraction
framework to extract triples from sentences.
As a second baseline, we have compared to another state-of-the-art technique for
coping with incomplete knowledge graphs [81]. Knowledge graph embeddings are
latent machine learning models for knowledge graph completion. High dimensional
vector representations of entities and relations are learned from an existing knowledge
graph as described in Section 4.2. Hence, it is also possible to find most likely
substitutions for subject-predicate-pairs or predicate-object pairs. In our case, we use
HoLE as a baseline, which has shown good results in benchmark datasets and also is
scalable to the size of our large Wikidata dataset [82]. Due to the size of Wikidata,
we trained HoLE using 50 dimensions for 200 epochs. Since HoLE itself only provides
a top-k list of newly inferred triples ordered by their prediction probability, we only
took the predictions with the best possible prediction value of HoLE. It may also
include several predictions showing the same prediction value.
Dataset. Our experiments are performed on the Wikidata Truthy dump from
February 6th, 2020. We evaluate only on triples where subject and object are entities
having an rdf:label relation. For simplicity reasons, we also restrict to labels
consisting of at most three words. We restrict to the 41 different relations that are
used in the LAMA probe [90]. However, we use different queries since they were
restricted to entities consisting of single word labels only.
We have sampled queries for each of these 41 relations by randomly choosing
triples from the Wikidata. We remove the subject, creating an entity-centric SPARQL
query, asking for a subject entity (?x, p, o), or removing the object respectively to
ask for the object (s, p, ?x). Hence, we created 100 subject and 100 object queries for
each relation, if possible. For some relations, we could only generate fewer queries.
Overall, this leads to 6649 queries.
For all queries, we assume that the current Wikidata version is the ideal knowledge
graph. The incomplete knowledge graph is simulated by leaving out existing triples
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Table 5.1: Precision (Prec) and Recall (Rec) from KnowlyBERT against two baseline
systems in percent. Relation extraction (RE) and the knowledge graph embedding
technique HoLE (KE) on 41 relations. We evaluate different query parameters.
Evaluation Parameter Statistics RE KE KnowlyBERT#Queries #Rel Prec Rec Prec Rec Prec Rec
Cardinality
1-1 400 2 5.5 5.5 <0.1 20.2 16.9 3.0
1-n 3756 23 18.8 17.4 <0.1 11.5 55.0 13.7
n-m 2493 16 16.4 19.8 <0.1 22.6 36.0 5.9
Query Type (s, p, ?x) 4029 41 37.5 17.3 <0.1 20.5 51.0 16.5(?x, p, o) 2620 41 6.9 17.9 <0.1 9.5 10.5 0.3
Words single 2474 41 39.6 13.9 <0.1 21.1 59.6 25.9multi 4175 41 13.0 19.7 <0.1 13.2 11.4 0.8
#Results
1 3497 41 40.5 13.2 <0.1 15.8 51.3 17.4
2 − 10 1367 39 18.7 20.5 <0.1 20.4 37.0 4.9
11 − 100 796 37 7.4 30.7 0.2 24.7 15.8 0.1
> 100 989 37 5.7 18.2 <0.1 4.8 <0.1 <0.1
Total 6649 41 17.5 17.6 <0.1 16.2 47.5 10.1
by performing a leave k out evaluation, deleting at least one and at most 100
answers from Wikidata’s answer set of each query. To be comparable to the relation
extraction baseline, which extracts triples from the text, we have restricted the
deleted triples to triples that occur in the text corpus we use. It gives an advantage
to the baseline system since it ensures that it is possible to achieve 100% recall, which
is not necessarily valid for our system. The ideal knowledge graph has 54,056,746
triples, and the incomplete knowledge graph has 125,213 fewer triples deleted for the
6,649 queries. Thus, the incomplete knowledge graph comprises 53,931,533 triples.
Evaluation Metrics. We have evaluated every query separately by querying the
language model and removing the answer triples that already were in the incomplete
knowledge graph. For the remaining additional results, we computed precision and
recall values. The reported results are average precision and recall values over all
queries that returned additional results.
Implementation Details. Our system KnowlyBERT is implemented in Python
3 and is openly available on Github2. We also share scripts for reproducing these
results available. Our system is based on the masked language model BERT from
Google [25]. We use the large and cased model pre-trained by Google comprising
340m parameters. Since our system is built on the LAMA framework by Petroni et
al., we are able to include arbitrary language models3. For the relation extraction
baseline, we use the original implementation on Github4. The knowledge graph







An overview of precision and recall of KnowlyBERT and the two baseline systems
is presented in Table 5.1. First, we have a look at the total precision and recall
values depicted in the last row. KnowlyBERT outperforms the two other approaches
by more than 30% by achieving an average precision of 47.5%. In contrast to the
relation extraction baseline (RE), we improve the precision drastically. However, the
recall of our approach is slightly lower with 10.1% in comparison to 17.6% of the RE
baseline.
HoLE (KE) shows promising results regarding the recall, but its precision is
extremely low at around 0.03%. This low precision but high recall value is due to
many false positives, all having top prediction values. The result for a knowledge
graph embedding technique confirms recent research results that it is not ready for
completing tasks in real-world knowledge graphs [2]. We present the results here
anyways for completeness reasons but do not discuss them in detail. Our primary
focus in this evaluation compares the RE baseline with KnowlyBERT.
In the first rows, we present the results ordered by the cardinality of the relations
in the query. We have analyzed two 1-1 relations5, 23 1-n relations and 16 n-m
relations. KnowlyBERT shows its best results for 1-n relations with a precision of
55.0% and recall of 13.7%. Similarly, the two baselines show their best precision
here.
We also present an evaluation of subject vs. object-based queries. KnowlyBERT
achieves an extremely high precision for (s, p, ?x) queries asking for the object, but
low precision and recall for queries asking for the subject of a triple. Also, the RE
baseline shows a much smaller precision here but at least shows good recall values.
The next part of our evaluation presents how well the different approaches deal
with multi-word entities. We analyze whether the respective results of queries that
only return single word entities against queries which correct answers also comprise
multi-word entities. Here, we observe that KnowlyBERT works best for single-word
entities, as does the RE baseline. Multi-word entities are often much harder to
find using a language model-based approach. One reason is that queries asking for
persons are often multi-word queries. Answering such person queries is extremely
difficult since the set of possible correct answers is often huge.
The following evaluation clusters queries by the number of results they have
in the ideal knowledge graph. Here, we see that queries with few results generally
show much better results. The precision and recall of KnowlyBERT for queries with
a single result are over 50%, with a recall of over 17% achieving the best results.
Queries with large result sets are only answered with a low result quality. If they
have more than 100 answers, we hardly find any correct answer, resulting in poor
precision. The RE baseline also has worse results for queries with many results but
at least returns some results.
In Table 5.2, we present the results for some excellent working and poorly working
relations. We see that for some relations, we achieve a precision of over 90% and
a recall also above 70%. We see that many of the well working relations are about
locations or languages. On the other hand, we also have several relations with an
5We follow the categorization of Petroni et al.[90]. Note that some queries for 1-1 relations have
more than a single result.
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Table 5.2: Precision (Prec) and Recall (Rec) of KnowlyBERT and the baseline
systems for a variety of relations from Wikidata in percent.
Relation Label Statistics RE KE KnowlyBERT
#Queries Prec Rec Prec Rec Prec Rec
P17 country 145 16.6 16.7 <0.1 21.6 97.4 51.0
P19 birthplace 191 21.8 19.4 <0.1 13.7 73.3 11.5
P31 instance of 152 11.9 15.0 <0.1 17.3 <0.1 <0.1
P36 capital 200 5.5 11.1 <0.1 23.0 15.4 3.0
P101 field of work 174 11.0 9.3 <0.1 12.1 45.1 7.8
P103 native language 117 <0.1 <0.1 <0.1 31.5 100 74.3
P108 employer 173 17.1 3.2 <0.1 17.3 100 0.6
P159 headquarter 190 19.6 26.8 <0.1 9.5 56.8 13.2
P279 subclass of 197 6.8 28.8 <0.1 13.5 16.7 <0.1
P1303 instrument 128 35.0 43.4 <0.1 15.8 <0.1 <0.1
P1412 language spoken 124 6.4 2.5 <0.1 21.9 45.8 17.7
extremely low recall near to 0%. Particularly poor results are shown by instance
of and subclass of relations. It implies that the type of information is hardly
represented in the language model. But also the instrument relation shows extremely
poor results. In contrast, the RE baseline shows its best results here.
The evaluation of KnowlyBERT compared to other techniques for coping with
incomplete knowledge graphs has shown us that none of the existing techniques is
ready to deal with all problems that come with missing information. While the
knowledge graph embedding-based technique has shown poor results in the real-world
scenario as already shown in recent research on the evaluation of such techniques [2],
the state-of-the-art relation extraction technique has shown a consistently moderate
result quality with a precision and recall of around 17%.
In contrast, a language model-based approach shows a much higher precision with
a slight loss in recall. We have seen that the language model has different quality
depending on the relation used in the queries. In some cases, we achieve almost
perfect results with over 90% precision and high recall values, whereas, for other
relations, we cannot find any correct results at all. Particularly geographic relations
show good results, outperforming the baselines by far. Queries with single-word
entities are also showing good quality. However, multi-word entities are complicated
to predict. Multi-word queries strongly correlate to queries with large result sets
and subject-queries. One possible problem is that subject queries and multi-word
queries often ask for long-tail entities. For these, the language model is rarely able
to provide correct answers. All of these problems are reflected by our lower recall in
contrast to the baselines. Particularly the relation extraction baseline still achieves
an acceptable recall for these complex query types.
Note that queries with large result sets are substantially more difficult to solve.
Because we do not count predicted result entities that already are in the incomplete
KG, we add another difficulty. Even though a technique finds correct results, its




In this chapter, we presented our system KnowlyBERT, a hybrid querying answering
system combining knowledge graphs with neural language models. We have shown
that the idea of using a language model as an implicit store of knowledge indeed
improves the querying capabilities on incomplete and heterogeneous knowledge
graphs.
We have compared KnowlyBERT to other systems that could work as implicit
knowledge storage: A knowledge graph embedding also stores knowledge implicitly
in high dimensional latent vector spaces and can be used similarly for simple entity
queries. On the other hand, relation extraction directly works on text to extract
knowledge on-the-fly. We have seen that both baselines, however, show poor quality
for answering queries. The knowledge graph embedding technique has massive
issues in answering any query at all. The relation extraction baseline only shows a
precision of under 20%. In contrast, the combination of explicit knowledge stored
in a knowledge graph and implicit knowledge stored in a language model leads to a
high precision of almost 50%.
Of course, these results are only preliminary when it comes to using language
models instead of explicit knowledge graphs. The quality of our query answers is far
from being of large help in practical applications. However, we believe that it is a first
step in an important direction that can be used to overcome classical heterogeneity
issues.
For now, KnowlyBERT is restricted to simple entity-centric queries. We plan to
extend KnowlyBERT for more complex query types, such as join queries with multiple
BGP, union queries, and aggregation queries. Here, existing datasets for question
answering could serve as training data for learning templates for more complex query
types. Another idea would be to fine-tune the language model to answer more complex
query types similar to the work in [108]. The querying answering performance of
the language models is significantly different from one relation to another. For the
future, it might be interesting to investigate the performance of different queries
in more detail. A detailed analysis of which knowledge was already covered in the
training data text corpus would be very interesting. Additionally, the suitability
of KnowlyBERT in more specific domains should be further investigated. It could
be performed by evaluating different datasets than Wikidata using domain-specific




Conclusion and Future Work
Semantic Web technologies have led to an impressive increase of entity knowledge
being available online. Today, under the term knowledge graph, billions of facts are
available to support a plethora of modern AI applications [85]. They support search,
question answering, product search, and social networks. Advances in machine
learning further push the growth of today’s knowledge graphs due to automatic and
semi-automatic information extraction techniques from text, tables, and other data
sources. However, the long-known problem of representation heterogeneity is getting
more and more problematic the larger these knowledge repositories become.
In this work, we have surveyed methods for solving heterogeneity issues throughout
the previous decades. We have given an overview of schema matching, entity
matching, and ontology matching. Furthermore, we provided a classification of
different heterogeneity issues in real-world knowledge graphs. We gave a broad
overview of state-of-the-art methods for solving these issues.
We came to the conclusion that several existing matching techniques are only
evaluated in very artificial matching scenarios to resolve representation heterogeneity
in real-world knowledge graphs. Particular problems that have been hardly
tackled were single-knowledge graph heterogeneities and multi-knowledge graph
heterogeneities with more than two knowledge graphs.
Multi-Knowledge Graph Heterogeneity. We have seen how multi-knowledge
graph scenarios cause quality problems for standard instance matching systems.
Standard instance matching systems have not been ready for reliably resolving
entity heterogeneity issues in real-word matching scenarios. We believe that our
work is an important step in recognizing that multi-knowledge graph scenarios are
significantly more difficult than matching scenarios with two knowledge graphs. We
have presented four techniques to improve the quality of arbitrary matching systems
by more than 10% precision. It is an important step to improve the quality of overall
instance matching systems.
However, up till now, many instance matching systems that are published at
top conferences are only evaluated on very artificial two knowledge graph matching
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scenarios [106]. Integrating our work into these systems would push research closer to
real-world matching scenarios. Lately, also other researchers have published work in
the direction of our work, looking at the transitive closure of matching systems [94].
Those very recent works show that the quality problems in multi-knowledge graph
matching scenarios are far from being solved and still offer a wide range of possible
future works.
The idea of multi-knowledge graph heterogeneities is not restricted to instance
matching. For future work, our ideas should be carried over to relation and class
matching techniques as well to improve their matching quality in real-world matching
scenarios.
Single-Knowledge Graph Heterogeneity. We have discussed that heterogene-
ity issues in single-knowledge graph environments are a very scarce area of research.
Only some techniques for resolving relation heterogeneity issues exist in this field.
As discussed in Chapter 2, existing techniques for detecting synonymous relations
are not achieving high-quality results or often make several assumptions about how
the knowledge graph looks like. To the best of our knowledge, our work proposes
the first methods for identifying synonymous relations in knowledge graphs purely
data-driven, without making any assumptions on the underlying data. Thus, our
techniques are perfectly suited to work on arbitrary, real-world knowledge graphs.
We have shown that synonymous relation detection is possible with high precision,
outperforming a current baseline system.
The big problem of relation heterogeneity in knowledge graphs is far from being
solved automatically. Also, the techniques proposed by us still have several difficulties
in identifying all synonymous relations in a purely data-driven way. With new
heterogeneity types that come with huge multilingual real-world knowledge graphs,
these quality problems are becoming even more severe. Thus, we believe that today,
the best results could be achieved by combining human intelligence with automatic
filtering techniques similar to what we presented in Section 4.3.
For the future, we believe that matching problems can be significantly improved
by combining human intelligence with interpretable automatic methods, e.g., a
rule mining-based heterogeneity detection approach. Furthermore, heterogeneity
in single-knowledge graphs is not restricted to synonymous relations. It would be
interesting to further investigate single-knowledge graph heterogeneity issues, such
as duplicate entities and classes, hypernyms, hyponyms, and inverse relations. Our
proposed techniques could be further extended to these scenarios as a first step.
Language Models as Knowledge Graphs. In contrast to the two previous
problems, we think that the complete field of representation heterogeneity can largely
profit from novel deep learning techniques. Particularly large neural language models
have shown promising results in knowledge-intensive applications. In Chapter 5, we
have seen how to combine a language model and a knowledge graph to overcome
incomplete results due to heterogeneity in knowledge graphs. Our system is one of
the early works that show that this combination can lead to high-quality querying
results.
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Since this work is only a first step into the usage of language models to overcome
heterogeneity issues in knowledge graphs, there are a plethora of ideas that could be
performed for the future. First of all, language models can be included in current
matching systems and improve existing similarity metrics by adding more semantic
knowledge. Also, integrating a language model into a query expansion process to
overcome several heterogeneity issues could be very interesting. We believe that
one of the most promising ideas is a further development of a hybrid system of a
knowledge graph and a language model.
In general, this thesis has shown that evaluation scenarios for matching systems
often do not reflect the problems we have in real-world knowledge graphs. Our
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