In a well-presented article in a previous issue of the Business Valuation Review, 1 author George B. Hawkins lays out nicely the basic precepts of regression analysis and their application in a straightforward setting and in an easy to understand format. As this current article will refine, extend, and elaborate on Hawkins' article, the reader is requested to read or refer to it, as well as the letter to the editor in a subsequent issue of this joumal, 2 before continuing on.
Introduction
In a well-presented article in a previous issue of the Business Valuation Review, 1 author George B. Hawkins lays out nicely the basic precepts of regression analysis and their application in a straightforward setting and in an easy to understand format. As this current article will refine, extend, and elaborate on Hawkins' article, the reader is requested to read or refer to it, as well as the letter to the editor in a subsequent issue of this joumal, 2 before continuing on.
While regression analysis (RA) is the ideal tool to explore relationships between and among variables, it has two other uses and a major benefit. Those uses are:
• It uses one or more input variables to predict the value of an output variable.
• It determines which input variables are the best predictors for a particular output variable.
The major benefit of choosing RA over an average or median valuation multiple is the reduction in dispersion obtained by RA. Dispersion, or variation about the mean or trend line, needs to be minimized if the accuracy of our prediction is to be contained within a more narrow rather 
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than a broader range. This is an important consideration since valuation is always considered to be a range, 3 and, consequently, we would like that range to be as srriall as possible. Of the three possible ways of developing a valuation multiple (mean, median, and RA), RA will consistently deliver more accurate predictions than its rivals.
To compare the degree of variation that exists among competing procedures, we can use a common-size metric known as the coefficient of variation (CoV), which is a ratio that is computed by dividing the standard deviation by the mean. If we use the data sets in Table 1 of the Hawkins' article, we can select the average price/ Earnings Before Interest, Taxes, Depreciation and Amortization (EBITDA) ratio (9.66) and the average price/ revenue ratio (.86). By multiplying each of these ratios against the appropriate EBITDA and revenue amounts, we will derive 11 predicted prices for each category. By averaging the 11 prices so attained and then calculating their standard deviation, we will find the inputs necessary to compute the Co V. For the two regression models presented in the Hawkins article, the CoV is calculated by dividing each standard error 4 of the estimate 5 (SEE) 3 This is true even if the client or the trier of fact wants or needs a discrete point estimate of value. The summary output in Hawkins' Figure 3 is incorrect because it reflects the use of only nine of the eleven available observations. The SEE for the eleven observations is 13,563.439. 5 This is a measure of the accuracy of the prediction obtained from a regression model. It measures the amount of scatter, or variation, in the actual data around the fitted regression line. Think of it as the standard deviation of the trend line. by the average of price paid. The results of the four computations are shown in Table 1 here. The conclusion to be drawn from this table is obvious-RA reduces variation. Would you rather say that you are 68% confident that your point estimate of value is ABC, plus or minus 76%, or plus or minus 15%? Later in this article, we will explore procedures such as outlier removal and transformations that will reduce the Co V even further.
The determination of value as a function of revenue is a generally accepted valuation method, whether one uses average or median multiples or RA. However, a noted author and teacher 6 has written that the use of revenue alone without controlling for profit margin can lead to misleading valuations. For example, should two companies, each with $1,000,000 in revenue but with operating profits of $150,000 and $75,000, respectively, sell for the same multiple of revenue? Since one wouldn't think so, we need to employ a model that will control, or account for, the differences in profitability while still recognizing the level of sales that has been obtained. 7 The RA model that will accomplish this uses the ratio of EBITDNrevenue as its input, or independent, or x variable, and price/revenue as its output, or dependent, or y variable. By converting our variables from real numbers to rational numbers (ratios), we have in effect transformed the data, which in tum requires us to compute our goodness-of-fit metrics in natural language or space by ultimately back-transforming our results. Let's walk through this process. The setup data for the ratio model is shown on Table 2 . The summary output of the regression is found on 7 Using cash flow or earnings as the sole value driver will usually undervalue the low cash flow/high sales business in these circumstances. In these cases, the buyer has only to contain and control costs without the added burden of necessarily increasing sales. Therefore, there is compensable value in having a certain level of sales, even if the commensurate profits do not currently exist. Figure 1 is a scattergraph showing actual price paid on the y-axis and predicted price paid on the x-axis. While the results we have achieved so far are an improvement over the use of revenue alone, a glance at Figure 1 indicates a data point in the upper right comer that is obviously an outlier. Rather than removing it from the data set, let's try another procedure to pull it and the other data points in closer to the trend line. The data sets of sales transactions that are available to us by way of Standard Industrial Classifications (SIC) Code Numbers and North American Industrial Classification System (NAICS) Code Numbers are rarely distributed in such a manner that the application of simple linear regression will give us a relevant and reliable answer. This is because the data sets are (a) hardly ever linear, (b) infrequently homogeneous as to variance (the larger the x variable, the greater, or smaller, the dispersion about the regression line), and (c) not often normal, or even symmetrical. If the data are linear, then we can proceed to use simple linear regression without having to resort to more complex models, i.e., we can stick with the basic tools that Excel provides us. The reason that homogeneity and normality, or at least symmetry, are good things is beyond the scope of this article, but suffice it to say that without these qualities, standard statistical tests and confidence intervals will not be reliable, nor will you be able to explain away the variation in your data as noise, or ordinary and expected random error: simple tests will make it apparent that your model is deficient. Fortunately, to fix these three problems we only need one procedure, and that is transformation of either or both the x and y variables. This is true because data that are not normally distributed are also often neither linear nor homogeneous. Thus, transformation provides a simple way both to fix statistical problems (nonsymmetrical and heterogeneous distributions) and to fit curves to data (curvilinear regression).
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Transformation of variables is not new to business valuation, as both Jay Abrams and Roger Grabowski, in their work with the Ibbotson and Duff & Phelps databases, respectively, have shown. In both instances, the x variable, market size, was transformed logarithmically to straighten out the curved distribution of data points that is generated when discount rates are plotted against market size. However, a transformation by logarithms, which converts changes in data from absolute changes into percentage changes, does not work as well with the transaction data sets as transformation by exponents, since we can select the exponent that works best in the situation, while the logarithm of any number is fixed so that the data set at hand may not conform to a logarithmic fix. Therefore, because of the flexibility afforded our transformation process by exponents, this option will be the transforming process we demonstrate in this article. This next procedure entails transforming both the x and y variables by raising each of them to its own individual power such that the model's SEE is minimized. We constrain this optimizing model by making the standardized residuals 8 sum to zero, as they should in any circumstance. The Excel tool we use is Solver, which can be added to the Tools drop-down menu by checking the Solver box in the Tools, Add-ins menu. Table 4 shows the setup data, Solver results, and forecasted price that is calculated using the same procedures demonstrated on Table 3 and discussed already, except this model. Once again, we create a scattergraph with actual price paid on the y-axis and predicted price paid on the x-axis and show the results in Figure 2 . While these results are superior to those shown in Figure 1 , we still have one potential outlier. Transaction six, while not more than three standard deviations from the trend line, is still greater than 2.6 standard deviations, an outcome we would expect only 1 % of the time.
10
Since we have transformed the y variable, in order to have our predicted price paid result be in natural language, we must back-transform the initial result by raising it to the power of (l/4. 79386269). This is the same procedure involved in squaring the integer 2 to get 4, and then raising 4 to the ~wer of ( 1/2), or .5, to back-transform it to 2. 0 In a normal (bell-shaped) distribution, the total area under the curve equals l 00% probability. One standard deviation from the mean will encompass 68.26% of the area under curve, leaving 3 l. 74% probability in both tails of the curve. Two standard deviations encompass 95.44%, leaving 4.56% probability in both tails. Three standard deviations encompass 99.74%, leaving .26% probability in both tails, and 2.6 standard deviations encompass 99.06%, leaving about 1.0% probability in both tails.
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Therefore, without showing the setup table, we removed transaction six and reran Solver, obtained new optimizing exponents while again constraining the standardized residuals to sum to zero. Forecasted price was calculated the same way as shown on Table 3 , with the addition of the back-transforming procedure. This resulted in an SEE of 1,030 and a CoV of 3.3%. The scattergraph of actual versus predicted price paid is shown in Figure 3 , with an attendant R 2 of .999. Although the increase in R 2 over Figure 1 is de rninirnis, the decrease in SEE is on the order of 63%, i.e., from 8.9% to 3.3%, thereby justifying the removal of transaction six. While results this excellent will not often be achieved in practice, this example indicates the type of superior outcomes that the transformed ratio model can accomplish.
Since the application of RA is almost always an iterative process-the first model chosen is rarely the best model-let's apply this process to Hawkins' revenue and price paid data set, for pedagogical purposes only, because in practice, a revenue-only model would be Predicted Price Paid Figure 3 Ratio Model, Transformed and Outlier Removed ineffective in determining value. We will make attempts at devising a model that meets the following criteria: (a) highest R 2 , (b) lowest SEE, (c) residuals that add to zero, and (d) no standardized residual greater than 2.6. The first attempt is the regression of price paid against revenue. The second attempt is a similar regression but with transaction number one removed because it is an outlier-it's 2.75 standard deviations from the trend line. However, this regression, while an improvement over the first, produced another outlier-original transaction number six has a residual that is 2.69 standard deviations from the trend line. Rather than remove it, we have transformed both the x and y variables in the manner previously discussed and demonstrated and run a third regression. This transformation process allows us to keep original transaction number six (it is now only 2.17 standard deviations from the trend line) and have a higher R 2 and a lower SEE than the second model. The results of the three models are shown in Table 5 . Next, let's turn our attention to Hawkins' EBITDA and price paid data set and explore the issues of outliers and Figure 4 for a demonstration of these concepts. As can be seen on Figure 4 , the data point in the southeast corner of the graph has a tremendous influence on both the slope and the intercept of the trend line, and it should either be removed and/or investigated further. The data point in the northwest corner, while an outlier, would have little, if any, effect on the trend line if it were removed. The data point in the northeast corner is an observation of interest because it has the potential to influence the regression outcome. This same situation exists in Hawkins' Figure 2 , where the distance from the average of x of the data point in the northeast corner of the chart, which represents transaction number one, causes us to question its effect on the trend line. Therefore, we run a second regression without that observation in the data set, and then test whether the results are statistically and practically significant from the original regression. The first significance test was a regression model that included a dummy variable 11 of1 for transaction one and a 0 for the other ten transactions. If transaction number one is influential, then the t-statistic for the dummy variable coefficient will be more than 2.262, and its p-value will be less than 5%. We can see on Table 7 that it shown on the bottom half of Table 7 . If there were a statistically significant difference between the two different sets of predicted selling prices, then the !-statistic would have been greater than 2.262, and the p-value would have been less than 5%. The null hypothesis of no difference between the predicted values cannot be rejected, meaning we accept it and conclude that transaction number one can stay in the regression model-we gain nothing by removing it. Of course, there was also no practical significance to the change in both the slope and the intercept of the trend line brought about by dropping transaction number one from the regression model. Therefore, if an outlier lies on the plane of the trend line, no matter its distance from the average of x, it should stay in the model. While there is more we can say about these regression models, especially about residual diagnostics and remediation techniques, let us turn our attention to the second half of Hawkins' article, the section dealing with accounting for active versus passive appreciation of a nonmarital, or "separate" asset. However, before we deal specifically with that topic and the application of RA to it, let's use the data in Hawkins' Table 6 as a basis for forecasting revenues using RA for a valuation or lost-profits assignment.
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Assuming that we have access to data from the National Association of Home Builders and various state and federal government agencies such that we have accurate forecasts for national housing starts for the years after 2006, and if we have an accurate RA model, then we can forecast post-2006 revenues for our subject company. So, let's build that accurate model, recognizing that it will be a combined model, i.e., it will contain elements of both time-series and explanatory forecasting models. 14 13 Sample size is always an issue in RA, and the way it is dealt with depends on whether one is (a) testing a hypothesis (e.g., eating two pounds of rutabaga a day for six months will increase one's score on a standardized test) or (b) predicting or forecasting (e.g., what might a business' value be based on a given amount of cash flow).
For hypothesis testing, the researcher wants a sample size large enough so that a type II error is not committed (failing to reject the null hypothesis when logic indicates it should be) but not so large that a type I error is committed (rejecting the null hypothesis when there is no reason to do so). In terms of the courtroom, the researcher neither wants to convict the innocent nor free the guilty. Since the number of observations, or cases, in the researcher's experiment, needed to avoid these errors is unknown, there are as many rules of thumb that suggest sample size as there are statistical textbook authors.
For the valuation analyst, choice of sample size is rarely an option. The data available are a given (e.g., ten years of sales history, 25 observations in a transaction database, etc.), and more data are rarely available in order to get the RA model to perform better. However, we do have a simple test that enables us to determine if we have a sufficiently large sample. The p-value of the x-coefficient's t-statistic is a function of, among other things, sample size. So, if the p-value is .05 or less, the x-coefficient will be statistically significant, i.e., different from zero, whether the sample size is 11, 18, or JOO. Therefore, if the sample size is too small, the analyst will know it immediately-the p-value will be greater than .05. If it is less than or equal to .05, the model is good to go, regardless of how few observations there are in the sample.
In either case, a model's ability to account for the data should ultimately be evaluated by examining the deviations between predicted and observed values. Sample size should not be the factor determining the success or failure of the model. Sample size reflects the resources available to the researcher and the valuation analyst; it does not reflect the verisimilitude of the model. William Gossett, the inventor of the t-distribution, worked at Guinness Brewery as head of quality control and used sample sizes of three to five observations. 1 "Tbe type of data used in the valuation models discussed above was crosssectional, which refers to data collected by observing many subjects, such as company data, at the same point of time, or without regard to differences in time. For the succeeding section, we will focus on time series, which is a sequence of observations that are ordered in time. If observations are made on some phenomenon throughout time, it is most sensible to display the data in the order in which they arose, particularly since successive observations will probably be dependent.
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The first thing one should do when given a data set of observations is to graph the data, the y variable against each x variable. See Figure S for those graphs based on Hawkins' Table 6 . Figure SA indicates that the relationship between revenue and time, in this case years, is not linear, but curvilinear, and while Figure SB shows a linear trend, there is substantial noise, or random error, in the data. While annual housing starts for the first six years range from 894,9020 to 1,146,300, Woodco's revenues are stuck in a rut-they range only from $12,100 to $16,900. This pattern of nonlinearity, or noise, is repeated for subsequent years through 2003, but to a much lesser degree. One minus R 2 value for each model indicates the unexplained variance, or unaccounted noise, in each model, corroborating what our eyes tell us--our RA forecasting model will have to account for curvilinearity and noisy data. For expediency's sake, let us concede that the models listed in Table 8 , while presenting reasonably good metrics, are deficient for one or more reasons, including serial correlation 15 and nonlinearity in the residuals.
16
That leaves just two models that we need to compare and contrast in detail-a transformation of model three and a second-degree polynomial, or quadratic model, using only time and time-squared as the x ·variables. The setup data and summary output information for the quadratic model are shown on Table 9 .
While the output metrics on Table 9 all look quite good-high R 2 , low CoV, and statistically significant p-values for all the coefficients-there is a fly in the ointment. Examining the two charts in Figure 6 , we note that there is no serial correlation per Figure 6B , but there is a problem showing in Figure 6A . One of the residuals does not fit inside the imaginary box-we do not have random dispersion without any outliers or patterns. This tells us that our model is missing something, and we need try again, this time with a transformation process utilizing both years and national housing starts in a combined time-series and explanatory model. The setup data and summary output information for this model are shown on Table 10 .
Not only are the output metrics better than those of the quadratic model in all respects, but also the residuals in Figure 7 A illustrate almost perfect random dispersion, and the residuals in Figure 7B demonstrate a lack of serial correlation. Table 11 tabulates the results of the 1 6when the residuals are plotted against the fitted values, they should form a square or rectangle around their mean value of zero. The distribution of the residuals in this square or rectangle should be random, without any patterns or outliers presenting. -$100,000 200,000 400,000 600,000 800,000 1,000,000 1,200,000 1,400,000 1,600,000 1,800,000
Housing Starts contest between the two models. The three line-fit plots in Figure 8 graphically show how well the combined model fits the data, as well as giving a preliminary insight into which of the two x variables is more important than the other.
For a multiple regression model like the combined model we have just demonstrated, the analyst often wants to know which of the variables is the most important, both relatively and absolutely, i.e., he or she wants to know its effect size. A beta coefficient, or weight, of an x variable measures the relative importance of that variable against the others in a multiple regression model. It is the average amount the y variable increases when the x variable increases one standard deviation and the other x variables are held constant. The beta weight formula for any particular x variable is: x-coefficient * standard deviation of the x variable/standard deviation of the y variable. • (4,000)
• (6,000) (8,000)
• (10,000) (10,000) (8.000) (6,000) (4,000) (2,000) 2,000 4,000 6,000 Another effect size measure is the elasticity of the x variables. Conventionally, the elasticity of an x variable in a model is defined as the percent change in the y variable for a one percent change in the x variable. The elasticity formula for any particular x variable is: x-coefficient * average of the x variable/average of they variable. A third effect size measure is level importance, which contrasts the "potential" influence of the raw x-coefficient with its "actual" influence. The formula for level importance is:
Time

Figure 6 (A) Residuals versus Fitted Values (B) Residuals versus Time
x-coefficient * x variable mean. It is understood that the larger the x-coefficient is, the more the y variable will change for each unit increase in the x-coefficient, but the smaller the x variable average is, the fewer actual unit changes will be expected. By taking both the size of the x-coefficient and the size of the average value into account, level importance is a better indicator of expected actual influence of the x variable on the y variable. A review of Table 12 reveals that time has larger values than housing starts for all three effect size measures, indicating that it is the more important of the two x variables by a factor of at least two to one. However, this does not mean we should remove housing starts from the model. On the contrary, we have seen that time alone, while a necessary ingredient in the model, is not sufficient by itself to pass all the required tests. It is the combination of the two variables, their joint effect, joined with the transformation process, which makes the model so powerful.
Having used Hawkins' Woodco data to explore various forecasting models, let us now tum our attention to the purpose for which Hawkins introduced the data set-the segregation of growth in value into passive and active categories. The fundamental inference that Hawkins draws from regression analysis and brings to bear on this issue is that the R 2 statistic "explains a significant percentage of the variation in Woodco's results," or as he puts it another way, "82.8% of variations in Woodco revenues [can be] explained by changes in national homebuilding activity." Let's contrast these two statements with a quote from a statistics 101 text book 17 : "The more closely x and y are linearly related, the more the variability in the yvalues can be explained by variability in the x-values .... " Thus, it is variability that is explained, or accounted for, not some basic relationship. Perhaps this will be made clearer if we demonstrate just what the textbook quote really means in a statistical, rather than a literal sense.
The more that y is a strict function of x, the more their individual variances will match up, or covary, and the more strongly they will be correlated. For example, if we look at Table 13 , we see the price and EBITDA data sets that were first introduced in Table 7 . Without creating a scattergraph, we can't tell from just looking at the raw data whether or not there is a relationship between the x and y variables. However, if we common-size the data by standardizing 18 it, we make it easier to see if the two t One percent change in time will result in a -.189% change in revenue (Y).
data sets compare, or covary. A cursory examination of the two columns of standardized values indicates that they closely match up, a conclusion verified by the chart in Figure 9 . If the two data sets perfectly covaried, each of the two columns in each pair would be of equal length, and R and R 2 would each be 1. However, they are not 1, but .9876 and .9754, respectively, which can be computed from the standardized values. By multiplying each pair of standardized values, we find the amounts in the product column on i.e., the variance, or degree of dispersion about the mean, of the actual values will match the variance of the predicted values. However, they do not, so the ratio of TSS/ RSS gives us .9754. What this means is that 97.54% of the total variance is accounted for, or matched, by the variance of the predicted values. Notice in Table 13 how the covariance of price and predicted price are exactly the same as that for price and EBITDA. This is another way of showing that R 2 indicates the fraction of the variation in y (price in this case) that is accounted for by the model. Some of the confusion surrounding the term "explain" arises from two sources. The first is a literal interpretation of the term. As we have seen, the regression sum of squares RSS is often called the "explained variation" in y, and the residual, or error, sum of squares ESS is called the "unexplained variation." The coefficient R 2 then is interpreted in terms of the proportion of the total variation in y (TSS) that has been "explained" by x. Unfortunately this terminology frequently is taken literally and, hence, misunderstood. Remember that in a regression model, Comparative Variances there is no implication that y necessarily depends on x in a causal or explanatory sense. This translates into the well-known admonition that correlation does not equal causation. The second source of confusion is the conflation of the terms causation and prediction. Put another way, all causation models are prediction models, but prediction models are not necessarily causation models. For example, while we can predict revenue with time as the independent variable, and we can predict value using EBITDA as the independent variable, we would never assert that time drives or "causes" revenue, but we are very comfortable saying that a company's EBITDA drives, or "causes" its value. Causation, or explanatory, models attempt to match a theory with data and explain how x causes y. Prediction models have no such agenda-they merely wish to use independent variables that are associated with the dependent variable in such a manner as to make the former valid predictors of the latter. They do not "explain" anything more than the degree of covariance between and among the variables, i.e., the degree to which y and x move in tandem.
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There are additional problems associated with the attempt to use the strength of the relationship between national housing starts and company revenues as a proxy for passive appreciation in value. The first is that revenue alone should never be a value driver. The better value driver is cash flow to equity or invested capital, because much that happens between the top line and the bottom line reflects management's ability to cope with exogenous forces. A reliance on revenue alone diminishes management's role in value creation. A second problem is that the effect size analysis of the combined, transformed model output indicates that time is the substantially more important predictor variable. This makes housing starts a necessary, but not sufficient variable for "explaining" revenue. Hawkins himself has definitively addressed the third, and last problem.
19 In that article, he argues cogently and convincingly that the multiplicity of factors that create value cannot be overridden by "simplistically ascrib [ing] emphasis to one factor such as inflation." If he had substituted "national housing starts" for inflation, his conclusions would not have changed.
Figure lOA-C presents three scatterplots that "explain" the relationship between revenue and nominal Gross Domestic Product (GDP), the Consumer Price Index (CPI) and inflation, respectively. The fact that inflation, or any other exogenous factor that can be associated with revenue growth is now dressed up in the guise of RA cannot serve to negate Hawkins' previous arguments. None of these factors drives revenue, and revenue does not drive value. RA is a powerful tool for exploring relationships-it cannot prove causation. At best, in some circumstances, it can demonstrate it. The attempt to exploit R 2 as a measure of passive forces is a misuse of RA.
The concluding section of this article deals with Trout's letter to the editor regarding the Hawkins' article and its methodology and tools. As to methodology, I have no quarrel with the procedures broadly outlined in the letter that Trout used to deal with curvilinearity and serial correlation. I also agree with his finding that housing starts is a less important independent variable than time. What I disagree with is his assertion that Excel is not up to the
task of performing the necessary statistical analysis that a "real" statistical program can carry out. It is true that the tools that come with Excel's Analysis ToolPak and the statistical functions that are accessed through the Paste Function button are inadequate. However, there is available a host of freeware add-ins, 20 very inexpensive addins that can be purchased, 21 and CD-ROMs that come with textbooks 22 that contain all sorts of analytical tools included with the price of the textbook. Also, the standalone programs do not come with an optimizer like Solver. Unlike the standalone programs, which can cost up $2,500, Excel is a sunk cost-the marginal cost, if any, of the add-ins is de minimis. In fact, all of the analysis for this article was done with Excel and its add-ins. Regression analysis is a tool that should find its way into every valuation analyst's toolkit. It can be used to determine value under the market approach, and it can be used to forecast sales, cost of sales, and overhead costs under the income approach. However, its power is directly related to its proper use. An approach that always defaults to simple linear regression of y against x will only coincidentally give a proper response. A rigorous, time-consuming, analytical process that tests various models is the only way to get a result that will stand up in court. 2°F or example, including but not limited to: Essential Regression, Gerry's Stats Tools. 21 For example, including but not limited to: Analyze-it, SigmaXL, and WinSTAT. 22 For example, including but not limited to: Managerial Statistics, Data Analysis with Microsoft Excel.
