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Abstract
We study Nambu-Goto strings and branes. It is shown that they can be
considered as continuous limits of ordered discrete sets of relativistic particles
for which the tangential velocities are excluded from the action. The linear in
unphysical momenta constraints are found. It allows to derive the evolution
operators for the objects under consideration from the ”first principles”.
1. Introduction.
We consider Nambu-Goto strings and branes. We start with the simplest
case of one relativistic particle which formally can be considered as a 0-brane.
The relativistic invariant form of its action is raparametrization invariant
and has a constraint, commonly taken in a quadratic form with the loss of
information on the momentum sign. It led to some problems [1,2] in quantum
description of free relativistic particles. In section 2 we explain how these
problems can be overcome [3,4] using a linear ”constraint” containing the
sign of the velocity ∂x
0
∂σ0
( ∂t
∂τ
in usual notations) and fixing the physical sector
of quantum theory by the condition ∂x
0
∂σ0
> 0. After that the operator of
evolution (and propagator [3]) can be derived from the ”first principles” of
quantum mechanics.
In sections 3 and 4 we prove that p-branes may be considered as continu-
ous limits of discrete sets of relativistic particles and that the p-brane action
S = −γ
∫
d p+1σ
√
(−1)p g, g = det ∂x
µ
∂σa
∂xµ
∂σb
, (1)
is a continuous limit of sum of properly modified relativistic particle actions.
Here a, b = 0, 1, . . . , p and µ = 0, 1, . . . , n where p+1 and n+1 are the brane
worldsheet and the bulk space dimentions respectively; g is the induced met-
ric determinant on the worldsheet. Strings correspond to the p = 1 case in
(1). The modification is such that particle motions along the brane hyper-
surface become unphysical. It yields p constraints; the remaining constraint
(H = 0) is a consequence of arbitrariness of ”time” σ0.
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In sections 5 and 6 we consider dynamics of strings (p = 1) and branes
(p > 1). The theories are reparametrization invariant for all p, n > p; each
of them has p+1 constraints. Usualy one of these constraints physicists take
in a quadratic form. It causes the same problems as in the case of a single
particle. We found that the operator of evolution can be constructed in the
same way as in section 2; new difficulties are rather technical than conceptual
ones. The solution is also similar to the p = 0 case (a particle).
2. Relativistic particle.
Motion of free relativistic particle is defined by the well-known action
S = −m
∫ √
1−−→v 2dt,
where −→v = d−→x (t)
dt
. The canonical momentum is
−→
p ≡ ∂L
∂−→v
= m
−→v√
1−−→v 2
≡ Ep−→v
with L being the Lagrangian, and the Hamiltonian is H = Ep =
√
m2 +
−→
p
2
.
We can write down the action in the explicitly relativistic invariant form by
parametrization of the world line: xµ = xµ(σ0) (usually one uses τ instead
of σ0) with x
µ(σ0) = (t(σ0),
−→x (σ0)), µ = 0, . . . , n. We denote x˙µ ≡ dxµdσ0 , so
that −→v = −˙→x dσ0
dt
and
S = −m
∫ √
x˙µx˙µdσ0.
It is the p = 0 case of (1) in which we put m (particle’s mass) instead of γ.
The vector of canonical momentum is
pµ ≡ ∂L
∂x˙µ
= −m x˙µ√
x˙2
. (2)
The obtained theory is invariant under reparametrization group σ0 →
σ˜0 = f(σ0)), hence its Hamiltonian is zero and by squaring the equation (2)
one gets a constraint:
p
2 −m2 = 0. (3)
Of course, the information about the sign of p0 is lost. On the other hand one
can prove that any constraint has to be linear in unphysical momenta [3,4].
It was a serious obstruction to the ab initio derivation of relativistic particle
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propagator (authors of [1,2] used some additional assumptions). The problem
was overcome only in [3]. One can obtain the solution in the following way.
From the constraint (3) one finds p0 = ±
√
m2 +
−→
p
2
, and it is obvious
from (2) that sign p0 = − sign x˙0. Combining these facts we have
p0 + Ep sign(x˙
0) = 0 (4)
with Ep(
−→
p ) =
√
m2 +
−→
p
2
. The Hamiltonian is zero and the total Hamilto-
nian [5] is
HT = v
(
p0 + Ep sign(x˙
0)
)
.
Here v is the Lagrange multiplier. Strictly speaking Eq. (4) is not a constraint
because it contains velocity (and HT is not a Hamiltonian due to the same
reason). But it depends only upon the sign of x˙, and this fact allows us to
formulate the quantum theory.
We fix the σ0 ”time arrow” by condition
∂x0
∂σ0
> 0 (5)
which forces us to admit that v > 0 (because ∆x0 = v∆σ0, see later). We
use the evolution operator
Uω(x, x˜) =
〈
x| exp(−iωHˆT )|x˜
〉
,
ψ(x, σ0 + ω) =
∫
d4x˜ Uω(x, x˜)ψ(x˜, σ0)
and the following relation for infinitesimal ω:〈
x| exp(−iωHˆT )|x˜
〉
=
∫
d4p 〈x| exp(−iωHT (x, p))|p〉 〈p|x˜〉 .
Integrating over p0 and (with use of δ-function δ(x
0 − x˜0 − ωv)) over x˜0 we
get for the wave function [4]:
ψ(x0,−→x ) =
∫
d3pd3x˜
(2π)3
exp
(
i[pi∆x
i −∆x0Ep]
)
ψ(x˜0,
−→˜
x ), (6)
where ∆x0 = vω, and we omit the argument σ0 because all the information on
σ0 is accumulated in x
0. Using (6) one can get the right Feynman propagator
for a relativistic particle [4].
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3. String as an ordered system of relativistic particles.
Now we show that any string and brane can be described as a system
of particles. More precisely, the action (1) may be regarded as a continuous
limit of sum of free relativistic particle actions provided that we take −→v ⊥
instead of −→v , where −→v ⊥ is the part of velocity orthogonal to the constant
time hypersurface of the brane worldsheet. We deal here with a kind of
indirectly introduced particle interaction.
In this section we consider a string (1-brane) and reproduce the proof of
our statement by an explicit calculation [6]. We consider N+1 particles with
the position vectors −→x k(x0), k = 0, 1, . . . , N and the action
S = −m
N∑
k=0
∫
dx0
√
1−−→v 2k⊥(x0), (7)
in which −→v k = d
−→x k
dx0
and
−→v k⊥ = −→v k − (
−→v k ·∆−→x k)
(∆−→x k)2 ∆
−→x k, ∆−→x k ≡ −→x k+1 −−→x k.
In the continuous limit we define kA
N
→ σ1, ∆
−→x k
A/N
→ −→k (σ1), m|∆−→x k| → γ. Here
σ1 ∈ [0, A]; usually one takes A = π, but for our purposes it may be natural
to consider A as the string length and |∆−→x k| = AN , |
−→
k | = 1. In any case we
have
S = −γ
N∑
k=0
∫
dx0∆l
√
1−−→v 2k⊥ → −γ
∫
dx0|−→k |dσ1
√
1−−→v 2⊥
with
−→
k = ∂
−→x (x0,σ1)
∂σ1
, −→v = ∂−→x (x0,σ1)
∂x0
and −→v ⊥ = −→v − (
−→v
−→
k )
k2
−→
k . The string
length is L =
∫ |−→k |dσ1. After that we parametrize the worldsheet x0 =
x0(σ0, σ1),
−→x = −→x (σ0, σ1) introducing a new parameter σ0 (again the stan-
dard notations are x0  t and σ0  τ). We have x˙ ≡ ∂x(σ0,σ1)∂σ0 = (1,
−→v )x˙0,
x′ ≡ ∂x(σ0,σ1)
∂σ1
= (x0
′,
−→
k +−→v x0′) and
S = −γ
∫
d2σx˙0|−→k |
√
1−−→v 2⊥.
4
The last expression is equal to the Nambu-Goto action:
S = −γ
∫
d2σ
√
(x˙x′)2 − x˙2x′2.
Of course, one could start with it and get S = −γ ∫ dx0dl√1−−→v ⊥2 which
is a continuous limit of (7).
We can also propose another discrete analogue of the Nambu-Goto string.
Let’s consider the following action:
S = −m
N∑
k=0
∫
dσ0
√
x˙
µ
k⊥x˙µk⊥,
where x˙µk⊥ is the part of x˙
µ
k perpendicular to x
µ
k+1 − xµk . The continuous
limit is N → ∞, kA
N
→ σ1, m|∆sk| → γ with the invariant interval (∆sk)2 =
(xµk+1 − xµk)(xµk+1 − xµk). We have x˙µ⊥ = x˙µ − x˙
νx′ν
x′ρx′ρ
x′µ,
(
ds
dσ1
)2
= x′2, and
S = −γ
∫
dτ |ds|
√
x˙2 − (x˙x
′)2
x′2
= −γ
∫
dσ0dσ1
√
(x˙x′)2 − x˙2x′2.
In contrast to the previous paragraph the presented discrete theory has the
relativistic invariant form from the very begining but even the sense of x˙⊥
depends upon the parametrization of the worldsheet. In the gauge σ0 = x
0
these two approaches coincide.
4. Brane as an ordered system of relativistic particles.
Now we shall prove our statement for p > 1. We consider (N + 1)p
particles arranged into some p-dimensional lattice with the position vectors−→x i1i2...ip and the action
S = −m
∫
dx0
N∑
i1=0
· · ·
N∑
ip=0
√
1−−→v 2i1,...ip⊥
where −→v i1,...ip⊥ is the component of −→v i1...ip perpendicular to −→x i1...ik+1...ip −−→x i1...ik...ip for all k. In continuous limit we demand AikN → σk and m∆V → γ
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with ∆V being volume of a cell of the lattice. The action takes the form
S = −γ ∫ dx0dV√1−−→v 2⊥, and we need to prove that S is equal to (1).
For the sake of simplicity first we consider some special coordinate system
on the brane. Let the brane be parametrized by σ0, σ1, . . . , σp, σi ∈ [0, A]
for i = 1, . . . , p. We choose a coordinate system in which σ0 = x
0, so that
∂x0
∂σi
= 0, and ∂x
µ
∂σi
∂xµ
∂σj
= 0, i 6= j. It is always possible, locally at least.
Let’s denote
−→
k i ≡ ∂
−→x (x0,σi)
∂σi
and −→v ≡ ∂−→x (x0,σi)
∂x0
on the worldsheet. In our
coordinate system
−→
k i is orthogonal to
−→
k j, i 6= j and
−→v ⊥ = −→v −
p∑
i=1
(−→v −→k i)
ki
2
−→
k i.
Of course, one can find −→v ⊥ without the orthogonality condition with the use
of standard orthogonalization procedure, but in section 6 more simple proof
is presented.
We have ∂x
µ
∂σ0
= (1,−→v ) and ∂xµ
∂σi
= (0,
−→
k i), so the determinant in (1) is
det
∂xµ
∂σa
∂xµ
∂σb
=
∣∣∣∣∣∣∣∣∣∣∣∣
1−−→v 2 −−→v −→k 1 −−→v −→k 2 . . . −−→v −→k p
−−→v −→k 1 −k21 0 . . . 0
−−→v −→k 2 0 −k22 . . . 0
...
...
...
. . .
...
−−→v −→k p 0 0 . . . −k2p
∣∣∣∣∣∣∣∣∣∣∣∣
=
=
(
p∏
i=1
(−ki2)
)1−−→v 2 + p∑
i=1
(−→v −→k i)2
ki
2


where a, b = 0, 1, . . . , p. It is not also difficult to see that the volume element
at the constant time hypersurface on the brane worldsheet is dV =
p∏
i=1
|ki|dσi.
We conclude that the action
S = −γ
∫
dσ0d
nσi
√∣∣∣∣det ∂xµ∂σa
∂xµ
∂σb
∣∣∣∣ = −γ
∫
dx0dV
√
1−−→v 2⊥. (8)
It proves our statement.
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5. Dynamics of strings.
As it was mentioned in the Introduction, the evolution operator Uω can
be constructed for strings and branes in the same way as in section 2 [7].
For p = 1 action (1) is the action of free bosonic string with the Lagrange
density [6,8-11]
L = −γ√−g = −γ
√
(x˙x′)2 − x˙2x′2. (9)
We assume that x˙ is timelike and x′ is spacelike, so that σ0 can be regarded
as a time parameter. In this case the momentum
pµ ≡ ∂L
∂x˙µ
= −γ (x˙x
′)x′µ − x′2x˙µ√
(x˙x′)2 − x˙2x′2
(10)
will also be timelike. One easily gets two constraints
pµx
′µ = 0, (11)
p
2 + γ2x′
2
= 0. (12)
The second one is obtained by squaring the Eq. (10) and hence some infor-
mation is lost. As in the case of a pointlike particle Eq. (12) yields p0 = ±Ep
with Ep =
√−→
p
2 − γ2x′2. The sign of p0 follows from the definition of the
momentum. We have
p0 + Ep(x,
−→
p ) sign(y0) = 0,
where yµ = (x˙x
′)x′µ − x′2x˙µ. The vector y is obviously timelike (indeed,
y2 = x′2g > 0 and yµx˙
µ = −g > 0, so that sign x˙0 = sign y0). We get the
”constraint” analogous to (4):
p0 + Ep(x,
−→
p ) sign(x˙0) = 0. (13)
The ”Hamiltonian” of the theoryH = p0+Ep sign x˙
0 is zero, and demand-
ing again sign x˙0 > 0 we get the total Hamiltonian HT = u(p0+Ep)+vpµx
′µ.
We have two unphysical momenta and need to exclude them from Ep. Let’s
exclude p0 and p1 (we denote the remaining components by the lower index
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”>”: p
µ = (p0, p1, p>)). One can find p1 from (11) if x
′
1 6= 0. In [7] we
restricted ourselves to the case x′0 = 0 and had
Ep(x, p>) =
√(
p>x′>
x′1
)2
+ p2> − γ2x′2.
In general case one can substitute p1 from (11) to (12) and get a quadratic
equation for p0:
p0
2
(
1−
(
x′0
x′1
)2)
+ 2p0
(p>x
′
>)x
′0
(x′1)
2 − p2>
(
1 +
(
x′>
x′1
)2)
+ γ2x′
2
= 0.
If |x′1| > |x′0|, it has two real roots of opposite signs, and we can choose
a proper one following (13). Otherwise we have to try to exclude another
component of pµ from Ep. It’s always possible because x
′ is spacelike and
|−→x′ | > |x′0|. In section 3 we have seen that the unphysical degree of freedom
is related to the motion of particles along the string.
Now we write down the evolution equation (see section 2)
ψ(x) =
∫
Dn+1x˜(σ1)
〈
x(σ1)| exp(−iωHˆT )|x˜(σ1)
〉
ψ(x˜(σ1)) =
=
∫
Dn+1pDn+1x˜ exp(i[pµ∆x
µ − ωu(p0 + Ep(x˜, p⊥))− ωvpµx′µ])ψ(x˜) =
=
∫
Dn−1p>D
n+1x˜ exp(i[−p>∆x> − ωuEp(x˜, p>) + ωvp>x′>])×
× δ(∆x0 − ωu− ωvx′0)δ(−∆x1 + ωvx′1)ψ(x˜).
Here Dx˜ and Dp denote differentials in the functional spaces and all the
integrals are functional ones (path integrals).
δ-Functions determine the Lagrange multipliers ωv = ∆x1
x′
1
and ωu =
∆x0 − x′0∆x1
x′
1
yielding the final result
ψ(x) =
∫
Dn−1p>D
n−1x˜> exp(i[−p>∆x>−
−
(
∆x0 − x
′0∆x1
x′1
)
Ep(x˜, p>) +
∆x1
x′1
p>x
′
>])ψ(x˜).
If x′0 = 0, Eq. (5) implies u > 0.
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6. Dynamics of branes.
We turn to the general case of action (1). We denote the σ0, σ1, . . . , σp
derivatives of x by x,0, x,1, . . . , x,p. Again we assume that the vector x
µ
,0 is
timelike, and vectors xµ,i are spacelike (here and hereafter in this chapter
i, k, l = 1, . . . , p while a, b = 0, . . . , p). Now in the action (1)
g(σ) =
1
(p+ 1)!
ǫa0...apǫ
b0...bpxα0,b0x
α0,a0 · · ·xαp,bpxαp,ap
with ǫ being the unit antisymmetric Levi-Civita symbol, and the canonical
momentum is
pµ =
−γ(−1)p
p!
√
(−1)pg ǫ0a1...apǫ
b0...bpxµ,b0 x,b1 · x,a1 . . . x,bp · x,ap.
Evidently pµx
µ
,i = 0 due to antisymmetry of ǫ, and using the equality
ǫa0...apg(σ) = ǫb0...bpx,b0 · x,a0 . . . x,bp · x,ap
one obtains p2 = (−1)pγ2ζ(x), ζ(x) = det xµ,ixµ,k. So, with the loss of
information about the sign of p0, the constraints are
pµx
µ
,i = 0, i = 1, 2, . . . , p; (14)
p
2 − (−1)pγ2ζ(x) = 0. (15)
From (15) we have p0 = ±Ep with Ep =
√−→
p
2
+ (−1)pγ2ζ(x). Again, the p0
sign can be easily found: pµ and x˙µ are timelike and pµx˙
µ = −γ√(−1)pg < 0,
hence sign(p0) = − sign(x˙0). The result is similar to (4):
p0 + Ep sign(x˙
0) = 0,
the ”Hamiltonian” is equal to zero and the total Hamiltonian HT = u(p0 +
Ep(x,
−→
p )) + vipµx
µ
,i.
Here p+1 momenta are unphysical ones. We assume that det(xi,k) 6= 0
(xi,k is an p×p matrix) and exclude momenta p1, . . . , pp from Ep. Due to (14)
we have pi = ([x.,.]
−1)il(p0x0,l−p>x>,l). Here we denoted all the components
of pµ with µ > p by the lower index ”>”, and ([x.,.]
−1)il ≡ dil is a matrix
inverse of xl,i. Then (15) turns into quadratic equation
p0
2
(
1− dilx0,ldikx0,k
)
+ 2p0dil(p>x>,l)dikx0,k−
− dil(p>x>,l)dik(p>x>,k)− (−1)pγ2ζ(x) = 0.
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It has two real roots of opposite signs if and only if
dilx0,ldikx0,k < 1.
The sufficient condition is that the norm of xi,k as a linear operator is greater
than the length of p-dimensional vector x0,l. If x0,l = 0 the simple answer
exists:
Ep = Ep(x, p>) =
√√√√ p∑
i=1
(pi(x, p>))2 + p2> + (−1)pγ2ζ(x).
For the wave function we have path integrals (taking (5) into account)
ψ(x) =
∫
Dn+1pDn+1x˜ exp(i[pµ∆x
µ−
− ωu(p0 + Ep(x˜, p⊥))− ωvipµxµ,i])ψ(x˜) =
=
∫
Dn−pp>D
n+1x˜ exp(i[−p>∆x> − ωuEp(x˜, p>) + ωvip>x>,i])×
× δ(∆x0 − ωu− ωvix′0,i)
r∏
l=1
δ(−∆xl + ωvixl,i)ψ(x˜).
Again δ-functions determine the Lagrange multipliers
ωvi = dil∆xl,
ωu = ∆x0 − ωvix0,i
and reduce the number of integrals over x:
ψ(x) =
∫
Dn−pp>D
n−px˜> exp(i[−p>∆x>−
− (∆x0 − dil(∆xl)x0,i)Ep(x˜, p>) + dil(∆xl)p>x>,i])ψ(x˜).
So, we found out the structure of constraints and wrote down the evolu-
tion operator in the same way as in section 2. It isn’t surprising remembering
results of sections 3 and 4. Now we are ready to prove this statement without
fixing any special coordinate system. We just need to find out the general
formula for −→v ⊥. Notice that by definition pµ lies in a hyperplane of xµ,0 and
x
µ
,i. Then, due to the constraints (14), p
µ is proportional to xµ⊥,0. We have
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vµ = ∂x
µ(x0,σi)
∂x0
=
xµ,0
x0,0
and hence pµ is also proportional to vµ⊥: v
µ
⊥ = αp
µ. To
find the coefficient α we take vµ⊥pµ =
xµ
⊥,0
pµ
x0,0
=
−γ
√
(−1)pg
x0,0
(the last equality
is just the Euler’s homogeneous function theorem) and pµpµ = (−1)pγ2ζ(x).
But vµ⊥pµ = αp
µpµ, hence we have
v
µ
⊥ = −
√
(−1)pg
(−1)pγζx0,0
p
µ
and 1−−→v 2⊥ = vµ⊥vµ⊥ = (−1)
pgp2
γ2ζ2x0,0
2 =
g
ζx0,0
2 , so
∫
dx0dV
√
1−−→v 2⊥ =
∫
x0,0 dσ0
√
| detxµ,ixµ,k| dpσi
√
g
ζx0,0
2 =
∫
dp+1σ
√
|g|.
We proved (8) and the main statement of sections 3 and 4 for the most
general case.
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