In Vertex Coloring Problems, one is required to assign a color to each vertex of an undirected graph in such a way that adjacent vertices receive different colors, and the objective is to minimize the cost of the used colors. In this work we solve four different coloring problems formulated as Maximum Weight Stable Set Problems on an associated graph. We exploit the transformation proposed by Cornaz and Jost [5] , where given a graph G, an auxiliary graphĜ is constructed, such that the family of all stable sets ofĜ is in one-to-one correspondence with the family of all feasible colorings of G. The transformation in [5] was originally proposed for the classical Vertex Coloring and the Max-Coloring problems; we extend it to the Equitable Coloring Problem and the Bin Packing Problem with Conflicts. We report extensive computational experiments on benchmark instances of the four problems, and compare the solution method with the state-of-the-art algorithms. By exploiting the proposed method, we largely outperform the stateof-the-art algorithm for the Max-coloring Problem, and we are able to solve, for the first time to proven optimality, 14 Max-coloring and 2 Equitable Coloring instances.
Introduction
In Vertex Coloring Problems, one is required to assign a color to each vertex of an undirected graph in such a way that adjacent vertices receive different colors, and the objective is to minimize the cost of the used colors. In the classical Vertex Coloring Problem (VCP), all colors have the same cost, hence, the objective is to minimize the number of used colors. The Equitable Coloring Problem, is a VCP with the additional restriction that subsets of vertices receiving the same color, denoted as color classes, differ in cardinality of at most one unit. The Max-coloring Problem is defined as a VCP where each vertex has a positive weight, and the cost of a color is given by the maximum weight of the vertices in the corresponding color class. Finally, by considering a VCP with a positive weight associated with each vertex, and imposing that the total weight of the vertices in a color class does not to exceed a given capacity, we obtain a VCP with capacity constraints. Because the problem generalizes the Bin Packing Problem as well, it is known in the literature as Bin Packing Problem with Conflicts. All mentioned problems are NP-hard.
Coloring problems are very challenging from the computational viewpoint and have several relevant applications, including, just to mention a few, scheduling [14] , timetabling [6] , frequency assignment [11] , register allocation [4] and communication networks [23] (see Malaguti and Toth, [17] ).
Problems definition. Let G be a graph with vertex set V (G) and edge set E(G). A stable set S ⊆ V (G)
is a subset of vertices containing no edge, a clique K ⊆ V (G) is a subset of vertices inducing a complete subgraph. The stable sets of G are the cliques of the complementary graph G of G. 
A coloring of G is a partition S = S 1 , . . . , S p of V (G) into stable sets S i . The Vertex Coloring Problem (VCP) is to find a coloring of G with a minimum number p of stable sets. We denote by χ(G) the optimum of VCP. The VCP is a very challenging problem from the computational viewpoint, for which state-of-the-art exact methods can fail in optimally solving instances with more than 200 vertices. The best performing exact methods for the VCP are based on the Set Covering formulation of the problem, where binary variables are associated with stable sets of G. Since stable sets of an arbitrary graph G are in exponential number with respect to the graph size, Set Covering formulations require column generation techniques and Branch-and-Price algorithms for managing the exponentially many variables. The recent algorithms by Malaguti, Monaci and Toth [16] , Gualandi and Maluccelli [12] , and Held, Cook and Sewell [13] , are all very sophisticated implementations of a Branch-and-Price algorithm, embedding specialized (meta)heuric procedures [16] , constraint programming techniques [12] and improved algorithms for the column generation subproblem [13] . We also mention the Branch-and-Cut approach by Méndez-Díaz and Zabala [20] , which is effective for some special classes of graphs.
Given a graph G, a coloring S = S 1 , . . . , S p is equitable if
The Equitable Coloring Problem (ECP) is to find an equitable coloring with minimum p. We denote by χ eq (G) the optimum of ECP. The most recent mathematical programming contributions to the exact solution of the ECP include the Branch-and-Cut algorithm by Bahiense et al [1] , which exploits an asymmetric formulation (proposed by Campêlo, Corrêa and Campos [3] for the VCP); and the MIP formulation by
Méndez-Díaz, Nasini and Savarín [19] , which is strengthened by valid inequalities derived from a polyhedral study, and can be solved directly by a MIP solver. In addition, a Branch-and-Bound algorithm was recently proposed by Méndez-Díaz, Nasini and Savarín [18] , extending to the ECP the famous DSATUR algorithm for the VCP by Brélaz [2] . To the best of our knowledge, no extended formulation with variables associated with stable sets of G was proposed. A possible reason is the non straightforward definition of equitable cardinality constraints for the color classes in this setting.
Given a graph G and vertex weights c ∈ Z V (G) , the Max-coloring Problem (also known as Weighted VCP, see [15, 10] ) is the problem of determining a coloring S = S 1 , . . . , S p of G which minimizes
We denote by χ max (G, c) the optimum of Max-col. When c is a unit vector, ψ(S) = p and Max-col reduces to the VCP. The best performing exact method for the Max-col is the Branch-and-Price algorithm by Furini and Malaguti [10] , which can solve instances with up-to 100 vertices.
Given a graph G, vertex weights c ∈ Z V (G) , and an nonnegative integer κ, the Bin Packing Problem with Conflict (BPPC) is to determine a coloring S = S 1 , . . . , S p of G which minimizes p so that the weight of the stable sets c(S i ) := v∈S i c(v) does not exceed κ. The optimum is denoted by χ bp (G, c, κ). Stateof-the-art algorithms for the BPPC, recently proposed by Fernandes-Muritiba et al. [9] , Elhedhli et al. [7] , Sadykov and Vanderbeck [22] , exploit a Set Covering formulation and implement a Branch-and-Price framework. Apparently, the presence of capacity constraints on the cardinality of the color classes reduces the practical difficulty of solving the BPPC. The mentioned algorithms can solve to optimality instances with up to 500 vertices.
Despite the effectiveness of the approaches solving exponential-size formulations, in general it is a tough task to design, implement and tune an algorithm based on the Branch-and-Price or Branch-and-Cut framework. Unfortunately, no direct formulation for coloring problems having a polynomial number of variables is known to be effective, unless it is strengthened by valid inequalities, aimed at improving the quality of the associated linear relaxation and at removing part of the symmetry affecting these formula-3 tions (see, Mendez-Diaz and Zabala [20] for the VCP, and Bahiense et al. [1] and Mendez-Diaz et al. [19] for the ECP).
In this work we solve the VCP, ECP, Max-col and BPPC by reformulating them as MWSSPs on an associated graph. We exploit the transformation proposed by Cornaz and Jost [5] , where given a graph G, an auxiliary graphĜ is constructed, such that the family of all stable sets ofĜ is in one-to-one correspondence with the family of all feasible colorings of G. The transformation was originally proposed for the VCP and for the Max-col. We extend the transformation to the ECP and the BPPC; in these cases additional constraints have to be defined for the MWSSP. The advantage of this approach relies on simplicity: it allows us to solve coloring problems by solving MWSSPs, which can be tackled by problem specific algorithms, or can be formulated as MIPs of polynomial size, and solved by a general purpose MIP solver.
Given the transformation we exploit, whereĜ has one vertex for each edge in the complement graph of G, the method is notably promising for instances where G is dense, thus producing auxiliary graphsĜ of manageable size.
The transformation
In [5] , Cornaz and Jost explain how to transform a weighted graph (G, c) to an auxiliary weighted graph (Ĝ,ĉ) so that:
The transformation starts by considering the line-graph A simplicial star of − → G is a subset of arcs all having the same tail and whose heads are pairwise linked.
For any coloring S 1 , . . . , S p of G, each S i is a clique of G, and, since the orientation of G is acyclic, in each of these cliques S i there is a unique vertex v i which is the center of a simplicial star
spans S i . Remark that
Moreover,
A simplicial stellar forest of − → G is a subset of arcs of − → G which can be partitioned into vertex-disjoint simplicial stars. Observe that given a simplicial stellar forest
a stable set inĜ. Since the converse holds as well, it follows that there is a 1-to-1 correspondence between the stable sets ofĜ and the clique partition of G, and hence with the colorings of G. In the following, we let v 1 , . . . , v p be the centers of the simplicial stars of − → G associated with the coloring S 1 , . . . , S p of G, and we will use the following 
where x(A) stands for a∈A x a .
Proof of Proposition 1. If u is not a center, then x(δ + (v)) = 0 and the inequality is trivially satisfied.
If v is not a center, then by (3), we have x(δ − (v)) = 1 and again the inequality is trivially satisfied. When both u and v are centers, the constraints ensures that 
Computational Experiments
We considered VCP, Max-col, ECP and BPPC instances, we derived the auxiliary graphĜ as described in the previous section, and solved the resulting MWSSP (with additional constraints (4) and (5) in the case of the ECP and BPPC, respectively). In the following, we denote this solution procedure by M W SS(Ĝ).
Experiments were performed on a single core of a i5 linux PC with 8 GB RAM. Results are compared with state-of-the-art algorithms for the corresponding problems, all based on Branch-and-Price for the VCP, Max-col and BPPC, and Branch-and-Cut algorithms and a Branch-and-Bound algorithm for the ECP. An important parameter in these experiments is the density of the graph, denoted by δ, which is the number of edges divided by the maximum possible number of edges (so δ(G) + δ(G) = 1).
Algorithms for the Maximum Weight Stable Set Problem.
MWSSPs can be solved by means of specialized algorithms, or formulated as a MIP (see Section 1) and directly tackled by a MIP solver.
In our preliminary experiments we considered the following algorithms for solving MWSSPs: i) the Cliquer algorithm by Ostergard, [21] ; ii) the Combinatorial Branch and Bound algorithm by Held et al. [13] ; iii) the MIP formulation of the MWSSP solved by CPLEX 12.6.
According to our experiments, the best choice is to tackle directly the MIP formulation of the MWSSP by CPLEX. This result is partially in contrast to what could be expected, since specialized algorithms are known to be faster when a MWSSP has to be solved as a column generation subproblem in a Branch-andPrice algorithm (see, e.g., [16, 13, 10] ). Note that in the column generation case, the MWSSP to be solved are defined on smaller-size graphs. From our computational experience, for very large graphs, like the ones obtained from the transformation, specialized algorithms tend to be slower. For example, for the 53 VCP instances considered in the next section, within a time limit of 1h of computing time, CPLEX was able to solve to optimality the MWSSP on graphĜ for 38 instances, versus the 3 and 6 instances solved to optimality by Cliquer [21] and the Branch-and-Bound algorithm in [13] , respectively. In the following we report results obtained by solving the MIP formulation of the MWSSP (with additional constraints (4) and (4) in the case of the ECP and BPPC, respectively) by CPLEX 12.6.
Computational results for the VCP.
None of the Branch-and-Price algorithms [16] , [12] and [13] clearly dominates the others, hence, we compare our results with [16] , which reports an extensive set of computational results for benchmark instances. We tested the 115 DIMACS benchmark instances (ftp://dimacs.rutgers.edu/pub/challenge/graph/) considered in [16] , and restrict the set to 58 instances for which the auxiliary graphĜ has at most 30,000 vertices. In Table 1 we report the cardinality of the vertex sets |V (G)| and |V (Ĝ)|, and of the edge sets |E(G)| and |E(Ĝ)|, respectively, for the original and transformed graphs. Clearly, the size of V (Ĝ) remains limited for dense graphs G, which are the instances where the method we study is more promising. In the table we then report the results obtained by solving the MWSSP on the transformed graphĜ by CPLEX 12.6, with a limit of 10 hours of computing time (columns M W SS(Ĝ)). Namely we report, for each considered instance, a lower bound LB and an upper bound U B on the value χ(G), and the corresponding computing time (tl when time limit is reached), which includes the (usually very small) time for applying the transformation of G toĜ. In the next columns, we report the results of the Branch-and-Price algorithm in [16] (columns BP [16] ), obtained within the same 10 hours of computing time on a slightly slower Pentium 4 PC with 2 GB RAM. On the considered 58 instances, the M W SS(Ĝ) method performs very well, solving to optimality 38 instances, compared with the 39 instances optimally solved by [16] . In particular the described method can solve instance DSJC250.9, which was only recently solved to optimality by [13] with almost 3 hours of computing time.
Computational results for the Max-col.
The best performing algorithm for Max-col, i.e., the Branch-and-Price algorithm [10] , can solve instances with up to 100 vertices. This makes the M W SS(Ĝ) method an excellent candidate alternative for solving the Max-col, since we expect the weighted auxiliary graphĜ being not too large, and we do not have to spoil the MWSSP formulation with additional constraints. We considered all the instances in [10] .
This includes 46 instances from the COLOR02/03/04 benchmark (http://mat.gsia.cmu.edu/ COLOR02) and two sets of instances from matrix-decomposition problems. In Tables 2, 4 and 5 we report the size of the original and transformed graphs, and the results obtained by the presented method (columns M W SS(Ĝ)), followed by the results from [10] , obtained on the same computer. Time limits are set to 1 hour of computing time for the first to two sets (DIMACS and p) and to 4 hours for the last set (R), as in [10] .
Clearly the results obtained by the M W SS(Ĝ) method largely outperform those in [10] (obtained on the same computer): concerning the 46 COLOR02/03/04 benchmark, 38 instances are solved to optimality, i.e., 2 more than [10] . By allowing up to 10 hours of computing time (see Table 3 ), the M W SS(Ĝ) method can additionally solve to optimality instances R100 1g and R100 1gb, and for unsolved instances, the optimality gaps are further reduced and always smaller than those obtained by [10] (while the Branchand-Price algorithm in [10] does not benefit from additional computing time). Concerning the p instances, which are all solved to optimality by both methods, the average computing time is reduced of one order of magnitude, from 6.83 to 0.35 seconds. Finally, for the R instances, [10] reports only 19 optimal solutions, while all the 30 instances are optimally solved by the M W SS(Ĝ) method.
Computational results for the ECP
For solving the ECP, we consider the MWSSP on graphĜ and the additional balance constraints (4).
Constraints (4) are O(n 2 ) in total, since one constraint is defined for each pair of vertices u, v ∈ V , but Table 2 : Results for the Max-col, COLOR02/03/04 instances, time limit of 1 hour. The three recent papers [19] , [18] and [1] report computational experiments on randomly generated graphs and the DIMACS benchmark instances. We consider the same random graphs used for testing the Branch-and-Bound algorithm in [18] , which also summarizes results obtained by solving the compact formulation from [19] , having from 60 to 120 vertices and densities δ ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, as reported in Table 6 . Each row of the table reports average results over 30 instances for the size of the original and transformed graphs. The table also reports the number of instances solved to optimality (opt) within 2 hours of computing time by the approach M W SS(Ĝ), and the average computing time (for solved instances only). In the table we also report the number of optimally solved instances and the average computing time for [19] and [18] (obtained with a PC similar to the one we use).
The approach we propose can solve all instances with 60 vertices with the exception of 3 instances with δ = 0.3, while only 10 instances with 70 vertices and δ = 0.3 are solved, and no instance with 70 vertices and δ = 0.5 is solved. When 80 or more vertices are considered, instances with δ = 0.1, 0.7, 0.9 remain more tractable, while instances with δ = 0.3, 0.5 confirm to be difficult for the approach. Considering the same instances, complete results for the formulation in [19] are available up to 70 vertices (300 instances in total). The formulation in [19] can be solved to optimality for 217 instances, while the approach we propose can solve 257 of the same instances. The Branch-and-Bound algorithm [18] performs very well on these random problems, indeed, it can solve to optimality all the 300 instances with up to 70 vertices, and Table 6 : Results for the ECP, random instances from [18] .
141 instances with 80 vertices, while our approach can solve 89 instances with 80 vertices. Our approach seems to have a better performance on dense graphs: it is from one to four orders of magnitude faster for instances with δ = 0.9 and 70 or more vertices (both approaches solve all instances in these classes), and can solve 29 instances with 80 vertices and δ = 0.7, while the algorithm in [18] can solve only 21 instances in this class.
Concerning the Branch-and-Cut algorithm in [1] , it considers 5 instances per class, with up to 70 vertices. It can solve 2 instances with 60 vertices and δ = 0.3, and 3 instances with 60 vertices and δ = 0.5, while no instance with 70 vertices and δ = 0.3 or δ = 0.5 is solved within a time limit of 2 hours on a 1.8GHz PC with 1 GB RAM. This allows us to conclude that the method we propose has a better performance than [1] on randomly generated instances.
We also experimented our method on 54 DIMACS instances and 4 kneser graphs considered in [19] , and restrict the set to 42 instances for which the auxiliary graphĜ has at most 30,000 vertices. A subset of these instances was considered in [1] as well. Table 7 reports the size of the original and transformed graphs, and the results obtained by the presented method (columns M W SS(Ĝ)), followed by the computing times from [19] , [1] and [18] , from the respective papers. The approach we propose performs satisfactorily on these instances, and solves to optimality 23 out of 54 instances within 2 hours of computing time. It worth mention that we are able to solve to optimality, for the first time, instance DSJC125.9, and, by allowing 22312 seconds of computing time on a multi-core cpu, instance DSJC250.9, whose optimal solution value is 72 (reported time is the sum for all the cpu cores). The Branch-and-Bound algorithm [19] is the best performing approach for this set of instances, and can solve 31 instances to optimality within the same time limit. The Branch-and-Bound algorithm [18] can solve 26 instances (the miles750 and miles1000 instances, where time limit is marked tl * , can be solved by choosing a different strategy in the algorithm). Finally, the algorithm in [1] solves all the 19 considered instances.
Computational results for the BPPC.
State-of-the-art algorithms for the BPPC, proposed by Fernandes-Muritiba et al. [9] , Elhedhli et al. [7] and Sadykov and Vanderbeck [22] are all based on the Branch-and-Price framework. All these algorithms are tested on BPPC instances with up to 500 items (vertices), obtained by adding random incompatibility graphs with densities in the range 0.1 − 0.9 to 80 BPP instances from Falkenauer [8] , for a total of 720 instances. Mentioned Branch-and-Price algorithms can solve approximately 700 out of 720 instances.
The most difficult ones are those with densities in the range 0.3 − 0.4. The approach we propose, that is, formulating the MWSSP on graphĜ with the additional capacity constraints (5), can solve almost all instances with density 0.9, and a few instances with density 0.8, within 1 hour of computing time.
However, these instances are easily solved by Branch-and-Price algorithms. Thus, we conclude that, although the method we propose can solve BPPC instances, it is not competitive with state-of-the-art Branch-and-Price algorithms.
Conclusions
We exploited the idea of solving Coloring problems on a graph by solving Maximum Weight Stable Set problems on an auxiliary graph, the solutions of which are in one-to-one correspondence with the colorings of the original graph. The contribution of the paper is twofold: first, the extensive computational experiments we performed showed that we could solve some very hard instances of the Vertex Coloring Problem on dense graphs, while for the Max-coloring Problem, the current state-of-the-art algorithm is largely outperformed; second, we extended the idea to the Equitable Coloring Problem and to the Bin Packing Problem with Conflicts, and performed extensive computational experiments for these 
