We consider some models in the Kardar-Parisi-Zhang universality class, namely the polynuclear growth model and the totally/partially asymmetric simple exclusion process. For these models, in the limit of large time t, universality of fluctuations has been previously obtained. In this paper we consider the convergence to the limiting distributions and determine the (non-universal) first order corrections, which turn out to be a non-random shift of order t −1/3 (of order 1 in microscopic units). Subtracting this deterministic correction, the convergence is then of order t −2/3 . We also determine the strength of asymmetry in the exclusion process for which the shift is zero. Finally, we discuss to what extend the discreteness of the model has an effect on the fitting functions.
Introduction and results
A growth model is a stochastic evolution for a height function h t (x), x space, t time. In this paper we consider some models in the Kardar-Parisi-Zhang (KPZ) universality class [21] in 1+1 dimensions, that are irreversible and have local growth rules. Moreover, there is a smoothing mechanism ensuring the existence of a deterministic limit shape h ma (ξ) := lim t→∞ t −1 h t (ξt), around which fluctuations are expected to have some degree of universality. More precisely, the height function under the scaling h resc t (u) := h t (ξt + ut 2/3 ) − t h ma (ξ + ut −1/3 ) t 1/3 (1.1)
should be a well-defined stochastic process as t → ∞, which means that fluctuations are of order t 1/3 and the spatial correlation length scales as t
2/3
(below we will focus on the one-point distribution only). The limit process still depends on initial conditions and is expected to be universal inside subclasses of the KPZ class (e.g., the processes for flat or curved limit shape are different). For more details, see the recent reviews [16, 18] and the references therein.
Theory. On the theoretical side, some solvable models in the KPZ class have been analyzed in great detail. Two of the best studied models are the polynuclear growth (PNG) model and the (totally/partially) asymmetric simple exclusion process (TASEP/PASEP), see below for a concise definition. For example, it was shown [4, 19, 26, 41] that if the initial conditions generate a curved limit shape, then the limiting distribution function of F t = È(h resc t (0) ≤ s) as t → ∞ is given by the GUE Tracy-Widom distribution function, F GUE , occurring first in random matrix theory in [37] . Recently, the first model in the KPZ class, namely the KPZ equation itself, it was solved and the F GUE was obtained [2, 31, 32, 34] 1 . This solution of the KPZ equation includes the distribution function for h t at any time t, not only in the t → ∞ limit. A further aspect noticed in [31] is that the correction of F t from F GUE is of order t −1/3 . This means that on the original scale, the difference between the height function h t (ξt) and t h ma (ξ) is of order 1.
Experiments. Until recently, on the experimental side there were only few experiments giving the fluctuations exponent 1/3 [24, 43] . Besides the difficulties of having good statistics, one of the main issues in the experimental set-up is to have really a local dynamic, and the centering in (1.1) has to be obtained experimentally from the measured asymptotic growth velocity. In any case, experimental data were not good enough to have more detailed information on the scaling exponents, until the recent amazing experiments carried out by Takeuchi (see [35] and [36] ). Using nematic liquid crystals they were able to get accurate statistics that confirmed the fluctuation and correlation exponents, but also the limiting distribution functions and the covariance of the processes 2 previously obtained in solvable models. As it was the case for the solution of the KPZ equation cited above, also in these experiments one could see that the fit between the density of the Tracy-Widom distributions and the measurements is good even at relatively small time t, but finite size corrections are still visible. They measured also the decay of the mean, variance, skewness and kurtosis. In the scaled variables, the mean has been seen to decay as t −1/3 , while the others as t −2/3 . Thus, in the unrescaled variables, the mean has a shift of order 1.
Before explaining the results, we briefly describe the models analyzed in this paper 3 . (a) PASEP and TASEP. The partially asymmetric simple exclusion process (PASEP) on Z in continuous time is an interacting particles system. At any time instant t at most one particle can occupy a site in Z and particles try to jump to the right neighboring site with rate p and to the left neighboring site with rate q = 1 − p. The jumps are made only if the arrival sites are free. This dynamics does not change the order of particles. We label them from right to left so that x k (t) denotes the position of particle with label k at time t and x k (t) > x k+1 (t) for all k and t. The two initial conditions analyzed in this paper are step initial condition, x k (0) = −k, k = 1, 2, . . ., and alternating initial condition, x k (0) = −2k, k ∈ Z. When q = 0 (and p = 1) the particles can only jump to the right so that the model is totally asymmetric and is called TASEP.
(b) PNG model. The polynuclear growth model describes an interface given by a height function x → h t (x) ∈ Z, x ∈ R, which is a step function with up-and down-steps on the integers and constant in between. The PNG dynamics is the following. The up-steps move to the left with unit speed and the down-steps to the right with unit speed. On top of it, there are random nucleation events, i.e., creation of a pair of up-and down-steps, which then follow the deterministic spread to the left/right. In this paper we consider h 0 (x) = 0 for all x ∈ R and nucleations as follows: for flat PNG, nucleations form a Poisson point process in R × R + with intensity 2, while for PNG droplet the nucleations are further restricted to {(x, t), |x| ≤ t} (see also the review [17] for more details and illustrations).
Results.
A difference between the shift of the mean in the solution of the KPZ equation and in the liquid crystal experiment is that they have opposite signs. The latter has the same sign as for the TASEP (totally asymmetric) as we will show. Since the solution of the KPZ equation can be obtained starting from the WASEP (weakly asymmetric), there will be a value of the asymmetry for which the mean has no shift (up to O(t −2/3 )). A preliminary Monte-Carlo simulation indicates that this happens for the PASEP height function at the origin for p = p c ≃ 0.78 [31] .
Result 1. In Corollary 4.3 we show that p c is the solution of
We first determine an analytic formula for the shift of the distribution of a tagged particle (see Proposition 4.1). The shift turns out to be a function of the macroscopic particle number. However, when we switch back to the height function representation, the shift becomes again independent of the macroscopic position (the ξ in (1.1)).
The other results concern the first order correction to the limiting distribution function and density. Let us illustrate it for the PNG droplet. The other cases are analogue, but instead of the GUE one has for example the GOE Tracy-Widom distribution. The height function is an integer-valued function, i.e. h t (0) ∈ Z, and since we always look at it it at a single point, x = 0, we drop the space dependence in our notation and write h t ≡ h t (0). It is known that for some explicit constants c 1 , c 2 , the rescaled variable
where ζ is a random variable with (GUE) Tracy-Widom distribution F GUE , i.e.,
(1.4)
Remark that F t is piecewise constant over intervals of length δ t := 1/(c 2 t 1/3 ). One expects that
where η is another random variable a priori not independent from ζ. With (1.5) we mean that
But what is the nature of η? The surprising result is that for the models we consider, η is a deterministic constant and therefore independent from ζ (see Section 3 for PNG and TASEP, Section 4 for PASEP). This implies the following.
Result 2. Let us denote by δ t := c −1 2 t −1/3 the discrete lattice width where h t,resc lives. There exists a constant η such that
for all s ∈ I t = (Z − c 1 t)δ t .
For PNG and TASEP the shift does not depend on the chosen macroscopic position, but this property is not generic and might depend on the chosen observable too, as shown by the result on PASEP. (This non-universality of η is quite intuitive, since η is a correction term on the microscopic scale, thus model-dependent.) Consequently, by shifting the height function h t by the constant η as in (1.7), the convergence of the distribution function to F GUE is of order O(t −2/3 ). If η was not independent from ζ, then one would have a convergence only of order O(t −1/3 ) instead. In the domain of random matrices, similar results have been obtained for the Gaussian and Laguerre Unitary Ensembles [13, 22] . However, in those cases the analyzed random variable were continuous. This differs from the random variables of the models considered here, since before rescaling they live on Z, while after the rescaling (1.1) they still live on a discrete lattice of width δ t . The discreteness becomes irrelevant for the universal statements, but at first order it can not be neglected for the fit with the limiting distribution function and density. Indeed, the shift needed to have a fit with accuracy of order O(t −2/3 ) is not the same for the density as for distribution function. In order to see this feature, consider the slightly modified scaling of the height function
where a ∈ R is a given constant. Further, set
and
Result 3. With the choice a := η + we have
for all s ∈ I t := (Z − c 1 t − a)δ t .
These results are discussed in Section 2 and used for the fits of the simulations of TASEP in Section 3. 12) while the scaling (1.3) yields
and 14) where
In view of these results, we carried out a simulation for TASEP with time t = 1000. As observable we used a tagged particle. The dots in Figure 4 represent s → p t (s) for s ∈ I t and a = η + 1 2 , which is well approximated by the solid line s → F ′ GUE (s) as predicted by Result 3. As comparison, the dashed line is the unshifted density s → F ′ GUE (s − aδ t ) (see (1.14)), i.e., the fit obtained with a = 0.
The same applies to the distribution function. The dots in Figure 3 are the plot of s → F t (s) for s ∈ I t and a = η + 1 2 . The dashed line is the predicted limiting distribution function with scaling (1.3), be s → F GUE (s) = F GUE (s + 1 2 δ t − aδ t ) (see (1.13)). The fit suggested by Result 2 is the solid line, s → F GUE (s + 1 2 δ t ), which indeed is a better fit. In the same way we fit Figures 2 and 1 with the difference that the limiting distribution function is s → F GOE (2s).
Finally, the shift used in h t,resc is the same needed to have a convergence of the moments, and consequently of the variance, skewness, kurtosis of order
The following result is discussed in Section 2.2.
Remark that if η was not independent from ζ, the convergence of the variance, skewness, and kurtosis would still be of order O(t −1/3 ).
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Strategy and effects of the discreteness
In this section we present the strategy used to get the results. We discuss the effects of the intrinsic discreteness of the models on the fitting functions and on the moments, since it is relevant at first order. Finally, we explain how to fit data coming from an experiment.
On the fitting functions (Results 2 and 3)
For the PNG model and the TASEP, the strategy of getting (2.8) is the following 4 . In these cases, the distribution function of h t can be expressed as a (discrete) Fredholm determinant with kernel K t ,
For some constant a ∈ R, the rescaled random variable
lives on I t := (Z − c 1 t − a)δ t . According to the scaling in (2.2), we define the rescaled kernel K t,resc as
so that the distribution function F t defined by
can be written as a Fredholm determinant on ℓ 2 ([s + δ t , ∞) ∩ I t , δ t ν) with ν the point measure on I t ,
(2.5) 4 Mathematically, we get a weaker result, but to illustrate what really happens let us assume that one has (2.8). What is missing are explicit bounds on the decay of the kernels, which can be obtained by standard asymptotic analysis; the ingredients like the steep descent paths are all already contained in previous papers. For TASEP we illustrate the results with a simulation for time t = 1000.
Note that F t and the Fredholm determinant in (2.5) are piecewise constant functions, with jumps for values of s in the lattice I t . The next step is to show that for s 1 , s 2 ∈ I t and a well-chosen a ∈ R,
where K is a symmetric and K asym an antisymmetric kernel. Then, it follows that
where χ s is the projection onto [s + δ t , ∞) ∩ I t . The operator under the trace is antisymmetric, therefore its trace is zero and
If we denote by
the limiting distribution of F t (s) taken as a Fredholm on L 2 ((s, ∞)), then by Lemma 2.1 below, we get
for s ∈ I t , and by the argument below (that gives Result 3), one finally obtains
In Section 3 we derive (2.6) for the PNG model and the TASEP. Let us explain how to get Result 3 without the need of Fredholm determinant representations. Assume that there exists a constant γ such that
with F ∈ C 2 and Q ∈ C 1 . Then using Taylor expansion we readily obtain
for s ∈ I t , while the approximation would be only of order δ t if γ = 1/2.
In our case, see Corollary 2.2, we have γ = 1/2 which is a consequence of the following lemma. 5 On a rigorous level, one needs to verify that (a) the O(δ 
Lemma 2.1. Assume that the kernel K satisfies
(2.14)
for some constants C, c > 0, for all x 1 , x 2 ∈ (s, ∞) and i, j ∈ {1, 2}. Let δ t be as above the lattice width. Then
(2.17) Equation (2.15) then follows from Lemma A.1 with
together with Lemma A.2.
A straightforward corollary is the following.
Corollary 2.2. Assume (2.8) and (2.14) to hold. Then, for large t, we have (remember that δ t = c −1
Remark 2.
3. An equivalent way would be to consider the scaling (2.3) without the shift by a, i.e.,
6 With ∂ i we mean the derivative with respect to the ith entry of the function. The assumption (2.14) holds for the Airy kernels, see Lemma A.3. 7 For the Airy kernels it is easy to improve O(t −2/3 e −s ) to O(t −2/3 e − max{s,0} ). However, getting a rigorous good bound for the error as s → −∞ is a much more difficult task (this would be needed for a rigorous proof of the convergence of the moments).
Then, instead of (2.6) we would have obtained
In the specific case of the Airy kernels K A 2 (x, y) := R + dλ Ai(x+λ) Ai(y +λ) and K A 1 (x, y) := Ai(x + y),
On the moments (Result 4)
Another consequence of the constant shift by a is that all finite moments of F t converge as fast as t −2/3 . Without the shift, the first moment would converge only as fast as t −1/3 , while the variance, skewness, kurtosis would of course not be affected by the shift.
for all m ∈ N.
Proof. Let us set
(2.25)
(2.27) where we used Lemma A.1 to approximate the sums by the integrals.
How to fit the experimental data
For completeness, we explain shortly how to fit the experimental data. We partially follow the description of the Supplementary Notes of [36] and use their notations. Let us assume that we observed a growth process which is thought to belong to the KPZ class. Let S = ε Z, ε > 0, be a discrete subset of R, where the values of the height function at time t, denoted by h t , lives. Let N ≫ 1 the number of experimental measurements and denote by · the empirical average over the N experiments. Having (1.5) in mind, we expect to have
where ζ is a GUE (resp. GOE) Tracy-Widom distributed random variable for curved (resp. flat) limit shape, v ∞ the asymptotic growth velocity and a a constant.
(1) Determine the asymptotic growth velocity v ∞ . Using
(2) Verify the fluctuation scaling exponent and the fluctuation amplitude Γ. With a log-log plot we can verify if the power 2/3 in
holds and at the same time measure the constant Γ = 0.
(3) Determine the shift parameter a. Consider the standard KPZ scaling h t,resc := (h t − v ∞ t)/(Γ t) 1/3 . Then, a is measured according to the relation
Now that we have determined v ∞ , Γ and a, we fit the data vs. the theoretical predictions. We set h t,resc := h t,resc − a (Γt) −1/3 . ε/(Γt) 1/3 )).
PNG and TASEP
In this section we determine the value of the order 1 shifts for the PNG and TASEP models, both with flat and curved geometry.
Flat PNG
In [11] the formula for the height function h t at time t for the flat PNG was obtained 9 . It is shown that
where J n is the standard Bessel function (we use the conventions of [1]) 10 . As t → ∞, we consider the scaling
Under this scaling it is known that [11]
as t → ∞ and uniformly for s 1 , s 2 in bounded sets. Moreover, there are exponential bounds for the decay of K flatPNG t,resc (see, e.g., Appendix A.2 of [15] ) which ensures that we can take the limit t → ∞ inside the Fredholm determinant, leading to
where F GOE is the GOE Tracy-Widom distribution function [38] .
Here we focus on the first order correction of K flatPNG t,resc with respect to K A 1 and show that it is zero. Since the asymptotic analysis is quite standard (see e.g. Lemma 6 .1 of [8] for the explanation of general strategy), here and in the next sections we indicate only the important steps.
Proposition 3.1. Uniformly for s 1 , s 2 in a bounded subset of I t ,
Proof. We have
The function z → z − z −1 − 2 ln z has a double critical point at z c = 1. The steepest descent path can be taken to be coming into z c with an angle e −πi/3 , leaving with an angle e πi/3 , and completed by a piece of a circle around zero with a radius strictly larger than 1. Then, the leading term in the asymptotic of K flatPNG t,resc comes from a t −1/3 -neighborhood of z c . Setting z = 1 + Z(2t)
and doing the large t expansion of the integrand in (3.7), one obtains
where we have set for simplicity ζ := s 1 + s 2 . Using the contour integral representation of the Airy function (A.11) we have
Finally, using the identity Ai ′′ (ζ) = ζ Ai(ζ) of the Airy function one readily gets that the square bracket is equal to zero.
PNG droplet
The formula for the height function h t at time t for the PNG droplet was determined in [27] . Let us fix c ∈ (−1, 1). Then,
We consider the case c = 0 (and drop the index c) since the general case is simply obtained by replacing t by t √ 1 − c 2 . An integral representation of the kernel is given by
e 2t(w−w −1 )
As t → ∞, we consider the scaling
for a t-independent constant a to be specified later. In [27] it is proven that the rescaled kernel converges to the Airy kernel, namely
as t → ∞ and uniformly for s 1 , s 2 in bounded sets. Moreover, exponential bounds for the decay of K curvPNG t,resc ensure that
12 The extension to joint distributions was obtained in [27] , while the one-point result is reported in [26] using a mapping to the Poissonized longest increasing subsequence problem, which was already solved in [3] .
where F GUE is the GUE Tracy-Widom distribution function [37] .
The first order correction of K curvPNG t,resc with respect to K A 2 is the following.
Proposition 3.2. Uniformly for s 1 , s 2 in a bounded subset of I t , with the choice a = 1/2,
Proof. The rescaled kernel is
e t(w−w −1 ) w 2t+s 2 t 1/3 +a−1
(3.17) Here, we have to integrate over two contours, the one in the z-variable enclosing the contour in the w-variable. The steepest descent path for z can be taken as in the flat case, the one for w leaves the critical points with an angle e 2πi/3 and then is completed by a piece of a circle of radius strictly smaller than 1. Doing the change of variables
we eventually get 19) where the integration paths do not intersect. At this point we see that setting a = 1/2 the first order term is antisymmetric. In particular we can choose the paths to satisfy Re Z > Re W and use
with P given by
Using Ai ′′ (x) = x Ai(x) and integration by parts one then shows P (s 1 , s 2 ) = P (s 2 , s 1 ).
Without the shift by a in the scaling, the result would have been
from which we can read off the shift a = 1/2, compare with Remark 2.3.
Remark 3.3. The shift by a = 1/2 is actually independent of c ∈ (−1, 1), which is due to the fact that it is built up during the first stages of the growth process and for large t it converges to 1/2. Therefore for large t, the shift at time t √ 1 − c 2 is the same as for the model at time t.
TASEP with alternating initial condition
Now consider TASEP with alternating initial condition, x k (t = 0) = −2k, k ∈ Z. The joint distribution of particle positions for this initial condition has been determined in [10] . For one particle (here −x n (t) plays the role of h t ), we have
for a t-independent constant a to be specified later. It is known 13 that [10]
as t → ∞ and uniformly for s 1 , s 2 in bounded sets. Moreover, exponential bounds for the decay of K flatTASEP t,resc ensure that
The first order correction of K flatTASEP t,resc with respect to K A 1 is given as follows. 13 The prefactor 2 X(s2)−X(s1) is just a conjugation, which does not change the underlying determinantal point process, but it is needed to have a well-defined limit. 
where
The function z → 1−2z + has a double critical point at z c = 1/2. We choose as steep descent path the one coming into z c with angle e iπ/3 , leaving with angle e −iπ/3 , and continued by a piece of a circle around 1 with radius 1/2. Setting Z = t 1/3 (2z − 1), we get
Thus we see that in order to make the first order correction antisymmetric we need to choose a = 1/2. With this choice,
and the statement follows using Ai ′′ (s 1 + s 2 ) = (s 1 + s 2 ) Ai(s 1 + s 2 ).
TASEP with step initial condition
Now consider TASEP with step initial condition, x k (0) = −k, k = 1, 2, . . . The joint distribution of particle positions for this initial condition can be found for example (as special case) in [9] . For one particle, we have
Now consider a particle that at time t is in the "rarefaction fan", i.e., it is in the region with decreasing density strictly between 0 and 1. Such particles have a particle number n = σt for some σ ∈ (0, 1). Thus, we define for a couple (n, t) the value of σ := n/t and we assume that this value for large n and t is clearly away both from 0 and 1. Then, the scaling for t → ∞ is given by 34) so that
, and for a t-independent constant a to be specified later. It is also known that [9] 
as t → ∞ and uniformly for s 1 , s 2 in bounded sets. Moreover, exponential bounds for the decay of K stepTASEP t,resc ensure that 
Proof. With c 1 = 1−2 √ σ we can write X(s) = c 1 t−c 2 st 1/3 −a. The rescaled kernel then reads The function z → z + σ ln(1 − z) − (σ + c 1 ) ln z has a double critical point at ξ = 1 − √ σ. The steepest descent path for z can be taken such that it comes into ξ with an angle e −2πi/3 , leaves with an angle e 2πi/3 , and is completed by a piece of a circle around zero of radius strictly larger than ξ. The steepest descent path for w comes into ξ with an angle e πi/3 , leaves it with an angle e −πi/3 , and is completed by a piece of a circle around zero of radius strictly larger than 1. By the change of variables
and a large t expansion of the integrand, we have
with
. The choice a = 1/2 makes the first order correction of the kernel antisymmetric. Finally, we can choose the paths satisfying Re Z < Re W and use
Remark 3.6. Looking at Figures 1-4 one has the impression that TASEP with alternating initial conditions is already "closer" than with step initial conditions to its asymptotics at time t = 1000, which is confirmed by the data in Table 1 . This is to remind the reader that although in both cases the error is O(t −2/3 ), depending on the prefactor one still might see some differences of the accuracy for not too large times t. The slower convergence for curved vs. flat geometry holds also for the PNG model as verified numerically by Richter in his diploma thesis [29] adapting the numerical approach of Borneman [7] .
PASEP
Consider the partially asymmetric simple exclusion process on Z in continuous time with step initial condition. A formula for the one-point distribution of the nth particle from the right has been derived in [39, 40] . The expression is this time not just a Fredholm determinant, but an integral in the complex plane of a Fredholm determinant. A rigorous large time asymptotic analysis is in [41] , in which it is shown that particles in the rarefaction fan fluctuate Table 1 : Comparison between alternating and step initial conditions. The data comes from the simulation used for the previous figures.
asymptotically according to the GUE Tracy-Widom distribution F GUE . The scaling limit to be considered is
The t-independent constant a will be specified later. Then in [41] it is proven that
Our result on the first order correction is the following.
, 1], q = 1 − p, and set
Then for large time t it holds
for s in a bounded subset of I t = (Z − c 1 (σ)t + a)δ t with δ t = c 2 (σ)
Remark 4.2. Note that the previously discussed TASEP with step initial conditions is a special case of this result, with p = 1 − q = 1, since a 1,0 = 0 From this result one can easily get the corresponding result for the height function. Let η x (t) be 1 if there is a particle at site x at time t, and zero otherwise. Then the height function is defined by
where J(0, t) = y≥0 η y (t). To get the result for the h from Proposition 4.1 one simply uses the identity
with the following result. 
Then, for large t it holds In Figure 5 we plot the function 2a p,1−p − 1.
Proof of Corollary 4.3. Let us define a linearization of the distribution functions by
linear interpolation, otherwise, (4.11) and similarly 
and we want to show that
For s ∈ I h t + 1 2 δ h t , using (4.7) we have
with σ = (H(s)+1−ξt)/(2t). With this value of σ, an algebraic computation gives
where in the last step we used (4.13) coming from Proposition 4.1.
Remark 4.4. As p → 1/2 the model becomes close to the WASEP studied in [2, 31, 32, 34] . In particular, our result matches the limit behavior of [31] . Indeed, when the asymmetry β := 2p − 1 → 0, the shift for the fitting of the density behaves as 18) with γ E = −∂ x ln(Γ(x)) x=1 = −0.57721 56649 . . . the Euler constant, so that for the height function the shift is thenã = β
Proof of Proposition 4.1. As for PNG and TASEP, we indicate the main steps of the asymptotic analysis to get (4.5) for s in a bounded set, but we will derive bounds for |s| → ∞ needed to determine moment convergence. Set u = c 1 t − c 2 st 1/3 − a and τ = q/p < 1. As shown in [42] , where (µ; τ ) ∞ is the q-Pochhammer symbol (see Appendix B for identities) and the integral is taken over a circle around the origin with radius in the interval (0, τ ). The operator J µ has kernel 20) where η, η ′ are on a circle around 0 with radius r ∈ (τ, 1) and ζ runs on a circle around 0 with radius in (1, r/τ ). For 1 < |z| < τ −1 , the function f is given by
which extends analytically to C * \ {τ
, and the steepest descent path can be taken such that the η-contour for J µ is a pair of rays from ξ in the directions ±π/3 completed by a circle around zero of radius strictly smaller than 1, and the ζ-contour is a pair of rays from ξ − t −1/3 in the directions ±2π/3 completed by a circle around zero of radius strictly larger than 1. We then do the transformations 22) with
This expansion is obtained by dividing the series into {0, 1, . . .} and {. . . , −2, −1}, using µτ 25) and then change the variable k → −k in one of the sum. After a large t expansion, the kernel µJ µ can be written as 1 2πi
. Since Re(z −w) < 0, we have 
The operator J µ is the product C 1 C 2 C 3 , where the factors have kernels
The operator C 3 C 1 C 2 , which has the same Fredholm determinant, acts on L 2 (s + δ t /2, ∞) and has kernel with (x, y) entry given by 
Using again Re(z − w) < 0, we can write
where K asym (x, y) = P (x, y) − P (y, x) with
is asymmetric, and
+ a Ai(x) Ai(y) is symmetric. Hence, we have We will show that G = a p,q so that by choosing a = as the integrand has no poles inside the unit circle. So, we have
We use 1 µ
the fact that (µ; τ ) ∞ is analytic inside the integration domain, so that the sum of the contributions of the simple poles gives for all 1 ≤ i, j ≤ n.
Proof. Let K i, (resp. K ,j ) be the matrix (K(x i , x j )) 1≤i,j≤n with the ith row (resp. the jth column) replaced by its derivative w.r.t. the first (resp. the second) variable. Then, .8) and from this
with K ij, = (K i, ) j, . By Hadamard's bound, the absolute value of an n × n determinant with entries in the closed unit disk is bounded by n n/2 . It then follows 
