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Abstract. We review several aspects of anti-De Sitter (AdS) spaces in dif-
ferent dimensions, and of four dimensional Schwarzschild anti-De Sitter (SAdS)
black hole.
1 Introduction
Anti-De Sitter spacetime [1] (AdSn in its different dimensions n) is a crucial
ingredient in the formulation of the AdS/CFT conjecture [2]. Besides being in
itself a solution of vacuum Einstein equations in the presence of a negative cos-
mological constant (maximal symmetric space with negative constant curvature
and Lorentzian signature) [3], it is also an interesting laboratory for the study
of black holes in a non asymptotically flat spacetime [4],[5],[6]. In particular
the Schwarzschild case offers the possibility to discuss singularities, horizons
and boundaries in a simple but non trivial way. An interesting aspect of their
universal covering spacetimes A˜dSn is that they consist of an infinite “tower”
in the time direction of their Euclidean constant negative curvature “cousins”
HPn−1, the hyperbolic spaces. Timelike and lightlike geodesics have a curious
behavior in these spacetimes [7],[8].
We divide our presentation basically in three parts. Starting with the hy-
perbolic (Lobachevsky) plane in its different versions, we then discuss in detail
anti-De Sitter spacetime and its universal covering. As indicated in the Con-
tents, we discuss symmetries and boundaries in all dimensions, and construct
the Penrose diagram for A˜dS4. The largest part of the article is devoted to the
four dimensional Schwarzschild anti-De Sitter black hole (SA˜dS4) which has
two length scales: the mass M of the black hole and the curvature radius a
of the embedding anti-De Sitter. In Schwarzschild coordinates we deduce the
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metric, give and explicit expression for the horizon rh = rh(M,a), determine
the surface gravity κ, and through the Rindler approximation [9],[10] near the
horizon and the Unruh effect [11] (consequence of the Equivalence Principle),
we find the Hawking temperature [12]. A careful analysis of the tortoise or
Regge-Wheeler radial coordinate r∗ [13] allows to define without any ambiguity
the Kruskal-Szekeres coordinates [14],[15],[16] and then construct the Penrose
diagram. We end the review with a detailed derivation of the thermodynamic
energy and the area law for the entropy of SA˜dS4, and a brief description of
the Hawking-Page phase transition.
We use natural units ~ = c = GN = kB = 1.
2 The hyperbolic plane (Lobachevsky plane)
Since the A˜dSn, n=2,3,4,...spacetimes can be seen as a continuous stack in the
time direction of their Euclidean counterparts in one less dimension, the hyper-
bolic spaces Hn−1, we start this review with a systematic construction of the
geometry of the hyperbolic plane H2 related to A˜dS3 in different coordinate
systems (five in total), coordinate systems which are later used in the construc-
tion of the AdS spacetimes, adding of course the time direction and passing to
a Lorentzian signature of the metric. The generalization to higher dimensions
is quite trivial and, though it is exhibited in eqs. (2.35) and (3.44), it is not
derived in detail.
2.1 Take the pseudoeuclidean space E(2,1) with coordinatesX,Y, Z ∈ (−∞,+∞)
and metric
dl2 = dX2 + dY 2 − dZ2. (2.1)
[X] = [Y ] = [Z] = L1.
2.2. The hyperbolic plane (H.P.) is defined by the upper (or lower) half of
the 2-sheet hyperboloid
X2 + Y 2 − Z2 = −a2, (2.2)
a > 0, [a] = L1. (See Fig. 1.)
2.3. Parametrize X, Y and Z as follows:
X := a Shρ cosϕ, Y := a Shρ sinϕ, Z := a Chρ (2.3)
with
ρ ∈ [0,+∞), ϕ ∈ [0, 2pi), [ρ] = [ϕ] = L0. (2.3a)
Spatial infinity is at ρ = +∞ while spatial origin o is at ρ = 0: (Xo, Yo, Zo) =
(0, 0, a) ≡ N .
2
´Figure 1: Hyperbolic plane.
2.4. ρ and ϕ can be taken as coordinate functions for H.P. since (2.3a)
satisfies (2.2):
l.h.s.(2.2) = a2 Sh2ρ cos2ϕ+ a2 Sh2ρ sin2ϕ− a2 Ch2ρ
= a2(Sh2ρ− Ch2ρ) = −a2.
2.5. Embedding of the 2-sheet hyperboloid (2.2) in E(2,1): from (2.2),
Z = ±
√
X2 + Y 2 + a2 = Z(X,Y, a). (2.4)
So, Z(0, 0, a) = ±a, Z(0, Y, a) = ±√Y 2 + a2 → ±Y as Y → ±∞, Z(X, 0, a) =
±√X2 + a2 → ±X as X → ±∞.
We called (0, 0, a) = N = o (origin): north pole of the hyperboloid, origin of
H.P. Also, call (0, 0,−a) ≡ S (south pole of the hyperboloid).
2.6. The metric (2.1) in E(2,1) induces a metric in H.P.:
dX = a Chρ cosϕ dρ− a Shρ sinϕ dϕ,
dY = a Chρ sinϕ dρ+ a Shρ cosϕ dϕ
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and
dZ = a Shρ dρ
imply
dl2H.P. = (dX
2 + dY 2 − dZ2)H.P. = a2(dρ2 + Sh2ρ dϕ2). (2.5)
I.e. the H.P. is a space (not a spacetime) with metric
gijH.P. =
(
gρρ gρϕ
gϕρ gϕϕ
)
= a2
(
1 0
0 Sh2ρ
)
. (2.6)
At ρ = 0, det(gijH.P.) = 0 and then it does not exist g
ij
H.P.(0, ϕ). We emphasize
that ρ = 0 is only a coordinate singularity.
Note: The metric is also valid for the lower (or upper) hyperboloid.
2.7. Poincare´ projection (Poincare´ disk) of H.P.: H.P.|Poinc.
A straight line from S to a point p of H.P. crosses the X − Y plane at a
point q. Let R and r′ be the respective distances to the Z-axis from p and q.
From (2.3), R =
√
X2 + Y 2 = a Shρ, and from
r′
a
=
R
Z + a
(2.7)
one obtains
r′ = a
Shρ
1 + Chρ
(2.8)
i.e. r′ = r′(ρ), with r′(0) = 0, r′(ρ) < a since Shρ1+Chρ < 1 and
r′(ρ)→ a− as ρ→ +∞. (2.9)
dr′ = dr
′
dρ dρ and
1
a
dr′
dρ =
1
1+Chρ ; then
dr′ =
a
1 + Chρ
dρ, dr′2 =
a2
(1 + Chρ)2
dρ2. (2.10)
So, for ρ >> 1,
dr′ ∼= 2ae−ρdρ→ 0 as ρ→ +∞. (2.11)
The metric for H.P.|Poinc. (in the X,Y plane) is
dl2Poinc. = dr
′2 + r′2dϕ2 =
1
(1 + Chρ)2
a2(dρ2 + Sh2ρ dϕ2) =
1
(1 + Chρ)2
dl2H.P.,
(2.12)
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i.e. the Poincare´ disk and the hyperbolic plane are conformally equivalent:
H.P.|Poinc.
conf.∼= H.P. (2.13)
2.8. First change of coordinates (for H.P., eq.(2.5))
(ρ, ϕ)→ (χ, ϕ), Chρ := 1
cosχ
, χ ∈ [0, pi/2). (2.14)
From Ch2ρ − Sh2ρ = 1 one obtains Shρ = tgχ, and dChρdρ = Shρ implies
dρ = dχcosχ ; then,
dl2H.P. =
a2
cos2χ
(dχ2 + sin2χdϕ2). (2.15)
(This expression will be used to show that AdS3 is a stack of H.P.’s.)
2.9. Second change of coordinates
(χ, ϕ)→ (r, ϕ), r := a tgχ, r ∈ [0,+∞), [r] = L1. (2.16)
From dχ = dra(1+r2/a2) one obtains
dl2H.P. =
dr2
1 + r2/a2
+ r2dϕ2. (2.17)
2.10. Third coordinate change: Poincare´ coordinates
Define the coordinates
ι := a ln(
Y + Z
a
), τ :=
X
Y + Z
; ι, τ ∈ (−∞,+∞), [ι] = L1, [τ ] = L0. (2.18)
From (2.2) it can be seen that Y > −Z corresponds to the upper hyperboloid.
In these coordinates,
dl2H.P. = a
2 e2ι/adτ2 + dι2. (2.19)
Let
s := a eι/a; s ∈ (0,+∞), (s(+∞) = +∞, s(0) = a, s(−∞) = 0), [s] = L1.
(2.20)
The metric becomes
dl2H.P. = s
2dτ2 + a2
ds2
s2
. (2.21)
2.11. Fourth coordinate change: Poincare´ half plane (P.H.P.)
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With s := az , z ∈ (0,+∞), [z] = L0,
dl2H.P. =
a2
z2
(dτ2 + dz2). (2.22)
Finally, defining
x := aτ ∈ (−∞,+∞), y := az ∈ (0,+∞); [x] = [y] = L1, (2.23a)
the metric of the H.P. or P.H.P. is
dl2H.P. =
a2
y2
(dx2 + dy2). (2.23b)
(See Fig. 2.) So, the P.H.P. is conformally equivalent to the upper half plane
in E2.
The metric tensor is
gijP.H.P. = a
2
(
gxx gxy
gyx gyy
)
=
a2
y2
(
1 0
0 1
)
, (2.24a)
with inverse
gijP.H.P. =
y2
a2
(
1 0
0 1
)
. (2.24b)
We want to stress here that the P.H.P. and the H.P. are both topologically and
geometrically equivalent.
Figure 2: Poincare´ half plane.
2.12. Scalar curvature
To calculate it we use the P.H.P. coordinates x, y.
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i) The Christoffel symbols are given by
Γµνρ =
1
2
gµλ(∂νgρλ + ∂ρgνλ − ∂λgνρ) (2.25)
with µ, ν, ... ∈ {x, y}, [Γµνρ] = L−1. A straightforward calculation gives
Γxxy = Γ
x
yx = Γ
y
yy = −Γyxx = −
1
y
, (2.25a)
the other symbols being zero.
ii) For the Riemann curvature tensor one has
Rµνρσ = (gµρgνσ − gµσgνρ)Rxyxy
g
, g = det(gµν) =
a4
y4
.
Then for the Ricci tensor one obtains
Rνσ = R
µ
νµσ =
Rxyxy
g
gνσ
with scalar curvature
R = Rνν =
2y4
a4
Rxyxy. (2.26)
iii) From the definition
Rρσµν = ∂µΓ
ρ
σν − ∂νΓρσµ + ΓλσνΓρλµ − ΓλσµΓρλν ,
Rxyxy = − 1y2 and so Rxyxy = gxxRxyxy = −a
2
y4 . Then
R = − 2
a2
. (2.27)
R < 0, [R] = L−2, and R→ 0− as a→ +∞ (R→ −∞ as a→ 0+).
2.13. Vertical distance between two points: (x, y1) and (x, y2), y2 > y1
dx = 0 implies dl2H.P. =
a2
y2 dy
2 and so
∆l = a
∫ y2
y1
dy
y
= a ln(
y2
y1
). (2.28)
So, ∆l → +∞ as y1 → 0+ i.e. y = 0 is infinitely far away: it is a boundary at
spatial infinity, like z = 0 in AdS (see (3.31)).
2.14. Horizontal distance between two points: (x1, y) and (x2, y), x2 > x1
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dy = 0 implies dl2H.P. =
a2
y2 dx
2 and so
∆l =
a
y
(x2 − x1). (2.29)
So, for fixed x2 − x1, ∆l→ 0 as y → +∞ and ∆l→ +∞ as y → 0+.
2.15. 3-dimensional hyperbolic space H3
Take the pseudo-Euclidean space E(3,1) with metric
dl2E(3,1) = dx
2 + dy2 + dw2 − dz2. (2.30)
H3 is the 3-dimensional hyperboloid (upper: z > 0 or lower: z < 0), subspace
of E(3,1), defined by
x2 + y2 + w2 − z2 = −a2,
x, y, w, z ∈ (−∞,+∞), [x] = [y] = [w] = [z] = [a] = L1, a > 0. (2.31)
In terms of the parameters
ρ ∈ [0,+∞), θ ∈ [0, pi], ϕ ∈ [0, 2pi), [ρ] = [θ] = [ϕ] = L0, (2.32)
x = a Shρ cosθ,
y = a Shρ sinθ cosϕ,
w = a Shρ sinθ sinϕ,
z = a Chρ (2.33)
satisfy (2.31) with metric
dl2H3 = a
2(dρ2 + Sh2ρ dΩ22), (2.34)
where dΩ22 = dθ
2 + sin2θ dΩ21, dΩ
2
1 = dϕ
2. ρ, θ and ϕ are declared global
coordinate functions on H3. With the change of coordinates (2.14), the metric
becomes
dl2H3 =
a2
cos2χ
(dχ2 + sin2χ dΩ22). (2.35)
3 Four dimensional anti-De Sitter spacetime (AdS4)
and its universal covering A˜dS4
3.1. Consider the pseudo-Euclidean space E(2,3) with global coordinates
xµ = t, v, x, y, z,
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xµ ∈ (−∞,+∞), [xµ] = L1 and metric
ds2 = dt2 + dv2 − dx2 − dy2 − dz2. (3.1)
3.2. The 4-dimensional anti-De Sitter spacetime AdS4 ⊂ E(2,3) is defined by
t2 + v2 − x2 − y2 − z2 = a2, a = const. < 0, [a] = L1. (3.2)
(Visualization: In 2 dimensions, AdS2 ⊂ E(2,1) with metric ds2 = dt2 +dv2−
dx2 is given by the 1-sheet hyperboloid x = ±√t2 + v2 − a2 around the x-axis.
See Fig. 3.)
Figure 3: 2-dim. anti-De Sitter space
3.3. One defines the four parameters yµ = t′, ρ, θ, ϕ, [yµ] = L0, t′ ∈ [0, 2pi],
ρ ∈ [0,+∞), θ ∈ [0, pi], ϕ ∈ [0, 2pi) on which the xµ’s depend and obey (3.2)
through
x = a Shρ cosθ, y = a Shρ sinθ cosϕ, z = a Shρ sinθ sinϕ,
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t = a Chρ sin t′, v = a Chρ cos t′. (3.3)
3.4. Replacing (3.3) in (3.1) one obtains
ds2AdS4 = a
2(Ch2ρ dt′2 − dρ2 − Sh2ρ dΩ22). (3.4)
At this step one declares the set {ρ, t′, θ, ϕ} as global coordinate functions on
AdS4, with ρ: radial coordinate, t
′: time coordinate, and θ and ϕ angular
coordinates.
Notice that gt′t′ =< ∂t′ , ∂t′ >= a
2 Ch2ρ > 0 for all ρ ≥ 0 i.e. ∂t′ is a
timelike Killing vector field for all t′ which is periodic; then one should have
closed timelike curves. To avoid them one makes the extension
t′ ∈ [0, 2pi]→ t′ ∈ (−∞,+∞), (3.4a)
i.e. one unwraps the circle S1, passing to the universal covering space of AdS4,
A˜dS4.
3.5. Symmetry groups
Symm(A˜dS4) = SO(2, 3) (analogously as Symm(S
2) = SO(3)). Clearly,
A˜dS4 is not translation invariant i.e. T(2,3) is not a symmetry. In general,
Symm(A˜dSd) = SO(2, d − 1); e.g. Symm(A˜dS5) = SO(2, 4). Notice that
dimR(SO(2, 4)) = 15 = dimR(Conf(Mink4)). (Conf denotes the conformal
group and Mink is Minkowski spacetime.) In general, dimR(Symm(A˜dSd)) =
dimR(SO(2, d− 1)) = (d+1)d2 = dimR(Conf(Minkd−1)) for d ≥ 4. (See subsec-
tion 3.7.)
3.6. Change of coordinates: 3rd. coordinate system; conformal Penrose-
Carter diagram
(t′, ρ, θ, ϕ)→ (t′, χ, θ, ϕ), Chρ := 1
cosχ
, χ ∈ [0, pi/2). (3.5)
χ = 0 corresponds to ρ = 0: spatial origin, while χ → pi/2− corresponds to
ρ → +∞: spatial infinity. So, the change ρ → χ “brings” spatial infinity to
finite “distance”. The metric becomes
ds2
A˜dS4
=
a2
cos2χ
(dt′2 − dχ2 − sin2χ dΩ22). (3.6)
For a 3-sphere of unit radius one has the metric
ds2S3 = dχ
2 + sin2χ dΩ22, (3.7)
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with χ ∈ [0, pi], χ = 0 and χ = pi respectively being the south and north poles
of S3. If χ in (3.6) should extend to [0, pi] then the round parenthesis would
correspond to the Einstein static universe with topology R × S3. However,
since for A˜dS4, χ ∈ [0, pi/2], it turns out that A˜dS4 is conformally equivalent
(with conformal factor ω(χ) = acosχ) to half of Einstein static universe. “Half”
corresponds to half hemisphere of S3without boundary which, topologically, is
R3. Then
A˜dS4
top.∼= R× R3
top.∼= R4. (3.8)
The conformal Penrose-Carter diagram is given in Fig. 4. p is a point at spatial
origin (χ = 0); q is a “point” at spatial infinity (χ = pi/2): in fact q is a 2-
sphere at infinity of radius sin(pi/2) = 1 with {χ = pi/2}
top.∼= R × S2, timelike
hypersurface. Notice that {χ = pi/2} 6⊂ A˜dS4. The radial (dθ = dϕ = 0) light
signals are given by ds2
A˜dS4
= dt′2 − dχ2 = 0 i.e. by the straight lines at ±45o,
dt′
dχ = ±1. ×a denotes a radial light cone at point a.
3.7. ∂(A˜dS4): boundary of the universal covering space of AdS4
For large ρ (towards spatial infinity), Chρ, Shρ → eρ2 and so, from (3.4),
ds2
A˜dS4
ρ>>1−→ e
2ρa2
4
(dt′2 − dΩ22).
I.e. ∂(A˜dS4) is geometrically conformal to R× S2 and therefore
∂(A˜dS4)
top.∼= R× S2, (3.9)
while
∂(AdS4)
top.∼= S1 × S2. (3.9a)
In general,
∂(A˜dSd)
top.∼= R× Sd−2, (3.10)
while
∂(AdSd)
top.∼= S1 × Sd−2. (3.10a)
As another example,
∂(A˜dS5)
top.∼= R× S3, (3.11)
while
∂(AdS5)
top.∼= S1 × S3. (3.11a)
But S1 × S3
top.∼= U(1)× SU(2), the electroweak group, so
∂(AdS5)
top.∼= U(1)× SU(2). (3.12)
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Figure 4: Conformal Penrose-Carter diagram of A˜dS4
On the other hand, Sd−2 = Rd−2 ∪{∞} = (Rd−2)c: one point compactifica-
tion of Rd−2. But Rd−2
top.∼= s.p.(Minkd−1) (s.p.: spatial part); then
Sd−2
top.∼= (s.p.(Minkd−1))c, (3.13)
and therefore
∂(A˜dSd)
top.∼= R× (s.p.(Minkd−1))c, (3.14)
while
∂(AdSd)
top.∼= S1 × (s.p.(Minkd−1))c. (3.14a)
In particular,
∂(A˜dS4)
top.∼= R× (s.p.(Mink3))c, (3.15)
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while
∂(AdS4)
top.∼= S1 × (s.p.(Mink3))c. (3.15a)
3.8. 4th coordinate system: “spherical or static coordinates”
If in (3.6) we define
r := a tgχ; r ∈ [0,+∞), χ = 0⇒ r = 0, χ→ pi/2− ⇒ r → +∞,
t := at′; t ∈ (−∞,+∞), [r] = [t] = L1, (3.16)
one obtains
ds2
A˜dS4
= (1 +
r2
a2
)dt2 − dr
2
1 + r2/a2
− r2dΩ22. (3.17)
t, r, θ and ϕ are global coordinates on A˜dS4. The same expression gives ds
2
AdS4
but with t ∈ [−pia,+pia].
Using cosχ = 1/
√
1 + tg2χ one easily finds the relation between r and the
radial coordinate ρ in (3.4):
r = a Shρ. (3.18)
So, r →∞ is spatial infinity.
3.9. A straightforward calculation leads to the scalar curvature R of A˜dS4
(or AdS4):
R = − 6
a2
. (3.19)
The cosmological constant is defined by
Λ :=
1
2
R = − 3
a2
< 0. (3.20)
In terms of Λ,
ds2
A˜dS4
= (1− Λr2/3)dt2 − dr
2
1− Λr2/3 − r
2dΩ22. (3.21)
So, A˜dS4 is the universal covering spacetime of the maximally symmetric 4-
dimensional solution to the Einstein equations with negative cosmological con-
stant. (This fact can be seen from eq. (4.11) in Section 4, with M = 0, where
M is the Schwarzschild black hole mass parameter.) Λ < 0 leads to an attractive
gravitational force since if the gtt component of the metric is written as 1 + 2Φ,
to the “Newtonian” potential Φ = r
2
2a2 corresponds a “force” −dΦdr = − ra2 = Λ3 r.
So, spatial infinity behaves as an infinite potential wall.
3.10. 5th coordinate system
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If in (3.2) we call
t = x0, x = x1, y = x2, z = x3, v = x4, (3.22)
the equation defining A˜dS4 ⊂ E(2,3) is
(x20 + x
2
4)− (x21 + x22 + x23) = a2. (3.2a)
In terms of the parameters
Y := a ln(
x4 + x3
a
), τ :=
x0
x4 + x3
, y1 :=
x1
x4 + x3
, y2 :=
x2
x4 + x3
,
Y, τ, yi (i = 1, 2) ∈ (−∞,+∞), [Y ] = L1, [τ ] = [yi] = L0, (3.23)
the coordinate functions xµ are given by
x0 = x0(τ, Y, yi) = ae
Y/aτ,
xi = xi(τ, Y, yi) = ae
Y/ayi, i = 1, 2,
x3 = x3(τ, Y, yi) = a Sh(Y/a)− a
2
eY/a(y21 + y
2
2 − τ2),
x4 = x4(τ, Y, yi) = a Ch(Y/a) +
a
2
eY/a(y21 + y
2
2 − τ2), (3.24)
and they obey (3.2a). Then, {τ, Y, yi} are declared coordinate functions on
A˜dS4/2 with metric
ds2
A˜dS4/2
= a2e
2Y
a (dτ2 − dy21 − dy22)− dY 2. (3.25)
A˜dS4/2 denotes the half spacetime, since Y ∈ R if and only if
x4 + x3 > 0. (3.26)
3.11. 6th coordinate system: Poincare´ coordinates
3.11.a. Poincare´ coordinates
Let
r = r(Y ) := aeY/a, r > 0, [r] = L1. (3.27)
Then: r(0) = a (Y = 0⇔ x4 +x3 = a), r → 0+ : cosmological horizon as Y →
−∞ ⇔ (x4 + x3 → 0+), r → +∞ : spatial infinity as Y → +∞⇔ x4 + x3 →
+∞. The metric becomes
ds2
A˜dS4/2
= r2(dτ2 − dy21 − dy22)− a2
dr2
r2
. (3.28)
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(Note: (3.25) and (3.28) are respectively analogous to (2.19) and (2.21) corre-
sponding to the H.P.. We have here d = 4 (then the additional coordinates y1
and y2) and a Lorentzian signature for time τ .)
ds2
A˜dS4/2
is invariant under the scale transformation
τ → λτ, yi → λyi, r → r/λ, λ > 0. (3.29)
Finally, with
r =
a
z
, z > 0, (3.30)
the metric becomes
ds2
A˜dS4/2
=
a2
z2
(dτ2 − dy21 − dy22 − dz2),
τ, yi ∈ (−∞,+∞), z ∈ (0,+∞),
[τ ],= [yi] = [z] = L
0, [a] = L1. (3.31)
The scale invariance of the metric is like (3.29) for τ and yi, with z → λz. (The
metric (3.31) is analogous to the metric (2.22) for the P.H.P.)
(3.31) says us that
A˜dS4/2
conf.∼= Mink4/2
top.∼= Mink4, (3.32)
with conformal factor Ω(z) = az .
3.11.b. Generalization to arbitrary dimensions
The generalization to the d-dimensional anti-De Sitter spacetime is straight-
forward with obvious definition of the additional coordinates. With
xd + xd−1 > 0, (3.33)
the metric is
ds2
A˜dSd/2
= a2e2Y/a(dτ2 −
d−2∑
i=1
dy2i )− dY 2
= r2(dτ2 −
d−2∑
i=1
dy2i )− a2
dr2
r2
=
a2
z2
(dτ2 −
d−2∑
i=1
dy2i − dz2). (3.34)
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The metric can be expressed in coordinates with the more familiar dimension
of length:
ds2
A˜dSd/2
=
a2
Z2
(dT 2 −
d−2∑
i=1
dY 2i − dZ2), (3.35)
with
T = aτ, Yi = ayi, Z = az, T, Yi ∈ (−∞,+∞), Z ∈ (0,+∞), [T ] = [Yi] = [Z] = L1.
The generalization of (3.6) and (3.17) are, respectively,
ds2
A˜dSd
=
a2
cos2χ
(dt′2 − dχ2 − sin2χ dΩ2d−2). (3.6a)
and
ds2
A˜dSd
= (1 +
r2
a2
)dT 2 − dr
2
1 + r2/a2
− r2dΩ2d−2. (3.17a)
As for the 4-dimensional case,
A˜dSd/2
conf.∼= Minkd/2
top.∼= Minkd. (3.36)
The “other half” of A˜dSd corresponds to
xd + xd−1 = −aeY/a < 0 (3.37)
with
xd + xd−1 → −∞ and r = aeY/a → +∞ as Y → +∞. (3.38)
Fig. 5 illustrates the two patches of A˜dSd with respectively unprimed and
primed coordinates for the “right” and “left” patches. The expression for the
metric is the same for both patches, except for the sign of xd + xd−1.
Figure 5: Two patches of A˜dSd
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Consider e.g. A˜dS3 ⊂ E(2,2), with metric
ds2
A˜dS3
=
a2
cos2χ
(dt′2 − dχ2 − sin2χdϕ2). (3.6b)
The spacetime is a solid infinite cylinder without boundary of radius pi/2 (see
Fig. 6). From (3.17a) one sees that, at r, the Newtonian approximation to
the gravitational force is −r/a2 which is attractive towards r = 0 (χ = 0) and
that the proper time interval is ∆τ(r) =
√
1 + r
2
a2 ∆T . Then at the origin ∆τ
coincides with the coordinate time interval.
3.11.c Geodesics
The equation of motion of radial light rays (mass m = 0) is dχ = dt′; then
∆τ = ∆t′ and therefore the proper time measured at the origin for a light ray
which goes to and bounces off infinity (r → +∞ or χ → pi/2−) is finite and
equals 2(api/2) = pia.
´
Figure 6: Radial massive and massless geodesics in A˜dS3
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On the other hand, for timelike radial geodesics (mass m > 0),
1 = (
d
dτ
s
A˜dS3
)
2
≡ L := a
2
cos2χ
((t˙′)2 − χ˙2), (3.39)
where t˙′ = dt
′
dτ and χ˙ =
dχ
dτ . From the Lagrange equation
d
dτ (
∂L
∂t˙′ ) =
∂L
∂t′ = 0 one
obtains ddτ (
t˙′
cos2χ ) = 0 i.e.
t˙′ = k cos2χ (3.40)
with k=const., [k] = L−1. Replacing (3.40) in (3.39) one obtains
dχ
dt′
= ±
√
1− 1
k2a2cos2χ
(3.41)
which implies |k| ≥ 1/a. The integration of (3.41) leads to the periodic solution
χ(t′) = arcsin(
√
1− 1|ka|2 sin(t
′ − t′0)) = χ(t′ + 2pin). (3.42)
χ(t′) < pi/2 for all t′ i.e. the particle never reaches the boundary. In particular,
for |k|a = 1 i.e. |k| = a−1, the particle remains at rest at the spatial origin
χ = 0 since, from (3.42), χ(t′) = 0 for all t′.
3.12. A˜dS4 as a stack of H
3’s
From (3.6) and (2.35) one sees that, at each t′ ∈ (−∞,+∞),
A˜dS4|t′ = H3. (3.43)
This holds for each of the two patches of A˜dS4.
This fact generalizes to the d-dimensional anti-De Sitter spacetime. The
metric of the (d− 1)-dimensional hyperbolic space is
dl2Hd−1 =
a2
cos2χ
(dχ2 + sin2χ dΩ2d−2). (3.44)
Comparing with (3.6a), it is clear that A˜dSd is a stack of H
d−1’s i.e.
A˜dSd|t′ = Hd−1. (3.45)
In particular
A˜dS5|t′ = H4. (3.46)
3.13. Tortoise radial coordinate
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We conclude Section 3 defining the tortoise radial coordinate r∗ for the A˜dS4
case, in preparation for its definition in the SA˜dS4 in Subsection 4.5.
(3.17) can be written in the form
ds2
A˜dS4
= (1 +
r2
a2
)(dt2 − dr∗2)− r2dΩ22, (3.47)
where
dr∗ :=
dr
1 + r
2
a2
. (3.48)
Integrating one obtains the Regge-Wheeler or tortoise radial coordinate:
r∗(r) =
∫ r
0
dr′
1 + r
′2
a2
= a arctg(
r
a
), (3.49)
with inverse r(r∗) = a tg( r
∗
a ). In particular, r
∗(0) = 0, r∗(a) = pi4 a, r
∗(∞) =
pi
2 a. (See Fig. 7.) In this coordinate, radial light rays move in the t/r
∗ plane at
45o or 135o:
(
dt
dr∗
)2 = 1 ⇒ dt
dr∗
= ±1. (3.50)
Figure 7: Tortoise coordinate for A˜dS4
4 Four dimensional Schwarzschild anti-De Sitter
metric (SA˜dS4)
4.1.Schwarzschild coordinates
The general form of a static spherically symmetric metric is
ds2 = e2νdt2 − e2λdr2 − r2dΩ22 (4.1)
19
where ν = ν(r), λ = λ(r). We’ll call (x0, x1, x2, x3) = (t, r, θ, ϕ), with t ∈
(−∞,+∞), r ∈ [0,+∞), θ ∈ [0, pi], ϕ ∈ [0, 2pi); [t] = [r] = L1, [θ] = [ϕ] = L0.
For the metric tensor one has
diag(g00, g11, g22, g33) = (e
2ν ,−e2λ,−r2,−r2sin2θ), (4.2)
with inverse
gµν
−1 ≡ gµν = diag(g00, g11, g22, g33) = (e−2ν ,−e−2λ,−r−2,−r−2sin−2θ).
(4.3)
The metric is parity (θ → pi − θ, ϕ → ϕ + pi) and time reversal (t → −t)
invariant, and has two Killing vector fields: ∂t and ∂ϕ.
There are nine algebraically independent non vanishing Christoffel symbols
(2.25):
Γ001 = ν
′, Γ212 = Γ
3
13 =
1
r
,
Γ111 = λ
′, Γ233 = −sinθcosθ,
Γ122 = −re−2λ, Γ323 = cotgθ,
Γ133 = −re−2λsin2θ, Γ100 = ν′e2(ν−λ) (4.4)
where ν′ = dνdr and λ
′ = dλdr . For the Ricci tensor
Rσν = R
ρ
σρν = Γ
ρ
σν,ρ − Γρσρ,ν + ΓλσνΓρλρ − ΓλσρΓρλν (4.5)
one obtains the four non vanishing components
R00 = (ν
′′ − ν′λ′ + ν′2 + 2ν
′
r
)e2(ν−λ), (4.6a)
R11 = −ν′′ + 2λ
′
r
− ν′2 + λ′ν′, (4.6b)
R22 = (rλ
′ − rν′ − 1)e−2λ + 1, (4.6c)
R33 = sin
2θR22. (4.6d)
The vacuum Einstein equations with cosmological constant Λ are
Rµν − 1
2
gµνR− Λgµν = 0. (4.7)
Contracting indices and using again (4.7) leads to
Rµν = −Λgµν . (4.8)
From (4.6a,b), (4.8) and (4.2),
(ν′′ − λ′ν′ + ν′2 + 2ν
′
r
)e2(ν−λ) = −Λe2ν ,
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−ν′′ + λ′ν′ − ν′2 + 2λ
′
r
= Λe2λ
which imply
ν′′ − λ′ν′ + ν′2 + 2ν
′
r
= −Λe2λ,
−ν′′ + λ′ν′ − ν′2 + 2λ
′
r
= Λe2λ
and therefore
ν′ + λ′ = 0 i.e. λ(r) = −ν(r) + const. (4.9)
In the asymptotically flat case (Schwarzschild), λ, ν → 0 as r → ∞, which
requires const. = 0; for the A˜dS4 case, from (3.17), e
2ν = 1+ r
2
a2 and e
2λ = 1
1+ r
2
a2
;
then ν = 12 ln(1 +
r2
a2 )→ ln( ra ) and λ = − 12 ln(1 + r
2
a2 )→ −ln( ra ) as r → +∞ i.e.
ν + λ → 0 in this limit and therefore const. = 0, consistent with the previous
case. Then,
λ(r) = −ν(r). (4.9a)
(4.6d) holds automatically. From (4.6c) and (4.9a), (1+2rν′)e2ν−1 = −Λr2 i.e.
d
dr (re
2ν) = 1−Λr2 which implies e2ν = 1+ const.r − Λr
2
3 i.e. g00 = 1+
const.
r − Λr
2
3 .
r = 0 is the curvature singularity i.e. where scalars (and therefore coordi-
nate invariants) constructed with the curvature tensor Rµνρσ (e.g. RµνρσR
µνρσ)
diverge.
For small r, the Newtonian approximation gives const. = 2M , where M is
the gravitational mass; so,
g00 = (g11)
−1
= 1 +
2M
r
− Λr
2
3
(4.10)
and therefore
ds2
SA˜dS4
= (1− 2M
r
+
r2
a2
)dt2 − dr
2
1− 2Mr + r
2
a2
− r2dΩ22, (4.11)
where we used the relation (3.20) between the cosmological constant and the
curvature radius of the AdS spacetime. This is the starting point of the study
of the SA˜dS4 black hole.
4.2. Horizon
The horizons are given by the zeros of g00 i.e. the real roots of
f(r) := 1− 2M
r
+
r2
a2
, (4.12)
or, equivalently
r3 + a2r − 2Ma2 = 0. (4.13)
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f(r) → −∞ as r → 0+ and f(r) → +∞ as r → +∞. It is easy to check that
f(r) has: i) no extrema: f ′(r) = 2Mr2 +
2r
a2 = 0 ⇒ r3 = −Ma2 < 0, and ii)
one inflection point: f ′′(r) = − 4Mr3 + 2a2 = 0 ⇒ r = r¯ = (2Ma2)1/3. Then the
spacetime SA˜dS4 has only one horizon rh = rh(2M,a). (The other two roots
of f(r) are complex and have no physical meaning.) (See Fig. 8.)
Figure 8: Horizon for S˜AdS4
For a solar mass, 2M ∼ 103m; on the other hand, Λ = − 3a2 ∼ −10−60m−2
i.e. a2 ∼ 1060m2; so, typically 2M << a i.e. Ma ∼= 10−27 << 1. For the position
of the inflection point one has r¯ ∼ (1063m3)1/3 = 1021m = 1018km ∼ 107lyrs.
If q2/4 + p3/27 > 0 then the polynomial r3 + pr + q has the real root
(− q2 +
√
q2
4 +
p3
27 )
1/3 + (− q2 −
√
q2
4 +
p3
27 )
1/3; this condition holds in our case:
q = −2Ma2, p = a2 ⇒ q2/4 + p3/27 = a4(M2 + a2/27) > 0. So, the horizon for
the SA˜dS4 metric is
rh = rh(M,a) = (Ma
2)1/3((1+
√
1 +
a2
27M2
)1/3+(1−
√
1 +
a2
27M2
)1/3). (4.14)
From (4.12) one also obtains, at rh,
M =
rh
2
(1 +
r2h
a2
), (4.15)
which gives M = M(rh, a), a sort of inverse of (4.14).
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It is interesting to compute the deviation of rh from 2M = rSchw. for the case
M/a << 1. From (4.15), Ma =
1
2 (
rh
a )(1 + (
rh
a )
2) << 1 implies rha ' Ma << 1
and therefore
rh =
2M
1 +
r2h
a2
' 2M(1− (rh
a
)2) = rSchw.(1− (rh
a
)2) = rSchw.(1−O(M
a
)2).
(4.16)
Clearly, rh → (rSchw.)− as a → +∞ (Λ → 0−), rh → 0 as M → 0 (case of
A˜dS4), and rh → (2Ma2)1/3 as M →∞. Also, r¯ = rh(1 + ( arh )2)1/3 >> rh for
a
M >> 1.
4.3. Surface gravity
The surface gravity (κ) of a black hole is the magnitudeA of the 4-acceleration
of a static observer at the horizon (rh) as measured by a static observer at in-
finity. A static observer at the horizon must be accelerated: on the contrary its
motion would be geodesic i.e. in free fall. The 4-velocity of such an observer
at r > rh is u
µ
obs.(r) =
dxµ
dτ with ~u =
~0. So, u0obs.(r) =
dx0
dτ =
dt
(1− 2Mr + r
2
a2
)1/2dt
=
(1− 2Mr + r
2
a2 )
−1/2 and therefore
uµobs.(r) = (u
0
obs.(r),~0) = ((1−
2M
r
+
r2
a2
)−1/2,~0). (4.17)
In particular, u0obs.(r)→ +∞ as r → (rh)+, and u0obs.(r)→ 1 as r → r¯.
For the computation of κ we need the explicit expressions for the Christoffel
symbols. From (4.2), (4.4), (4.9a) and (4.10) the result is:
Γ001 = −Γ111 =
M
r2 +
r
a2
1− 2Mr + r
2
a2
,
Γ122 = −r + 2M −
r3
a2
,
Γ133 = (−r + 2M −
r3
a2
)sin2θ,
Γ212 = Γ
3
13 =
1
r
, Γ233 = −sinθ cosθ, Γ323 = cotgθ,
Γ100 = (1−
2M
r
+
r2
a2
)(
M
r2
+
r
a2
). (4.18)
For the 4-acceleration, the covariant derivative of the 4-velocity, namely
aµ =
Duµ
dτ
=
duµ
dτ
+ Γµνρu
νuρ, (4.19)
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one obtains
aµ = (0,
M
r2
+
r
a2
, 0, 0), aµ = gµνa
ν = −(M
r2
+
r
a2
)/(1− 2M
r
+
r2
a2
), (4.20)
and therefore
A = A(r) =
√−aµaµ = (M
r2
+
r
a2
)/(1− 2M
r
+
r2
a2
)1/2. (4.21)
We notice that A(r) → +∞ as r → (rh)+: to maintain an observer at rest at
the horizon requires an infinite acceleration. Its red-shift at infinity is however
finite and is given by
A∞(r) := (1− 2M
r
+
r2
a2
)1/2A(r) =
M
r2
+
r
a2
. (4.22)
The surface gravity is its value at rh:
κ = A∞(rh) =
M
(rh(M,a))2
+
rh(M,a)
a2
= κ(M,a). (4.23)
For a = +∞, rh = 2M and A∞(2M) = 14M = κSchw..
For M → 0, rh → 2M(1 −
√
3Ma ) → 0, and ⇒ κ → 14M → +∞; for
M → +∞, rh → (2Ma2)1/3 and ⇒ κ → 3( M4a4 )1/3 → +∞. So, κ has a
minimum at M = M0 determined by the condition
∂κ
∂M |M0 = 0 i.e.
(
2M
rh
− r
2
h
a2
)|M0
∂rh
∂M
|M0 = 1, (4.24)
with M0 = M0(a). Using (4.16), for the minimum one obtains
rh =
a√
3
(4.25)
and
M0(a) =
2a
3
√
3
. (4.26)
(See Fig. 9.)
4.4. Rindler approximation and Hawking temperature
We study the time-radial (t/r) part of the SA˜dS4 metric near the horizon
defining the coordinate ρ, with |ρ| << rh, [ρ] = L1, through
r = rh +
αρ2
rh
, (4.27)
where α ∈ R to be determined later, and keeping terms up to O(ρ2). A straight-
forward calculation from (4.11) leads to
ds2
SA˜dS4
|t/r = 2α
rhκ
((κρ)2dt2 − dρ2) (4.28)
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Figure 9: Surface gravity as function of mass for S˜AdS4
which is conformal to the Rindler metric [10]
ds2R = (aRρ)
2 − dρ2 (4.29)
with Rindler acceleration
aR = κ. (4.30)
With the choice α = rhκ2 ,
ds2
SA˜dS4
|t/r = ds2R, (4.31)
and the coordinate transformation (4.27) is
r = rh +
κ
2
ρ2. (4.32)
By the Unruh effect, which basically consists in the appearance of thermal
radiation for any uniformly accelerated observer in the Minkowski vacuum [11],
the Rindler temperature
TR =
aR
2pi
(4.33)
can be identified with the Hawking temperature at the horizon rh of the SA˜dS4
black hole:
THawk.|SA˜dS4 =
κ
2pi
=
1
2pi
(
M
r2h
+
rh
a2
) =
3r2h + a
2
4pia2rh
(4.34)
where in the last equality we used (4.15). This is the temperature at which the
black hole exists in stable thermodynamic equilibrium with thermal radiation
produced by quantum vacuum fluctuations near the horizon.
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Due to (4.24) THawk.|SA˜dS4 ≡ TH attains a minimum T0 at M0(a) given by
T0 =
√
3
2pia
(4.35)
i.e. for κ = κ0 =
√
3
a . For any TH > T0 there are two black hole solutions:
the smaller one, with M < M0(a), has negative specific heat:
∂M
∂TH
< 0 (tem-
perature decreasing with increasing mass), and therefore is thermodinamically
unstable, while the larger one, with M > M0(a), has positive specific heat and
is thermodinamically stable. For TH < T0 there is no black hole.
4.5. Kruskal-Szekeres coordinates
The time/radial part of the metric (4.11) can be written in the form
ds2
SA˜dS4
|t/r = (1− 2M
r
+
r2
a2
)(dt2 − dr∗2) (4.36)
where the tortoise coordinate r∗ satisfies the equation
dr∗2 =
dr2
(1− 2Mr + r
2
a2 )
2
. (4.37)
This can be integrated, with the result
r∗(r) =
∫ r
0
dr′
1− 2Mr′ + r
′2
a2
=
a2
3r2h + a
2
(rhln|1− r
rh
| − rh
2
ln(1 +
r(r + rh)
r2h + a
2
)
+
3r2h + 2a
2√
3r2h + 4a
2
arctg(
r
√
3r2h + 4a
2
2(r2h + a
2) + rrh
)). (4.38)
r∗(r) satisfies:
r∗(rh) = −∞, r∗(0) = 0, r∗(+∞) = a
2
3r2h + a
2
(rhln
√
1 + (
a
rh
)2+
3r2h + 2a
2√
3r2h + 4a
2
arctg(
√
3r2h + 4a
2
rh
)).
(4.39)
Also, r∗(r)→ a arctg( ra ) as M → 0 (case of A˜dS4).
Strictly speaking, one should divide the domain of integration from r = 0 to
rh− ε and from rh + ε to r > rh. In this case the resulting functions r∗(r) after
taking the limit ε→ 0+ would differ by an irrelevant constant.
A careful analysis of (4.38) shows that the behavior of r∗ with r is that
shown in Fig. 10. First of all, the divergence of r∗ as r → rh reflects the pole
in the integrand of the integral in (4.38) at r = rh; secondly, r
∗(r) exhibits two
branches: for 0 ≤ r < rh, r∗ is monotonously decreasing, while for rh < r, r∗
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is monotonously increasing; given 0 < r∗ < r∗(∞) the solution for r is clearly
unique, while for r∗ < 0 there are two solutions for r: one for r < rh and another
for rh < r. In each region of the maximally extended spacetime diagram, r
∗(r)
can then be inverted. rˆ is such that r∗(rˆ) = 0.
Figure 10: Tortoise coordinate r∗ for S˜AdS4
We define the dimensionless coordinates
U := −sgn(f)ef ′(rh) r
∗(r)−t
2 , V := ef
′(rh)
r∗(r)+t
2 , (4.40)
where f is given by (4.12) and therefore
U < 0 for r > rh, U > 0 for r < rh, v > 0 for all r, f
′(rh) =
df(r)
dr
|r=rh = 2(
M
r2h
+
rh
a2
) = 4piTHawk.|SA˜dS4 ,
(4.41)
and, since r∗(rh) = −∞,
U(rh) = 0 (+V − axis), V (rh) = 0 (U − axis). (4.42)
The axis U and V are 135o and 45o with respect to the X-axis to be defined in
eq. (4.50) (Fig.11). (4.40) covers the regions (I) (r > rh) and (III) (r < rh)in
the whole U/V plane.
From (4.40),
t = − 1
f ′(rh)
ln(−sgn(f)(U
V
)). (4.43)
Therefore:
i) V → 0+ ⇒ t → −∞ for both U > 0 (+U -axis, r < rh) and U < 0
(−U -axis, r > rh); ii) t → +∞ for both U → 0+ (+V -axis, r < rh) and
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U → 0− (+V -axis, r > rh); iii) V = U > 0 ⇒ sgn(f) < 0 ⇒ r < rh ⇒ t = 0,
V = −U > 0⇒ sgn(f) > 0⇒ r > rh ⇒ t = 0.
(4.44)
I.e. t = 0 for both V = U > 0 (r < rh) and V = −U > 0 (r > rh).
On the other hand, it is straightforward to verify that
ds2
SA˜dS4
|t/r = − 4f(r)
(f ′(rh))2
dV dU
UV
. (4.45)
From (4.40),
t = r∗(r)− 2
f ′(rh)
ln(−sgn(f)U) = −r∗(r) + 2
f ′(rh)
ln(V )
and therefore
r∗(r) =
1
f ′(rh)
ln(−sgn(f)UV ) = r∗(UV ) ≡ r∗(U, V ) (4.46)
with
r∗(−U,−V ) = r∗(U, V ). (4.47)
Since at each region, r > rh and r < rh, r can be unambiguously determined
from r∗, then r(U, V ) = r(−U,−V ). Then
(U, V )→ (−U,−V ) (4.48)
is a symmetry of (4.46) and, moreover, of the entire metric:
ds2
A˜dS4
(U, V ) = ds2
SA˜dS4
(−U,−V ) = −4f(r(U, V ))
(f ′(rh))2
dV dU
UV
− r2(U, V )dΩ22.
(4.49)
This allows the extension of the spacetime to the additional regions (II) (U =
ef
′(rh)
r∗(r)−t
2 > 0, V = −ef ′(rh) r
∗(r)+t
2 < 0) and (IV ) (U = −ef ′(rh) r
∗(r)−t
2 < 0,
V = −ef ′(rh) r
∗(r)+t
2 < 0). In (II), UV = −e−f
′(rh)t; so as U → 0+ (−V -axis),
t → +∞, and as V → 0− (+U -axis), t → −∞. In (IV ), UV = e−f
′(rh)t; so as
U → 0− (−V -axis), t→ +∞, and as V → 0− (−U -axis), t→ −∞.
Finally, to pass from two null coordinates (U and V ) and two spacelike
coordinates (θ and ϕ) to one timelike coordinate and three spacelike coordinates,
one defines the Kruskal-Szekeres coordinates T (timelike), and X (spacelike)
through
U := T −X, V := T +X. ⇒ UV = T 2 −X2. (4.50)
Let r > rh; for U < 0 and V > 0 or U > 0 and V < 0, T
2 − X2 = −|U |V =
−U |V | and so
X = ±
√
T 2 + |U |V = ±
√
T 2 + ef ′(rh)r∗(r), X(T ) = X(−T ). (4.51)
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As r → rh+, r∗(r)→ −∞ and then
T → +X (future horizon), T → −X (past horizon). (4.52)
As r → +∞, r∗(r)→ r∗(+∞) <∞ given by (4.39) and then
X = ±
√
T 2 + ef ′(rh)r∗(+∞), (4.53)
respectively the right and left timelike boundaries.
Let r < rh; for U, V > 0 or U, V < 0,
T = ±
√
X2 + UV = ±
√
X2 + ef ′(rh)r∗(r), T (X) = T (−X). (4.54)
Again, as r → rh−, r∗(r)→ −∞ and T = ±X. As r → 0+, r∗(r)→ 0 and then
T → ±
√
X2 + 1, (4.55)
respectively the future and past spacelike singularities.
In terms of the coordinate functions T,X, θ, ϕ, the SA˜dS4 metric is
ds2
SA˜dS4
(T,X, θ, ϕ) = −4f(r(T,X))
(f ′(rh))2
dT 2 − dX2
T 2 −X2 − r
2(T,X)dΩ22(θ, ϕ). (4.56)
The complete Kruskal-Szekeres diagram is shown in Fig. 11. Regions (I)
and (II) are asymptotically anti-De Sitter, while regions (III) and (IV ) are
respectively the SAdS black and white holes. In the whole spacetime radial
light rays move at 45o and 135o, according to dXdT = ±1.
For a → ∞, the regions (I) and (II) become asymptotically flat and one
recovers the pure Schwarzschild results:
r∗(r)→ r∗Schw.(r) = r + 2Mln|1−
r
2M
|, (4.57a)
with r∗Schw.(+∞) = +∞; f ′(rh)→ 12M implying
THawk.|SA˜dS4 → THawk.|Schw. =
1
8piM
, (4.57b)
and
X = ±
√
T 2 + (
r
2M
− 1)e r2M (4.57c)
for r > 2M , and
T = ±
√
X2 + (1− r
2M
)e
r
2M (4.57d)
for r < 2M .
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Figure 11: Kruskal-Szekeres diagram for S˜AdS4
A final comment on the implicit presence of the original Schwarzschild co-
ordinates r and t in the metric (4.56): they remain in the form of constant
hypersurfaces r = const. and t = const. as can be seen in Fig. 11. In the
simpler case of the Schwarzschild black hole (a = ∞) this is easily understood
through the use of the Eddington-Finkelstein coordinates [17], [18], which allow
the extension of r and t to the black hole and white hole regions. The new re-
gion (here II) is reached only through the introduction of the Kruskal-Szekeres
coordinates [19].
4.6. Penrose diagram
Define the coordinates ρ, τ ∈ (−∞,+∞), [ρ] = [τ ] = L0, through
V := e
f′(rh)r∗(+∞)
2 tg(
ρ+ τ
2
), (4.58a)
U := −e f
′(rh)r∗(+∞)
2 tg(
ρ− τ
2
). (4.58b)
For r > rh, f(r) > 0 and from (4.40) UV = −ef ′(rh)r∗(r), at r = +∞ one has
tg(
ρ+ τ
2
)tg(
ρ− τ
2
) = 1, (4.59)
30
equivalent to tg(ρ+τ2 ) = cotg(
ρ−τ
2 ). This implies cosρ = 0 which is satisfied by
ρ = ±pi/2. So, tg(pi4 + τ2 ) = cotg(pi4 − τ2 ) implies τ2 ∈ (−pi4 , pi4 ) i.e. τ ∈ (−pi2 , pi2 ).
So, the boundaries at r = +∞ in the τ/ρ-plane are represented by the timelike
straight lines
ρ = ±pi
2
, τ ∈ (−pi
2
,
pi
2
). (4.60)
From (4.50) and (4.55), for r = 0, UV = 1 = −ef ′(rh)r∗(+∞)tg(ρ+τ2 )tg(ρ−τ2 )
which implies
tg(
ρ+ τ
2
) = l cotg(
ρ− τ
2
), 0 < l = e−f
′(rh)r∗(+∞) = l(M,a) < 1. (4.61)
For ρ = 0, tg( τ02 ) = l cotg(
τ0
2 ) has a unique solution
0 < τ0 <
pi
2
and
−pi
2
< τ ′0 = −τ0 < 0. (4.62)
For ρ = +pi2 , tg(
τ
2 +
pi
4 ) = l cotg(
τ
2 − pi4 ) has the solutions τ = ±pi2 . The same
for ρ = −pi2 . So, by continuity, the future and past singularities at r = 0 are
represented by the wavy lines in Fig. 12.
Figure 12: Penrose diagram for S˜AdS4
The future and past horizons at r = rh are respectively given by U = 0 i.e.
tg(ρ−τ2 ) = 0 which implies ρ = τ , and by V = 0 i.e. tg(
ρ+τ
2 ) = 0 which implies
τ = −ρ, the diagonals in the diagram of Fig. 12.
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4.7. Entropy
This subsection is a bit more technical, from the physical point of view,
than the previous ones. It includes the concepts of partition function and its
semiclassical approximation in the language of path integrals; its associated
thermodynamic potential, the Helmholtz free energy; and the concept of phase
transition. The main objective of the subsection is the computation of the
entropy of the SA˜dS4 black hole (result (4.84)) following the original derivation
of Hawking and Page. Suffice it to say here, is that its counterpart in the
Schwarzschild black hole case is much easier to obtain ([3], p. 147), with the
same area law behavior.
The partition function (trace of the density matrix in the canonical ensemble)
associated with the A˜dS4 and SA˜dS4 metrics in thermal equilibrium with a
“heat reservoir” at inverse temperature β = 1T is the Euclidean path integral
over the whole set of metrics related by coordinate transformations xµ → xµ′,
gµν(x)→ g′µν(x′) = ∂x
ρ
∂xµ′
∂xσ
∂xν ′ gρσ(x):
Z(β) =
∫
Dgµνe−I[gµν ] (4.63)
where
I[gµν ] =
1
16pi
∫ β
0
dτ
∫
d3~x
√
|det(gµν)|LE(gµν) (4.64)
is the classical action functional with Lagrangian density
LE(gµν) = R+ 2Λ, (4.65)
where here R is the Ricci scalar corresponding to the metric gµν . d
3~x = drdθdϕ,
and we have performed a Wick rotation going to imaginary time t→ −iτ with
τ ∈ [0, β]. So
I[gµν ] =
1
16pi
∫ β
0
dτ
∫
d3~x
√
|det(gµν)|(R+ 2Λ). (4.66)
There are two arguments to “approximate” Z(β) by e−I :
i) In the semiclassical approximation to the theory of black holes, the ge-
ometrical objects -in this case the A˜dS4 and SA˜dS4 spacetimes- are treated
classically. Therefore one has to consider the classical limit ~ → 0 of Z(β)
where the dominant contribution is the classical action evaluated at the corre-
sponding solution of Einstein equation, the corrections being of O(~2) (see in
this connection refs. [5] and [6]). From (4.8),
R = −4Λ (4.67)
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and therefore
I[gµν ] = − Λ
8pi
∫ β
0
dτ
∫
d3~x
√
|det(gµν)| = − Λ
8pi
∫
dVol (4.68)
where dVol is the coordinate invariant volume element. One should also consider
the Hawking-Gibbons boundary terms [4] for both A˜dS4 and SA˜dS4; however
they cancel each other in the difference between the corresponding classical
actions (see below).
ii) Precisely due to (4.68), e−I factors out of the path integral, which becomes
the (infinite) constant
∫ Dgµν . On taking the logarithm
ln Z(β) = −I + ln
∫
DGµν . (4.69)
The second term does not contribute to derivatives of the Helmholtz free energy
F = −T ln Z =< E > −TS, (4.70)
where
< E >= − ∂
∂β
ln Z (4.71)
is the average value of the energy and
S = β < E > +ln Z (4.72)
is the entropy. The contribution to the entropy of ln
∫ DGµν is a constant which
can be neglected (only entropy differences are important). So we have:
F = β−1I = TI, (4.73)
< E >=
∂
∂β
I, (4.74)
and
S = β < E > −I. (4.75)
For both A˜dS4 and SA˜dS4 metrics the invariant volume Vol is infinite; we
regularize it by taking an infrared cut-off at r = L.
For A˜dS4, from (3.17),
√
|det(gµν |A˜dS4)| = r2sinθ and so
I
A˜dS4
= − 1
8pi
∫ β1
0
dτ
∫ L
0
drr2
∫
dΩ22 = −
Λ
6
β1L
3, (4.76)
with β1 ≡ βA˜dS4 .
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For SA˜dS4, from (4.11), with the same angular part as A˜dS4 but r ≥ rh,
I
SA˜dS4
=
Λ
6
β(L3 − r3h), (4.77)
with β ≡ β
SA˜dS4
= T−1H .
Since we shall take the limit L → +∞, the two metrics must coincide
at r = L and, in particular, the “proper time intervals” β1
√
1 + L2/a2 and
β
√
1− 2M/L+ L2/a2 must also coincide, i.e.
β1
√
1 + L2/a2 = β
√
1− 2M/L+ L2/a2. (4.78)
So, for the difference between the two actions one has
∆I = I
SA˜dS4
−I
A˜dS4
= −Λ
6
β(L3−r3h−
β1
β
L3) =
β
2a2
(L3−r3h−L3
√
1− 2M/L+ L2/a2
1 + L2/a2
)
=
β
2a2
(L3−r3h−L3
√
1− 2M/L
1 + L2/a2
) =
β
2a2
(L3−r3h−L3
√
1− 2Ma
2
La2 + L3
) ' β
2a2
(L3−r3h−L3(1−
Ma2
La2 + L3
))
=
β
2a2
(−r3h +Ma2) (4.79)
as L→ +∞.
Using (4.15) one obtains
∆I =
pir2h
a2 + 3r2h
(a2 − r2h). (4.80)
From (4.34),
β =
4pia2rh
a2 + 3r2h
, (4.81)
then
∂rh
∂β
=
1
4pia2
(a2 + 3r2h)
2
a2 − 3r2h
(4.82)
and therefore
< E >
SA˜dS4
=
∂
∂β
∆I =
∂
∂β
(
pir2h(a
2 − r2h)
a2 + 3r2h
) =
1
2
rh(1 +
r2h
a2
) = M (4.83)
and
S
SA˜dS4
= βM −∆I = pir2h =
A
4
. (4.84)
As for the pure Schwarzschild case, one obtains for the entropy of the Schwarzschild
anti-De Sitter black hole one fourth of the horizon area A.
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From (4.80) we notice that
T∆I = T (I
SA˜dS4
− I
A˜dS4
) = F
SA˜dS4
− F
A˜dS4
=
pir2hT
a2 + 3r2h
(a2 − r2h) (4.85)
vanishes for rh = a i.e. when
T = T1 =
1
pia
. (4.86)
From (4.35) and (4.86)
T0 =
√
3
2
T1 < T1. (4.87)
Then, for T0 < T < T1 or, equivalently, for
a√
3
< rh < a, ∆I > 0 i.e.
F
SA˜dS4
> F
A˜dS4
(4.88)
and therefore, though SA˜dS4 black holes coexist with pure A˜dS4, the second
spacetime is preferable, while for T1 < T i.e. a < rh, ∆I < 0 i.e.
F
SA˜dS4
< F
A˜dS4
, (4.89)
and black holes dominate over anti-De Sitter space. T1 is then the temperature
at which it occurs the Hawking-Page phase transition [4].
5 Final comments
The Schwarzschild anti-De Sitter metric, which includes both a black hole
and a white hole, and two asymptotically anti-De Sitter causally unconnected
spacetimes, is an extraordinary laboratory to study, at least theoretically, black
hole physics. In particular, black hole thermodynamics, which we roughly re-
viewed in this article, leads, even in a semiclassical (non quantum) treatment,
to a non vanishing entropy proportional to the area of the event horizon (eq.
(4.84)). The microscopic quantum description begun with Maldacena’s thesis
[20] in the context of string theory [21] and led to important developments like
the AdS/CFT conjecture [2]. A good review of the thermodynamic aspects
can be found in ref. [22]. The SA˜dS4 black hole is also briefly discussed in
Susskind-Lindesay [23], in the context of information theory, holography, and
string theory.
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