We present a measurement of the form-factor ratios r V = V (0)/A 1 (0) and r 2 = A 2 (0)/A 1 (0) for the decay D + → K * 0 e + ν e . The measurement is based on a signal of approximately 3000 D + → K * 0 e + ν e , K * 0 → K − π + decays re-1
constructed in data from charm hadroproduction experiment E791 at Fermilab. The results are r V = 1.84 ± 0.11 ± 0.08 and r 2 = 0.71 ± 0.08 ± 0.09. PACS numbers: 13.20.Fc, 14.40.Lb Typeset using REVT E X Semileptonic charm decays are useful for probing the dynamics of hadronic currents because Cabibbo-Kobayashi-Maskawa (CKM) weak mixing matrix elements for the charm sector are well known from unitarity constraints. Form factors are Lorentz-invariant functions of q 2 , the square of the virtual W mass in the decay, that describe how strong interactions modify the underlying weak decay [1] . Form factor measurements in semileptonic decays test a variety of models and nonperturbative calculations. In addition, Heavy Quark Effective Theory [2] relates form factors in semileptonic charm decays to those in bottom decays (at the same four-velocity transfer), which are needed to extract the weak mixing matrix elements |V ub | and |V cb | from semileptonic bottom decays. The vector form factor V (q 2 ) and the axial-vector form factors A 1 (q 2 ) and A 2 (q 2 ) are relevant to the decay D + → K * 0 e + ν e . Using data from charm hadroproduction experiment E791 at Fermilab, we reconstruct about 3000 D + → K * 0 e + ν e (and charge-conjugate) decays (three times the largest previous sample [3] ) and use the observed multidimensional distribution of kinematic variables to extract the form factor ratios r V = V (0)/A 1 (0) and r 2 = A 2 (0)/A 1 (0). We assume the nearest-pole dominance model for the q 2 dependence of the form factors,
where m pole is the appropriate vector or axial-vector pole mass:
. E791 is a hadroproduction experiment [5] that generated charm using a 500 GeV/c π − beam incident on five thin targets (one platinum, four diamond) separated by gaps of about 13.6 mm. E791 ran with a loose transverse energy trigger and recorded 20 × 10 9 interactions during the 1991-92 Fermilab fixed-target run. The important features of the E791 spectrometer for this analysis are the tracking system (23 planes of silicon microstrip detectors, 45 planes of drift and proportional wire chambers, and two large-aperture dipole magnets), two thresholdČerenkov counters that provide good K/π separation over the momentum range 6 -36 GeV/c, and a lead-liquid-scintillator electromagnetic calorimeter.
In each event, we search for a candidate decay vertex (secondary vertex) with unit charge made from three charged tracks, separated from the reconstructed production vertex (primary vertex) by at least 15σ z where σ z is the uncertainty in the longitudinal separation. The decay vertex is required to be at least one measurement error outside the nearest target material. One charged particle must be consistent with being an electron as determined by electromagnetic shower shape, the match between calorimeter energy and tracking momentum, and the match between calorimeter and tracking position measurements. Electron identification efficiency is about 70%, while the probability for a pion to be misidentified as an electron is only 1 -2%. One of the two remaining charged particles must have aČerenkov kaon signature. Kaon identification efficiency is about 65% in the momentum range 6 -36 GeV/c and lower above this range. The probability for misidentifying a pion as a kaon is about 5% in the same momentum range and significantly lower above this range. Candidates consistent with being misidentified D + → K − π + π + decays are removed. If electron and kaon candidates are oppositely charged, the decay is a candidate for
We call them "right-sign" decays. If electron and kaon candidates have the same charge, the decay is classified as "wrong-sign". The wrong-sign sample is used to model background in the right-sign sample. A clear excess of right-sign events compared to wrong-sign events is seen in the Kπ invariant mass distribution at the K * 0 mass. The final Kπeν e sample (see Fig. 1 ) is optimized with a binary-decision-tree algorithm (CART [6] ) that finds the set of "splits" in a set of single parameters or linear combinations of parameters that best separates signal from background. We train CART using a subsample (≈ 15%) of the right-sign candidates for signal and the wrong-sign candidates for background. CART selected a single cut involving a linear combination of four discrimination variables: (a) separation significance of the candidate decay vertex from target material, (b) distance of closest approach of the candidate D momentum vector to the primary vertex allowing for the maximum kinematically-allowed miss distance due to the unobserved neutrino, (c) product over candidate D decay tracks of the distance of closest approach of the track to the secondary vertex divided by the distance of closest approach to the primary vertex, where each distance is measured in units of measurement errors, and (d) separation significance between the production and decay vertices. This selection criterion halved the number of wrong-sign events in the signal region, and kept 75% of right-sign events. Figure 1 shows mass distributions for the final right-sign (RS) and wrong-sign (WS) Kπeν e candidates. The top left plot shows the distribution of M min , the minimum Kπeν e mass kinematically allowed by the D direction as determined from the measured K, π, and e momenta and the positions of the primary and secondary vertices, with a 0.75 < M(Kπ) < 1.05 GeV/c 2 cut for both the right-sign and wrong-sign events. The M min distribution for true D + → K − π + e + ν e events (with no detector smearing) would have a cusp at the D mass (1.869 GeV/c 2 ). The bottom left plot in Fig. 1 shows the M(Kπ) distribution for events with 1.6 < M min < 2.0 GeV/c 2 . Of these, there are 3595 right-sign and 602 wrong-sign events with 0.85 < M(Kπ) < 0.94 GeV/c 2 (indicated by the vertical arrows in the figures), which are used to extract the form-factor ratios. The right-hand plot in Fig. 1 shows the difference between the right-sign and wrong-sign distributions. The net Kπ signal is dominantly K * 0 as can be seen from the superposed fit of the M(Kπ) spectrum to a pure Breit-Wigner shape with the mass and width fixed to the known values of the K * 0 resonance. There is an excess of events over that expected for a Breit-Wigner distribution in the region below the M(Kπ) range used in the analysis. The assumption that wrong-sign events accurately model the size and shape of the right-sign background is addressed in the discussion of systematic uncertainties below.
The kinematic variables used in extracting the form factor ratios are the square of the invariant mass of the virtual W (q 2 ) and three angles. The polar angle θ e , measured in the virtual W (or eν) rest frame, is the angle between the charged lepton and the direction opposite the K * 0 . The polar angle θ V , measured in the K * 0 rest frame, is the angle between the K and the direction opposite the virtual W . The azimuthal angle χ is the angle between the momentum projections of the electron and K in the plane perpendicular to the K * 0 direction in the D rest frame. To calculate these variables, the neutrino momentum is estimated up to a two-fold ambiguity from the D flight direction as determined by the measured positions of the D production and decay points, and the measured momenta of the charged decay products. Monte-Carlo simulation shows less kinematic variable smearing for the solution which results in the lower D momentum, so it is used.
We extract the form factors using an unbinned maximum-likelihood method that uses a Monte-Carlo simulation in the evaluation of the likelihood function [7, 8] . The production physics and detector response are simulated for an event set that is passed through the same analysis chain as the data. The simulated events are generated with specified form-factor ratios (0.82 for r 2 , 2.00 for r V ) [9] . The likelihood of the data sample is calculated, for any given set of theoretical parameters, by computing the density of Monte-Carlo events in a specified volume around each data point, where the simulated events are distributed according to the theoretical parameters under consideration. To avoid generating separate Monte-Carlo samples for every set of theoretical parameters considered in the fit, a single Monte-Carlo sample is reweighted so that the weighted events give the correct density about each data point. As long as the Monte Carlo accurately simulates both the charm production process and the detector response, acceptance and smearing effects are automatically incorporated into the fit. The wrong sign candidates are used to incorporate backgrounds into the fit with a similar technique. We developed a second method to extract form factors that keeps both neutrino momentum solutions and we use it as a check. To account for the wrong solution, we use Monte Carlo simulation to determine a feedthrough matrix that gives the probability that an event appearing in one region of the space of measured kinematic variables would appear in another region when the other solution for neutrino momentum is used. This matrix and the observed distribution of data events (both solutions) determine the fraction of data events that correspond to the correct neutrino-momentum solution in each region of kinematic-variable space. Each fraction is then used in a binned maximum likelihood fit, with background modeled as in the first method.
The first fitting technique gives r V = 1.84 ± 0.11 ± 0.08 and r 2 = 0.71 ± 0.08 ± 0.09 with a correlation coefficient of −0.13. The first error is statistical, and the second systematic (discussed below). The above results have been corrected for biases of less than 10% due to the technique, determined from fitting Monte-Carlo samples with known form-factor ratios. The second fitting technique gives r V = 1.78 ± 0.12 and r 2 = 0.68 ± 0.07, where the errors are statistical only. The Monte Carlo indicates no correction for bias is required. The results from the second fitting technique are consistent with the first.
Possible sources of systematic uncertainties were considered and the most important are summarized in Table I . To estimate the effects of possible inaccuracies in the Monte-Carlo simulation of the detector response, 15 different sets of selection criteria were generated using different training samples for CART. The spread in the resulting form-factor ratios gives our estimate of this systematic uncertainty [10] . We estimate the uncertainty due to our modeling of the background by varying our assumptions about the amount and the distribution of the background in the four-dimensional kinematic variable space. We have determined that
+ ν e , and D + → K * 0 π 0 e + ν e modes do not contribute significantly to the background in the signal region. Other sources of systematic uncertainty are the limited size of the Monte-Carlo sample and uncertainties in chargedparticle identification efficiency. The contributions from each source are added in quadrature giving the total error of 0.08 and 0.09 for r V and r 2 , respectively. Figure 2 shows the projections of the kinematic variables cos θ V , cos θ e , and χ for data and for Monte-Carlo events that have been weighted according to the best fit values for the form-factor ratios. To reveal the correlations between the observed kinematic variables, we show plots for each variable for two ranges of a second variable. The confidence level for the consistency of the Monte Carlo and data projections is shown on each plot.
Throughout, we have assumed the nearest pole dominance
A,V ) which can be approximated by a form linear in q 2 , F (q 2 ) = F (0)(1+ρ 2 q 2 ). This is a valid approximation in the accessible q 2 range (0 -0.947 GeV 2 /c 4 ). We perform a three-parameter fit for the slope ρ and the correlation between the measured form-factor ratios [12] . Table III ). In summary, we have used a sample of 3000 signal events to extract the form-factor ratios in the decay D + → K * 0 e + ν e : r V = 1.84 ± 0.11 ± 0.08 and r 2 = 0.71 ± 0.08 ± 0.09. The combined statistical and systematic uncertainties are a bit less than half the best previous measurement. The form-factor ratios are important for improving our understanding of the dynamics of hadronic currents and might improve our ability to extract CKM matrix elements from B semileptonic decays.
We thank the staffs of Fermilab and all the participating institutions for assistance. This work was supported by the Brazilian Conselho Nacional de Desenvolvimento Científico e Technológico, CONACyT (Mexico), the Israeli Academy of Sciences and Humanities, the U.S. Dept. of Energy, the U.S.-Israel Binational Science Foundation, and the U.S. National Science Foundation. Fermilab is operated by the Universities Research Association under contract with the U.S. Dept. of Energy. 
TABLES
1.84 ± 0.11 ± 0.08 0.71 ± 0.08 ± 0.09 3000 (e) E687 [3] 1.74 ± 0.27 ± 0.28 0.78 ± 0.18 ± 0.10 900 (µ) E653 [11] 2.00 for (a) cos θ V for q 2 /q 2 max ≤ 0.5 (top) and q 2 /q 2 max > 0.5 (bottom), (b) cos θ e for q 2 /q 2 max ≤ 0.5 (top) and q 2 /q 2 max > 0.5 (bottom), (c) χ for cos θ V ≤ 0 (top) and cos θ V > 0 (bottom). The Monte-Carlo events are weighted according to the best-fit values of the form-factor ratios.
