In this paper we study the existence and multiplicity of two distinct nontrivial weak solutions of the following equation in Nehari manifold. We have also proved that these solutions are in L ∞ (Ω).
Here, λ, β > 0 are parameters and f (x, u) is a general nonlinear term satisfying certain conditions. The domain Ω ⊂ R N (N ≥ 2) is smooth and bounded. The relation between the exponents are assumed in the order 2 < α − ≤ α(x) ≤ α + < p − ≤ p(x, y) ≤ p + < q + < r + < r +2 < p
Introduction
We will consider the following problem. where p ∈ C(Ω × Ω) such that 1 < p(x, y) < ∞ and s ∈ C(Ω × Ω) such that 0 < s(x, y) < 1. Also s(x, y)p(x, y) < N ∀ (x, y) ∈ Ω × Ω, λ, β > 0 are parameters and the relation between the exponents are assumed to be in the order 2 < α − ≤ α(x) ≤ α + < p − ≤ p(x, y) ≤ p + < q + < r + < r +2 < p * s (x). Also, α(x) ≤ p(x, x) ∀ x ∈ Ω ∀ x ∈ Ω. We have considered an elliptic equation involving a nonlocal type with variable exponent similar to that in [18] but with different assumptions on the nonlinear term. In the literature, there are quite a good number of articles available to show existence of multiple solutions in Nehari manifold for both local and nonlocal operators. For example readers may refer [2] , [4] , [8] . In [2] , the authors dealt with a singular problem involving the fractional Laplace operator in Nehari manifold. In [4] , the authors worked with fractional p-Laplacian operator involving convex-concave nonlinearities. They have shown the existence of two distinct non trivial weak solutions in Nehari manifold using fiber maps. In [8] , the authors have proved the existence of solutions involving Laplacian operator in Nehari manifold. In addition, they have also proved the dependence of Nehari manifold on the parameter λ and linked the properties of the manifold to existence and non-existence results of positive solutions. Since there has been an increased growth in PDE's involving the nonlocal operator, advancement of the operators and hence their corresponding space on which we seek solutions for such kind of operators is also increasing rapidly. Some very commonly used areas of research where the nonlocal opeartors are extensively used are in the thin obstacle problems, optimization, anomalous diffusion, finance, phase transition, continuum mechanics, graph theory, jump processes, machine learning etc. Some applications of nonlocal operators can be seen in the articles [9] , [11] , [13] , [15] , [22] . Nonlocal operators with a variable exponent also finds its use in image restoration and obstacle problems. One of the most interesting and trending nonlocal and nonlinear operator are operators with variable exponent. For more details on these kind of operators and their variants, the readers may refer [1] , [5] , [12] , [21] and the references therein. In [5] , the authors have extended the W s,p(x,y) to a more general fractional case W K,p(x,y) and proved some qualitative properties of this new space. These work includes the basic ideas and origination of variable exponent spaces along with its applications. In past few years, some appreciable work have been done on variable exponent spaces involving Nehari manifold. To see the idea involved in these works, some suggested articles are [3] , [17] , [19] , [20] and the references therein. However due to the presence of variable exponent it is difficult to show the existence of solutions in Nehari manifold in the same manner as done for constant exponent case. This difficulty further increases when the term involved in the equation is a general nonlinear function. To our knowledge there are only few articles in the literature available for the variable exponent problem involving a general nonlinear term whose solutions are in Nehari manifold. In the problem we have considered in this article, we will in the Nehari manifold. The novelty in this work lies is in the fact that for showing existence of solutions we are applying both the variational technique and the Banach fixed point theorem. We will show the existence of two weak nontrivial solutions and the uniform estimate of both the weak solutions will be discussed. Theorem 1.1. Let the nonlinear function f (x, u) satisfies (f 1 ) − (f 4 ). Then the problem (1.1) admits two distinct nontrivial weak solutions in the Nehari manifold for a particular range of λ and β. Moreover the solutions are in L ∞ (Ω).
Preliminaries
We state the well known Banach fixed point theorem which will be used in our work. Theorem 2.1. Banach fixed point theorem: Let (X, d) be a nonempty complete metric space with a contraction mapping G : X → X. Then G admits a unique fixed point.
For each open subset Ω ⊂ R N (N ≥ 2), let p ∈ C(Ω × Ω) such that 1 < p(x, y) < ∞ and s ∈ C(Ω × Ω) such that 0 < s(x, y) < 1. Also s(x, y)p(x, y) < N ∀ (x, y) ∈ Ω × Ω. Let
Here, s(x, y) and p(x, y) are symmetric in nature for all (x, y) ∈ Ω×Ω. The variable exponent space, denoted by W q(x),s(x,y),p(x,y) (Ω), with variable order and variable exponents is the space
:
For more details and results related to this space refer [18] . We will now state a few results from the reference [18] which will be used in our article. Define X = W q(x),s(x,y),p(x,y) (Ω) over T = R 2N \ (Ω c × Ω c ) as the space
(Ω) to be the space u ∈ X : u = 0 a.e. in R N \ Ω . This space is a convex, reflexive and separable Banach space (for proof refer [18] ) with respect to the norm
is a smooth bounded domain. Let s(., .), p(., .) satisfy (2.1) and (2.2) along with symmetry such that s(x, y)p(x, y) < N ∀ x, y ∈ Ω × Ω and
|x−y| N+s(x,y)p(x,y) dxdy, has the following properties.
• u X 0 < 1(= 1; > 1) ⇔ ρ X 0 (u) < 1(= 1; > 1),
Henceforth, we will denote u X 0 = u . We are now stating the two crucial inequalities that will be used while proving the results.
Functional Analytic Setup
The problem (1.1) considered as
has the following assumptions on the nonlinear function f (x, u) .
∂f ∂s ≤ δ|s| r + −2 for all x ∈ Ω, s ∈ R. Here δ is a sufficiently small positive number.
The functional corresponding to the problem (1.1) is defined as
(Ω) is said to be a weak solution to the problem (
(Ω) it satisfies the following.
The fiber maps corresponding to the functional I λ,β and its derivatives are defined as follows.
Existence Results
We will first define the Nehari manifold as N = u ∈ X 0 \ {0} : I ′ λ,β (u), u = 0 . We will also define
It can be apparently seen that if u ∈ X 0 , t 0 > 0 then t 0 u ∈ N iff d dt I λ,β (t 0 u) = 0. We will prove all the upcoming results for u < 1.
Lemma 4.1. The functional I λ,β is coercive and bounded below over N.
Proof. Suppose u ∈ N. Then we have the following
Using equation (4.1) in the functional I λ,β , we get
Choose β 1 small enough such that for every β ∈ (0, β 1 ) we get I λ,β (u) ≥ c u p + , where c > 0.
Hence, I λ,β is coercive and bounded below over N.
Proof. The proof is by contradiction. Let there exist a u 0 ( = 0) ∈ N such that
Since u 0 ∈ N so we have
Using (4.3) in (4.2), we get
Thus,
This implies u 0 = 0 which is a contradiction to our assumption that u 0 = 0. Hence, the set N 0 is empty.
Define a function
On differentiating φ w.r.t t we get
It is easy to see that tu ∈ N iff φ(t) = λr + Ω F (x, u)dx. When tu ∈ N and d dt I λ,β (tu) = 0, we have
Using (4.4), we get
A simple computation leads to the fact that when t >
Now there are two possibilities either t 1 > t 2 or t 2 > t 1 . Since, φ ′ (t) is continuous so in both the cases ∃ at such that φ ′ (t) = 0 andt is a maximum point of φ(t). Further choose λ > 0 say λ 1 such that φ(t) > λr + Ω F (x, u). So, there exists τ 1 , τ 2 in the neighbourhood oft such that φ ′ (τ 1 u) > 0 and φ ′ (τ 2 u) < 0. This implies
Remark: Since, the set N 0 is empty so N = N + ∪ N − . Also I λ,β is bounded below on N so it is bounded below on both N + and N − .
Using the fact that (u n ) ∈ N, we get,
Letting limit n → ∞ both sides, β ∈ (0, β 1 ) and using (4.5),
We already know that there exists τ 1 u ∈ N + such that I λ,β (τ 1 u) < 0. This is a contradiction to our assumption that u n is not convergent to u 1 . Thus, u n → u 1 in Y and I λ,β (u 1 ) = lim n→∞ I λ,β (u n ) = inf u∈N + {I λ,β (u)}. This proves that I λ,β has a minimizer in N + .
Lemma 4.4.
There exists a minimizer of I λ,β in N − which is also a solution of the problem for β ∈ (0, β 2 ).
We now state and prove some lemmas. (Ω), the following problem
has a unique weak solution.
(Ω). Then using Hölder's inequality, we get for every v ∈ W s(x,y),p(x,y) 0
(Ω),
Hence, A p(x,y) (u, v) is well defined and bounded. Also,A p(x,y) (u, .) is linear in second variable and so A p(x,y) (u, .) ∈ W −s(x,y),p ′ (x,y) (Ω). We next prove the coercivity of A p(x,y) . We have that
A p(x,y) is coercive. We now show that A p(x,y) is strictly monotone. To prove this we first need to prove an inequality which is as follows.
then g(0) = |b| p(x,y)−2 b and g(1) = |a| p(x,y)−2 a. So, J(p(x, y)) can also be represented as
0 |ta + (1 − t)b| p(x,y)−2 dt. We can further write
Now there arises two cases. Case I: If |a|≥ |b − a| then
Hence, as t ∈ (0, 1),
case II: If |a|< |b − a| then |ta
Hence,
where C(p) = min
and hence the inequality is proved.
(Ω) and hence u ∈ L q(x) (Ω). 
This implies that |u|∈
Since, x ∈ A, y ∈ B we have |u(y)|≤ |u(x) − u(y)| and |u(x)|≤ |u(x) − u(y)|. Hence
This implies that
(Ω). It can be observed that in B α , w α = 0. Now, we have
We claim the following.
we get similar inequality. Thus, the claim is proved.
. First we will prove that v 1 and v 2 are in W −s(x,y),p ′ (x,y) (Ω). Using Theorem 2.4, we get for φ ∈ W s(x,y),p(x,y) 0
Hence, |u| α(x)−2 u ∈ W −s(x,y),p ′ (x,y) (Ω). For the second term of v 1 , using assumption (f 4 ) it can be seen that f (x, u) ∈ L p ′ (x,y) (Ω) and hence f (x, u) ∈ W −s(x,y),p ′ (x,y) (Ω). Hence,
Repeating the argument for v 2 , we get v 2 ∈ W −s(x,y),p ′ (x,y) (Ω). Let u − v < 3τ < 1, where τ < 1 is a sufficiently small positive number. Now using (4.8) we obtained
(Ω) such that φ ≤ 1. Using (2.3), (2.4) and (f 3 ) we have,
Applying generalized Hölder's inequality (refer [1] ), embedding result and using the fact that φ ≤ 1 for each term, we get
where C 0 , C 1 , C 2 , C 3 , C 4 are constants from embedding and Hölder's inequality andC = max
, (4.12) becomes
where, K(β, λ, δ, τ ) = 2β(α + − 1)(3τ ) 2−r + + 2 r + −1 λδ + 2 r + −1 λδ(3τ ) 2−r + . Substituting (4.13) in (4.10), we get
Choose λ and β sufficiently small say λ ∈ (0, λ 2 ) and β ∈ (0, β 2 ) such that the coefficient of (4.14) becomes less than 1. Thus Φ p(x,y),s(x,y) is a contraction map. Therefore there exists a unique fixed point say u 2 . Let (Ω) is also complete. By the argument above, since Φ p(x,y),s(x,y) is a contraction map, there exists a unique fixed point u 2 ∈ M . Since, u 0 is in N − and I λ,β (u 0 ) > 0, so does u 2 . Hence, u 2 is a nontrivial weak solution of the problem in N − and Lemma 4.4 is proved. Thus we have proved the existence of two distinct nontrivial solutions of the problem (1.1) in Nehari manifold for λ ∈ (0, min(λ 1 , λ 2 )) and β ∈ (0, min(β 1 , β 2 )).
Uniform estimate
In N − (or N + ) we have either |u(x)|< 1 or |u(x)|> 1. We will now show that the weak solution belonging to either N + or N − is bounded. In both N + and N − , we have u < 1. Let u be the weak solution of the problem (1.1). If |u(x)|< 1 then clearly u is in L ∞ (Ω). The case when |u(x)|> 1 has been proved in appendix.
Appendix
A map L : X → X * , where X is a Banach space is said to be of type (S + ) if u n ⇀ u in X and lim sup
Lemma 6.1. The operator A p(x,y) is of type (S + ) and a homeomorphism.
From the fact that u n (x) → u(x) a.e. in Ω, (6.5) and Brezis-Lieb lemma [7] , we conclude that u n → u in W s(x,y),p(x,y) 0
(Ω). Hence, A p(x,y) is a mapping of type (S + ). We also know that A p(x,y) is surjective (refer [6] ). So, there exists an inverse map A (Ω) and hence A p(x,y) is a homeomorphism.
Lemma 6.2. Let u be a weak solution to the problem (1.1) with u < 1 and |u|> 1, then u ∈ L ∞ (Ω).
We will first state two important results which is useful for proving this lemma. Proof. We have |u|> 1 then |u|= u + or |u|= u − . We will first assume that |u|= u + > 1. Define a truncation function u m (x) = min {m, u + (x)}. Clearly, u m (x) ∈ W s(x,y),p(x,y) 0 (Ω). Taking u k m , k > 1 as a test function in (3.1) and using assumption (f 4 ) along with Lemma 6.4 , we have 
