Abstract. In this paper, motivated by the works of Bakry et. al in finding sharp Li-Yau type gradient estimate for positive solutions of the heat equation on complete Riemannian manifolds with nonzero Ricci curvature lower bound, we first introduce a general form of Li-Yau type gradient estimate and show that the validity of such an estimate for any positive solutions of the heat equation reduces to the validity of the estimate for the heat kernel of the Riemannian manifold. Then, a sharp Li-Yau type gradient estimate on the three dimensional hyperbolic space is obtained by using the explicit expression of the heat kernel and some optimal Li-Yau type gradient estimates on general hyperbolic spaces are obtained.
Introduction
Let (M n , g) be a complete Riemannian manifold with Ricci curvature bounded from below by −k with k a nonnegative constant and u(t, x) be a positive solution of the heat equation on M. In their seminal work [14] , Li and Yau showed that (1.1) ∇ log u 2 − α∂ t log u ≤ nα
, for any constant α > 1. When the Ricci curvature is nonnegative, i.e. k = 0, the Li-Yau estimate (1.1) gives us
This estimate is sharp where the equality can be achieved by the fundamental solution of R n . The Li-Yau gradient estimate is of fundamental importance in geometric analysis since a Harnack inequality will be immediately obtained when integrating the estimate on geodesics. For example, by (1.2) , one has the following sharp Harnack inequality for complete Riemannian manifolds with nonnegative Ricci curvature: (1.3) u(t 1 , x 1 ) ≤ t 2 t 1 n 2 e r 2 (x 1 ,x 2 ) 4(t 2 −t 1 ) u(t 2 , x 2 ), for any positive solution u of the heat equation, 0 < t 1 < t 2 and x 1 , x 2 ∈ M.
Comparing to the case of k = 0 in (1.1), the Li-Yau gradient estimate (1.1) is not sharp in the case that k = 0. Finding sharp Li-Yau type gradient estimate for k = 0 is still an unsolved problem. In a series of works [1, 2, 3] , Bakry and his collaborators provided an interesting approach in finding sharp Li-Yau type gradient estimates. In their works [2] , Bakry et. al found gradient estimates in a more general form:
with ϕ(t, s) a concave function with respect to s. By the first order property of differentiable concave functions:
The estimate (1.4) produces varies of Li-Yau type gradient estimate with time-dependent parameters. More precisely, in [2] , Bakry et. al obtained the following estimates for positive solution u of a complete Riemannian manifold (M n , g) with Ricci curvature lower bound k where k = 0:
As computed in [2] , the estimate (1.7) is sharper than Li-Yau's gradient estimate (1.1), the improvement of (1.1) by Davies in [8] , Hamilton's estimate in [10] and Li-Xu's estimate in [13] .
In this paper, we further extend a Li-Yau type gradient estimate in the following form:
with ϕ(t, s) increasing and convex with respect to s and ψ(t, s) concave with respect to s. Note that, in [19] , Yau obtained the following gradient estimate:
This estimate was later improved in [1] by Bakry and Qian to the following estimate:
It is clear that the left hand sides of (1.10) and (1.11) are both increasing and convex functions of ∇ log u 2 . So, the gradient estimates (1.10) and (1.11) are both special cases of the general form (1.9).
Then, motivated by our previous work [20] , we found that to show the validity of (1.9) for any positive solutions of the heat equation, one only need to show the validity of (1.9) for the heat kernel. More precisely, we have the following conclusion.
) be a complete Riemannian manifold with Ricci curvature bounded from below and
Moreover, let ϕ(t, s) ∈ C(R + × [0, ∞)) be increasing and convex with respect to s and ψ(t, s) ∈ C(R + ×R) be concave with respect to s. Then,
for any u ∈ P(M, g) if and only if
for any t > 0 and x, y ∈ M, where H(t, x, y) is the heat kernel of (M, g).
By Theorem 1.1 and the expression of heat kernel of the three dimensional hyperbolic space H 3 (see [9, 8] ):
we are able to derive a sharp Li-Yau type gradient estimate for three dimensional hyperbolic manifolds.
) be a complete Riemannian manifold with constant sectional curvature −1. Then, for any u ∈ P(M, g),
where Z(r) = coth r− 1 r . The equality of the estimate (1.17) holds when M is the hyperbolic space H 3 and u is the heat kernel. In particular, by noting that 0 ≤ Z ≤ 1, we have
Furthermore, by using the first order property of concave functions, one has the following linearization of (1.17):
for any r 0 ≥ 0. In particular, when r 0 = 0, one has
We believe that there is a similar result as in Theorem 1.2 for arbitrary dimensional hyperbolic manifolds. However, because the expressions of the heat kernels are much more involved, one can not write them in such an explicit form as in (1.17). We will discuss this in another place. Instead, by using the estimates in [20] , we are able to extend (1.18) to general hyperbolic manifolds.
) be a complete Riemannian manifold with constant sectional curvature −1. Then,
(1) when n is odd,
for any u ∈ P(M, g); (2) when n is even,
for any u ∈ P(M, g);
Note that (1.21) and (1.23) were shown in [20] , and as mentioned in [20] , the estimate (1.21) is not true for the hyperbolic plane. Moreover, note that (1.22) and (1.24) are sharper the optimal Li-Yau type gradient estimates in [20] . Furthermore, by using a classical argument similarly as in [14] and the estimates (1.22) and (1.24), one can obtain the same Harnack inequalities as in [20] : (1.25)
for any 0 < t 1 < t 2 and x 1 , x 2 ∈ M with (M n , g) an odd dimensional complete Riemannian manifold with constant sectional curvature −1, and (1.26)
for any 0 < t 1 < t 2 and x 1 , x 2 ∈ M with (M n , g) an even dimensional complete Riemannian manifold with constant sectional curvature −1. Here r(x 1 , x 2 ) means the distance between x 1 and x 2 and u ∈ P(M, g).
There is a rich literature in extending the Li-Yau gradient estimate in different settings or in different forms. See for examples [4, 5, 7, 15, 11, 12, 16, 17, 18, 21, 22, 23] .
The rest of this pare is organized as follows: in Section 2, we prove Theorem 1.1, in Section 3, we prove Theorem 1.2 and its linearization, and finally in Section 4, we prove Theorem 1.3 and some of its corollaries.
Li-Yau type gradient estimate in a general form
In this section, we prove Theorem 1.1. First of all, we have the following finite sum version of Theorem 1.1.
) be a complete Riemannian manifold and u, v ∈ P(M, g). Moreover, let ϕ(t, s) ∈ C(R + × [0, +∞)) be increasing and convex with respect to s and ψ(t, s) ∈ C(R + × R) be concave with respect to s. Suppose that
Then,
Proof. By the assumptions,
≤ψ t, u∂ t log u + v∂ t log v u + v =ψ(t, ∂ t log(u + v)).
(2.4)
Next, we come to prove Theorem 1.1.
Proof of Theorem 1.1. The only if part is clear. For the if part, similarly as in [20] , we only need to verify that (2.5) ϕ(t, ∇ log u 2 ) ≤ ψ(t, ∂ t log u)
for any
with f an arbitrary nonnegative smooth function with compact support. Then,
This completes the proof of the theorem. 
Then, by applying theorem 1.1 with ϕ(t, s) = − 3 2t
− 1 and ψ(t, s) = s, we get (1.16).
By substituting (3.2) into (3.1), we know that Y is a function of X. To prove (1.17), by Theorem 1.1, we only need to show the function is concave. Note that
and
when k ≥ 6 and
We complete the proof of the theorem by substituting (3.5) and (3.7) in to (3.4) . The fact that 0 ≤ Z ≤ 1 comes from [20, Proposition 3.2] .
By using the first order property of differentiable concave functions, we have the following linearization of (1.17).
Theorem 3.1. Let (M 3 , g) be a complete Riemannian manifold with constant sectional curvature −1, and u ∈ P(M, g). Then,
for any r 0 ≥ 0, where Z(r) = coth r − 1 r
. In particular, when r 0 = 0, we have
Proof. Let the notations be the same as in the proof of Theorem 1.2.
Since Y is a concave function of X, we have
(3.14)
where X 0 = − , we get (3.12).
Optimal Li-Yau type gradient estimates on general hyperbolic spaces
Before proving Theorem 1.3, recall some facts of the heat kernels of hyperbolic spaces. The same as in [9] , write the heat kernel K n (t, r(x, y)) of H n in the form:
t α n (t, r).
Then, as shown in [9, 20] , we have
when n is odd,
when n is even. Moreover,
Proof of Theorem 1.3. By taking universal cover, we only need to prove the theorem for the hyperbolic space H n . Moreover, we only need to prove the odd dimensional case. The proof of the even dimensional case is similar by using (4.3) and (4.4) .
By (4.1) and (4.4),
Moreover, by (4.1) and (4.2), (4.6) ∂ t log K n ≥ − n 2t − (n − 1) and ψ(t, s) = s, we get (1.21). Moreover, by (4.5) and (4.6), (4.8) ∇ log K n 2 ≤ ∂ t log K n + n 2t + (n − 1) 2 4 + n − 1 2
.
Noting that ψ(t, s) = s + n 2t
is a concave function of s, we get (1.22) by Theorem 1.1.
From Theorem 1.3, we can obtain the optimal Li-Yau type gradient estimate in [20] for hyperbolic manifolds. (1) when n is odd, (4.9) β ∇ log u 2 − ∂ t log u ≤ n 2t + (n − 1)
for any β ∈ [0, 1) and u ∈ P(M, g); (2) when n is even, (4.10) β ∇ log u 2 − ∂ t log u ≤ n + 1 2t + (n − 1)
