Abstract-This article presents a parameter estimation algorithm for a magnetic bearing. Such process are inherently unstable systems with strongly nonlinear dynamics. Here, a simplified model of the magnetic bearing is developed. This enables to obtain a linear expression with respect to the unknown parameters. These parameters are measurable with difficulties, and may slightly vary over time. The expression of the estimates is written as a function of integrals of the inputs and outputs of the system. The simulations and the experiments show a fast and robust on-line identification.
when identifying parameters. In Section III, expressions for the on-line identification of the desired parameters are developed. Here is treated the on-line estimation of parameters depending on the radial bearing geometry and the materials. The last Section is devoted to simulation and experimental results.
II. PROBLEM STATEMENT
In this article is presented an approach to estimate parameters of the radial bearing (the axial bearing case will be considered in future work). The parameters that are to be estimated here depend on the geometry and the material of the bearing. The estimation of these parameters is important because such parameters are difficult to calculate and may slightly vary over time. The rotor is levitating using a three-phase electromagnetic radial bearing, arranged like three coupled "horseshoe magnets" around the rotor (Fig. 1) . The three generated current provide three independent control inputs. The mathematical model of the bearing is based on the assumption of a rigid body and leads to decoupled equations for forces. The dynamics equations, under simplifying assumptions, are written as follows:
where Y and Z represent the coordinates of the center of mass of the rotor in a Cartesian frame (with axes y et z) which is fixed in the space, at a point being considered as the center of the device. The forces F y and F z represent the resulting forces applied in directions y et z, respectively. The rotor has a mass m. The resultant forces in the plan (y − z) are given by the superposition of the forces generated by the TuCT3.3
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The angles that appear in (3) are presented Fig. 1 . Individually, the magnetic forces can be modeled by (k ∈ {1, 2, 3})
where Y b and Z b are the positions in the bearing plan. s is the nominal air gap and λ k are parameters depending on the geometry and the materials of the bearing. They will be estimated on-line. Calculating control currents: The reference currents are obtained from the desired forces. In order to simplify the notations, we assume that the bearing is symmetric, i.e.
In each of the models detailed above, we obtain a couple of independent forces for each bearing plan. Define F 1 such that:
With F 0 ≥ 0 arbitrarily chosen, the two remaining forces are obtained from the model (3):
Then the currents are calculated from the desired magnetic forces using relation (4). The above equations reflect the dynamics of the unperturbed model. Model simplifications in (1)-(2) and modeling errors (e.g. due to incorrect relationship between the input currents i * and the corresponding forces F * ) are assumed to have the same effect than perturbations. The rotor rotation is also a perturbation source with harmonic components. When the rotor moves along an ellipsoid trajectory, the positions in the directions y et z are sinusoidal functions. A significant error in the relation between the currents and the forces can also change sinusoidally. Therefore, the perturbations must be rejected in the λ i estimation algorithm (or must be estimated in order to be compensated in the control). The perturbed model can be written as:
where p * (t) represent the perturbations on each axis. Using equation (6), (7), (3) and (4), we obtain a relationship of the
These two equations depend on the measured inputs and the accelerations in the plan. The parameters λ k are the parameters to be estimated from measurements Y and Z and despite the perturbations. They may be difficult to compute. The identification of magnetic bearings is usually slow to be implemented and is often made off-line. In the next Section, we will develop expressions for the identification leading to an on-line, fast and robust estimation of these parameters.
III. ALGEBRAIC APPROACH

A. Estimation of λ k parameters
It will be shown in this Section, that the three parameters λ 1 , λ 2 and λ 3 can be estimated using equation (9) . Indeed, using an algebraic approach for this system, it is possible to express the parameters λ k as a function of the measured outputs and the inputs only. In order to simplify the computations, it is assumed that the perturbations are constant. We will see in the next paragraph how to deal with non constant perturbations. Consider the Laplace transform of (9) :
and multiply (10) by s:
Derive three times with respect to s to cancel the initial conditions and the perturbations:
We remind that differentiation with respect to s in the operational domain results in a multiplication by −t in the time domain. The multiplication by s in the operational domain leads to the derivation in the time domain. The application of the linear estimator (12) is then not convenient. Derivation amplify the high frequency and then the noise contribution. A simple solution is to make the estimator proper. We simply divide (12) by s 4 in order to cancel the derivation terms and obtain a relationship with integral operators:
To return to the time domain, compute the inverse Laplace transform and apply the following formula:
...
One gets:
The previous equation depends on the integrals of the measured outputs and inputs. However, there is three unknown parameters for one equation. Then, we have to generate two more equations in order to have the same number of equations than unknowns. To obtain a second equation, take equation (11) but differentiating it four times with respect to s and apply the same manipulations as before. We obtain:
The last equation is obtained, from equation (11) but differentiating it five times with respect to s. One gets:
Define the parameter vector:
Equations (15), (16) and (17) allow to obtain the expressions of the estimate of the parametersλ 1 ,λ 2 etλ 3 :
with the matrices D(t) ∈ R 3×3 et N (t) ∈ R 3×1 . If D(t) is invertible, one gets:
Remark 1: Note that at time t = 0, the matrices and vectors used to compute the estimations are null. The parameters are then undetermined. Therefore, the formula has to be calculated, not at the time t = 0, but at a later time, t = ǫ with ǫ > 0 and small. Thus the parameter vector is estimated as follows :
B. Implementation
In the previous paragraph, it was assumed that the perturbations were constant. Nevertheless, this is physically not 1] . N (t) and D(t) can be rewritten as:
Using the trapezoidal method, the integrals are obtained from the output of a classical FIR filter. To reject the harmonic perturbations with frequencies close to rotational speed, the resulting numerator and denominator of each estimated parameters are filtered using a low-pass filter. The filter used is similar to the one presented in [14] :
where F (s) = (6)-(7). The chosen control design is a flatness based trajectory tracking control, as described in [10] . The reference trajectory is an elliptic one where Y * = r Y cos(ωt) and Z * = r Z sin(ωt) with r Y = 30.10 −6 (m) and r Z = 70.10 −6 (m). The shaft is rotating with an angular velocity of about 3000 rpm, i.e. ω = 50 · 2π(rad/s). The estimator is implemented in a discretized way with a sampling frequency of 1.10 −4 (s). The choice of the window length is not straightforward. The window has to be sufficiently long to cancel the noise but not too long to keep the assumption on the constant perturbation true. The experience shows that a window T f = 0.02s gives good results. The initial value of λ k,0 is set arbitrarily. The filter F (s) is chosen with ζ = 0.707 and w n = 15rad/s. At the beginning of the experiment, the controller uses the initial and arbitrary λ k,0 from t = 0 to t = t e , t e being the convergence time of the algorithm. The estimator, connected in parallel to the system, estimates the parametersλ k in real time on the interval (ǫ, t e ]. As soon as the estimations have converged to constant values, the initial values λ k,0 are replaced by the estimated ones. 
A. Simulation Results
In the simulations, the real values of the parameters λ k are chosen as λ 1 = 1.8.10 −6 , λ 2 = 2.0.10 −6 , λ 1 = 2.2.10 −6 . The initial value of the estimation is λ k,0 = 4.0.10 −6 . To estimate the parameters, we choose sinusoidal perturbations with non zero mean value to be close to the real perturbations. Fig. 2 presents the parameters estimation. In this figure, it can be seen that the three parameters converge to the desired value in less than 0.1 second withλ 1 = 1.786.10 −6 , λ 2 = 2.072.10 −6 andλ 3 = 2.199.10 −6 . It represents an error less that 3.5%. Fig. 3 depicts the trajectory tracking evolution of the z-axis only (the y-axis is similar). The estimated parameters are updated after 0.2 seconds. Before identification, the position errors are already small. However, the perturbations estimation is far from the real perturbation. It reflects the modeling errors. After parameters update, the position error is slightly decreased while the perturbation error is considerably decrease. The model is more correct, and the observed perturbation is close to the real one.
B. Experimental Results
In this Section, the experimental results are presented. The test-bench is shown Fig. 4 . The computer hardware on the test-bench is a dSpace 1103. The control law is implemented in C and linked to the mechanical unit through Control Desk software. All currents are generated by 3 Dc brush amplifiers that serve as three independent control inputs (Fig. 5) .
When the experiment starts, one does not have precise knowledge of λ k . As in the simulations, the parameters are set arbitrarily equal to 4.0.10
. The estimation algorithm starts at the beginning of the experiment. Fig. 6 shows that after 0.2 seconds, the parameters have converged. Indeed, one obtains three constant values for the parameters (λ 1 = 2.53.10 −6 ,λ 2 = 2.04.10 −6 andλ 1 = 2.42.10 −6 ). In order to check estimation accuracy of the parameters, we observe the trajectories and the perturbations before and after estimation. Fig. 7 and 8 show the evolution of the y and z axes before identification while Fig. 9 and 10 show the evolution after identification. Similarly to the simulation results, the most obvious result is on the perturbations. An estimate of the latter is obtained using the perturbation observer given in [10] . The amplitude of the perturbations is at least three times smaller after identification than before and leads to a significant reduction of the modeling uncertainties. Concerning the trajectories tracking and their errors, the improvement is less sensitive. Looking at the errors, it can be seen that the positions errors are slightly lower when the parameters are well estimated and more regular. The behavior is not really different, but this is not surprising. Indeed, the designed control law compensate for the perturbations which are themselves estimated by an observer. Estimating the perturbation, the observer takes in consideration the modelling error. Finally the last plots ( Fig. 11 and 12) gives an idea of the shape of the hole before and after identification.
V. CONCLUSIONS AND FUTURE WORKS
In this article, it has been presented an estimator able to evaluate in a fast way and simultaneously several unknown parameters of a radial magnetic bearing. This system is strongly nonlinear and unstable. The performances of this algorithm show good experimental results. Indeed, the estimation is robust, the estimation error is low in spite of noise and perturbations, and also fast with convergence time of 0.2 seconds. Using the estimated parameters, the trajectories are well tracked. Experiments show that the maximum tracking error is around 5µm for a non-circular hole. As improvement, it will by interesting to simultaneously identify the perturbations amplitude. Using better sensors than the ones used could also leads to better tracking performance.
