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1. Introduction 
1.1. Background 
It is a well-known theorem of group theory that if E is a finite goup and A, the 
last term of the lower central series of E, is abelian, then E splits order .4 and all com- 
plements of A in E are conjugare: this was proved by Gaschiitz [4j and Schenkman 
[ 171, and later also by Higman [S] and Carter [ 11. From the pain; of view of co- 
hc.nology the theorem asserts that H1 (G. A) = 0 = H2(G, A) whenever G is a finite 
nilpotent group and A is a finite G-module such that H,(G, A) = 0. 
Generalizations of this splitting and conjugacy theorem to infinite groups and 
modules were given in a previous paper [ 141. Our purpose here is to place these re- 
sults in the context of the homology and cohomology theory of groups by establish- 
ing theorems which assert hat under suitable circumstances homology and cohmo- 
logy groups vanish in all dimensions. Moreover when these theorems are specialized 
to dimensions 1and 2 new splitting and conjugacy theorems emerge. 
The simplest case of our first two main results is this: let G be a rdpntvrlt gmtrp 
an J A a noetherian (artinian) G-module such that HO(G, A) = 0 (Ho (G, A ) = 0): 
then A is homologically and cohomologically trivial. 
For finite G and A this falls within the scope of a theorem of Hoechsmann, 
Roquette and Zassenhaus [9] who proved that if G is nilpotent, the vanishing of 
arty Tate cohomology group of G with coefricients in A imp?‘es the vanishing of all 
the others: however simpie examples shofq that no such conclusion can bc drawn it’ 
A is allowed to be infinite. 
As in [ 141 we shall also seek to replace the noctherian and artinian conditions (Jn 
the module by a condition of finiteness of rank as an additive group. One can then 
* Part of the research for this paper was done while the author was a guest at the b’orschungs- 
institut fiir Mathcmtik, F.T.H.. Ziirich during 1973- 74. The author acknwlcdp mah 
valuable advice from K.W. Grucnlwrg. 
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hope to prove that each homology and cohomology group is bounded *, i.e. is peri- 
odic and the orders of its elements are bounded. 
The simplest result in this directi*Jn is this: Zet G be a nilpotent group apd A a G- 
module which has finite rank ** as tn additive group: if A is a divisible p-group 
(torsion-free group] and HO(G, A) = 0 (H*(G, A) = 0), then each H,(G, A) and 
Hn(G, A) is bounded. The group theoretical significance of the boundedness of 
HI (G, A) and H2(G, A) has been discussed elsewhere [ 14, $j 5). 
The dual nature of these results is typical of the theorems of this paper: in this 
duality there correspond noetherian and artinian: homology and cohomology: di- 
visible (= no non-trivial fin!‘te images) and torsion-free (= no non-trivial finite sub- 
groups). The assertions of I he theorems are usually self-dual. Of course this duality 
makes the proofs simpler: bn a purely group theoretic treatment of the splitting and 
coijugacy theorems it is sot_letimes difficult to preserve the duality and proofs be- 
come longer and less cleat as a result. 
1.2. Results for noetherian and artinian modules 
An exact statement of results follows. The common hypotheses in our first two 
theorems are these: 
G is a group, R a ring with unity and N a normal subgroup of G which is a 
Gruenberg group. A is an RG-module and the jbctor N/C’(A) is FC-hypercentral in 
G. 
Theorem A. If’ A is noetherian as an RG-module and Ho(N, A) = 0, then H,, (K, A) 
= 0 = EP(K, A) for all n 2 0 and all subgroups K intermediate between Nand G. 
Theorem B. If2 is artinian as an RG-module and H*(N, A) = 0, then H,(K, A) = 0 
= Hn(K, A) for all n 2 0 and at1 subgroups K intermediate between N and G. 
Explanation of terminology. A Gruenberg group is a group in which each finitely 
generated subgroup isascendant, i.e. connectable tothe group by means of an as- 
cending series: Gruenberg roups form a class intermediate between the classes of 
nilpoten t and locally nilpoten t groups. 
CN(A) is, of course, the centralizer of Al in G, in this case the subgroup of ele- 
ments g in G such that ag = a for all a EA. (All modules are right modules unless 
the contrary is stated.) To say that N/C&Q) is FC-hypercentral in G means that 
there an ascending series from C,(A) to N of normal subgroups ofG whose factors 
are FC-central in G, i.e. each element of such a factor has just a finite number of 
conjugates by elements of G. Just as FC-central is weaker than central, FC-hyperccn- 
tral is weaker than hypercentral. For a discussion of these concepts ee [ 13,§ 4.31. 
We remind the reader also of the significance of +he zero dimensional homology 
* or has finite exponent although this terminology seems unsuitable for additive goups. 
** A group has,finite rank r if every finitely generated subgroup can be generated by r elements 
and I is the least such integer. 
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and cohomology groups: 
H,(G,A)=AG =A/[A,G] 
where [A, G] is generated as an additive group by ail [u, g] s a&- I ), (a E A, g E G): 
@(G,A)= AC = {aEAlag=a, VgEG). 
Consequences. Taking n = 1 and 2 in Theorems A and B we obtain splitting and con- 
jugacy theorems which generalize or are dual to results obtained in [ 14) . Theorem B 
yields results which seem to be new. For example: let E be a group satisfying the 
minima1 condition on normal subgroups and let A be an abelian ormal subgroup of 
E with E/A nilpotent: if A intersects the centre of F= in 1, then E splits over A and all 
complements of A in E are conjugate. A similar splitting and conjugacy theorem has 
been given by Hartley and McDougall (6, Lemma 4.11 but is weaker. 
Finally we record the most quotable forms of Theorems A and B as 
Corohy AB. Let G be a hypercenttal group, R a ring with unity and A an RG-rncld- 
de. Z%en A is homologically and cohomologictily trivial if either 
(i) A is noetherian and Ho(G, A) = 0 
or 
(ii) A is artinian and p(G, A) = 0. 
Theorems A and B are proved in 5 2 and 5 3: counterexamples showing the vari- 
ous conditions imposed to be indispensable occupy 5 4. 
1.3. Results for modules of finite rank 
The common constituents for the next two theorems are a group G, a subnormal 
Baer subgroup N of G aatd a G-module A which has firrite rank as an additive group. 
Recall that a group in which every finitely generated subgroup is subnormal iscalled 
a Baer group. J%us Baer groups form a class intermediate between ilpotent groups 
and Gruenberg roups. 
Theorem C. If A is a divisible p-group and H&V, A) = 0, each Hn (G, A) crrui 
ff’ (G, A) is a bounded p-group. If @(N, A) = 0, then A is h~,nzolt>gicallv und co- . 
hontc)logically trivial as a G-module. 
Theorem D. If A is torsion-jbee and Hot/V, A) = 0, each HJG, A I and ?P( G’, A) is 
bounded. Ij’Ho(N, A) = 0, thaw A is honwlogically and cohotnologically trivial as a 
G-module. 
It should be pointed out that if A is a divisible p-group of finite rank, H”(N, A) = 0 
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implies &hat $(N, A) = 0; if A is torsion-free, the reverse implication holds (Lemmas 
5.11 and 5.12). 
Specialising to N = G = nilpotent we arrive at 
Corollary CD. Let G be a nilpotent group and A a G-module which has finite rank 
as an additive group. Then each H,(G, A) and Hn(G, A) is bounded if either 
(i) A is a divisible p-group and HO(G, A) = 0 
or 
(ii) A is torsion: +ee and H*(G, A) = 0. 
Moreover A is homological,y and cohomologically trivial if either 
(i)’ A is a divisible p-group and H”(G, A) = 0 
or 
(ii)’ A is torsion-*free and Ho(G, A) = 0. 
Theorems C and D yield new near-splitting theorems in the sense of [ 141; similar 
results applicable to modules which are mixed abelian groups have recently been 
given by Hartley and Tomkinson [7]. In $6 various counterexamples are described 
showing among other things that one cannot allow N to be a hypercentral group - 
let alone a Gruenberg group - in Theorems C and D. 
1.4. Some open questions 
It seems likely that in Theorems A and B it is sufficient to assume that N is local- 
ly nilpotent: certainly the splitting and conjugacy theorems are valid in this case, 
but there are difficulties in dimensions higher than 2. 
There is also some evidence of theorems imilar to Theorems A and B applicable 
to modules over a ring R with unity. Let A,, B, and R C be R-modules with A 
noetherian; let I be a hypercentral ideal of R in the sense of Roseblade [ 161 such 
that A = AI and RI = 0 = IC: does it follow that Exti (R, A) = 0 = To< (C, A) for 
all n > O? There is a dual conjecture for A artinian. If we set R = ZG where G is a 
nilpotent group, I = the augry.entation ideal of G and B = 2 = C, tlie answer is posi- 
tive by Theorems A and B since 
H,(G, C) = TorfQ; (C, 2) and fP(G, A) = Ext’$+, A). 
The main problem here is to find a suitable replacement for the Lyndon- 
Hochschild-Serre spectral sequence, which plays an important part in our proofs. 
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2. Proof of Theorem A 
2.1 J Preliminary lemmas 
Lemma 2.11. Let G be a group, Ha subgroup of G with finite index and R a ring 
with unity. Let A be an RG-module. If A is noetherian (artinian) as an RG-module, 
it is noetherian (artinian) as an RH-module. 
This follows from results in a paper of Wilson [ 181 and was no doubt known pre- 
vious to this. 
Lemma 2.12. Let R be a ring with unity and let A and B be R-modules. Let r he WI 
element oj the centre of R and denote b_v cy arid /3 the end~nwrphisws OVA arzd H 
arising from the operation of r. Then the endomorphisrns CI? and /3* induced in 
Extjf((A, B) by Q and p are equal. The same holds for Tort (B, A) where B is a Ic.#t 
R-module. 
hoof. The result is true when n = 0 since Exti = HontR and Tort = @JR : let /Z > 0. 
We adopt the Yoneda definition of Ext)$(A, B) as the group of equivalence classes 
of n-fold extensions S of B by A 
S: O-+B-+A,_, +... -+A,-+A-+O: 
see [ 11, 5 HIS]. Recall that &Y* arises from the pull-back 
Set*: 0 + B ..p x,6_1 .+ . . . . ..> & + A + 0 
II 
. . 
. . 
1 
Q 
SZO+B+;~_~ + ,.. 
. 
V + A,-+A+O 
and Sp, from the push-out 
S:O+;B+An_l -+ . . . --, A,+A-+O 
. . . ..> & + A + 0. 
Since r lies in the centre of R, multiplication by r in any R-moduRe is an R-endo- 
morphism, and ,,lultiplication by r at each term of an n-fold extension 5’ yields a 
morphism S + S. The initial and final maps of this morphism are precisely /3 and 0: 
therefore (x* = fl* [ 1 , 5 III, Proposition 5.11. The result for Tor is easy to prove 
from the definition [ 11, $ V.71. 
We come now to the main step in the proof of Theorem A, which is embodied 
in the following technical lemma. 
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Lemma 2.13. Let G and X be groups, let R be a ring with unity and let A be an R- 
module. Let A be made into an RG-, RX- module by means of homomorphisms 
* : G + AutRA (= the group of R-automorphisms of A) and t: X + AutRA. 
Suppose that Ho(X, A) = 0, A is noetherian as an RG-module and X possesses a 
central series {Xi> of finite length with cyclic factors such that 
[14, [X,,,G*]I G [AX~I 
foreachi. ThenH,(X,A)= O=P(X,A)forrlln>O. 
Proof. We shall deal in detail only with cohomology. Let m be the number of dis- 
tinct [A, Xi]‘S: notice that. [A, Xi] is an RG-, RX-module by (1). Denote by 1 the 
length of the series {Xi). ‘&en 12 m > 1; if m = 1, then A = [A, X] = 0, so we can 
assume that m > 1. The p .oof is by induction on I+ m. Let us make once and for 
all the observation that if 2 is an RG-, RX-image of A, it inherits the given proper- 
ties of A; moreover the “lm” for A cannot exceed that for A. 
It will be convenient tgl assume that as an additive group A is either torsion-free 
or an elementary abelian p-group for some prime p. This may be justified as follows. 
Since A is a noetherian RG-module, the (Z-) torsion subgroup of A is bounded, by 
e say, and Al = Ae is (Z-) ttorsion-free. Hence there is a series of submodules 
O=A,<A, <...<A,=A 
in which each term Ai has the form Aei and Ai+l/Ai is an elementary abelian pi* 
group if i > 0. Consequently by the exact cohomology sequence it is enough to 
prove the theorem for each factor of the series. From now on we shall make the 
above assumption. 
Let x be a generator for the cyclic group X1 : then x lies in the centre of X and 
8: a fia(x- 1) is an RX-endomorphism of A: by (1) it is also an RG-endomorphism. 
Gzse I: 8 = 0. Here A is a trivial XI -module, so its cohomology is given by 
(2) Hq(X1,A)=O,A orA/Ad 
where d is the order of XI should this be finite - it is at this point that the structure 
of A is important. 
Now recall that there is a natural action of X on Hn(XI, A) in which Xl acts 
trivially, so that ff (Xl, A) becomes an X/X, -module. Since Xl is central in X, this 
action is simply that induced from the module action of X on A (see [5, 5 8.8, 
Proposition 111). It is now easy to check that the isomorphisms (2) are X/X1 -iso- 
morphisms. Consequently, applying induction to the triple (G, X/X,, B) where 
B = A or A/Ad, we obtain for all p, (I > 0 
HP (X/X,, Ha (XI, A)) = HP (Xix, , B) = 0. 
The Lyndon-Hochschild-Serre spectral sequence yields at once Hn (X, .4) = 0 for 
n > 0. 
Case II: 8 # 0. The noetherian property implies that Ker V = Ker V+l for some 
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r 5 0, whence Im 0’ n Ker 8 = 0 by the usual “Fitting”’ argument. Hence 8 induces 
a monomorphism @ in the module 
If i is any integer > 0, write C = Im #/Im ei+l : this is an RG-, RX-image of A and 
the number of distinct [C, XJ’s is at most m-l because [C, XI ] = 0. Hence 
Hn (X, c) = 0 for all n > 0 by induction. Consequently it is enough to prove that 
H"(X,B)=O. 
Consider the short exact sequence 
BP----- @ >B-w Cokere, 
the second map being natural. Applying the exact cohomology sequence one obtains 
.,. + AYi1 (X, B) 3 Hfi (X, B) + Hn (X, Coker #) -+ . . . . 
Now 
Hn(X,B)= Ext;x(Z,B) 
and the isomorphism is natural in B. Applying Lemma 2.12 with R = 2X and Y = x-- 1 
we obtain ” .: = 0. Hence Hn (X B)* Hn (X, Coker Q) = 0 since Coker Q, * Im fl/Im 0’+*. 
and Hn (X, B) = 0 as required. 
It is readily seen that the proof for homology is dual. 
Lemma 2.14. Let G be a group, .I! an asccndan t subgroup of G and A a G-module. If’ 
Hn (X, A) = 0 for all n 2 0, then Hn (G, A) = 0 jiw all n 2 0. The same hoIds j?w 
homology. 
Proof. There is an ascending series X = X0 <X1 < . . . G. Let cy be the first ordinal 
for which Hrg (X,, A) # 0 for sosme 19. If ~1 is not a limit ordinal, PI1 (XQ__ 1, rl) = 0 
for all m and XQl_l is normal in Xa. The Lyndon-Hochschild-Serre spectral se- 
quence yields, therefore, Hn (Xa, A) = 0. Hence c11 is a limit ordinal and 
XQ = up<* [I’ X 9 that Hn(X,, A) = 0 for all 12 follows from Lemma 1 of [ 151. For 
homology the proof is similar but simpler. 
2.2. Proof of Theorem A concluded 
We shall prove only the cohomology part, the proof for homology being dual. 
Let C = CN(A): then N/C is FC-hypercentral in G and is also locally nilpotent since 
N is a Gruenberg group. By a theorem of McLain ([ 121; see also [ 13, Vol. 1, p. 13 1 ] ) 
N/C is a hypercentral group. It is therefor-e possible to find an ascending IV-cetl tral 
series from C to rV whose terms are G-admissible and whose factors are cyclic as G- 
modules and FC-central in G: 
C=N, <N, <... NV =N. 
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Then it is easy to see that each factor of this series is a finitely generated abelian 
group and G induces in each factor a finite group of automorphisms. 
Since R is a noetherian RG-module, only a finite number of the submodules 
[A, N,] are distinct: let the nonzero modules among these be [A, A&,+l], 
*- I- 1 3 l ==9 Y, where a(l) < . . . < a(r) and 
. . . = [A,N,(i)l < [A9 Na(i)+l I = l =a = [A, Na(i+l)l < [A9 N,(,l)i-l 1 = l ** 
Let H be the subgroup of all elements of G which centralize each of the r factors 
iv a(i)+1 IN&(i) 3 - then H is nc rmal in G and G/H is finite. Clearly N < H and by 
Lemma 2.11 A is noetherizn as a RH-module; thus H has all the given properties of 
G. By Lemma 2.14 it suffiu-es to prove that Hn (H, A) = 0 for all n 2 0. We prefer 
to work with H rather tharrl G, but since the series {NQj need not have H-cyclic fac- 
tors, it may be necessary t o refine the series to achieve this. 
Henceforth we shall as ume that each N,(i)+1 /N&(i) is central in G and therefore 
cyclic with generator XiA & say. NOW [A,N,(i>+l] = [A,N,(i)] [A, Xi], SO that 
(3) [A, N,(i)+1 ] = [A9 Xl ] l ** [AJi] l 
Define 
II; = (Xl, . . . . QandXp=XNVp. 
Then (3) shows that [A, N,(j)+1 ] = [A, X,(i)+1 1. If p is an ordinal such that 
. ar(i)+ 1 qKa(i+ l), 
whence 
for all p. It follows*that each [A, XP] is an RG-module, as well as an RX-module, 
and that [A, X] = [A, N] = A. Moreover if cw(i)+ 1< /3 < a(i+ l), 
lA,[Xfj+19 Gll G iA9 W~(i+~)+l*Gll G iApNa(i+l)l = LAsNpl = [A*xJ 3 
since N,(i+l)+l IIv,(i+lj is central in G. 
X satisfies the maximal condition on subgroups ince it is finitely generated and 
nilpotent. Consequently the series {X$ can be refined to a central series of X of 
finite length with cyclic factors. We are now in a position to apply Lemma 2.13; 
hence of course the mappings * and “f arise from the given module actions of G and 
X. Thus H” (X, A) = 0 for all n > 0; that Hn (K, A) = 0 follows from Lemma 2.14 
since X is ascendant in N and hence in K. 
3. Proof of Theorem B 
The proof’is dual to that of ‘Theorem A. 
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3.1. Preliminary lemmas 
The key result corresponding to Lemma 2.13 is 
Lemma 3.11. Let G and X be groups, let R be a ring with unity and let A be an R- 
module. Let A be made into an RG-, RX-module by means of homomorphisms 
*: G + AutRA and j-: X+ AURA. 
Suppose that HO (X, A) = 0, A is artinian as an RG-module and X possesses a 
central series {Xi, of finite length with cyclic factors such that 
(4) 
for each i. Then Hn (X, A) = 0 = H72 (X, A‘) for all n 2 0. 
Proof. Let 1 be the length yf the series {Xi> and m the number of the distinct RG-, 
RX-submodules Axi 4 Axi : that these are RG-modules follows from (4). If n? = 1, 
then A = Ax = 0; we assume that m > 1 and proceed by induction on I+ nl. Notice 
that any RG-, RX-submodule of A inherits the given properties of A and has a not 
larger m. 
By the artinian condition An !=A(ntl)!=etc.forsomen,sothatD=An!is 
the maximal (Z-) div%ble subgroup of A. Multiplication by e = ir! yields an epi- 
morphism A ---, d whose kernel Al is bounded by e. Hence there is a series of sub- 
modules 
in which each term has the form 
A[ei] = {a EAlaei = 01 
for some ei and Ai/Ai+l is an elementary abelian pi-group if i > 0 and A/AI is di- 
visible: notice that Ai/Ai+l is isomorphic with a submodule of A. Hence rr’e can as- 
sume that A is either divisible or an elementary abelian p-group. 
Let x be a generator of X : then the mapping 8: a H a(x- 1) is an RG-, RX- 
endomorphism of A since A ki,c*l = A. 
Case I: 8 = 0. Since A is divisible or elementary abelian p, 
Hrl(X1,A)=@, A orA [d). 
Here d is the order of x should this be finite. These isomorphisms are of RX-modules: 
hence ff (X, A) = 0 by induction hypothesis and the Lyndon--Hochschild-Serre 
spectral sequence. 
Case II: 8 # 0. By the artinian property Im 0’ = Im V+l for some r > 0, whence 
A = Im 0 + Ker 8’. Hence 0 induces an el%norphism $ in the module 
B = Coim 8’ . 
Writing C = Ker 8 iel/Ker 8’ we see that C is RG-, RX-isomorphic with a submodule 
of A and that Cxl = C, so that the number of distinct Cxi’s is at most m-- 1. There- 
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fore ff (X, c) = 0 by induction, and it is sufficient o prove that kP(X, B) = 0. 
Apply the exact cohomology sequence to 
Ker@wB @ *B 
to obtain 
. ..+ff(X.KerQr)+Hn(X,B)- ‘* ff(X,B)+... 
By Lemma 2.12 #*= 0, so Hn (X, Ker $) +W (X, B) whence IP (X, B) = 0 since 
Ker @ = Ker or+] /Ker 19~. 
The proof for homology. issimilar. 
3.2. Proof of Theorem B (*oncluded 
Let C = C,(A). There is an N-central ascending series from C to N with G-admis- 
sible terms and G-cyclic (actors: 
C=N,<N, <... N,=N. 
By the artinian condition the number of distinct submodules kva is finite: suppose 
that the proper submodules among these are #a(i)+l, i = 1, . . . . r where 
owl < . . . <oar and 
. . . = A N cu(i) > A’var(i)+l = ,., = Jb(i+l) >ANpl(i+l)+l = ,., , 
Replacing G by a suitable subgroup of finite index we may assume that each 
N a(i)+1 lN,(i) is central in G and hence cyclic. 
Let xiN,(i) generate N,o.+l /N&(i) and put 
X = (x, , . . . . x,) and X0 = X n Np . 
Then ANa( = ,4’a(i)+l. If a(i)+ 1 < 0 < @+I), 
AN@ = AN&i)+1 = A&t(i)+1 > AX@ 2 ANo, 
so that 
for all p < v. Hence Ax0 is an RG-module and Ax = AN = 0. Also if 
a(i) + 1 < p < cu(it l), 
A ix@+1 P Cl > A [Na(i+ 1)-b 4 >ANa(i+i) =ANp Z&Q, 
The series {X,> is now refined to a series with cyclic factors. By Lemma 3.1 1 
M1 (X, A) = 0 and by Lemma 2.14 P (6, A) = 0 for all 112 0 snd A’ in tcrmcdiate 
between N and G. For homology the proof is similar. 
4 Counterexainlfles 
155 
eorems A and IS, 
Roof. (i) and (ii). Let G be the symmetric group of degree 3with generators .Tand J’ 
and relations 
x” = 1 =y3, ,--+=y-J. 
1Rt A be a group of order 3 made into a C-module via the rules 
ax= -4 and ay=a (a&d). 
Then A = (A, x] and A *) = 0. It is straightfoluvard to set -- either directly or by an 
examinatio;] of the initial part of the spectral sequence - that 
H’(G,A)-Z,-HZ(G,A). 
(Of course Zm denotes the integers taken modulo m.) Now the Tate cohomology of 
G has period 4. Therefore 
0 
1 i 
0 or 3 
H,a(G,A)-H’l(G,A)- if il z mod 4 . 
23 1 or 2 
The relevance of condition (i) follows on settingN = (x) and that of conditiw (ii) 
on setting N = G. 
To obtain a group with non-zero homology and cohhomoloa in all positive dimen- 
sions put 
G, =GXC 
where C has order 3 and acts trivially on A. Then A becomes a Gt -module for which 
* In connection with these counterex:rmplcs the author acknowledges several very helpful discus- 
sions with Dr. R. Strebel, who obtained the rarmula (5) by a slightly different method. 
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(9 Hn(Cl, A)-Zj” =H” (+I) 
rg = 09 r4k+l = 2k+l and r4k+2 = r4k+3 = ~4k+4 = 2k+2 
(here Zk is the direct sum of 2 copies of 2,). 
The computation, in outline, proceeds as follows. Let 9 +Z be a free G-resolu- 
tion of 2 and let Q+Z be the usual free C-resolution of 2 for a cyclic group C. 
Form the tensor product cr lmplex % = 9 QD Q : then % +Z @ Z z Z is a free Cl - 
resolution. Applying --@DC, A and HomGl (-,A) one obtains easily 
Hn(G1,A)=i&(G,A)@...@Ho(G,A) 
and the corresponding for mula for cohomology. This, together with the values of 
Hn (G, A) and ff (G, A), gives (5). 
(iii) For this an obvioliis example will do: let G = N and A all have order 2: then 
Hn (G, A) = Z2 = ff (G, A) for all n. 
(iv) Let G = (x,y) be a Klein 4-group and let A be an infinite cyclic group made 
into a G-module via 
ax=-a, ay=a (aEA). 
Then 
Hn (G, A) = Zi(n+2)‘2] and Hn (G, A) = Zfn’11/21 . 
This can be established by using the tensor product of free resolutions of Z. Alter- 
natively proceed in the following manner. The mapping awa(x-1) = a(-2) is a 
monomorphism of A which induces the zero map in Hn (G, A) by Lemma 2.12. Ap- 
ply the exact cohomology sequence to A ap A +Z2 to get 
. ..+ff(G.A)~ff(G,A)+ff(G,Z2)+ff+1(G,A)~ . . . . 
which shows that Hn (G, A) is an elementary abelian 2-group: denote its rank by r,. 
Then 
rn +rn+l = rank of Mn (G, Z2) (n > 0). 
Since Z2 is a trivial module, the rank of the elementary abelian 2-group Hn (G, Z2) 
is easily computed as n+l - here one may use formulae of Lyndon [ 10, Theorem C 
and Lemma 8.21. Solving rn + r,r +1 = n+l , r. = 0 one finds that rn = [$+l)] l An 
exactly similar method may be used for homology. 
Taking N = (x) we have an ex;imple demonstrating the relevance of the artinian 
condit.!on in Theorem B. 
To provide an example for thlz noetherian condition of Thearem A, take A to be 
a group of type 2” instead of Z, keeping the same module action. Almost identical 
calculations lead to 
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Hn (G, A) N Z~!(“+‘)~*l and fl (G, A) N Z~oz+2)12~ 
for all n. 
(v) Here a more complicated example is required. The construction is a variation 
of one given in [ 14, Theorem 3, (a)]. 
Let A be an additively written elementary abelian 3-group with basis {QiliEZ). 
Automorphisms t and xi of A are defined by 
aiXj = ai (ifj), ajXj= -aj. 
Then clearly 
t-'Xj t = Xj+l and xf = 1 = [Xi,Xjl l 
Writing 
N = (XiiiEZ) and G, = (t, N) 
it is clear that N is an elementary abelian 2-group normal in Cl and G1 is the 
wreath product of a group of order 2 with an infinite cyclic group. Hence G, has 
no K-central subgroups # 1. 
Kegard A as a G1-module in the natural way: then A is a simple module. For if 
B is a non-zero submodule of A and B contains an element ZZF+ aiinj with integral 
ni $0 mod 3, application of Xi, - 1 shows that ai 1 (2n 1) E B and hence ai I E B. By 
applying powers of t we see that B = A. 
Let H be a group of order 3 acting trivially on A and define 
G=GIXH. 
Then A is a simple G-module. Cc (A) = H, so N/CN (A) is not FC-hypercentral in G. 
Finally A = [A, N] and A N = 0, so only condition (v) fails to hold. However we shall 
prove that 
IP(G,A)-23 (n>O). 
First note that ff (N, A) = 0 if n # 1: for if F is a finite subgroup of N, it is a 
classical result that Hn (F, A) = 0 for n > 0, and then Lemma 1 of [ 1 S] establishes 
the assertion. Now apply the Lyndon-Hochschild-Serre spectral sequence for the 
extension NH Gl *T= (t>. Since 7’ is infinite cyclic and Hq (N, A) = 0 for 4 f: 1, 
the term EP* q can be non-zero only if p = 0 or 1 and 4 = 1. Hence all differentials 
vanish and ff (G, A) = 0 if tz 2 3, while 
(6) H'(G1,A)-Eo31=(H1(N,A))T 
and 
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H2(GI,A)=E’3’ =(H’(N,A&. 
A direct examination of components shows that if A E Der(N, A) and (xi)A = bi, 
then bi E (ai): furthermore AH (bi)iEz is an isomorphism of Der(N, A) with the 
Cartesian sum CriEz i da) in which inner derivations correspond to elements of the 
direct sum. Now t acts on Der(G, A) according to the rule 
(7) (Xi)At = ((~;-‘)a) t = bi_1 t . 
Hence t fixes A modulo the s\ .bgroup of inner derivations if and only if bi_1 t = bt 
for almost all i. Therefore (H1 (N, A)) T = 2,. Also t-l is epimorphic on Der(G,, A) 
by (V, so (H’ (N, A))T = 0. C lnsequently we obtain from (6) 
H1(G,,A)=Z3 and Hn(G1,A)=Oifn#l. 
Finally consider the spect ial sequence for GIw G +H. Here EP* 4 = 0 if 4 # I, 
so all differentials vanish anal 
fl (G 
9 
A) rrr Efl--l,l =ff-‘(H,H1(G1,A))=Z3 (n > 0) 9 
since H1 (Gl, A) = 2, and H1 (Cl, A) is a trivial H-module (cf. [5,# 8, Proposition 
Ill)* 
Unfortunately Hn (N, A) = 0 for all n, so Hn (G, A) = 0 for all n: we leave open 
the problem of finding an example with non-zero homology. 
5. Proofs of Theorems C and D 
5.1. Preliminary lemmas 
We begin by clarifying the hypotheses of Theorems C and D. 
Lemma 5.11. Let N be a locally nilputen t group and A an N-module which, qua 
additive group, is a divisible p-group of finite rank. Then the following are equivalent: 
(i) H$N A) = 0, 
(ii) H (N, A) is bounded, 
(iii) H”(N, A) is finite. 
Lemma 5.12. Let N be a locally nilpotent group and A an N-module which qua addi- 
tive group, is torsion-jiee of finite rank. 7hen the following are equivalent: 
(i) H*(N, A) = 0, 
(ii) Ho (N, A) is periodic, 
(iii) Ho (N, A) is finite. 
Proof of Lemma 5.11. Without loss we can assume that N acts faithfully on A. Then 
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N is a linear group and by a theorem of GaraEuk ([3] ; see also [ 13, Theorem 
6.321) it is a hypercentral group. Choose a non-unit element x of the centre of G 
and let 0 be the module endomorphism of A in which a * a(x- 1). 
Assume that (i) holds, i.e. A = [A, IV]. If A # 48, the (Z-) divisible modules A0 
and /!/A0 have smaller ranks than A and by induction (M>N and (A/AB)N are 
bounded. Hence AN is bounded. Thus we can assume that 8 is an epimorphism and 
A/Ker 8 = A. This implies that Ker 0 is finite, whence SO is AN. Hence (i) implies 
(ii): obviously (ii) implies (iii). 
Now assume (iii), i.e. AN is finite. If Ker 8 is finite, the rank of ,40 equals that of 
A, so that A = A6 and R = [A, N]. Therefore let Ker 0 be infinite; then its maximal 
divisible subgroup D is non-zero and D and A/D have smaller ranks than A. Clearly 
dv is finite; and in fact so is (A/D)N = F/D. For 0 = [R’,Iv] 8 = [F8, N] , which im- 
plies that F0 <AN and FB is finite. Consequently F/F n Ker 0 is Unite and finally 
F/D is finite because (F n Ker 0)/D < (Ker 0)/D which is finite. By induction on 
the rank, D = [D, IV] and A = [AJV] f D = [A,N] as required. 
Proof of Lemma 5.12. L.ei N and 0 be as in the previous proof. Assume that AN = 0. 
If A/A0 is periodic, so is A/ [A, N] . Otherwise A/A0 is non-periodic and Ker 0 # 0. 
Then Ker 0 and A/Ker d are torsion-free with smaller ranks than A, so by induction 
Ker 0/ [Ker 8, IV] and A/( [A, N] + Ker 0) are periodic whence A/ [A, N] is. Thus (i) 
implies (ii). 
Now assume that A/ [A, N] is periodic. If A/A0 is periodic, Ker 8 = 0 and t) is a 
monomorphism. By a result of Fuchs ([2, Vol. 2, p. 1531: see [ 14, Lemma 91 for a 
simple proof), A/A0 is finite and hence A&4, N] is finite. (Of course AN = 0 also 
holds.) Otherwise A/A0 is not periodic and its (Z-) torsion submodule T/A0 is proper. 
Now A0/ [A& N] is periodic since it is an image of A/ [A, N], so T/ [A& IV] is period- 
ic, which implies that T/ [ T, N] is. Induction can now be used on T and A/T and we 
conclude that A/ [A, Iv] is finite and A N = 0. Thus (ii) implies (i) and (iii): that (iii) 
implies (ii) is obvious. 
The key lemmas. Let J’ and X be groups and let A be an abelian group which be- 
comes a G-, X-module via homomorphisms *:G+AutAand_F:X-+AutA.Assume 
that X has a central series oi %-rite length with cyclic factors, {Xi,. Then the follov\.- 
ing hold. 
Lemma 5.13. rf’A is a divisible p-group of finite rank qua additive group such that 
Ho (X, A) = 0 and 
[A , [Xi+19 G*ll G [A,X~l 
for all i, then Hn (X, A) and ff (X, A ) are bounded p-h)roups for all n 2 0. 
Lemma S.l+. If A is torsion-jbee of finite rank qua additive group and is such that 
H*(X, A) = Oand 
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far all i, then Hn (X, A) and Hn (X+4) are bounded for all n 2 0. 
Proof of Lemma 5.13. Let r be the rank of A and I the length of the series {Xi). 
Certainly we can assume r > 0 and use induction on 2 -t- r. Let Xl = (at) and let 8 be 
the G-, X-endomorphism a Ha&--1). As usual we deal only with cohomology. 
Case I: 6 = 0. Here H4 (Xl, %4) JO, A or A [d] , where d is the order of X1 should 
this be finite. Then 
is a bounded p-group by in juction. Hence the same is true of .EP (X, A) by the 
Lyndon-Hochschild-Serre spectral sequence. 
tise II= 8 # 0. If A #A& then A8 and A/A0 have smaller ranks than A and induc- 
tion can be used. OtherwiLe A = A& Applying the cohomology sequence to 
Ker 0w A &>A and observing that 8* = 0 we find that Htf (X, Ker 0) +P (X, A). 
Since Ker 8 is a finite p-group, Hn (X, Ker 0) and hence Hn (X, A) are bounded p- 
groups. 
Proof of Lemma 5.14. We record only deviations from the preceding proof. 
Gzse I: 8 = 0. Here Hq (Xl, A) = 0, A or A/Ad. 
Case 11: 8 # 0. If Ker 0 # 0, induction may be applied to Ker 8 and A/Ker 8. If 
Ker 8 = 0, then Coker 0 is finite by the result of r’uchs mentioned in the proof of 
Lemma 5.12. Finally the cohomology sequence is applied to A+--- ‘* A +Coker 8 
the map 8* being zero. 
Lemma 5.15. Let G be a group, X a subnormal subgroup of G and A a G-module. 
If ff (X, A) is a bounded n-group for all n 2 0, then ff (G, A) is a bounded n-group 
for all n 2 0. 7he same holds for homology. 
This follows easily from the Lyndon-Hochschild-Serre spectral sequence. 
5.2. Proofs of Theorems C and D conclltded 
Proof of Theorem C. By Lemma 5. I5 we can assume that N = G Then G/C is a 
hypercentral group by GaraQuk’s theorem: let {N,) be an ascending G-central 
series from C to G with cyclic factors. Since each [A, NJ is divisible, only a finite 
number of these subgroups can be distinct. Just as in the proof of Theorem A there 
is a finitely generated subgroup X of G satisfying the hypotheses of Lemma 5.13 l
Hence Hn (X, A) and H7t(X, A) are bounded p-groups: X is subnormal in G so 
Lemma 5.15 gives the first part of the theorem. 
Now suppose that Ho (G, A) = 0: by Lemma 5.11 this implies that HO (G, A) = 0. 
so (ff (G, A))pm = 0 for some tn 2 0. Apply the exact cohomology sequence to 
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A[pm]-A ‘” %A, 
the second map being multiplication by pm. The induced map 
(pm)“: H” (G,A) + H”(G, A) is of course zero, which shows that 
Hn(G, A [pm])+ W(G, A). But A km] is finite and (A [P~])~ = 0: Theorem B 
thatkP(G,A[pm])=O,whenceHn(G,A)=O. 
The argument for homology is similar. 
imp1 
Proof of Theorem Il. The notation is that of the previous proof. If a E A and m > 0, 
then am,NJ = [a, NJ m, so that [am, NJ = 0 implies that [a, NJ = 0. Hence 
A/A iJ Q is torsion-free: since A has finite rank, it follows that the number of distinct 
ANa’s is finite. In the usual way we conclude via Lemmas 5.14 and 5.15 that 
Hn (G, A) and H”(G, 4) are bounded. 
If the stronger condition &(G, A) = 0 holds, (P (G, A))m = 0 for some m > 0. 
Apply the exact cohomology sequence to AA A *A/Am, noting that the induced 
map m* is zero. Finally hpz (G, A/Am) = 0 by Theorem A, which gives Hn (G, A) = 0. 
As usual the proof for homology is similar. 
5.3. The finiteness of HI (G, A) and H1 (G, A) 
Theorem F. Under the hypotheses of Theorem C, H, (G, A) is finite and under .!hose 
of Theorem D, H1 (G, A) is finite. Moreover these conclusions hold if N is merely 
locally nilpo tent. 
Two simple results are needed to prove this. 
Lemma 5.31. Let G be a group and A a G-module which is divisible and has *finite 
rank as an additive group. If HI (G, A) is bounded, then it is ,@nite. 
Proof. Let (HI (G, A))m = 0 where m > 0. Apply the exact homology sequence for 
A [m] H A&A. The induced map m* is zero in dimension 1, SO HI (G, A)* 
Ho (G, A [ml): the latter is finite since A [m] is. 
Entirely dual is 
Lemma 5.32. Let G be a group and A a G-module which is torsion-free and has 
finite rank as an additive group. [f H1 (G, A) is bounded, then it is finite. 
Proof of Theorem F. We assume only that N is locally nilpotent. By Lemmas 5.3 1 
and 5.32 it is enough to prove that Hl (G, A) and H1 (G, A) are bounded 
Following through the proof of Theorem C we find a finitely generated nilpotent 
subgroup X of N such that (H, (X, A))m = 0 for some m > 0 and A, = 0. Let Y be 
any finitely generated subgroup of C containing X- then there is a series of finite 
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length from X to Y, say {Xi>* If (HI (Xi, A)) m = 0, the first part of the spectral 
sequence for Xi* Xi+1 +Xj+l/Xi gives (HI (Xj+l, A))m = 0. Hence 
(H, (Y, A))m f- 0. The formula 
where M is the augmentation ideal of G, shows that (H,(G, A)) m = 0. 
In the case of cohomolo’gy one finds a finitely generated X <N such that 
(H1 (X,A))m=O and/l x = 0. Let Y be a finitely generated subgroup containing 
X: then as above (H1 (Y, A’i)m = 0. Let A: G +A be a derivation. Then 
(x)Am = [ay, x] for some +EA and all x E Y. Therefore ax-ay EAX = 0, show- 
ing that Am is inner. 
Remarks. Combining Lemmas 5.11 and 5.12 with Theorem F one has the following: 
let M be a normal locally nilpotent subgroup of a group G and let A be a G-module 
of finite rank (as an addMe group): if A is a divisible p-group and E?&V, A) = 0, 
then W*(C,A) and HI (G, A) are finite: if A is torsion-free and @(IV, A) = 0. then 
Ho(G, A) and H1 (GA) are finite. 
However, even if N = G is abelian, all other homology and cohomology groups 
may be infinite. Also if IV = G is hypercentral, it is possible for all other homology 
and cohomology groups to be unbounded. The necessary examples are in the next 
set tion. 
6. More coun terexamples 
6.1. Examples with infinite homology and cohomology groups in dimensions other 
than 0 and 1 
(a) Let C be an infinite cyclic group with generator x and F a free abelian group 
with rank equal to an infinite cardinal C. Write 
G=CXF. 
Let A be a group of type 2”, made into a G-module via the actions 
ax= -a, qf=c (aEA,fW. 
Then 
Ho (G, A) = 0, HI (G, A) = 22 and Hn (G, A) = 2; (n>l), 
while 
H*(G,A)-Z2 andHn(G,A)=Zi (n>O). 
So here only Ho, Ho and HI are finite. 
Proof. Taking the case of cohomology first, we apply the Lyndon-Hochschild-Serre 
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spectral sequence for C* G* F. Since [A, c] == A, we have Hn (C, A) = 0 for 
n > 0: therefore the differentials in the spectral sequence are zero and 
H” (G, A) = P (F, AC) = H” (F, 2,). 
Now Ho (F, 2,) z 2, and it is easy to see that for n positive W (F, 2,) 2~ 2; - for 
example by using a formula of Lyndon [ 10, Lemma 9. I 1. 
For homology notice that HI (C, A) = 2, and Hn (C, A) = 0 if n # 1. Again the 
differentials in the spectral sequence vanish and 
(b) Let C, F and G be a:s in (a) and let B be an infinite cyclic group which be- 
comes a G-module via 
bx=-b, bf=b, (b EB,.f=F). 
In this case one finds by an entirely analogous calculation 
Ho(G, B) z 22 and Hn (G, B) N- Z$ (II> 0). 
and 
H*(G, B) = 0, H’(G, B)l = 22 and Hn(G, B) = 2; (n > 1). 
Thus only Ho, Ho and H 1 are finite. 
5.2. Hypercentralgroups with non-periodic homology and cohomology groups in 
positive dimensions 
Let p be any prime and M a group of type pm. Choose an integer m # 1 such that 
(8) m3modp. 
Then x * xm is an automorphism of M with infinite order. Now form the semidirec t 
product G of M by an infinite cyclic group T = (t) where t induces in M the auto- 
morphism x H x m. Then G is metabelian and by (8) it is also a hypercentral group 
of class exactly o + I. However G is not a Baer group since T is not subnormal in G. 
Next, two G-modules are introduced, 
A and B: 
here A is of typz pm and B is isomorphic with the additive group Q, of all rational 
integers of the form .ml (1, n EZ). G has the same action on A and B: elements of 
M act like 1 and t induces x I+ xm. 
Let p” be the highest power of p which divides m-l and let R, denote the ring 
of p-adic integers. The homology and cohomology of G with coefficients in A and 
B are described 5-r two lemmas. 
0 
if O#n= - 
( 
1 or 2 mod 4 
P(G,B)=[$ if 1 #n;lol/ rllod4 
z PU 
ff(G,A)= R, if PI= 1or2 
( 1 
0 
mod4. 
0 3 
Lemma 6.22. 
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Lemma 6.21. 
0 0 
H,(G,A)= Z u if nr 
1 L Pg 
1 mod 4 
2 or 3 
and 
Ho(G, B) = Z&-1 = H1 (G, B) . 
Hence infinitely many of the Hn and ff are unbounded. To obtain a group with 
all Hn and Hn unbounded for n > 1, simply form G, = G X F where F is a free 
abelian group of rank 2 acting trivially on A and B. Using the method of tensor 
products of free resolutions one obtains the formula. 
H”(G1,C)=Hn(G,C’)@Hn-1(G,C’)@Hn-1(G,C)@H”-2(G,C) 
where C = A or B: there is a correspionding formula for homology. 
Computations. These are facilitated by introduction of a group F defined as the 
semidirect product of L = Q 
x * XVZ. Since Qpm/Qm 
pm by T = (t> where t induces in L the automorphism 
= @“, we have a short exact sequence 
(9) Q,pF+~G. 
Thus A and B become F-modules with Qn: acting trivially. 
Proof of Lemma 6.21. Recall that Qm, being a non-cyclic subgroup of the rationals, 
has homological and cohomological dimensions 1 and 2 respectively [S, 5 8.3, 
Proposition 41. Now H2 (Q,, A) = Ext (Qm, A) = 0 since A is of type pQ, and 
H’(Q,, A) = Hom(Q,, A) 2 A: furthermore, iffE Hom(Qm, A), then 
(x)ff = (xt-‘)fi f = (rm-‘)fm = (x)f; thus Horn@&, A) is a trivial G-module. 
Write 
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for A regarded as a trivial G-module. Then 
(IO) Hi(Qm*A)%A(j and Hn(Qm.A)=O if n> 1 . 
Similarly 
G 
IE1(Qm,A) “A0 and Hn(Qm,A)=O if n> I. 
Apply the Hochschild-Serre-Hattori exact sequence [ 13, p. 3551 for cohomo- 
logy to (9), using (10): 
00 
O+M’(G,A)-*H’(F,A)+A~ + H*(G, A) + U*(F, A) + H’(G, Ao) 
I 
us(C,A)tH3(G,ko)tH4(F,A)tH4(G,~)tH2(~,~O)t~3(~,~),~3((;,~) 
1 
H5(F, A) + . . . . 
Now ‘1 F has cohomological dimension < 3 (by ]5, 5 8, Proposition 91). so 
Hn(F, A) = 0 for n 2 4. In fact H3(F, A) = 0 too since F/L is infinite cyclic and 
H*(L, A) = 0 = H3(L. 4): here we are applying the spectral sequence for 
L* F +T. From (11 J we conclude that 
(12) ff(G,A)=Hn-*(G.Ao) (n 2 4) . 
The same procedure can be applied with A0 in place of A: notice that 
H’(Qm,Ao)gA and H”(Qm, Ao) = 0 if n>l. 
We conclude that 
(13) Hn(G, Ao) = Hn-*(G, A) (PI 2 4) . 
By (12) and (13) we need only compute Hn(G, A) and Hn(G, Ao) in dimensions 
< 3. Apply the spectral sequences for M* G +T: since T is infinite cvclic, EP*q = 0 _ 
if p > 1; thus all differentials vanish. In dimension 1 we have E* v” = A/ [A, t] = 0, so 
H’(G, A) = E”vl 1: Hom(M, A) = R, since Hom(M, A) a trivial T-module. In dimen- 
sion 2 note that E O,* = 0 since H*(M, A) = Ext(M, A) = 0; hence H*(G, A) z EIJ 
= R,. In dimension 3,E l,* = 0 and H3(G, A) N, E”g3 = (H3(M, A))T. NCW 
H3(M, A) 21 R, - for a method of computing the cohomology of pm-groups see 
[ 15, Lemma 3, last part of proof] - so H3(G, A) is certainly torsion-free. Since 
H1(G.Ao)-Hom(G,Ao)-A.themap~*(G,AO)’H3(G,A)in(ll)iszero.I-Ien~e 
H3(G, A) = 0. 
In the case of the module A0 one has H1 (G, Ao) = paa and H*(G, Ao) E-E’ J 
N Rp/Rp(m- 1) = ZpU since E o,* = 0. Finally H3(G, Ao) N H1 (G, A) = R,: this will 
follow once we show that H*(F, A8) = 0 and write dowI- the sequence 4tained 
from (11) by interchanging A and Ao. In the spectral sequence associated with 
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LwF+Tone hasE 052 = 0 and 
H2(F,A,)=E L1 =H1(L,Ao)/(H1(L,Ao))(m-1)=0 
since HL (L, A*) N Horn@,,, p”), a rational vector space. 
nle vdues computed for I@, H2, H3 and the formulae (12) and (13) now give 
the desired result for cohomokgy. 
The proof of the homology formulae runs on similar lines. By the Hochschild- 
Serre-Hattori exact sequer ce for homology 
0 +H1(G,A) +-H#A ‘(k+-& tH2(G,A)t~2(F,A)tHI(G,AO) 
1 
(14) H,(G,A)+H3(GJ,,. l~Hq(F,A)-,Hq(G,A)‘H2(G,Ao)-,H3(F,A)~H3(G,A) 
T 
H5(F, A) f- . . . . 
The homological dimension of F is < 2, so H,(F, A) = 0 if n 2 3; indeed 
H2(F, A) = 0 as well because HI@, A) = 0 = &(L, A). Hence (14) yields 
(15) H,(G,A) zHn_z(G, Ao) (n 2 3). 
Replacing A by A* one has. 
(16) Hn(G*A) zHn_z(G,A) (n23). 
Thus we need to compute H,(G, A) and H,(G, Ao) in dimensions 1and 2. The spec- 
tral sequence associated with IWe G* T yields H1(G, A) N- El,, = AT c= Zpu: sim- 
ilarly Hl(F, A) = 2 “. Consequently the mapping HI (F, A) + H, (G, A) in (14) is 
an isomorphism an$Hz(G, A) = A0 =pob. Turning to A0 now, one has at once 
H1(G,AO)=(G/G’)@Ao =p‘? In the exact sequence obtained from (14) by inter- 
changing A and A0 the term A, is zero: hence H2(G, Ao) = 0. The stated results 
now follow. 
The proof of Lemma 6.22 is very similar and we omit it. 
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