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A B ST R A C T
Out-of-hospital cardiac arrest (OHCA) is characterized by the
sudden and unexpected loss of the cardiac and respiratory functions.
OHCA is one of the leading causes of death in the industrialized
world, with an estimated annual incidence in the USA and Europe
of 55 and 30 cases per 100 000 persons, respectively. Despite the
advances of the last years, survival rates remain below 10%.
Many factors increase the probability of survival of the OHCA
patient, from the early recognition of the arrest to advanced post-
arrest treatment. The key early OHCA therapies are cardiopulmonary
resuscitation (CPR) and electrical defibrillation, and the objective of
these therapies is to lead the patient from a pulseless cardiac rhythm
towards the return of spontaneous circulation (ROSC). Monitoring
the hemodynamic state of the patient by identifying the patient’s
heart pulsatility during the arrest permits the early recognition of
cardiac arrest and the optimization of treatment when ROSC is
identified.
Today, pulse is recognized by carotid palpation or by checking for
signs of life. Both these methods are inaccurate and time-consuming.
The need of automated methods to detect pulse and assist rescuers
on scene has boosted the development of algorithms to discriminate
rhythms with pulseless electrical activity (PEA) from pulsed rhythms
(PR). In the past, algorithms based on signal processing and
classification approaches were proposed, using information derived
from the electrocardiogram (ECG) and the thoracic impedance (TI).
This thesis provides groundbreaking solutions to monitor the
hemodynamic state of the OHCA patient. Pulse detection algorithms
were developed combining advanced signal processing and novel
machine learning techniques, including deep learning algorithms.









on the ECG (a universal solution for any defibrillator) and in
combination with other biomedical signals, such as the TI and
the capnogram. Using the expired end-tidal CO2 measured during
resuscitation enhanced the accuracy of the discriminative models.
The accuracy of these algorithms to identify patients with ROSC in
the restrospective analysis of complete cardiac arrest episodes was
also demonstrated.
During PEA, the heart may present different levels of mechanical
activity, which can be clearly discerned using invasive blood pressure
(IBP) measures. True-PEA rhythms with no mechanical activity
at all, have different treatment and prognosis than pseudo-PEA
rhythms, which show insufficient but existing mechanical activity.
This thesis introduces the first algorithms to discriminate these
three levels of pulsatility, using a multimodal signal processing
and machine learning approach. A unique dataset, which included
the IBP signal recorded during OHCA, was used to validate the
multimodal solution using signals routinely acquired during OHCA.
Finally, OHCA patients that recover a stable pulse frequently
suffer a secondary arrest, or re-arrest. In this thesis a novel re-
arrest prediction algorithm based on the ECG and machine learning
techniques is also introduced. This solution could assist the rescuer to
personalize resuscitation treatment to get the best possible outcome
for the patient.
The research questions addressed by this thesis work require
real OHCA datasets. The solutions based on machine and deep
learning algorithms demanded access to very specialized OHCA
datasets for reliable ground truth annotations of pulse, and to large
OHCA datasets to develop deep learning models. The collaboration
with some of the most prestigious clinical research groups in the
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1 I N T R O D U C T I O N
1.1 Out-of-hospital cardiac arrest
Sudden cardiac arrest (SCA) is defined as the condition in which
the heart stops beating suddenly in an unexpected manner, so
perfusion to the brain and other vital organs is not maintained [9].
If SCA is not treated promptly with resuscitation therapies, sudden
cardiac death (SCD) may occur within an hour [10, 11]. Most of the
SCAs occurs in out-of-hospital settings [12], and most of them are
not witnessed [13], so the application of early resuscitation therapy is
a real challenge in this medical setting.
The aetiology of SCD is not fully understood though, 80% of
the cases are attributed to coronary artery diseases [14], and the
remaining 20% to cardiopathies and genetic channelopathies [14, 15].
These disorders lead the patient to different kinds of arrhythmia,
with ventricular fibrillation (VF) the most frequent arrhythmia in
out-of-hospital cardiac arrest (OHCA). In VF the ventricles quiver
rapidly and irregularly, so the heart does not contract effectively and
blood supply to the body is compromised. SCA can also occur if the
heart rate becomes very slow and stops, or when the heart muscle
doesn’t respond to the heart’s electrical signals.
SCA is one of the leading causes of death in the industrialized
world, but estimating its incidence is difficult since the definition
and inclusion criteria vary between different studies. The overall
estimates per year oscillate between 150 000 and 530 000 in the United
States [10, 16] and 275 000 in Europe [17, 18], with an incidence of 55











estimated incidence in Spain ranges from 29 to 40 cases per 100 000
people every year [19, 20], and the estimated incidence is 33.9 in the
Basque Country [21].
In the last decades the scientific community has made many efforts
to prevent and improve the treatment of SCA. However, the survival
rates with good functional status remain around 9% in adults [22].
Nowadays, SCA is considered a major public health problem that
deserves attention due to the high incidence, its sudden nature and
the low survival rates.
1.2 Resuscitation therapies
International associations such as the American Heart Association
(AHA) or the European Resuscitation Council (ERC) lead efforts
in the definition of unified protocols to treat OHCA. In 1992 the
International Liaison Committee on Resuscitation (ILCOR) was
created to facilitate the cooperation between different associations
worldwide. Every 5 years researchers from ILCOR identify and
review the body of science, and agree on a consensus on science
to define the new resuscitation guidelines that will be applied
worldwide.
Resuscitation guidelines define 5 types of OHCA rhythms [23, 24]:
VF, ventricular tachycardia (VT, ventricular rhythm with high and
regular rate), asystole (AS, absence of electrical activity of the heart),
pulseless electrical activity (PEA, electromechanical dissociation of
the heart) and pulse-generating rhythm (PR, organized rhythm that
generates a proper blood flow). An example of each kind of rhythm
can be found in Figure 1.1. VF and VT are lethal arrhythmia that
require an electrical defibrillation to restore the normal function of
the heart, while AS and PEA need cardiopulmonary resuscitation
(CPR) therapy.
CPR consists of chest compressions and ventilations, with the
aim of maintaining a minimal oxygenated blood flow to the vital
organs, specially to the heart and the brain [25]. Figure 1.2 shows the
positioning of the rescuer when providing chest compressions and




























































Figure 1.1. Examples of the five different cardiac rhythms during resuscitation. From top
to bottom: ventricular tachycardia (VT), ventricular fibrillation (VF), pulseless
electrical activity (PEA), pulse-generating rhythm (PR) and asystole (AS)
and the emergency medical services (EMS) should be activated.
In most of the cases, CPR alone is not enough to treat SCA, and
defibrillation, intubation and drug administration are necessary.
Four key links define the chain of survival (Figure 1.3) [26, 27]. The
chain of survival represents the four steps of resuscitation therapy
described in the resuscitation guidelines:
• Early access: The first link includes the early recognition of
SCA and the activation of the EMS system, both these actions
are associated with higher survival rates [28].
• Early CPR: Early CPR with special emphasis on chest
compressions is crucial for the survival of the patient. It has










Figure 1.2. Positioning of the rescuer to provide chest compressions and ventilations during
CPR. Source: ERC 2015 [23].
of survival increases [29, 30, 31]. That is why CPR and first aid
training programs are crucial to divulge CPR knowledge among
the general population. The AHA estimated that training 20%
of population in CPR would significantly increase survival
rates [32]. According to a study, survival rates can be doubled
if bystander CPR starts within 4 min from the collapse and
defibrillation is applied within the first 8 min [33].
• Early defibrillation: The time from onset of a ventricular
arrhythmia to the first electrical defibrillation is very important
for the survival of the patient [34, 35]. Public Access
Defibrillation (PAD) programs make defibrillation accessible to
the general public through automated external defibrillators
(AED) [36]. When no bystander CPR is provided, the survival
rates decrease by 10-12% for every minute defibrillation is
delayed [37, 38].
• Early advanced care: When CPR and early defibrillation are
not sufficient, treatment provided by the medical personnel











The aim of resuscitation therapy is to lead the patient to a PR
rhythm, i.e. achieve return of spontaneous circulation (ROSC). Once
ROSC is achieved post cardiac arrest treatment is initiated, and this
treatment is also key for the survival of the patient [39]. The latest
resuscitation guidelines recommend transferring the patient to the
most appropriate high-care area for continued diagnosis, monitoring
and treatment [24, 40].
Figure 1.3. The four links of the chain of survival: early access, early CPR, rapid defibrillation
and post resuscitation care. Figure extracted from ERC guidelines 2015 [23].
1.3 Monitoring and data acquisition during resuscita-
tion
Monitoring the vital signs and various physiological signals of the
OHCA patient facilitate guiding the rescuers through different steps
during resuscitation. Although many kinds of devices can be used,
the most typical devices include AEDs and monitor/defibrillators.
AEDs are the most basic devices, and are designed to be used by
minimally trained personnel [23]. AEDs guide the rescuer through
audio and visual prompts. When powered on the AED instructs the
rescuer to properly attach the defibrillation pads to the patient, in the
position shown in Figure 1.4. AEDs recommend continuous CPR with
pauses for rhythm analysis every 2 minutes. When VF is detected,
AEDs can apply an electrical defibrillation. Typical AEDs acquire
two signals through the defibrillation pads: the electrocardiogram










Figure 1.4. A commercial automated external defibrillator (AED) and the correct positioning
of the defribrillation pads.
in defibrillators to check skin-electrode contact and to adjust the
energy of the defibrillation shock. The TI is acquired injecting a
high frequency excitation current (20-100 kHz with an amplitude of
1-5 mA) through the defibrillation pads, to then measure the voltage
drop and apply Ohm’s law [41].
The use of AEDs is widespread thanks to PAD programs [36]. PAD
programs have been successfully implemented in airports [42], sport
facilities, offices, casinos [34] or universities, and it has been reported
that they reduce the time from the onset of the SCA to defibrillation,
increasing the probability of survival [43, 44, 45].
More complex monitor/defibrillators are used by clinicians and
healthcare professionals both in- and out-of-hospital environments.
These monitors assist the rescuer in their decisions by giving
feedback on the patient’s vital signs and by displaying the continuous
waveforms of important physiological signals. Apart from the
ECG and the TI, extra modules integrated in the hardware permit
monitoring pulse oximetry, capnography, invasive or non-invasive
blood pressure... Pulse oximetry, with sensors in the finger, the ear
or the nose, measures the oxygen saturation of the blood, which is
above 94% in healthy persons. Capnography, acquired in the nose
or mouth, shows the partial pressure of the carbon dioxide (CO2)
in the expired gases [46]. The use of capnography has increased in
the last years because resuscitation guidelines recommend its use
for monitoring tracheal tube placement, the quality of CPR [47, 48]
and ventilation rate [49]. Capnography has also been proven to be a










Most advanced devices include the option of CPR monitoring
through attached or stand alone CPR-pads. They provide feedback
on rate and depth of chest compressions thanks to accelerometers or
force sensors located in the pad. The compression depth (CD) signal
measures how much the chest is compressed in real time. Some
monitors provide feedback to the rescuer to improve CPR quality,
since high quality CPR and feedback improve survival [55].
Figure 1.5 shows some typical signals recorded by moni-
tor/defibrillators. Chest compressions can be seen in the CD and TI
signals [56]. Chest compressions can also induce artifacts in the ECG
and the capnogram (continuous expired CO2 waveform) and make
their interpretation much harder. The capnogram shows fluctuations
with every ventilation, which are also seen in the TI. The level of
expired CO2 at the end of an exhaled breath is called end-tidal CO2
(EtCO2).
The signals and the information stored in the device can be usually
downloaded to a computer for retrospective analysis using brand
proprietary software, like CODE-STAT for Stryker devices or Event
Review for Philips devices. However, extra tools are necessary to
convert these data to an open format usable for further analyses.
In addition to the signals, a lot of information associated to the
cardiac arrest is compiled and saved for the construction of cardiac
arrest registries. In order to provide a uniform structured framework,
Utstein style templates were defined for in-hospital and out-of-
hospital cardiac arrest [57, 58, 59]. These templates include many
variables that describe the context of the SCA, personal information
of the patient, etiology and initial rhythm of the cardiac arrest, both
CPR and medical treatment details, and outcome of the patient.
Specially important for the framework of this thesis is the instant of
ROSC (if recovered) annotated on scene, if ROSC was lost and what

















































Figure 1.5. Examples of signals from monitor/defibrillators during resuscitation. From top to
bottom: ECG, thoracic impedance (TI), compression depth (CD) and capnogram.
Rapid fluctuations caused by chest compressions are clearly visible in the TI and
the CD, and slower fluctuations due to ventilations in the capnogram and the TI.
1.4 Pulse recognition
Recognition of presence of pulse is critical through the different
steps of the chain of survival. All resuscitation efforts are oriented
to achieve ROSC, so recognizing when pulse was recovered or lost
helps guiding the assistance, specially in three critical moments:
1. At the very beginning of SCA, to recognize the SCA and start
CPR as soon as possible.
2. During resuscitation, to recognize when ROSC was recovered
and start post resuscitation therapy.
3. After ROSC to recognize re-arrest. A secondary arrest after










Resuscitation should be retaken as soon as possible when the
re-arrest is recognized.
The first opportunity to recognize OHCA is via telephone, when
witnesses call the emergency services. The call dispatcher at the
emergency coordination center should assist the caller in the
identification of OHCA. According to some studies bystander CPR
is increased thanks to the dispatchers [60]. However, only a small
amount of the calls are due to OHCA, and thus identifying OHCA
in these calls may be difficult. In fact, 25% of OHCA cases are not
properly identified by call dispatchers [61, 62, 63].
In scene, pulse checks require pausing chest compressions,
which reduces the probability of survival. Until 1998, guidelines
recommended to check for pulse via carotid palpation, but later
this method was proven to be inaccurate and time consuming [64,
65, 66, 67, 68, 69, 70, 71, 72]. Studies reported that absence of pulse
was correctly detected in 50%-70% of the cases, which resulted in
unnecessary delays in CPR when the patient needs it most. Besides,
current guidelines recommend not to spend more than 10 s to check
for pulse, and studies reported that longer time periods were needed.
Today, carotid pulse checking is only recommended for experienced
people [24].
Later, checking for vital signs of life like breathing, movement
or coughing was recommended to identify the presence of pulse.
However, there is no evidence that checking for vital signs is superior
to carotid pulse checks. On the one hand, distinguishing between
normal and abnormal breathing may be challenging [73, 74, 75, 76].
Agonal breathing is common in the early stages of cardiac arrest and
should not be confused as a sign of life; agonal breaths are slow and
deep and frequently exhibit a characteristic snoring sound. On the
other hand, blood flow to the brain is reduced drastically when SCA
occurs, which may cause seizure-like episodes that can be confused
with epilepsy [77, 78].
Another proposal to assist in the detection of ROSC is the use of
the capnography waveform. Many studies showed that EtCO2 levels
increase when ROSC occurs [53, 54, 52, 48], and current guidelines












Figure 1.6. Capnography waveform showing changes in EtCO2 values during ROSC. When
no ROSC is present EtCO2 values remain constant (panel a) and when the patient
achieves ROSC a significant increase can be observed.
shows an example of a patient without ROSC (panel a) and a
patient with ROSC (panel b). As shown in the figure, EtCO2 levels
significantly increase when the patient recovers spontaneous pulse.
The major advantage of this method is that chest compression pauses
are minimized, as the increase in EtCO2 can be observed without
interrupting chest compressions. However, the use of EtCO2 for pulse
detection has two main limitations. On the one hand, this is only
useful to detect ROSC, but not to recognize if the patient has pulse,
so SCA can’t be recognized with this method and neither can the
re-arrest. On the other hand, there is no universal threshold to detect
ROSC using the capnography, since as the detection threshold is
lowered the capacity to detect pulse improves at the cost of missing
more cases without pulse. That is why current guidelines suggest
checking the ECG for presence of a PR rhythm when there is a raise
in EtCO2 [24].
A more modern approach for pulse recognition is the use of point-
of-care cardiac ultrasound, which permits the visual assessment
of the mechanical activity of the heart [79]. Moreover, it permits
the discrimination between two types of PEA rhythms: true-PEA
(TPEA) and pseudo-PEA (PPEA) [80]. PEA is defined as lack of
palpable pulse in presence of electrical activity of the heart. But
within PEA two states can be differentiated: TPEA in which there










mechanical activity, albeit insufficient to maintain conciusness and
adequate organ perfusion [81]. TPEA and PPEA have shown different
probabilities for favorable outcomes and need different medical
treatments [82, 83, 84], so discriminating TPEA from PPEA is essential
to determine an adequate therapy. The drawbacks of ultrasound
technology are its availability during OHCA and that some studies
showed that it can lengthen chest compression pauses [85, 86].
The retrospective analysis of OHCA episodes after resuscitation
would also benefit from effective ROSC detection methods. Many
multi-center studies require the processing of large databases
with hundreds or thousands of defibrillator files. For an effective
assessment of many hypothesis in the clinical trials originating these
datasets, it is essential to determine the presence of ROSC [87, 88, 89].
ROSC time stamps annotated by clinicians during treatment are
frequently inaccurate or missing, so automatic methods would
definitely contribute in this work frame.
1.5 Motivation for the thesis work
In 2020 new protocols to detect pulse are still being proposed [90],
showing that we still need methods to accurately detect spontaneous
pulse during OHCA. Manual or visual methods do not provide
enough accuracy, and in the past years the scientific community has
made some efforts to develop automatic algorithms [1, 91, 92, 7, 93].
These algorithms would assist the rescuer and contribute to start
CPR therapy earlier, concentrate on post-resuscitation efforts as soon
as needed, and shorten the chest compression pauses to increase
survival rates.
From an engineering perspective, the most challenging scenario
for pulse detection is the discrimination between PR and PEA, as
both rhythms show an organized electrical activity and may have
similar visual characteristics. Automatic methods should work with
the signals that are routinely acquired during OHCA, such as the
ECG, TI or capnography. Many methods have been proposed based
on ECG and TI, so they could work in an AED and assist the
personnel without experience. But currently there is no commercial










PR and PEA. More accurate methods and deeper analyses are
needed [94].
Moreover, going beyond PEA/PR discrimination and identifying
the different PEA states would be of great value during treatment.
Reliable automated methods that discriminate TPEA and PPEA
would replace the use of ultrasound technology, which is rarely
used in out-of-hospital settings.
Finally, re-arrest occurs in up to 40% of patients that recover
sustained ROSC, and it is associated to worse patient outcomes [95,
96, 97, 98, 99]. Unfortunately, the factors leading to a re-arrest are
poorly understood and no automatic methods have been proposed
to predict the re-arrest, so clinicians could anticipate its occurrence
and adjust the treatment.
This thesis provides new insights in automatic pulse detection and
automatic ROSC annotation. Moreover, it goes further, introducing
automatic TPEA/PPEA/PR discrimination methods and methods to









2 STAT E O F T H E A RT
2.1 Machine learning for OHCA rhythm classification
Artificial intelligence algorithms are transforming many engi-
neering tasks like self-driving cars, speech processing or computer
vision. Resuscitation science is not an exception, machine learning
algorithms for classification were successfully applied to predict
defibrillation shock outcome or to identify arrhythmia that require
a defibrillation shock. In this thesis, supervised machine learning
algorithms were used for classification problems, oriented to
discriminate pulsatile from pulseless rhythms, classify different
pulseless cardiac states and predict re-arrest.
2.1.1 Classification algorithms
Given certain data points v in a feature space, machine learning
classifiers predict the discrete output class y, also known as the target
or label. This is usually done by approximating the mapping function
f from input variables v to y. The approximation of f is obtained
estimating the parameters w of the classifier by minimizing a loss
function or error L. Once w has been estimated using a subset of the
data, predicting the label for new instances is straightforward.
To illustrate the design of machine learning algorithms for
classification, let’s particularize it for the discrimination of PEA/PR
rhythms using two features derived from the ECG. Our input variable
is an ECG signal segment of duration N, which we will denote by











signal segment into meaningful features to form a two dimensional
feature vector v = {v1, v2}. This is customarily based on expert
human knowledge in the classical machine learning approach, so for
instance these features could be the heart rate (v1) and the mean ECG
amplitude (v2), while the output is y = {0 : PEA, 1 : PR}. A single
pair {v, y} is called instance. A simple logistic regression classifier
estimates p, the likelihood of positive class (PR) using feature vector





where w0 and w = {w1, w2} are the parameters of the model to be
estimated during the training process. After this, p can be estimated
and the PEA/PR decision can be taken by setting a threshold on p
(normally 0.5). For example, we could consider ŷ = 0 when p < 0.5.
To estimate w0 and w, a certain amount of labeled data is required,
V(tr) = {v(tr)1 , . . . , v
(tr)








[y(tr)i (w0 + w
Tv(tr)i ) + ln(1 + e
−(w0+wTv(tr)i ))]} (2.2)
Different classifiers differ on the procedure and criteria to estimate
the model parameters and the function f (v). The logistic regression
classifier uses a model with a linear relation between the input
features and output label, and a linear decision boundary that
corresponds to w0 + wTv > 0 (i.e. p > 0.5). Non-linear classifiers
became more popular because they can learn more complex data
patterns. Popular non-linear classifiers are support vector machines
(SVM) with different kernels or shallow neural networks. Other
algorithms combine many simple classifiers to produce a single
output and gain robustness, like random forest (RF), which is a
combination of many simple decision trees.
In general, the aforementioned algorithms require human
intervention to design the features, that is expert knowledge to
produce the mapping T {secg[n]} ≡ v. Then the all the samples
of the training set, which can be arranged as a matrix of feature
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But this process requires expert engineering knowledge in a specific
field to effectively translate the ECG signal into meaningful features.
A pletora of features exist to detect cardiac arrhythmia. Many
approaches rely on the detection of the typical waves of the cardiac
cycle in the ECG and the fiducial points that delimit and indicate
the critical points in these waves. Some of these waves and points
are shown in Figure 2.1. The abnormalities or absence of waves
and points in the ECG can indicate different arrythmia. Another
classic approach is to analyze the variability in the period between
consecutive beats (RR interval), also known as heart rate variability
(HRV).
In the last decade, deep learning algorithms have gained popularity
because they don’t require a hand-crafted feature designing. Deep
learning algorithms simultaneously optimize both steps (feature
design and classifier optimization) in a single shot (they are a subset
of machine learning algorithms). They accept as input the entire ECG
signal and no hand-crafted feature design is required in advance.
Figure 2.2 summarizes the workflow of traditional machine learning
algorithms and modern deep learning algorithms visually. Part of the
procedure is similar, a certain amount of labeled data is needed in
order to adjust the trainable parameters of the model. The downside
of deep learning is that the amount of data it requires to train the
models is much larger than that needed in the classical machine
learning approach based on hand-crafted features (some of the
learning process is embedded in the hand-crafted feature design).






















Expert feature design ML model




(b) Deep learning models
Figure 2.2. Differences between traditional machine learning (panel a) and deep learning
(panel b) algorithms. Deep learning removes the need of expert feature design.
extract novel features that frequently show better discriminative
power than hand-crafted features.
2.1.2 Feature selection
A feature selection procedure permits selecting a subset of relevant
hand-crafted features to build the model. This is an important step
since it simplifies the models, reduces training times and enhances
generalization. Three options are the most frequent for feature
selection: filter based approaches, wrapper methods and embedded
methods.
Filter-based techniques usually rely on statistical measures to score
the input features. These kind of algorithms do not depend on the
classification algorithm and can rank the features according to their
importance. This ranking is used to remove the low scoring features
from the initial set. An example of such algorithms is the minimum
redundancy maximum relevance algorithm, which selects the least
redundant and most relevant features based on a statistical metric
like mutual information, i.e. it assigns a higher ranking to those
features that have a low mutual information with the rest of the
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Wrapper methods are based on the scores of a classification
algorithm, which may be different from the final classification
algorithm. The most basic technique of this family is the exhaustive
search, which tries all possible feature combinations and selects the
feature subset that produces the best classification results. However,
this is not practical when the database or the amount of features
are large. More efficient methods were developed in the state of
the art based on deterministic feature space search like sequential
feature selection algorithms, or based on randomized search like
random search or genetic algorithms. Usually, wrapper methods
are computationally more expensive than filter-based methods, but
provide better performances.
Finally, the embedded methods make the feature selection in
the training process. Decision trees for example, select the most
relevant features by themselves selecting the best feature at each node,
and logistic regression with lasso regularization removes redundant
features.
Each feature selection approach has its advantages and
disadvantages, and many hybrid methods have been used in the
literature. For example, it is possible to reduce the number of features
using filter-based methods first, to then select the last subset using
wrapper methods. Alternatively, the features can be ranked using an
embedded method like RF and re-train the classifier using only the
most important features.
2.1.3 Hyper-parameter optimization
When designing a classifier, some parameters must be decided
before training the model as they define how the model is structured.
These kind of parameters are called hyper-parameters. As an example,
let’s think about a shallow neural network with a single hidden layer
composed by L units, the discrimination function can be written as
follows:














where g(·) is the activation function of the output layer, βi is the
output weight of the i-th node of the hidden layer, and hi(wi, v) is
the output function of the i-th node of the hidden layer. During the
training process, wi and βi must be estimated (model parameters),
but depending on the value of L the number and values of the
model parameters are different. In this example, L would be a hyper-
parameter, and must be decided before training the model.
Many solutions exist to determine the values of the hyper-
parameters, a manual search is the most basic one. The manual search
tries different hyper-parameter combinations selected heuristically by
researchers until a desired solution is obtained. However, a manual
search is not feasible when the number of hyper-parameters is
large, and it usually provides a lower performance than automatic
methods. The most basic automatic methods would include grid
search (which tries a set of values defined in a grid in the hyper-
parameter space) or random search (which tries a certain number
of random solutions). More advanced methods include genetic
algorithms, which is a heuristic method based on natural selection,
or Bayesian optimization.
Bayesian optimization is more efficient than random, grid or
manual search, leading to better performance in general. It is
a probabilistic approach that minimizes an objective function
(performance metric in the case of classification algorithms)
associated with a real-valued metric. Given a set of hyper-parameters
ϑ, Bayesian optimization approximates the objective function f (ϑ) to
a cheaper surrogate function f̂ (ϑ) to evaluate. Iterations are made
to approximate f̂ (ϑ), leading to a better approximation with more
iterations. Different variants of Bayesian optimization differ on how
f̂ (ϑ) is constructed. In this thesis tree-structured parzen estimators
and Gaussian processes have been used.
2.1.4 Model evaluation
The trained model must be evaluated to assess its applicability.
There are several methods to evaluate the models, but the model
must be evaluated using data not seen during the training process.
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model should be evaluated using a set of patients unseen during
training, with the exception of patient-specific models. This is also
applicable for feature selection and hyper-parameter optimization;
both procedures should be made in a subset of the data that will not
be used for evaluation.
The most common method to evaluate the classifier is the hold-out
method, which consists on dividing the database into two partitions
randomly, the first one to train the model (training set), and the
second one to evaluate the model (test set). Hold-out procedures are
highly dependent on the random partition. A common way to avoid
this is to use k-fold cross validation, which consists on dividing the data
into k randomly partitioned subsets, k− 1 are used for training the
model and the last one for evaluation. The process is repeated k times
and the mean values of the performance metrics can be reported,
or the outputs may be merged to calculate the performance metrics.
This process ensures that every instance of the database is used for
training and testing the model, but not in the same loop. The data
used for training can be further divided in k folds for feature selection
or hyper-parameter optimization. In any case, the class proportions
of the targets should be similar in the training and evaluation sets.
Several performance metrics exist to evaluate machine learning
classifiers. For multi-class classification problems (more than two
classes), sensitivity (Se, also known as recall) is defined as the
proportion of correctly identified cases within a class, while positive
predictive value (PPV, also known as precision) is the probability of
the detection being correct within a certain class. The harmonic mean
of the Se and PPV is known as the F-score (F1) of the class. A typical
measure of the global performance of the algorithm is the balanced
accuracy (BAC), also known as the unweighted mean of sensitivities
(UMS). This same idea can be applied to F1 scores to produce a mean
F1 for the classifier. A deeper description of the classification can be
shown through a confusion matrix, which shows on each cell the
number Nij of instances of class i identified as class j.
For binary classification problems, Se is used for the positive class
(normally PR in pulse detection) and the Se of the negative class










PPV of the negative class is called negative predictive value (NPV).
To evaluate the model at different working points, which would
be equivalent to setting different thresholds of p in our example of
section 2.1.1, a common practice is plotting the receiver operating
characteristic (ROC) curve. Se is plotted against 1− Sp for different
working points and the area under the curve (AUC) is computed as
a summary of the overall performance. A classifier that generates
random outputs with equal probabilities for each class would provide
an AUC of 0.5, and a perfect classifier with complete class separation
an AUC of 1. Similarly, Se can be plotted against PPV, which is
known as precision-recall curve, and the area under this curve is
known as area under the precision-recall curve (AUPRC).
2.2 Automated pulse detection during OHCA
Depending on the resuscitation scenario, the requirements to
develop automated pulse detection methods are different. During
the early stages of OHCA, when only the AED is applied to the
patient, the pulse detector should use the signals acquired by the
AED’s defibrillation pads. In later stages, when more advanced
monitor/defibrillators are available, information from additional
signals can be used to feed the machine learning algorithms. In this
thesis the signals acquired by an AED and the capnography were
used.
2.2.1 Pulse detection using AEDs
The ECG and the TI are concurrently acquired by the defibrillation
pads of AEDs. The TI signal shows fluctuations with each effective
heart beat, these fluctuations are caused by changes in conduction
due to the presence of oxygenated blood. However, extracting the
component caused by effective heart beats may be challenging due
to the artifacts caused by movement or ventilations. Figure 2.3 shows
the ECG and TI signals during a PR rhythm. As shown in the figure,
the TI shows fluctuations associated with each heart beat, but the















Figure 2.3. ECG and TI segments of 20 s pulse-generating rhythm. Large fluctuations in the
TI correspond to ventilations, while the small fluctuations that are correlated with
each heart beat belong to the circulation component.
The presence of heartbeat fluctuations in the TI during OHCA
was reported many years ago [100, 101], but the first study that
developed an automatic method for pulse detection was made by
Risdal et al. [1]. According to [1], AS can be easily discriminated
from an organized rhythm (PEA or PR) because it has no electrical
activity, and organized rhythms can be discriminated from ventricular
arrhythmia [102, 103]. So the major problem of pulse detection in
OHCA is simply the discrimination of PEA from PR.
Risdal et al. [1] considered 127 PEA segments and 91 PR segments
with a minimum duration of 10 s. Their method is summarized in
Figure 2.4. First, QRS complex detection was performed using the
method proposed by Kohama et al. [104]; this information was used
to extract features from the ECG signal (x[n]) and also to obtain a
representative waveform of the circulation component from the TI
signal, the ensemble averaged TI or zEA[n]. Lastly, they extracted























Figure 2.4. Summary of the method proposed by Risdal et al. [1], where x[n] is the ECG and
z[n] the preprocessed TI signal.








z[p[k] + m− 1] 1 ≤ m ≤ M (2.4)
where K is the number of detected heart beats, z[n] the preprocessed
TI signal, p[k] the instant of the QRS complex and m represents the
sample number of zEA of length M (which was equal to the mean
RR interval). A total of 17 features (v1-v17) were extracted:
• Mean QRS width (v1).











where y[n] is the minimum phase correspondent of the QRS
complex and w[n] is a non-decreasing and positive weighting
function. The mean SL over all QRS complexes was v2.
• Mean of the ECG segment (v3).
• After normalizing the ECG segment between 0 and 1, the
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• Mean and variance of the detected RR intervals (v6 and v7).
• The difference between maximum and minimum of zEA[n]
divided by its duration (v8).
• The range of the derivative of zEA[n] was v9.
• Area under zEA[n] waveform (v10).
• The longest negative flank of zEA[n] and its duration (v11 and
v12).
• Fourth order polynomial fit was performed for zEA[n] after
normalizing in both axes. The obtained coefficients were v13-
v17.
For feature selection, they used a sequential forward feature
selection strategy. Considering PR as positive class, they reported a
Se of 90.0% and Sp of 91.5% using segments of 3 s. When increasing
the segment length to 10 s, the Se increased to 93.9% for the same Sp
with an AUC of 0.95.
In 2010, Cromie et al. [105] followed a different approach to develop
a pulse detector based on the TI signal dividing the study in two
different phases. During the first phase 73 patients admitted for
a myocardial perfusion imaging procedure were considered and
they tried to determine the relation between the stroke volume (the
blood volume pumped from the left ventricle per beat) and different
features extracted from the TI. They concluded that the peak of the
power spectrum of the first difference of the TI signal between 1.5 Hz
and 4.5 Hz was the best predictor of reduction in stroke volumes.
During the second phase, they considered 132 cardiac arrest patients
(53 for training and 79 for validation) and 97 controls (non-cardiac
arrest patients, 47 for training and 50 for validation) to develop a rule-
based algorithm using the spectrum of the TI. Their method provided
a Se of 81.1% and a Sp of 97.1% using assessment periods of 12 s,
slightly above the 10 s period recommended by the guidelines [24].
In 2013, Ruiz et al. [106] proposed a novel method to extract the
















ak[tj] cos(2πk f [tj] · tj) + bk[tj] sin(2πk f [tj] · tj) (2.6)
where K is the number of harmonics, ak[tj] and bk[tj] are time-varying
Fourier coefficients and f [tj] is the beat-to-beat heart rate in Hz. In
the above equation, K can be decided by the algorithm designer and
f [tj] can be estimated using the QRS complexes detected in the ECG
signal, so the parameters to be estimated are ak[tj] and bk[tj]. Ruiz
et al. [106] detected QRS complexes using a detector integrated in a
commercial AED, used K = 3 harmonics, preprocessed the TI signal
between 0.65-7 Hz, and estimated ak[tj] and bk[tj] using an adaptive
filtering scheme with the least mean squares (LMS) algorithm. A
total of 165 PR segments and 234 PEA segments were extracted
from OHCA episodes, 50% to develop the algorithm and the rest
for testing. Peak-to-peak amplitude, mean power and mean area
of sicc and its first difference were extracted. They showed great
discriminative powers, with AUC values above 0.96.
In 2016, Alonso et al. [7] developed an automated pulse detector
based on the ECG and sicc. The coefficients ak[tj] and bk[tj] were
estimated using recursive least squares (RLS) algorithm rather than
LMS. They extracted a total of 6 features:





where N is the number of samples.
• Mean RR interval (v2).
• Standard deviation of the peak-to-through amplitude of the
fluctuations caused by each effective heart beat in sicc (v3).
• Mean amplitude of the QRS complexes (v4).
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• Standard deviation of the amplitude of the QRS complexes (v6).
These features were used to train and test a logistic regression
classifier using hold-out validation. A total of 1091 segments with a
minimum duration of 5 s were considered from 385 patients. For the
test set, a Se and Sp of 92.3% and 91.9% were reported.
In 2018, Ruiz et al. [107] proposed a simple algorithm to
discriminate PEA and PR rhythms using 3 s segments. Each window
is divided in two halves and the minimum value of each feature















|x[k]| · |z[k]|, v2 = min(Pc0, Pc1) (2.10)
where N is the length of the segment in samples, z[k] is the
preprocessed TI signal and x[k] is the ECG signal. Ruiz et al. [107]
preprocessed the TI signal to enhance the circulation component but
no further details were given on the filter. A total of 167 patients
were considered for the study, and the PR/PEA classification of
the segments for the ground truth was made based on the visual
inspection of the TI waveform. Features were combined using a
decision tree classifier. For the test set, the reported Se and Sp were
98.3% and 98.4%, respectively.
All of the above mentioned algorithms used features extracted
from the ECG and the TI to build a binary classification model.
They all used the visual inspection of the ECG and TI fluctuations
and some additional clinical annotations as the gold standard for
PEA/PR annotations. There is a need to define more robust ground
truth labels that, first are not based on the same information used in
the classification process, and second that give an actual measure of










2.2.2 Capnography for ROSC detection
In the last decades many studies have supported the use of the
capnogram as an evidence of presence of pulse. In fact, current ERC
guidelines recommend the use of both the ECG and the capnogram to
confirm ROSC [24]. In 1987, Garnett et al. [108] reported an increase
of EtCO2 inmediately after the patients had ROSC.
In 2013, Davis et al. [109] analyzed 588 chest compression pauses
(94 with palpable pulse) from 145 patients to set optimal thresholds
of heart rate and EtCO2 values to detect ROSC. Authors observed
that during CPR, pre-pause indicators of ROSC were a heart rate
higher than 40 min−1 and EtCO2 > 20 mmHg. If after stopping chest
compressions EtCO2 fell below 20 mmHg and the decline was higher
than 10 mmHg in 10 s, then chest compressions should be retaken.
They evaluated their protocol using 389 patients and reported a Se of
98% and Sp of 99%. This study suggests that the combination of ECG
and capnography can lead to more accurate results when detecting
ROSC.
Later on, in 2015, Pokorná et al. [52] showed that a sudden increase
of EtCO2 higher than 10 mmHg indicates ROSC. A total of 108
patients were considered (59 with ROSC) and the obtained Se and
Sp were 80% and 40%, respectively. This shows that the threshold is
sensitive, but not specific enough. However, in 2016 Lui et al. [110]
considered 178 patients and the same analysis yielded a Se and Sp of
33% and 97%, very different in values and trends from those reported
by Pokorná et al. [52]. Authors hypothesized that the possible reasons
could be the difference in study design, inclusion criteria and the
characteristics and aetiology of cardiac arrest in the included patients.
They also tried a threshold of 20 mmHg and the reported Se and Sp
were 20% and 98%, respectively.
The first attempt to develop an automatic method using
capnography was made by Brinkrolf et al. [111] in 2018. They
detected capnography time series trends using the slope comparing
adaptive repeated median algorithm. For 169 cases (77 with ROSC),
they observed a noticeable difference between ROSC and no-ROSC
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optimal threshold was 13%, showing a Se and Sp of 73.9% and 58.4%,
respectively.
2.3 Characterization of different PEA states
It is known long ago that PEA can present different levels of
mechanical activity. Basically PEA can be further classified into TPEA
and PPEA, which as stated before have different prognoses and
treatments [82, 84].
More favorable outcomes are associated to PPEA [84, 112, 113, 114,
115], which presents myocardial activity observed in aortic pressure
monitoring or echocardiography [81, 116, 117]. Shorter QRS and QR
durations were also associated with PPEA [81].
PPEA rhythms have been linked to reversible causes of
cardiac arrest such as cardiac tamponade, pulmonary embolism,
pneumothorax... and echocardiography has the potential to detect
them [24]. When available for use by trained clinicians, ultrasound
may be useful in assisting with diagnosis and treatment. Nevertheless,
ultrasound is rarely applied in OHCA so in most cases rescuers have
no practical way to differentiate PEA states.
Although J.H. Paxton and B.J. O’Neil claimed in 2019 the need to
automatically discriminate between TPEA/PPEA/PR rhythms [118],
very few contributions have been made on this topic. Very recently
the first automated algorithms based on machine learning methods
have been proposed using the electrical impedance across the
thorax/abdomen and the capnogram to discriminate PPEA using a
small animal dataset [119, 120]. There is a clear need to develop and
validate algorithms with large OHCA human datasets.
2.4 Re-arrest
Many patients that achieve ROSC during OHCA suffer a secondary
cardiac arrest during their pre-hospital care, that is a re-arrest.
The reported incidence of re-arrest ranges between 24% and 43%
depending on the study and the applied criteria, but all studies










Although different factors may be associated with re-arrest, little is
known about its mechanics [97].
In the literature, many efforts have been made to predict SCA [121,
122], but the only study that attempted to predict time to re-arrest
was made by Salcido et al. [123]. They calculated many HRV metrics
using 30 s, 1 min, 3 min and 5 min windows from the onset of ROSC.
These metrics included mean heart rate, standard deviation of the
RR intervals, root mean square of the successive differences and
approximate entropy. For 3 min and 5 min windows frequency-
based HRV metrics were also computed, including normalized high
frequency power, normalized low-frequency power and the ratio
of low and high frequency powers. The relationship between the
metrics and re-arrest was assessed using multivariate generalized
estimating equations. The only metric related to time to re-arrest was









3 H Y P OT H E S I S A N D O B J E C T I V E S
This thesis work aims to cover the significant gaps in the
characterization of different circulation states in OHCA during
resuscitation therapy. The main hypothesis of the thesis is that
signal processing and machine learning techniques can overcome the
limitations that are present in the state of the art with appropriate
data at hand. The following overall objectives were defined:
• Objective 1: Development of algorithms to discriminate
between PEA and PR using only the ECG signal. In the
literature many algorithms have been proposed to discriminate
between PEA and PR using the ECG and TI signals in order
to be implemented in AEDs. More importantly, many AEDs
do not provide sufficient amplitude resolution to show the
circulation component in the TI. Moreover, the impedance
signal is frequently lost or not present during monitoring. A
PEA/PR discrimination algorithm based exclusively on the
ECG could be easily integrated in any commercial defibrillation
with a universal use that does not depend on the availability of
the TI signal.
• Objective 2: Multimodal models to determine the circulation
state based on the ECG, TI and the capnogram. This can be
further divided in three different sub-objectives:
– Analyse the feasibility of characterizing the capnogram
during OHCA. The inclusion of the capnogram in











annotate the ventilation phases of the capnogram and
to compute EtCO2 values.
– To evaluate the benefit of using information derived from
the capnogram in the PEA/PR classification problem. The
capnogram has been used alone to determine ROSC [111],
but the information it adds to more elaborate models using
other signals is not yet known.
– Going beyond binary classification models, i.e. to study the
feasibility of discriminating between TPEA, PPEA and PR
using different signals routinely acquired during OHCA.
This would be the first multimodal model proposed for
the classification of different circulation states.
– Analyze the feasibility of annotating entire resuscitation
episodes as noROSC/ROSC to restrospectively analyze
OHCA episodes.
• Objective 3: Prediction of re-arrest during OHCA. The only
attempt to predict re-arrest was made by Salcido et al. [123] in
a conference abstract. The details in the abstract are scarce and
deeper analyses are needed in order to improve the models
and better understand the mechanics of re-arrest. In this thesis,
new features and machine learning models are used to predict
a re-arrest event.
To achieve all these objectives two types of OHCA datasets
were used. First, large OHCA datasets with clinical annotations of
ROSC to differentiate PEA/PR. Second, a specialized OHCA dataset
with continuous invasive blood pressure (IBP) signals to annotate
circulation states. The IBP signal is not routinely acquired in the









4 R E S U LT S
This chapter summarizes the results obtained in this thesis work
for the objectives described in chapter 3. Most of the works had a
preliminary analysis presented in different conferences [124, 125, 126,
127, 128, 129, 130]. A more advanced approach of the solution, with
better and more sophisticated methods and/or including more data
were later published in JCR journals [8, 2, 3, 4, 5, 6]. Each journal
contribution is summarized in this chapter, and the journal papers
are added verbatim in appendix A.
4.1 Results related to objective 1
Pulse detectors based exclusively on the ECG signal make the
algorithm usable in any device, as the ECG is always recorded
by the AEDs or monitor/defibrillators. During the development
of this thesis, two approaches were followed. On the one hand, hand-
crafted features were designed based on previous knowledge to feed
a machine learning classifier. On the other hand, deep learning
solutions were also evaluated using directly the samples of the
ECG waveform. Each approach resulted in a publication in a JCR
journal, namely J11 and J12, respectively. Besides, intermediate results












4.1.1 J11: ECG-based pulse detection during cardiac arrest
using random forest classifier
The data used in this study were extracted from OHCA
interventions performed by the Tualatin Valley Fire & Rescue (Tigard,
OR, USA) in the 2010-2014 years. They used a Philips HeartStart MRx
monitor/defibrillator and we used the continuous ECG recorded
though defibrillation pads to develop a PEA/PR discriminator. More
details on the dataset are given in [7].
A total of 1177 segments of 4 s were extracted from 191 OHCA
cases. Three expert reviewers annotated every segment as PEA or
PR with an inter-rater agreement Kappa score of κ = 0.92. Revision
included the use of the capnogram and the clinical information of
the patient, mainly the instant of ROSC and clinical outcome. Details
on the annotation criteria are given in [7].
The ECG waveform, x[n], was first preprocessed and R peaks
detected; then 9 characteristic features were extracted for each
segment. For QRS detection, an algorithm was developed inspired
by the Hamilton-Tompkins algorithm [131], which preprocesses the
signal calculating the square of the first difference and filtering with a
moving average window of 125 ms, d2[n]. Figure 4.1 shows examples
of both kind of rhythms, PEA and PR, where the detected R peak
instants are also depicted. The computed features (v1-v9) were the
following:
• Mean RR interval (v1).
• Median SL (v2), similar to Risdal et al. [1].
• Median amplitude of the QRS normalized by its duration (v3).
• Mean and standard deviation of |x[n]− x[n− 1]| (v4 and v5).
• Kurtosis of d2[n] (v6).
• Amplitude spectrum area (AMSA), which is the sum of the
spectral amplitudes weighted by their frequencies (v7).
• Energy of x[n] above 17.5 Hz (v8).




























































Figure 4.1. Examples of ECG segments used in J11 study. PR segments (left) have higher
rates and narrower QRS complexes than PEA segments (right). Black dashed lines
depict automatically detected R instants. Figure adapted from [2].
Features were combined using a RF classifier and the model was
evaluated using leave-one-patient-out cross-validation (LOPOCV).
Statistical distributions of the performance metrics were estimated
using a bootstrap procedure.
Although feature selection was applied, the best results were
obtained using all 9 features, providing a Se, Sp, PPV and NPV
of 88.4%, 89.7%, 94.6% and 79.1%, respectively. Different classifiers
were tested and the RF showed the best results, as shown in Table
4.1.
Finally, our method was compared to the methods proposed by
Risdal et al. [1] and Alonso et al. [7] using only the features extracted
from the ECG and the classifiers proposed in their studies. The results
are summarized in Table 4.2, our method showed better results even
using only the 3 most important features (v8, v9 and v1).
Our solution at the time of the publication was the first proposal
based exclusively on the ECG able to discriminate PEA and PR
accurately. Our results, with BAC close to 90%, proved the feasibility











Table 4.1. Bootstrapped estimates of the performance metrics for different classifiers: Logistic
Regression (LR), Linear Discriminant Analysis (LDA), Quadratic Discriminant
Analysis (QDA), k-Nearest Neighbours (k-NN), Support Vector Machine (SVM),
Extreme Learning Machine (ELM) and Random Forest (RF). Results are shown as
mean (std).
Classifier Se (%) Sp (%) Acc (%)
LR 86.5 (1.8) 90.7 (1.6) 88.5 (1.2)
LDA 87.2 (1.9) 87.6 (1.7) 87.4 (1.4)
QDA 79.5 (2.8) 92.8 (1.4) 83.8 (1.9)
k-NN 83.7 (2.1) 91.1 (1.7) 86.1 (1.4)
SVM 83.9 (1.9) 90.0 (1.6) 86.5 (1.3)
ELM 90.1 (1.7) 82.6 (2.3) 86.3 (1.4)
RF 88.4 (1.8) 89.7 (1.4) 88.9 (1.2)
Table 4.2. Performance of the ECG features proposed in [7, 1] with their classifiers replicated.
# features Se (%) Sp (%) BAC (%)
Risdal et al. [1] 7 87.3 80.9 85.2
Alonso et al. [7] 3 85.9 79.0 83.7
Proposed reduced method 3 87.2 87.1 87.2
Proposed method 9 88.4 89.7 89.1
4.1.2 J12: Deep Neural Networks for ECG-Based Pulse
Detection during Out-of-Hospital Cardiac Arrest
In this work we proposed a deep learning approach to discriminate
pulsatile rhythms using the ECG. The data of the study were a
subset of a large OHCA episode collection gathered by the Dallas-
Fort Worth center for resuscitation research in Dallas (USA). The
ECG signals were exported from the electronic files recorded by the
Philips HeartStart MRx device. A total of 3914 ECG segments (2372
PR and 1542 PEA) of 5 s were extracted from 279 patients. Three
expert biomedical engineers annotated the data using the available
signals (ECG, TI and capnogram) and clinical information with a










those patients that did not achieve ROSC and PR segments were
extracted from those patients with ROSC. No PEA segments were
extracted from patients that achieved ROSC.
Data were partitioned in training and test sets (80%/20%) and the
training set was further divided in 4 folds in order to perform the
hyper-parameter optimization using a cross-validation scheme. Two
architectures were analyzed (see Figure 4.2): S1 a fully convolutional
neural network, and S2 a recurrent convolutional neural network.
These architectures were compared with the previous approach
using the 9 features and three different classifiers: RF, SVM with
gaussian kernel and kernel logistic regression (KLR) with gaussian
kernel. The results are compared in Table 4.3, which shows that deep
learning based solutions outperform traditional machine learning
based solutions.
Table 4.3. Summary of the performance of the deep learners and the baseline models with
the test set. Deep neural networks outperformed baseline models in terms of BAC.
Se (%) Sp (%) BAC (%)
Baseline models
RF 96.0 87.4 91.7
SVM 97.6 86.2 91.9
KLR 97.5 86.2 91.8
DNN models
S1 94.1 92.9 93.5
S2 95.5 91.6 93.5
Furthermore, we analyzed the features extracted by the deep
learning models, obtained before the last classification layer, and
fed RF, SVM and KLR classifiers with these features. The results
are depicted in Figure 4.3. Features extracted by S1 and S2 (vD1 and
vD2) were better for discriminating PEA and PR segments than the
hand-crafted features.
Finally, we analyzed the uncertainty of the network on its own
prediction applying the Monte-Carlo dropout method. Using the





































































































pPR ∈ (0, 1)
(a) S1 (b) S2
Figure 4.2. Architectures of the proposed deep neural networks. The fully convolutional
solution (S1), (a), is fed with an electrocardiogram (ECG) segment of N samples
and includes up to λ convolutional blocks, a global maximum pooling layer
(GMP), and a final fully connected layer which provides final likelihood of PR,
pPR. The S2 solution, (b), includes up to λ convolutional blocks, a bidirectional
gated recurrent unit (BGRU), an extra dropout layer, and a fully connected layer.
Extracted from [3].
in a certain percentage of the cases and discards the borderline cases
automatically. The results shown in Table 4.4 demonstrate that the
BAC was improved with higher discarding rates.
At the time of the publication of this study, this was the first pulse























Figure 4.3. Performance of RF, SVM, and KLR classifiers with hand-crafted features (v), and
features extracted by the deep learning architectures S1 and S2 (vD1 and vD2
respectively).
Table 4.4. Performance of S1 with different degrees of uncertainty. Scores are given for the
test set and the percentage of feedback in the test set are reported. The threshold
for feedback was set in the training set.
Training Percentage Testing Percentage Se (%) Sp (%) BAC (%)
80 78.5 100 95.2 97.6
90 89.6 96.6 93.2 94.9
95 95.4 97.1 92.2 94.6
97.5 98.1 96.3 92.1 94.2
100 100 94.1 92.9 93.5
models was possible thanks to the availability of a large annotated
dataset, shared by our collaborators in Dallas. The results showed
that deep neural networks were capable of extracting new features
from the ECG, which improved the performance of classical machine
learning solutions.
Similarly, a deep neural network was designed to work only
with the TI signal and results were presented in an international
conference before moving to the next objective [126]. Using the same
training and test sets as in the present study, the obtained Se, Sp and










that of the model that uses only the ECG, which showed a BAC of
93.5%.
4.2 Results related to objective 2
For this objective multimodal models were developed to
discriminate different levels of circulation, including the most simple
approach, with PEA and PR states, and more sophisticated models
with up to three circulation states. A detailed circulation state
classification was possible thanks to the use of a very unusual
dataset of OHCA episodes that included the continuous invasive
blood pressure (IBP) signal that permitted the continuous monitoring
of blood flow. The multimodal models required the inclusion of
features from the ECG, the TI and the capnogram. From the
capnogram EtCO2 measures were used. It was necessary to develop
an automated algorithm to compute the EtCO2 of every ventilation
in an accurate way, even when capnography was corrupted by chest
compression artefacts. The final solutions were published in the
journal publications J21, J22 and J23, and the preliminary results
published in [127, 132, 133, 130].
4.2.1 J21: Feasibility of the capnogram to monitor ventilation
rate during cardiopulmonary resuscitation
This study addresses the need of quantifying the EtCO2 associated
to every ventilation in the capnography waveform. During OHCA
chest compressions corrupt the capnogram and compromise the
accurate measure of EtCO2. Quality of CPR is a key factor for the
outcome of the patient, which includes ventilating the patient with
adequate ventilation rates. In the literature several studies reported
high ventilation rates, which leads to hyperventilation and hence
lower survival rates [134, 135, 136, 137, 138, 139, 140]. Detecting
every ventilation in the capnogram would allow to give feedback
on ventilation rates to the rescuer, and to automatically compute
the EtCO2. In this manuscript we proposed a completely automatic
algorithm to detect every ventilation in the capnogram, which leads











Two datasets of episodes were used in this study, an OHCA dataset
(OHD) and an in-hospital dataset (IHD). The former contained the TI
and capnogram signals and every ventilation was marked manually
to develop the algorithm. The latter contained the capnogram and
additional airway flow signals to mark every ventilation, using and
independent ground truth based on the expired gases. Statistics of
both datasets are summarized in Table 4.5.
The capnogram was low-pass filtered with a cut-off frequency of
10 Hz to remove undesired components and all values below 5 were
set to zero. Then, positive and negative peaks were detected in the
first difference of the signal to mark potential ventilations and finally
true ventilations were detected using 5 features:
• Duration of inspiration baseline, Dinsp.
• Mean CO2 value of the inspiration baseline, Ainsp.
• Mean CO2 value of the expiration phase, Aexp.
• Area under the first second of expiratory plateau, Sexp.





Table 4.5. Characteristics of the OHD and IHD datasets used in the ventilation detection
study.
Parameter OHD IHD
Number of episodes 62 21
Total duration (min) 2545 2335
Total number of ventilations (% with CPR) 16899 (37.6) 29841 (8)
Instantaneous ventilation rate (min−1) 10 (8.7-13.1) 14.3 (12.6-18.2)










All features are depicted in Figure 4.4. Two features worked with a
fixed threshold, Dinsp and the distance between two ventilations. The
rest of the features were compared with adaptive thresholds based








where w is a weighting factor between 0 and 1, and xn represents the
value of the feature at ventilation n.
Episodes from OHD were randomly partitioned in training and
test sets, and the training set was used to design the ventilation
detector. The whole IHD dataset was used for testing. The algorithm
was evaluated in terms of Se and PPV calculated per patient and the
distributions were reported.
A median Se and PPV of 99.1% and 97.0% were obtained for
the test set of the OHD (99.0% and 97.6% during ongoing chest
compressions). For IHD the median Se and PPV were 100% (99.8%
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Figure 4.4. The four phases corresponding to a normal ventilation in the capnogram and the










that accurate detection of every ventilation is possible using only the
capnogram, even in those intervals with chest compressions, and this
algorithm was used as first step to estimate the EtCO2 values in the
next studies.
4.2.2 J22: Capnography: A support tool for the detection of
return of spontaneous circulation in out-of-hospital
cardiac arrest
In this study we analyzed the value added by using EtCO2 for
PEA/PR discrimination, fulfilling the first sub-objective of this
general objective. Using as baseline solutions those based on the
ECG and the TI, models including information extracted from the
capnogram were tested and compared to more simplistic models.
The original data source for this study consisted of 1561 episodes
of OHCA treated by the Dallas-Fort Worth Center for Resuscitation
Research in Dallas between 2012 and 2016. The resuscitation signals
recorded by the Philips Heartstart MRx device included concurrently
and continuously recorded ECG, TI, the sidestream capnogram and
the compression depth signal, when available. Clinical annotations of
ROSC and patient outcome permited the annotation of intervals with
pulse. For the study a total of 426 OHCA patients met the inclusion
criteria, 117 with ROSC and 309 without ROSC. Relying on the ROSC
instant annotated by the clinician on scene (tR), a PEA/PR segment
dataset was automatically constructed. First, chest compressions
were automatically identified in the CD when available and using
the TI otherwise [56, 141]. Pauses longer than 3.2 s were considered
and organized rhythms were automatically identified using an AED
algorithm integrated in a commercial defibrillator [103]. Lastly, every
segment before tR was considered as PEA and every segment after
tR was considered as PR in those patients with ROSC. For patients
without ROSC, every segment was considered as PEA. Figure 4.5
depicts the ECG, TI and capnography signals for a patient with ROSC
and a patient without ROSC, showing the automatically marked chest
compression intervals, ECG segments with PEA/PR labels, EtCO2





































































(b) A case of a patient without ROSC
PEA PEA
Figure 4.5. ECG, TI and capnography signals for a patient with ROSC, panel (a), and without
ROSC, panel (b). ROSC onset, as annotated by a clinician on site, is represented
by a red line in the first example. The extracted 3.2-s segments are shaded in
grey and the ECG and TI (green) are zoomed in. Chest compression intervals are
depicted above the TI signal. In the ROSC case a PEA and a PR segment were
extracted in the depicted interval, and two PEA segments in the no-ROSC case.
Ventilations were automatically detected in the CO2 curve, and the automatically
measured EtCO2 value is highlighted with red dots. In the ROSC case after pulse











As a design constrain, the extracted features were independent
from QRS detection because in our previous study we realized that
QRS detection is very challenging in short PEA segments [2]. A total
of 10 features were extracted based solely on the ECG (6 features), on
the TI (2 features), a combination of both (1 feature) and capnography
(1 feature). All of them were based in the state of the art with the
exception of the last one, which was the median EtCO2 value of
the last minute, the capnogram was automatically delineated using
the algorithm proposed in J21. All features were combined in a
RF classifier and validation was performed applying 10-fold cross-
validation.
The results in Table 4.6 show that the capnogram increased the
performance of the multimodal model, and confirm the initial
hypothesis. The results were obtained using different signal groups
and also, excluding the subset of PEA segments obtained from
patients with ROSC. This second analysis was performed because the
Sp for ROSC patients decayed significantly when compared to the Sp
of patients without ROSC. Table 4.6 shows the results of the various
multimodal solutions when 1) all the segments were considered and
2) considering PEAs only from patients without ROSC. The first
case shows the real life context where patients that recover ROSC
have intervals without pulse, but with different prognosis than the
PEAs extracted from patients without ROSC. These results showed
different inner patterns in these two types of PEAs, which lead
to a more detailed circulation state classifier analyzed in the next
study. We also observed that the likelihood of PR provided by the
RF classifier increases as tR approaches. This phenomenon has two
reasons:
• The tR is not accurate enough and results are poorer due to the
label noise.
• There are differences in the waveform characteristics between
PEA segments leading to PR and PEA segments not leading to
PR.
A deeper analysis was carried out and an entire supplementary file
dedicated to this was included in the original manuscript [4]. Also,










Table 4.6. ROC curve analysis of the machine learning classifier when the whole PR/PEA
dataset was considered and when the PEAs from ROSC cases were excluded. The
SE and SP are given for the optimal point in the ROC curve (maximum BAC).
All PR/PEA segments Excluding PEAs from ROSC
AUC SE SP AUC SE SP
EtCO2 0.76 72.3 67.8 0.79 83.7 64.6
ECG 0.88 84.2 78.2 0.93 81.7 90.8
ECG+TI 0.90 86.7 81.6 0.94 88.4 87.0
ECG+EtCO2 0.91 86.3 81.5 0.95 91.8 84.2
ECG+TI+EtCO2 0.92 83.9 86.0 0.96 87.8 91.3
This is an important finding since removing PEA segments from
patients with ROSC is a common practice when designing PEA/PR
classifiers, which eliminates one of the biggest difficulties and does
not represent a real scenario.
The results reported in this study were significantly lower than
those reported by previous studies [1, 7, 2, 3]. This may be due to the
automatic creation of the PEA/PR segment database, which creates
a more challenging scenario. In fact, when applying the method
proposed in [2] to this database, the results were much lower than in
the original manuscript (Se and Sp were 78.8% and 84.1%).
Finally, we analyzed the feasibility of annotating full episodes as
no ROSC/ROSC using the clinical annotation as ground truth. We
used our best model (based on three signals) and a simple decision
rule was applied: if two out of three consecutive segments were
annotated as PR the patient is annotated as ROSC. This produced a
Se and Sp of 96.6% and 94.5%. When applying the model based on
fewer signals, the results were slightly worse.
Later on, the model based on ECG and TI was applied to
automatically annotate patients as no ROSC/ROSC. The database we
used for the analysis was independent and much larger, containing a
total of 893 cases (261 with ROSC). The results were promising, the
Se, Sp and mean F1 scores were 91.2%, 94.3% and 92.1%, respectively.
These results preluded the integration of this solution in the batch










with transient or permanent ROSC. The inclusion of this tool in
the software for the retrospective analysis of resuscitation episodes
would definitely ease debriefing and research analyses that otherwise
would require a labor intensive contribution of expert clinicians.
4.2.3 J23: Multimodal algorithms for the classification
of circulation states during out-of-hospital cardiac
arrest
This study introduced the first multi-class classifier to discriminate
between TPEA, PPEA and PR. This study was possible because we
gained access to an OHCA dataset with concurrent recordings of the
typical monitor/defibrillator signals and the continuous IBP signal,
allowing a reliable ground truth annotation into TPEA, PPEA and PR.
Moreover, it was independent from the signals used by the proposed
algorithm.
The source of the data was a randomized OHCA clinical trial that
investigated the hemodynamics of patients during OHCA. Data were
recorded between 2015 and 2017 by the air ambulance deparment
of the Oslo Emergency Medical System. A total of 210 patients were
included, from whom four signals were concurrently recorded using
the Lifepak 15 (Stryker Ltd.) monitor/defibrillator. A total of 60
patients were eligible for the study, resulting in 2506 segments of 5 s
(1463 PR, 364 PPEA and 679 TPEA). A clinician and two biomedical
engineers annotated the data using all sources of information: clinical
information, invasive blood pressure (IBP) waveform and cerebral
oximetry when available. During TPEA, IBP showed a nearly flat line
due to the lack of mechanical activity of the heart; small fluctuations
were observed during PPEA, but the blood pressure was not high
enough to maintain spontaneous circulation; during PR, higher
fluctuations and overall higher values were observed. Figure 4.6
shows the waveforms of the ECG, TI and IBP signals for each
class, EtCO2 values were also reported. Systolic, diastolic and pulse
pressures showed different statistical distributions for each class,
which are summarized in Table 4.7.
The proposed algorithms use the ECG, TI and capnography signals.










Table 4.7. Systolic (Sys), diastolic (Dias) and pulse pressure (PP) values for the three groups
considered in this study.
TPEA PPEA PR
Sys (mmHg) 32.5 (24.6-41.7) 40.4 (35.0-49.1) 95.5 (68.9-148.7)
Dias (mmHg) 27.2 (19.5-36.4) 28.1 (25.9-33.7) 51.1 (40.0-75.9)
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Figure 4.6. Examples of segments annotated as true PEA (TPEA), pseudo PEA (PPEA) and
PR. The ECG, the TI and the extracted circulation component (sicc) are used by
the algorithm together with the average EtCO2 associated to each segment. The
invasive blood pressure (IBP) permitted the labeling of the segments in the three
classes. Figure extracted from [5].
circulation component. Assuming that the circulation component
can be modeled as a Fourier series (Equation 2.6), ak[tj] and bk[tj]
were estimated using Kalman smoothing. Some of the obtained
waveforms can be observed in Figure 4.6. Then, a total of 171 features
were extracted from the ECG and TI signals; 36 from the state of the
art for PEA/PR classification, and the rest were designed based on
the stationary wavelet transform and the domain knowledge of the
authors. Then, another feature was extracted from the capnography










A RF classifier was used to perform feature selection and design the
final model. At each iteration, a first RF classifier is trained to measure
the importance of each feature. Then, a second RF classifier is trained
using only the most important N f features. Feature selection was
carried out using only the ECG and TI signals, i.e. the first RF
classifier is trained using the ECG and TI signals and the median
EtCO2 is inserted in the second RF apart from the N f features. This
is based on the prior knowledge on the field, as feature selection
process is sub-optimal, EtCO2 may not be selected by the feature
selection process, but as we proved in J21 it contains information on
the circulation state, which is uncorrelated from that derived from the
ECG and TI. The models were evaluated using 5-fold cross-validation
and the procedure was repeated 100 times in order to estimate the
statistical distributions of the performance metrics. The results for
detailed circulation state classification are summarized in Table 4.8
for different numbers of N f and signal groups. Introducing more
signals and features yielded to better results, providing a UMS and
mean F1 (F1m) of 69.0% and 61.7% respectively for N f = 40.
Another important point of this work was to evaluate the feasibility
of PEA/PR discrimination by grouping TPEA and PPEA together as
PEA. The results are summarized in Table 4.9, two main observations
can be highlighted. First, our algorithm outperformed other methods
described in the state of the art. The key advances in our study were
the use of the Kalman filter to extract the circulation component from
the TI signal, and the extraction of a wide set of features. Second, the
performance of all algorithms was poorer than those reported in the
original publications. We believe that the main reason was the use
Table 4.8. Performance metrics represented as median (IQR) for the three-class classification
problem.
Signals N f SeTPEA SePPEA SePR UMS F1,TPEA F1,PPEA F1,PR F1m
ECG, TI, CO2 10* 70.3 (4.8) 50.4 (5.5) 78.4 (2.9) 66.2 (2.8) 67.9 (4.0) 41.1 (4.4) 69.0 (2.7) 59.2 (2.4)
ECG, TI, CO2 20* 73.1 (3.7) 50.9 (4.6) 81.2 (2.4) 68.6 (2.4) 69.3 (2.4) 43.3 (3.3) 70.7 (2.5) 61.2 (1.8)
ECG, TI, CO2 30* 74.4 (3.6) 50.2 (4.2) 82.3 (1.9) 68.8 (2.1) 69.3 (2.9) 44.3 (2.9) 71.1 (2.0) 61.5 (1.6)
ECG, TI, CO2 40* 74.9 (3.7) 49.6 (3.7) 83.2 (1.5) 69.0 (2.1) 69.7 (2.8) 45.1 (3.0) 70.7 (1.7) 61.7 (1.5)
ECG 30 57.5 (4.5) 37.2 (5.5) 80.9 (2.7) 58.6 (2.6) 57.1 (2.8) 35.7 (4.4) 68.9 (1.9) 53.8 (2.2)
ECG, TI 30 71.8 (3.4) 47.7 (5.6) 81.5 (2.1) 66.9 (2.6) 65.8 (2.5) 42.9 (4.1) 70.8 (2.3) 59.8 (2.1)










of an independent signal for pulse annotations, since most previous
studies relied on the observation of the ECG and the TI. The IBP
provided an objective measure of circulation and permitted creating
a wide database removing annotator biases, and the bias introduced
by using the same signals to annotate the dataset and develop the
models.
Table 4.9. Performance metrics represented as median (interquartile range) for the two-class
classification problem.
Signals N f SePEA SePR UMS F1,PEA F1,PR F1m AUC
Risdal et al. [1] ECG, TI 17 78.8 (2.7) 78.0 (3.1) 78.3 (2.2) 74.0 (1.8) 64.9 (2.0) 69.4 (1.7) 0.84 (0.02)
Risdal et al. [1] ECG, TI 12 80.1 (3.2) 77.6 (2.2) 78.6 (2.2) 74.6 (2.3) 65.1 (2.0) 69.7 (1.8) 0.84 (0.02)
Alonso et al. [7] ECG, TI 6 68.8 (1.7) 77.3 (1.4) 73.1 (1.4) 67.7 (1.3) 65.7 (1.9) 66.7 (1.4) 0.84 (0.02)
Elola et al. [2] ECG 9 77.9 (2.2) 80.2 (2.6) 78.9 (1.6) 74.6 (1.2) 67.9 (1.8) 71.2 (1.5) 0.84 (0.01)
Elola et al. [4] ECG, TI, CO2 10 79.9 (2.2) 81.1 (2.2) 80.4 (1.9) 77.0 (2.0) 79.4 (2.0) 73.0 (1.7) 0.87 (0.01)
This study ECG, TI, CO2 10* 83.1 (3.0) 79.8 (2.8) 81.5 (1.8) 78.8 (2.5) 70.0 (2.9) 74.5 (1.9) 0.87 (0.02)
This study ECG, TI, CO2 20* 84.5 (2.5) 80.3 (2.3) 82.4 (1.7) 80.1 (1.7) 70.3 (2.5) 75.3 (1.5) 0.88 (0.01)
This study ECG, TI, CO2 30* 85.6 (2.4) 81.3 (2.0) 83.2 (1.9) 80.6 (1.7) 70.4 (2.5) 75.6 (1.8) 0.89 (0.01)
This study ECG, TI, CO2 40* 86.0 (2.1) 81.8 (2.1) 83.9 (1.7) 81.2 (1.7) 71.0 (2.6) 76.2 (1.8) 0.89 (0.01)
This study ECG 30 76.4 (2.6) 80.4 (4.0) 78.4 (2.2) 74.4 (1.8) 68.5 (2.1) 71.4 (1.6) 0.85 (0.01)
This study ECG, TI 30 85.9 (2.2) 80.5 (2.3) 83.1 (1.8) 80.6 (1.5) 70.3 (2.7) 75.5 (1.8) 0.88 (0.01)
* The final model included N f + 1 features (MEtCO2)
4.3 Results related to objective 3
On the last objective of the thesis one journal manuscript (J31) and
two conferences [129, 128] were published.
4.3.1 J31: Towards the Prediction of Rearrest during Out-of-
Hospital Cardiac Arrest
The aim of this study was to predict a re-arrest event, i.e. a pre-
hospital cardiac arrest after patient had achieved ROSC before getting
to the emergency department. The data were a subset of a large
OHCA episode collection gathered in Dallas-Fort Worth area by
the DFW center for resuscitation research (UTSW, Dallas, USA).
Every episode was recorded using the Philips HeartStart MRx device,
which acquired the ECG used by the algorithms. A total of 162
patients were considered for the study (55 with re-arrest), and the
episodes were annotated using the available clinical information










patient at hospital arrival). Figure 4.7 shows an example of a re-arrest
patient. The instant of ROSC was extracted from the available clinical
information and time to re-arrest (tRA) was manually annotated.
Those patients with tRA < 12 min were considered re-arrest patients
(RA group, positive class), while patients without any re-arrest or
tRA > 12 min were considered patients without re-arrest (NoRA
group, negative class). Usually, the patient is transported to the
hospital after the first ROSC and the average transportation times
are under 12 min, that is why we chose that threshold.
Using an analysis window of length tw right after the first ROSC
a total of 21 features were extracted from the ECG, 17 based on
HRV metrics and 4 based on signal characteristics (summarized in
Table 4.10). Features were combined using a RF classifier and feature
selection was made using the same procedure as in [5]. For the
evaluation, 5-fold cross-validation was applied 100 times to estimate
the statistical distributions of the performance metrics.
First, each feature was evaluated individually by applying the same
cross-validation scheme and training a logistic regression classifier
with each feature. Table 4.11 shows the distributions for both groups
using the whole dataset and the cross-validated performance metrics.
Results are shown for tw = 1 min and tw = 2 min and only the best 10
ROSC Re-arrest
Spontaneous pulse Pulse lost
Spontaneous pulse
Figure 4.7. OHCA episode where the instant of ROSC is associated to the pulse generating
rhythm (green), and re-arrest (RA) occurs tRA later when the rhythm degenerates
into a pulseless activity and asystole (red). The segment of analysis is noted with










Table 4.10. Overview of the computed features.
Time-domain HRV features Non-linear HRV features
v1 : Mean RR v14 : SD12
v2 : Standard deviation RR v15 : SD22
v3 : RMSSD v16 : SD12/SD22
v4 : Coefficient of variation v17 : Sample entropy
v5 : nNN50 Signal-level features
v6 : Interquartile range RR v18 : Centroid frequency
Frequency-domain HRV features v19 : Signal amplitude
v7 : LF absolute power v20 : Relative QRS power
v8 : LF relative power v21 : Standard deviation of QRS width
v9 : HF absolute power
v10 : HF relative power
v11 : LF/HF power
v12 : LF peak frequency
v13 : HF peak frequency
features were considered to depict the table. In general, RA patients
showed more variable (higher variances and wider Poincaré plots)
and regular/predictable (lower entropy) RR series.
Table 4.11. Distributions of the values for the top 10 features, represented as median (IQR)
for each class, and their median area under receiver operating characteristics
curve (AUROC) and area under precision–recall curve (AUPRC) values. Results
for tw = 1 min and tw = 2 min are shown.
tw = 1 min tw = 2 min
Feature NoRA RA AUROC AUPRC Feature NoRA RA AUROC AUPRC
v15 0.01 (0.02) 0.03 (0.10) 65.0 50.3 v2 0.08 (0.12) 0.21 (0.37) 66.2 50.1
v2 0.07 (0.10) 0.15 (0.25) 64.9 50.2 v4 0.16 (0.19) 0.29 (0.40) 65.7 49.4
v7 0.00 (0.00) 0.00 (0.01) 63.3 49.4 v6 0.06 (0.11) 0.14 (0.26) 63.4 48.7
v4 0.14 (0.17) 0.23 (0.24) 64.2 48.9 v17 0.31 (0.45) 0.18 (0.27) 65.5 47.4
v9 0.00 (0.00) 0.01 (0.03) 62.4 47.8 v3 0.57 (0.23) 0.71 (0.49) 63.3 48.4
v14 0.05 (0.06) 0.09 (0.18) 61.9 47.8 v14 0.05 (0.09) 0.11 (0.20) 64.0 47.7
v17 0.35 (0.51) 0.20 (0.30) 65.1 45.9 v15 0.01 (0.02) 0.05 (0.22) 61.7 47.0
v3 0.56 (0.26) 0.68 (0.45) 60.3 48.2 v20 0.38 (0.20) 0.28 (0.22) 64.5 45.4
v1 0.55 (0.24) 0.63 (0.38) 59.3 46.8 v5 216 (81) 180 (104) 61.6 46.6
v5 106 (45) 93 (54) 59.4 45.4 v7 0.00 (0.00) 0.01 (0.03) 60.7 46.4
The results provided by the RF classifier are shown in Table 4.12.










for the positive class. It can be observed that adding features that are
not related to HRV metrics and increasing tw improved the results.
Our best algorithm achieved a Se and Sp of 67.3%, showing that HRV
metrics and ECG waveform characteristics contain information about
re-arrest events.
Table 4.12. Performance metrics for the RF model in median (IQR) using only the HRV
features and using all the features for both interval analyses, tw = 1 min and
tw = 2 min.
tw Se or recall (%) Sp (%) Precision (%) F1 (%) AUROC AUPRC
HRV features
1 min 57.3 (11.8) 75.7 (14.5) 54.5 (9.8) 55.8 (2.8) 65.4 (2.3) 51.2 (2.9)
2 min 61.8 (6.4) 72.9 (6.1) 54.4 (4.6) 57.6 (2.0) 67.3 (2.0) 50.7 (2.7)
All features
1 min 63.6 (15.5) 69.2 (20.6) 51.5 (10.0) 55.4 (3.1) 66.2 (2.2) 52.0 (2.6)
2 min 67.3 (9.1) 67.3 (10.3) 51.4 (5.3) 57.9 (1.7) 69.2 (1.6) 53.1 (3.0)
To the best of our knowledge, this was the first proposal of an
automated method to predict re-arrest events during OHCA. Our
study showed that the ECG contains information about re-arrest
events, but further studies with more data are needed to confirm our
results. Adding more sophisticated features and signals such as the

















5 C O N C LU S I O N S
This chapter summarizes the main contributions of this thesis work.
First, the major findings are highlighted, then the research projects
and grants that made this thesis possible are listed, followed by the
main publications in journals and communications in conferences,
and the chapter is closed with future research directions.
5.1 Main contributions of the thesis
The major aim of this thesis was to discriminate between different
circulation states in OHCA patients. The main contributions can be
summarized as follows:
• Development of PEA/PR classifiers using only the ECG. Machine
learning and deep learning algorithms were explored [2, 3] to
design a universal algorithm that could be integrated in any
monitor/defibrillator as it requires only the ECG.
• Analysis of EtCO2 for PEA/PR classification. The added value of
the capnogram for PEA/PR classification was also analyzed,
and it was demonstrated that EtCO2 can improve ROSC
detection algorithms when combined with the ECG and the
TI [4].
• Retrospective analysis of resuscitation episodes. Based on PEA/PR
discrimination algorithms, a method to automatically identify
ROSC/noROSC patients was developed [4, 130], with the
purpose of being integrated in the software tools for











• Classification of TPEA/PPEA/PR. The feasibility of discriminating
different circulation states was demonstrated, going beyond
simplistic PEA/PR discrimination towards a three-class
classifier using signals routinely acquired during OHCA [5].
• Prediction of re-arrest events. The last important contribution of
this thesis was to propose the first automated method to predict
re-arrest events just using the 2-min ECG segments from the
ROSC onset.
5.2 Financial support
This thesis work was mainly supported by a pre-doctoral grant
(P1). Other research projects funded by local or national institutions
were also important to develop the thesis (P2, P3, P4, P5, P6 and P7).
P1 Ayuda para la formación
de personal investigador. (PRE_2017_1_0112, PRE_2018_2_0260,
PRE_2019_2_0100, PRE_2020_2_0209)
Basque Government Department of Education, Universities and
Research
2017 - 2020
P2 BioRes (Biomedical Engineering and Resuscitation) (IT1229-19)
Basque Government Department of Education, Universities and
Research
January 2019 – December 2022 (97000e)
P3 BioRes (Biomedical Engineering and Resuscitation) (GIU17/31)
University of the Basque Country
February 2018 – February 2021 (15000e)
P4 Determinación de valores de oximetría cerebral para la predicción
de los resultados de intervención en pacientes en parada
cardiorrespiratoria. (SAN19/01, SAN18/10, SAN17/12)
Health department of the Basque Government










P5 Procesado multimodal de señal y aprendizaje automático para
la mejora del tratamiento de la parada cardiorrespiratoria
extrahospitalaria. (RTI2018-101475-BI00)
Spanish ministry of Economy and Competitiveness
January 2019 – December 2021 (96000e)
P6 Hacia la monitorización de la resucitación cardiopulmonar orientada
a la respuesta del paciente. (UPV/EHU 16/18)
University of the Basque Country
January 2017 – December 2018 (11392e)
P7 Hacia la monitorización inteligente en el entorno de la resucitación
cardiopulmonar. (TEC2015-64678-R)
Spanish ministry of Economy and Competitiveness
January 2016 – December 2018 (99825e)
5.3 Publications
By the end of the thesis, many contributions were made to the
scientific community (formally listed in sections 5.3.1 and 5.3.2):
• Two long papers in journals listed in the JCR Science Edition
(A2 and A3) and three communications in national and
international conferences (C3, C4 and C6) related to the first
objective of the thesis.
• Three long papers listed in the JCR Science Edition (A1, A4
and A6) and four communications in national and international
conferences (C1, C2, C7 and C9) related to the second objective
of the thesis.
• One long paper in a journal listed in the JCR Science Edition
(A5) and two communications in national and international











5.3.1 Journals indexed in the JCR science edition
A1 Feasibility of the capnogram to monitor ventilation rate during
cardiopulmonary resuscitation.
Elisabete Aramendi, Andoni Elola, Erik Alonso, Unai Irusta,
Mohamud Daya, James K. Rusell, Pia Hubner, Fritz Sterz
Resuscitation 2017 (IF: 5.863, 1/26)
A2 ECG-based pulse detection during cardiac arrest using random forest
classifier.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Javier Del Ser,
Erik Alonso, Mohamud Daya
Medical and Biological Engineering and Computing 2018 (IF:
2.039, 23/59)
A3 Deep neural networks for ECG-based pulse detection during out-of-
hospital cardiac arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Artzai Picón,
Erik Alonso, Pamela Owens, Ahamed Idris
Entropy 2019 (IF:2.494, 33/85)
A4 Capnography: A support tool for the detection of return of spontaneous
circulation in out-of-hospital cardiac arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Erik Alonso,
Yuanzheng Lu, Mary Chang, Pamela Owens, Ahamed Idris
Resuscitation 2019 (IF:4.215, 2/31)
A5 Towards the Prediction of Rearrest during Out-of-Hospital Cardiac
Arrest.
Andoni Elola, Elisabete Aramendi, Enrique Rueda, Unai Irusta,
Henry Wang, Ahamed Idris
Entropy 2020 (IF:2.494, 33/85)
A6 Multimodal algorithms for the classification of circulation states
during out-of-hospital cardiac arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Per Olav Berve,
Lars Wik











5.3.2 National and international conferences
C1 Potencial de la señal de capnografía para la detección de pulso durante
la resucitación cardiopulmonar.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Inés Álvarez,
Erik Alonso
CASEIB (Congreso Anual de la Sociedad Española de
Ingeniería Biomédica) 2017
C2 ECG characteristics of pulseless electrical activity associated with
return of spontaneous circulation in out-of-hospital cardiac arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Erik Alonso,
Pamela Owens, Mary Chang, Ahamed Idris
ERC conference 2018
C3 Deep learning for pulse detection in out-of-hospital cardiac arrest
using the ECG.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Artzai Picón,
Erik Alonso, Pamela Owens, Ahamed Idris
Computing in Cardiology Conference 2018
C4 Arquitecturas de aprendizaje profundo para la detección de pulso en
la parada cardiaca extrahospitalaria utilizando el ECG.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Artzai Picón,
Erik Alonso
CASEIB (Congreso Anual de la Sociedad Española de
Ingeniería Biomédica) 2018
C5 Anaálisis de la Variabilidad del Ritmo Cardiaco para la Prediccioón
de la Parada Cardiaca Extrahospitalaria Recurrente.
Andoni Elola, Enrique Rueda, Naroa Amezaga, Elisabete
Aramendi, Unai Irusta
CASEIB (Congreso Anual de la Sociedad Española de
Ingeniería Biomédica) 2019
C6 Convolutional Recurrent Neural Networks to Characterize the
Circulation Component in the Thoracic Impedance during Out-of-
Hospital Cardiac Arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Artzai Picón,










EMBC (Annual International Conference of the IEEE
Engineering in Medicine and Biology Society) 2019
C7 Using the Thoracic Impedance to Predict Measures From Invasive
Arterial Blood Pressure in Out-Of-Hospital Cardiac Arrest.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Per Olav Berve,
Fredrik Arnwald, Lars Wik, Fred Chapman
AHA ReSS (American Heart Association’s Resuscitation Science
Symposium) 2019
C8 Machine Learning Techniques to Predict Cardiac Re-Arrest in Out-
Of-Hospital Setting.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Naroa
Amezaga, Jon Urteaga, Pamela Owens, Ahamed Idris
AHA ReSS (American Heart Association’s Resuscitation Science
Symposium) 2019
C9 Automated Detection of Patients with Return of Spontaneous
Circulation in the Retrospective Analysis of Resuscitation Episodes.
Andoni Elola, Elisabete Aramendi, Unai Irusta, Henry Wang,
Ahamed Idris
AHA ReSS (American Heart Association’s Resuscitation Science
Symposium) 2020
5.4 Future lines of research
This thesis has contributed to move forward the field of
hemodynamical monitoring of the patient during OHCA, with
important contributions that have shown both the power and the
potential of signal processing and machine learning techniques to
improve OHCA treatment. New challenging research questions have
arisen in the way, which very much deserve the attention of the
scientific community:
• Deep learning algorithms showed great power in the
discrimination of PR from PEA using only the ECG or using
only the TI [3, 126]. However, the combination of both was not
tested, which can further improve the results and lead to more











• We showed that signals acquired routinely during OHCA
contain information about different PEA states. However, the
studies were conducted using the IBP signal as reference.
It should be further explored if results are consistent when
other reliable sources of pulsatility are used; using the
echocardiography as gold standard or the outcome of the
patient.
• The algorithms designed in this thesis work during chest
compression pauses. However, investigating the possibility
of detecting different circulation states during ongoing chest
compressions is a promising future research line. Although it
is a more challenging task, it would contribute to reduce chest
compression pauses and hence, increase survival rates.
• The ECG signal showed important information to predict re-
arrest events, but including additional sources of information
like TI or capnography should improve the proposed predictive
model. Methods based on deep neural networks could be
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Abstract
Sudden cardiac arrest is one of the leading causes of death in the industrialized world. Pulse detection is essential for the
recognition of the arrest and the recognition of return of spontaneous circulation during therapy, and it is therefore crucial for
the survival of the patient. This paper introduces the first method based exclusively on the ECG for the automatic detection
of pulse during cardiopulmonary resuscitation. Random forest classifier is used to efficiently combine up to nine features
from the time, frequency, slope, and regularity analysis of the ECG. Data from 191 cardiac arrest patients was used, and 1177
ECG segments were processed, 796 with pulse and 381 without pulse. A leave-one-patient out cross validation approach was
used to train and test the algorithm. The statistical distributions of sensitivity (SE) and specificity (SP) for pulse detection
were estimated using 500 patient-wise bootstrap partitions. The mean (std) SE/SP for nine-feature classifier was 88.4 (1.8)
%/89.7 (1.4) %, respectively. The designed algorithm only requires 4-s-long ECG segments and could be integrated in any
commercial automated external defibrillator. The method permits to detect the presence of pulse accurately, minimizing
interruptions in cardiopulmonary resuscitation therapy, and could contribute to improve survival from cardiac arrest.
Keywords Pulse detection · Cardiac arrest · Random forest · Pulseless electrical activity · Pulsed rhythm
1 Introduction
Early intervention is key for the survival of out-of-hospital
cardiac arrest (OHCA) patients. Survival rates decrease by
7–10% every minute defibrillation is delayed [19], although
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the decrease can be ameliorated if cardiopulmonary
resuscitation (CPR) is provided [34]. The automated
external defibrillator (AED) has universalized access to
electrical therapy in OHCA scenarios. Besides therapy, two
key factors can contribute to improve survival: recognition
of the arrest (absence of pulse) and recognition of return of
spontaneous circulation (effective pulse) during therapy [30,
37]. Both factors require efficient methods to detect pulse in
the arrested patient.
The defibrillation therapy is combined with cardiopul-
monary resuscitation treatment, based on chest compres-
sions and ventilations, to treat a patient in OHCA. As a
response, the patient will transient through different cardiac
rhythms, evolving from rhythms with no perfusion to the
return of spontaneous circulation in a successful outcome.
In hemodynamically stable patients beats are effective and
associated with a perfusing rhythm. In contrast, the main
challenge of detecting pulse during cardiopulmonary resus-
citation relies on discriminating organized ECG with pulsed
rhythm (PR) from organized ECG with electrical func-
tion dissociated from the mechanical function. In the latter,
the cardiac contractions may not be effective for adequate
blood pumping and no clinical pulse is palpable, which is
classified as pulseless electrical activity (PEA).
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The latest Resuscitation Guidelines of the European
Resuscitation Council stress the need of accurate pulse
detection methods in the context of cardiac arrest to improve
survival rates [32]. Pulse detection remains a challenge
for both lay rescuers and healthcare professionals [10,
23, 33], and although many studies recently published in
reputed scientific journals addressed automatic solutions
[1, 6, 28, 35, 36], pulse detection during cardiac arrest
is still a truly unsolved problem [3]. When advanced
monitoring is feasible, other signals such as capnography,
pulsioximetry, or even cerebral oximetry can be used to
effectively detect pulse. The AED, which is designed to be
used by non-clinical staff, only records the ECG and the
thoracic impedance signals acquired by the defibrillation
pads. Conceiving a method that can detect pulse once
the AED has detected the presence of a rhythm with
QRS complexes would permit introducing pulse detection
functionally in AEDs.
Methods based on the processing of the ECG signal
acquired by the defibrillation pads of AEDs have been used
to design shock advice algorithms [12, 16], classify cardiac
arrest rhythms [26], predict rhythm transitions [2], or predict
shock outcome [7, 22]. Nevertheless, cardiac arrest rhythms
are far from the typical rhythms of hemodynamically stable
subjects; rapid rhythm transitions, aberrant QRS complexes,
and non stationary signals are characteristic of cardiac arrest
rhythms with discernible QRS complexes. All those aspects
make very challenging a proper characterization of the ECG
during cardiac arrest for automatic decision algorithms.
Most computer methods for pulse detection during
cardiac arrest are based on information derived from the
thoracic impedance, because effective heartbeats produce
measurable fluctuations in the impedance waveform [25].
In fact, Losert et al. defined a set of nine characteristic
impedance features and combined them in a neural network
classifier to detect effective circulation [20]. Cromie et al.
and Navarro et al. used spectral analysis of the derivative
of the impedance to recognize cardiac arrest in animals
[9] and humans [8, 21]. The first pulse detection method
to apply ECG-based QRS detection to extract ECG and
impedance features was described by Risdal et al. and used
neural networks in the classification stage [28]. Ruiz et
al. and Alonso et al. followed on this idea and developed
adaptive filters to estimate the circulatory component in the
impedance using QRS detections from the ECG [1, 31], and
Alonso et al. designed a full ECG- and impedance-based
pulse detector using a logistic regression classifier [1].
Unfortunately, for many AEDs, the integration of such
algorithms is unfeasible. Currently, most AEDs only
measure the impedance at well-defined instants to ensure
the defibrillation pads are well attached and to adjust
the energy of the defibrillation discharge. The circulatory
component in the impedance has very small amplitudes
(less than 100 m) [1], and its characterization requires
high amplitude resolutions and continuous recordings with
sampling frequencies above 20 Hz. These characteristics
are not present in the impedance circuitry of most
current AEDs. Although some computer methods use a
combination of ECG and impedance to detect pulse [1, 28],
the potential of an ECG-only solution is still unexplored.
Since ECG recording is a prerequisite for rhythm analysis,
availability of such a solution would mean that computer-
based pulse detection could be incorporated to any AED.
In this paper, we propose a pulse detector based
exclusively on the ECG, for universal use in AEDs. New
ECG features for pulse detection are implemented, in
combination with features proposed by other authors. All
features are then fed to a state-of-the-art random forest (RF)
classifier to obtain an accurate pulse detection method.
2Methods
2.1 Datamaterials
The dataset used in this study was a subset of a large OHCA
registry maintained by the Tualatin Valley Fire & Rescue
(Tigard, OR, USA). Biomedical signals were recorded
from patients in OHCA using the Philips HeartStart MRx
monitor/defibrillator. The digitized ECG was acquired with
a sampling frequency of fs = 250 Hz, with a resolution
of 1.03 μV per least significant bit, and a bandwidth of 0–
50 Hz. ECG segments corresponding to organized rhythms,
free of artefacts, and with a minimum duration of 5 s were
extracted from the original episodes. Three expert reviewers
made the extraction and labeled the segments as PEA or
PR with an inter-rater agreement, Kappa score, of κ = 0.92.
The annotation criteria were based on the capnogram and on
extensive clinical information available from pre-hospital
records. Further details on the annotation process and the
criteria can be found in Alonso et al. [1]. A total of 191
OHCA patients were included and 1177 ECG segments
were extracted, 381 PEA with a median (IQR, inter-quartile
range) duration of 9.6 (7.0–13.6) s and 796 PR with a
median duration of 7.9 (6.4–10.9) s. In this study, we only
considered the first 4 s of those segments. Figure 1 shows
two characteristic PEA and PR examples, and as observed in
the figure, heart rates are higher in PR and QRS complexes
are wider and more aberrant in PEA.
2.2 Signal processing and feature extraction
ECG signal segments were processed to extract D
classification features, resulting in a binary-labeled dataset
{Vk, yk}Kk=1, with Vk = [v1k, v2k, . . . , vDk] the feature
vector of the kth ECG segment, and yk={PEA:0, PR:1} its
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Fig. 1 Examples of ECG
segments used in the study. PR
segments (left) have higher rates
and narrower QRS complexes
than PEA segments (right).
Black dashed lines depict
automatically detected R instants
binary label, K is the number of ECG segments in the
dataset. In this paper, the ECG is denoted by x[n] and N
is its length in samples. The time instants of the j th QRS
complex of the segment are denoted as qj (onset), rj (peak),
and sj (offset).
The ECG segments were processed with a typical AED
bandpass filter (0.5–30 Hz) to remove baseline oscillations
and high-frequency noise. This bandwidth reproduces the
effect of the defibrillation pads used to acquire the ECG,
which have much larger surfaces (around 100 cm2) than
standard ECG leads. Although restrictive, the use of such
ECG bandwidths is inevitable in AEDs and still permits the
development of very accurate diagnostic algorithms, as it
has been widely reported [1, 12, 27, 28]. For the detection
of QRS complexes, an algorithm based on a peak detector
was used, inspired by the detector proposed by Hamilton
and Tompinks [14]. First, the squared first difference of the
signal was computed as follows:
d1[n] = (x[n] − x[n − 1])2, (1)
and then d2[n] was obtained by filtering d1[n] with a
moving averaging filter of 125 ms. Peaks were detected on
d2[n] using an amplitude threshold and a refractory period
of 300 ms. The amplitude threshold was set to 50% of the
98th amplitude percentile of the 4-s ECG segment. Each rj
was located at the highest/lowest peak near to the marks. For
the detection of the onset and offset instants of each QRS
complex, a threshold-based detector was used in slope and
amplitude. Detected R instants are depicted in Fig. 1 with
black dashed lines.
The features proposed to discriminate PEA from
PR quantify heart rate, amplitude, and QRS complex
characteristics distinctive of effective heartbeats. Features
were grouped into those derived from detected QRS
complexes, the slope domain, the spectral analysis, and the
complexity of the ECG. Visualization of the intermediate
signals and the behavior of each feature can be found in
Supplementary Materials.
QRS-based features
The first three features, [v1–v3], were computed on the basis
of the detected QRS instants. Features v1 and v3 quantify
the rates and amplitudes, which are higher and more stable
in PRs, because they correspond to a later dynamic state in
the transition to return of spontaneous circulation. Feature
v2 is associated with the duration and morphology of QRS
complexes and is larger in PEA since PEA presents more
aberrant QRS complexes [24]. For each ECG segment,
inter-beat intervals were computed as rrj = rj+1 − rj for
j = 1, .., L − 1, where L is the number of QRS complexes
detected in the segment. The first feature was:
v1(s) = rrj , (2)
where rrj stands for the mean rr interval.
Risdal et al. [28] proposed the signal length (sl) based
on the real cepstrum of the QRS complex for PEA/PR
classification based on QRS morphology. We modified
Risdal et al.’s method and computed the real cepstrum of
beat j in a 0.3-s interval centered around the rj instant, and
then normalized it by the maximum ECG excursion in the
interval. The normalized cepstrum Cj [n] was then used to









v2 = s̃lj , (4)
where s̃lj stands for the median of slj , and w[n] is a non-
decreasing weighting function in the shape of a Tuckey
window.
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Feature v3 was the median amplitude of the QRS
complexes (Aj ) in the Q-S interval, normalized by QRS
complex duration (qsj = sj − qj ):
Aj = max{x[n]} − min{x[n]}
qsj






= Ãj , (6)
where Ts = 1/fs .
Slope domain features
Larger slopes in the ECG are associated with shorter and
better conduction pathways characteristic of PR. PEA is
frequently associated with dysfunctional conduction, which
produces wider and more aberrant QRS complexes, and
therefore smaller slopes. Features v4–v6 were computed
based on the first difference of the signal (x[n] = x[n] −
x[n − 1]) and d2[n] (obtained for QRS detection). Features
v4 and v5 were the mean and standard deviation of |x[n]|,
respectively. The last feature of the slope domain was the
kurtosis of d2[n], v6.
Spectral features
Spectral features quantify how energy is distributed in
the harmonic components of the heart rate. The waveform
of PR is linked to higher rates and more periodic signals
(more harmonics) in contrast to slower, more aberrant and
irregular waveform typical in PEA. Feature v7 was the
amplitude spectrum area (AMSA), the sum of the spectral
amplitudes of the ECG weighted by their frequency [29].
AMSA was computed as described in [29] based on the
spectral amplitudes Ai(fi) at frequency fi using a NF =
4096 point FFT of the Tuckey windowed ECG segment:
v7(mV · Hz) =
∑
i
Ai · fi, 2 < fi(Hz) < 30. (7)
Feature v8 was the energy of the ECG segment at
frequencies higher than 17.5 Hz, in line with Jekova et al.
[17] that limits the bandwidth for organized rhythms:
v8(mV




A2i , 17.5 < fi < 30. (8)
Measure of signal regularity
Fuzzy entropy (FuzzEn), v9, as defined in [7] was proposed
to quantify the regularity of the signal. When applied to
our data, it shows lower values for PEA indicating a more
predictable waveform. This is caused by the very low rates
of PEA with very long intervals with isoelectric content
between beats. PR have more beats and much less isoelectric
content presenting a less predictable waveform and larger
values of FuzzEn. To compute v9, the ECG was resampled
to 100 Hz and m = 2 was used, with an exponential function
of width r = 1 and gradient n = 0.1.
2.3 RF classifier
Features were fed to a RF classifier, because these classifiers
present good accuracy, controlled output variance, and low
probability to overfit [5]. The learning method relies on
the bagging concept, by which T weak learners (in this
case, decision trees) are trained over subsets drawn with
replacement from the training set and their outputs voted to
produce a predictive estimate of the model. This procedure
has been shown to decrease the variance of the model
without increasing its bias, as the weak tree learners are
fed with different training sets that consequently decorrelate
their structure and provide diversity to the ensemble. A
T -sized random forest model is grown as follows:
1. For every tree t ∈ {1, . . . , T }, a bootstrap of
M ′ instances is drawn uniformly at random with
replacement from the original set of M training
instances. These instances will constitute the training
set for growing tree t . In this study, M ′ = 2/3M and
T = 150 were used.
2. During training, only D′ < D features are considered
at each node of every tree. The best split at the node is
decided using D′ = √D features selected at random
from the D available features [13].
3. Every new test instance (ECG segment) is run down all
T trees of the forest producing T predictions for the test
instance. The RF classifier aggregates those predictions
through voting to produce the classifier’s prediction.
A byproduct of training RF ensembles is w(d) ∈ [0, 1],
a quantitative measure of the relative predictive importance
of feature d . To compute the importance of feature d,
the values of the feature are permuted among the training
data, and the average variation of the out of bag error is
computed. If the errors are large, the feature is important
for classification. The process is repeated for all features,
and w(d) is obtained normalizing by the largest average
variation to produce 0 < w(d) ≤ 1. In this work, w(d) was
used to rank and select features.
2.4 Statistical analysis and performancemetrics
The RF classifier was evaluated in terms of typical measures
for two class problems: sensitivity (Se; for PR), specificity
(Sp; for PEA), accuracy (Acc), and positive and negative
predictive values (PPV and NPV, respectively). A leave-
one-patient out cross validation (LOPOCV) procedure was
used to obtain the predicted labels for each patient. The
statistical distributions of the performance metrics were
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Table 1 Median values (25–75 percentiles) of every feature for the
PEA and PR segments
Feature PEA PR AUC
v1 1.36 (0.99–1.83) 0.61 (0.51–0.79) 0.89
v2 0.83 (0.50–1.00) 0.38 (0.31–0.49) 0.83
v3 6.52 (4.10–10.11) 16.24 (11.51–21.26) 0.85
v4 0.78 (0.50–1.16)×10−2 2.28 (1.77–3.11)×10−2 0.91
v5 1.85 (1.14–2.63)×10−2 4.80 (3.60–6.30)×10−2 0.90
v6 2.56 (2.09–3.28) 1.43 (1.16–1.87) 0.85
v7 13.22 (7.85–19.47) 36.08 (26.69–46.92) 0.89
v8 7.45 (2.57–31.48) 197.21 (68.38–390.77) 0.92
v9 0.19 (0.15–0.27) 0.36 (0.27–0.43) 0.81
The median values were significantly different for all features (p <
0.05, Mann-Whitney U test). The last column shows the AUC for each
individual feature, calculated using the whole dataset
estimated using bootstrapping. Five hundred patient-wise
bootstrap subsets were created by randomly selecting 2/3 of
the patients without replacement.
Several experiments were conducted to characterize the
RF classifier. First a RF classifier based on all the computed
features (v1–v9) was designed. Then, features were ranked
according to importance w(d) and RF classifiers with
different feature subsets were trained. The feature subsets
were constructed by sequentially adding features ranked
by importance for each training set, thus avoiding leakage
between the training and test sets in the LOPOCV.
Finally, the performance of the proposed RF classifier
was compared to a set of state-of-the-art classifiers.
3 Results
All features showed significant differences between PR
and PEA segments. Their median (IQR) values for all the
PEA and PR segments of the dataset are compared in
Table 1. The table also shows the results of the receiver
operating characteristic (ROC) curve analysis considering
each feature individually. Data are reported in terms of
area under the curve (AUC), to measure the feature’s
discriminative power. For all the features, the AUC values
were higher than 0.8, and three of them (v4, v5, and v8)
showed an AUC higher than 0.9.
Figure 2 shows how features were ranked in the RF
models that included all features (D = 9). Specifically, it
shows the 90th percentile of w(d) over 191 folds. The figure
shows that the most important features were v8, v9, and v1.
It also indicates how features were subsequently added in
most cases.
Fig. 2 Feature ranking in the RF models according to the 90th
percentile of normalized feature importance (w(d)) among 191 folds.
The most important features were v8, v9, and v1
The analysis of the RF training showed that in more than
90% of the folds, v8, v9, and v1 were the most important
features. The first one was computed in the frequency
domain, and presents higher values for PR, reflecting that
the power content of the high frequencies is larger for PRs
than for PEAs. This feature includes the effect of both,
the higher heart rate and the narrower QRS complexes of
PR, which imply broader spectra. The heart rate, quantified
by v1, shows a good AUC, but it was not of the highest
importance in the RF. Other features contribute to correctly
classify high-rate PEA and low-rate PR, as shown by the
cases (c) and (d) in Fig. 4. The selection of FuzzEn (v9)
shows that regularity is also important for pulse detection;
although entropy features have been applied to other ECG
applications [7], it is the first time that FuzzEn is used
for pulse detection. In our study, the PEA showed more
isoelectric content than PR. In PR, more beats and more
variability of the ECG within the 4-s observation interval
are shown; this was quantified as less regular by FuzzEn.
Panel b of Fig. 1 shows a PEA with two equal beats and a
long isoelectric line (v9 = 0.08). However, the PR of panel
a with six beats showed more variability between beats in
amplitude, waveform, and inter-beat interval (v9 = 0.37).
Consequently, FuzzEn as measured by feature v9 is lower
for PEA class. Our results indicate that a multi-domain
approach is needed to capture all the subtle ECG waveform
variations that differentiate PR from PEA. Features strongly
dependent on accurate QRS detection and precise R-peak
location, such as v2 and v3, are strongly affected by
the difficulties of such detections on PEA rhythms, as
evidenced by the example (d) in Fig. 1. This partly explains
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Table 2 Bootstrapped estimates of the performance metrics for the RF
classifiers using different numbers of features. Results are shown as
mean (std)
Features Se Sp PPV NPV Acc
2:{v8, v9} 83.3 (2.1) 83.9 (1.8) 91.5 (1.3) 70.6 (3.9) 83.5 (1.5)
3:{. . . , v1} 87.2 (1.8) 87.1 (1.7) 93.4 (1.1) 76.4 (3.1) 87.2 (1.3)
4:{. . . , v7} 86.5 (1.8) 87.5 (1.7) 93.5 (1.1) 75.5 (3.3) 86.8 (1.3)
5:{. . . , v4} 86.5 (1.8) 86.9 (1.8) 93.2 (1.2) 75.4 (3.4) 86.6 (1.4)
6:{. . . , v5} 86.4 (1.8) 88.0 (1.8) 93.8 (1.1) 75.5 (3.1) 86.9 (1.3)
7:{. . . , v6} 87.3 (1.8) 88.5 (1.9) 94.1 (1.2) 76.7 (3.1) 87.7 (1.3)
8:{. . . , v2} 88.4 (1.8) 88.7 (1.5) 94.1 (1.0) 78.7 (3.1) 88.5 (1.3)
9:{. . . , v3} 88.4 (1.8) 89.7 (1.4) 94.6 (0.9) 79.1 (2.9) 88.9 (1.2)
why those features were ranked low in importance by the
RF classifier.
To better understand the correlation between features,
the correlation matrix, |R|, is next given. As shown in |R|,
the three most important features (v8, v9, and v1) show
low correlation between them (r = 0.15–0.3), and they
were selected by the RF classifier in most of the cases as
shown in Fig. 2. Features v3, v4, v5, and v7 showed high
discriminative power (AUC > 0.85), but they correlate with
feature v8 (r = 0.68-0.81) so they were not so important for
the RF classifier. Finally, v2 and v6 were the least important
and the latest showed a correlation coefficient of r = 0.75
with v1. Nevertheless, all the features are required to obtain
the best performance (88.9%) that was achieved with D =
9, as shown in Table 2.
The bootstrapped estimates of the performance metrics
for the RF classifiers based on different numbers of features
are reported in Table 2. Our results show that the highest
accuracy (88.9%) was obtained for the full feature set. A
solution based on fewer features might be acceptable, for
instance, the accuracy was 86.8% using only three features.
Reducing the number of features may be a requirement if the
algorithm needs to be implemented in a hardware platform
with very limited processing power.
In addition, Fig. 3 shows the mean out-of-bag classifica-
tion errors among 191 folds for different design parameters
of the RF classifier, i.e., the number of bagged trees (T ) and
Fig. 3 Mean out-of-bag error for different design parameters: number
of trees (T ) and number of features per node (D′)
the number of features per node (D′). The figure shows that
our preliminary design choices were good and that errors
stabilize for T > 100 and for D′ ≈ √D. As shown in the
figure, these parameters were not critical in the design of the
classifier and were therefore not optimized.
Figure 4 depicts six ECG segment examples to illustrate
the algorithm’s performance. The figure shows that the
algorithm correctly identifies pulse, under very different
rate and QRS morphology conditions. A few borderline
cases were missclassified, as the cases c and f. Panel c shows
a PR with quite short RR interval and low v1, but wide
QRS complexes which result in low values of v8, since the
high-frequency content of the ECG is smaller than expected
for a PR. Instead, the narrow QRS complexes of the PEA
shown in panel f lead to higher frequency components
which produce a v8 value above what is typical for PEA.
The importance of v8 in the RF classifier explains those
missclassifications.
Finally, the proposed nine-feature classifier (RF algo-
rithm) was compared to the following classifiers: logis-
tic regression (LR), linear discriminant analysis (LDA),
quadratic discriminant analysis (QDA), k-nearest neigh-
bors (k-NN), support vector machine (SVM), and extreme
learning machine (ELM) [13, 15]. Table 3 shows the boot-
strap estimates for Se, Sp, and Acc. The best results were
achieved for RF, followed by a LR classifier.
4 Discussion
This study is framed in the context of cardiopulmonary
resuscitation where detecting the presence of pulse implies
discriminating between PR and PEA rhythms. As a response
to CPR, the patient transients through different cardiac
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Fig. 4 Examples of successful
and unsuccessful classifications
for the algorithm. PR segments
are shown in the left and PEA
segments in the right. There are
important differences in rates
and QRS durations among all
the examples within each class
rhythms, and manual pulse detection to discriminate when
spontaneous circulation was restored has been proven
inaccurate [4, 10, 18, 23, 33]. The non-invasive detection of
pulse in cardiac arrest is a challenging technical problem,
and there is a clear need for accurate computer-based
methods using the signals acquired by defibrillators. This
study introduces, to the best of our knowledge, the first
computer-based pulse detector for cardiac arrest patients
using exclusively the ECG. It could be integrated in any
current commercial defibrillator and could be run whenever
an organized rhythm is detected by the defibrillator.
One of the components of the algorithm is the QRS
complex detector. We have observed that the detection of
the QRS instants is a challenging issue mainly in the more
Table 3 Bootstrapped estimates of the performance metrics for
different classifiers: logistic regression (LR), linear discriminant
analysis (LDA), quadratic discriminant analysis (QDA), k-nearest
neighbors (k-NN), support vector machine (SVM), extreme learning
machine (ELM), and random forest (RF). Results are shown as mean
(std)
Classifier Se (%) Sp (%) Acc (%)
LR 86.5 (1.8) 90.7 (1.6) 88.5 (1.2)
LDA 87.2 (1.9) 87.6 (1.7) 87.4 (1.4)
QDA 79.5 (2.8) 92.8 (1.4) 83.8 (1.9)
k-NN 83.7 (2.1) 91.1 (1.7) 86.1 (1.4)
SVM 83.9 (1.9) 90.0 (1.6) 86.5 (1.3)
ELM 90.1 (1.7) 82.6 (2.3) 86.3 (1.4)
RF 88.4 (1.8) 89.7 (1.4) 88.9 (1.2)
unstable PEA rhythms. When evaluated with our dataset
the QRS detector proposed by Hamilton and Tompkins
[14] showed a Se/PPV of 91.23%/82.42%, well below
the 99.69%/99.77% provided by that algorithm with the
organized rhythms of the MIT-BIH database. Applying the
Hamilton-Tompkins detector to our PEA segments, the PPV
dropped to 68.90%. So we modified the QRS detector to
provide an overall SE/PPV of 89.56%/89.35% with 4-s
segments. A more accurate QRS detector, adjusted to the
unstable organized rhythms observed during cardiac arrest,
increases the accuracy of ECG based methods for pulse
detection. Accurate QRS detection is a challenging issue
still unaddressed for cardiac arrest rhythms.
The overall results for the RF classifier were obtained
applying LOPOCV. The scores estimated using LOPOCV
(Se/Sp of 88.4%/89.7%) are in our opinion the best unbiased
estimates of the performance of the algorithm for new
patients. We tested other patient-wise partitions on the data,
such as training/test validation, but scores were strongly
affected by the selected random partition, accuracies ranged
from 79.3 up to 95.5%. Over 100 repetitions, mean Acc was
89.1%, similar to the Acc obtained with LOPOCV.
No methods based exclusively on the ECG have been
proposed so far, but Risdal et al. [28] and Alonso et al.
[1] integrated ECG features, combined with impedance
features, in their algorithms. These two methods were
reproduced considering the three ECG features and the
logistic classifier proposed by Alonso et al., and the six
ECG features and the neural network classifier proposed by
Risdal et al. in an effort to make a direct comparison of
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Table 4 Performance of the ECG features proposed in [1, 28] with
replicated classifiers in terms of sensitivity, specificity, and balanced
accuracy
No. features SE (%) SP (%) BAC (%)
Risdal et al. [28] 7 87.3 80.9 85.2
Alonso et al. [1] 3 85.9 79.0 83.7
Proposed reduced method 3 87.2 87.1 87.2
Proposed method 9 88.4 89.7 89.1
performance. The overall performance is reported in Table 4
in terms of SE, SP, and BAC (balanced accuracy; mean
value of Se and Sp). It can be observed that our solution
outperformed the others 4/5 points of BAC, with an increase
of 1/3 and 9/10 points of Se and Sp, respectively. Our
simplest solution with the best three features also showed
better results, with an increase of 2/3 points of BAC with
respect to the other methods.
Although the accuracy of our method is high, Se and
Sp are close to 90%; its performance is marginally worse
than that of previous methods based on a combination
of the impedance and the ECG [1, 28]. Risdal et al.
and Alonso et al. obtained SE/SP scores close to 91/90%
and 92/92% respectively. However, those studies used a
training/test validation scheme and results for SE/SP were
not statistically characterized, so it is difficult to assess what
part of the results is due to the data partition used. Using
the same dataset, the performance of our algorithm was only
3 points lower than the best result reported to date, but it
added three relevant improvements to previous approaches
based on the ECG and TI [1, 28]. On the one hand, Alonso
et al. used manual QRS annotations, and in our study, the
QRS detection was automatic, which is important if the
algorithm is to be implemented in an equipment. On the
other hand, our solution only requires 4-s ECG segments.
Integrating adaptive algorithms, as proposed in [1, 31],
requires transients of 2–5 s, which increase the time interval
for the analysis. Keeping the analysis interval short is very
important since longer interruptions in the resuscitation
therapy may compromise patient survival [11]. Finally, and
the most important, our algorithm is based only on the ECG
and is therefore applicable to all defibrillators without the
need for the onerous adaptations of the TI circuitry.
In addition, our method could easily be integrated into
ECG-based retrospective (off-line) resuscitation rhythm
classifiers for the annotation of large databases of OHCA
cases. Such algorithms have attracted interest lately [26,
27]; they are a prerequisite to analyze large volumes of
data (thousands of cases over 30 min long) with the
objective of assessing treatment decisions that improve
therapy and survival. One of the most important weaknesses
of these algorithms is the low sensitivity for PEA and PR
detection, under 70% when all rhythms are considered or
below 75% for the PEA/PR decisions [26]. The features,
feature ranking, and classifiers described in this paper
could contribute to overcome one of the most important
limitations of such algorithms, closing the gap between
automated algorithm classification and expert reviewer’s
accuracy.
5 Conclusions
A computer method to detect pulse during cardiac arrest
using only the ECG is introduced. Our method can be
incorporated to any AED and would contribute to the early
recognition of the arrest and to the recognition of return
of spontaneous circulation during therapy. The SE and SP
of the algorithm were close to 90% with ECG segments as
short as 4 s.
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Supplementary materials: Comparative analysis of the ECG-
features for PR/PEA
In an effort to better understand the real information extracted by
each feature and its discriminative power, two examples (PR and PEA)
were selected from the dataset and processed in detail. Fig. 1 showsthe
PR segment on the left and PEA segment on the right. From top to
bottom, the ECG and the intermediate signals used to compute the v1-v9
features, are depicted. The features for both cases are given in Table 1.
The PR rhythms are associated with higher rates, higher peak-to-peak
amplitudes and narrower QRS complexes than PEA cases. The first three
features are based on that evidence. Top panel of Fig. 1 shows the ECG
waveform with the instants of the QRS complexes marked. The median
RR interval is shorter for the PR which leads to a lower v1. The median
signal length per beat, v2, was computed using the normalized cepstrum,
Cj [n] (shown in the third panel of the figure for the second beat, C2[n]).
It can be observed that values are more concentrated around zero for the
PR case, leading to lower v2 values. The third feature, v3, is the relation
between the peak-to-peak amplitude and the width of the QRS. For each
complex the onset (pink dashed lines) and offset (red dashed lines) are
computed, as shown for the QRS complex zoomed in the second panel. PR
segments present narrower and usually higher amplitude QRS complexes,
resulting in a higher value of v3.
The next three features were based on the first difference of the signal
(x∆[n]) and d2[n]. The first difference for the PR, shown in the fourth
panel, shows higher slopes and higher variance which provides higher
mean and standard deviation values (v4 and v5 respectively). The fifth
panel shows the probability density function of d2[n], which is more con-
centrated around zero for the PEA, leading to higher kurtosis.
Features v7 and v8 are spectral characteristics, based on the FFT of
the signal shown in the last panel of Fig. 1. PR rhythms usually show
higher amplitudes and higher harmonic content, so AMSA (v7), which is
the sum of the spectral amplitudes weighted by their frequency, will be
higher for PR. Frequencies above 17.5 Hz are shaded in red, as feature v9
is the power of the signal in that frequency band. It can be seen that the
PR exhibits important harmonic components in that band, in contrast to
the PEA spectrum more concentrated in lower frequencies.
2
The last feature, v9, quantifies the fuzzy entropy, and it is lower for





v4 3.97 · 10−2 0.10 · 10−2





Table 1 Values of nine features for PR/PEA examples shown in Fig. 1.
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Fig. 1 Two examples associated to PR (left) and PEA (right) are shown with the intermediate
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Abstract
Pulse detection during out-of-hospital cardiac arrest is
necessary to identify cardiac arrest and detect return of
spontaneous circulation. Currently, carotid pulse check-
ing and checking for signs of life are the most widespread
procedures for pulse detection, but both have been proven
inaccurate and time consuming. Automatic methods that
could be integrated in Automated External Defibrillators
(AEDs) are needed. In this study we propose a deep neu-
ral network classifier to detect pulse using exclusively the
ECG. We extracted 3914 segments of 4 s from 279 patients,
all of them with an organized rhythm. They were annotated
as pulsed rhythm or pulseless rhythm based on clinical in-
formation. A total of 2372 pulsed rhythms and 1542 pulse-
less rhythms were included in the study. To train and test
the model 3038 (223 patients) and 876 segments (56 pa-
tients) were used, respectively. The model was evaluated
in terms of Sensitivity (Se) and Specificity (Sp) for pulse
detection. The network showed a Se/Sp of 89.4%/97.2%
during training process and 91.7%/92.5% for the test set.
1. Introduction
Sudden cardiac death is one of the leading causes of
death in the industrialized world. Despite progress in dif-
ferent fields, survival rates in the out-of-hospital settings
remain low, around 10%. The detection of pulse is crucial
for the recognition of both, cardiac arrest and the Return
of Spontaneous Circulation (ROSC) [1].
Palpation of carotid has been long used to detect pulse,
but it has been proven to be inaccurate and time consum-
ing [2,3]. Current Resuscitation guidelines [1] recommend
looking for signs of life in the patient, which has not been
proven to be more accurate [4].
Several automatic methods have been proposed using
the ECG and the thoracic impedance recorded by the defib-
rillation pads [5–7]. Availability and low resolution of the
impedance signal compromise the applicability of those
methods. A more universal approach, usable in any Au-
tomated External Defibrillator (AED), is to use only the
ECG to detect pulse. This paper presents a new approach
based on a deep neural network.
Deep learning techniques showed good accuracies in
physiological signal classification tasks [8]. In this paper
we propose a novel deep network to classify an organized
ECG into pulsed rhythm (PR) or pulseless electrical activ-
ity (PEA).
2. Materials
The data used for this study were a subset of a large Out-
of-Hospital Cardiac Arrest (OHCA) database recorded by
the DFW center for resuscitation research (UTSW, Dallas).
All episodes were recorded using the Philips HeartStart
MRx device, including ECG with a sampling frequency
of 250 Hz and a resolution of 1.03µV per least significant
bit.
A total of 1015 episodes containing concurrent ECG
and impedance recordings were considered and separated
into two groups (ROSC/no-ROSC) using the ROSC and
time of ROSC (trosc) annotations made by the clinicians
in the scene. ROSC episodes had no chest compressions
or shocks after trosc. In the no-ROSC group, we discarded
patients transported to hospital and episodes with sus-
tained organized rhythms once chest compressions were
suspended, because such actions are associated with pa-
tients in ROSC.
Five second segments presenting an organized rhythm
were automatically extracted during intervals without
chest compression artifacts [9]. These segments were la-
belled as PR and PEA for classification. PR segments were
extracted in the ROSC episodes after trosc with a minimum
interval between segments of 30 s. PEA segments were
extracted in the no-ROSC group with a minimum interval
between segments of 1 s.
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Figure 1. Pulsed rhythm (PR) and Pulseless Electrical Activity (PEA) examples.
The final dataset contained 279 episodes (134 ROSC/145
no-ROSC), and a total of 3914 segments, 2372 PR and
1542 PEA. Figure 1 shows examples of PR and PEA
segments, and shows that narrower QRS complexes and
higher heart rates are associated with PR. Data were di-
vided in patient-wise training and test sets. The first one is
composed by 3038 segments from 223 patients (1871 PR
and 1167 PEA) and the second one by 876 segments from
56 patients (501 PR and 375 PEA).
3. Methods
ECG data were downsampled to 100 Hz and bandpass
filtered between 0.5-30 Hz. The analysis window was 4 s,
so 400 samples were input to the deep neural network clas-
sifier. The network was implemented using Keras with
Tensorflow backend [10, 11].
3.1. Network design
Figure 2 shows the overall scheme of the deep neural
network applied in this proposal. A total of 4 layers con-
stitute the final solution (in blue) and the extra layers were
used to train the model (in red).
The first layer adds gaussian noise (mean zero and σ =
0.03) to the input signal to avoid overfitting in the training
process.
The second layer is a convolutional layer, which applies
temporal convolution to the input data. The n-th sample
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where f(•) is the linear rectifier and m = 3 was taken.
A total of 6 filters (` = 1, . . . , 6) were applied, and the
weigths, wil, and the biases, bil, were optimized in the
training process.
The third layer, the pooling layer, downsamples the fil-
tered signals by a ratio of 3 and a maximum criteria.
The fourth layer was a recurrent layer, used to exhibit
the temporal behaviour of the data. Gate Recurrent Unit
(GRU) is a simpler version of Long Short-Term Memory
(LSTM), which was designed to learn long-term depen-
dencies [12], but its accuracy is similar [13]. In our so-
lution two GRU layers were applied, backwards and for-
wards, of 10 units each.
The final stage, includes a single neuron as classification
stage with the sigmoid as activation function. The output,
y, is the likelihood of the segment being PR.
In the training process we adopted some methods to
avoid overfitting. Besides adding gaussian noise, dropout
layers were added between third and fourth layer and be-
tween the last two layers. These kind of layers drops out
units under a certain probability [14], shown between lay-
ers in Figure 2. According to [14], when using dropout
probabilities it is specially useful to constrain the norm of
the weight vector at each layer, i.e. the layers are optimized
under the constraint ||w|| < γ. In our solution γ = 2 and
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Figure 2. Overall architecture of the deep learning solution
layers. All weights were initialized using Xavier normal
distribution and we used binary cross-entropy as loss func-
tion to optimize the network. All patients were weighted
equally to compute the loss function and we used the RM-
Sprop optimizer. Finally, training data were shuffled at the
beginning of each epoch to change the batches. The batch
size was set to 4 and the number of epochs was 200.
3.2. Performance metrics
The unweighted accuracy (UAcc) of the network pro-
posed was evaluated for the training and the test set at each
epoch in order to analyse the convergence of the network.
The overall performance of the method was given in
terms of Sensitivity (Se), proportion of correctly classi-
fied PRs; Specificity (Sp), proportion of correctly classi-
fied PEAs and Balanced Accuracy (BAC), the mean value
of Se and Sp. To compute the performance metrics each
patient was weighted equally.
4. Results
Figure 3 shows the unweighted accuracy of the network
at each epoch for the training and testing sets. UAcc con-
verges for epoch 100 with a difference below 4% in the
end between training and test sets.
At the final epoch, the network showed a Se/Sp of
89.4%/97.2% for the training set and 91.7%/92.5% for the
test set. A BAC reduction of 1.2% was measured for the
test set.
5. Discussion and conclusions
Pulse detection remains challenging during OHCA for
both experts and laypeople, so there is a clear need of accu-
rate automatic methods. This is, for the best of our knowl-
edge, the first study that proposes using a deep learning
approach to detect pulse using only the ECG signal. This
allows the universal use of the algorithm, as recording the
ECG signal is necessary to analyse the patient’s rhythm.
Our solution is based only in 4 layers, and several regu-
larization techniques (adding gaussian noise, constraining
the weights and dropout) were used to avoid overfitting.
















Figure 3. Unweighted accuracy of the network at each
epoch of the training process.
Figure 3 shows the UAcc of the training and test sets per
epoch. UAcc of the training set improves along epochs,
but the test set’s UAcc does not improve from epoch 100
to the end. However, it does not fall, showing that the
adopted regularization techniques were good enough. We
also trained and tested the network without regularization
techniques, and achieved a Se/Sp of 98.7%/97.0% dur-
ing training, but 94.6%/87.8% for the test set. The dif-
ference in BAC is 6.7 points, well above from 1.2 points
achieved using regularization techniques. Further adjust-
ment of the regularization parameters, using data augmen-
tation and more data could further reduce the gap between
training and test performances.
The algorithm showed a Se/Sp of 91.7%/92.5% respec-
tively. Those scores are similar to other solutions that re-
quire both ECG and impedance [5, 6]. Our solution based
exclusively on the ECG permits the universal use of the
algorithm in any AED.
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[1] Soar J, Nolan JP, Böttiger BW, Perkins GD, Lott C, Carli P,
Pellis T, Sandroni C, Skrifvars MB, Smith GB, et al. Euro-
pean resuscitation council guidelines for resuscitation 2015:
section 3. adult advanced life support. Resuscitation 2015;
95:100–147.
[2] Eberle B, Dick W, Schneider T, Wisser G, Doetsch S,
Tzanova I. Checking the carotid pulse check: diagnostic
accuracy of first responders in patients with and without a
pulse. Resuscitation 1996;33(2):107–116.
[3] Tibballs J, Russell P. Reliability of pulse palpation by
healthcare personnel to diagnose paediatric cardiac arrest.
Resuscitation 2009;80(1):61–64.
[4] Ruppert M, Reith MW, Widmann JH, Lackner CK, Kerk-
mann R, Schweiberer L, Peter K. Checking for breathing:
evaluation of the diagnostic capability of emergency med-
ical services personnel, physicians, medical students, and
medical laypersons. Annals of Emergency Medicine 1999;
34(6):720–729.
[5] Risdal M, Aase SO, Kramer-Johansen J, Eftesol T. Au-
tomatic identification of return of spontaneous circulation
during cardiopulmonary resuscitation. IEEE Transactions
on Biomedical Engineering 2008;55(1):60–68.
[6] Alonso E, Aramendi E, Daya M, Irusta U, Chicote B, Rus-
sell JK, Tereshchenko LG. Circulation detection using the
electrocardiogram and the thoracic impedance acquired by
defibrillation pads. Resuscitation 2016;99:56–62.
[7] Ruiz JM, de Gauna SR, González-Otero DM, Saiz P,
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Abstract: The automatic detection of pulse during out-of-hospital cardiac arrest (OHCA) is necessary
for the early recognition of the arrest and the detection of return of spontaneous circulation (end of
the arrest). The only signal available in every single defibrillator and valid for the detection of pulse is
the electrocardiogram (ECG). In this study we propose two deep neural network (DNN) architectures
to detect pulse using short ECG segments (5 s), i.e., to classify the rhythm into pulseless electrical
activity (PEA) or pulse-generating rhythm (PR). A total of 3914 5-s ECG segments, 2372 PR and
1542 PEA, were extracted from 279 OHCA episodes. Data were partitioned patient-wise into training
(80%) and test (20%) sets. The first DNN architecture was a fully convolutional neural network,
and the second architecture added a recurrent layer to learn temporal dependencies. Both DNN
architectures were tuned using Bayesian optimization, and the results for the test set were compared
to state-of-the art PR/PEA discrimination algorithms based on machine learning and hand crafted
features. The PR/PEA classifiers were evaluated in terms of sensitivity (Se) for PR, specificity (Sp)
for PEA, and the balanced accuracy (BAC), the average of Se and Sp. The Se/Sp/BAC of the DNN
architectures were 94.1%/92.9%/93.5% for the first one, and 95.5%/91.6%/93.5% for the second one.
Both architectures improved the performance of state of the art methods by more than 1.5 points
in BAC.
Keywords: pulse detection; ECG; pulseless electrical activity; out-of-hospital cardiac arrest;
convolutional neural network; deep learning; Bayesian optimization
1. Introduction
Out-of-hospital cardiac arrest (OHCA) remains a major public health problem, with
350,000–700,000 individuals per year affected in Europe and survival rates below 10% [1,2].
Early recognition of OHCA is key for survival [3] as it allows a rapid activation of the emergency
system and facilitates bystander cardiopulmonary resuscitation (CPR). Bystanders should apply an
automated external defibrillator (AED), designed to be used with minimal training and to guide the
rescuer until the arrival of medical personnel [4]. The main goal of OHCA treatment is to achieve
return of spontaneous circulation (ROSC), so that post-resuscitation care can be initiated and the
patient can be transported to hospital. Early recognition and post-resuscitation care are two key factors
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for the survival of the patient, and both these factors require the accurate detection of presence/absence
of pulse.
Nowadays, healthcare professionals check for pulse by manual palpation of the carotid artery or
by looking for signs of life. However, carotid pulse palpation has been proven inaccurate (specificity
55%) and time consuming (median delays of 24 s) for both bystanders and healthcare personnel [5–9].
Consequently, current resuscitation guidelines recommend the assessment of carotid pulse together
with looking for signs of life only for experienced people [10]. Checking for signs of life alone
has not been proven to be more accurate. In fact, healthcare personnel show difficulties when
discriminating between normal (pulse present) and agonal (absence of pulse) breathing [11,12].
More modern approaches use ultrasound to visually assess the mechanical activity of the heart
and detect pulse-generating rhythms accurately [13]. Unfortunately, the required equipment is not
available during bystander CPR and very rarely for medical personnel in the out-of-hospital setting.
Besides, some studies suggest that the use of ultrasound lengthens the duration of chest compression
pauses [14,15], decreasing the probability of survival of the patient. Automatic accurate pulse detectors
are still needed to assist the rescuer in monitoring the hemodynamic state of the patient [16].
Cardiac arrest rhythms are grouped into the following 4 categories [10]: ventricular fibrillation
(VF), ventricular tachycardia (VT), asystole (AS), and pulseless electrical activity (PEA). When ROSC is
achieved the patient shows a pulse-generating rhythm (PR). VF and VT need a defibrillation, and a
vast number of algorithms have been proposed to detect them [17–20]. Among non-shockable rhythms,
AS is defined as the absence of electrical and mechanical activity of the heart. PEA shows an organized
electrical activity of the heart but no clinically palpable pulse, i.e., the mechanical activity is not efficient
enough to maintain the consciousness of the patient [21]. AS rhythms can be discriminated using
features that are sensitive to amplitude [22], so the most challenging scenario for pulse detection is
the discrimination between PR and PEA rhythms. A precise PR/PEA discrimination would allow an
earlier recognition of the arrest, and also the identification of ROSC when treating the OHCA patient.
In the last two decades many efforts have been dedicated to automated methods for PR/PEA
discrimination based on several non-invasive biomedical signals monitored by defibrillators.
The thoracic impedance (TI) shows small fluctuations (≈40 mΩ) with each effective heartbeat [23–25],
so it has been proposed for pulse detection alone [26,27] or in combination with the ECG [28,29].
However, many commercial defibrillators do not have enough amplitude resolution to detect TI
fluctuations produced by effective heartbeats, and the methods have not been proven to be reliable
during ventilations because of the TI fluctuations produced by air insufflation [29]. Other signals
such as the photoplethysmogram [30,31], capnogram [32], or acceleration [33] have been also included
in algorithms for PR/PEA discrimination, but these signals are not commonly available in all
monitor/defibrillators. Instead, the ECG acquired using the defibrillation pads is available in all
defibrillators, and algorithms based exclusively on the ECG could be of universal use, and easy to
integrate in any device.
The main objective of this study was to develop a pulse detection algorithm based exclusively
on the ECG acquired by defibrillation pads. Previously a machine learning technique was proposed
using a random forest (RF) classifier based on hand-crafted features [34]. Alternatively, deep neural
networks (DNN) have shown superior performance in classification problems with large datasets in
many fields [35–38]. DNN solutions have no need of feature engineering as the signals are directly fed
to the network which does the exploratory data analysis. Convolutional neural networks (CNN) have
been successfully used for heartbeat arrhythmia classification [39–41] or the detection of myocardial
affections [42,43], and recurrent neural networks (RNN) have been proven accurate for diagnostic
applications when time dependencies in the signal are important [44,45]. This work proposes and
compares various DNN solutions for PR/PEA classification. The manuscript is organized as follows:
Section 2 describes the data used in this study; in Section 3 the proposed DNN solutions are described;
classical machine learning based approaches are described in Section 4 and used for comparison;
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Section 5 describes the optimization process of the models and the evaluation methods applied; and in
Sections 6 and 7 the results are presented and discussed.
2. Data Collection
The data of the study were a subset of a large OHCA episode collection gathered by the DFW
centre for resuscitation research (UTSW, Dallas). Every episode was recorded using the Philips
HeartStart MRx device, which acquires the ECG signal through defibrillation pads with a sampling
frequency of 250 Hz and a resolution of 1.03µV per least significant bit.
There were a total of 1561 episodes of which 1015 contained concurrent ECG and TI signals. The TI
signal was necessary to identify ECG intervals free of artefacts due to chest compressions provided to
the patient during CPR. Episodes were separated in ROSC and no-ROSC groups based on the instant
of ROSC annotated by the clinicians on scene. PEA rhythms were extracted from no-ROSC patients.
PR rhythms were extracted after the instant of ROSC for patients who showed sustained ROSC.
ECG segments of 5 s were automatically extracted during intervals without chest compressions.
Chest compressions were automatically detected in the TI using the algorithm proposed in [46], or in the
compression depth signal of the monitor [47]. Then, organized rhythms (PR or PEA) were automatically
identified using an offline version of a commercial shock advise algorithm [17]. Three biomedical
engineers reviewed the segments to check they contained visible QRS complexes with a minimum rate
of 12 bpm. Every segment was annotated as PEA or PR based on the clinical annotations. Consecutive
ECG segments were extracted using a minimum separation between segments of 1 s for PEA and 30 s
for PR. PEA is more variable than PR, and occurs during the arrest. During PEA, CPR is given to the
patient and intervals without compressions are not frequent. After ROSC is identified (PR segments)
chest compressions are interrupted, and long intervals of artefact-free ECG are available. A longer
separation between PR segments was considered to increase the variability.
A total of 3914 segments (2372 PR and 1542 PEA) from 279 patients (134 with ROSC and 145
without ROSC) comprised the dataset. Patient-wise training and test sets were created (≈ 80%/20% of
the patients). The training set contained 3038 segments (1871 PR) from 223 patients (105 with ROSC).
The test set contained 876 segments (501 PR) from 56 patients (29 with ROSC).
Figure 1 shows examples of three PR segments (panel a) and three PEA segments (panel b).
PR usually shows higher rates, narrower QRS complexes, less heart rate variability and higher
frequency content (steeper QRS complexes) than PEA. However, PR in cardiac arrest often shows
irregular beats as in the last two examples of Figure 1a. PEA rhythms may show more aberrant QRS
complexes, absence of P waves, or more ectopic heartbeats compared to PR.




(a) PR examples (b) PEA examples
Figure 1. Segments of 5 s corresponding to pulsed rhythm (PR) (a) and pulseless electrical activity
(PEA) (b) from the study dataset.
3. Proposed DNN Architectures
Two DNN architectures were implemented for the binary classification of ECG into PR/PEA.
The 5 s ECG segments were first bandpass filtered using the typical AED bandwidth (0.5–30 Hz).
The filtered ECG was downsampled to 100 Hz to obtain s[n], a signal of N = 500 samples, that was fed
to the DNN networks. The output of the networks was pPR ∈ (0, 1), the likelihood that a 5 s segment
corresponds to a PR segment. The first solution we propose is a fully convolutional neural network,
and the second solution integrates recurrent layers.
3.1. First Architecture: Fully Convolutional Neural Network
Panel a of Figure 2 shows the overall architecture of the first solution (S1). It consists of λ
convolutional blocks, each one composed of a convolutional, a maximum pooling and a dropout layer.
Convolutional layers apply temporal convolution to the input signal. M different convolution
kernels of size L allows obtaining M representations of the signal. The ` = 1, . . . , M-th output for the
input signal s[n] is calculated as follows:










where w and b are the weights and biases, respectively, of the convolution kernel (adjusted during
training) and φ(·) is an activation function. The linear rectifier was adopted as activation function,
i.e., φ(·) = max{0, ·}. Since no padding was applied to s[n] the length of c(`)1 [n] was Nc1 = N − L + 1
(the first L− 1 samples were discarded). The outputs of the first convolutional layer are fed into a
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max-pooling layer, which downsamples each input signal by applying the maximum operation with a
pool size K = 2 to non-overlapping signal segments:
p(`)1 [n] = max{c
(`)






The next step is to apply the dropout operation, which is only present during training and it
is a common technique to avoid overfitting. It consists in dropping out some units under a certain
probability α at each training step in a mini-batch. When some units are removed different networks
are created at each step, so it can be seen as an ensemble technique. Let us denote the outputs of
this layer as d(`)1 [n], which will have the same size as p
(`)
1 [n]. Note that once the network is trained
d(`)1 [n] = p
(`)
1 [n].
Pooling layers remove redundant information and reduce the computational cost of the upper
layers. The convolution operation of the network permits learning time-invariant features. We added
more convolutional blocks with the same number of kernels M of size L. The outputs of the second
convolutional layer are given by the following equation:















These outputs are fed into another max-pooling and dropout layers to obtain d(`)2 [n], with M
different representations of Nd2 samples. The above equations can be easily adapted to obtain the




i ) for i = 1, . . . , λ, where λ is the number of
convolutional blocks.
The next layer is another pooling layer, namely a global maximum pooling layer. Having M
different representations of the signal the maximum value of each representation is adopted to obtain
a feature vector of M elements, i.e.,
vD1 = max{d
(`)
λ [n]}n for ` = 1, . . . , M (4)
Finally, a fully connected layer was used as classification stage. This layer is composed of a single





According to [48], it is especially useful to train some layers of the network under the constraint
||w|| < γ when using dropout. This additional constraint during the training process reduces
overfitting, so every convolutional layer was trained with γ = 3.5.




























































































pPR ∈ (0, 1)
(a) S1 (b) S2
Figure 2. Architectures of the proposed deep neural networks. The fully convolutional solution (S1),
(a), is fed with an electrocardiogram (ECG) segment of N samples and includes up to λ convolutional
blocks, a global maximum pooling layer (GMP), and a final fully connected layer which provides final
likelihood of PR, pPR. The S2 solution, (b), includes up to λ convolutional blocks, a bidirectional gated
recurrent unit (BGRU), an extra dropout layer, and a fully connected layer.
3.2. Second Architecture: CNN Combined with a Recurrent Layer
PEA and PR segments show different temporal behaviour. For instance, the time evolution for
PR segments is known to be more regular than for PEA segments. These kind of temporal dynamics
can be learned by a RNN. So the second solution proposed in this study (S2) combines CNN and a
bidirectional gated recurrent unit (BGRU), as shown in panel b of Figure 2.
GRU [49] is a simplified version of the well-known long short-term memory (LSTM) [50] with a
similar performance [49]. These layers resolve long-term dependencies and avoid vanishing gradient
problems. BGRU was inserted between the last convolutional block and the classification stage,
removing the global maximum pooling layer. BGRU is composed of two GRU layers, one forward and
the other one backward, so more sophisticated temporal features can be extracted by exploiting past
and future information at time step n. Finally, both outputs were concatenated. A single GRU calculates
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hidden states hn at time step n = 1, . . . , Ndλ based on the past state. Given D = [d
(1)
λ , . . . , d
(M)
λ ], the
equations of the forwards GRU are described as follows:
zn = σ(WzD + Uzhn−1 + bz) (6)
rn = σ(WrD + Urhn−1 + br) (7)
h′n = tanh(WD + rn Uhn−1 + b) (8)
hn = zn  hn−1 + (1− zn) h′n (9)
where W and U are weight matrices, b is the bias vector, σ(•) stands for sigmoid function, and  is
the Hadamard product. In the equations above zn and rn correspond to the update and reset gates,
respectively. The backwards GRU works in the same way but the temporal representations of the input
are flipped. The hidden state at the last time step, hn=Ndλ , is fed in to the next layer. Having ϑ units for
each direction, a total of 2ϑ features, vD2 = [v
(1)
D2
, . . . , v(2ϑ)D2 ], are fed to the last classification layer after
applying dropout. The convolutional and recurrent layers were trained under the constraint ||w|| < γ.
Another kind of dropout in RNN is recurrent dropout [51], which affects the connections between
recurrent units instead of the inputs/outputs of the layer. A recurrent dropout fraction of 0.15 was
used to train the final model.
This architecture is optimized simultaneously to obtain the optimal representations of the signal
(convolutional layers) and obtain the optimal temporal features (BGRU) for an artificial neural network
classifier (fully connected layer).
3.3. Training Process
The weights and biases of every layer were optimized using the adaptive moment estimation
(ADAM) optimizer [52]. ADAM is a stochastic gradient descent algorithm with adaptive learning rate.
According to [52], good default settings are a learning rate of 0.001 and exponential decay rates of 0.9
and 0.999.
The training data were fed into the DNN in batches of 8 during 75 epochs. At the beginning of
each epoch training data were shuffled, so the mini-batches at each epoch were different. Additionally,
zero-mean Gaussian noise with standard deviation of 10−4 was added to the signal, and its amplitude
was modified by ±2% (uniformly distributed) at each mini-batch. This process enriches the
generalization of the model, as the input data for each epoch differs slightly.





y(true)i ln(pPRi ) + (1− y
(true)
i ) ln(1− pPRi )
]
(10)
where y(true) = {0 : PEA, 1 : PR} are the manual annotations and ηi are the sample weights. As patients
contribute with different number of segments, every patient was weighted equally to train the DNN,
so the sum of ηi within the same patient is equal to 1.
Every experiment was carried out using Keras framework [53] with Tensorflow backend [54].
The DNNs were trained on an NVIDIA GeForce GTX 1080 Ti.
3.4. Uncertainty Estimation
The network’s output, pPR, represents the likelihood of PR, but it is not an indicator of the
prediction confidence of the model. The uncertainty of the DNN decision can be estimated using
dropout and data augmentation also during the test phase, a procedure known as Monte–Carlo
dropout [55]. For each segment of the test set the prediction is repeated N times but adding two random
effects: dropout in the DNN network, and the addition of white noise to the ECG. This produces N
values of pPR, and the variance of those values is interpreted as the uncertainty of the prediction. In our
experiments N was set to 100. The decisions in the test set with an uncertainty above an acceptable
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threshold were discarded, and in those cases feedback would not be given to the rescuer. The threshold
of uncertainty is determined in the training set. The uncertainty of each training instance is computed
and the threshold is determined as the uncertainty for which a proportion of feedbacks will be given.
In our experiments we tested a proportion of feedbacks from 100% to 80%.
4. Baseline Approaches
Machine learning solutions based on well-known ECG features were implemented and compared
with S1 and S2. A total of nine hand-crafted features proposed in [34], v = [v(1), . . . , v(9)], were
computed. They quantify the PR/PEA differences in terms of QRS complex rate and narrowness, slope
steepness, spectral energy distribution, and regularity of the signal (fuzzy entropy).
Three classifiers were optimized and trained:
• RF: Introduced in [56], RF constructs many weak learners, each trained with a certain proportion of
the training data, ϕ. Each subset is generated by resampling with replacement. Each weak learner
is a tree, and only ψ features are considered (drawn randomly from an uniform distribution) at
each node. The final decision is made by majority voting. We set the number of trees to 300, and
optimized the hyper-parameters ϕ and ψ.
• Support vector machine (SVM): Given a feature vector v, the SVM makes the prediction using










where b is the intercept term and Ns is the number of support vectors (wi is non-zero only for
these vectors). Here K(·, ·) denotes the kernel function, which for a Gaussian kernel with γs
width is:
K(v, vi) = exp(−γs||v− vi||2) (12)
The hyper-parameters soft margin C and γs were optimized for the SVM.
• Kernel logistic regression (KLR): This is a version of the well-known logistic regression by
applying a kernel-trick [57,58]. The prediction is made using Equation (11), and the kernel of
Equation (12). The hyper-parameters to optimize were the regularization-term λl and γs.
5. Evaluation Setup and Optimization Process
5.1. Evaluation Setup
The performance of the models was evaluated in terms of sensitivity (Se, probability of correctly
identifying PR), specificity (Sp, probability of correctly identifying PEA), and balanced accuracy
(BAC, arithmetic mean between Se and Sp). The balanced error rate (BER) was defined as 1− BAC.
As patients have different numbers of segments, every patient was weighted equally to compute the
performance metrics.
5.2. Hyper-Parameter Optimization Process
The hyper-parameters of every model were optimized using Bayesian optimization (BO) [59].
BO is a probabilistic model based approach that attempts to minimize an objective function associated
with a real-valued metric, and the variables to optimize can be discrete or continuous. Recent studies
report that BO is more efficient than grid search, random search, or manual tuning since it requires
less time and the overall performance on the test set is better [60].
BO approximates the objective function to a surrogate function that is cheaper to evaluate. At each
iteration a candidate solution is tested to update the surrogate using the past information. With more
iterations the approximation of the surrogate is better. BO algorithm variants differ on how this
Entropy 2019, 21, 305 9 of 20
surrogate is constructed. In this study we considered tree-structured parzen estimators (BO-TPE, to
optimize S1 and S2) and Gaussian processes (BO-GP, to optimize RF, SVM, and KLR) [60,61].
The training data were divided patient-wise into 4 folds, and the cross-validated BER was the
objective function to minimize. The search space for all models is shown in Table 1.
Table 1. Search space of Bayesian optimization (BO) for all models. Here U (min, max) denotes a
uniform distribution between min and max values.
Model Hyper-Parameters
RF ϑ = U (0.5, 1)
ψ = {1, . . . , 9}
SVM C = U (0.001, 10,000)
γs = U (0.001, 10,000)
KLR λl = U (0.0001, 0.2)
γs = U (0.0001, 15)
S1
λ = {1, 2, 3, 4, 5}
M = {8, 16, 24}
L = {5, 6, 7, 8}
α = U (0.05, 0.5)
S2
λ = {1, 2, 3, 4, 5}
M = {8, 16, 24}
L = {5, 6, 7, 8}
α = U (0.05, 0.5)
ϑ = {4, 5, 6, 7, 8}
6. Results
The results of the BO-TPE algorithm applied for S1 are shown in Figure 3. For each
hyper-parameter the values of the cross-validated BER are given, continuous for α and median
(10–90 percentiles) for the other discrete hyper-parameters. The distributions of the values selected by
the optimizing algorithm are also shown (as histogram for α). The number of convolutional blocks, λ,
and the dropout rate, α, turned out very determinant. Values of α > 0.3 rapidly increased the BER, and
including up to λ = 4 blocks was the most selected option by the optimization algorithm. The values
of M and L in the selected range had small effect on the performance of the classifier.
Figure 4 shows the results of BO-TPE for S2. Increasing λ overfitted the model rapidly and
BER was minimum for λ = 2; less convolutional blocks did not provide detailed enough features
and increasing λ overfitted the model. Another influential hyper-parameter was α, which showed
minimum BER values around 0.4. The hyper-parameters M, L, and ϑ had little effect on BER.
Figure 5 shows the results of the BO-GP algorithm applied to tune the hyper-parameters of the
KLR, SVM, and RF models. The cross-validated BER is color-coded (KLR and SVM) or depicted in the
vertical axis (RF). Each point shows a single hyper-parameter combination tested by the BO-GP. In the
case of KLR, both hyper-parameters were important, but low values of λl especially yielded lower
BER values. For the SVM, low values of C and high values of γs produced the worst results, but the
selection in the range of values was not as critical as in the KLR solution. Lastly, for RF ψ = 1 was the
best option, particularly for 0.5 < ϕ < 0.6, although the fine tuning of ϕ was not critical.







































Figure 3. Results of the Bayesian optimization with tree-structured parzen estimators (BO-TPE)
optimization algorithm for every hyper-parameter range in S1. In the top row balanced error rate
(BER) is shown for each continuous value (a) or for each discrete value as median and 10–90 percentiles













































Figure 4. Results of the BO-TPE optimization algorithm for every hyper-parameter range in S2. On the
top BER is shown for each continuous value (a) or for each discrete value as median and 10–90
percentiles (b–e). The bottom figures show the probability of selection of the hyper-parameter values
in the BO-TPE algorithm.
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Figure 5. Bayesian optimization with Gaussian processes (BO-GP) results for three different machine
learning models. The BER is color-coded in (a,b) (kernel logistic regression (KLR) and support vector
machine (SVM) classifiers) and each point represents the selected solution of the BO-GP in some
iteration. In (c) (random forest (RF) classifier), discrete values of ψ are color-coded and BER plotted for
a range of values for ϕ.
Table 2 shows the overall test results of the baseline models and the deep learners in terms of
Se, Sp, and BAC, and the set of selected hyper-parameters tuned during the optimization process.
There were no differences between the RF, SVM, and KLR models, and any of the deep learning
solutions outperformed the baseline models by nearly two percentage points of BAC. Although there
was no difference in performance between S1 and S2, the training process of S1 is simpler with less
trainable parameters than S2 (1441 vs. 4777).
In Table 3 the computation time of the different models is compared. The mean time required to
classify the 5 s segment is given, separately for the baseline classifiers in terms of required time for
feature extraction (t1) and classification (t2). Processing times were calculated on a single core of an
Intel Xeon 3.6 GHz. As shown in Table 3 the fully convolutional solution, S1, was by far the fastest one
followed by the baseline models.
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Table 2. Summary of the performance of the deep learners and baseline models with the test set
and the optimal hyper-parameters chosen by the Bayesian optimization with Gaussian processes
(BO-GP) and Bayesian optimization with tree-structured parzen estimators (BO-TPE) algorithms with
5-s electrocardiogram (ECG) segments. DNN models outperformed baseline models in terms of BAC.
Se (%) Sp (%) BAC (%) Hyper-Parameters
Baseline models
RF 96.0 87.4 91.7 {ϕ, ψ} = {0.58, 1}
SVM 97.6 86.2 91.9 {C, γs} = {2038, 1246}
KLR 97.5 86.2 91.8 {λl , γs} = {0.0013, 7}
DNN models
S1 94.1 92.9 93.5 {λ, M, L, α} = {4, 8, 7, 0.2}
S2 95.5 91.6 93.5 {λ, M, L, α, ϑ} = {2, 24, 6, 0.4, 6}
Table 3. Computation time to classify a 5-s segment for the baseline and deep neural network
(DNN) models. The fastest model was S1.
t1 (ms) t2 (ms) Total (ms)
Baseline models
RF 63.5 0.28 63.8
SVM 63.5 0.35 63.9
KLR 63.5 0.25 63.8
DNN models
S1 - - 1.6
S2 - - 101.1
Comparative analyses were performed between the 9 hand-crafted features of the baseline models
(v) and the features learnt by DNN solutions S1 and S2 (vD1 and vD2 respectively). The area under
the curve (AUC) for v ranged between 0.88 and 0.94, showing that they had been wisely selected in
different domains as described in [34]; but the M = 8 features (vD1) that S1 extracted reported high
discriminative values from 0.61 to 0.97, showing that the deep architecture found some very selective
features. Next, feature sets from the deep learners vD1 and vD2 were fed into the baseline classifiers
to compare their performance with that of the original v. The BO-GP optimization procedure was
repeated for the RF, SVM, and KLR classifiers and results for the test set are depicted in Figure 6.
Training the classifiers with vD1 and vD2 yielded higher BAC values than those obtained with the
pre-designed v features. This experiment shows that features defined by the neural networks integrate
information not considered by the hand-crafted features, and that they can be successfully used with
other classifiers.
The duration of the ECG segment fed into any of the solutions is critical when using a pulse
detection algorithm during OHCA treatment. During CPR the ECG signal is strongly affected by
chest compression artefacts and electrical defibrillation attempts. For any diagnosis based on the ECG,
intervals free of artefact must be used, i.e., extracted either during pauses for rhythm analysis or during
chest compression pauses. The segment length used in this study is below the typical interruption for
a rhythm analysis, which is between 5.2–26.3 s [62]. However, decreasing the length of the analysis
segment would contribute to shorter interruptions in compressions for pulse detection. Reducing
hands-off intervals that compromise oxygen delivery to the vital organs increases survival rates [63,64].
Consequently, the solutions of this proposal were tested for different segment durations, from 5 s down
to 2 s. The models that were trained for 5-s ECG segments were used, features were extracted using the
first seconds of the segment, and those features were fed into the baseline models. The DNN models
were fed with the same first seconds of the ECG segments used for feature calculation (note that S1
and S2 can work with any segment duration at the input). As shown in Figure 7 the best performance
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for the baseline models was obtained for segment lengths of 5 s. The DNN models outperformed the














Figure 6. Performance of RF, SVM, and KLR classifiers with hand-crafted features (v), and features
extracted by the deep learning architectures S1 and S2 (vD1 and vD2 respectively).


















Figure 7. Performance of different models in terms of balanced accuracy (BAC) depending on the
duration of the input ECG segment.
A last evaluation of S1 was performed to assess the influence of the degree of uncertainty in the
decision of the model. Table 4 shows the performance of the model if the system was designed to
give feedback only in a percentage of the analyses, those in which the uncertainty of the decision
was lowest. Different percentage thresholds were tested in the training set, from 100% (always give
feedback) to 80% (give feedback when the uncertainty is low). Assuming no feedback in 5% of the
cases increased the BAC by one percentage point, and the BAC increased up to 97.6% if the system
was designed to discard the 20% of the analyses with largest uncertainty.
Table 4. Performance of S1 with different degrees of uncertainty. Scores are given for the test set
and the percentage of feedback in the test set are reported. The threshold for feedback was set in the
training set.
Training Percentage Testing Percentage Se (%) Sp (%) BAC (%)
80 78.5 100 95.2 97.6
90 89.6 96.6 93.2 94.9
95 95.4 97.1 92.2 94.6
97.5 98.1 96.3 92.1 94.2
100 100 94.1 92.9 93.5
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7. Discussion and Conclusions
Pulse detection during OHCA is still an unsolved problem, and there is a need for automatic
methods to assist the rescuer (bystander or medical personnel) to decide whether the patient has pulse
or not [10]. Non-invasive pulse detection is still a challenging problem [16], and no solutions are
currently integrated in monitors/defibrillators. To the best of our knowledge, this is the first study
that uses DNN models to discriminate between PR and PEA rhythms using exclusively the ECG.
The two DNN models proposed in this study outperformed the best PR/PEA discriminators
based exclusively on the ECG published to date. A RF classifier based on hand-crafted features was
proposed in [34] and reported Se/Sp of 88.4%/89.7% for a smaller dataset. A DNN model using a
single convolutional layer followed by a recurrent layer was introduced in a conference paper [65],
but the Se/Sp/BAC were 91.7%/92.5%/92.1% on the dataset used for this study, that is the BAC
was 1.5 percentage points below the current solution. Other DNN solutions were tested in another
conference paper [66], where we reported BAC values of 91.2% and 92.6% for preliminary versions of
S1 and S2. Performance was improved in this study adding a general DNN architecture with multiple
convolutional layers, a Bayesian optimization procedure which provided insights into the critical
hyper-parameters of the networks (see Figures 3 and 4), and a better data augmentation procedure.
All these factors contributed to an improved BAC of 93.5% for S1 and S2, an increase of nearly 2 points
from a baseline BAC around 92%, i.e., achieving 20% of the available margin for improvement (8 points)
on our initial architectures. Furthermore, we also introduced a new usage framework in which the
algorithm was able to automatically assess the uncertainty of the decision, and improved feedback by
only reporting decisions with low uncertainties.
There was no difference in terms of BAC between S1 and S2. The second solution is more
complex and should be able to capture more sophisticated features of the signal. However, the
number of trainable parameters was 1441 in S1 and 4777 in S2. Increasing the number of trainable
parameters makes the DNN model prone to overfitting, the model “memorizes” the training data
loosing generalization capacity and shows poorer performance with unseen data [67,68]. In fact,
S2 showed higher accuracies during training than S1 (98.5% vs. 96.6%). Besides, training was
computationally more costly for S2, optimizing S1 required≈ 37 h and optimizing S2 ≈ 82 h. However,
it is possible that with larger datasets S2 could generalize better and provide a more accurate model,
but OHCA datasets with pulse annotations are costly.
DNN architectures are capable of automatically learning the discrimination features. Our results
show that the features learned by S1 and S2 produced more accurate PR/PEA classifiers than
hand-crafted features when fed to the classical machine learning models (see Figure 6). The DNN
architectures were able to capture some important ECG characteristics for the identification of pulse
that are not accounted for in the hand-crafted features proposed in the literature. In particular, the
most discriminative features were those learned by S1, which when fed to an SVM classifier boosted
the BAC from 92% for hand-crafted features to above 94%.
One of the salient features of the proposed DNN solutions is that they are based solely on the
ECG. The ECG is available in all defibrillators/monitors used to treat OHCA patients, so it could be
integrated into any equipment. PR/PEA discrimination algorithms that use the ECG and TI have also
been proposed [28,29], the TI adds relevant information because effective heartbeats may produce
small fluctuations in the TI [23,24]. The BACs of ECG/TI-based PR/PEA discriminators using classical
machine learning approaches were around 92% for smaller datasets [28,29]. Defibrillators measure the
impedance to check that pads are properly attached to the patient’s chest, that is the reason why the
TI signal is not recorded with mΩ amplitude resolution in many devices. In any case, multi-modal
deep learning solutions could be explored to increase the accuracy by designing DNN solutions that
use both the ECG and TI signals. Moreover, S1 extracted significant features, so it could be used as a
feature extractor and those features could be combined with features derived from the TI, and other
surrogate measures of the hemodynamic state of the patient.
Entropy 2019, 21, 305 15 of 20
Another critical factor of automatic PR/PEA discrimination algorithms is the ECG segment length
needed for an accurate decision. PR/PEA discrimination algorithms need an ECG without chest
compression artefacts, this means that compressions have to be interrupted for pulse detection. Pauses
in chest compressions compromise the survival of the patient [63,64]. Therefore, current guidelines
recommend interruptions of less than 10 s for pulse checks [4,10], but in practice these interruptions
are longer than 10 s in more than 50% of cases [14,15]. Our DNN models were very accurate for a
segment length of 5 s. Moreover, the length of the segment could be shortened down to 2 s without
compromising the BAC of our models (see Figure 7). Consequently, our automatic algorithm could be
used to reliably detect pulse during OHCA with interruptions as short as 2–3 seconds, and could be
used to avoid the excessively long pauses in chest compressions for pulse detection observed during
OHCA treatment.
Measuring the uncertainty of the prediction may be useful when misclassifying an input has
a considerable cost, for instance a false pulse indication may unnecessarily interrupt a life saving
therapy like CPR. Many efforts have been made to estimate the uncertainty in DNN models, but it is
still a challenging problem [69–73]. In this work the uncertainty of the decision was measured using
a method known as Monte–Carlo dropout [55], and we found that only giving feedback when the
uncertainty was low considerably increased the BAC. For instance, giving a feedback in the 95% of the
cases improved the BAC by more than 1 point, and only giving feedback in 80% of cases increased
the BAC by over 4 points. During OHCA treatment CPR should be continued until a reliable pulse
detection is identified by the algorithm, and the pauses in compressions for the potential feedbacks
(reliable or unreliable) will be short, since our algorithms only require ECG segments of 2–3 s. Further
work should be done to improve the estimate of the uncertainty of the decision, so that BACs of 97%
could be obtained by discarding less than 20% of the potential feedbacks.
In conclusion, this study introduces the use of deep neural networks to discriminate between
pulseless and pulsatile rhythms during OHCA using only the ECG. The proposed DNN models
outperformed hand-crafted feature-based machine learning solutions, and were able to accurately
detect pulse with ECG segments as short as 2–3 s. Moreover, a first attempt at a quantification of the
uncertainty of the decision was also introduced to improve the reliability of the feedback given to
the rescuer. The proposed solution is based exclusively on the ECG and could be integrated into any
monitor/defibrillator.
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Convolutional Recurrent Neural Networks to Characterize the
Circulation Component in the Thoracic Impedance during
Out-of-Hospital Cardiac Arrest
Andoni Elola1, Elisabete Aramendi1, Unai Irusta1, Artzai Picón1,2, Erik Alonso1, Iraia Isasi1 and Ahamed Idris3
Abstract— Pulse detection during out-of-hospital cardiac ar-
rest remains challenging for both novel and expert rescuers
because current methods are inaccurate and time-consuming.
There is still a need to develop automatic methods for pulse
detection, where the most challenging scenario is the discrimina-
tion between pulsed rhythms (PR, pulse) and pulseless electrical
activity (PEA, no pulse). Thoracic impedance (TI) acquired
through defibrillation pads has been proven useful for detecting
pulse as it shows small fluctuations with every heart beat. In this
study we analyse the use of deep learning techniques to detect
pulse using only the TI signal. The proposed neural network,
composed by convolutional and recurrent layers, outperformed
state of the art methods, and achieved a balanced accuracy of
90% for segments as short as 3 s.
I. INTRODUCTION
Out-of-hospital cardiac arrest (OHCA) remains a major
public health problem, with survival rates around 10% [1].
The four links of the chain of survival [2] comprise early
detection of cardiac arrest, cardiopulmonary resuscitation,
early defibrillation and post resuscitation care. Detecting
the presence of pulse is key for two tasks: cardiac arrest
recognition and detection of return of spontaneous circu-
lation. The first task consists of discriminating between
cardiac arrest and other collapse states, so cardiopulmonary
resuscitation efforts can be initiated earlier. The second task
allows an earlier start of post-resuscitation care and transport
to hospital. Today, pulse is detected by carotid pulse checks
or looking for signs of life, but both methods have been
proven inaccurate and time consuming [3], [4]. Furthermore,
it has been reported that chest compression pauses for manual
pulse checks exceed the maximum time interval of 10 s
recommended by the guidelines in more than 50% of the
cases [5]. That is why there is still a need for automatic
methods to assist the rescuer in the detection of pulse, and
the scientific community has made many efforts in the last
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years to develop algorithms to identify rhythms with pulse
[6], [7].
In OHCA there are three types of non-shockable rhythms
[8]: pulse-generating rhythms (PR), pulseless electrical ac-
tivity (PEA) and asystole. Asystole is defined as the absence
of electrical activity of the heart. PR and PEA present an
organized electrical activity of the heart (QRS complexes).
However, PEA shows an electromechanical dissociation, the
heart does not pump effectively and there is no spontaneous
circulation (not palpable clinical pulse). Therefore, in a car-
diac arrest scenario pulse detection consists in discriminating
between PR and PEA, since asystole can be discriminated
using power or amplitude measurements of the ECG [9].
Most of the commercially available automated external
defibrillators (AEDs) record two signals: ECG and thoracic
impedance (TI). TI is linked to the cardiac output and
shows very small fluctuations with every effective heart beat
[10]. Pulse detection methods have been proposed based
on the characterization of that circulation component [11],
[12], [13], [14]. Current methods show two main limita-
tions. Firstly, the reliable extraction of circulation component
requires accurate QRS detection [11], [12], which may
be challenging in short PEA segments [15]. Secondly, the
ventilations induce high amplitude fluctuations in the TI
signal. Some of the referenced studies discarded segments
containing ventilations, which is not practical in a real
scenario. We therefore need new methods to characterize
circulation in the TI signal.
Deep neural networks have shown great performance in
many bio-signal classification tasks, even for pulse detection
during OHCA using only the ECG [16]. In this study we
propose a deep neural network to detect pulse using only the
TI signal, and compare it with machine learning techniques




The data used in this study were collected by the
DFW center for resuscitation research (UTSW, Dallas). All
episodes were recorded using the Philips HeartStart MRx
monitor/defibrillator, which records the ECG signal with
a sampling frequency (fs) of 250 Hz. The TI signal was
recorded through defibrillation pads by applying a sinusoidal
978-1-5386-1311-5/19/$31.00 ©2019 IEEE 1921
Authorized licensed use limited to: Universidad Pais Vasco. Downloaded on January 18,2021 at 10:02:37 UTC from IEEE Xplore.  Restrictions apply. 
excitation current (32 kHz, 3 mA peak-to-peak) and fs =
200 Hz.
From the set of 1015 patients that fulfilled the criteria
(details in [16]), a total of 3914 segments (2372 PR and 1542
PEA) of 5-s were extracted from 279 patients (134 recovered
pulse). Data were divided patient-wise into training and test
sets (≈ 80/20%). The first set contained 3038 segments
(1871 PR and 1167 PEA) from from 223 patients. The
second set contained 876 segments (501 PR and 375 PEA)
from 56 patients.
Figure 1 shows two PR (panels a and b) and two PEA
examples (panels c and d). Each panel shows 4 s of concur-
rent ECG (top) and TI (bottom) signals. PR shows higher
rates and narrower QRS complexes. Most importantly, for
the PR cases components correlated with the ECG signal
can be observed in the TI.
B. Deep Learning Approach
The TI signal was first preprocessed and then fed into
a deep neural network, where the output of the network
represents an indicator of pulse. This is a binary classification
problem where ytrue = {0 : PEA, 1 : PR} is our gold
standard (based on clinical annotations, details in [16]) and
yout = {0 : PEA, 1 : PR} is the output of the network.
1) Signal preprocessing: The TI signal was downsampled
to 100 Hz and filtered between 0.5 and 8 Hz using an order 4
Butterworth filter and zero-phase filtering in order to remove
noise and enhance the circulation component. Then, it was
clipped between [−0.25, 0.25] Ω and normalized by the same
factor to avoid the saturation of the network and accelerate
the training process. The network requires segments of 4 s.
2) Network architecture: The overall architecture of the
proposed solution, shown in Figure 2, consists of convo-
lutional layers, pooling layers and recurrent layers. The
convolutional layers perform two different operations. First,
temporal convolution is applied to the input signal using
a convolutional kernel (kernel size k = 7) and 16 filters
to obtain different representations of the input signal. The
weights of the convolution kernel and biases are adjusted
during training. The second step is to apply linear rectifier
function (ReLU) to each output sample.
Convolutional layers are followed by max-pooling layers,
which divide the signal in non-overlapping chunks of length
m = 3 and take the maximum. This removes redundant
information while reducing the computational cost of the
upper layers. Two convolutional layers were applied, each
one followed by a pooling layer. These blocks can learn
time-invariant features, and stacking these blocks allows to
learn more complex features. A total of 16 representations
of the signal are obtained, X = [x1, . . . , x16]T , each of
t = {1, . . . , 41} samples (after 2 max-pooling stages).
To encode the sequential patterns output by the pre-
vious convolutional block, a bidirectional gated recurrent
unit (BGRU) layer was adopted [17]. These kind of layers
can exhibit the temporal behaviour of the input sequences
and resolve long-term dependency and vanishing gradient
problems. The GRU calculates hidden states ht at time step
t = {1, . . . , 41} based on the past states. Our solution applies
two GRU layers, a forward and a backward layer (BGRU)
with 5 units each, so more complex temporal features can
be extracted. The hidden state at the last time step, ht=41, is
fed into the next layer, a total of 10 features denoted as vD.
The next layer is a dropout layer [18], which is available
only during the training process. It is a common regulariza-
tion technique to avoid overfitting, it drops out units under
certain probability at each training step in a mini-batch. It can
be seen as a ensemble method, because different networks are
created when some units are removed. We set the probability
of dropout to 0.2. When using dropout, training the network
layers constraining to have a maximum norm γ is specially
useful [18]. The convolutional layers and the BGRU were
trained under this constraint with γ = 3.
Finally, a fully connected layer with a single neuron and
the sigmoid activation function produces the desired output
p ∈ (0, 1), which can be interpreted as the likelihood of
having PR, and can be used to classify the segment.
3) Online data augmentation: At each training epoch,
a data transformation was applied, so the network updates
its parameters with different data at each epoch. Since the
segments of our dataset have a duration of 5 s and the
network requires only 4-s input segments, the first step was
to choose a 4-s random window within the 5 seconds. The
second step was to vary the amplitude of the signal by ±2%.
We chose a small number for the amplitude variation because
the TI amplitude contains information about pulse. Lastly,
zero-mean gaussian noise was added to the signal with a
standard deviation of 10−5.
4) Training procedure: The parameters of the whole net-
work were optimized using the adaptive moment estimation
(ADAM) optimizer [19], a type of stochastic gradient descent
algorithm with adaptive learning rate. An initial learning
rate of 0.001 and exponential decay rates of 0.9 and 0.999
were adopted, good default settings according to [19]. The
training data were fed into the convolutional recurrent neural
network in batches of 8 during 75 epochs. Every patient was
weighted equally to train the network. At the beginning of
each epoch training data were shuffled to change the batches.
The network was developed using Keras framework [20] with
TensorFlow backend [21], and was trained on a NVIDIA
GeForce GTX 1080 Ti.
5) Alternative architectures: The complete architecture,
composed by two convolutional and one recurrent layers
(2CRNN) as shown in Figure 2, was compared to a single
convolutional and recurrent network (1CRNN) and to a fully
convolutional network (CNN). The hyperparameters of both
alternative architectures were the same as for 2CRNN. For
the CNN, we applied a global maximum pooling layer after
the convolutional stage, which takes the maximum value for
each representation of the signal (a feature vector of size 16
is obtained).
C. Machine Learning Approach
We compared our deep learning solution against classical
machine learning methods using the most discriminative TI
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(c) Pulseless electrical activity
(b) Pulsed rhythm
(d) Pulseless electrical activity
Fig. 1. PR (panels a and b) and PEA (panels c and d) examples. Each panel shows the ECG on the top and the TI signal in the bottom (4 s each). As
shown in the examples the TI activity correlated to the ECG (QRS complexes) is larger for PR rhythms.
Conv1D, 16 filters, 7x1
MaxPooling(3)
Conv1D, 16 filters, 7x16
MaxPooling(3)







p ∈ (0, 1)
Fig. 2. General scheme of the proposed deep learning solution. The network
is based on convolutional, pooling, dropout and recurrent layers.
features proposed in the literature [11], [12], [13]. This
set of 15 features, v = [v1, . . . , v15], were fed into three
well known classification schemes in order to classify a
segment as PR or PEA: support vector machine (SVM),
Kernel Logistic Regression (KLR) and Random Forest (RF).
The TI signal was first resampled to 250 Hz and then filtered
between [0.7, 8] Hz using an order 4 Butterworth filter and
zero-phase filtering to obtain z[n].
1) Feature extraction: The first three features were com-
puted as proposed in [11] from the circulation component
zcc[n] of the impedance segment z[n]. This component can
be considered quasi-periodic in short intervals [11], so it can
be expressed as a Fourier series, where the instantaneous
frequency is calculated from QRS complex instants. Alonso
et al. [11] estimated the coefficients using the recursive
least squares algorithm and extracted three features from
TI: the standard deviation of the peaks caused by each
effective heartbeat (v1), mean area (v2) and mean area of
zcc[n] − zcc[n − 1] (v3). A modified version of Hamilton-
Tompkins algorithm was used for QRS detection [15], and
the forgetting factor was set to 0.9997.
Alternatively, Risdal et al. [12] proposed to apply ensem-
ble average to the TI signal to obtain zEA(m), and extracted
10 features: amplitude range divided by its duration (v4); the
amplitude range of the first difference (v5); area under the
waveform once the minimum value has been subtracted (v6);
peak to peak amplitude of the longest negative flank (v7);
the duration of the longest negative flank (v8); coefficients
obtained fitting the waveform to 4th order polynomial (v9−
v13), once zEA(m) has been normalized to have a peak-to-
peak amplitude of 1 and 1 s duration.
The last two features were adopted from [13] and were
independent from QRS instants. The TI segment was divided
in two halves, the minimum variance of both was v14 and
the minimum mean cross-power v15.
2) Feature selection: A classical approach called recur-
sive feature elimination (RFE) was used for feature selection.
Using patient-wise 10-fold cross-validation in the training
set, we started training a Random Forest classifier with all
features and the least important feature was eliminated at
each iteration. The importance of the features was calculated
as the increase in the out-of-bag error when the feature
values were permuted, and the feature with the lowest median
increase among 10-folds was removed at each iteration.
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Fig. 3. t-SNE representation of v (panel a) and vD (panel b).
3) Classification: Three different classifiers were used:
RF, KLR with gaussian kernel and SVM with gaussian
kernel. The RF classifier was trained using 300 trees. The
hyperparameters of the KLR (gaussian kernel width and
regularization term) and SVM (gaussian kernel width and
soft margin) were optimized in the training set using patient-
wise 10-fold cross-validation and bayesian optimization with
gaussian processes. The function to minimize was the cross-
validated balanced error rate (BER) and the number of
iterations was 30. These folds were also used to choose the
number of features, N , for each classifier. Every patient was
weighted equally to train each classifier.
D. Evaluation setup
The PR/PEA classifiers were evaluated in terms of sensi-
tivity (Se, proportion of correctly detected PRs), specificity
(Sp, proportion of correctly detected PEAs) and balanced
accuracy (BAC, the arithmetic mean between Se and Sp)
by comparing ytrue and yout. Different segments within the
same patients may be correlated, so to compute performance
metrics every patient was weighted equally.
III. RESULTS
To compare the deep learning and the classical solutions,
first the two feature vectors, vD and v, were analysed. We
applied a dimensionality reduction technique, the classical
t-distributed stochastic neighbour embedding (t-SNE), to
interpret the data in a lower dimension space. Figure 3
shows the t-SNE visualization of v (panel a) and vD (panel
b) for the test subset. In the case of panel b (vD) the
clusters are more separated. However, some samples are
mixed, hindering the correct classification of PR/PEA. We
also analysed the Pearson correlation coefficients between v
and vD, which ranged between [−0.25, 0.25].
Table I shows the Se, Sp and BAC for different algorithms.
The optimal number of features was taken as N = 8 for the
three machine learning classifiers. It can be observed that
deep learning approaches outperform classical approaches
by more than 2 points in terms of BAC. In fact, the best
Se and Sp were also obtained using deep neural networks.
Training a RF classifier with vD yielded a Se/Sp/BAC of
97.0/86.2/91.6 % for the test set, still above the RF trained
with classical features.
TABLE I
SE, SP AND BAC VALUES FOR DIFFERENT MACHINE LEARNING
APPROACHES AND DEEP LEARNING ARCHITECTURES.
Se (%) Sp (%) BAC (%)
SVM 83.8 86.7 85.3
KLR 83.5 87.8 85.6
RF 95.3 84.2 89.7
CNN 94.3 86.4 90.3
1CRNN 97.0 85.1 91.1
2CRNN 94.2 89.3 91.8
The duration of the segment to discriminate PR/PEA
rhythms is important, as it defines the duration of the
interruption in chest compressions. We evaluated our trained
neural network for different segment durations as shown in
Figure 4. Note that our neural network architecture can work
regardless to the segment duration, so despite training with 4-
s segments, it can also work with different segment durations.
It can be observed that 2CRNN network was superior to the
other two networks for any segment duration, reaching a
BAC of 90% for segments as short as 3 s.























Fig. 4. Performance of the networks depending on the input segment
duration.
IV. DISCUSSION
Pulse detection remains challenging during OHCA for
both laypeople and healthcare professionals. Despite the
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many proposals to discriminate between PR and PEA
rhythms, we still need automated methods to assist the res-
cuer in the detection of pulse. To the best of our knowledge,
this is the first study that analyses the power of deep neural
networks to discriminate between PR/PEA segments using
only the TI signal.
We tested three different neural network solutions with
4-s segments, and they outperformed the machine learning
solution that included TI based features. All v features, ex-
cept v14, also required information of the ECG. Nonetheless,
the neural network showed better performance using only
the TI and the features extracted from the neural network
were uncorrelated with the classical features. We might think
that the neural network is able to extract discriminative
information not included in the features proposed to date.
Keeping the duration of the TI segment as short as possible
is important, as these algorithms need chest compression
pauses to work correctly, and minimizing these pauses in-
creases survival rates [22]. Accurate QRS detection need
longer ECG segments, and adaptive filters also need a
transient interval. Besides, fluctuations caused by ventilations
hinder the detection of pulse according to previous studies
[11], [13]. In [13], they proposed to make the automatic pulse
checks during rhythm analysis pauses, where ventilations
are not present. However, overcoming this limitation would
allow the use of the algorithm at any moment. In this study
we did not discard segments containing ventilations, so our
network only needs 4 s segments free of chest compression
artefacts.
The major limitation of the proposed method is the low
specificity (below 90%). Wrongly classifying a PEA might
involve stopping resuscitation therapy, reducing survival
probabilities of the patient with no pulse.
Under the same training/test split, in [16] we reported a
Se/Sp/BAC of 91.7/92.5/92.1% using only the ECG, which
is slightly above the results reported in this study. Adding
vD to the classical ECG features or combining ECG and TI
in a single neural network might improve the performance
and contribute to a better algorithm to be implemented in an
AED or more advanced monitor/defibrillators.
REFERENCES
[1] J. Berdowski, R. A. Berg, J. G. Tijssen, and R. W. Koster, “Global
incidences of out-of-hospital cardiac arrest and survival rates: system-
atic review of 67 prospective studies,” Resuscitation, vol. 81, no. 11,
pp. 1479–1487, 2010.
[2] J. Nolan, J. Soar, and H. Eikeland, “The chain of survival,” Resusci-
tation, vol. 71, no. 3, pp. 270–271, 2006.
[3] M. Ruppert, M. W. Reith, J. H. Widmann, C. K. Lackner, R. Kerk-
mann, L. Schweiberer, and K. Peter, “Checking for breathing: eval-
uation of the diagnostic capability of emergency medical services
personnel, physicians, medical students, and medical laypersons,”
Annals of Emergency Medicine, vol. 34, no. 6, pp. 720–729, 1999.
[4] B. Eberle, W. Dick, T. Schneider, G. Wisser, S. Doetsch, and
I. Tzanova, “Checking the carotid pulse check: diagnostic accuracy of
first responders in patients with and without a pulse,” Resuscitation,
vol. 33, no. 2, pp. 107–116, 1996.
[5] E. J. Clattenburg, P. Wroe, S. Brown, K. Gardner, L. Losonczy,
A. Singh, and A. Nagdev, “Point-of-care ultrasound use in patients
with cardiac arrest is associated prolonged cardiopulmonary resusci-
tation pauses: a prospective cohort study,” Resuscitation, vol. 122, pp.
65–68, 2018.
[6] L. Wei, G. Chen, Z. Yang, T. Yu, W. Quan, and Y. Li, “Detection
of spontaneous pulse using the acceleration signals acquired from
cpr feedback sensor in a porcine model of cardiac arrest,” PloS one,
vol. 12, no. 12, p. e0189217, 2017.
[7] R. W. Wijshoff, A. M. van Asten, W. H. Peeters, R. Bezemer, G. J.
Noordergraaf, M. Mischi, and R. M. Aarts, “Photoplethysmography-
based algorithm for detection of cardiogenic output during cardiopul-
monary resuscitation,” IEEE Transactions on Biomedical Engineering,
vol. 62, no. 3, pp. 909–921, 2015.
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Gutiérrez, J. F. Veintemillas, J. M. Bastida, and D. Alonso, “Circula-
tion assessment by automated external defibrillators during cardiopul-
monary resuscitation,” Resuscitation, vol. 128, pp. 158–163, 2018.
[14] N. A. Cromie, J. D. Allen, C. Navarro, C. Turner, J. M. Anderson, and
A. A. J. Adgey, “Assessment of the impedance cardiogram recorded
by an automated external defibrillator during clinical cardiac arrest,”
Critical care medicine, vol. 38, no. 2, pp. 510–517, 2010.
[15] A. Elola, E. Aramendi, U. Irusta, J. Del Ser, E. Alonso, and M. Daya,
“Ecg-based pulse detection during cardiac arrest using random forest
classifier,” Medical & biological engineering & computing, vol. 57,
no. 2, pp. 453–462, 2019.
[16] A. Elola, E. Aramendi, U. Irusta, A. Picón, E. Alonso, P. Owens, and
A. Idris, “Deep learning for pulse detection in out-of-hospital cardiac
arrest using the ecg,” in 2018 Computing in Cardiology Conference
(CinC), 2018.
[17] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Empirical evaluation
of gated recurrent neural networks on sequence modeling,” arXiv
preprint arXiv:1412.3555, 2014.
[18] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhut-
dinov, “Dropout: A simple way to prevent neural networks from
overfitting,” The Journal of Machine Learning Research, vol. 15, no. 1,
pp. 1929–1958, 2014.
[19] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimiza-
tion,” arXiv preprint arXiv:1412.6980, 2014.
[20] F. Chollet et al., “Keras,” https://keras.io, 2015.
[21] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro,
G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat,
I. Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefowicz,
L. Kaiser, M. Kudlur, J. Levenberg, D. Mané, R. Monga,
S. Moore, D. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner,
I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan,
F. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke,
Y. Yu, and X. Zheng, “TensorFlow: Large-scale machine learning on
heterogeneous systems,” 2015, software available from tensorflow.org.
[Online]. Available: https://www.tensorflow.org/
[22] C. Vaillancourt, S. Everson-Stewart, J. Christenson, D. Andrusiek,
J. Powell, G. Nichol, S. Cheskes, T. P. Aufderheide, R. Berg, I. G.
Stiell, et al., “The impact of increased chest compression fraction
on return of spontaneous circulation for out-of-hospital cardiac arrest
patients not in ventricular fibrillation,” Resuscitation, vol. 82, no. 12,
pp. 1501–1507, 2011.
1925











A.2 Publications associated to objective 2
A.2.1 First journal paper
Table A.5. First journal paper associated to objective 2.






Elisabete Aramendi, Andoni Elola, Erik Alonso, Unai Irusta,
Mohamud Daya, James K. Rusell, Pia Hubner, Fritz Sterz,
"Feasibility of the capnogram to monitor ventilation rate during










• Type of publication: Journal paper indexed in JCR
• Quartile: Q1 (1/26) based on Web of Science Rank 2017









Resuscitation 110 (2017) 162–168
Contents lists available at ScienceDirect
Resuscitation
jou rn al hom epage : w ww.elsev ie r .com/ locate / resusc i ta t ion
Clinical  paper
Feasibility  of  the  capnogram  to  monitor  ventilation  rate  during
cardiopulmonary  resuscitation
Elisabete  Aramendia,∗,  Andoni  Elolaa,  Erik  Alonsob,  Unai  Irustaa,  Mohamud  Dayac,
James  K.  Russell c, Pia  Hubnerd,  Fritz  Sterzd
a Communications Engineering Department, University of the Basque Country UPV/EHU, Alameda Urquijo S/N, 48013 Bilbao, Spain
b Department of Applied Mathematics, University of the Basque Country UPV/EHU, Rafael Moreno “Pitxitxi”, 3, 48013 Bilbao, Spain
c Department of Emergency Medicine, Oregon Health & Science University, 97239-3098 Portland, OR, United States
d Department of Emergency Medicine, Medical University of Vienna, 1090 Wien, Austria
a  r  t  i  c  l e  i  n  f  o
Article history:
Received 5 May  2016
Received in revised form 27 July 2016






a  b  s  t  r  a  c  t
Aim:  The  rates  of  chest  compressions  (CCs)  and ventilations  are  both  important  metrics  to monitor  the
quality  of cardiopulmonary  resuscitation  (CPR).  Capnography  permits  monitoring  ventilation,  but  the
CCs  provided  during  CPR corrupt  the  capnogram  and  compromise  the  accuracy  of automatic  ventila-
tion  detectors.  The  aim of  this  study  was  to evaluate  the  feasibility  of an  automatic  algorithm  based  on
the  capnogram  to detect  ventilations  and  provide  feedback  on  ventilation  rate during  CPR,  specifically
addressing  intervals  where  CCs  are  delivered.
Methods:  The  dataset  used  to develop  and  test  the algorithm  contained  in-hospital  and  out-of-hospital
cardiac  arrest  episodes.  The  method  relies  on  adaptive  thresholding  to detect  ventilations  in  the first
derivative  of  the  capnogram.  The  performance  of  the  detector  was  reported  in  terms  of  sensitivity  (SE)
and  Positive  Predictive  Value  (PPV).  The  overall  performance  was reported  in  terms  of the  rate  error  and
errors  in  the  hyperventilation  alarms.  Results  were  given  separately  for the intervals  with  CCs.
Results:  A  total  of 83  episodes  were  considered,  resulting  in  4880  min  and  46,740  ventilations  (8741
during  CCs).  The  method  showed  an  overall  SE/PPV  above  99% and  97% respectively,  even in  intervals
with  CCs.  The  error  for the  ventilation  rate was  below  1.8 min−1 in any  group,  and >99%  of the ventilation
alarms  were  correctly  detected.
Conclusion:  A method  to provide  accurate  feedback  on ventilation  rate  using  only  the  capnogram  is pro-
posed.  Its accuracy  was  proven  even  in  intervals  where  canpography  signal  was severely  corrupted  by  CCs.
This  algorithm  could  be  integrated  into  monitor/defibrillators  to provide  reliable  feedback  on  ventilation
rate  during  CPR.
© 2016 Elsevier  Ireland  Ltd.  All  rights  reserved.
1. Introduction
Quality of cardiopulmonary resuscitation (CPR) is a key factor
in the outcome of cardiac arrest patients. Advanced life sup-
port (ALS) treatment of out-of-hospital cardiac arrest (OHCA)
includes good-quality chest compressions (CCs) and a reliable
airway management. The 2015 resuscitation guidelines recom-
mend continuous chest compressions after intubation, ventilation
rates of 10 min−1 and avoidance of hyperventilation.1 Hyper-
ventilation increases intrathoracic pressure, reshapes the oxygen
 A Spanish translated version of the abstract of this article appears as Appendix
in  the final online version at doi:10.1016/j.resuscitation.2016.08.033.
∗ Corresponding author.
E-mail address: elisabete.aramendi@ehu.es (E. Aramendi).
dissociation curve (increasing oxygen affinity) and behaves as
a cerebral vasoconstrictor.2,3 It has also has been proven to
lower coronary perfusion pressure and to contribute to hemody-
namic deterioration in animal experiments.4–8 All these factors
decrease the probability of survival.9,10 Nevertheless rescuers
providing pre-hospital CPR often exceed the recommended ven-
tilation rates. Several studies report rates ranging from moderate
(14 min−1) to severe (>20 min−1) hyperventilation during long
duration OHCA.5–7,9–12
CPR feedback systems, either standalone or incorporated
into defibrillators, have been shown to improve adherence to
guideline recommendations.13,14 Feedback on CCs based on accel-
eration, force or thoracic impedance (TI) has been extensively
studied;11,15–17 but little attention has been given to feedback
on ventilation rate during CPR. The TI channel, recorded through
the defibrillation pads, has been explored to monitor ventilation
http://dx.doi.org/10.1016/j.resuscitation.2016.08.033
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rate.11,18,19 However, an analysis of long resuscitation episodes
showed that artefacts limit the reliability of TI for instantaneous
feedback on ventilation rate.17 Currently, no commercial system is
available for feedback on ventilation rate using the TI.
The recently released resuscitation guidelines have placed an
increased emphasis on the use of the capnogram during CPR
to monitor, among other things, ventilation rate and to avoid
hyperventilation.1 During CPR compression artefacts often corrupt
the capnogram compromising the accuracy of automatic algo-
rithms for ventilation rate feedback.20–22 Few such algorithms have
been published,23,24 and their performance during CPR has not been
systematically evaluated and/or documented.
This study proposes an automatic algorithm for ventilation
detection during CPR based on the typical waveform characteristics
of the capnogram and on the use of adaptive thresholds to identify
ventilations. The aim of the study is to analyse the feasibility of
using the capnogram to provide an accurate automated feedback
on ventilation rate and hyperventilation alarms during CPR.
2. Materials and methods
2.1. Data materials
Two datasets of episodes with signals from moni-
tor/defibrillators were used in this study, an out-of-hospital
dataset (OHD) and an in-hospital dataset (IHD). The OHD was
recorded during cardiac arrest, with manual CPR (CCs and venti-
lations) provided in all episodes. The signals available to monitor
ventilations were the TI and the capnogram. The IHD corresponded
to patients who suffered cardiac arrest, some recorded during
manual CPR (CCs and ventilations) and some recorded after cardiac
arrest during postresucitation care (mechanical ventilation). They
were monitored with the capnogram and the expired air flow.
The OHD was a subset of a large OHCA registry containing
623 episodes maintained by the Tualatin Valley Fire & Rescue
(Tigard, Oregon, USA), an ALS first response agency. The episodes
were collected using the HeartStart MRx  monitor/defibrillator
(Philips, Andover, MA)  between 2006 and 2009. Ventilations in
these episodes were provided manually with an endotracheal tube
or laryngeal tube airway. Episodes with at least 20 minutes of con-
current and readable recordings of the compression depth (CD),
the TI and the capnogram were included in this study, resulting in
a dataset of 62 episodes. The CD signal from the Q-CPR assist pad by
Philips was  used to identify the intervals with CCs. The capnogram
was acquired using Microstream (sidestream acquisition) with a
sampling rate of 40/125 Hz and a resolution of 0.004 mmHg per
bit. The instants of ventilations were marked in the TI ventila-
tion channel,11,17 first automatically and then manually reviewed
by three experienced biomedical engineers. Reviewers used the
capnogram to make a decision in unclear intervals. Fig. 1 shows
examples of two episodes of the OHD, where ventilations are visi-
ble in both the TI ventilation channel (in black) and the capnogram,
for an artefact free interval (panel a), and when CCs were provided
(panel b).
The IHD was a subset of the APACHI study conducted by Philips
Healthcare at the Medical University of Vienna between November
2012 and January 2014. The APACHI study recorded physiological
signals (arterial blood pressure, electrocardiogram, photoplethys-
mogram, capnogram and airway flow and pressure) from multiple
monitors during hemodynamic crisis in the emergency department
of the Vienna General Hospital, under the direction of Drs. Sterz and
Hubner. From a total of 50 patients enrolled in the trial, the 21 that
suffered cardiac arrest and had concurrent recordings of capno-
gram and ventilatory flow were included. Six of the episodes were
recorded during CPR and 15 after resuscitation. The mainstream
capnogram was  acquired by the NICO 7300 monitor using the
Fig. 1. Intervals from the out-of-hospital and in-hospital datasets, OHD and IHD, showing the capnogram and the Gold Standard (GS) to annotate ventilations. Panels a and
b  show OHD examples without and with chest compressions, with the impedance ventilation channel (GS) in black on top and the capnogram below. Panels c and d show
IHD  examples without and with CCs, with the air volume (GS) on top and the capnogram below.
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Fig. 2. The four phases of the normal capnogram and the features of the ventilation
detector associated to potential ventilation number k. The time stamps tinsp,k and
texp,k correspond to the inspiration and expiration times respectively.
Capnostat CO2 sensor by Philips (−125/125 L/min, 4 mV/L/min,
100 Hz). The respiratory signals were acquired by the same mon-
itor; the airflow and the air volume signals were used as gold
standard (GS) to annotate the ventilations. Fig. 1 shows examples
of two episodes of the IHD, where ventilations are visible in the air
volume and the capnogram, for an artefact free interval (panel c)
and when CCs were provided (panel d).
2.2. Ventilation detector
An automated algorithm that detects ventilations in the capno-
gram was developed based on the four basic phases of a normal
capnogram shown in Fig. 2: the inspiration baseline (phase I), the
expiration upstroke (phase II), the expiratory plateau (phase III) and
the expiration downstroke (phase IV).
The capnogram was first low-pass filtered to remove spectral
components above 10 Hz, and then a value of 5 mmHg  was  adopted
as baseline. The inspiration (tinsp) and expiration (texp) times of
potential ventilations were automatically detected from positive
and negative peaks in the first difference of the signal. For every
potential ventilation the five features shown in Fig. 2 were com-
puted:
• Duration of the inspiration baseline, Dinsp, in seconds.
• Mean CO2 value of the inspiration baseline, Ainsp, in mmHg.
• Mean CO2 value of the expiratory plateau, Aexp, in mmHg.
• Area of the first second of the expiratory plateau, Sexp, in
mmHg· s−1.
• Relative CO2 increase, Ar = Aexp−AinspAexp .
The ventilation detector consists of a feature based decision
algorithm which detects ventilations by comparing Dinsp and the
minimum distance between ventilations with a fixed threshold
value (0.3 s and 1.5 s respectively) and features Aexp, Sexp and Ar with









Characteristics of the out-of-hospital dataset (OHD) and the in-hospital dataset
(IHD).
Parameter OHD IHD
Number of episodes 62 21
Total duration (min) 2545 2335
Total number of
ventilations (% with CPR)
16,899 (38) 29,841 (8)
Instantaneous ventilation
rate (min−1)




10 (2–35) 14 (0–88)
where Thk is the adaptive threshold for kth potential ventilation, w
is a weighting factor between 0 and 1, and xn represents the value
of the feature for ventilation n.
A more detailed technical description of the algorithm is sup-
plied in the Appendix A, where signal processing techniques and
ventilation detection criteria for the decision algorithm are sup-
plied. Two  illustrative examples are also included to provide
intermediate results that clarify the implementation of the algo-
rithm.
2.3. Instantaneous ventilation rate and hyperventilation alarm
The instants of ventilations detected in the capnogram were
used to compute the ventilation rate and to report hyperventila-
tion alarms when an established rate was  exceeded. Both measures
could be used to give real-time feedback to the rescuer. The instan-
taneous ventilation rate was  computed every 15 s as the inverse of
the median interval between ventilations in the previous minute.
Hyperventilation was defined for rates exceeding 15 min−1, follow-
ing the criteria established by Kramer Johansen et al.13
2.4. Evaluation and statistical analysis
The episodes of the OHD were randomly allocated to training
and test sets. The ventilation detector was developed with the
training set of the OHD, and evaluated with OHD test set and the
complete IHD. Results are given separately for intervals with and
without CCs. All the results were reported as median (interquartile
range, IQR), as data did not pass the Anderson-Darling normality
test.
The performance of the ventilation detector was  evaluated in
terms of sensitivity (SE), the proportion of correctly detected ven-
tilations, and Positive Predictive Value (PPV), the proportion of
detected ventilations corresponding to real ventilations.
The Concordance Correlation Coefficient (CCC) was reported in
order to quantify the agreement between the ventilation rate cal-
culated from the GS and from the algorithm. The percentage of
ventilation rate errors >2 min−1 per episode were reported. Bland-
Altman plots were used to show the level of agreement (95% LOA)
between the algorithm and the GS.
The performance of the hyperventilation detector was  evalu-
ated in terms of correctly detected hyperventilation alarms and the
number of false hyperventilation alarms.
3. Results
Table 1 summarizes the main characteristics of the datasets.
For the 62 episodes of the OHD the duration was 38 (34–46) min,
the median ventilation rate per episode was  9.9 (8.7–13.1) min−1
and the hyperventilation fraction per episode was  10 (2–35)%. For
the 21 episodes of the IHD the duration was  91 (50–141) min, the
median ventilation rate per episode was 14.3 (12.6–18.2) min−1
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Fig. 3. Box plots showing the performance of the ventilation detector for the out-of-hospital dataset, OHD, in panel a, and for the in-hospital dataset, IHD, in panel b. Results
are  also given for the intervals with chest compressions (CCs).
with 14 (0–88)% of hyperventilation fraction. The OHD episodes
were allocated randomly to training (37) and test sets (25). Fig. 3
shows the boxplot of the performance of the ventilation detector
for both the OHD and IHD datasets. The SE was above 99% and the
PPV above 97% overall. The boxplots show a slight deterioration
for the intervals during CCs. The median SE and PPV decreased at
most one point during CCs, and the lower quartile between 1 and
7 points.
Fig. 4 shows four examples where the dashed lines represent
ventilations annotated in the GS and the red triangles represent
the ventilations detected by the algorithm. Panels a and b show two
examples of OHD where ventilations were missed due to too short
inspiration intervals (panel a) and because of the ‘shark fin’ wave-
form of the capnogram (panel b). Panels c and d show intervals of
the OHD and IHD, where the ventilations were correctly identified
despite severe CC artefacts.
The concordance between the instantaneous ventilation rate
obtained from the GS and from the algorithm was high (CCC >
0.98) for the two datasets, even during CCs. The proportion of errors
larger than >2 min−1 were 0 (0–4.2)% per episode for the OHD and
0 (0–1.2)% for the IHD. Fig. 5 shows the Bland-Altman plots and the
95% LOA between the GS and the algorithm, which was  in all cases
smaller than 1.8 min−1.
For the OHD, the algorithm correctly detected 841 of 860
alarms, and 26 of the 867 given alarms were false. For the IHD,
the hyperventilation detector correctly reported 3563 of the 3566
hyperventilation alarms, and 12 of the 3575 given were false.
4. Discussion
This study proposes an automatic algorithm to detect venti-
lations using the capnogram, and thoroughly tests its accuracy
for ventilation rate feedback during CPR, specifically addressing
intervals in which CCs were delivered. The algorithm identi-
fies the instants of ventilations based on adaptive thresholds
to accommodate to the time-varying levels of CO2, and avoids
the rapidly changing artefacts added by the CCs. This algorithm
would permit an accurate ventilation rate monitoring and a bet-
ter control of hyperventilation both in- and out-of-hospital, where
rates recommended by resuscitation guidelines are frequently
exceeded.5–7,9–12
4.1. The dataset and the gold standard
The dataset used in this study includes both in-hospital and
OHCA episodes, with a total of 46,740 ventilations (8741 during
CCs). In the OHD impedance was  used as gold standard, and anno-
tations were reviewed with the capnogram, but only in unclear
intervals (see panel a of Fig. 4). This procedure, which was a stan-
dard practice in previous studies because no better gold standard
is available for the OHCA data,23 might limit the validity of the
results. In order to overcome this limitation an independent GS, not
available in the OHCA setting, was  introduced in the IHD, the air-
way flow signal which provides reliable information for ventilation
monitoring.1,23 In our IHD the airway flow and volume signals from
the NICO respiratory monitor by Philips were used as GS. The num-
ber of episodes in our IHD is small, however this dataset contains
the most reliable GS used to date to validate capnogram based ven-
tilation detectors during cardiac arrest. The results obtained with
this dataset confirmed the accuracy observed for the ventilation
detection algorithm with the OHCA dataset.
The global SE/PPV of the detector were 0.7/2.8 points better
for the IHD than for the OHD (Fig. 3), which may  reflect various
factors. On the one hand, the capnography technique was differ-
ent in our two  datasets, mainstream for the IHD and sidestream
for the OHD.25 In mainstream capnography the sensor is located
directly in the way of the expired flow. In sidestream capnogra-
phy a sample of the patient’s expired gases is trasported to the
sensor site using a 1–2 m long tube. This produces a delay in the
capnogram with respect to the TI (4 s in our data) and the diffu-
sion of the gases during transport lowers the slopes (dampening)
of the capnogram.26 This last effect might jeopardize the discrim-
ination of ventilations in the OHD, as the algorithm is based on
the detection of abrupt changes in the capnogram, and might par-
tially explain the lower accuracy obtained for the OHD dataset.
On the other hand, the OHD reflects more challenging scenarios
in which ventilations were manual and CPR was delivered in most
of the cases, while 15 of the 21 in-hospital cases were mechani-
cally ventilated and/or had no CCs. However, when cases during
CPR were considered the results were similar for the OHD and
IHD (see Fig. 3 during CPR). This primarily is because during CPR
both datasets reflected the effects of greater variability in ven-
tilation patterns, CC artefacts and the intervention of multiple
rescuers. The results for the IHD data with a reliable and inde-
pendent GS confirm the observations on the larger OHD, and the
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Fig. 4. Performance of the ventilation detection algorithm with four episodes. The examples of panels a, b and c correspond to episodes from the out-of-hospital dataset, and
example of panel d to an episode from the in-hospital dataset. For every example the gold standard (GS) is shown (impedance ventilation signal or air flow volume signal).
The  GS annotations are shown with black dashed lines, and the detected ventilations with red triangles. (For interpretation of the references to color in this figure legend,
the  reader is referred to the web  version of this article.)
accuracy of the algorithm with both mainstream and sidestream
capnography.
4.2. The capnogram based ventilation detector
To date few capnogram based ventilation detectors applicable
to OHCA data have been described. However, the universalization
of the capnogram during ALS and the importance of adequate ven-
tilation for the survival of the patient call for new and improved
capnogram based ventilation feedback algorithms. Our method
relies on an adaptive thresholding to classify possible ventilations
detected in the first derivative (slope) of the capnogram. A prelim-
inary version of the method was previously described.27 Edelson
et al. proposed an adaptive CPR artefact suppressing filter before
detecting ventilations in the first derivative of the filtered signal and
then used fixed detection thresholds.23 Adaptive filtering requires
additional CPR-assist pad signals, such as depth, acceleration and/or
force signal. These signals need to be synchronized to the capno-
gram which is often recorded by a different device. Edelson et al.
reported SE/PPV of 82/91% respectively for the ventilation detec-
tor, slightly below our results, and >80% of the rate errors below
±2 min−1, compared to the >90% of our algorithm. As it can be
observed in Fig. 4 the error of our algorithm hardly increased for
the intervals with CCs in the OHD, with LOAs close to 1.8 min−1;
the difference is higher in the IHD where the LOA is 1.5 min−1
in the intervals with CCs, and 0.5 min−1 for the complete dataset.
This difference is attributable to the CC artefacts as well as to the
mechanical ventilations of the IHD.
Panels c and d of Fig. 4 show two cases where the algorithm was
effective in the presence of large CC artefacts. Panels a and b, are
two exceptional cases that show the limitations of the algorithm.
Panel a corresponds to a ventilation technique leading to baselines
too short to be detected as true ventilations. Panel b shows a capno-
gram of a patient with airway obstruction, due to bronchospasm,
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Fig. 5. Bland-Altman plots for the out-of-hospital and in-hospital datasets, OHD and IHD respectively, for all cases and for the intervals with chest compressions. The
horizontal lines show the 95% level of agreement.
asthma or chronic obstructive pulmonary disease. In both cases the
detector missed most of the ventilations of the interval.
The artefacts in the capnogram due to CCs were visually iden-
tified in previous studies24,20 and are frequent in OHCA episodes,
73.3% of the cases in the study by Idris et al.22 and 78.8% in our study
(37.6% of the ventilations). The severity of the artefact has not been
characterized yet and might vary with the position/depth of the
CCs, the physiology of the patient, and probably with the technol-
ogy used to acquire. It is known that the sidestream capnography
shows artifacts and distortions that may  appears as false disease
waveforms,26 and it might also show different susceptibility to
CC artifacts compared to mainstream capnography. A thorough
research is needed for a better understanding of the level, char-
acteristics and differences of the CC artefact in both capnography
sampling techniques.
4.3. Application scenarios
Monitoring ventilation rate to avoid hyperventilation is a
challenge in OHCA scenarios where many feedback systems are
available for CCs but not for ventilatory assistance. During BLS,
the impedance measured through defibrillation pads has been
proposed to monitor ventilations. Although impedance can be
used for debriefing, it showed limited performance for monitor-
ing instantaneous ventilation rate. Alonso et al. reported significant
errors due to non ventilatory components of the impedance
waveform,17 an observation consistent with the manual annota-
tions required in several studies on CPR quality.11,28 For ALS, where
advance airway management is integrated, the latest guidelines
encourage the use of the capnogram to monitor CPR quality. Our
results show that ventilation rate algorithms should be further
evaluated with capnograms acquired during CCs before they are
incorporated into feedback systems.
4.4. Limitations
The use of the algorithm is limited by the characteristics of
the capnograms. As capnogram is dependent on the perfusion and
metabolism of the patient, for very low levels (<5 mmHg  in our algo-
rithm), ventilations would not be detected. The IHD used to test the
algorithm is limited by the number of episodes, 6 out of 21, which
include CCs. Although few cases were available, the inclusion of this
dataset enabled the validation of the algorithm with a robust and
independent GS.
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5. Conclusions
Our study proves that an accurate feedback on ventilation rate
using only the capnogram is feasible, even in intervals where
the capnogram signal is severely corrupted by CCs. Technology
based on this type of algorithms could be integrated in moni-
tor/defibrillators to provide reliable feedback on ventilation rate
and alarms on hyperventilation during CPR.
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APPENDIX A: Algorithm for detecting the ventilations in the capnogram1
This section describes in detail the algorithm proposed in the paper to detect ventilations in the2
capnogram. All the technical details and procedures to fully reproduce the algorithm are provided.3
The appendix is structured in four subsections describing: the signal preprocessing and detection of4
potential ventilations, feature computation, the decision algorithm and two illustrative examples.5
A.1 Signal preprocessing and detection of potential ventilations6
The capnogram was preprocessed, first applying low-pass order 4 butterworth filter to remove7
spectral components above 10 Hz. The filtered signal thus obtained is denoted as CO2[n] where8
n is the waveform sample index, which is related to time by t = 1fs , being fs the sampling rate.9





CO2[n] if CO2[n] ≥ 5 mmHg
0 if CO2[n] < 5 mmHg
Potential ventilations were identified in the slope of s[n] computed as:
d[n] = fs · (s[n] − s[n− 1]) (1)
and the expiration (texp) and inspiration (tinsp) times were identified for potential ventilation when11
d[n] > 0.35 · fs mmHg · s−1 (for texp) and d[n] < −0.45 · fs mmHg · s−1 (for tinsp).12
Fig. 6 shows the preprocessed signal, s[n], for two illustrative examples. The a case corresponds13
to the 0 − 30 s interval of case b in Fig. 4, and case b corresponds to the 17 − 47 s interval of case14
d in Fig. 4.15
A.2 Feature computation16
For each potential ventilation (k-th ventilation) a set of features was computed using the17
following formulas:18
Dinsp,k = texp,k − tinsp,k (2)
Aexp,k =
1




















The physical meaning and graphical representation of the features are shown in section 2.2 and19
Fig. 2 of the manuscript.20
In addition the time elapse between the potential k-th ventilation and the last true ventilation21
detected was computed in seconds and denoted as tref,k.22
A.3 Decision algorithm23
Fig. 7 shows the decision algorithm applied to every k-th potential ventilation. The criteria
included comparing the features with either fixed or adaptive thresholds. If all the criteria were
met the j-th true ventilation was identified in the instant tj = texp. The adaptive thresholds Th1,
Th2 and Th3 applied to Aexp, Ar and Sexp respectively, were initiated for k = 1 with Th1,1 = 5;
Th2,1 = 0.5; Th3,1 = 0, and updated for the k-th potential ventilation using values of the features






















where j − 1 denotes the last detected true ventilation prior to the k-th potential ventilation. For24
Th2 a minimum value of 0.5 was set.25
A.4 Illustrative examples26
Fig. 6 shows the intermediate results of the algorithm applied to two illustrative examples: a27
corresponding to the interval of case in Fig. 4 b, and b corresponding to the 17 − 47 s interval of28
case in Fig. 4 d. The texp and tinsp instants of every potential ventilation that fulfilled the criterion29
of Dinsp > 0.3 s are plotted in dashed and in dotted lines respectively. The ventilations that met30
all the criteria of the algorithm to be a true ventilation are marked with a red triangle in the tj31
instant.32
In the first example, for the initial 6 ventilations the range of values for the Aexp was 17 − 22,33
higher in all cases than Th1, in the 7−8 range; Sexp values, 14−17, were higher than the threshold34
for Th3 in the range of 6 − 9 and tref > 1.5, fulfilling the criteria of the algorithm. The values for35
Ar were in the range of 0.37 − 0.55 and only 3 of the potential ventilations fulfilled the criteria of36
> Th2 = 0.5; they are marked with red triangles.37
In the second example a total of 26 ventilations were detected as potential ventilations. The38
Aexp was 6− 23 (Th1 in 8− 9 range); Sexp was 2− 23 (Th3 in 7− 9 range) and Ar was 0.97− 0.9939
(Th2 = 0.68 − 0.69). Only potential ventilations 1, 13, 15 and 16, as numbered in Fig. 6, met the40
criteria. The application of tref > 1.5 criterion rejected ventilation 16 as shown with red triangles.41
List of Figures42
Figure 6 Examples of a failed case a and a successful case b, corresponding the43
0 − 30 s interval of case b of Fig. 4 and the 17 − 47 s interval of case44
d of Fig. 4 respectively. The potential texp and tinsp are depicted45
with dashed and dotted lines respectively. The final ventilations are46
marked with red triangles.47
Figure 7 Block diagram of the decision algorithm48
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Figure 6: Examples of a failed case a and a successful case b, corresponding the 0 − 30 s interval of case b of Fig. 4
and the 17 − 47 s interval of case d of Fig. 4 respectively. The potential texp and tinsp are depicted with dashed and
dotted lines respectively. The final ventilations are marked with red triangles.
Initialization
k = 1; j = 1
Th1 = 5; Th2 = 0.5; Th3 = 0;
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Abstract
Background: Automated detection of return of spontaneous circulation (ROSC) is still an unsolved problem during cardiac arrest. Current
guidelines recommend the use of capnography, but most automatic methods are based on the analysis of the ECG and thoracic impedance (TI)
signals. This study analysed the added value of EtCO2 for discriminating pulsed (PR) and pulseless (PEA) rhythms and its potential to detect
ROSC.
Materials and methods: A total of 426 out-of-hospital cardiac arrest cases, 117 with ROSC and 309 without ROSC, were analysed. First, EtCO2 values
were compared for ROSC and no ROSC cases. Second, 5098 artefact free 3-s long segments were automatically extracted and labelled as PR (3639) or
PEA (1459) using the instant of ROSC annotated by the clinician on scene as gold standard. Machine learning classifiers were designed using features
obtained from the ECG, TI and the EtCO2 value. Third, the cases were retrospectively analysed using the classifier to discriminate cases with and
without ROSC.
Results: EtCO2 values increased significantly from 41 mmHg 3-min before ROSC to 57 mmHg 1-min after ROSC, and EtCO2was significantly larger for
PR than for PEA, 46 mmHg/20 mmHg (p < 0.05). Adding EtCO2 to the machine learning models increased their area under the curve (AUC) by over 2
percentage points. The combination of ECG, TI and EtCO2 had an AUC for the detection of pulse of 0.92. Finally, the retrospective analysis showed a
sensitivity and specificity of 96.6% and 94.5% for the detection of ROSC and no-ROSC cases, respectively.
Conclusion: Adding EtCO2 improves the performance of automatic algorithms for pulse detection based on ECG and TI. These algorithms can be used
to identify pulse on site, and to retrospectively identify cases with ROSC.
Keywords: Return of spontaneous circulation (ROSC), ROSC detection, Capnography, End-tidal CO2 (EtCO2), Electrocardiogram (ECG), Thoracic
impedance
1 Introduction
The main goal of resuscitative efforts during out-of-hospital cardiac
arrest (OHCA) is to achieve return of spontaneous circulation (ROSC).
Those efforts include high quality cardiopulmonary resuscitation
(CPR), during which chest compressions should be minimally
interrupted for actions like rhythm analysis or pulse checks. Current
pulse detection methods such as carotid pulse check, or checking for
signs of life as recommended by the current guidelines, are both time
consuming and inaccurate.1–5 There is therefore a need for accurate
and automated pulse detection methods6 that can be used by
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emergency medical personnel as a decision support tool to identify
ROSC. Such methods would contribute to improve therapy, reduce
and shorten pauses in chest compressions, and increase survival
rates.7,8
Current guidelines support the use of capnography for early
detection of ROSC.9 Higher values of end tidal CO2 (EtCO2), and
sudden increases in EtCO2 have been linked to ROSC in OHCA.
10–13
Although some medical algorithms exist for the detection of ROSC
using EtCO2 values,
14 the only automatic method based on
capnography was recently proposed.15
Most automatic methods for the detection of pulse in OHCA rest on
the analysis of the ECG and the thoracic impedance (TI). The TI signal
shows low amplitude fluctuations for every effective heartbeat,16 so
features characterizing the TI signal have been proposed alone,17–19
or in combination with ECG features20–22 for the detection of pulse. In
this context, detection of pulse is framed as a classification problem
with two types of organized rhythms: pulse-generating rhythms (PR)
and pulseless electrical activity (PEA).
The purpose of this study was to evaluate the added value of
capnography for the classification of PR/PEA during OHCA. First,
EtCO2 values were automatically detected in order to compare the
values between patients with and without ROSC, and to analyse how
EtCO2 changed as the patient approached ROSC. Then, the added
value of EtCO2 for PR/PEA classification was evaluated by developing
machine learning PR/PEA classifiers.
2 Materials
For this study we analysed 1561 OHCA episodes retrospectively,
treated by the Dallas FortWorth Center for Resuscitation Research
(UTSW, Dallas) using the Philips HeartStart MRx device between
2012 and 2016. The device files included the ECG and TI recorded
through the defibrillation pads with sampling frequencies of 250 Hz/
200 Hz respectively, and capnography recorded through sidestream
acquisition with a sampling frequency of 125 Hz. The electronic files
were linked to clinical annotations and ROSC was defined as palpable
pulse in any vessel for any length of time. The first ROSC instant
annotated by the rescuer on scene was the gold standard; based on
that instant PR and PEA annotations were made automatically and
patients with ROSC and without ROSC were classified.
The following patient inclusion/exclusion criteria were applied.
Only episodes with TI, ECG and capnography were considered
(n = 835). Cases where ROSC was suspected but not annotated by
clinicians on site were excluded, which comprised patients trans-
ported to hospital (n = 252), or episodes with long periods (>2 min)
without compressions presenting an organized rhythm with EtCO2
above 25 mmHg (n = 26). Episodes with suspected intermittent ROSC
were also excluded, these were episodes in which shocks or chest
compressions (>2min) were delivered after the annotated onset of
ROSC (n = 76). For our analysis of the ROSC cases, the capnogram
had to be available at least 4 min before and 1 min after the onset of
ROSC. If not, the case was excluded (n = 55). The final dataset
contained 426 episodes, 117 with ROSC and 309 without ROSC.
Fig. 1 shows a 3-min interval from two cases of the study dataset. In
the ROSC case (top panel) EtCO2 increases at ROSC onset, and after
ROSC the heart rate increases and there is pulse related activity in the
TI. In the no-ROSC case (bottom panel) EtCO2 is always below
20 mmHg, and although the heart rate changes during PEA there is no
pulse related activity in the TI.
3 Methods
Three analyses were conducted: EtCO2 levels in episodes with and
without ROSC, development and evaluation of a PR/PEA classifier
using ECG/TI segments and EtCO2 values, and a case study of the
use of the classifier to retrospectively identify cases as ROSC/no-
ROSC.
3.1 Analysis of EtCO2 levels
Onset and offset of each ventilation were automatically delineated in
the capnogram using a method introduced in a previous study.23 For
each ventilation, EtCO2was automatically calculated as the maximum
CO2 value during the alveolar plateau (see Fig. 1).
In ROSC cases, median EtCO2 levels were computed every
minute (MEtCO2) in a 5 min interval around ROSC (4-min before to 1-
min after). Similarly, for patients without ROSC, the MEtCO2 values
were computed for each one of the last 5 min of the episode. The
MEtCO2 value for the last minute of the episode corresponds to the
last minute before the EOE, i.e. the instant when the monitor/
defibrillator was disconnected.
3.2 PR/PEA machine learning classifier
Following the classical scheme proposed in previous studies,22,20,21
the detection of ROSC implies the discrimination between PR and
PEA once an organized rhythm is identified by the shock advice
algorithm. It is therefore a two class classification problem, for which,
first, the dataset of PR/PEA segments was defined, and then a
classifier was designed using features extracted from the ECG, TI and
capnography signals.
3.2.1 PR/PEA segment dataset
PR and PEA segments of 3.2-s duration were extracted during
intervals with no chest compression artefacts. Pauses in chest
compressions were automatically detected using the compres-
sion depth signal from the CPR assist pad when available,24 or
the TI otherwise.25 Segments with large ECG amplitude
oscillations (>3.5 mV) were discarded as noisy, and then
organized rhythms (PEA or PR) were detected during the pauses
using an offline version of a rhythm analysis algorithm of a
commercial automated external defibrillator (AED).26 In ROSC
cases, all segments before ROSC onset were labelled as PEA,
and those after ROSC onset as PR (see Fig. 1, panel a). In no-
ROSC cases, all segments were labelled as PEA (see Fig. 1,
panel b). A minimum separation between consecutive segments
of 20-s was enforced to foster ECG and TI waveform diversity in
the segments.
3.2.2 Machine learning PR/PEA classifier
Nine PR/PEA classification features were computed from the most
recently proposed algorithms, six ECG features introduced in Ref.27
and three TI features.22,17,28 These ECG and TI features are
described in detail in Appendix A. The MEtCO2, the median EtCO2
in the minute before the analysis window (pause in chest
compressions with organized ECG rhythm) was also added. The
features were combined in a Random Forest (RF) classifier, a
machine learning algorithm based on the aggregate vote of several
independently designed uncorrelated decision trees.29 RF classifiers
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have shown excellent performance in many classification problems,
including PR/PEA classification,27 and are robust against annotation
errors.
All patients were weighted equally to train the RF classifier and 300
trees were used. For each segment, the RF classifier computes the
probability of being PR (ppr), and segments were classified as PR for
ppr> 0.5 and as PEA otherwise. The classifier was trained and tested
using a patient wise 10-fold cross-validation procedure.30 For each of
the 10 folds, the algorithm was optimized using 90% of the cases, and
the accuracy results were obtained from the remaining 10% (test fold).
This procedure guaranteed that the optimization of the classifier and
the estimation of its accuracy were done on data from separate
patients, and that the performance was assessed using all available
data.
3.3 Case study: retrospective identification of patients with
ROSC
Using the PR/PEA classifier, a simple method was developed to
automatically identify patients with ROSC in a retrospective analysis
of a set of OHCA episodes. This method may be used as an automated
tool for post arrest debriefing or annotation. Complete episodes (until
EOE) were processed and the case was labelled as ROSC if from any
three consecutive segments at least two were identified as PR by the
classifier.
Our ground truth was the ROSC instant annotated by clinicians on
scene, which discriminated the group of patients with ROSC and
patients without ROSC, and the detection of episodes with ROSC was
evaluated using the test sets in the 10-fold cross validation procedure.
Fig. 1 – ECG, Thoracic Impedance (TI) and capnography signals for a patient with ROSC, panel (a), and without ROSC,
panel (b). ROSC onset, as annotated by a clinician on site, is represented by a red line in the first example. The
extracted 3.2-s segments are shaded in grey and the ECG and TI (green) are zoomed in. Chest compression intervals
are depicted above TI signal. In the ROSC case a PEA and a PR segments were extracted in the depicted interval, and
two PEA segments in the no-ROSC case. Ventilations were automatically detected in the CO2 curve, and the
automatically measured EtCO2 value is highlighted with red dots. In the ROSC case after pulse recovery the ECG
presents stable and normal QRS complexes and heart rate, and chest compressions are stopped so there is no activity
in the impedance.
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3.4 Statistical analysis
MEtCO2 distributions did not pass the Kolmogorov–Smirnov normality
test, and are reported as median and interquartile range (IQR).
MEtCO2 distributions at different times (within ROSC cases) or
between ROSC/no-ROSC cases were compared using the Mann–
Whitney U test. Differences were considered significant for p < 0.05.
PR/PEA classification was evaluated using Receiver Operating
Characteristic (ROC) curves, and the area under the curve (AUC) was
used as measure of performance.31 The Youden index was used to
define the optimal point in the ROC curve, which gives equal
importance to the sensitivity (SE, for PR segments) and specificity
(SP, for PEA segments).32
When the classifier was used as a retrospective tool to identify
ROSC, SE and SP were defined as the proportion of correctly
identified ROSC and no-ROSC cases, respectively.
4 Results
The mean (standard deviation) durations were 58 (23) min and
38 (11) min for the episodes with and without ROSC, respectively.
The commercial AED algorithm detected 5098 segments with
organized rhythms. A total of 3639 PR segments were extracted
from episodes with ROSC, and 1459 PEA segments, 308 from
episodes with ROSC and 1151 from episodes without ROSC.
Some examples of the extracted ECG segments can be found in
Figs. 1 and 4 . The median (IQR) ventilation rate per episode was
7.8 (5.7–10.5) min1.
The MEtCO2 for ROSC cases were statistically significantly larger
than for no-ROSC cases at all time-stamps (Fig. 2). Elevated EtCO2
levels were observed in patients with ROSC, with an upward trend
from 41 mmHg (at 3 min before ROSC) to 57 mmHg close to ROSC
onset (see Fig. 2a).
Fig. 3 shows the ROC curves of the RF classifier for different
features sets. The curves in panel (a) were calculated using the whole
dataset, while the curves in panel (b) were calculated excluding the
PEA segments extracted from patients with ROSC, that is the pre-
ROSC PEA segments. The analysis of the ROC curves is shown in
Table 1. The ROC curves showed that the AUC of the PR/PEA
classifier increased as features from different sources were added.
Including MEtCO2 in the classifier increased the AUC for all feature
combinations, thanks to the added uncorrelated information. Adding
MEtCO2 to an ECG-only and to an ECG+TI based classifiers
increased their AUCs in 3 and 2-points, respectively. The best
classifier combined all features and presented an AUC of 0.92 with a
SE and SP of 84% and 86%, respectively (see Table 1). MEtCO2alone
was also a good classifier (AUC around 0.76), the median MEtCO2
values were 46 (32–64) mmHg for PR and 20 (8–38) mmHg for PEA
segments (p < 0.05).
The accuracy of the classifiers increased when PEAs that
transitioned to PR (episodes with ROSC) were not included. The
accuracy increase was on average 4-points for all classifiers (see
Table 1). Significant differences were observed between PEAs in
ROSC and no-ROSC cases. The MEtCO2 values of the PEA in the
ROSC and no-ROSC cases were 31 (20–44) mmHg and 16
(7–35) mmHg (p < 0.05), respectively. The probabilities of being
PR, ppr, for the classifier with all features were also significantly
different for these two subgroups of PEA, 0.09 (0.03–0.29) for the PEA
from no-ROSC cases and 0.33 (0.11–0.58) for those of the ROSC
cases (p < 0.05).
Fig. 4 shows the performance of the PR/PEA classifier with three
consecutive segments in three patients. Each panel represents the 3
consecutive 3.2-s ECG and TI segments used for analysis, and the
capnogram in the 1-min interval before the segment, which was used
to compute MEtCO2 (depicted as a dashed line). The text on top of
each segment shows the true class followed by the class predicted by
the classifier. The first example (panel a) shows a patient achieving
ROSC transitioning from PEA to PR in which all segments were
correctly classified. The first segment was taken 80 s prior to ROSC
(PEA) and the other two after ROSC. It can be observed that heart
rate, TI activity and MEtCO2 (specially in PEA/PR transition) increase
among consecutive segments. The second example (panel b) shows
three correctly classified PEA segments in a patient without ROSC.
Fig. 2 – Median EtCO2 (MEtCO2) values and their interquartile ranges for cases with ROSC (left) and no-ROSC (right). For
ROSC cases the interval around ROSC onset is analysed, in the no-ROSC cases the 5 min before the end of episode
(EOE) are shown. MEtCO2 was calculated as the median EtCO2 value of all ventilations in a 1-min interval before the
indicated time-stamp.
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Despite having a heart rate above 60 bpm, low EtCO2 values and low
circulation-related TI activity yielded the correct classification of the
three segments and of the patient without ROSC. The third example,
however, corresponds to a patient without ROSC incorrectly identified
as patient with ROSC. Two of the segments were classified as PR
because the ECG was regular with a heart rate above 60 bpm, the TI
showed large fluctuations and EtCO2 levels were above 30 mmHg.
When the PR/PEA classifier with all features was used as a
retrospective tool to automatically identify episodes with and without
ROSC, the SE and SP were 96.6% and 94.5%, respectively. Only 4
cases with ROSC were misidentified as no-ROSC, and 17 cases with
no-ROSC were identified as ROSC cases.
5 Discussion
Detection of ROSC remains a challenge in OHCA, and there is still a
need for a reliable monitoring of the hemodynamic state of the
patient.6 This study shows that EtCO2 has great potential to support
the rescuer in the identification of ROSC, both as a stand-alone marker
but also in combination with the ECG and TI. This is, to the best of our
knowledge, the first study that demonstrates that the addition of EtCO2
improves PR/PEA classification based on the ECG or on the
combination of ECG and TI.
The results shown in Fig. 2 and Table 1 reveal that a three-signal
classifier provides better performance than two-signal solutions,
which are better than a classifier based on a single signal. These
results may help in the design of PR/PEA classification systems, and
different solutions may be implemented depending on the availability
or usability of the signals in a particular monitor/defibrillator.
For this study, we extracted PEA segments from patients with and
without ROSC, and we relied on the ROSC onset annotations made by
clinicians on site. We believe that is the most realistic (and
challenging) scenario, although we observed differences in the
characteristics of the PEA obtained from patients that ultimately
recovered ROSC and those who did not. MEtCO2 levels during PEA
were significantly higher in patients that recovered ROSC, and the
AUCs of the PR/PEA classifiers increased by over 4-points when
PEAs from patients that recovered ROSC were not included. In fact,
the SP for the PEAs of the patients that recovered ROSC was 61.2%,
significantly lower than 91.2% obtained for the patients with no ROSC.
There are two main reasons behind the differences in SP. First, the
instant of ROSC annotated by clinician on scene and used as gold
standard might show some delay depending on the rescuer. Second,
there are differences between PEAs leading to PR (from ROSC
patients) and PEAs not leading to PR (from patients without ROSC).
Rhythms from first group are more likely to be pseudo-PEAs since they
present a better prognosis, and they show different ECG
Fig. 3 – ROC curves of the RF classifier for different feature sets. Panel (a) shows results for the whole dataset, while
panel (b) shows the curves after excluding the PEAs from episodes with ROSC. The AUC value for each classifier is
shown between parentheses.
Table 1 – ROC curve analysis of the machine learning classifier when the whole PR/PEA dataset is considered and
when the PEAs from ROSC cases were excluded. The SE and SP are given for the optimal point according to the
Youden index.
All PR/PEA segments Excluding PEAs from ROSC
AUC SE SP AUC SE SP
EtCO2 0.76 72.3 67.8 0.79 83.7 64.6
ECG 0.88 84.2 78.2 0.93 81.7 90.8
ECG+TI 0.90 86.7 81.6 0.94 88.4 87.0
ECG+EtCO2 0.91 86.3 81.5 0.95 91.8 84.2
ECG+TI+EtCO2 0.92 83.9 86.0 0.96 87.8 91.3
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characteristics and EtCO2 values.
33–39 This type of border rhythm
challenges the design of an accurate classifier. An experiment
supporting these conclusions is detailed in the supplementary file. The
ppr obtained from the classifier was significantly lower for PEA in no-
ROSC cases, and as shown in Fig. 5, the median value of ppr
increases for PEA in ROSC patients as the patient approaches ROSC
onset. This indicates that the ppr obtained from the RF classifier may
serve as a potential surrogate hemodynamic marker that could
measure the evolution of PEA in response to therapy.
The analysis of the MEtCO2 values for the intervals around ROSC
(Fig. 2a) showed that EtCO2 values increase as the patient
approaches ROSC, and the rise is higher closer to ROSC onset, in
line with previous findings.12,13 We also observed that EtCO2 levels
were maintained after ROSC, or even decreased if ventilation rates
Fig. 4 – Examples of the case study. Panels (a), (b) and (c) show a correctly identified patient with ROSC, a correctly
identified patient without ROSC, and a patient without ROSC incorrectly identified, respectively. Each panel depicts
the three consecutive PEA/PR segments analysed. The text on top of each segment indicates its true label followed by
the predicted label by the classifier. The capnogram corresponds to the minute before the onset of the segment and the
dashed horizontal line represents the MEtCO2.
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were high. Abrupt increases in EtCO2 can be used to identify ROSC
onset, but are of little use in a PR/PEA classifier due to its short period
utility time. During both PR and PEA, EtCO2may increase or decrease
around high (PR) or low (PEA) baseline levels. However, interrupting
chest compressions only after a sudden increase in EtCO2 to check for
an organized rhythm facilitate early detection of ROSC and minimize
hands-off intervals by avoiding unnecessary chest compressions
pauses to check for pulse.9,14 The EtCO2 levels reported in this study
were high, which may be caused by the inclusion criteria applied to the
data that contained those patients with sustained ROSC.
The overall performance of the PR/PEA discriminator is high
(AUC > 0.9), but slightly below the scores reported by other methods
based exclusively on the ECG27 or combination of ECG and TI.21,22
Those studies used segments selected ad-hoc for the processing of
the ECG or the TI, which might have introduced a positive bias in the
results. Our dataset was automatically selected, including all
segments classified as organized rhythm by a commercial AED
algorithm, and segment labelling was based exclusively on ROSC
annotations made by clinicians on site. In fact, when we applied the
method proposed in Ref.27 to the dataset of this study, the SE/SP were
78.8%/84.1%, well below the 88.4%/89.7% reported in the original
paper. This dataset reflects a more realistic and difficult scenario for
PR/PEA classification.
As an example of applicability of the PR/PEA classifier, a simple
automatic tool to retrospectively identify cases with ROSC was
proposed. In our 426 cases, a simple method was over 95% accurate,
yielding a 96.6% SE and a 94.5% SP for the retrospective detection of
ROSC. These values are well above the 73.9% SE and 58.4% SP
reported for an automatic algorithm based on capnography trends
alone.15
Finally, the accuracy of the PR/PEA classifier supports its
applicability as an automatic decision support tool to aid clinicians
in the identification of ROSC. The algorithm uses only a 3.2-s analysis
interval without chest compressions, so it can be used during CPR with
minimal interruptions to chest compressions. Furthermore, we used
an automatic CO2 based ventilation detector that identifies the offset/
onset of ventilations. This allows us to measure the EtCO2 level as the
maximum value during the alveolar plateau in the capnography, which
avoids some of the problems associated with EtCO2 readings
(capnometry) at the end of the expiratory phase when chest
compression artefacts are present in the CO2 waveform.
40 Each
ventilation was delineated using the algorithm proposed in,23 a
software-based algorithm that could be integrated in any equipment
without hardware modifications. The algorithm is launched once the
AED algorithm has detected an organized rhythm, and it only requires
waveform characteristics of the 3.2-s long ECG and TI signals and the
median of the EtCO2 values in the minute prior to the analysis.
6 Limitations
This study shows three limitations. Firstly, the data were collected with
the capnography module of the Philips HeartStart MRx monitor/
defibrillator. Using another capnometer might alter the levels of
EtCO2. Secondly, our ground truth for all the experiments was the time
of ROSC annotated by the clinician on scene. Using an independent
gold standard for circulation, such as invasive blood pressure, would
result in more robust conclusions. Lastly, there were no data available
on the advanced airway technique used on each patient. However, the
reported EtCO2 values might be affected by the used airway
management technique (supraglottic/endotracheal).
7 Conclusions
The results of this study demonstrate the added value of the
capnogram for the automatic detection of ROSC in OHCA. The EtCO2
level added discriminative power to the PR/PEA classifier based on
the ECG and the TI. The accuracy of the models increased
significantly when MEtCO2 levels were added. This study shows that
an automatic algorithm that uses capnography can be implemented to
reliably detect ROSC.
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Appendix A. Signal processing and feature
extraction
Nine features (v1–v9) were computed from the ECG (s[n]) and the TI (z
[n]) signals. The ECG was filtered between 0.5 Hz and 30 Hz using
zero-phase filtering to remove baseline component and high
Fig. 5 – Time evolution of ppr for the PEA segments as the
patients approach ROSC. Blue dots indicate values for
each segment, and the red curve is fitted to the median
values of ppr every 2 min.
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frequency noise. The TI was resampled to 250 Hz and filtered between
0.7 and 7 Hz to remove fluctuations caused by ventilations and
enhance the circulation component.
Six different features, v1–v6, were calculated from the ECG as
recently proposed in27.
 The first difference of the signal (sD= s[n]  s[n  1]) was






where N is the length of the segment in samples.
 The standard deviation of sD[n]:
v2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN2





The kurtosis (tailedness) of the square and averaged (with a
125 ms moving average filter) of sD was v3.
 Amplitude spectrum area (AMSA) is the sum of spectral
amplitudes weighted by their frequency components. The spectral
amplitudes at fi,Ai, were calculated using the NF= 4096 point FFT




Ai f i ; 2 < f i < 30 (A.3)

The energy of s[n] at frequencies higher than 17.5 Hz:
v5 ¼ f s2NF
X
i
A2i ; 17:5 < f i < 30 (A.4)
 Fuzzy entropy of s[n], a measure of its regularity, was the v6
feature.
PEA is defined as absence of palpable pulse when organized
electrical activity of the heart is present. The TI signal shows small
fluctuations for every effective heartbeat. Many efforts have been
made to extract the circulation component of the signal using
adaptive filters or ensemble averaging,21,20,41 but all of them need
accurate QRS detection. Ruiz et al. and Alonso et al. considered the
circulation component as a quasi-periodic signal and estimated its
Fourier coefficients using least mean squares or recursive least
squares algorithms. The instantaneous heart rate was computed
from the QRS complexes. Risdal et al. applied ensemble averaging
to the TI signal around QRS instants to extract the circulation
component. However, in this study we considered only features
independent of QRS complex detection, in particular those
proposed in17,28,22:
 The mean power of the two half segments of z[n] were computed
and the minimum value assigned to v7.
22
 The power spectrum of the first difference of z[n] was computed,
and v8 was its peak amplitude in the 1.5–4.5 Hz range.
17
 The normalized cross-correlation function was computed as
follows:





s½nz½n  l ; l ¼ 0; 1; . . . ; N  1 (A.5)
where r ss ¼
PN
n¼1 ðs½nÞ2 and r zz ¼
PN
n¼1 ðz½nÞ2. The maxi-
mum peak of rsz[l] was v9.
28
Appendix B. Supplementary data
Supplementary data associated with this article can be found, in the
online version, at https://doi.org/10.1016/j.resuscitation.2019.03.048.
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Supplementary file1
The effect of the uncertainty on time of ROSC annotations in the PR/PEA classifier2
This supplementary material provides an extended analysis to clarify the effect on PEA/PR3
classification of the uncertainty (lack of precision) in the annotation of time of ROSC (tROSC) made4
by clinicians on site. The assumption is that in some cases ROSC might have occurred some time5
(up to a few minutes) before the time annotated in the patient charts, since clinicians on site might6
not detect ROSC immediately when it occurs.7
If that was the case some of the PEA segments near the annotated tROSC would actually8
correspond to PR segments, and these segments would most likely be labelled wrong by the9
classifier. It would also affect the training process of the classifier since it would learn based10
on some erroneous labels. An experiment was conducted to quantify the effect of the lack of11
precision in tROSC in the accuracy of the classifier. Let td be the delay in the detection of ROSC by12
the clinicians. For the experiment we discarded all segments td minutes before tROSC, making the13
assumption that these annotations are not completely reliable. We tested different td values, from14
0 (no correction) up to 10-minutes, and the resulting models were evaluated in terms of sensitivity15
(Se), specificity (Sp) and specificity only for patients with ROSC (Sp1). Figure 1 shows the results.16
Assuming a td of −5 minutes increased Sp1 from 60% to 80%, and Sp by 4-points. Assuming17
longer delays did not increase Sp1, which remained stable at 10% below the global Sp. These18
results suggest two interpretations:19
• tROSC may not be precise, and a rough estimate based on our experiment is that the20
uncertainty in the actual annotations of ROSC could be of up to 5-minutes. This is the21
reason why Sp1 increased by 20-points when td was increased up to 5-minutes, but remained22
stable for larger values of td.23
• There are some intrinsic differences between PEAs that transition to ROSC and those that do24
not. That is why Sp1 was 10-points lower than the overall Sp, regardless of the uncertainty in25
tROSC annotations. Previous studies have shown differences between these two types of PEA26
both in the ECG and in EtCO2 values [1, 2]. Besides, small mechanical contractions may27
cause fluctuations in impedance, so impedance waveform characteristics may be different in28
PEA and pseudo-PEA. Pseudo-PEA is more likely to transition to ROSC than pure PEA,29
so it is likely that more pseudo-PEAs are present in ROSC cases.30















Figure .1: Effect of the uncertainty in the time of ROSC annotated by clinicians in the accuracy of the model. The
value td is the assumed average delay in the detection of ROSC. td = 0 corresponds to the values reported in the
manuscript.
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through patient-wise 10-fold cross validation. The test set was used
to compute the performance of the method in terms of sensitivity
(SE) and specificity (SP). This procedure was repeated 500 times to
estimate the distributions of SE and SP.
Results: The SVM showed a mean (standard deviation) SE and
SP of 96.5% (2.5) and 97.0% (1.4), respectively. The method met the
minimum performance requirements of the American Heart Asso-
ciation (SE > 90% and SP > 95%). The method required on average
only 279 (36) ms per segment in a standard platform.
Conclusion: An automated method based on a state of the art
machine learning technique accurately detects VF during OHCA. Its




Two-chambered blood pump for the heart-lung
bypass machines
Zurab Chkhaidze ∗, Nodar Khodeli
Iv. Javakhishvili Tbilisi State University, Tbilisi,
Georgia
Introduction: Development of blood pumps that provide
artificial circulation with parameters approximated to those of
physiological blood circulation is still a topical issue.
Materials and methods: The study concerns the development
of a two-chambered blood pump of the volumetric pump category.
It is a hybrid of a roller pump and a ventricular assist device. The
main distinctive feature is the absence of any parts moving inside
the blood flow, so there is no hemolysis. One of the important parts
of the pump is the pulsator, which operates on the principle of car-
diosynchronized (if needed) clamping of the outlet tube. The pump
realizes both the pulsatile flow, which is close to the physiological
arterial flow parameters, as well as the non-pulsatile flow typical
to a venous flow. After the bench tests, the pump was successfully
tested for a long (up to 8 h) heart-lung bypass on 14 sheep in three
different experimental models with cardiac arrest.
Results: Pump characteristics during the bench test is:
Frequency 0–250 beats/min;
Output pressure 0–200 mmHg;
Blood flow 0–8 l/min.
Experimental studies in models of extracorporeal cardiopul-
monary resuscitation (7 animals), “ex situ” machine perfusion
preservation of isolated donor organs (2 animals) and “in situ”
machine perfusion preservation of organ complexes (5 animals)
confirmed the comparative “physiological” nature of the developed
pump.
Conclusion: Hybrid double-chambered blood pump in standard
perfusion schemes is able to provide both the systemic and the
organ perfusion adapted as much as possible to the hemodynamic
parameters of the experimental animal.
https://doi.org/10.1016/j.resuscitation.2018.07.097
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ECG characteristics of Pulseless Electrical
Activity associated with Return of Spontaneous
Circulation in Out-of-Hospital Cardiac Arrest
Andoni Elola 1,∗, Elisabete Aramendi 1, Unai
Irusta 1, Erik Alonso 1, Pamela Owens 2, Mary
Chang 2, Ahamed Idris 2
1 University of the Basque Country, Bilbao, Spain
2 University of Texas Southwestern Medical Center,
Dallas, USA
Purpose: Predicting the prognosis of Pulseless Electrical Activity
(PEA) would allow optimally directing resuscitation efforts. Con-
tradictory results have been reported regarding the association
between PEA characteristics such as Heart Rate (HR) and Return
of Spontaneous Circulation (ROSC). The aim of this study was to
analyse the ECG characteristics of PEA that predict ROSC.
Materials and methods: Data from 173 out-of-hospital cardiac
arrest patients were extracted, all of them recorded by the DFW
Center for Resuscitation Research (UTSW, Dallas), and divided into
ROSC/noROSC patients. The former showed sustained QRS com-
plexes from the onset of ROSC (tROSC, annotated by clinicians)
without chest compressions and the latter were annotated as died
in field at the end of the episode (tend). A total of 1439 artifact-free
PEA ECG segments of 5 s were extracted during the last 10 min prior
to tROSC (326, ROSC) or tend (1113, noROSC). The HR, Mean Slope
(MS) from the first difference of the ECG and Amplitude Spectrum
Area (AMSA) were computed automatically for each segment, and
combined in a Logistic Regression (LR) model. Patient-wise 10-fold
cross validation was adopted to train and test the model, and its
performance was evaluated in terms of Sensitivity (Se), Specificity
(Sp) and Area Under the Curve (AUC).
Results: Three features showed different distributions for
ROSC/noROSC groups (p < 0.001), mean (SD) were: 66.6 (40.0)/54.8
(33.72), 5.5 (3.5)/2.4 (1.8) and 43.1 (22.6)/18.0 (11.3) for HR, MS
and AMSA respectively. AUC values were 0.56, 0.80 and 0.84. The
LR model had Se/Sp/AUC of 80.3%/78.6%/0.85, and the posterior
probability of ROSC measured using the model increased as time
approached tROSC (see Fig. 1).
Fig. 1.
Conclusions: PEA characteristics are good prognostic markers
of ROSC. The best ECG feature was AMSA, but combining all features
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Abstract 237: Using the Thoracic Impedance to Predict Measures From
Invasive Arterial Blood Pressure in Out-Of-Hospital Cardiac Arrest
Andoni Elola, Elisabete Aramendi, Unai Irusta, Per-Olav Berve, Fredrik K Arnwald, Lars Wik, Fred W Chapman
Abstract
Background: During cardiopulmonary resuscitation (CPR), pulse detection can be challenging. Invasive blood
pressure measurements (IBP) can help monitoring patient hemodynamics, but arterial catheter placement is
difficult. Transthoracic impedance (TI) measured between the defibrillator pads can detect circulation activity. We
hypothesized that TI changes can predict the corresponding IBP, and potentially be used to non-invasively detect
pulse during CPR.
Materials and methods: We included 28 out of hospital cardiac arrest patients receiving CPR by the Oslo
Emergency Service who had concurrent recordings of IBP (radial artery, BD, 20G, US) and TI (via defibrillator
pads, LP15, Stryker, US). 5-second segments with stable and CPR artefact free signals were extracted (Figure).
The circulation component of the TI signal (Figure, red line) was extracted using a Kalman smoother. Ten
waveform features were computed per segment and fed into a random forest regressor to predict systolic and
diastolic arterial pressures (SAP, DAP), their difference (DifAP) and area of the IBP signal (ArAP). Pearson
correlation coefficients between the regression model and the IBP metrics were computed. Data were divided by
patient into training/test sets to fit and evaluate the model, respectively, and the process was repeated 500 times.
Results: 235 minutes (2261 segments) were extracted with median (Q1-Q3) values of 71.3(39.2-88.1) mmHg for
SAP, 44.2(30.0-50.0) mmHg for DAP, 25.6(7.1-38.8) mmHg for DifAP and 63.4(17.0-85.9) mmHg*sec for ArAP.
The correlation coefficients between TI-predicted and IBP-measured SAP, DAP, DifAP and ArAP were 0.62 (0.49-
0.72), 0.36 (0.22-0.49), 0.69 (0.57-0.76) and 0.64 (0.50-0.73), respectively.
Conclusions: Different hemodynamic phases can be observed in both TI and IBP (Figure). TI-based predictions
showed good correlation with IBP measures. This could lead to new non-invasive methods to monitor different
phases of circulation based on the TI.
Download figure
Footnotes
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Planner and search for the abstract title.
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Multimodal algorithms for the classification of
circulation states during out-of-hospital cardiac
arrest
Andoni Elola, Elisabete Aramendi∗, Member IEEE , Unai Irusta, Member IEEE , Per Olav Berve, Lars Wik
Abstract— Goal: Identifying the circulation state during
out-of-hospital cardiac arrest (OHCA) is essential to deter-
mine what life-saving therapies to apply. Currently algo-
rithms discriminate circulation (pulsed rhythms, PR) from
no circulation (pulseless electrical activity, PEA), but PEA
can be classified into true (TPEA) and pseudo (PPEA)
depending on cardiac contractility. This study introduces
multi-class algorithms to automatically determine circula-
tion states during OHCA using the signals available in de-
fibrillators. Methods: A cohort of 60 OHCA cases were used
to extract a dataset of 2506 5-s segments, labeled as PR
(1463), PPEA (364) and TPEA (679) using the invasive blood
pressure, experimentally recorded through a radial/femoral
cannulation. A multimodal algorithm using features ob-
tained from the electrocardiogram, the thoracic impedance
and the capnogram was designed. A random forest model
was trained to discriminate three (TPEA/PPEA/PR) and two
(PEA/PR) circulation states. The models were evaluated
using repeated patient-wise 5-fold cross-validation, with the
unweighted mean of sensitivities (UMS) and F1-score as
performance metrics. Results: The best model for 3-class
had a median (interquartile range, IQR) UMS and F1 of
69.0% (68.0-70.1) and 61.7% (61.0-62.5), respectively. The
best two class classifier had median (IQR) UMS and F1
of 83.9% (82.9-84.5) and 76.2% (75.0-76.9), outperforming
all previous proposals in over 3-points in UMS. Conclu-
sions: The first multiclass OHCA circulation state classifier
was demonstrated. The method improved previous algo-
rithms for binary pulse/no-pulse decisions. Significance:
Automatic multiclass circulation state classification during
OHCA could contribute to improve cardiac arrest therapy
and improve survival rates.
Index Terms— Random Forest, Machine Learning, Car-
diac arrest, pulsed rhythm (PR), pulseless electrical activity
(PEA), pseudo pulseless electrical activity.
I. INTRODUCTION
Manuscript submitted June, 2020; accepted October, 2020. This
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Fondo Europeo de Desarrollo Regional (FEDER), and by the Basque
Government through grants IT1229-19 and PRE 2019 2 0100
Asterisk indicates corresponding author.
∗E. Aramendi is with the Department of Communications En-
gineering, University of the Basque Country UPV/EHU, Ingeniero
Torres Quevedo Plaza, 1, 48013, Bilbao, Spain (e-mail: elisa-
bete.aramendi@ehu.eus).
A. Elola and U. Irusta are with the Department of Communications
Engineering, University of the Basque Country UPV/EHU, Ingeniero
Torres Quevedo Plaza, 1, 48013, Bilbao, Spain.
Per Olav Berve and Lars Wik are with the Norwegian National
Advisory Unit on Prehospital Emergency Medicine (NAKOS), Norway.
OUT of hospital cardiac arrest (OHCA) is a major publichealth problem in the industrialized world, with an an-
nual incidence of 41 (range 19-104) cases treated per 100 000
persons in Europe [1], and more than 350 000 cases reported
annually by the resuscitation outcome consortium in the USA
[2]. Despite recent advances in treatment and monitoring,
survival rates with good functional status remain around 9%
in adults [2]. Cardiac arrest can happen without warning.
The patient abruptly loses the respiratory and cardiovascular
functions, leading to unconciousness and ultimately death if
the patient is not treated within a few minutes. The chain of
survival metaphor specifies the key steps to improve OHCA
survival rates. Those steps are: early recognition of the arrest,
early treatment including cardiopulmonary resuscitation (CPR)
and defibrillation, and post-resuscitation care. CPR includes
effective chest compressions and ventilations, coordinated with
defibrillation therapy provided with either basic automated ex-
ternal defibrillators (AED) or advanced monitor/defibrillators.
Specialized interventions may include advanced monitoring,
pharmacological treatment, and if spontaneous circulation is
restored, transport to a hospital for post-resuscitation care [3],
[4].
The objective of resuscitation therapies is to restore sponta-
neous circulation (ROSC) or pulse, i.e. the cardiac function of
the patient. However, during therapy OHCA patients undergo
frequent and dynamic rhythm transitions [5]. It is therefore key
to recognize and monitor the patient’s response to treatment,
particularly the identification of spontaneous pulse. Rapid
recognition of ROSC would avoid unnecessary chest compres-
sions that could lead the patient into VF again [6], and would
anticipate the benefit of post-resuscitation treatment [7]. More
specifically, algorithms or methods are needed to discrimi-
nate pulseless electrical activity (PEA) from pulse generating
rhythms (PR) [8], [9]. During PEA, patients present a (quasi)-
normal electrocardiogram with discernible heartbeat activity
(QRS complexes), but no associated mechanical contractions.
A state known as electromechanical dissociation.
Pulse detection in OHCA patients is challenging. Palpation
techniques have a low specificity (55%) and require long
interruptions (> 10 s) in therapy [10]–[12]. Automated pulse
identification using the electrocardiogram (ECG) is challeng-
ing because PEA and PR rhythms show an organized ECG
with discernible QRS complexes [13]. Chest conductivity is
affected by transport of oxygenated blood, so the thoracic
impedance (TI) signal is also of value to identify pulse
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during OHCA [8]. In the last decade, various algorithms
have been proposed for PEA/PR discrimination during OHCA
using only the ECG [13], [14], the thoracic impedance [15],
[16] or a combination of both signals [8], [9], [17]. More
recently, physiological signals affected by cardiac output like
capnography or photoplethysmography have been incorporated
to PEA/PR discrimination algorithms [18], [19].
One key limitation of all these contributions is to define a
binary circulation state (pulse/no-pulse). PEA can be further
classified into true-PEA (TPEA) and pseudo-PEA (PPEA)
[20]. During PPEA echocardiography studies show that the
electrical activity of the heart produces mechanical contrac-
tions, although of insufficient strength to maintain conscious-
ness and adequate organ perfusion [21]. The two states of PEA
have very different prognosis and treatment [22]–[24], and
since PEA is the initial rhythm in up to 60% of OHCA cases
[25], discriminating PPEA from TPEA is of great clinical
interest. Echocardiography and invasive blood pressure (IBP)
are the key technologies to discriminate PEA states, but they
are rarely available during OHCA. Other methods based on
ECG variables and end-tidal-CO2 (EtCO2) values have also
been proposed, but with inconclusive results [24], [26]–[28].
There is a need for automated circulation state classification
algorithms that differentiate TPEA, PPEA and PR rhythms.
This study introduces a new multi-modal solution to classify
circulation states during OHCA using concurrent information
derived from the ECG, the TI and the capnogram. The solution
allows the classification into two classes (PR/PEA) or three
classes (TPEA/PPEA/PR), with the final aim of monitoring
the circulation state of the patient and the response to resus-
citation treatment. The study is based on an unique dataset
that includes IBP signals measured using arterial lines during
OHCA to provide an accurate ground truth clinical annotation
of the circulation state.
II. DATA COLLECTION AND PREPROCESSING
A. Dataset
The source of the data was a randomized OHCA clinical
trial (No. NCT02479152), that investigated the hemodynamics
of patients in cardiac arrest treated with manual cardiopul-
monary resuscitation and mechanical chest compression de-
vices. Data were recorded between 2015 and 2017 by the doc-
tor manned car, part of the Air ambulance department of the
Oslo Emergency Medical System (EMS) under the supervision
of the principal investigator of the trial (coauthor Dr L. Wik).
A total of 210 patients were included, from whom four signals
were concurrently recorded using the Lifepak 15 (Stryker Ltd.)
monitor-defibrillator: the ECG and the TI (recorded through
the defibrillation pads), the sidestream capnogram, and the IBP
signal acquired via onsite radial/femoral cannulation. In 135
cases cerebral oxygen saturation was continuously monitored
in the right and left frontal lobes using the ForeSight Elite
monitor (Casmed, Inc).
All signals were first converted to a common sampling rate
of fs = 250 Hz, and the capnogram was time-aligned with
the ECG and the TI. Then signal intervals with the following
characteristics were extracted: minimum duration 5-s, ECG
in an organized rhythm (QRS complexes), and free of chest
compression artefacts.
The ECG, TI and capnogram were used to develop the
algorithms. A clinician and two expert biomedical engineers
used all other sources of information to annotate the circulation
state (TPEA, PPEA, PR) for each interval, including: clinical
patient charts with annotated ROSC intervals, the IBP wave-
form, and cerebral oxygen saturation when available. Systolic
(Sys), diastolic (Dias) and pulse pressure (PP = Sys − Dias)
were computed for each cardiac cycle and averaged to be
displayed during annotation. The distinction between the three
circulation states was possible using the objective values
obtained from the IBP because systolic and pulse pressures
are higher for PR than for PEA, and within PEA higher values
are observed for PPEA than for TPEA. Fig. 1 shows a 150-
s period with the signals recorded by the LifePak monitor,
in which two intervals without chest compressions (as seen
in the impedance) were extracted: a short 10-s PPEA interval
(orange) around 15:39:00 with Sys/Dias/PP values of 54/34/20
mmHg, and a longer 40-s PR interval (green) around 15:40:40
with Sys/Dias/PP values of 147/67/80 mmHg.
A total of 300 intervals were identified from the 60 patients
that had an IBP waveform. A median (interquartile range, IQR)
of 5 (3-7) intervals was extracted per patient, with a median
(IQR) duration of 27.6 (11.2-76.0) s. They were labeled as
TPEA (129, from 37 patients), PPEA (75, from 26 patients)
and PR (96, from 31 patients). The median (IQR) blood
pressure values for the three circulation states in the extracted
intervals are summarized in Table I. When the distributions
were compared using a Mann-Whitney U test the systolic
pressure and pulse pressure values were significantly higher
for PR than for PPEA (p < 0.001), and for PPEA than for
TPEA (p < 0.001).
TABLE I
SYSTOLIC (SYS), DIASTOLIC (DIAS) AND PULSE PRESSURE (PP)
VALUES FOR THE THREE GROUPS CONSIDERED IN THIS STUDY
TPEA PPEA PR
Sys (mmHg) 32.5 (24.6-41.7) 40.4 (35.0-49.1) 95.5 (68.9-148.7)
Dias (mmHg) 27.2 (19.5-36.4) 28.1 (25.9-33.7) 51.1 (40.0-75.9)
PP (mmHg) 4.1 (0.0-6.8) 11.3 (8.0-16.4) 45.4 (29.4-68.1)
The intervals were further divided into non overlapping 5-
s segments. These segments were separated by 1-s in TPEA
and PPEA for which the signals and the circulatory state of
the patient are very variable. The PR segments were separated
by 15-s because once a patient recovers pulse the circulatory
state is more stable. As reference, the median duration of
the PR and PEA intervals were 129-s and 15-s, respectively.
These segments were used to design and validate the three
(TPEA/PPEA/PR) and two (PEA/PR) circulation state clas-
sifiers. A total of 2506 5-s segments were obtained, for a
median (IQR) of 42 (16-62) segments per patient, whereof
679 were TPEA, 364 PPEA and 1463 PR. Fig. 2 shows one
example for each class. In the PPEA and PR segments there
is a visible correlation between the ECG, the IBP and the
impedance circulation component (ICC) (see Section III-B).
For the TPEA the IBP is nearly flat, and there is no circulation
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Fig. 1. A period of 150 s from a patient in OHCA is shown, where the ECG, the thoracic impedance (TI), and the capnogram can be observed
together with IBP waveform, i.e. the signal used to annotate the pulse states. Two intervals are marked, a PPEA (in red) around 15:39:00 and a PR
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Fig. 2. Examples of segments annotated as true PEA (TPEA), pseudo PEA (PPEA) and PR. The ECG, the TI andthe extracted circulation
component (sicc) are used by the algorithm together with the average EtCO2 associated to each segment. The invasive blood pressure (IBP)
permitted the labeling of the segments in the three classes.
component in the impedance. In addition the EtCO2 values
are displayed in the figure; these values were computed by
averaging the EtCO2 values of the ventilations in the previous
minute [19].
III. SIGNAL PREPROCESSING
The ECG and TI were preprocessed to denoise the signals
and extract components of interest. Multiresolution analysis
Authorized licensed use limited to: Universidad Pais Vasco. Downloaded on December 10,2020 at 12:08:07 UTC from IEEE Xplore.  Restrictions apply. 
0018-9294 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TBME.2020.3030216, IEEE
Transactions on Biomedical Engineering
4 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. XX, NO. XX, XXXX 2020
based on stationary wavelet transform (SWT) was used to
obtain the sub-band components or detail coefficients, and to
denoise the signals using soft thresholding [29]. A Daubechies
4 mother wavelet was adopted [30].
A. The ECG
The ECG was decomposed in 8 levels of detail coefficients
(d1,ecg-d8,ecg) and the threshold was estimated using d2,ecg to
denoise d3,ecg-d8,ecg. A denoised ECG (secg) was reconstructed
using the denoised d3,ecg to d8,ecg, which is equivalent to using
the 0.5 – 31.25 Hz bandwidth, adequate for the detection of
pulse [13]. Fig. 3 shows the raw ECG, the denoised detail
components d3,ecg-d7,ecg and secg for a PR case.
B. TI denoising and ICC extraction
The TI signal was first band-pass filtered in the 0.8-10 Hz
band to remove baseline fluctuations and high frequency noise
[8], [9], and then the ICC was obtained. The ICC shows
the changes in TI produced by blood flow, and is associated
to mechanical ventricular contractions [31]. The ICC can be
modeled as a Fourier series, with a time changing fundamental
frequency equal to the instantaneous heart rate [9], [32]. For
a sampling period Ts and the discretized time axis tj = j ·Ts,






where f(tj) is the beat-to-beat heart rate in Hz, and ak(tj)
and bk(tj) are time-varying Fourier coefficients that will be
estimated using Kalman filtering and smoothing, and the
model uses K harmonics. The Kalman state vector xj and
the observation vector Hj are then:
xj = [a1(tj), . . . , aK(tj), b1(tj), . . . , bK(tj)]
T (2)
Hj = [cos(2πf(tj)tj), . . . , cos(2πf(tj)Ktj),
sin(2πf(tj)tj), . . . , sin(2πf(tj)Ktj)] (3)
In this work we assume ak and bk are gaussian processes
[33], that can be updated as:
ak(tj) = ψjak(tj−1) + wj (4)
bk(tj) = ψjbk(tj−1) + wj (5)
where wj is a gaussian process with zero mean and standard
deviation σ, and ψj = exp(−λ(tj − tj−1)). The dynamic
model can be expressed as:
xj = Ψjxj−1 + Qj (6)
where Ψj = ψj · I2K , Qj = σ · I2K and I2K is the identity
matrix of order 2K × 2K.
The ak and bk coefficients were estimated using Rauch-
Tung-Striebel smoother, as described in [33], [34], and K =
5 harmonics, λ = 0.05 and σ = 0.01 were used. The
instantaneous heart rate, f(tj), was measured by detecting
the R peaks in the ECG signal using the Hamilton-Tompkins
algorithm [35].
The circulation component was reconstructed using d5,icc −
d7,icc (≈ 1−8 Hz). Fig. 3 shows the sicc and detail coefficients
for a PR case. As shown in the figure, the Kalman smoother
is capable of obtaining the circulation component even in the
presence of low frequency TI variations caused by ventilation,
as observed in the band-passed impedance signal, sTI.
C. The capnogram
EtCO2 values were automatically computed in the capno-
gram using the algorithm described in Aramendi et al. [36].
For each ventilation the EtCO2 value was marked as the
maximum value of the capnogram in the expiration plateau,
as shown by red dots in Fig. 1.
IV. FEATURE ENGINEERING AND CLASSIFICATION
A pletora of features, both described in the literature for
PEA/PR discrimination, and new features proposed in this
study for the same task were implemented.
A. State of the art features
A set of 37 features described in [8], [9], [13], [15],
[17], [19], [32] were computed using the ECG, TI, ICC and
capnography signals:
• ECG: Mean RR interval (MeanRR), variance of RR
intervals (VarRR), mean and standard deviation of QRS
peak-to-peak amplitudes (MeanPP and StdPP), median
signal length (MedianSL), mean and variance of QRS
width, QRS amplitude to duration ratio (SlopeQRS),
median and variance of the signal after normalizing
between 0 and 1 (MSnorm and StdSnorm), mean
value of the signal, mean and standard deviation of
the absolute value of the first difference of the signal
(MeanAbs1 and StdAbs1), the kurtosis of the averaged
slope (KurtSlp2), amplitude spectrum area (AMSA), en-
ergy above 17.5 Hz (HfP) and Fuzzy entropy (FuzzEn).
• TI: Variance and cross-power (XPwr) as described in
[17], peak of the power spectrum of the first difference
of the signal in 1.5 Hz < f < 4.5 Hz range (PkF), and 10
features from the ensemble averaged signal as described
in [8].
• ICC: Area per sample and mean area of sicc and its first
difference, ∆sicc. Mean and standard deviation of the
peak-to-peak fluctuations of every beat in sicc (MeanPP
and StdPP), and the mean of ∆sicc (MeanPP1) [9],
[32].
• Capnogram: The median value of the EtCO2 measured
in the previous minute, MEtCO2, as described in [19].
B. Novel features
Pulsatility is associated to ECGs with narrower QRS com-
plexes of larger amplitudes, and to waveforms in the ICC cor-
related to the heartbeats (QRS complexes). These differences
should produce different characteristic waveforms in the detail
coefficients for TPEA, PPEA and PR. The following features
were extracted from secg, d3,ecg −d7,ecg, sicc and d5,icc −d7,icc
[37]–[39].
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Fig. 3. Decomposition of the ECG and the TI signal into detail components using the stationary wavelet transform. The denoised ECG (secg) and
TI (sTI) and the impedance circulation component (sicc) are also shown.
• Interquartile range (IQR).
• Sample entropy (SampEn) with an embedding dimension
of 2 and tolerance of 0.2.
• Mean and standard deviation of the absolute value
after normalizing to unit variance (NMeanAbs and
NMeanSd).
• Mean and standard deviation of the absolute value of
the first difference after normalizing to unit variance
(NMeanAbs1 and NMeanSd1).
• Skewness (Skew) and kurtosis (Kurt).
• Hjorth mobility (Hmb) and complextity (Hcmp).
• Phase-space representation was computed using Taken’s
time-delay embedding method with τ = 2 and the
skewness of pairwise distances was calculated (SkewPS).
Two extra features were computed for secg and sicc:
• The error of estimating the spectral power of the signal
with a 4th order autorregresive Burg model (ARErr),
best fit to signals with spectra concentrated around a
fundamental frequency and its harmonics.
• The smoothed nonlinear energy operator (SNEO) as de-
scribed in [40], which shows higher values for signals
with higher amplitudes.
C. Feature selection and classification
The Random Forest (RF) classifier was adopted for both
feature selection and classification. A RF is an ensemble of B
decision trees that produce uncorrelated predictions, and uses
a majority vote of the trees to produce the final label. Each tree
was trained using the bootstrapping method with replacement
and 50% of the data. The minority classes were over-sampled
to have equal number of observations per class when training
each tree and address class imbalance.
Data were partitioned patient-wise in a quasi stratified way
into 5-fold cross validation partitions, and the procedure was
repeated 100 times to statistically characterize the performance
of the classifiers. In the training phase two RF classifiers
were trained. The first RF classifier was trained using only
the ECG and TI features, and was used for feature selection
using permutation feature importance. At this stage minority
classes were not over-sampled. The second RF classifier (final
model) was trained using the most important Nf features and
MEtCO2, and now the minority classes were over-sampled.
Note that the total number of features in the final model was
Nf + 1 when the MEtCO2 was considered.
D. Model evaluation
The models were evaluated using the per class sensitivity
(Se) and F1-score. The unweighted mean of sensitivities
(UMS) and the mean of the per class F1-scores (F1m) were
used as global performance metrics. For the 2-class problem
the area under the receiver operating characteristic curve
(AUC) was also computed. The number of segments varied
across patients, so all metrics were computed weighting each
patient equally.
A multimodal model was evaluated integrating the three
signals, ECG, TI and capnogram. Simple defibrillators and
AEDs do not include a capnography module, so models based
on the ECG and TI only were also developed. Finally, some
lower cost AEDs do not record the TI with sufficient amplitude
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resolution to obtain the ICC [9], [13], so models using only
the ECG were also developed.
V. RESULTS
A. Detailed classification of circulation states
The performance metrics for the detailed circulation state
classifier are shown in Fig. 4 for models with an increasing
number of features. The results in terms of UMS improved
by less than 0.3-percent points for the models with more than
Nf = 30 features, which had a median (IQR) F1m and UMS
of 61.5% (60.8-62.4) and 68.8% (67.7-69.8), respectively. The
confusion matrix in Fig. 5 shows the detailed classification per
group for the model with Nf = 30 features. The intermediate
circulation state (PPEA) was the hardest to classify, since it
may present PR or TPEA like characteristics depending on the
degree of cardiac contraction.
The novel ICC feature extraction provided relevant infor-
mation to classify circulation states. Fig. 6 shows the average
feature ranking for all training partitions for a model with
Nf = 30 features. The ranking was obtained as the probability
of being included in the model after feature selection. As
shown in the figure, our model for 30 features included 7
ICC features, but 3 of those were the ones with the highest
probability to be included in the model. Some of the features
were already proposed in the state of the art for PEA/PR
classification, but other important features were first used
in this study for circulation state classification. Note that
MEtCO2 was not included in the feature selection process and
was added manually, so it is not present in Fig. 6.

























Fig. 4. Performance (%) of the prediction model in terms of the number

















































































































































































































































































































Fig. 6. Probability of selection for each feature when Nf = 30 and
three classes were considered (TPEA/PPEA/PR)
The detailed (three-class) classification results depending
on the available information (source signals) are shown in
Table II. The TPEA and PPEA classes were most affected
by constrained signal models, removing MEtCO2 information
decreased the F1-score for TPEA by 3 points and for PPEA by
2 points. Further removing the TI produced a decrease in F1-
score of over 12 points for TPEA and 8 points for PPEA. The
ECG only and ECG+TI models presented a UMS of 58.6%
and 66.9%, 25 and 33 points above that of a random guess.
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TABLE II
PERFORMANCE METRICS REPRESENTED AS MEDIAN (IQR) FOR THE THREE-CLASS CLASSIFICATION PROBLEM
Signals Nf SeTPEA SePPEA SePR UMS F1,TPEA F1,PPEA F1,PR F1m
ECG, TI, CO2 10* 70.3 (4.8) 50.4 (5.5) 78.4 (2.9) 66.2 (2.8) 67.9 (4.0) 41.1 (4.4) 69.0 (2.7) 59.2 (2.4)
ECG, TI, CO2 20* 73.1 (3.7) 50.9 (4.6) 81.2 (2.4) 68.6 (2.4) 69.3 (2.4) 43.3 (3.3) 70.7 (2.5) 61.2 (1.8)
ECG, TI, CO2 30* 74.4 (3.6) 50.2 (4.2) 82.3 (1.9) 68.8 (2.1) 69.3 (2.9) 44.3 (2.9) 71.1 (2.0) 61.5 (1.6)
ECG, TI, CO2 40* 74.9 (3.7) 49.6 (3.7) 83.2 (1.5) 69.0 (2.1) 69.7 (2.8) 45.1 (3.0) 70.7 (1.7) 61.7 (1.5)
ECG 30 57.5 (4.5) 37.2 (5.5) 80.9 (2.7) 58.6 (2.6) 57.1 (2.8) 35.7 (4.4) 68.9 (1.9) 53.8 (2.2)
ECG, TI 30 71.8 (3.4) 47.7 (5.6) 81.5 (2.1) 66.9 (2.6) 65.8 (2.5) 42.9 (4.1) 70.8 (2.3) 59.8 (2.1)
* The final model included Nf + 1 features (MEtCO2)
Another key variable when identifying the circulation state
is the duration of the signal segment. Chest compression
therapy must be interrupted for the analysis to avoid artefacts
in the ECG and TI. But these interruptions compromise blood
flow in deteriorated circulation states and may negatively affect
patient survival [41]. Consequently, the shorter the analysis
segment the better. Fig. 7 shows the median (IQR) of per
class F1 scores of a Nf = 30 feature model as the duration of
the analysis segment is shortened. From 1-s to 5-s windows F1
increased only one point for PR, but almost 5 points for TPEA
and PPEA. Increasing the analysis window was beneficial to
discriminate the most challenging class, PPEA.
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Fig. 7. Median (IQR) of per class F1 in terms of the duration of the
analysis segment.
B. Binary classification of circulation states
Binary classification of circulation states (PEA/PR or
pulse/no-pulse classification) is a well known field of study
in biosignal analysis applied to cardiac arrest [8], [9], [14].
Our model for this problem was constructed joining the TPEA
and PPEA classes. The performance metrics as a function
of the number of features in the RF model are shown in
Fig. 8. The accuracy of the model increased substantially
























Fig. 8. Performance (%) of the prediction model in terms of the number
of features included (Nf ) for the two-class classification problem
when going from a 5-feature to a 50-feature model, with an
increase of 5 points in UMS. As reference, the performance
of our model was compared in our dataset to those of the
reference studies in binary circulation state classification [8],
[9], [13], [19]. The results are shown in Table III. Moreover,
since these methods ranged from ECG only to multimodal
methods including ECG, TI and CO2 the analysis was further
stratified to include models with features from the different
signals. Our model outperformed the state of the art PEA/PR
classification models. The UMS/F1m of our models were 5/6
and 4/3 points larger than the next best methods based on
ECG+TI and ECG+TI+CO2, respectively. In all cases the AUC
of our models was 1 to 4 points larger.
Fig. 9 shows the average feature ranking for all training
partitions for a model with 30 features. It can be observed
that the model includes 7 ICC features, 3 of which have the
highest probability. Some of the most important features were
first proposed in this study for PEA/PR classification.
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TABLE III
PERFORMANCE METRICS REPRESENTED AS MEDIAN (INTERQUARTILE RANGE) FOR THE TWO-CLASS CLASSIFICATION PROBLEM
Signals Nf SePEA SePR UMS F1,PEA F1,PR F1m AUC
Risdal et al. [8] ECG, TI 17 78.8 (2.7) 78.0 (3.1) 78.3 (2.2) 74.0 (1.8) 64.9 (2.0) 69.4 (1.7) 0.84 (0.02)
Risdal et al. [8] ECG, TI 12 80.1 (3.2) 77.6 (2.2) 78.6 (2.2) 74.6 (2.3) 65.1 (2.0) 69.7 (1.8) 0.84 (0.02)
Alonso et al. [9] ECG, TI 6 68.8 (1.7) 77.3 (1.4) 73.1 (1.4) 67.7 (1.3) 65.7 (1.9) 66.7 (1.4) 0.84 (0.02)
Elola et al. [13] ECG 9 77.9 (2.2) 80.2 (2.6) 78.9 (1.6) 74.6 (1.2) 67.9 (1.8) 71.2 (1.5) 0.84 (0.01)
Elola et al. [19] ECG, TI, CO2 10 79.9 (2.2) 81.1 (2.2) 80.4 (1.9) 77.0 (2.0) 79.4 (2.0) 73.0 (1.7) 0.87 (0.01)
This study ECG, TI, CO2 10* 83.1 (3.0) 79.8 (2.8) 81.5 (1.8) 78.8 (2.5) 70.0 (2.9) 74.5 (1.9) 0.87 (0.02)
This study ECG, TI, CO2 20* 84.5 (2.5) 80.3 (2.3) 82.4 (1.7) 80.1 (1.7) 70.3 (2.5) 75.3 (1.5) 0.88 (0.01)
This study ECG, TI, CO2 30* 85.6 (2.4) 81.3 (2.0) 83.2 (1.9) 80.6 (1.7) 70.4 (2.5) 75.6 (1.8) 0.89 (0.01)
This study ECG, TI, CO2 40* 86.0 (2.1) 81.8 (2.1) 83.9 (1.7) 81.2 (1.7) 71.0 (2.6) 76.2 (1.8) 0.89 (0.01)
This study ECG 30 76.4 (2.6) 80.4 (4.0) 78.4 (2.2) 74.4 (1.8) 68.5 (2.1) 71.4 (1.6) 0.85 (0.01)
This study ECG, TI 30 85.9 (2.2) 80.5 (2.3) 83.1 (1.8) 80.6 (1.5) 70.3 (2.7) 75.5 (1.8) 0.88 (0.01)






























































































































































































































































































Fig. 9. Probability of selection for each feature when Nf = 30 and
two classes were considered (PEA/PR).
VI. DISCUSSION
This study is, to the best of our knowledge, the first to
address detailed circulation state classification models during
OHCA. One of the key difficulties when assessing the circu-
lation state during OHCA is the lack of a reliable source of
information for the ground truth annotations. We were able
to circumvent this difficulty by using a rich experimental
biomedical signal dataset of 210 OHCA cases, in which
patients were cannulated and the IBP signal was recorded
in a prehospital setting. Then, the models to determine the
circulation state were developed using signals routinely ac-
quired during OHCA treatment like the ECG, TI or the
capnogram. Moreover, different models were designed for
ECG only, ECG+TI and ECG+TI+CO2 situations, to address
the differences in availability of biomedical signals in current
defibrillator models used to treat OHCA.
Our best model to classify circulation states had a median
F1m and UMS of 61.5% and 68.8%, i.e. 35-points above a
random guess for a 3-class problem. The model used ECG,
TI and CO2 features, in fact MEtCO2 was important to dif-
ferentiate TPEA and PPEA. For a 30 feature model removing
the MEtCO2 lowered the TPEA and PPEA sensitivities from
74.4% to 71.8%, and from 50.2% to 47.7%, respectively.
The MEtCO2 values were significantly larger in PPEA than
in TPEA, with median values of 32.1 (25.2-42.8) mmHg
and 9.2 (5.0-24.1) mmHg, respectively. These conclusions
are coherent with those observed in previous studies [19],
[24]. In fact, EtCO2 showed positive correlations with blood
pressure measurements [42], which may explain its value to
differentiate circulation states during PEA.
In this study we introduced a novel feature extraction
method from the ECG and TI combining multiresolution
waveform analysis based on the SWT and a Kalman smoother
to obtain the ICC. When our methods were compared to
those proposed in the literature for the binary classification
of circulation states (PEA/PR) [8], [9], [13], [19], our models
outperformed all previous models (see Table III). This proves
the value of the feature extraction methods introduced in this
study, in particular the value of the Kalman smoother to obtain
the ICC. When compared to a previous approach to obtain the
ICC based on the RLS method [9] and following the same
procedure, our Kalman smoother improved the median UMS
by 4.5 and 2 points for the detailed and the binary classification
of circulation states, respectively.
The detailed automatic classification of circulation states of
OHCA patients may contribute to improve treatment, partic-
ularly, in guiding the administration of vasoconstrictors like
epinephrine. Currently, the European Resuscitation Council
and the American Heart Association recommend different
treatments for pseudo and true PEA [4], [43]. The distinction
between PEA states, and the identification of spontaneous
circulation, are currently done by expert clinicians in stressful
treatment conditions, it is not very accurate, and involves long
interruptions in therapy [44]–[46]. Integrating the algorithms
introduced in this study in current monitor defibrillators would
contribute to a better identification of circulation states, and
could serve experts as a clinical decision support tool during
OHCA treatment.
The proposed algorithms provided Se values of 86% and
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81.8% for PEA and PR, respectively. However, for clinical
practice minimum accuracy figures would be required. For
instance, the American Heart Association recommends sen-
sitivities above 90% and 95% for the automatic shock/no-
shock decision algorithms before being used in automated
external defibrillators [47]. No such recommendations exist
for pulse detection algorithms, but our algorithms, despite
outperforming state of the art solutions, are still far from
the accuracies needed in clinical practice. However, if the
algorithms were to be used as a diagnosis support tool by the
rescuer in combination with other information provided by the
defibrillator, the accuracy requirements could be relaxed and
the solution integrated in every day practice.
The precision of the classification algorithms could benefit
from further research. Including a larger dataset to develop the
models, or using advanced machine learning techniques could
enhance the performance of the classifiers. Obtaining a larger
patient cohort is a difficult task, as IBP is rarely acquired in
OHCA. However, unlabeled data could be used to augment the
datasets using techniques like semi-supervised learning [48],
as the ECG, TI and the capnogram are routinely acquired
signals. Deep learning algorithms have already been proven
to outperform binary classifiers of circulation states [14], and
other signals such as the PPG have shown promising results
[18]. Future solutions might benefit from additional signals
in the classification model and more sophisticated machine
learning architectures.
VII. CONCLUSIONS
This study introduces multimodal biosignal processing and
machine learning algorithms for the classification of circu-
lation states during OHCA, and it is the first time that the
automatic detection of detailed circulation states is addressed.
These algorithms could serve as an important clinical de-
cision tool for clinicians for the adequate administration of
medication during OHCA treatment, and in decisions such as
transport to hospital for post-resuscitation care.
Appendixes, if needed, appear before the acknowledgment.
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Abstract 308: Automated Detection of Patients with Return of
Spontaneous Circulation in the Retrospective Analysis of
Resuscitation Episodes
Andoni Elola, Elisabete Aramendi, Unai Irusta, Henry E Wang, Ahamed H Idris
Abstract
Introduction: Retrospective analysis of out-of-hospital cardiac arrest episodes is important to evaluate the
performance of resuscitation teams, and to advance research. Large numbers of electronic files are compiled in
cardiac arrest registries and identifying patients with return of spontaneous circulation (ROSC) is expensive and
time-consuming. The aim of this study was to analyze the feasibility of automatically annotating ROSC using the
signals recorded by defibrillators.
Materials and methods: A set of 893 patients (261 with ROSC, of which 127 were transient) recorded by the
Dallas-Fort Worth Center for Resuscitation Research using Philips HeartStart MRx devices were included. Every
record contained the ECG and the thoracic impedance (TI) signals. ROSC was automatically identified as follows:
1) chest compression pauses longer than 60 s were identified using either the TI or the compression depth
signals. 2) Organized ECG rhythms were identified using a comercial defibrillator's algorithm. 3) Pulsatile rhythms
were identified using a published machine learning algorithm based on the ECG or the ECG and TI signals. The
model uses up to 9 features, extracted from both the ECG (6) and the TI (3) signals. ROSC was identified when a
10s-interval was classified as pulsatile and the ROSC onset was set at the beginning of the pause. The
performance was assessed in terms of Sensitivity (Se, ROSC patients), Specificity (Sp, no ROSC patients) and
overall F1-score. Error in the ROSC onset was calculated comparing the automatically detected onset to the
reviewed time of the clinical annotation of ROSC.
Results: The algorithm based exclusively on ECG showed Se, Sp and F1 scores of 90.0%, 92.7% and 90.5%,
respectively. The algorithm that included both ECG and TI improved scores to 91.2%, 94.3% and 92.1%. For the
set of patients with transient ROSC the algorithm showed a Se of 81.9% (95.6% for permanent ROSC) using the
ECG and TI signals. The median (IQR) absolute error on the time of first ROSC onset was 0.8 (0.6-8.2) s.
Conclusions: An accurate algorithm to automatically identify patients with ROSC is demonstrated. This technique
could be useful for retrospective analysis of cardiac arrest registries.
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SESSION TITLE: DEFIBRILLATION 2
Abstract 127: Machine Learning Techniques to Predict Cardiac Re-
Arrest in Out-Of-Hospital Setting
Andoni Elola, Elisabete Aramendi, Unai Irusta, Naroa Amezaga, Jon Urteaga, Pamela Owens, Ahamed H Idris
Abstract
Background: Re-arrest occurs when a cardiac arrest patient being treated by the emergency medical services
experiences another cardiac arrest after return of spontaneous circulation (ROSC).The incidence of re-arrest is
high, close to 40% in out-of-hospital cardiac arrest (OHCA), and it is associated with lower survival. Prediction of
re-arrest could improve prehospital care. The aim of this study was to develop a re-arrest prediction model based
on heart rate variability (HRV) features.
Materials and methods: OHCA cases treated by Dallas-FortWorth Center of Resuscitation Research were
analyzed. Patients with at least two minutes of ROSC were included. Re-arrest was ascertained by the presence
of life-threatening ECG and/or presence of chest compressions within 12 minutes after ROSC. Eighteen HRV
characteristics for 1 min and 2 min intervals after ROSC were computed. Features were fed into a Random Forest
(RF) classifier with 100 trees to predict re-arrest cases. Ten-fold cross-validation with 30 repetitions was applied to
train the model and assess the performance in terms of area under the curve (AUC).
Results: Inclusion criteria were met by 98 patients, 41 of which suffered re-arrest. The median time (interquartile
range) to re-arrest from ROSC onset was 5 (3-7) min. The re-arrest prediction model showed a median AUC of
0.71 and 0.75 for 1 and 2 min post ROSC intervals, respectively. The most important HRV features in the RF
predictor were the SD1/SD2 ratio (where SD1 and SD2 are the dispersions of points both perpendicular and
parallel to the line-of-identity in the Poincaré plot), SD2, the interquartile range of the RR intervals, peak frequency
in the high frequency band (0.15-0.4 Hz) and coefficient of variation of RR intervals (the ratio between the mean
and standard deviation of RR intervals).
Conclusions: HRV metrics predict re-arrest in OHCA. Further studies with larger datasets are needed to better
understand re-arrest dynamics and confirm conclusions.
Footnotes
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Planner and search for the abstract title.
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Abstract: A secondary arrest is frequent in patients that recover spontaneous circulation after
an out-of-hospital cardiac arrest (OHCA). Rearrest events are associated to worse patient outcomes,
but little is known on the heart dynamics that lead to rearrest. The prediction of rearrest could
help improve OHCA patient outcomes. The aim of this study was to develop a machine learning
model to predict rearrest. A random forest classifier based on 21 heart rate variability (HRV) and
electrocardiogram (ECG) features was designed. An analysis interval of 2 min after recovery of
spontaneous circulation was used to compute the features. The model was trained and tested
using a repeated cross-validation procedure, on a cohort of 162 OHCA patients (55 with rearrest).
The median (interquartile range) sensitivity (rearrest) and specificity (no-rearrest) of the model
were 67.3% (9.1%) and 67.3% (10.3%), respectively, with median areas under the receiver operating
characteristics and the precision–recall curves of 0.69 and 0.53, respectively. This is the first machine
learning model to predict rearrest, and would provide clinically valuable information to the clinician
in an automated way.
Keywords: out-of-hospital cardiac arrest (OHCA); rearrest; electrocardiogram (ECG); heart rate
variability (HRV); random forest (RF)
1. Introduction
Cardiac arrest remains a major public health problem with more than 275,000 out-of-hospital
cardiac arrest (OHCA) cases treated yearly in Europe [1], and survival rates below 10% [2,3].
Prompt treatment is crucial because the probability of survival decreases by 10% for every minute
treatment is delayed [4,5]. Current cardiopulmonary resuscitation (CPR) guidelines define chain of
survival to ensure a prompt OHCA treatment, with five important links [6]: early recognition of the
arrest, CPR with chest compressions and ventilations, rapid defibrillation, basic/advanced emergency
medical treatment, and post-cardiac arrest care.
The final aim of the treatment provided by the emergency medical services is to achieve the
return of spontaneous circulation (ROSC), and to then proceed to the last link of the chain of survival,
post-arrest treatment, and transportation to hospital. CPR manoeuvres, defibrillation, and drugs
produce changes in the patient’s state, which are reflected in the cardiac rhythm. For instance,
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defibrillation may bring a patient from ventricular fibrillation to a rhythm with spontaneous pulse,
that is, to ROSC.
Rearrest is experienced by patients who achieve ROSC and suffer a subsequent cardiac arrest
during their prehospital care. Rearrest is frequent in the prehospital setting with observed incidences
between 24% and 43% [7–10]. Moreover, rearrest is associated to poorer patient outcomes, both for
hospital discharge and neurological state at follow up [7–11]. The prediction of rearrest would
contribute to better outcomes by providing adequate medical treatment to better stabilize the patient,
and by delaying transport to hospital, as providing adequate care is more difficult when rearrest occurs
in an ambulance during transport to hospital.
Several characteristics observable in the electrocardiogram (ECG) are associated to rearrest risk
factors: low heart rate, increased heart rate variability, long QRS complexes, irregular beats, etc.
Nevertheless, very few automated methods have been proposed to predict rearrest. Some important
contributions by Salcido et al. in the use of heart rate variability (HRV) features and morphology
features of the ECG [9,12] showed the potential of the ECG in this context. Other studies focused
on the transition between cardiac rhythms, including the transition from pulse-generating rhythms
(ROSC) to non-pulsatile rhythms, that is, rearrest [13].
In this paper, a machine learning technique is developed to predict rearrest in OHCA patients.
A solution based on a random forest (RF) classifier is adjusted for 1 and 2 min of ECG signal acquired
by the defibrillation pads, a signal commonly recorded by all defibrillators in OHCA scenarios. In the
Materials section, the source of the OHCA cases and the ECG signals is described. The HRV features
and the design of the RF classifier is detailed in Methods, and the Results are given next. In the
Discussion section, the clinical importance and implications in OHCA treatment of this algorithm
are elaborated.
2. Data Collection
The data used in this study were a subset of a large OHCA episode collection gathered in the
Dallas–Fortworth area by the DFW center for resuscitation research (UTSW, Dallas). Every episode
was recorded using the Philips HeartStart MRx device, which acquires the ECG signal and the thoracic
impedance through the defibrillation pads. The ECG signal was acquired with a sampling frequency
of 250 Hz and a resolution of 1.03µV per least significant bit. Additionally, some episodes included the
chest compression depth signal, which in conjunction with the impedance signal, permitted identifying
the intervals with chest compressions.
There were a total of 797 episodes with concurrent ECG and impedance signals. Episodes with
ROSC were identified based on the instant of ROSC (tROSC) annotated by clinicians on the scene.
No rearrest episodes (NoRA) corresponded to patients with sustained ROSC according to the clinical
information in the patient’s chart, and no chest compressions until the end of the episode. A minimum
duration of 2 min was required for the ROSC interval. Rearrest episodes (RA) were identified if ROSC
was lost in an interval of 12 min after ROSC. Patients that suffered a rearrest after 12 min from the
ROSC onset were considered in the NoRA group. Figure 1 shows a RA case, where spontaneous pulse
was lost tRA seconds after the onset of ROSC, tROSC. The final patient cohort included 162 patients,
107 NoRA, and 55 RA cases. In the NoRA cases, the median (first quartile–third quartile) duration
from the onset of ROSC to the end of episode was 300 (240–874) s. In the RA cases the median duration
from ROSC onset to RA was 303 (195–410) s.
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ROSC Re-arrest
Spontaneous pulse Pulse lost
Spontaneous pulse
Figure 1. Out-of-hospital cardiac arrest (OHCA) episode where the instant of return of spontaneous
circulation (ROSC), tROSC(s), is associated to the pulse generating rhythm (green), and rearrest
(RA) occurs tRA(s) later when the rhythm degenerates into a pulseless activity and asystole (red).
The segment of analysis is noted with a duration of tw(s).
3. Methods
The rearrest prediction algorithm proposed in this manuscript was applied to segments of
tw minutes of ECG signal extracted right after tROSC, as shown in Figure 1. For case number i
a vector of 21 features, vi = {vi,1, · · · , vi,21}, was computed for each segment and a machine learning
classifier applied for the binary classification (yi = {0, 1} = {NoRA, RA}). Two segment lengths were
considered in the model, tw = 1 min and tw = 2 min.
3.1. ECG Processing and Feature Extraction
A total of 21 features (Table 1) were extracted to vectorize the ECG segment: 17 were based
on HRV metrics as proposed in [14], and four new features were incorporated based on the ECG
waveform.
First, the ECG signal was filtered between 0.5 and 40 Hz using order 4 Butterworth (zero-phase)
filter to remove baseline wander and high frequency noise. Second, HRV features were computed using
the R peaks detected using the well-known Hamilton–Tompkins QRS detector [15]. A variance-based
correction was applied to prevent false negative heartbeat detections caused by large amplitude
changes in the R-peaks. The impact of spiky artifacts in the adaptive thresholding of the QRS detector
was thus reduced and the RR series were constructed. Examples of RR series for a RA and a NoRA
case can be observed in Figure 2.
The HRV features computed using the RR series can be divided into three groups [16]:
• Time domain features. The classic metrics of RR variability were computed: mean RR interval
(v1), standard deviation (v2), root mean square of the successive differences (v3), coefficient of
variation (v4 = v2/v1) [17], number of RR intervals that differ more than 50 ms (v5), and the
interquartile range of RR intervals (v6).
• Frequency domain features. First, the spectrum of the RR sequence was computed using the
Lomb–Scargle periodogram for unevenly sampled signals [18]. Then, two different frequency
bands were analyzed, the low-frequency or LF band (0.04–0.15 Hz) and the high-frequency or HF
band (0.15–0.4 Hz). The computed features were the absolute and relative power in the LF band
(v7 and v8), the absolute and relative power in the HF band (v9 and v10), the relation between LF
and HF power (v11), and the peak frequencies in LF and HF bands (v12 and v13).
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• Nonlinear features. Self similarity of the RR samples was evaluated using the Poincaré plot and
entropy-based features. From the Poincaré plot the variability was measured with the width,
SD12, and depth, SD22, of the ellipse, v14 and v15, respectively. Their relation was computed as
v16. The sample entropy of the RR series (v17) was computed from a cubic interpolation of the RR
series to form a uniformly sampled series (10 Hz), and m = 1 and r = 0.2 were used [19].
Additionally, four features were computed using the ECG signal, three of them proposed in [13]
(v18, v19, and v21). They were computed as follows.
• The centroid frequency, v18, was computed based on the power spectral density (PSD) of the ECG
signal. The PSD was estimated for the fi frequencies using Welch’s periodogram with a signal









• The mean of the absolute values of the samples of the ECG segment, v19.
• The relative QRS-power, as the power of the signal concentrated in the frequency band










• The variability of the duration of the QRS complexes. QRS complexes were delineated using
a wavelet based algorithm [21] and the standard deviation of their durations was v21.
Table 1 provides a quick reference for the meaning of the vi features.
Table 1. Overview of the computed features.
Time-domain HRV features Non-linear HRV features
v1 : Mean RR v14 : SD12
v2 : Standard deviation RR v15 : SD22
v3 : RMSSD v16 : SD12/SD22
v4 : Coefficient of variation v17 : Sample entropy
v5 : nNN50 Signal-level features
v6 : Interquartile range RR v18 : Centroid frequency
Frequency-domain HRV features v19 : Signal amplitude
v7 : LF absolute power v20 : Relative QRS power
v8 : LF relative power v21 : Standard deviation of QRS width
v9 : HF absolute power
v10 : HF relative power
v11 : LF/HF power
v12 : LF peak frequency
v13 : HF peak frequency
Figure 2 shows the ECG segment and the RR sequence for tw = 1 min in an RA and NoRA
case. The RR instants (marked), the RR spectrum (LF and HF highlighted), and the Poincaré diagram
are plotted. Larger variability of the RR series, a more disperse Poincaré plot, and more power
concentration in the high frequency band were all associated to RA.





































































(a) Case leading to rearrest
(b) A case with no rearrest.
Figure 2. Signals corresponding to RA and no rearrest (NoRA) cases are plotted in panels (a,b),
respectively. The ECG signal for tw = 1 min, the RR sequence, its power spectrum and and the
Poincaré plot are shown.
3.2. Building the RF Classifier
First, an univariate analysis was carried out to analyze the power of each feature to discriminate
RA and NoRA cases. A cost-sensitive logistic regression classifier was fitted using a single feature in the
training set and the performance metrics were obtained for that model in the test set (see Section 3.3).
Then, a Random Forest (RF) classifier was used to combine all the features for several reasons: it can
learn nonlinear mappings, it can be easily adapted for imbalanced datasets, and, besides allowing an
embedded feature selection, feature importance can be estimated. Moreover, in our preliminary tests
with other machine learning models the RF produced the best classification results. The RF classifier is
an ensemble of B decision trees (weak learners) that produce uncorrelated predictions, and the final
label is decided by majority voting [22]. Uncorrelated decisions are made by using different bootstraps
of the training data to train each weak learner, and also a limited set of randomly selected features are
used at each tree split. The importance of each feature can be estimated by permuting the values of
each feature and looking at the increase in the out-of-bag error (error measured using the data that
each weak learner did not see during the training process). The following two steps were followed.
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• The RF was trained using the training dataset at hand and the importance of each feature was
computed and correspondingly sorted.
• The RF was trained again using the same training data and using only the most important N f
features from the previous ranking. Considering the class imbalance in our study (≈34/66%),
the number of instances per class were balanced when creating the bootstraps to train each tree by
oversampling the minority class. The RF model was evaluated with the testing dataset in hand.
Both RFs were trained using B = 300 weak learners and each tree was trained using only 5% of
the data. Bootstrapping was made using sampling with replacement, i.e., repeated instances were
possible. For binary classification problems, the number of trees that predicted that a certain instance is
positive divided by B can be interpreted as the probability or likelihood of the instance being positive.
3.3. Evaluation
The RF model was trained and tested using patient-wise and stratified 5-fold cross-validation
data partition. Data were divided in five nonoverlapping groups, one was used for testing and the
other four for training. This is repeated five times so every patient is used in the training and test
sets. The procedure was repeated 100 times to estimate the statistical distributions of the performance
metrics in terms of median (interquartile range (IQR)). The standard metrics for binary classification
problems were considered.
The classification problem in this study involved two unbalanced classes: a negative class with the
majority of the instances (NoRA), and a minority positive class (RA). In this scenario, two diagnostic
tools are helpful to evaluate the models: receiver operating characteristics (ROC) and precision–recall
(PR) curves. These curves are calculated evaluating corresponding performance metrics for different
thresholds of the likelihoods given by the RF classifier. The following metrics were considered;
sensitivity (Se) or recall (probability of detecting a RA case correctly), specificity (Sp, probability of
detecting a NoRA case correctly), precision (probability that a positive detection corresponds to
a positive case) and the harmonic mean between precision and recall (F1 score). Areas under both
curves, area under receiver operating characteristics curve (AUROC) and area under precision–recall
curve (AUPRC), are good representative metrics to evaluate the performance of the model. Every metric
is given as percentage.
4. Results
In the QRS detection, the variance based filter only changed the detections of the
Hamilton-Tompkins algorithm in five cases (3% of episodes), and less than 0.3% of the samples
were modified in those cases. To asses the quality of QRS detection and the RR series derived thereof,
a signal quality index was adopted, the proportion of beats that are detected by two different QRS
detectors over all detected beats [23]. As proposed by the authors of [23], we used a QRS detector
robust to noise (Hamilton–Tompkins [15]) and a detector based on a length transform proposed by
Zong et al. [24], which is more sensitive at lower signal-to-noise ratios. Median (first quartile–third
quartile) agreement between the QRS detectors was 98.4% (90.7–99.6%), showing the good quality of
the data.
The analysis of the logistic regression classifier for single features yielded median AUROC and
AUPRC values for tw = 1 min in the range of 52.0 to 65.1 and 29.3 to 50.3, respectively. Similar results
were obtained for tw = 2 min, with AUROC in the range of 53.7 to 66.2 and AUPRC in the range of
28.2 to 50.1. A random classifier in this case would correspond to AUROC = 50.0 and AUPRC = 34.0.
Table 2 shows the distributions and median AUROC/AUPRC for the top 10 features (highest harmonic
mean between AUROC and AUPRC) for tw = 1 min and tw = 2 min, respectively. It can be observed
that time features like v2 and v4 were important for both values of tw, showing that the variability of
the RR sequence is a powerful discriminative feature. Nonlinear features measured through Poincaré
plots and entropy (v15 and v17) also showed high AUROC with medians of 65.0 and 65.5, respectively.
Entropy 2020, 22, 758 7 of 12
The correlation analysis between the features, based on the Pearson coefficient, r2, showed high
correlation between features in the same or different domains. Thus, v2 showed good correlation
(r2 > 0.75) with v3, v4, v14 and v15, and also v4 with v14.
The median (IQR) values of the features showed that RA patients presented more variable RR
intervals, reflected in higher values of time HRV features, v2 and v4, and in a wider Poincaré plot
as measured by v15. The entropy of the RR series (v17) was lower in RA cases, suggesting a more
regular/predictable time series.
Table 2. Distributions of the values for the top 10 features, represented as median (IQR) for each
class, and their median area under receiver operating characteristics curve (AUROC) and area under
precision–recall curve (AUPRC) values. Results for tw = 1 min and tw = 2 min are shown.
tw = 1 min tw = 2 min
Feature NoRA RA AUROC AUPRC Feature NoRA RA AUROC AUPRC
v15 0.01 (0.02) 0.03 (0.10) 65.0 50.3 v2 0.08 (0.12) 0.21 (0.37) 66.2 50.1
v2 0.07 (0.10) 0.15 (0.25) 64.9 50.2 v4 0.16 (0.19) 0.29 (0.40) 65.7 49.4
v7 0.00 (0.00) 0.00 (0.01) 63.3 49.4 v6 0.06 (0.11) 0.14 (0.26) 63.4 48.7
v4 0.14 (0.17) 0.23 (0.24) 64.2 48.9 v17 0.31 (0.45) 0.18 (0.27) 65.5 47.4
v9 0.00 (0.00) 0.01 (0.03) 62.4 47.8 v3 0.57 (0.23) 0.71 (0.49) 63.3 48.4
v14 0.05 (0.06) 0.09 (0.18) 61.9 47.8 v14 0.05 (0.09) 0.11 (0.20) 64.0 47.7
v17 0.35 (0.51) 0.20 (0.30) 65.1 45.9 v15 0.01 (0.02) 0.05 (0.22) 61.7 47.0
v3 0.56 (0.26) 0.68 (0.45) 60.3 48.2 v20 0.38 (0.20) 0.28 (0.22) 64.5 45.4
v1 0.55 (0.24) 0.63 (0.38) 59.3 46.8 v5 216 (81) 180 (104) 61.6 46.6
v5 106 (45) 93 (54) 59.4 45.4 v7 0.00 (0.00) 0.01 (0.03) 60.7 46.4
Figure 3 shows the median AUROC and AUPRC for the RF classifier as a function of the number
of features considered in the model, N f . Adding features to the model improved both metrics.



























Figure 3. AUROC and AUPRC for the random forest (RF) classifier in function of the number of
features of the model, N f , for tw = 1 min and tw = 2 min.
Figure 4 shows the ROC and PR curves for the repetition closest to the median performance.
The AUROC and AUPRC increased a median of 2 and 1 points for tw = 2 min, showing that longer
intervals improved the accuracy of the features in general and that of the spectral features in particular.
The distributions of importance for each feature, depicted in Figure 5, show that most of the features
had a positive importance and were relevant for the RF model. Features like v20, v17, v7, v15, or v2 were
in the top 10 when analyzed individually (see Table 2). Others, like v16, were relevant when combined
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with the rest in the predictive model and when considering a RF classifier instead of a cost-sensitive
logistic regression classifier.



































Figure 4. Receiver operating characteristics (ROC) and precision–recall (PR) curves for both values
of tw. The repetition that was closest to the median AUROC or AUPRC was chosen to depict the
curves. The AUROC and AUPRC increased from 67.0 to 69.3, and from 53.2 to 53.7, respectively,



























































































Figure 5. Distributions of feature importances given by the RF classifier sorted by importance for
tw = 1 min (blue) and tw = 2 min (red).
Table 3 shows the overall metrics for the RF classifier for the thresholds that maximized the F1
score. Adding the ECG features, v18–v21, to the HRV features significantly increased Se for both tw
values (p < 0.05 according to the Mann–Whitney test). For tw = 2 min the AUROC and AUPRC
increased 2 points, and the Se almost 6 points, meaning that 20% of the missclassified RA cases would
be correctly detected.
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Table 3. Performance metrics for the RF model in median (IQR) using only the HRV features and using
all the features for both interval analyses, tw = 1 min and tw = 2 min.
tw Se or Recall (%) Sp (%) Precision (%) F1 (%) AUROC AUPRC
HRV features 1 min 57.3 (11.8) 75.7 (14.5) 54.5 (9.8) 55.8 (2.8) 65.4 (2.3) 51.2 (2.9)2 min 61.8 (6.4) 72.9 (6.1) 54.4 (4.6) 57.6 (2.0) 67.3 (2.0) 50.7 (2.7)
All features 1 min 63.6 (15.5) 69.2 (20.6) 51.5 (10.0) 55.4 (3.1) 66.2 (2.2) 52.0 (2.6)2 min 67.3 (9.1) 67.3 (10.3) 51.4 (5.3) 57.9 (1.7) 69.2 (1.6) 53.1 (3.0)
5. Discussion
The final objective of prehospital treatment of OHCA is to recover spontaneous pulse.
However, many detrimental factors may induce a secondary cardiac arrest, or rearrest, before arrival
to hospital. These rearrest events reduce the probability of survival to hospital discharge [7,8,25–27].
Currently, clinicians apply expert knowledge on scene to foresee if a patient who has achieved ROSC
should be transported immediately, or if the patient requires longer on-site treatment. Defibrillators
show physiologic signals on screen but do not provide tools to assist clinicians on the prediction of
a secondary arrest. To the best of our knowledge, this study provides the first automated method
based on the ECG to predict rearrest. This is important because the ECG is routinely recorded in all
defibrillators. The method is based on a RF classifier using HRV features and ECG waveform features,
and showed a Se and Sp of 67%.
Fluctuating heart rates are frequent in organized rhythms during cardiac arrest.
When spontaneous circulation is restored the QRS complexes may still be irregular in morphology
and rate. ECG features associated to the heart rate have been used to successfully predict time to
RA [12], especially the standard deviation of the measured heart rate. The standard deviation of the
RR intervals (v2) is a similar measure, and was also one of the most important features of the RF
classifier. Moreover, v2 alone showed a median AUROC of 66.2 (65.3–67.0) and median AUPPRC of
50.1 (49.3–50.7).
HRV features have been widely used in non-arrest situations to detect and predict cardiac
arrhythmias [20,28,29]. They were originally designed to analyze long intervals, minutes, or even
hours, in hemodynamically stable patients. Interestingly, in this study, HRV features have been proven
to be good predictors of RA even with segments as short as tw = 1 min. The spectral HRV features
showed better performance for tw = 2 min due the better resolution of the RR spectrum associated
to longer analysis segments. We observed median increases of 1–2 points in the AUROC when the
segment was increased from tw = 1 min to tw = 2 min.
In a post-cardiac arrest scenario, the patient may not be breathing spontaneously after ROSC,
and rescuers should artificially ventilate the patient. This may cause reduced respiratory-related heart
rate dynamics and may influence HRV features. However, more studies are needed to analyze the
relationship between the HRV metrics and ventilation metrics of the patient.
During treatment of OHCA patients many rhythm transitions occur, such as from an initial
ventricular fibrillation to recovery of spontaneous pulse. Many studies have focused on the analysis of
the prevalence and the prediction of rhythm transitions [30,31], including the transition from ROSC to
another cardiac rhythm, that is, rearrest. A short time predictor was proposed in [13] using features
v18, v19, and v21 to predict the rhythm in the next 3 s with an AUROC of 73. Our clinical context was
different as we developed a model for patients that recovered a stable spontaneous pulse, and applied
our model to predict a rearrest occurring on average 5 (6–7) min later. This is a much more challenging
scenario, but of great clinical importance as it would allow clinicians to make more informed decision
on transport to hospital after spontaneous pulse is recovered.
In this study, we also confirmed that the ECG waveform features significantly improved the
performance of the RF model. Compared to the RF based exclusively on HRV features that we
proposed in [14], the combination of HRV and ECG features improved the AUROC and AUPRC in
2 points when we increased the number of patients in the dataset by 65%. These are the first results
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of a machine learning solution to predict rearrest, and the RF model showed that including more
features increased the accuracy of the method. The prediction of rearrest is a clinically important topic
in OHCA treatment, and our results show that it is a challenging one. In the future, more sources
of information available during treatment could be added to the models, including measures of the
respiratory function (capnogram), cerebral state (cerebral oximetry or EEG-based bispectral analysis),
or even blood pressure. These signals are not universal in OHCA treatment, but could be used to
provide complementary information to that derived from HRV/ECG analysis.
The duration of the analysis interval of the ECG is important to predict rearrest. Our results
showed that the performance improved when longer analysis windows were used, with differences
of 2 points in AUROC when the duration of the analysis window was increased from 1 min to 2 min.
In order to confirm that hypothesis, we replicated the analysis using the typical short window for
HRV parameter calculations (tw = 5 min). This reduced the sample size to 98 (26 RA and 72 NoRA).
In this subset the AUC when tw = 5 min was 8 points larger than for tw = 2 min. This shows that
longer analysis intervals improve the accuracy for the prediction of rearrest. However, in an OHCA
scenario, time to clinical decisions and interventions is critical for survival, so a trade-off must
be found between the detection of critical situations (rearrest) and the time needed to identify
those situations. Longer delays to transport the patient in sustained ROSC to a hospital for
a percutaneous coronary intervention may substantially lower the probability of survival of the
patient [32]. Consequently, short analysis intervals (if sufficient for a diagnosis) should always be
adopted.
This study has several limitations. The first one is the small patient cohort (162 cases),
which, albeit being the largest cohort studied to date for this purpose, is still insufficient to draw
conclusive results. Further studies on larger cohorts are needed, based on the evidence provided
in this study. Second, the interpretation of the HRV parameters in a cardiac arrest context is
controversial. Our results show they convey important information on the prediction of rearrest,
but their physiological interpretation as measures of how cardiac arrest affects the autonomic nervous
system are unclear. Third, in OHCA, time constraints in clinical interventions are of life and death
importance; this limits the time available for the decisions and thus the segment lengths to compute
HRV metrics. Short segments under 5-min should be used to compute HRV metrics, which further
complicates the accuracy and interpretability of these measures. Finally, the conditions in which the
ECG is recorded in a prehospital setting (hygiene, electrode contact, movement, and interventions)
make QRS detection and thus RR-series calculations more challenging than in controlled hospital or
laboratory conditions.
6. Conclusions
A RF model to predict a secondary arrest in the out-of-hospital setting is proposed using only
1 or 2 min of ECG signal right after return of spontaneous circulation. This manuscript shows that
ECG signal and HRV metrics contain information about rearrest events, further studies are needed to
confirm and improve our results.
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AUROC area under ROC curve




HRV heart rate variability
LF low frequency
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ROC receiver operating characteristics
ROSC return of spontaneous circulation
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