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Strong coupling asymptotics for δ-interactions
supported by curves with cusps
Brice Flamencourt and Konstantin Pankrashkin
Dedicated to the memory of Johannes F. Brasche (1956–2018 )
Abstract. Let Γ ⊂ R2 be a simple closed curve which is smooth
except at the origin, at which it has a power cusp and coincides
with the curve |x2| = xp1 for some p > 1. We study the eigenvalues
of the Schro¨dinger operator Hα with the attractive δ-potential of
strength α > 0 supported by Γ, which is defined by its quadratic
form
H1(R2) ∋ u 7→
∫∫
R2
|∇u|2 dx− α
∫
Γ
u2 ds,
where ds stands for the one-dimensional Hausdorff measure on Γ.
It is shown that if n ∈ N is fixed and α is large, then the well-
defined nth eigenvalue En(Hα) of Hα behaves as
En(Hα) = −α2 + 2
2
p+2En α
6
p+2 + O(α
6
p+2
−η),
where the constants En > 0 are the eigenvalues of an explic-
itly given one-dimensional Schro¨dinger operator determined by the
cusp, and η > 0. Both main and secondary terms in this asymp-
totic expansion are different from what was observed previously
for the cases when Γ is smooth or piecewise smooth with non-zero
angles.
1. Introduction
Schro¨dinger operators with singular interactions supported by sub-
manifolds represent an important class of models in mathematical
physics, and they have been the subject of an intensive study dur-
ing the last decades. In the present work we deal with two-dimensional
operators, so we assume that Γ is a metric graph embedded in the Eu-
clidean space R2, and we will be interested in the spectral study of the
operators formally written as
Hα := −∆− αδ(x− Γ)
with δ being the Dirac distribution and α > 0 being the coupling
constant. Such operators describe the motion of particles confined to
the graph Γ but allowing for a quantum tunneling between its different
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2parts. The above definition is made rigorous by considering first the
quadratic form
H1(R2) ∋ u 7→ hα(u, u) :=
∫∫
R2
|∇u|2 dx− α
∫
Γ
u2 ds,
where ds is the one-dimensional Hausdorff measure on Γ. Under suit-
able regularity assumptions on Γ (e.g. a finite union of bounded Lip-
schitz curves) the quadratic form hα is closed and semibounded from
below, and, hence, generate in a canonical way a unique self-adjoint
operator Hα in L
2(R2) whose domain is contained in H1(R2) and such
that ∫∫
R2
uHαu dx = hα(u, u)
for any function u in the domain. In the informal language, the operator
Hα is the distributional Laplacian in R
2 \ Γ with interface conditions
[∂u] + αu = 0 on Γ, where [∂u] denotes a suitably defined jump of the
normal derivative of u on Γ, see e.g. [2,6] for a more detailed discussion.
The well-known review paper [10] provides an introduction to the
topic and proposes a number of research directions. An interesting
problem setting is provided by the strong coupling regime, i.e. the case
α → +∞. It can be easily seen that the lowest eigenfunctions of Hα
concentrate exponentially near Γ, so that one might expect that an
“effective operator” on Γ governing the spectral behavior could come
in play. This was first proved in [14] for the case when Γ is a C4-smooth
loop: for any fixed n ∈ N the operator Hα admits at least n negative
eigenvalues if α is sufficiently large, and the nth eigenvalue En(Hα)
behaves as
En(Hα) = −14 α2 + En(P ) + O
(
logα
α
)
, (1)
where P is the operator on L2(Γ) acting in the arc-length parametriza-
tion as f 7→ −f ′′ − 1
4
γ2f with γ being the curvature. A similar result
holds for finite open arcs as well [12]. To our knowledge, no suffi-
ciently detailed analysis for non-smooth Γ was carried out so far. Be-
ing based on the general machinery for problems with corners [5,8,16]
one might expect that if Γ is piecewise smooth with non-zero angles,
then at least several lowest eigenvalues behave as En(Hα) ≃ −µnα2
as α → +∞, where µn ∈ (14 , 1) are spectral quantities associated with
some model operators (so-called star leaky graphs) whose exact values
are not known: we refer to [7, 9, 11, 18, 21] for a number of estimates.
It seems that no work analyzed the case of non-Lipschitz Γ, and we
make the first step in this direction in the present text by considering
curves with power cusps. More precisely, we assume that Γ is a Jordan
curve satisfying 0 ∈ Γ and the following two conditions:
Γ is C4-smooth at all points except at the origin,
there exist ε0 > 0 and p > 1 such that
3Γ ∩ (−ε0, ε0)2 =
{
(x1, x2) : x1 ∈ (0, ε0), |x2| = xp1
}
. (2)
The value p is indeed unique. It is easily seen that the essential spec-
trum of Hα covers the half-axis [0,+∞) and that for any α > 0 the
discrete spectrum is non-empty and finite. Our result on the asymp-
totics of individual eigenvalues of Hα for large α involves an auxiliary
one-dimensional operator A in L2(0,+∞) acting as
(Af)(x) = −f ′′(x) + xpf(x)
on the functions f satisfying the Dirichlet condition f(0) = 0. It is
directly seen that A has compact resolvent and that all its eigenvalues
En(A) are strictly positive and simple.
Theorem 1. For any fixed n ∈ N one has, as α tends to +∞,
En(Hα) = −α2 + 2
2
p+2En(A)α
6
p+2 + O(α
6
p+2
−η)
where η := min
{
p−1
2(p+2)
, 2(p−1)
(p+1)(p+2)
}
> 0.
Remark 2. For the quadratic cusp, p = 2, the eigenvalues En(A) can
be computed explicitly. The operator A in this case is unitary equiva-
lent to the restriction of the harmonic oscillator to the odd functions,
and its eigenvalues are the usual harmonic oscillator eigenvalues with
even numbers, i.e. En(A) = 4n− 1 for any n ∈ N. Hence, the asymp-
totics of Theorem 1 takes the very explicit form
En(Hα) = −α2 + (4n− 1)
√
2α
3
2 + O(α
11
8 ).
We are not aware of other values of p > 1 admitting a simple expression
for the eigenvalues of A.
Remark 3. Both main and secondary terms in the result of Theorem 1
are different from the asymptotics (1) for the smooth curves and from
the expectations for the curves with non-zero angles. In particular, the
distance between the individual eigenvalues is of order αk, where the
power k = 6
p+2
can be given any value between 0 and 2 by a suitable
choice of p ∈ (1,+∞). Such a control of the eigenvalue gap asymptotics
represents a new feature of the model, which is not observed for δ-
potentials supported by curves of a higher regularity. Nevertheless we
recall that similar effects can be seen in other boundary eigenvalue
problems by a suitable control of the boundary curvature, see e.g. [15,
22].
Remark 4. One should remark that the presence of a singularity does
not involve any problem with the semiboundedness of the form hα, and
arbitrary values of p are allowed due to the fact that both sides of Γ
are involved. In fact, this directly follows from the fact that Γ can be
decomposed into two smooth open arcs, and the L2-trace of a function
from H1(R2) to such an arc is well-defined. This is in contrast with the
one-sided Robin problems for the Laplacian in a domain surrounded
4by Γ, for which the cusp is not allowed to be very sharp: see e.g. [17]
for the study of the eigenvalues and [19, 20] for the issues concerning
the definition of the operator.
The proof of Theorem 1 is almost entirely based on the min-max
tools for the study of the eigenvalues: we recall them in Section 2.
We first apply some truncations in order to localize the problem near
the cusp and then extend it to a suitable half-place and rescale it in
order to have a semiclassical formulation admitting a more explicit
analysis (Section 3). The resulting problem in the half-plane is analyzed
by considering first the action of the operator in one of the variables
and then by showing that only the projection onto the lowest mode
contribute to the individual eigenvalues. At some points the problem
shows a number of similarities to the case when Γ is a sharply broken
line [9], and we were able to use a part of that analysis. The overall
proof scheme is rather classical, see e.g [15], but a big number of various
new technical ingredients and adapted variables are required in order to
carry out the complete study. In Section 4 we show the upper bound for
En(Hα), which is rather straightforward. The lower bound is obtained
in Section 5, and is much more demanding, both for the dimension
reduction and for the analysis of the resulting one-dimensional effective
operator.
The present work is dedicated to the memory of Johannes F. Brasche
(1956–2018). His first works on Schro¨dinger operators with measure po-
tentials [1,6] served as a basis for the rigorous mathematical study of a
large class of quantum-mechanical models, and the works of last years
on large coupling convergence [3] suggested a far-reaching abstract gen-
eralization of strongly coupled δ-interactions, which will certainly lead
to further progress in the domain.
2. Preliminaries
We will recall some notation and basic facts on the min-max principle
for the eigenvalues of self-adjoint operators.
In this paper we only deal with real-valued operators, so we prefer
to work with real Hilbert spaces. Let H be a Hilbert space and u ∈
H, then we denote by ‖u‖H the norm of u. For a linear operator
T we denote D(T ) its domain. If the operator T is self-adjoint and
semibounded from below, then Q(T ) denotes the domain of its bilinear
form, and the value of the bilinear form on u, v ∈ Q(T ) will be denoted
by T [u, v]. For n ∈ N := {1, 2, 3, . . .}, by En(T ) we denote the nth
discrete eigenvalue of T (if it exists) when enumerated in the non-
decreasing order and taking the multiplicities into account.
Let H be an infinite-dimensional Hilbert space and T be a lower
semibounded self-adjoint operator inH. If T is with compact resolvent,
we set Σ := +∞, otherwise let Σ denote the bottom of the essential
5spectrum of T . The nth Rayleigh quotient Λn(T ) of T is defined by
Λn(T ) := inf
L⊂Q(T )
dimL=n
sup
u∈L\{0}
T [u, u]
‖u‖2
H
.
The well-known min-max principle, see e.g. Theorem 5 in Section 10.2
of [4], states that one and only one of the following two assertions is
true:
(a) Λn(T ) < Σ and En(T ) = Λn(T ).
(b) Λn(T ) = Σ and Λm(T ) = Λn(T ) for all m ≥ n.
In what follows we will actively work with the Rayleigh quotients of
various operators instead of eigenvalues as the former are easier to deal
with. The passage from the Rayleigh quotients to the eigenvalues will
be done at suitable points by simply checking that the values are below
the essential spectrum.
One of the most classical applications of the min-max principle is
recalled in the next assertion (the proof is by a direct application of
the definition). It will be used systemically through the whole text.
Proposition 5. Let T and T ′ be lower semibounded self-adjoint op-
erators in infinite-dimensional Hilbert spaces H and H′ respectively.
Assume that there exists a linear map J : Q(T )→ Q(T ′) such that
‖Ju‖H′ = ‖u‖H, T ′[Ju, Ju] ≤ T [u, u] for all u ∈ Q(T ).
Then for any n ∈ N there holds Λn(T ′) ≤ Λn(T ).
At the last steps of the proof of Theorem 1 we will also need the
following result, which is a slight reformulation of [13, Lemma 2.1] or
of [23, Lemma 2.2]. As some details are different, we prefer to give a
complete proof, which is quite short.
Proposition 6. Let H, H′ be two infinite-dimensional Hilbert spaces
and T be a non-negative self-adjont operator in H and T ′ be a lower
semibounded self-adjoint operator in H′. Assume that there exist a
linear map J : Q(T )→ Q(T ′) and non-negative numbers δ1 and δ2 such
that for all u ∈ Q(T ) there holds
‖u‖2H − ‖Ju‖2H′ ≤ δ1
(
T [u, u] + ‖u‖2H
)
,
T ′[Ju, Ju]− T [u, u] ≤ δ2
(
T [u, u] + ‖u‖2H
)
,
and that for some n ∈ N one has the strict inequality
δ1
(
Λn(T ) + 1
)
< 1, (3)
then
Λn(T
′) ≤ Λn(T ) +
(
δ1Λn(T ) + δ2
)(
Λn(T ) + 1
)
1− δ1
(
Λn(T ) + 1
) .
6Proof. During the proof we abbreviate λn := Λn(T ). By (3), for any
sufficiently small ε > 0 one has
δ1(λn + 1 + ε) < 1. (4)
In view of the definition of λn, one can find an n-dimensional subspace
F ⊂ Q(T ) such that T [u, u] ≤ (λn + ε)‖u‖2H for all u ∈ F . Therefore,
for any u ∈ F one has
‖Ju‖2H′ ≥ (1− δ1)‖u‖2H − δ1T [u, u] ≥
(
1− δ1(λn + 1 + ε)
)‖u‖2H.
The first factor on the right-hand side is strictly positive by (4), and
it follows that J : F → J(F ) is injective. In particular, dim J(F ) = n.
Therefore, for u ∈ F \ {0} one has Ju 6= 0 and
T ′[Ju, Ju]
‖Ju‖2
H′
≤ T [u, u] + δ2
(
T [u, u] + ‖u‖2H
)
‖Ju‖2
H′
≤ T [u, u] + δ2
(
T [u, u] + ‖u‖2H
)(
1− δ1(λn + 1 + ε)
)‖u‖2
H
≤ λn + ε+ δ2(λn + 1 + ε)
1− δ1(λn + 1 + ε)
= λn +
λn + ε+ δ2(λn + 1 + ε)− λn
(
1− δ1(λn + 1 + ε)
)
1− δ1(λn + 1 + ε)
= λn +
ε+ (δ1λn + δ2)(λn + 1 + ε)
1− δ1(λn + 1 + ε) .
Due to the definition of Λn(T
′) one has
Λn(T
′) ≤ sup
v∈J(F )\{0}
T ′[v, v]
‖v‖2
H′
= sup
u∈F\{0}
T ′[Ju, Ju]
‖Ju‖2
H′
≤ λn + ε+ (δ1λn + δ2)(λn + 1 + ε)
1− δ1(λn + 1 + ε) ,
and the claim follows by sending ε to zero. 
3. Reduction to a problem in a moving half-plane
We first apply some truncations in order to obtain a model problem
which only takes into account the cusp and neglects the rest of Γ. For
ε > 0 we denote
Γε :=
{
(x1, x2) : x1 ∈ (0, ε), |x2| = xp1
}
and consider the half-plane
Ωε := (−∞, ε)× R.
One clearly has Γε ⊂ Ωε, and by Hα,ε we denote the self-adjoint oper-
ator in L2(Ωε) given by
Hα,ε =
∫∫
Ωε
|∇u|2 dx− α
∫
Γε
u2 ds, Q(Hα,ε) = H
1
0 (Ωε).
We start with the following result, taking ε0 from (2):
7Lemma 7. Let ε ∈ (0, ε0) and n ∈ N. Assume that
for some c > 1
4
there holds Λn(Hα,ε) ≤ −cα2 for large α > 0, (5)
then Λn(Hα) = Λn(Hα,ε) + O(1) for α→ +∞.
Proof. The proof will be in two steps. We first reduce the problem to
a bounded neighborhood of the origin, and then to the half-plane Ωε,
as the latter is easier to analyze.
For ε > 0 denote ε := (−ε, ε)2, then the assumption (2) rewrites as
there exists ε0 > 0 such that Γ ∩ε0 = Γε0 ,
and then for any ε ∈ (0, ε0) one has Γ ∩ ε = Γε as well; we remark
that the condition (2) implies ε0 ≤ 1.
From now on let us pick some ε ∈ (0, ε0) and let χ1, χ2 ∈ C∞(R2)
such that χ21 + χ
2
2 = 1 and
χ1 = 1 in  ε
2
, χ1 = 0 outside ε.
An easy computation shows that for any u ∈ Q(Hα) ≡ H1(R2) one has
Hα[u, u] = Hα[χ1u, χ1u] +Hα[χ2u, χ2u]−
∫
R2
(|∇χ1|2 + |∇χ2|2)u2 dx
≥ Hα[χ1u, χ1u] +Hα[χ2u, χ2u]− C‖u‖2L2(R2), (6)
where C =
∥∥|∇χ1|2 + |∇χ2|2∥∥∞.
Denote by Dα,ε the self-adjoint operator in L
2(ε) given by
Dα,ε[u, u] =
∫∫
ε
|∇u|2 dx− α
∫
Γε
u2 ds, Q(Dα,ε) = H
1
0 (ε).
Due to suppχ1 ⊂ ε we have
χ1u ∈ Q(Dα,ε), Hα[χ1u, χ1u] = Dα,ε[χ1u, χ1u].
On the other hand, by the initial assumption of Γ (C4-smoothness
except at the origin) one can find a C4-smooth Jordan curve Γ′ which
coincides with Γ outside  ε
2
. Denote by H ′α the self-adjoint operator
in L2(R2) given by
H ′α[u, u] =
∫∫
R2
|∇u|2 dx− α
∫
Γ′
u2 ds, Q(H ′α) = H
1(R2).
As suppχ2 ∩  ε
2
= ∅, one has Hα[χ2u, χ2u] = H ′α[χ2u, χ2u], and the
inequality (6) takes the form
Hα[u, u] + C‖u‖2L2(R2) ≥ Dα,ε[χ1u, χ1u] +H ′α[χ2u, χ2u]. (7)
Noting that J : L2(R2) ∋ u 7→ (χ1u, χ2u) ∈ L2(ε)⊕L2(R2) is isomet-
ric and that (7) can be rewritten as
Hα[u, u] + C‖u‖2L2(R2) ≥ (Dα,ε ⊕H ′α)[Ju, Ju],
we conclude by the min-max principle (Proposition 5) that
Λn(Hα) ≥ Λn(Dα,ε ⊕H ′α)− C for all n ∈ N, α > 0.
8As discussed in the introduction, see e.g. Eq. (1), due to the smoothness
of Γ′, for some C0 > 0 one has H
′
α ≥ −14 α2−C0 for large α > 0. Hence,
if
for some c > 1
4
there holds Λn(Dα,ε) ≤ −cα2 for large α > 0, (8)
then Λn(Dα,ε ⊕H ′α) = Λn(Dα,ε), and then Λn(Hα) ≥ Λn(Dα,ε)−C for
large α > 0. On the other hand, by the min-max principle one directly
has Λn(Hα) ≤ Λn(Dα,ε). Therefore, the assumption (8) implies
Λn(Hα) = Λn(Dα,ε) + O(1) for α→ +∞. (9)
Now we need to pass from Dα,ε to Hα,ε, which is done in a very
similar way. First, by the min-max principle we have
Λn(Hα,ε) ≤ Λn(Dα,ε) (10)
for any α > 0. Furthermore, let us pick ξ1, ξ2 ∈ C∞(R2) such that
ξ21 + ξ
2
2 = 1 and
ξ1(x) = 1 for x ∈ (0,+∞)× (−εp, εp),
ξ1(x) = 0 for x /∈ (−ε,+∞)× (−ε, ε).
For any u ∈ Q(Hα,ε) we have then, with W (x) := |∇ξ1|2+ |∇ξ2|2 ≤ C ′,
Hα,ε[u, u] = Hα,ε[ξ1u, ξ1u] +Hα,ε[ξ2u, ξ2u]−
∫∫
Ωε
W u2 dx
≡ Dα,ε[ξ1u, ξ1u] +
∫∫
Ωε
∣∣∇(ξ2u)∣∣2 dx− ∫∫
Ωε
W u2 dx
≥ Dα,ε[ξ1u, ξ1u]− C ′‖u‖2L2(Ωε).
As in the first part of the proof, this implies
Λn(Hα,ε) ≥ Λn(Dα,ε ⊕O)− C ′ (11)
with O being the zero operator in L2(Ωε). Let (5) hold, then by (11)
we also have Λn(Dα,ε ⊕ O) ≤ −cα2 for large α. Then Λn(Dα,ε ⊕
O) = Λn(Dα,ε), and (8) holds, which implies the estimate (9). At the
same time, Eq. (11) reads now as Λn(Hα,ε) ≥ Λn(Dα,ε) − C ′, and
together with (10) we arrive at Λn(Dα,ε) = Λn(Hα,ε) + O(1) for large
α. Substituting this estimate into (9) we prove the claim. 
Let us apply an additional scaling in order to pass to the semiclassical
framework. For h > 0 and b > 0 consider the self-adjoint operator Fh,b
in L2(Ωb) defined for Q(Fh,b) = H
1
0 (Ωb) by
Fh,b[u, u] =
∫∫
Ωb
(
h2(∂1u)
2 + (∂2u)
2
)
dx
−
∫ b
0
√
1 + p2h2s2(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds.
9Lemma 8. For any ε > 0 and α > 0 and n ∈ N one has
Λn(Hα,ε) = α
2Λn(Fh,b) for h = α
1−p
p , b = εα
1
p ≡ εh 11−p .
Proof. We prefer to give a detailed explicit computation. Consider
the unitary operator Θ : L2(Ωb)→ L2(Ωε) given by
(Θu)(x1, x2) = α
1
2
( 1
p
+1) u(α
1
px1, αx2),
then ΘQ(Fh,b) = Q(Hα,ε). By writing the one-dimensional Hausdorff
measure on Γε in an explicit form, for any u ∈ Q(Hα,ε) we have
Hα,ε[u, u] =
∫∫
Ωε
[
(∂1u)
2 + (∂2u)
2
]
dx
− α
∫ ε
0
√
1 + p2s2p−2
(
u(s, sp)2 + u(s,−sp)2) ds.
Then for any v ∈ Q(Fh,b) one obtains
Hα,ε[Θv,Θv] =α
1
p
+1
∫∫
Ωε
[
α
2
p∂1v(α
1
px1, αx2)
2
+ α2∂2v(α
1
px1, αx2)
2
]
dx1 dx2
− α 1p+2
∫ ε
0
√
1 + p2s2(p−1)
(
v(α
1
p s, αsp)2
+ v(α
1
p s,−αsp)2) ds.
Using the new variables y1 = α
1
px1, x2 = αy2, t = α
1
p s we rewrite it as
Hα,ε[Θv,Θv] =
∫∫
Ω
εα
1
p
[
α
2
p∂1v(y1, y2)
2 + α2∂2v(y1, y2)
2
]
dy1 dy2
− α2
∫ εα 1p
0
√
1 + p2α
2−2p
p s2p−2
(
v(t, tp) + v(t,−tp)) dt
= α2Fh,b[v, v],
which shows that Hα,ε is unitarily equivalent to α
2Fh,b. 
By combining Lemma 7 with Lemma 8 we arrive at the following
reformulation:
Lemma 9. Let ε > 0, h0 > 0, n ∈ N be such that
Λn(F
h,εh
1
1−p
) ≤ −c for all h ∈ (0, h0) and some c > 14 . (12)
Then Λn(Hα) = α
2Λn(F
h,εh
1
1−p
) + O(1) for h := α
1−p
p and α→ +∞.
10
4. Upper bound
4.1. Reduction to a one-dimensional effective operator. For
some k > 0, to be chosen later, denote
Ω′h := (0, h
k)× R
and denote by Gh the self-adjoint operator in L
2(Ω′h) given by
Gh[u, u] =
∫∫
Ω′
h
(
h2(∂1u)
2+(∂2u)
2
)
dx−
∫ hk
0
(
u(s, sp)2+u(s,−sp)2) ds
and Q(Gh) = H
1
0 (Ω
′
h). For sufficiently small h > 0 one has the inclusion
Ω′h ⊂ Ωεh 11−p , and for u ∈ H
1
0 (Ω
′
h) we denote u0 its extension by zero to
Ω
εh
1
1−p
, then Fh,b[u0, u0] ≤ Gh[u, u]. It follows by the min-max principle
that:
Lemma 10. For any ε > 0 there exists h0 > 0 such that for h ∈ (0, h0)
and n ∈ N there holds Λn(F
h,εh
1
1−p
) ≤ Λn(Gh).
In order to study Gh we will use some facts on a simple one-
dimensional operator Tx, x > 0, which is the self-adjoint operator in
L2(R) given by
Tx[f, f ] =
∫
R
f ′(y)2 dy − (f(x)2 + f(−x)2), Q(Tx) = H1(R). (13)
We recall some simple properties of Tx established in [9, Proposition
2.3]. The bottom of the spectrum of Tx is a simple isolated eigenvalue,
which we denote by σ(x) due to its special role in what follows,
σ(x) := Λ1(Tx), x > 0,
and we denote by Ψx the respective eigenfunction chosen L
2-normalized
and positive. We will use the following properties of their dependence
on x > 0:
Proposition 11. The following holds:
(a) −1 < σ(x) < −1
4
for all x ∈ (0,+∞),
(b) σ is non-decreasing,
(c) σ(x) = −1 + 2x+ O(x2) for x→ 0+,
(d) the function x 7→ ‖∂xΨx‖L2(R) is bounded on (0,+∞),
(e) for x < 1 one has Λ2(Tx) = 0.
The above properties allows one to give an upper bound for the
Rayleigh quotients of Gh by those of a one-dimensional operator on
(0, hk). Namely, denote by Kh the self-adjoint operator in L
2(0, hk)
given by
Kh[f, f ] =
∫ hk
0
(
h2f ′(x)2 + 2xpf(x)2
)
dx, Q(Kh) = H
1
0 (0, h
k). (14)
11
Lemma 12. There exists a0 > 0 such that
Λn(Gh) ≤ −1+Λn(Kh)+a0(h2+2k(p−1)+h2kp) for all h > 0 and n ∈ N.
Proof. If f ∈ H10 (0, hk), then for the function u ∈ H10 (Ω′h) defined by
u(x1, x2) = f(x1)Ψxp1(x2)
we have ‖f‖L2(0,hk) = ‖u‖L2(Ω′h) and∫∫
Ω′
h
(∂2u)
2 dx−
∫ hk
0
(
u(s, sp)2+u(s,−sp)2) ds = ∫ hk
0
σ(xp1)f(x1)
2 dx1.
The L2-normalization of Ψxp1 implies∫
R
Ψxp1(x2) ∂x1Ψx
p
1
(x2) dx2 =
1
2
∂x1‖Ψxp1‖2L2(R) = 0,
hence, ∫∫
Ω′
h
(∂1u)
2 dx =
∫ hk
0
∫
R
[
f ′(x1)
2Ψxp1(x2)
2
+ 2f(x1)f
′(x1)Ψxp1(x2)∂x1Ψx
p
1
(x2)
+ f(x1)
2(∂x1Ψxp1(x2))
2
]
dx2 dx1
=
∫ hk
0
(
f ′(x1)
2 + w(x1)f(x1)
2
)
dx1,
where we denote w(x1) :=
∥∥∂x1Ψx1∥∥2L2(R) ≡ p2x2(p−1)1 ∥∥(∂zΨz)z=xp1∥∥2L2(R),
and
Gh[u, u] =
∫ hk
0
(
h2f ′(x1)
2 +
[
σ(xp1) + h
2w(x1)
]
f(x1)
2
)
dx1
Due to Proposition 11(c,d) for a sufficiently large a0 > 0 one can esti-
mate
p2
∥∥(∂zΨz)z=xp1∥∥2L2(R) ≤ a0, σ(x1) ≤ −1 + 2xp1 + a0h2kp, x1 ∈ (0, hk),
and then
Gh[u, u] ≤ −‖f‖2L2(0,hk) +
∫ hk
0
(
h2f ′(x1)
2 + 2xpf(x1)
2
)
dx1
+ a0(h
2+2k(p−1) + h2kp)‖f‖2L2(0,hk).
Therefore, the linear operator J : Q(Kh) ∋ f 7→ u ∈ Q(Gh) satisfies, for
all f ∈ Q(Kh), the equality ‖Jf‖L2(Ω′
h
) = ‖f‖L2(0,hk) and the inequality
Gh[Jf, Jf ] ≤ −‖f‖2L2(0,hk) +Kh[f, f ] + a0(h2+2k(p−1) + h2kp)‖f‖2L2(0,hk),
which implies the claim by the min-max principle. 
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4.2. Analysis of the effective operator. Now we are reduced to the
study of the eigenvalues of Kh for small h > 0. We will show that the
princpal term of their asymptotics is determined by the eigenvalues of
the model operator A.
For µ > 0, we introduce first two auxiliary operators CµN/D, which
are the self-adjoint operators in L2(0, µ) given by
CµN/D[f, f ] =
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx,
Q(CµN) =
{
f ∈ H1(0, µ) : f(0) = 0}, Q(CµD) = H10 (0, µ).
An elementary scaling argument gives the following result:
Lemma 13. For any n ∈ N and h > 0 one has
Λn(Kh) = 2
2
2+ph
2p
2+pΛn(C
µ
N/D), µ := 2
1
2+phk−
2
2+p .
Remark that if k < 2
2+p
then in the above representation one has
µ→ +∞ as h→ 0+. Let us now study the behavior of the eigenvalues
of CµN/D for large µ > 0.
Lemma 14. Let n ∈ N be fixed, then Λn(CµN/D) = Λn(A) +O(µ−2) for
µ→ +∞.
Proof. Directly by the min-max principle, for any µ > 0 one has the
inequality
Λn(A) ≤ Λn(CµD). (15)
Furthermore, consider the self-adjoint operator Dµ in L
2(µ,+∞) given
by
Dµ[f, f ] =
∫ ∞
µ
(
f ′(x)2 + xpf(x)2
)
dx,
Q(Dµ) =
{
f ∈ H1(µ,+∞) : x p2 f ∈ L2(µ,+∞)},
then one clearly has Λn(A) ≥ Λn(CµN ⊕ Dµ) for any µ > 0. The left-
hand side is independent of µ, while Dµ ≥ µp → +∞ as µ → +∞.
Therefore, there exists µn > 0 such that
Λn(A) ≥ Λn(CµN) for µ ≥ µn. (16)
Now let χ1, χ2 ∈ C∞(R) such that
χ21 + χ
2
2 = 1, χ1(t) = 1 for t ≤ 12 , χ1(t) = 0 for t ≥ 34 ,
and denote χj,µ := χj(·/µ). Consider the self-adjoint operator D′µ in
L2(µ
2
, µ) given by
D′µ[f, f ] =
∫ µ
µ
2
(
f ′(x)2 + xpf(x)2
)
dx, Q(D′µ) = H
1
(
µ
2
, µ
)
.
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Then a direct computation shows that for any f ∈ Q(CµN) one has,
with K :=
∥∥(χ′1)2 + (χ′2)2∥∥∞,
CµN [f, f ] = C
µ
N [χ1,µf, χ1,µf ] + C
µ
N [χ2,µf, χ2,µf ]
−
∫ µ
0
(
(χ′1,µ)
2 + (χ′2,µ)
2
)
f 2 dx
≥ CµN [χ1,µf, χ1,µf ] + CµN [χ2,µf, χ2,µf ]−Kµ−2‖f‖2L2(0,µ)
= CµD[χ1,µf, χ1,µf ] +D
′
µ[χ2,µf, χ2,µf ]−Kµ−2‖f‖2L2(0,µ),
= (CµD ⊕ D′µ)[Jf, Jf ]−Kµ−2‖f‖2L2(0,µ),
Jf := (χ1,µf, χ2,µf),
which implies Λn(C
µ
N) ≥ Λn(CµD⊕D′µ)−Kµ−2 for any µ > 0. By (16),
for µ→ +∞ the left-hand side of the last inequality remains bounded,
while D′µ ≥ µp2−p → +∞. Therefore, the value of µn in (16) can be
assumed such that, in addition,
Λn(C
µ
N) ≥ Λn(CµD)−Kµ−2 for any µ ≥ µn. (17)
By putting together the above estimates, for µ ≥ µn we obtain
Λn(C
µ
D)−K/µ2
(17)
≤ Λn(CµN)
(16)
≤ Λn(A)
(15)
≤ Λn(CµD),
which implies first Λn(C
µ
D) = Λn(A) + O(µ
−2) and then Λn(C
µ
N) =
Λn(C
µ
D) + O(µ
−2) = Λn(A) + O(µ
−2). 
By combining Lemma 13 with Lemma 14 we arrive at
Lemma 15. For any n ∈ N and k ∈ (0, 2
2+p
) there holds
Λn(Kh) = 2
2
2+ph
2p
2+p Λn(A) + O(h
2−2k) as h→ 0+.
4.3. Proof of the upper eigenvalue bound. The substitution of
the asymptotics of Lemma 15 (passage from Kh to A) into Lemma 12
(passage from Gh to Kh) shows that for every fixed n ∈ N and k ∈
(0, 2
2+p
) there holds
Λn(Gh) ≤ −1 + 2
2
2+ph
2p
2+p Λn(A) + O(h
2+2k(p−1) + h2kp + h2−2k)
as h→ 0+. For k ∈ (0, 2
2+p
) one has
2 + 2k(p− 1) = 2kp+ 2(1− k) ≥ 2kp,
O(h2+2k(p−1) + h2kp + h2−2k) = O(h2kp + h2−2k).
Taking k := 1
1+p
∈ (0, 2
2+p
) and then applying Lemma 10 we see that
for any ε > 0 and n ∈ N there holds, as h→ 0+,
Λn(F
h,εh
1
1−p
) ≤ Λn(Gh) ≤ −1+2
2
2+ph
2p
2+p Λn(A)+O(h
2p
1+p ) < −1
2
. (18)
It follows that the assumption (12) is satisfied for any ε > 0 and n ∈ N,
which gives a stronger version of Lemma 9:
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Lemma 16. For any n ∈ N and ε > 0 there holds
Λn(Hα) = α
2Λn(F
h,εh
1
1−p
) + O(1) for h := α
1−p
p and α→ +∞. (19)
Applying again (18) to the right-hand side of (19) one arrives at
Λn(Hα) ≤ −α2 + 2
2
2+pΛn(A)α
6
2+p + O(α
4
1+p )
≡ −α2 + 2 22+pΛn(A)α
6
2+p + O(α
6
2+p
−η), α→ +∞.
where η := 6
2+p
− 4
1+p
= 2(p−1)
(p+1)(p+2)
> 0. As the upper bound obtained
for Λn(Hα) is strictly negative for large α, it lies below the essential
spectrum of Hα, and it follows by the min-max principle that Λn(Hα)
is the nth eigenvalue of Hα.
5. Lower bound
5.1. Reduction to a smaller half-plane. Now we need to obtain
a lower bound for the eigenvalues of F
h,εh
1
1−p
with a suitably chosen
ε > 0. Recall that
F
h,εh
1
1−p
[u, u] =
∫∫
Ω
εh
1
1−p
(
h2(∂1u)
2 + (∂2u)
2
)
dx
−
∫ εh 11−p
0
√
1 + p2h2s2(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds.
Let k > 0, to be chosen later, and h > 0 sufficiently small to have
hk < εh
1
1−p . Let Rh be the self-adjoint operator in L
2(Ωhk) given by
Rh[u, u] =
∫∫
Ω
hk
(
h2(∂1u)
2 + (∂2u)
2
)
dx
−
∫ hk
0
√
1 + p2h2+2k(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds,
Q(Rh) = H
1(Ωhk).
Lemma 17. Let k ∈ (0, 2
2+p
)
. There exists ε1 > 0 such that for any
ε ∈ (0, ε1) and any n ∈ N there holds
Λn(F
h,εh
1
1−p
) ≥ Λn(Rh) as h→ 0+.
For the proof of Lemma 17 we need an auxiliary one-dimensional
operator, which will also plays a role on later steps. For x > 0 and
β > 0 we denote by Tx,β the self-adjoint operator in L
2(R) given by
Tx,β[f, f ] =
∫
R
f ′(y)2 dy − β(f(x)2 + f(−x)2), Q(Tx,β) = H1(R),
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which is closely related to the operator Tx from (13) and Proposition 11:
a simple scaling argument shows that Tx,β is unitarily equivalent to
β2Tβx and Λn(Tx,β) = β
2Λn(Tβx) for any n ∈ N. In particular,
Λ1(Tx,β) = β
2σ(βx).
Proof of Lemma 17. By considering separately the integrals for
x1 < h
k and x1 > h
k we arrive at F
h,εh
1
1−p
[u, u] = I1 + I2 with
I1 =
∫∫
Ω
hk
(
h2(∂1u)
2 + (∂2u)
2
)
dx
−
∫ hk
0
√
1 + p2h2x
2(p−1)
1
(
u(s, sp)2 + u(s,−sp)2) ds,
I2 =
∫ εh 11−p
hk
[ ∫
R
(
h2(∂1u)
2 + (∂2u)
2
)
dx2
−
√
1 + p2h2x
2(p−1)
1
(
u(x1, x
p
1)
2 + u(x1,−xp1)2
)]
dx1,
and one has obviously I1 ≥ Rh[u1, u1] with u1 := u|Ω
hk
.
Now one needs a lower bound for I2. First, by dropping the non-
negative term (∂1u)
2 and using the above one-dimensional operator
operator Tx,β we estimate
I2 ≥
∫ εh 11−p
hk
λ(x1, h)
∫
R
u(x1, x2)
2 dx2 dx1,
where we denoted
λ(x1, h) := Λ1
(
T
xp1,
√
1+p2h2x
2(p−1)
1
)
≡ (1 + p2h2x2(p−1)1 )σ(√1 + p2h2x2(p−1)1 xp1).
To estimate λ(x1, h) from below let us pick q ∈ (0, 1p−1), then for small
h one has hk < h−q < εh
1
1−p .
Consider first the values x1 ∈ (hk, h−q). Due to√
1 + p2h2x
2(p−1)
1 x
p
1 > x
p
1 > h
kp,
by Proposition 11(a,b) one obtains
σ(hkp) ≤ σ(√1 + p2h2x2(p−1)1 xp1) < 0.
On the other hand, 1 + p2h2x
2(p−1)
1 < 1 + p
2h2−2q(p−1), which together
with the preceding estimate gives(
1 + p2h2x
2(p−1)
1
)
σ
(√
1 + p2h2x
2(p−1)
1 x
p
1
) ≥ (1 + p2h2−2q(p−1))σ(hkp).
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Using Proposition 11(c) to estimate σ(hkp), for small h > 0 we arrive
at
λ(x1, h) ≥ (1 + p2h2−2q(p−1))
(
− 1+ 3
2
hkp
)
≥ −1 + 3
2
hkp− p2h2−2q(p−1).
As k and q were rather arbitrary so far, we may assume that
kp < 2, 0 < q < 2−kp
2(p−1)
≡ 1−
kp
2
p−1
< 1
p−1
,
then kp < 2− 2q(p− 1) and h2−2q(p−1) = o(hkp). Therefore,
λ(x1, h) ≥ −1 + hkp for x1 ∈ (hk, h−q) and h→ 0+. (20)
Keeping the above value of q consider now x1 ∈
(
h−q, εh
1
1−p
)
. We
have first √
1 + p2h2x
2(p−1)
1 x
p
1 > x
p
1 > h
−pq
and then, by Proposition 11(a,b),
σ(h−pq) ≤ σ(√1 + p2h2x2(p−1)1 xp1) < 0.
In addition, 1+ p2h2x
2(p−1)
1 ≤ 1+ p2ε2(p−1), and σ(h−pq) < 0, therefore,
λ(x1, h) ≥ (1 + p2ε2(p−1))σ(h−pq).
In view of Proposition 11(b,c), one can choose δ > 0 sufficiently small
such that σ(h−pq) ≥ −1+2δ for small h > 0. In addition, we may take
ε1 > 0 sufficiently small to have p
2ε
2(p−1)
1 < δ, then for any ε ∈ (0, ε1)
one λ(x1, h) ≥ (1 + δ)(−1 + 2δ) ≥ −1 + δ for small h. By combining
with (20) we see that λ(x1, h) ≥ −1 + hkp for all x1 ∈ (hk, εh
1
1−p ) if h
is sufficiently small, and then
I2 ≥ (−1 + hkp)
∫ εh 11−p
hk
∫
R
u(x1, x2)
2 dx2 dx1.
We summarize the above estimates as follows: there exist ε ∈ (0, ε1)
and h1 > 0 such that for all h ∈ (0, h1) and u ∈ Q(F
h,εh
1
1−p
) there holds
F
h,εh
1
1−p
≥ Rn[u1, u1] + (−1 + hkp)‖u2‖2L2(Ω
εh
1
1−p
\Ω
hk
),
u1 := u|Ω
hk
, u2 := u|Ω
εh
1
1−p
\Ω
hk
,
and then for any fixed n ∈ N and small h one has
Λn(F
h,εh
1
1−p
) ≥ min {Λn(Rh),−1 + hkp}. (21)
The min-max principle shows that Λn(Rh) ≤ Λn(Gh) for the opera-
tor Gh from Subsection 4.1, and the estimate (18) for Λn(Gh) yields
Λn(Rh) ≤ −1 + O(h
2p
2+p ). For k ∈ (0, 2
2+p
) one has h
2p
2+p = o(hkp) and
then Λn(Rh) < −1 + hkp. The substitution into (21) concludes the
proof. 
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5.2. Reduction to a one-dimensional problem. In the present sec-
tion we will provide a lower bound for the eigenvalues of Λn(Rh) in
terms of a one-dimensional operator. Namely, consider the function
V : x 7→
{
1, x < 0,
2xp, x > 0
,
and the operator Zh in L
2(−∞, hk) given by Zhf = −h2f ′′ + V f with
Neumann condition at the right end, f ′(hk) = 0, i.e.
Zh[f, f ] = h
2
∫ hk
−∞
f ′(x)2 dx+
∫ 0
−∞
f(x)2 dx+ 2
∫ hk
0
xpf(x)2 dx
with Q(Zh) = H
1(−∞, hk).
Lemma 18. For any n ∈ N, k ∈ (0, 2
2+p
) and s > 0 there holds
Λn(Rh) ≥ −1 + Λn(Zh0) + O(h2+2k(p−1)−s + h2kp), h→ 0+,
where we denote
h0 := h
√
1− hs.
The proof will occupy the rest of the subsection.
It will be convenient to use the one-dimensional operator
Lx1,h := Txp1,
√
1+p2h2+2k(p−1)
,
its first eigenvalue
κ(x1, h) := Λ1(Lx1,h) ≡ Λ1
(
T
xp1,
√
1+p2h2+2k(p−1)
)
≡ (1 + p2h2+2k(p−1))σ(√1 + p2h2+2k(p−1) xp1),
and the associated eigenfunction Φx1,h chosen positive and normalized
by ‖Φx1,h‖L2(R) = 1. In terms of the first eigenfunction Ψx of Tx one
has clearly
Φx1,h(t) =
4
√
1 + p2h2+2k(p−1)Ψ√
1+p2h2+2k(p−1) xp1
(
√
1 + p2h2+2k(p−1) t).
Due to Proposition 11 for any h > 0 the function x1 7→ Φx1,h admits a
finite limit Φ0,h at x1 = 0
+, so we define
Φ̂x1,h =
{
Φx1,h, x1 > 0,
Φ0,h, x1 < 0.
Consider the following closed subspace G of L2(Ωhk),
G :=
{
(x1, x2) 7→ f(x1)Φ̂x1,h(x2) : f ∈ L2(−∞, hk)
}
,
and denote by Π the orthogonal projector on G in L2(Ωhk), then the
operator Π⊥ := 1 − Π is the orthogonal projector on G⊥. One easily
checks that for u ∈ L2(Ωhk) there holds
(Πu)(x1, x2) = f(x1)Φ̂x1,h(x2) with f(x1) =
∫
R
Φ̂x1,h(x2)u(x1, x2) dx2,
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‖Πu‖2L2(Ω
hk
) = ‖f‖2L2(−∞,hk),
and that for u ∈ Q(Rh) one has f ∈ H1(−∞, hk). We keep this cor-
respondence between u and f for subsequent computations. Recall
that
Rh[u, u] =
∫∫
Ω
hk
(
h2(∂1u)
2 + (∂2u)
2
)
dx
−
∫ hk
0
√
1 + p2h2+2k(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds.
Using the spectral theorem for the above operator Lx1,h we obtain
I :=
∫∫
Ω
hk
(∂2u)
2 dx
−
∫ hk
0
√
1 + p2h2+2k(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds
≥
∫∫
Ω
hk
∩{x1>0}
(∂2u)
2 dx
−
∫ hk
0
√
1 + p2h2+2k(p−1)
(
u(s, sp)2 + u(s,−sp)2) ds
=
∫ hk
0
[ ∫
R
∂2u(x1, x2)
2 dx2
−
√
1 + p2h2+2k(p−1)
(
u(x1, x
p
1)
2 + u(x1,−xp1)2
)]
dx1
≥
∫ hk
0
(
Λ1(Lx1,h)‖Πu(x1, ·)‖2L2(R) + Λ2(Lx1,h)‖Π⊥u(x1, ·)‖2L2(R)
)
dx1.
Assuming that h is small, by Proposition 11(e) one obtains, for any
x1 ∈ (0, hk),
Λ2(Lx1,h) =
(
1 + p2h2+2k(p−1)
)
Λ2
(
T√
1+p2h2+2k(p−1) xp1
)
= 0,
which gives
I ≥
∫ hk
0
κ(x1, h)‖Πu(x1, ·)‖2L2(R) dx1 ≡
∫ hk
0
κ(x1, h)f(x1)
2 dx1.
Hence, if h is sufficiently small, for any u ∈ Q(Rh) we have
Rh[u, u] ≥ h2
∫∫
Ω
hk
(∂1u)
2 dx+
∫ hk
0
κ(x1, h)f(x1)
2 dx1. (22)
To obtain a lower bound for the first summand on the right-hand side
we start with
Π∂1u(x1, x2) =
∫
R
Φ̂x1,h(t)∂1u(x1, t) dt Φ̂x1,h(x2),
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∂1Πu(x1, x2) =
∂
∂x1
(∫
R
Φ̂x1,h(t)u(x1, t) dt Φ̂x1,h(x2)
)
=
∫
R
Φ̂x1,h(t)∂1u(x1, t) dt Φ̂x1,h(x2)
+
∫
R
(∂x1Φ̂x1,h)(t)u(x1, t) dt Φ̂x1,h(x2)
+
∫
R
Φ̂x1,h(t)u(x1, t) dt (∂x1Φ̂x1,h)(x2).
Therefore, using (a+ b)2 ≤ 2a2 + 2b2 and Cauchy-Schwarz inequality,∣∣(Π∂1 − ∂1Π)u(x1, x2)∣∣2
=
∣∣∣∣ ∫
R
(∂x1Φ̂x1,h)(t)u(x1, t) dt Φ̂x1,h(x2)
+
∫
R
Φ̂x1,h(t)u(x1, t) dt (∂x1Φ̂x1,h)(x2)
∣∣∣∣2
≤ 2‖∂x1Φ̂x1,h‖2L2(R)‖u(x1, ·)‖2L2(R)Φ̂x1,h(x2)2
+ 2‖Φ̂x1,h‖2L2(R)‖u(x1, ·)‖2L2(R)(∂x1Φ̂x1,h)(x2)2.
We further recall that ‖Φ̂x1,h‖2L2(R) = 1 for all x1 and that
∂x1Φ̂x1,h =
{
∂x1Φx1,h, x1 > 0,
0, x1 < 0.
This gives∥∥(Π∂1 − ∂1Π)u∥∥2L2(Ω
hk
)
≤ 2
∫ hk
0
‖∂x1Φx1,h‖2L2(R)‖u(x1, ·)‖2L2(R)
(∫
R
Φx1,h(x2)
2 dx2
)
dx1
+ 2
∫ hk
0
‖u(x1, ·)‖2L2(R)
(∫
R
(∂x1Φx1,h)(x2)
2 dx2
)
dx1
≤ 4
∫ hk
0
w(x1, h)‖u(x1, ·)‖2L2(R) dx1,
where we denoted
w(x1, h) := ‖∂x1Φx1,h‖2L2(R).
With λ :=
√
1 + p2h2+2k(p−1) we have Φx1,h(t) =
√
λΨλxp1(λ t) and
w(x1, h) = λ
3
∫
R
p2x
2(p−1)
1 (∂zΨz)z=λxp1(λ t)
2 dt
= λ2p2x
2(p−1)
1
∫
R
(∂zΨz)z=λxp1(t)
2 dt
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≤ p2(1 + p2h2+2k(p−1))x2(p−1)1 sup
z>0
‖∂zΨz‖2L2(R)
Due to Proposition 11(d) the last factor on the right-hand side is finite,
and for a suitable b0 > 0 one obtains w(x1, h) ≤ b0x2(p−1)1 , and then∥∥(Π∂1 − ∂1Π)u∥∥2L2(Ω
hk
)
≤ 4
∫ hk
0
b0x
2(p−1)
1 ‖u(x1, ·)‖2L2(R) dx1
≤ 4b0h2k(p−1)‖u‖2L2(Ω
hk
).
In addition, the function (Π⊥∂1−∂1Π⊥)u ≡ −(Π∂1−∂1Π)u admits the
same norm estimate. Using (a + b)2 ≥ (1 − δ)a2 − δ−1b2 for a, b ∈ R
and δ > 0 we estimate, with any δ > 0,∥∥∂1u∥∥2L2(Ω
hk
)
=
∥∥Π∂1u∥∥2L2(Ω
hk
)
+
∥∥Π⊥∂1u∥∥2L2(Ω
hk
)
=
∥∥∂1Πu+ (Π∂1 − ∂1Π)u∥∥2L2(Ω
hk
)
+
∥∥∂1Π⊥u+ (Π⊥∂1 − ∂1Π⊥)∥∥2L2(Ω
hk
)
≥ (1− δ)∥∥∂1Πu∥∥2L2(Ω
hk
)
− δ−1 ∥∥(Π∂1 − ∂1Π)u∥∥2L2(Ω
hk
)
+ (1− δ)∥∥∂1Π⊥u∥∥2L2(Ω
hk
)
− δ−1 ∥∥(Π⊥∂1 − ∂1Π⊥)u∥∥2L2(Ω
hk
)
≥ (1− δ)∥∥∂1Πu∥∥2L2(Ω
hk
)
− bδ−1h2k(p−1) ‖u‖2L2(Ω
hk
),
where we took b := 8b0. To estimate the term with ∂1Πu we compute
(∂1Π)u(x1, x2) = f
′(x1)Φ̂x1,h(x2) + f(x1)∂x1Φ̂x1,h(x2)
and remark that due to∫
R
Φ̂x1,h(x2)∂x1Φ̂x1,h(x2) dx1 =
1
2
d
dx1
‖Φ̂x1,h‖2L2(R) = 0
we have
‖∂1Πu
∥∥2
L2(Ω
hk
)
=
∫ hk
−∞
f ′(x1)
2
∫
R
Φx1,h(x2)
2 dx2 dx1
+
∫ hk
−∞
f(x1)
2
∫
R
(
∂x1Φ̂x1,h
)
(x2)
2 dx2 dx1
≥
∫ hk
−∞
f ′(x1)
2 dx1.
Therefore,∥∥∂1u∥∥2L2(Ω
hk
)
≥ (1− δ)‖f ′‖2L2(−∞,hk) − bδ−1h2k(p−1) ‖u‖2L2(Ω
hk
),
and the substitution into (22) gives
Rh[u, u] + bδ
−1h2+2k(p−1) ‖u‖2L2(Ω
hk
)
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≥ h2(1− δ)
∫ hk
−∞
f ′(x1)
2 dx1 +
∫ hk
0
κ(x1, h)f(x1)
2 dx1.
For what follows it is convenient to set δ := hs with s > 0 to be chosen
later, then
Rh[u, u] + bh
2+2k(p−1)−s ‖u‖2L2(Ω
hk
)
≥ h2(1− hs)
∫ hk
−∞
f ′(x1)
2 dx1 +
∫ hk
0
κ(x1, h)f(x1)
2 dx1. (23)
In view of Proposition 11(c) one can find a constants a0, a > 0 such
that for small h and x1 ∈ (0, hk) there holds
κ(x1, h) =
(
1 + p2h2+2k(p−1)
)
σ
(√
1 + p2h2+2k(p−1) xp1
)
≥ (1 + p2h2+2k(p−1))(− 1 + 2√1 + p2h2+2k(p−1) xp1
− a0(1 + p2h2+2k(p−1)) x2p1
)
≥ (1 + p2h2+2k(p−1))(−1 + 2xp − 2a0h2kp)
≥ −1 + 2xp − a(h2+2k(p−1) + h2kp).
Substituting this inequality into (23) and taking into account the in-
equality ‖f‖2
L2(0,hk)
≡ ‖Πu‖2L2(Ω
hk
) ≤ ‖u‖2L2(Ω
hk
) we obtain, with some
constant B > 0,
Rh[u, u] +B(h
2+2k(p−1)−s + h2+2k(p−1) + h2kp) ‖u‖2L2(Ω
hk
)
≥ h2(1− hs)
∫ hk
−∞
f ′(x1)
2 dx1 +
∫ hk
0
(−1 + 2xp1)f(x1)2
)
dx1.
For s > 0 we clearly have h2+2k(p−1) = o(h2+2k(p−1)−s), hence, with
some B′ > B,
Rh[u, u] +B
′(h2+2k(p−1)−s + h2kp) ‖u‖2L2(Ω
hk
)
≥ h2(1− hs)
∫ hk
−∞
f ′(x1)
2 dx1 +
∫ hk
0
(−1 + 2xp1)f(x1)2
)
dx1
≡ (−1+ Zh0)[f, f ]. (24)
Consider now the isometric map
J : L2(Ωhk) ∋ u 7→ (f,Π⊥u) ∈ L2(−∞, hk)⊕ G⊥,
then the estimate (24) can be rewritten as(
Rh +B
′(h2+2k(p−1)−s + h2kp)
)
[u, u] ≥ ((−1+ Zh0) ⊕ 0)[Ju, Ju].
As this holds for all u ∈ Q(Rh), the min-max principle shows that for
any fixed n ∈ N one has, as h→ 0+,
Λ(Rh) +B
′(h2+2k(p−1)−s + h2kp) ≥ Λn
(
(−1 + Zh0) ⊕ 0
)
= min
{
Λn(−1 + Zh0), 0
}
= −1 + min{Λn(Zh0), 1}.
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The min-max principle also shows that for any n ∈ N and h > 0 one
has Λn(Zh) ≤ Λn(Kh), where the operator Kh was defined in (14), and
it was shown in Lemma 13 that Λn(Kh) = o(1) for small h. It follows
that Λn(Zh0) = o(1), and then min
{
Λn(Zh0), 1
}
= Λn(Zh0). This gives
finally Λ(Rh) ≥ −1 + Λn(Zh0) + O(h2+2k(p−1)−s + h2kp). This proves
Lemma 18.
5.3. One-dimensional analysis. Now we need a more precise analy-
sis of Zh for small h. We are going to prove the following result, whose
proof will occupy the rest of the subsection:
Lemma 19. Let 0 < k < 2
p+2
, then for any n ∈ N there holds
En(Zh) = 2
2
2+pEn(A) h
2p
p+2 + O(h
5p
2p+4 + h2−2k) as h→ 0+.
It appears more convenient to change the scale in order to work with
large constants. Namely, for λ > 0 and µ > 0 we introduce self-adjoint
operators Bµ,λ in L2(−∞, µ) by
Bµ,λ[f, f ] =
∫ µ
−∞
f ′(x)2 dx+ λ
∫ 0
−∞
f(x)2 dx+
∫ µ
0
xpf(x)2 dx,
Q(Bµ,λ) = H1(−∞, µ).
An elementary scaling argument gives the following result:
Lemma 20. For any n ∈ N one has Λn(Zh) = 2
2
2+ph
2p
2+pΛn(B
λ,µ) with
λ = 2
2
2+p h−
2p
2+p and µ = 2
1
2+phk−
2
2+p .
In view of Lemma 20 the behavior of the eigenvalues of Zh for h→ 0+
can be deduced from that of the eigenvalues of Bλ,µ for λ→ +∞ and
µ → +∞. The latter will be again approached using the auxiliary
operators CµN/D already studied in Subsection 4.2.
Lemma 21. For any n ∈ N there exists λn > 0 and Mn > 0 such that
Λj(C
µ
N)−Kλ−
1
4 ≤ Λj(Bλ,µ) ≤ Λj(CµD). (25)
for all (λ, µ) ∈ (λn,+∞)× (1,+∞).
Proof. Remark first that all operators Bλ,µ and CµN/D are non-
negative. For µ > 1 and λ > 0 the min-max principle gives
0 ≤ Λn(Bµ,λ) ≤ Λn(CµD) ≤ Λn(C1D), (26)
and it follows, in particular, that the eigenvalue Λn(B
µ,λ) is uniformly
bounded. It remains to show the first inequality in (25). As the par-
ticipating operators act in different spaces, it will be convenient to use
Proposition 6, and we remark that this proof scheme is inspired by the
constructions of [23]. Consider the linear map
J : Q(Bλ,µ)→ Q(CµN), (Jf)(x) = f(x)− f(0)e−x, x ∈ (0, µ).
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For any ε > 0 and a, b ∈ R one has (a + b)2 ≥ (1 − ε)a2 + ε−1b2.
Therefore, for any f ∈ H1(−∞, µ) and ε > 0 one has
‖Jf‖2L2(0,µ) =
∫ µ
0
(
f(x)− f(0)e−x)2 dx
≥ (1− ε)
∫ µ
0
f(x)2 dx− ε−1
∫ µ
0
f(0)2e−2x dx
≥ (1− ε)‖f‖2L2(0,µ) − ε−1 f(0)2,
resulting in
‖f‖2L2(−∞,µ)−‖Jf‖2L2(0,µ) ≤ ε‖f‖2L2(0,µ)+ε−1 f(0)2+‖f‖2L2(−∞,0). (27)
For any δ > 0 one can estimate
f(0)2 = 2
∫ 0
−∞
f(x)f ′(x) dx ≤ δ‖f ′‖2L2(−∞,0) + δ−1‖f‖2L2(−∞,0),
and the substitution into (27) yields
‖f‖2L2(−∞,µ) − ‖Jf‖2L2(0,µ)
≤ ε‖f‖2L2(0,µ) + δε−1‖f ′‖2L2(−∞,0) + ε−1δ−1 ‖f‖2L2(−∞,0) + ‖f‖2L2(−∞,0)
= ε‖f‖2L2(0,µ) + δε−1‖f ′‖2L2(−∞,0) + (ε−1δ−1λ−1 + λ−1) λ‖f‖2L2(−∞,0).
We now set δ := λ−
1
2 and ε := λ−
1
4 , then for λ > 1 we have
‖f‖2L2(−∞,µ) − ‖Jf‖2L2(0,µ)
≤ λ− 14‖f‖2L2(0,µ) + λ−
1
4‖f ′‖2L2(−∞,0) + (λ−
1
4 + λ−1) λ‖f‖2L2(−∞,0)
≤ 2λ− 14 (‖f‖2L2(0,µ) + ‖f ′‖2L2(−∞,0) + λ‖f‖2L2(−∞,0)),
and it follows that
‖f‖2L2(−∞,µ) − ‖Jf‖2L2(0,µ) ≤ 2λ−
1
4
(
Bλ,µ[f, f ] + ‖f‖2L2(−∞,µ)
)
. (28)
Now let us estimate the difference CµN [Jf, Jf ]− Bλ,µ[f, f ]. For any
ε ∈ (0, 1) and a, b ∈ R one has (a+ b)2 ≤ (1+ ε)a2+2ε−1b2. Therefore,
for any δ > 0 and ε ∈ (0, 1) we have, with some K > 0,
CµN [Jf, Jf ] =
∫ µ
0
(
f ′(x) + f(0)e−x
)2
dx+
∫ µ
0
xp
(
f(x)− f(0)e−x)2 dx
≤ (1 + ε)
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx
+ 2ε−1f(0)2
∫ µ
0
(1 + xp)e−2x dx
≤ (1 + ε)
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx+Kε−1f(0)2
≤ (1 + ε)
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx
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+Kε−1
(
δ‖f ′‖2L2(−∞,0) + δ−1‖f‖2L2(−∞,0)
)
.
As previously, set δ := λ−
1
2 and ε := λ−
1
4 , then, with some K ′ > 0,
CµN [Jf, Jf ] ≤ (1 + λ−
1
4 )
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx
+Kλ−
1
4‖f ′‖2L2(−∞,0) +Kλ−
1
4 · λ‖f‖2L2(−∞,0)
≤
∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx
+K ′λ−
1
4
(∫ µ
0
(
f ′(x)2 + xpf(x)2
)
dx+ ‖f ′‖2L2(−∞,0)
+ λ‖f‖2L2(−∞,0)
)
≤ Bλ,µ[f, f ] +K ′λ− 14
(
Bλ,µ[f, f ] + ‖f‖2L2(−∞,µ)
)
,
resulting in
CµN [Jf, Jf ]−Bλ,µ[f, f ] ≤ K ′λ−
1
4
(
Bλ,µ[f, f ] + ‖f‖2L2(−∞,µ)
)
. (29)
By (28) and (29) we are in the situation of Proposition 6 with
T := Bλ,µ, T ′ := CµN , δ1 = 2λ
− 1
4 , δ2 = K
′λ−
1
4 .
Furthermore, in view of (26) one has Λn(B
λ,µ) ≤M := Λn(C1D) for all
(λ, µ) ∈ (0,+∞)× (1,+∞). Therefore, one can find λn > 0 such that
δ1
(
1 + Λn(T )
) ≡ 2λ− 14 (1 + Λn(Bλ,µ)) ≤ 2(M + 1)λ− 14
for all (λ, µ) ∈ (λn,+∞)× (1,+∞). Hence, Proposition 6 implies
Λn(B
λ,µ) ≥ Λn(CµN)−
(
2Λn(B
λ,µ) +K ′
)
λ−
1
4
(
Λn(B
λ,µ) + 1
)
1− 2λ− 14(Λn(Bλ,µ) + 1)
≥ Λn(CµN)−
(2M +K ′)(M + 1)
1− 2λ−
1
4
n (M + 1)
λ−
1
4
=: Λn(C
µ
N)−Mnλ−
1
4
for all (λ, µ) ∈ (λn,+∞)× (1,+∞). 
By combining Lemma 21 with the estimate of the eigenvalues of CµN
obtained in Lemma 14) one arrives at the following result:
Lemma 22. For any n ∈ N there exist m > 0 and M > 0 such that∣∣Λn(Bλ,µ)− Λn(A)∣∣ ≤M(λ− 14 + µ−2)
for all (λ, µ) ∈ (m,+∞)× (m,+∞).
Now we can complete the proof of Lemma 19. Choosing λ =
2
2
2+p h−
2p
2+p and µ = 2
1
2+phk−
2
2+p and using Lemma 20, for h → 0+
we obtain
Λn(Zh) = 2
2
2+ph
2p
2+pΛn(B
λ,µ). (30)
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By Lemma 22 we have
Λn(B
λ,µ) = Λn(A) + O(λ
− 1
4 + µ−2) ≡ Λn(A) + O(h
p
4+2p + h
4
2+p
−2k),
and the substitution into (30) completes the proof of Lemma 19.
5.4. Proof of the lower eigenvalue bound. We now use all the
preceding components to obtain the sought lower bound for the eigen-
values of Rh and then for those of Hα. For any m > 0 we have
hm0 = h
m(1−hs)m2 = hm+O(hm+s), and then we conclude by Lemma 19
that
En(Zh0) = 2
2
2+pEn(A) h
2p
p+2
0 + O(h
5p
2p+4
0 + h
2−2k
0 )
= 2
2
2+pEn(A) h
2p
p+2 + O(h
2p
p+2
+s + h
5p
2p+4 + h2−2k).
The substitution into Lemma 18 gives then
Λn(Rh) ≥ −1 + 2
2
2+pEn(A) h
2p
p+2 + ρ(h),
ρ(h) = O(h
2p
p+2
+s + h
5p
2p+4 + h2−2k + h2+2k(p−1)−s + h2kp).
It is convenient to set first k = 1
p+1
to have
ρ(h) = O(h
2p
p+2
+s + h
5p
2p+4 + h2+2
p−1
p+1
−s + h
2p
1+p ).
Furthermore, choosing s = 1 + p−1
p+1
− p
p+2
≡ p(p+3)
(p+1)(p+2)
we have
2p
p+2
+ s = 2 + 2p−1
p+1
− s = p
p+2
+ 1 + p−1
p+1
= p(3p+5)
(p+1)(p+2)
,
ρ(h) = O(h
p(3p+5)
(p+1)(p+2) + h
5p
2p+4 + h
2p
1+p ).
(One can prove that this choice of s and k optimizes the order in h.)
We compute then
p(3p+5)
(p+1)(p+2)
− 2p
1+p
= p(3p+5)−2p(p+2)
(p+1)(p+2)
= p
2+p
(p+1)(p+2)
> 0,
which yields h
p(3p+5)
(p+1)(p+2) = o(h
2p
1+p ) and ρ(h) = O(h
5p
2p+4 + h
2p
1+p ). To
summarize,
Λn(Rh) ≥ −1 + 2
2
2+pEn(A) h
2p
p+2 + O(h
5p
2p+4 + h
2p
1+p ).
By Lemma 17 we have then, with a suitably small ε > 0,
Λn(F
h,εh
1
1−p
) ≥ −1 + 2 22+pEn(A) h
2p
p+2 + O(h
5p
2p+4 + h
2p
1+p ).
Applying now Lemma 16, for h := α
1−p
p and α→ +∞ we obtain
Λn(Hα) ≥ α2Λn(F
h,εh
1
1−p
) + O(1),
≥ α2
(
− 1 + 2 22+pEn(A)α
2(1−p)
p+2 + O(α
5(1−p)
2p+4 + α
2(1−p)
1+p )
)
+ O(1)
= −α2 + 2 22+pEn(A)α
6
p+2 + O(α
13−p
2p+4 + α
4
1+p ).
26
Noting that
η1 :=
6
p+2
− 13−p
2p+4
= p−1
2(p+2)
> 0, η2 :=
6
p+2
− 4
p+1
= 2(p−1)
(p+1)(p+2)
> 0
we obtain
Λn(Hα) ≥ −α2+2
2
2+pEn(A)α
6
p+2 +O(α
6
p+2
−η), η := min{η1, η2} > 0.
Recall that in Subsection 4.3 we already obtained a suitable upper
bound and noted that Λn(Hα) is the nth eigenvalue of Hα if α is large.
This completes the proof of Theorem 1.
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