In this paper, we consider the one-dimensional Kirchhoff equation with x-dependent coefficients under Dirichlet boundary conditions, which models the forced vibrations of a clamped inhomogeneous string in the presence of a time periodic external forcing with period 2π/ω and amplitude . By using the Nash-Moser iteration technique, we obtain the existence, regularity and local uniqueness of time periodic solutions with period 2π/ω and order . Such results hold for parameters (ω, ) in a positive measure Cantor set that has asymptotically full measure as the amplitude goes to zero.
Introduction
This paper is concerned with the time periodic solutions of the Kirchhoff where x ∈ (0, π ), t ∈ R, g is the time periodic external forcing with period 2π/ω and amplitude , and p(x) and q(x) are strictly positive real functions on (0, π ). Such a model arises from the forced vibrations of a clamped inhomogeneous string. The integral term in (1.1) is called the Kirchhoff-type nonlinear term, which is used to describe the dependence of the tension on the p(x)u tt − (p(x)u x ) x = g(x, t) x ∈ (0, π ), t ∈ R.
This models the forced vibrations of an inhomogeneous string in which the dependence of the tension on the deformation can be neglected (see [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] and references therein). Beginning from the work of Barbu & Pavel [20] [21] [22] , the problem of finding time periodic solutions of the wave equation with x-dependent coefficients has started to gain more attention. In [22] , Barbu and Pavel first proved the existence and regularity of time periodic solutions for the sublinear nonlinearity under Dirichlet boundary conditions. Then, Rudakov [30] demonstrated the existence of time periodic solutions for the nonlinearity having power-law growth under Dirichlet boundary conditions. Later, Ji and Li obtained some related results for the general Sturm-Liouville boundary value problem [23, 27] , and the periodic and anti-periodic boundary value problem [24, 28] . Furthermore, in [29] , they also considered the case in which the coefficients do not satisfy the condition ess inf 1 2
and proved the existence of a unique weak time periodic solution, which actually solved an open problem posed in [22] . Please also refer to [25] for the periodic solutions of the nonlinear wave equation with either constant or variable coefficients and bounded nonlinearity. Meanwhile, Ji and collaborators demonstrated the existence and multiplicity of time periodic solutions for the Dirichlet-Neumann boundary value problem under appropriate assumptions in [26] . Here, it is worth mentioning the work of Baldi & Berti [18] , who developed a fully different method based on a Lyapunov-Schmidt reduction and a Nash-Moser iteration scheme, and established the existence of time periodic solutions for the forced vibrations of an inhomogeneous string under a nonlinear time periodic forcing term for the case in which the forcing frequency avoids resonances with the vibration modes of the string (non-resonant case). Motivated by the studies mentioned above, in this paper we consider the time periodic solutions of the forced Kirchhoff equation with x-dependent coefficients (1.1) under Dirichlet boundary conditions (1.2) . This equation has a better approximation of the exact model for strings with certain non-uniformity, and can be seen as a natural extension of the classical Kirchhoff equation. By using the Nash-Moser iteration technique, we prove that there exist time periodic solutions of order with period 2π/ω when is small and ( , ω) belongs to a positive measure Cantor set. Meanwhile, we prove regularity for the solutions, in Sobolev and analytic ways, and local uniqueness. Throughout this paper, we shall make the following hypothesis:
(H) p, q ∈ H 2 (0, π ), with r = (pq) 1/2 satisfying ess inf κ r > 0, where
The rest of this paper is organized as follows. In §2, we give some preliminaries and state the main result (theorem 2.1). Then we prove the main result by using the Nash-Moser iteration technique. Section 3 is devoted to the construction of Nash-Moser iteration procedure, which yields a sequence of approximating solutions u n for the normalized parameters (ω, ε) belonging to the smaller and smaller non-resonant sets E n . In §4, we prove that u n converges to a u ∞ , which solves the normalized problem (2.1) and (2.2). Meanwhile, we also obtain the local uniqueness and regularity of the solution. In §5, we prove that E n converges to a large measure (in the Lebesgue sense) set E ∞ . Finally, we complete the proof of the main result in §6.
Main result
By normalizing the time t → ωt and rescaling u → 1/3 u, the 2π/ω time periodic solutions of (1.1) and (1.2) are equivalent to the 2π time periodic solutions of the following equation:
with the boundary conditions
where ε = 2/3 andg = p −1 g are 2π periodic in time t.
. ., be the eigenvalues and eigenfunctions of the boundary value problem
where ϕ = dϕ/dx. By hypothesis (H) and lemma 2.1 in [22] (see also the appendix in [18] ), we know that the eigenvalues μ 2 i (with μ 2 1 < μ 2 2 < · · · ) have the form 
where α ≥ 0, σ ≥ 0 are constants, T = R/2π Z. 
(ii) For every 0 < ω <ω < ∞, there exists a constant K independent of η that satisfies
Iteration
With the assumption thatg ∈ U α 0 ,σ 0 , we shall fix the second index σ 0 from now on and write
By the multiplicability of H 1 (T) and the Hölder inequality, there holds
Define operators
Then (2.1) can be rewritten as
To solve operator equation (3.2) in U α , we are going to implement Newton's method with certain adaptation
where P n is the truncation operator onto the finite dimensional subspace
By the definition of P n , there holds the smoothing properties
and
where I is the identity map. At the nth step of the above construction, the invertibility of operator F (u n ) is required and that leads to a small divisors problem. However, we can overcome such a problem by imposing some conditions on the parameters. As to specific strategies, we will prove that the linearized operator F (u n ) has an inverse if u n is small and (ω, ε) belongs to a non-resonant set E n+1 defined by induction as follows. Set
Suppose we have constructed u n by (3.3), and E n . Let (ν
2 ≤ · · · ) denote the eigenvalues of the Hill problem
where
Lemma 3.1 (Inversion of the linearized operator). There exist two universal constants R 1 , R 2 such that the following properties hold. Let u ∈ U (n) satisfy (3.7) and (ω, ε) ∈ E n+1 . If
is invertible, and the inverse operator satisfies
We split F (u)h into two parts
where the diagonal part is
and the projection part is
Proposition 3.2 (Inversion of D). Let u ∈ U (n) satisfy (3.7). If ω satisfies the non-resonant condition
where ν 2 j (with 0 = ν 0 < ν 1 ≤ ν 2 ≤ · · · ) are the eigenvalues of the Hill problem
then D is invertible, and
holds for some constant C. 
Let {ψ j (t)} be a sequence of eigenfunctions of (3.11) corresponding to the eigenvalues {ν 2 j } such that
(ii) {ψ j } j∈N form an orthogonal basis of H 1 (T) w.r.t. the scalar product
(3.13)
On the one hand, condition (3.7) implies that 1 ≤ ρ ∞ < 3 2 . Then the norm · H 1 ρ derived from (3.13) is equivalent to the Sobolev norm · H 1 , namely
On the other hand, as (3.7) implies Au
for some constant C. Using this inequality, we have 
By (3.12) and (3.1), we have
Thus by defining
condition (3.8) implies (3.14). It follows that (
Finally, by (3.12) we know that
which yields (3.9) by R 2 := 2C. 
If parameters (ω, ε) ∈ E n+1 and ε/η < δ 0 , then there exists u n+1 ∈ U (n+1) satisfying (3.3) and h n+1 = u n+1 − u n satisfies
Proof. (First step) Applying lemma 3.1, we define 18) which, by (3.9), satisfies
Then (3.15) holds true provided
(Induction) As (3.16) holds true, we can apply (3.4) to obtain
Moreover, for β > α 1 , we have
Thus the conditions (3.7) and (3.8) are fulfilled for u = u n provided
If (3.22) holds, we can apply lemma 3.1 and define 
Using the Taylor expansion, we write
is the quadratic remainder of γ . By inductive assumption, we have constructed h n and there holds
Replacing (3.26) into (3.25), we obtain
Thus we can rewrite (3.24) as
It follows that (3.17) holds true, provided
On the one hand, as α 1 − 2 < α 0 , by (3.5) we have
Thus, by noting that τ ≤ τ n for n ≥ 1, there holds (3.28) for
On the other hand, by (3.1) we have
which, by using (3.21) and (3.4), yields
Thus, by (3.16), there holds (3.29) for
As 2α 1 − 2 < α 0 , we can fix τ ∈ (1, 2) close to 1 such that
Then we fix β > α 1 /(2 − τ ) close to α 1 /(2 − τ ) such that 
The solution

Lemma 4.1 (Existence and regularity of a solution).
Suppose all the hypotheses in lemma 3.3 hold, and u n , E n (n ∈ N) have been constructed. If (ω, ε) ∈ E ∞ = n∈N E n , then the u n converges in U α 1 and u ∞ = lim n→∞ u n solves (3.2). Moreover, it satisfies
for some K. Furthermore, u ∞ is a classical solution of (2.1) and (2.2).
Proof. Lemma 3.3 shows that (3.16) holds for all k ≥ 1, thus u n converges to u ∞ w.r.t. · α 1 and (3.21) implies (4.1) for some K ≥ MC 0 .
We know by (3.18) that h 1 = u 1 satisfies
which, by (3.20) and (3.19) , gives
On the other hand, by (3.23) and (3.27), we have
that is to say, h n+1 (n ≥ 1) satisfies
For the first term on the right side, by (3.20) ,
We use (3.1) on the second term. As u n converges in U α 1 , there exists a constant C such that
For the rest of the terms, by (3.28) and (3.29), we have
Summarizing the above results, there exists a constant M 1 such that
It follows thatü n converges in U α 1 −2 ,ü ∞ ∈ U α 1 −2 , so that u ∞ has regularity H 3 ⊂ C 2 w.r.t. t and (4.2) holds true for some
Moreover, by (3.27), (3.29), (3.30) and (3.31), we have
Remark 4.2. We will prove in lemma 5.2 that the set E ∞ is non-empty and has large measure. Proof. Suppose v solves (3.2) in U α 1 with v α 1 < 1. Let v n = P n v. We consider a sequence of equations
By (3.3), we know that
Define ξ n = v n − u n and plug it into L ω u n . Then, by (4.7), we have
, and by applying F (u n ) −1 on (4.8), we have
Thus, by (3.9), we obtain
Furthermore, by (3.32) the quadratic remainder can be estimated as
As v α 1 < 1 and (3.21) hold, we know that
Thus if ε/η is small enough, there holds
Using this inequality, (4.9) gives
By (3.17) and (3.28), the right-hand side of the above inequality tends to 0 as n → ∞, hence v n − u n 0 → 0. As v n converges to v and u n to u ∞ in U 0 , it follows that v = u ∞ . 
The Cantor set of parameters
are differentiable w.r.t. ω and
Proof. First, for fixed n, if j ∈ N is large enough, then the strict inequalities in definition (3.6) hold automatically. Thus we know that {ω : (ω, ε) ∈ E n } is open for every ε and n. Noting that h 1 satisfies (4.3), and L ω = F (0) holds a bounded inverse by lemma 3.1, the classical implicit function 
By applying L −1 ω , and by (3.9) and (4.6), we obtain
Suppose, for k = 1, . . . , n, there holds
Noting that h n+1 solves (4.4), then it is differentiable w.r.t. ω. Differentiating (4.4) gives
By applying F (u n ) −1 and by (3.9), we have
As a consequence, (5.2) holds for k = n + 1 provided
By (4.6), we know that (5.3) holds for M 2 ≥ 4R 2 M 1 . Thus we fix M 2 in such a way. To obtain (5.4), we write its left side in integral terms and apply (3.1) to estimate them one by one. For the first part, by (3.4) we have
By (3.21), (5.2) and (3.17)
Therefore,
for some C 1 > 0. For the second part, by direct calculation we have 
By 3.1 and (3.4), we have
Recalling τ < 2, by (3.20) , (3.17), (5.2) and (3.21), we have 
Lemma 5.2 (The Cantor set).
There exists 0 < δ 3 ≤ δ 2 such that the Cantor set E η = E ∞ ∩ {(ω, ε) : ε < δ 3 η} holds the measure property: for every interval I = (ω,ω) with 0 < ω <ω < ∞ there is a constant K depending on I such that
To prove lemma 5.2, we need the following proposition. 
Proof. By theorem 2.2.2 in [31] (see p. 23), for every k ∈ N, both ν 2k+1 (α) and ν 2k+2 (α) are in [2(k + 1) 2 /3, 2(k + 1) 2 ], it follows (5.8). To prove (5.9), we define
By Liouville's change of variable
we know that ν 2 and y(t) satisfyÿ (t) + ν 2 ρ(t)y(t) = 0,
if and only if ν 2 and z(ξ ) satisfy
where 
Consider the operator family
Each operator in this holomorphic family is self-adjoint in L 2 (0, 2π ). Theorem 3.9 in [32] (see VII. 3.5, p. 392) shows that the eigenvalues and eigenfunctions of (5.11) are analytic in ϑ. Correspondingly, the eigenvalues ν j (ϑ) and eigenfunctions ψ j (ϑ) of (5.10) hold the same properties. This allows us to differentiate equationψ
Multiplying by ψ j (ϑ) and integrating in (0,2π ), (5.12) becomes
As ν j (ϑ) ≤ 2j by (5.8) and ρ ∞ ≥ 1 2 by the definition of ρ, we have
Proof of lemma 5.2. Define E n (ε) := {ω : (ω, ε) ∈ E n } and G n (ε) := E n (ε)\E n+1 (ε), n ∈ N. We will prove that n∈N G n (ε) = E 0 (ε)\E ∞ (ε) has small measure. As a consequence, its complementary set E ∞ (ε) is a large measure set. Let
for some C , C , and by (5.9) we have |∂ α ν j | ≤ 2j. According to the derivative rule for the composite variable and by (5.1), (3.21) , there holds
for some C. By (5.8), we know
holds provided ε/η is small enough, say ε/η < δ 3 ≤ 1. It follows that As E η = E ∞ ∩ {(ω, ε) : ε < δ 3 η}, then (5.7) holds true for some K depending on I.
Proof of theorem 2.1
We apply lemma 3.3 to construct the solution sequence. If (ω, ε) ∈ E ∞ , such a construction is guaranteed by the non-resonant condition given by lemma 3.1. Lemma 5.2 ensures that such E ∞ is non-empty. For ε/η sufficiently small, the set of parameters E η ⊂ E ∞ satisfies the measure property. Lemmas 4.1 and 4.3 complete the proof.
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