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ABSTRACT 
Necessary and sufficient conditions for existence of solutions and a characteriza- 
tion of the set of Q-matrices for the generalized linear complementarity problem 
(GLCP) are presented. The results lead to an algorithm for solving the GLCP for any 
general vertical block matrix and provide an insight into the geometry of the problem. 
It is also shown that the GLCP is NP-complete in the case of a general vertical block 
matrix. 
1. INTRODUCTION 
Let N be an m × n vertical block matrix with row partition (m 1 . . . . .  mn), 
where m=Ly=lmj  and m>ln.  Given N and a vector q in R m, the 
Cottle-Dantzig eneralized linear complementarity problem is to find w in 
R m and z in R" such that 
w=Nz+q,  
w>~O, z>~O, 
mj 
z j l - I (N Jz+qJ ) , .=O ( j :  1 . . . . .  n),  
i=1  
(1) 
where NJ is the j th block of N of dimension mj × n. We assume that the 
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vectors w and q are partitioned conformably with N. Denote the above 
problem by GLCP(q, N). 
Cottle and Dantzig [1] showed that if N is a vertical block strictly 
copositive matrix or a P-matrix, then the problem GLCP(q, N) has a 
solution. The fact that the solution to GLCP(q, N) is unique when N is P 
was established by Szanc [17]. By means of a system of linear inequalities in 
N, Ebiefung and Kostreva [5] characterized xistence and nonexistence of
solutions, and presented a procedure for solving GLCP(q, N). Solvability by 
linear programs i given in Mangasarian [14]. 
The generalized linear complementarity problem has potential for impor- 
tant applications; see Lemke [13]. Current applications include: the mixed 
lubrication problem (Oh [16]), the complete analysis of resistive piecewise 
linear circuits (Vandenberghe et al. [18]), the formulation of the generalized 
Leontief input-output model and its application to the choice of new technol- 
ogy (Ebiefung and Kostreva [7]), and the formulation of the global stability of 
a two-species piecewise linear Volterra ecosystem (Habetler and Haddad 
[10]). Current research programs indicate that new areas of applications 
abound for the problem GLCP(q, N). 
In this paper, the theory of existence of solutions and solvability of 
GLCP(q, N) is provided in terms of certain representative submatrices of N. 
The paper also considers the relationship between the solution set of 
GLCP(q, N) and those of linear complementarity problems defined on 
representative submatrices of N. It is shown that solving GLCP(q, N) 
corresponds to solving some LCPs where the associated square matrices are 
representative submatrices of N. Such information is used to show that the 
generalized linear complementarity problem is NP-complete for a general 
vertical block matrix. 
The rest of the paper is organized as follows. In Section 2, we present 
notation and definitions needed for the rest of the paper. The main theorems 
are given in Section 3. In Section 4, we present he algorithm and a 
computational experiment. Section 5 is devoted to concluding remarks. 
2. DEFINITIONS AND NOTATION 
DEFINITION 1. By an m × n, m >t n, vertical block matrix N of type 
(m 1 . . . . .  mn), we mean a matrix 
N=ii l 
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where the j th block is mj x n and 
n 
m= Emj. 
j= l  
The vectors w and q in R m are also partitioned to conform to the entries 
in the blocks, NJ ( j  = 1 . . . . .  n), of N: 
q I l] w[!] 
Lqn] n 
where qJ and wJ are mj × 1 column vectors. Consequently, the system (1) is 
equivalent to 
wJ = NJz + qJ ( j  = 1 . . . . .  n) .  
The Cottle-Dantzig eneralized linear complementarity problem can now 
be reformulated as follows: Given an m × n, m >/n, vertical block matrix N 
of type (ml , . . . ,  m,)  and an m × 1 column vector q, find vectors w in a m 
and z in R" such that 
wJ = NJz + qJ ( j  = 1 . . . . .  n), 
wJ>~O, z>~O ( j= l  . . . . .  n),  
mj 
ZjI--IwJ = 0 ( j  = 1 . . . . .  n) .  
i=1  
DEFINITION 2. Let N be a vertical block matrix of type (m 1 . . . . .  m,). 
An n × n submatrix M of N is called a representative submatrix if its j th 
row is drawn from the j th block, N J, of N. A vertical block matrix N of type 
(m 1 . . . . .  m, )  has l-I]= lmj representative submatrices. 
DEFINITION 3. If  N is a vertical block matrix of type (m 1 . . . . .  m,), 
then we define a principal submatrix of N as a principal submatrix of a repre- 
sentative submatrix. The determinant of such a submatrix is a principal 
minor of N. 
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DEFINITION 4. A vertical block matrix of type (m 1 . . . . .  m,) is said to be 
a Q-matrix if and only if the generalized linear complementarity problem has 
a solution for all q in R m. 
DEFINITION 5. If N is a vertical block matrix of type (m 1 . . . . .  m,), then 
N is said to possess property ~ if and only if all representative submatrices of
N have property ~. For instance, N is a vertical block P-matrix of type 
(m 1 . . . . .  mn) if and only if every representative submatrix of N is a square 
P-matrix. The concepts of Po, Z, copositive, strictly copositive, and copositive 
plus vertical block matrices are similarly defined. Note that a square matrix is 
a vertical block matrix of type (1 . . . . .  1). 
3. EXISTENCE OF SOLUTIONS 
A vertical block matrix N has property P if and only if each representa- 
tive submatrix has property P. However, the concept of existence of solutions 
for the problem GLCP(q, N) depends on the vector q in a m and so is not 
defined by properties of representative submatrices of N. 
Nevertheless, a perusal of the results recorded in [1, 4, 5, 17] shows that 
the concept of representative submatrices i central to their formulation or 
analysis. This observation raises the question of the existence of solutions and 
the solvability of GLCP(q, N) in terms of representative submatrices of N. 
In the following two theorems, we characterize the existence of solutions 
and the set of Q-matrices for the GLCP. The characterizations are done in 
terms of solutions of linear complementarity problems defined on the repre- 
sentative submatrices of N. 
THEOREM 1. Let N be a vertical block matrix of type (m 1 . . . . .  mn), and 
q E R m be a given vector.__GLCP(q, N)  has a solution if and only if there is a 
representative submatrix M and a vector 77, formed from q by taking entries 
corresponding to the rows in M, such that LCP(77, M) has a solution (~, ~) 
that satisfies N~ + q >>. O. 
Proof. If GLCP(q, N) has a solution (w °, z°), then it must satisfy 
w o = Nz o + q, 
w ° >~ O, z ° > O, 
mj 
Vi~=l w°j = 0 ( j  = I . . . . .  n). 
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The last equation implies that there is an index ij such that z°..w °j = 0 
J /_.._ 
( j  = 1 . . . . .  n). Define a vector ~/~ R" by F/j = (q Jk  and a matrix M by 
Mj.= (NJ)~j. [j = 1 . . . . .  n, i ~ (1 . . . . .  m/)]. Then M is a representative 
submatrix of N, and ~/satisfies the conditions of the theorem. Set 
~,j = zj ° ( j  = 1 . . . . .  n), 
~j = wi°J ( j  = 1 . . . . .  n). 
Then (~, ~) is a solution to LCP(~/, M). Moreover, N~ + q >t O. 
Conversely, suppose there exists ~, M as defined in the theorem such 
that LCP(U/, M) has a solution (~, ~). Now we must have 
~0,  £~0,  
~j~j = 0 ( j  = 1 . . . . .  n). 
By the definition of 7? and/~,  each wk comes from the kth block N k of N. 
Hence, 
mi 
~,].I-I ~ /= o ( j=  1 . . . . .  n). 
i=1  
Therefore, complementarity conditions are satisfied for the problem 
GLCP(q, N). If in addition N-5 + q >/0, then obviously we have a solution 
for GLCP(q, N). The theorem is now completely proved. (Theorem 1 is also 
stated in [4] without proof.) • 
THEOI~EM 2. Let N be a vertical block matrix of type (m 1 . . . . .  m,). 
Then N is a Q-matrix if and only if for every vector q ~ R m there exists a 
representative submatrix M and a vector ~1 in R", whose entries correspond to 
the rows of M, such that LCP(~, M) has a solution (~, ~) that satisfies 
N-5+q>~O. 
Proof. Suppose N is a Q-matrix. Then, for each q in a m, GLCP(q, N) 
has a solution. By Theorem 1, there exists a representative submatrix M of N 
and a vector ~ in a n (as defined in the theorem), both depending on each q 
in n m, such that LCP(7/, M) has a solution (~, ~). Moreover, (~, ~) satisfies 
N-5 + q >~ 0 by the definition of M. 
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m 
Conversely, if for each q in R m there exists F/in R" such that LCP(F/, M) 
has a solution (~, ~) that satisfies N~ + q >t 0, then by Theorem 1, 
GLCP(q, N) has a solution for each q in R m. That is, N is a Q-matrix. • 
Theorems 1 and 2 provide insight into the question of solvability of 
problem GLCP(q, N) for any q in R 'n. They indicate the existence of a 
strong relationship between the solutions of GLCP(q, N) for all q in R 'n and 
those of the problems LCP(F/, ~z), where ~t  (1 = 1 . . . . .  l-l~=lm k) is a 
representative submatrix of N, and ~ is a vector with entries from q 
corresponding to the rows of ~t.  Such a relationship may be used to find an 
algorithm for GLCP(q, N). 
Suppose N is a Q-matrix. For each q in R m and j = 1 . . . . .  n, let 
f~ = min{NJz + qJ}, i=  1 . . . . .  mj, 
Nz+q~O,  z~O.  
f~ exists, since N is in Q. Let i j, 1 ~ ij <~ mj, j = 1, 2 . . . . .  n, be the index at 
which min{fi : i = 1 . . . . .  rnj} occurs. Define an n X n matrix M and a vector 
?/in R" by 
rl =q . (2) 
D 
Notice that M is a representative submatrix of N and that 
0 .< + Cj .< (NJ  + qq,, (3) 
where i = 1 . . . . .  m j, j = 1 . . . . .  n. 
THEOREM 3. ~ is a solution of GLCP(q, N) iff it is a solution of 
LCP(q, M). 
i 
Proof. If ~ solves LCP(~, M), then it is feasible for proble__m 
GLCP(q, N) by equation (3). The complementarity conditions of LCP(E 1, M) 
and Equation (3) imply that 
0 = ~t~, 
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and 
if and only if 
5j rain {(N'£){+qJ} =0 
l~i~mj 
min {(NS){ +qJ}=0 or 5 j=0,  
l~i~mj 
if and only if for some k, 1 ~< k ~< m j, 
since 
Consequently, 
( Nj~ + qJ)i >~ O, i=1  . . . . .  mj. 
% 
z-j i~__ a (NJ5 + qJ), = O, j = 1 . . . . .  n. 
161 
m 
Thus ~ solves LCP(~/, M). 
m m 
THEOREM 4. Let M and ~ be as defined in Equation (2). Then M is a 
Q-matrix if N is a vertical block Q-matrix. 
m 
Proof. Suppose M is not a Q-matrix. Then the union of its complemen- 
tary cones is not R". 
mj 
5j l - I (NJ~ + qJ), = 0, j=  1 . . . . .  n. 
i=1  
That is, ~ solves GLCP(q, N). 
Conversely, supp.._ose that ~ is a solution of GLCP(q, N). Then ~ is 
feasible for LCP(~, M) by the way we defined M and ~. Thus ~ = M5 + ~/ 
>/0, ~ >f 0. This implies Equation (3). Hence ~5 t = 0 if 
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Choose constants a1 . . . . .  a n, and define c~ in R n and c~ in R m by 
lal , O =Oj. j . k ,  LdnJ 
so that (1) ~ is not in the union of the complementary cones of M, and (2) 
there is no representative submatrix M such that if ]3 is the vector from c~ 
corresponding to the rows of M, then 
O Mjz + pj z + qj, j = l . . . . .  n, 
and LCP(/3, M) solves GLCP(c~, N). It is easy to see that such a vector 
exists. 
By Theorems 1 and 3, GLCP(c~, N) has no solution, which is a contradic- 
tion. Thus M must be a square Q-matrix. • 
Another important relationship between the vertical block matrix N and 
its representative submatrices i  given in the following theorem. 
THEOaEM 5. Let N be a vertical block matrix of type (m 1 . . . . .  m,). 
Then N is a Q-matrix if and only if all its representative submatrices are 
Q-matrices. 
Proof. Let N be a vertical block Q-matrix and pl a vector in R m. By 
Theorems 1, 3, and 4, there is a representative submatrix M 1 and a vector 
ql(pl, M 1) in R" such that M 1 is a Q-matrix and a solution of LCP(q 1, M l) 
solves GLCP(p 1, N), where M 1 and ql are defined as in Equation (2). Let 
C( M 1) = {q ~ am:o <.~ M¢z -[- q}(q) <~ Ngz + qJs' z >1 O, 
M 1) solves OCLP(q, N) }, 
where i -- 1 . . . . .  rn~, jm 1 . . . . .  n. 
Now pick p Rm \ {C(M1)}. Notice that the problem 
LCP(qI(p e, Mi), M 1) has no solution. Since N is in Q, then by Theorems 
1-4, there is a representative submatrix M 2 and a vector qe(pe, M e) such 
that M e is a Q-matrix, and LCP(q e, M e) solves GLCP(p e, N), where M e 
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and q2 are defined as in Equation (2). Let 
C(M 2) ~- (q ~ nm:o ~ M?z "4" q2(q) ~ NiJ] z ..1_ qji], z >1 0, 
LCP(q2(q), M 2) solves GLCP( q, N)}, 
i=  1 . . . . .  mj, j = 1 . . . . .  n. Pick pain 
a m \ {C(M')  u 
The corresponding problems LCP(ql(p 3, M1), M 1) and 
LCP(q2(p 3, M~), M 2) do not solve problem GLCP(p 3, N). So there is a 
representative submatrix M 3 and a vector q3(pa, M 3) in R" such that M 3 is 
a Q-matrix, and a solution of LCP(q 3, M 3) solves GLCP( p3, N), where M 3 
and q3 are det~med asin Equation (2). 
Let k = rI." lm., the number of representative submatrices of N. With- J = 3 
out loss of generality, assume that N has distinct representative submatrices. 
Suppose that we have picked p k-1 and defined M k-I and 
qk- l (pk -1  Mk-1) so that M k-I is a Q-matrix, and LCP(q k-l, M k-l) 
solves GLCP( pk-1, N). Define C(M k- 1), and set 
k-1 
C "~ amk k U C(M*) .  
A=I 
C is nonempty, since N is in Q and k -  1 is less than the number of 
representative submatrices of N. Let p k be a vector in C. By definition of C, 
the problems LCP(ql(p k, M1), M1),..., LCP(qk-l(p k, Mk-1), M k-l) do 
not solve GLCP(p k, N). Consequently, by applying Theorems 1-4, there 
exists a representative submatrix M k and a vector qk(pk, M k) in R" such 
that M k is a Q-matrix and LC1Kq k, M k) solves GLC1K p k, N). 
Define the set C(Mk). We claim that 
k 
= U C(M*).  (4) 
~t=l 
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If not, let q0 be a vector in 
k 
Rm\  U (MX) • 
h=l  
The problems LCP(q l(q °, M1), M 1) . . . . .  LCP(q k(q °, Mk), M k) do not solve 
GLCP(q °, N). Since N is a Q-matrix, GLCP(q °, N) has a solution. How- 
ever, there is no representative submatrix whose LCP solution solves it. This 
contradicts Theorems 1and 3. Therefore, Equation (4) holds. Hence, each of 
the k representative submatrices of N is a Q-matrix. 
Conversely, suppose each representative submatrix of N is a Q-matrix. 
Let q ~ R m. For each j = 1 . . . . .  n, define 
g,(z)  = min{NJz + q J : z  >1 0}, 
where i = 1 . . . . .  mj. Notice that g~(z) exists and is nonnegative, since each 
representative submatrix is a Q-matrix. Let i-, i <<. i. <~ mj, be the index at 
which min{g,(z): i = i . . . . .  m j} occurs. DefiJne an n I × n square matrix M 
and an n × 1 vector p such that for each j, j = 1 . . . . .  n, the j th rows of M 
and p satisfy 
Mj = N4, pj = q~. 
M is a representative submatrix of N. By hypothesis, M is a Q-matrix. So 
there is a ~ such that 
~>~0, ~v=M~+p>~O,  
~jt~j = 0 ( j  = 1 . . . . .  n).  
By (5) and the definition of M, we have that 
S >i 0, (NJS + qJ),.>t O, i = 1 . . . . .  mj, 
Combining Equations (6) and (7), we obtain 
mj 
Sj I-I ( NJSo + qO, = O 
i= l  
(5) 
(6) 
( j  -- 1 . . . . .  n). 
j= l  . . . . .  n. (7) 
(8) 
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Equations (7) and (8) imply that (N~ + q, ~) is a solution of GLCP(q, N). 
Since the choice of q is arbitrary, N is a Q-matrix. • 
Theorem 5 provides a tool to study the geometry of the complementary 
cones, or union thereof, of the problem GLCP(q, N). By this result, a study 
of the complementary properties of GLCP(q, N) in R m is reduced to the 
study of the complementary properties of linear complementary problems in 
R". In many cases, m >> n. As an example, let 
5 6 
-1  1 
N= -2  1 
-1  3 
-3  -4  
be a vertical block matrix of type (1, 4). To show that the union of the 
complementary cones of N is not R ~, it is sufficient to show that the union of 
the complementary cones of 
M=[_  3 
is not R 2, where M is a representative submatrix of N. This advantage is not 
provided by any previous characterizations of the existence of solutions for 
GLCP(q, N). 
4. ALGORITHM AND NP-COMPLETENESS 
Algorithms for solving the problem GLCP(q, N) are not known for many 
classes of vertical block matrices. Cottle and Dantzig [1] modified Lemke's 
algorithm to show that GLCP(q, N) has a solution when N is strictly 
copositive or a P-matrix. They considered the case where the initial pivot 
vector is d = (1 . . . . .  1) t in their formulation. Szanc's algorithm [17] solves 
GLCP(q, N) when N is a P-matrix. Ebiefung and Kostreva [6] also provide a 
special procedure for solving GLCP(q, N) when N is a vertical block 
Z-matrix. Thus, apart from these few special cases, algorithms are not 
available for solving GLCP(q, N) for vast classes of vertical block matrices. 
On the basis of Theorems 1-5, we provide the following algorithm for 
solving problem GLCP(q, N) in terms of representative submatrices of N. 
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Step 1 
Step 2 
Step 3 
ALGORITHM 1. 
~ IJ = [i: qJ~ < O} for some i, 1 <~ i <<, mj, j = 1 . . . . .  n. I f  IJ = f~, 
- 1 . . . . .  n, then (w = q, z = O) is a complementary feasible solu- 
tion. Stop. I f  IJ ~ f~, go to step 2. 
Solve the system Ut[I, -N]  <~ O. I f  there is a u such that utq > O, 
then GLCP(q, N) has no feasible solution, Stop. Otherwise, go to 
step 3. 
Select a representative submatrix M and a vector ~ in R" as in 
Equation (2). Solve LCP(~ t, M). I f  there is a solution (~, ~), then 
(N~ + q, ~) solves GLCP(q, N). Otherwise GLCP(q, N) has no solu- 
tion. 
The correctness of the algorithm is shown in the next theorem. 
THEOREM 6. Algorithm 1 processes the problem GLCP(q, N). 
Proof. If q >i 0, then (w = q, z = 0) solves GLCP(q, N) and the algo- 
rithm stops. Suppose q ~ 0. If the system ut[I, -N]  ~< 0 has a solution that 
satisfies utq > 0, then there is no ~ >1 0 such that N~ + q >/0. In this case, 
GLCP(q, N) is infeasible and the algorithm_stops. 
Select M and ~/ as in Equation (2). M exists because GLCP(q, N) is 
feasible in step 3. If LCP(~/, M) has a solution, then by Theorem 3, such a 
solution solves GLCP(q,.._N). By applying Theorem 3 again, GLCP(q, N) has 
no solution iff LCP(~/, M) does not solve GLCP(q, N), and the algorithm 
stops. This completes the proof. • 
Chung [3] showed that the LCP is NP-complete in the case of a general 
square matrix. If N is a vertical block matrix of type (m I . . . . .  m n) and 
mj = 1, j = 1 . . . . .  n, then N is a square matrix. Consequently, the problem 
GLCP(q, N) is at least NP-complete. This leaves open the possibility that the 
generalized problem could be more difficult. However, the following theorem 
shows that GLCP(q, N) is at most NP-complete. 
THEOREM 7. The problem GLCP(q, N)  is NP-complete for a general 
vertical block matrix of type (m 1 . . . . .  m,). 
Proof. In step 3 of Algorithm 1 we selected a representative submatrix, 
and a corresponding vector in R n, whose LCP solution solved GLCP(q, N). 
The selection was done by solving m linear programs, each of polynomial 
complexity. Computing a solution of the linear complementarity problem is 
NP-complete in the case of a general square matrix (Chung [3]). Conse- 
quently, solving GLCP(q, N) is equivalent to solving a linear number of 
polynomial problems and one NP-complete problem. The result follows. • 
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EXAMPLE 1. Let 
-1  -24 
N= 3 
-2  
1 
be a vertical block matrix of type (2, 3), and q = [ -  1, 1, - 1, - 1, - 1] t a 
vector in R 5. We want to solve the problem GLCP(q, N) using the above 
algorithm. 
Step 1: Since q ~ 0, go to step 2. 
Step 2: There is no u such that ut[I,-N] <<. 0 and utq > 0. Go to 
step 3. 
Step 3: The following representative submatrices are selected according 
to Equation (2): 
MI= 126] 
--2 
ql = [ -1 , -11  t, 
On solving LCP(q 1, M 1) by Murty's algorithm and LCP(q 2, M 2) by Chan- 
drasekaran's, both give the same z-component ~= (0.4, 0.3). The solution 
(~, ~) = (N5 + q, ~) = (0, 0, 1.4, 0, 0.3, 0.4, 0.3) solves GLCP(q, N). 
5. CONCLUSION 
Necessary and sufficient conditions, and the set of Q-matrices, corre- 
sponding to the Cottle-Dantzig generalized linear complementarity problem 
have been described. The results establish the relationship between the 
existence of solutions for GLCP(q, N) and those of LCPs defined on 
representative submatrices of N. By exploiting this relationship, it is shown 
that the GLCP is NP-complete for a general vertical block matrix of type 
(ml . . . . .  mn). 
The characterizations f this paper provide an insight into the geometry of 
the complementary cones of GLCP(q, N). It reduces the study of the 
complementary properties of GLCP(q, N) in R m to that in R n, where, in 
many cases, m >> n. This is a consequence that was not previously known 
and of which advantage could be taken in any scheme for solving GLCP(q, N). 
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An algorithm for solving the generalized linear complementarity problem 
for any matrix has been provided. The algorithm solves GLCP(q, N) by 
solving an LCP defined by a representative submatrix. This method has the 
advantage of using procedures whose advantages and limitations are known. 
Although there are some schemes [1, 4, 5, 6, 17] for solving GLCP(q, N), 
neither the computational complexity nor the robustness of these procedures 
is yet known. 
Special-purpose algorithms for solving GLCP(q, N) are not available for 
many classes of vertical block matrices. This study enlarges the classes of 
vertical block matrices for which the generalized linear complementarity 
problem can be solved by special-purpose algorithms. The results show that if 
a special-purpose algorithm is available for the LCP, then such an algorithm, 
in combination with simple linear programs, solves the GLCP. 
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