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THE PENTAGON RELATION AND INCIDENCE GEOMETRY
ADAM DOLIWA AND SERGEY M. SERGEEV
Abstract. We define a map S : D2 × D2 99K D2 × D2, where D is an arbitrary division ring
(skew field), associated with the Veblen configuration, and we show that such a map provides
solutions to the functional dynamical pentagon equation. We explain that fact in elementary
geometric terms using the symmetry of the Veblen and Desargues configurations. We introduce
also another map of a geometric origin with the pentagon property. We show equivalence of
these maps with recently introduced Desargues maps which provide geometric interpretation to
a non-commutative version of Hirota’s discrete Kadomtsev–Petviashvili equation. Finally we
demonstrate that in an appropriate gauge the (commutative version of the) maps preserves a
natural Poisson structure – the quasiclassical limit of the Weyl commutation relations. The
corresponding quantum reduction is then studied. In particular, we discuss uniqueness of the
Weyl relations for the ultra-local reduction of the map. We give then the corresponding solution
of the quantum pentagon equation in terms of the non-compact quantum dilogarithm function.
1. Introduction
Let A be an associative unital algebra over a field k, an element S ∈ A⊗ A is said to satisfy
the quantum pentagon equation if
(1.1) S23S13S12 = S12S23 in A⊗A⊗A,
where Sij acts as S on i-th and j-th factors in the tensor product and leaves unchanged elements
in the remaining factor. Equation (1.1) looks like a degenerate version of the quantum Yang–
Baxter equation, well known in the theory of exactly solvable models of statistical mechanics and
quantum field theory [6, 51, 40], and quantum groups [43]. There are also some similarities in
constructing solutions of both equations, for example the role of the Drinfeld double construction
[30] of solutions of the quantum Yang–Baxter equation is replaced by the Heisenberg double
[72, 76, 55, 45]. However, in modern theory of quantum groups [4, 78, 53] (see also [74] for a
review, and [58] for discussion of the finite dimensional case) the quantum pentagon equation
seems to play more profound role. Remarkably, given a solution of (1.1) satisfying some additional
non-degeneracy conditions, it allows to construct all the remaining structure maps of a quantum
group and of its Pontrjagin dual simultaneously.
Let X be a set, S : X × X → X × X be a map from its square into itself. We call S pentagon
map if it satisfies the functional (or set-theoretical) pentagon equation [80]
(1.2) S12 ◦ S13 ◦ S23 = S23 ◦ S12, on X× X×X,
regarded as an equality of composite maps; here again Sij acts as S in i-th and j-th factors of
the Cartesian product. One can consider a parameter (it may be functional) dependent version,
then the parameters of the five maps in (1.2) may be constrained by relations involving also the
dynamical variables.
The corresponding functional Yang–Baxter equation [73, 31] has been studied recently [2, 77,
63] in connection to integrability (understood as the multidimensional consistency [59, 12, 13, 2])
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of two dimensional lattice equations. A generalization of the quantum Yang-Baxter equation
for three dimensional models is the tetrahedron equation proposed by Zamolodchikov [81]. It is
related [8] to four dimensional consistency of the discrete Darboux equations [14], or equivalently,
to four dimensional compatibility of the geometric construction scheme of the quadrilateral lattice
[27]. It turns out [9] that all presently known solutions of the quantum tetrahedron equation can
be obtained, by a canonical quantization, from classical solutions of the functional tetrahedron
equation derived from the quadrilateral lattices.
Recently it has been observed [25] that the quadrilateral lattice theory can be considered as
a part of the theory of the Desargues maps, which describe in geometric terms Hirota’s discrete
Kadomtsev–Petviashvili (KP) equation [39] and its integrability properties. It is known that
the Hirota equation encodes [57] the KP hierarchy of integrable equations [20]. It plays also an
important role in many branches of mathematics and theoretical physics related to integrability;
see [52] for a recent review of some of its application. There is a natural question what should
replace Zamolodchikov’s tetrahedron equation in the transition from quadrilateral lattices do
Desargues maps. We demonstrate that the answer is provided by the pentagon equation.
To make presentation more transparent we start in Section 2 from the geometric essence of
the construction based on elementary considerations on the Veblen and Desargues configurations
[10] and their symmetry groups. Given five points of the Veblen configuration we are (almost)
uniquely given the last one, what we call the Veblen flip. The presence of five Veblen configu-
rations within the Desargues configuration gives the pentagon property of the Veblen flip. By
parametrizing the Veblen flip using homogeneous coordinates from a division ring D we obtain
in Section 3 a birational map of D2×D2 into itself, which contains a functional gauge parameter.
We check that the Veblen map satisfies the functional pentagon equation, provided the functional
parameters are restricted by some additional relations. In Section 4 we discuss another solution,
without parameters, of the pentagon map together with its geometric interpretation. Section 5 is
devoted to presentation of the equivalence to the above solutions of the pentagon equation with
the Desargues maps and the non-commutative Hirota (discrete KP) equation.
The quantization procedure, which we present in Section 6, can be understood in two ways.
First, under appropriate choice of the gauge in the commutative case the Veblen map leaves
invariant a natural Poisson structure. Such a map preserves also the ultra-local Weyl commu-
tation relations which quantize that structure. From other point of view the procedure can be
considered as integrable reduction of the generic division ring solution of the functional pentagon
equation to a particular division algebra. This allows to rewrite the map as inner automorphism,
and to obtain the corresponding solution of the dynamical quantum pentagon equation, which
can be expressed using the quantum dilogarithm function. Finally, in addition to the concluding
remarks we present several open problems and research directions.
2. The Veblen flip and its pentagon property
Below we present elementary considerations, which form however a geometric core of the paper
with far reaching consequences.
2.1. Geometry and combinatorics of the Veblen and Desargues configurations. Con-
sider the Veblen configuration (62, 43) of six points and four lines, each point/line is incident with
exactly two/three lines/points; see Fig. 1. To elucidate the S4 symmetry group of the configura-
tion is convenient to label its points by two-element subsets of the four-element set {A,B,C,D},
and lines by three-element subsets; the incidence relation is defined by containment. This combi-
natorial description of the Veblen configuration has a geometric origin [16], which associates (in
a non-unique way) with the configuration four points A,B,C,D in general position in P3. Six
lines of edges of the simplex and its four planes intersected by a generic plane form six points
and four lines the Veblen configuration (on the intersection plane).
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Figure 1. The Veblen flip fABCD and its tetrahedron representation. Faces
of the tetrahedron represent lines of the configuration, and the arrows denote
position of the w and u coefficients in the normalization of the corresponding
linear relations discussed in Section 3.
The Desargues configuration is of the type (103), i.e. it consists of ten points and ten lines, each
line/point is incident with exactly three points/lines. It is known that combinatorially there are
ten such distinct configurations [38]. The Desargues configuration is selected by the property that
it contains five Veblen configurations. Again, it is possible to label points of the configuration by
two-element subsets of the five-element set {A,B,C,D,E}, and lines by three-element subsets;
the incidence relation is defined by containment. Similarly, like for the Veblen configuration, given
five points in general position in P4, consider lines joining pairs of points, and planes defined by
the triples. A section of such a system of ten lines and ten planes by a generic three-dimensional
hyperplane gives a Desargues configuration, see Fig. 2. Five four-element subsets give rise to five
Veblen configurations.
2.2. Geometry and combinatorics of the Veblen flip.
Definition 2.1. Given two ordered pairs (P1, P2), (P3, P4) of distinct and non-collinear points
of a projective space such that the lines 〈P1, P2〉 and 〈P3, P4〉 are coplanar, and thus intersect in
the point P5. We denote such five points by {(P1, P2), (P3, P4), P5} and say that they satisfy the
Veblen configuration condition.
We can complete these five points (and two lines), by the intersection point P6 of the two lines
〈P1, P3〉 and 〈P2, P4〉 (and the lines), to the Veblen configuration; notice that the ordering in
pairs is important, because P6 6= 〈P1, P4〉 ∩ 〈P2, P3〉. If we remove the old intersection point P5,
which does not belong to two new intersecting lines we obtain new system {(P1, P3), (P2, P4), P6}
satisfying the Veblen configuration condition. Such an involutory transition we call a Veblen flip.
Given five points satisfying the Veblen configuration condition we can label them, in the way
described above in Section 2.1, by five edges of the three-simplex or, equivalently (up to an action
of S4), by five two-element subsets of a four element set. The edge representing the intersection
point P5 contains two vertices of valence three, the sixth edge will represent the point P6; see Fig. 1
which illustrates the Veblen flip {(AB,BC), (AD,CD), AC} 7→ {(AB,AD), (BC,CD), BD} .
2.3. Geometry of the pentagon relation satisfied by the Veblen flip. To understand the
geometric origin of the pentagon relation property of the Veblen flip let us start from two sets of
points satisfying the Veblen configuration property with three points and one line in common,
see Fig. 2. Without loss of generality (the symmetry group of Desargues configuration is the
permutation group S5) we consider points AC, AD, CD of the line ACD, two points AB and
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Figure 2. The Desargues configuration and its four-simplex combinatorics. The
(initial) seven points and three lines, and their four-simplex counterparts, used to
study the pentagon property of the Veblen flip are distinguished by solid lines.
BC on the line ABC, and two points AE and DE on the line ADE. By a sequence of Veblen
flips we can recover all the other points of the Desargues configuration.
Remark. The Desargues configuration is considered usually in relation to the celebrated Desargues
theorem valid in projective spaces over division rings [10]. It states that two triangles (e.g.
△AB,AC,AE and △BD,CD,DE on Fig. 2) are in perspective from a point (AD in our case) if and
only if they are in perspective from a line (that passing through the remaining three points BC,
CE, BE of the configuration, which are constructed as intersections of the corresponding sides
of the triangles).
If we want to apply the Veblen flip, starting from the initial configuration described above,
it can be either the flip fABCD (in the configuration labelled by the tetrahedron with vertices
A,B,C,D) or the flip fACDE. After the first flip we have a similar choice of two flips, but we
exclude that related to the Veblen configuration just used (in order not to go back immediately
to the initial configuration). Therefore the choice of the first flip determines the next ones. By
inspection of Fig. 3 we obtain that superposition fBCDE ◦ fABCE ◦ fACDE of transformations
when applied to the initial configuration, gives the same result as fABDE ◦ fABCD.
Remark. In other words, starting from the data described above and going around the diagram
we obtain the sequence of Veblen flips of period five.
3. Algebraic description of the Veblen flip and of its pentagon property
The present section is devoted to algebraization of the geometric considerations presented
above. In doing that we introduce numerical coefficients (in the non-commutative Hirota equation
interpretation they will serve as soliton fields, see Section 5) attached to vertices of the Veblen
configuration. These describe positions of points on the corresponding lines, and the Veblen flip
gives a map from a set of old coefficients to the corresponding set of new ones. The pentagon
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Figure 3. The pentagon relation for Veblen flips in the 4-simplex representation
property of the Veblen flip implies that the map satisfies the functional dynamical pentagon
equation.
3.1. Algebraic description of the Veblen flip. Consider three distinct collinear points AB,
AC, BC of the (right) projective space PM(D) over division ring D. We label them in the spirit
of the combinatorics of the Veblen and Desargues configurations, by edges of a triangle ABC.
Their collinearity, expressed in terms of the homogeneous coordinates φAB , φAC , φBC ∈ D
M+1,
takes the form of a linear dependence relation
(3.1) φBC = φABw − φACu,
with non-vanishing coefficients u,w ∈ D× (we add the minus sign for convenience). The above
linear dependence relation (3.1) is normalized at φBC by putting corresponding coefficient equal to
one. We can incorporate this new information to the graphic representation on the triangle ABC
by adding an arrow from the w-edge (i.e. the edge which represents the point with homogeneous
coordinates multiplied by the coefficient w) to the u-edge, as visualized on Fig. 1.
Consider five distinct points of projective space PM(D), which satisfy the Veblen configuration
condition and are labeled by five edges of a three-simplex, as explained in Section 2. Two triplets
of collinear points give rise to two linear dependence relations. In order to write them down we
have to fix enumeration of the lines, and to normalize the corresponding linear relations.
It turns out that in discussing the pentagon property of the Veblen map it is convenient to
choose the normalization in relation to labelling of straight lines as follows:
(1) Pick up a point (BC on Fig. 1) different from the initial intersection point (AC on Fig. 1)
and declare it to belong to the lines 1 and 1′, moreover the point is the normalization
point on the both lines 1 and 1′.
(2) The second point on line 1 (AB on Fig. 1) different from the intersection point is attrib-
uted the w coefficients on both lines 1 and 2′.
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(3) The old intersection point is attributed the w coefficient on line 2, and the new intersection
point (BD on Fig. 1) is the w-point on line 1′.
(4) The point on the lines 2 and 2′ (AD on Fig. 1) is attributed the u coefficients on both
the lines.
In algebraic terms we have, as the starting point, homogeneous coordinates of five initial points
and four coefficients w1, u1, w2, u2, in the linear relations
φBC =φABw1 − φACu1,(3.2)
φCD =φACw2 − φADu2.(3.3)
In writing down similar linear dependence relations for coordinates of points on two new lines of
the Veblen configuration
φBC =φBDw
′
1 − φCDu
′
1,(3.4)
φBD =φABw
′
2 − φADu
′
2,(3.5)
we are looking for coordinates φBD of the new intersection point, and for the corresponding
coefficients w′1, u
′
1, w
′
2, u
′
2. The transformation formulas read
w′1 = Gu1, u
′
1 = w
−1
2 u1,(3.6)
w′2 = w1u
−1
1 G
−1, u′2 = u2w
−1
2 G
−1.(3.7)
Here G is a free parameter which expresses possibility of multiplying φBD by a non-zero factor.
Indeed, equations (3.4), (3.5) give
(3.8) φBD =
(
φBCu
−1
1 + φCDw
−1
2
)
G−1 =
(
φABw1u
−1
1 − φADu2w
−1
2
)
G−1.
Remark. The inverse transformation is given as follows
w1 = w
′
2w
′
1, u1 = G
−1w′1,(3.9)
w2 = G
−1w′1u
′ −1
1 , u2 = u
′
2w
′
1u
′ −1
1 .(3.10)
Actually, we could take an arbitrary non-zero parameter G′, instead of G, which would result in
multiplying of the original homogeneous coordinates φAC by an appropriate factor.
Equations (3.4) and (3.5) have initial interpretation on the linear algebra level as transfor-
mation (involving a numerical parameter) between numerical coefficients describing positions of
points of the Veblen configuration. There is another level of looking on the formulas, which can
be called the algebraic geometry level, i.e. we consider w1, u1, w2, and u2 as non-commuting in-
determinates in the corresponding universal skew field of fractions [18]. Then also the gauge
coefficient G can vary when changing the indeterminates, what allows for interpretation of
G = G(w1, u1, w2, u2) as an arbitrary rational function of the four variables. In this way by
choosing function G we may interpret formulas (3.4)-(3.5) as a definition of the rational map
SG : D2 × D2 99K D2 × D2. Demanding invertibility of the map SG we restrict from now on our
attention to birational maps, what imposes certain conditions on the form of admissible gauge
functions G.
Remark. On the algebraic geometry level in the case of birational map SG, we are looking for
the inverse map in the form of equations (3.9)-(3.10). Therefore we can interpret the gauge
parameter G′ as a new rational function G′ = G′(w′1, u
′
1, w
′
2, u
′
2) of four indeterminates. Equality
of the gauge parameters on the linear algebra level is then transfered into the following functional
relation between the gauge functions, which we write down in its full expanded form
G′
(
G(w1, u1, w2, u2)u1, w
−1
2 u1, w1u
−1
1 G(w1, u1, w2, u2)
−1, u2w
−1
2 G(w1, u1, w2, u2)
−1
)
= G(w1, u1, w2, u2).
(3.11)
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In short notation, the functional relation (3.11) reads
G′(w′1, u
′
1, w
′
2, u
′
2) = G(w1, u1, w2, u2),
where w′1, u
′
1, w
′
2, u
′
2 are given by equations (3.6)-(3.7).
Example 3.1. Fix the gauge function G by requiring w′2 = w2, which gives
G(w1, u1, w2, u2) = w
−1
2 w1u
−1
1 ,
and the transformation formulas read
w′1 = w
−1
2 w1, u
′
1 = w
−1
2 u1,
w′2 = w2, u
′
2 = u2w
−1
2 u1w
−1
1 w2.
The inverse transformation is of the form
w1 = w
′
2w
′
1, u1 = w
′
2u
′
1,
w2 = w
′
2, u2 = u
′
2w
′
1u
′ −1
1 ,
and defines the function
G′(w′1, u
′
1, w
′
2, u
′
2) = w
′
1u
′ −1
1 w
′ −1
2
which satisfies condition (3.11).
3.2. Algebraic description of the pentagon relation. The algebraic counterpart of the
pentagon relation satisfied by the Veblen flips f will be an analogous relation on the algebraic
geometry level of the map SG.
Let us first discuss the implication of the pentagon relation between the Veblen flips on the
linear algebra level. Starting from the initial configuration of seven points on three lines (see
Fig. 2) we have three linear relations
φBC =φABw1 − φACu1,
φCD =φACw2 − φADu2,
φDE =φADw3 − φAEu3,
normalized according to Fig. 3. We perform the transformation in the first two equations with
the gauge parameter U and then we perform the transformation in the second and the third
equation with the gauge parameter V . At the end we obtain the final linear relations
φBC =φBDwˆ1 − φCDuˆ1,
φBD =φBEwˆ2 −φDE uˆ2,
φBE =φABwˆ3 − φAEuˆ3,
compare Fig. 3.
The resulting transformation (wi, ui)
3
i=1 → (wˆi, uˆi)
3
i=1 of the coefficients reads (abusing the
notation we write SU12 and S
V
23 like on the algebraic geometry level)
 w1 u1w2 u2
w3 u3

 SU12−−→

 Uu1 w
−1
2 u1
w1u
−1
1 U
−1 u2w
−1
2 U
−1
w3 u3

 SV23−−→

 Uu1 w
−1
2 u1
V u2w
−1
2 U
−1 w−13 u2w
−1
2 U
−1
w1u
−1
1 w2u
−1
2 V
−1 u3w
−1
3 V
−1

 .
According to our previous geometric considerations the final set of linear relations can be also
obtained by the sequence of three transformations: (i) in the second and the third relation with
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a parameter which we call X, (ii) in the first and third (new) relation with a parameter Y , (iii)
in the first and the second relation with a parameter Z
 w1 u1w2 u2
w3 u3

 SX23−−→

 w1 u1Xu2 w−13 u2
w2u
−1
2 X
−1 u3w
−1
3 X
−1

 SY13−−→

 Y u1 Xu2w
−1
2 u1
Xu2 w
−1
3 u2
w1u
−1
1 Y
−1 u3w
−1
3 u2w
−1
2 Y
−1

 SZ12−−→
SZ
12−−→

 ZXu2w
−1
2 u1 w
−1
2 u1
Y w2u
−1
2 X
−1Z−1 w−13 X
−1Z−1
w1u
−1
1 Y
−1 u3w
−1
3 u2w
−1
2 Y
−1

 .
Notice however, that the actual equality holds only on the geometric level of points in the
projective space, while on the (linear algebra) level of their homogeneous coordinates we should
take into account possibile rescaling. Homogeneous coordinates of the two new points BD and
BE (the second sequence of transformations gives also the point CE which is not produced by
the first sequence) have then double expressions
φBD =
(
φBCu
−1
1 + φCDw
−1
2
)
U−1 =
(
φBCu
−1
1 w2 + φCD
)
u−12 X
−1Z−1,
φBE =
(
φABw1u
−1
1 w2u
−1
2 − φAEu3w
−1
3
)
V −1 =
(
φABw1u
−1
1 − φAEu3w
−1
3 u2w
−1
2
)
Y −1,
found with the help of equation (3.8). Therefore, to have equality of the homogenous coordinates
of the new points and of the coefficients in the both expressions of the final linear relations the
gauge parameters should be adjusted according to the following equations
(3.12) U = ZXu2w
−1
2 , V = Y w2u
−1
2 .
On the algebraic geometry level equations (3.12) have more complicated interpretation. Con-
sider five rational functions U, V,X, Y, Z : D2 ×D2 99K D of four variables. We call the functions
pentagon-compatible if they satisfy in D2×D2×D2 equations of the form (3.12), where we write
(the order of functions in the system is important)
U = U(w1, u1, w2, u2), X = X(w2, u2, w3, u3),
V = V (w1u
−1
1 U
−1, u2w
−1
2 U
−1, w3, u3), Y = Y (w1, u1, w2u
−1
2 X
−1, u3w
−1
3 X
−1),(3.13)
Z = Z(Y u1,Xu2w
−1
2 u1,Xu2, w
−1
3 u2).
Notice that the arguments of the functions above coincide with arguments of the correspond-
ing Veblen maps considered in the two sequences of transformations. In the expanded form
the functional equations look rather complicated, and one can even wonder if there exists any
pentagon-compatible system of functions.
Example 3.2. If the gauge functions U, V,X, Y, Z are of the same form as G in Example 3.1
then this choice gives a solution to equations (3.12)-(3.13).
The Theorem below can be verified directly, but actually it follows from the considerations
above.
Theorem 3.1. Given five rational functions of four variables U, V,X, Y, Z : D2×D2 99K D which
are pentagon-compatible then the Veblen maps SG : D2 × D2 99K D2 × D2, where G is one of
U, V,X, Y, Z, satisfy the functional dynamical pentagon relation on D2 ×D2 × D2
(3.14) SZ12 ◦ S
Y
13 ◦ S
X
23 = S
V
23 ◦ S
U
12.
4. The normalization map and its pentagon property
In this Section we present another map with the pentagon property. We give also its simple
geometric meaning related to four collinear points. This map will be used in the next Section,
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Figure 4. Graphic representation of the linear relations for the normalization map
where we discuss its role in establishing the relation of the Veblen map to the Hirota equation.
First we discuss another auxiliary map of period three.
Consider a map of vertices A,B,C of a triangle into a projective space PM(D) such that all
the vertices are mapped into collinear (but different) points. The corresponding linear constraint
involving the homogeneous coordinates of the points
φA = φCy − φBx
we call normalized at φA, while φB and φC are called coordinates of the x and y-point, respec-
tively. Graphically, we put an arrow at the vertex of the triangle representing the normalization
point. The arrow is directed from the edge joining the (vertex representing the) normalization
point and the x-point, see Fig. 4. Notice that this is the different normalization rule than that
used in Section 3.1.
Remark. Notice that by changing the normalization point ”by 2pi/3 rotation”, where the orien-
tation is given by the arrow, we arrive at an equivalent linear relation
(4.1) φB = φAy˜ − φC x˜,
where
(4.2) (y˜, x˜) = N(y, x) =
(
−x−1,−yx−1
)
, (y, x) = (x˜y˜−1,−y˜−1), N3 = id.
The birational map N : D2 99K D2, which can be called the non-commutative Newton map [21],
is of order three.
Let us consider four collinear (but distinct) points of a projective space PM (D). We label
them by vertices A,B,C,D of a three-simplex. Four triangular faces of the simplex give four
linear relations (up to possible normalizations). By analogy with the Veblen map presented in
Section 3.1 we write first two of them
φA =φCy1 − φBx1,(4.3)
φA =φDy2 − φCx2,(4.4)
and transfer them into the remaining equations
φD =φC y¯1 −φB x¯1,(4.5)
φA =φDy¯2 − φB x¯2.(4.6)
The relation between old and new coefficients reads
y¯1 = (y1 + x2)y
−1
2 , x¯1 = x1y
−1
2(4.7)
y¯2 = y2(x2 + y1)
−1y1, x¯2 = x1(x2 + y1)
−1x2,(4.8)
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and defines a birational map S¯ : D2 × D2 99K D2 × D2. The inverse transformation is given by
y1 = y¯1y¯2, x1 = x¯2 + x¯1y¯2(4.9)
y2 = y¯2 + x¯
−1
1 x¯2, x2 = y¯1x¯
−1
1 x¯2.(4.10)
The map S¯ : D2 × D2 99K D2 × D2, given by equations (4.7)-(4.8) is called the (change of the)
normalization map.
Remark. This time homogeneous coordinates of all points are fixed, which results in the absence
of gauge parameters in the map.
Remark. Equations (4.8) can be rewritten in the form
(4.11) y¯−12 y2 − y
−1
1 x2 = 1, x¯
−1
2 x1 − x
−1
2 y1 = 1,
which will be relevant in Section 5.
Finally, let us consider five collinear points and label them by vertices of the four-simplex.
Proposition 4.1. The normalization map S¯ : D2×D2 99K D2×D2, given by equations (4.7)-(4.8)
satisfies the functional pentagon relation (1.2).
Proof. The result can be verified by direct calculation. Notice however that, even having much
simpler geometric interpretation then the Veblen map SG, the new map S¯ has the same graphic
representation (compare Fig. 1 with Fig. 4). Therefore the statement follows from consistency of
arrows on Fig. 3. 
5. Relation to Desargues maps and Hirota’s discrete KP equation
In [25] it was shown (see also an earlier related work [50]) that the non-commutative version
of Hirota’s discrete KP equation [39, 60, 61] can be derived from the Veblen configuration.
Moreover, its four dimensional compatibility follows from the Desargues theorem. The important
observation that the four dimensional consistency of the discrete KP equation in the Schwarzian
form has combinatorics of the Desargues configuration is due to Wolfgang Schief, see [11] and
remarks in [25, 26]. In view of the previous Sections it is clear that the incidence geometry
structures are the same for both the non-commutative Hirota system and the Veblen map. The
goal of this Section is to establish a dictionary between both subjects. The Reader not interested
in the theory of integrable discrete equations may go directly to the next part where we discuss
the quantum pentagon equation.
5.1. Desargues maps and the Hirota system. We collect first some facts on incidence geo-
metric interpretation of the Hirota equation. The Desargues maps, as defined in [25], are maps
φ : ZN → PM(D) of multidimensional integer lattice into projective space of dimension M ≥ 2
over a division ring D, such that for any pair of indices i 6= j the points φ(n), φ(n + εi) and
φ(n + εj) are collinear; here εi = (0, . . . ,
i
1, . . . , 0) is the i-th element of the canonical basis of
RN . We will write F(i)(n) instead of F (n+εi) for any function F on Z
N . Moreover we will often
skip the argument n.
Remark. The Desargues maps can be defined starting from the root lattice Q(AN ), instead of
the ZN lattice. Such an approach, proposed in [26], makes transparent the AN affine Weyl group
symmetry of Desargues maps and the discrete KP system. Its ”local” version is the pentagon
property of the Veblen map.
In the homogeneous coordinates φ : ZN → DM+1 the map can be described in terms of the
linear system
(5.1) φ+ φ(i)Aij + φ(j)Aji = 0, i 6= j,
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where Aij : Z
N → D× are certain non-vanishing functions. The compatibility of the linear system
(5.1) turns out to be equivalent to equations
A−1ij Aik +A
−1
kj Aki = 1,(5.2)
Aik(j)Ajk = Ajk(i)Aik,(5.3)
where the indices i, j, k are distinct. Equations (5.2) and (5.3) are equivalent, in an appropriate
gauge given in [25], to the non-commutative Hirota system proposed in [61].
The precise relation with the Hirota equation is as follows (see [25] for details and other gauge
forms). Equations (5.2) and (5.3) imply existence of a non-vanishing function F : ZN → D×
satisfying
(5.4) F(i)Aij = −F(j)Aji, i 6= j.
After rescaling the homogeneous coordinates as
(5.5) φ˜ = φF−1,
we obtain that φ˜ satisfies the linear problem [19, 61]
(5.6) φ˜(i) − φ˜(j) = φ˜Uij , i 6= j ≤ N,
with the coefficients
(5.7) Uij = FA
−1
ji F
−1
(j) = −Uji.
Moreover, equations (5.2)-(5.3) reduce to the following systems for distinct triples i, j, k
Uij + Ujk + Uki = 0,(5.8)
UkjUki(j) = UkiUkj(i).(5.9)
Equations (5.9) allow to introduce potentials ri : Z
N → D× such that
(5.10) ri(j) = riUij , i 6= j.
When D is commutative then the functions ri can be parametrized in terms of a single potential
τ
(5.11) ri = (−1)
∑
k<i nk
τ(i)
τ
,
and equation (5.8) reduces to the Hirota equation
(5.12) τ(i)τ(jk) − τ(j)τ(ik) + τ(k)τ(ij) = 0, 1 ≤ i < j < k ≤ N.
5.2. The non-commutative Hirota system, the normalization map, and the Veblen
map. As it was discussed in [25] the three dimensional compatibility of the Desargues maps (or
equivalently, the compatibility of the linear problem of the non-commutative Hirota equation)
can be stated as the Veblen theorem in the form: given four distinct points φ(j), φ(k), φ(ij), φ(ik);
if the lines 〈φ(j)φ(k)〉 = L and 〈φ(ij)φ(ik)〉 = L(i) intersect, then the lines 〈φ(j)φ(ij)〉 = L(j) and
〈φ(k)φ(ik)〉 = L(k) intersect as well, see Fig. 5, in the point φ(jk). The compatibility of the linear
problem is the non-commutative Hirota equation. As the geometry of both the Hirota system
and the Veblen map is the same, we have only to identify the functions Aij entering into the
equation with the coefficients y, x, w and u. Notice the presence of the additional point φ outside
of the Veblen configuration on Fig. 5, which results in the incorporation of the normalization map
into the picture. Also different normalizations of equations for three points on the line imply the
presence of the Newton map relations (4.2).
Remark. In the Euclidean geometry approach the relation of the Schwarzian form of the dis-
crete Kadomtsev–Petviashvili equation to the Menelaus theorem, closely related to the Veblen
configuration, was given in [50].
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L φ (jk)
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φ
Figure 5. Three dimensional compatibility of the Desargues map condition as
the Veblen configuration
Proposition 5.1. The non-commutative Hirota system (5.2)-(5.3) is equivalent to the system
composed of the normalization map (4.7)-(4.8) and of the Veblen map (3.6)-(3.7).
Proof. The first part (5.2) of the non-commutative Hirota is composed of three equations for
different permutations of indices i, j, k. As it was shown in (Corollary 3.2 in [25]) any two of
them imply the third one. We first show that equations (5.2) can be identified with equations
(4.8) which form the second pair of the normalization map S¯.
In the linear problem (5.1) identify φ with φA of equation (4.3), and φ(i) with φB , then φ(k)
with φC , and φ(j) with φD. This gives the following identification of the coefficients:
y1 = −Aki, x1 = Aik, y2 = −Ajk, x2 = Akj , y¯2 = −Aji, x¯2 = Aij.
Then equation (5.2) of the non-commutative Hirota system is identified with the second of equa-
tions (4.11), while the first of equations (4.11) is (5.2) with i and j reversed. The third equation
of (5.2) follows from the first two, as explained in [25]. Equations (4.7) describe coefficients y¯1
and x¯1 of the linear equation involving φ(i), φ(j), and φ(k), which will be needed in the sequel.
In order to find the precise relation of the Veblen map to (three) equations of the second part
(5.3) of the Hirota system we first label the lines and points on Fig. 5 in a way described in
Section 3.1. By identifying the lines L and L(i) with lines 1 and 2, correspondingly, and lines
L(j) and L(k) with 1
′ and 2′ we identify: φ(i) with φAC , φ(j) with φBC , φ(k) with φAB, φ(ij) with
φCD, φ(ik) with φAD, and φ(jk) with φBF . This gives the following pairings:
w2 = −A
−1
jk(i), u2 = Akj(i)A
−1
jk(i),
w′1 = −Aki(j), u
′
1 = Aik(j),
w′2 = −A
−1
ji(k), u
′
2 = Aij(k)A
−1
ji(k),
where the Newton map relations (4.2) have been used as well. The coefficients w1 and u1, which
enter the linear equation involving φ(i), φ(j), and φ(k), can be obtained from the relation of the
normalization map and the first part (5.2) of the Hirota system, as described above. Due to
equations (4.7) we have
w1 = y¯1 = (Aki −Akj)A
−1
jk , u1 = x¯1 = −AikA
−1
jk .
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Then the second of equations (3.6) is equation (5.3) with the same indices i, j, k, while the
first one defines the gauge coefficient
(5.13) G = Aki(j)AjkA
−1
ik .
The first equation of (3.7) turns out to be equation (5.3) with indices i and k exchanged. Finally,
in order to check that the second equation of (3.7) is equation (5.3) with indices j and k exchanged
(the last possibility), it is convenient to use the following consequence of equations (5.2) proved
in [25]
A−1ij AikA
−1
jk +A
−1
kj AkiA
−1
ji = 0.

6. The quantum Veblen map
In this Section we discuss an example of the transition from solutions of the functional pentagon
equation to its quantum version. This will be motivated by the quantization of the commuta-
tive (the division ring D is replaced by the field C of complex numbers) Veblen map. We show
that, under appropriate choice of function G, the Veblen map SG preserves a natural Poisson
structure, which is a limit of the Weyl commutation relations. After showing that the Veblen
map preserves the commutation relations we construct a corresponding solution of the quantum
pentagon equation. Analogous results for Zamolodchikov’s tetrahedron equation [81] in rela-
tion to the four dimensional consistency of the quadrilateral lattices [27] and discrete Darboux
equations [14] were discussed in [8, 68].
Notice that because our evolution rule given by the Veblen map is valid for every division ring,
from that point of view integrable quantization can be understood as an integrable reduction,
where we specify a particular division ring as a ring of fractions of an algebra, and we demand
the evolution preserves the structure of the algebra. This approach resolves also the problem of
ordering of non-commutative factors, often present in the quantization procedures. Such a point
of view is analogous to the idea of integrable geometric reductions of the quadrilateral lattices,
as initiated in [17].
6.1. The Veblen map as a Poisson map. In this Section we investigate the Veblen map in
the commutative case, when the division ring D is the field C of complex numbers. We will
require however that the map is Poisson with respect to the brackets
(6.1) {wi, uj} = δijwiuj, {wi, wj} = {ui, uj} = 0, i, j = 1, 2.
This can be achieved by a suitable choice of the gauge parameter/function G in formulas (3.6)-
(3.7) of the map S.
Remark. In other words we are looking for an automorphism of the Poisson algebra C(w1, u1, w2, u2)
of rational functions of four variables with the bracket defined by (6.1).
Proposition 6.1. If the gauge function G : C2×C2 99K C× in the birational map SG : C2×C2 99K
C2 × C2 is of the form
(6.2) G(w1, u1, w2, u2) = (αu2 + βw1)w
−1
2 u
−1
1 , C
2 ∋ (α, β) 6= (0, 0),
then the map SG preserves the Poisson bracket (6.1).
Proof. The result can be checked by direct calculation, which is however simpler when we make
the ansatz F (w1, u1, w2, u2) = G(w1, u1, w2, u2)u1w2. Then the Poisson map condition gives
relations
(6.3)
∂F
∂u1
=
∂F
∂w2
= 0,
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and the homogeneity of degree one condition
(6.4) w1
∂F
∂w1
+ u2
∂F
∂u2
= F.

Corollary 6.2. The inverse map (3.9)-(3.10) in the Poisson case with G given by (6.2) takes
the form
w1 = w
′
2w
′
1, u1 = αu
′
2 + βw
′
2u
′
1,(6.5)
w2 = αu
′
2(u
′
1)
−1 + βw′2, u2 = u
′
2w
′
1(u
′
1)
−1.(6.6)
The corresponding function G′ reads
(6.7) G′(w′1, u
′
1, w
′
2, u
′
2) =
w′1
αu′2 + βu
′
1w
′
2
,
and satisfies the functional relation (3.11).
Remark. From the proof it follows that the function F can be of much more general form
F (w1, u2) = f(w1u
−1
2 )u2,
with arbitrary function f .
In order to formulate the Poisson Veblen map analogue of Theorem 3.1 we should translate
the condition (3.12)-(3.13) to conditions on the parameters α and β. The following result can be
checked by direct calculation.
Lemma 6.3. The condition (3.12)-(3.13) in the case of the gauge functions of the form given by
equation (6.2) is equivalent to the constraints
(6.8) αY = αUαV , αX = αV βZ , αZ = αUβX , βU = βY βZ , βV = βXβY .
Remark. As the set of independent parameters one can take αU , αV and βX , βY , βZ .
Proposition 6.4. The Poisson Veblen map S(α, β) : C2 × C2 99K C2 × C2 given by
w′1 = (αu2 + βw1)w
−1
2 , u
′
1 = w
−1
2 u1,(6.9)
w′2 = w1w2(αu2 + βw1)
−1, u′2 = u2u1(αu2 + βw1)
−1,(6.10)
satisfies the functional pentagon relation
(6.11) S12(αUβX , βZ) ◦ S13(αUαV , βY ) ◦ S23(αV βZ , βX) = S23(αV , βXβY ) ◦ S12(αU , βY βZ).
Example 6.1. The solution α = 0, β = 1 of equations (6.8) was discussed in the general
non-commutative situation in Examples 3.1 and 3.2.
Corollary 6.5. Formulas (6.9)-(6.10) and (6.5)-(6.5) which define the map S(α, β) and its
inverse have been obtained from general formulas (3.6)-(3.7), (3.9)-(3.10) for SG and its inverse
assuming only the form (6.2) of G (with α and β in the center of D) and the ultra-locality, i.e.
variables with different indices commute.
Corollary 6.6. Under the ultra-locality assumption the normalization map S¯ given by equations
(4.7)-(4.8), with w, u replaced by y, x, coincides with the local Veblen map (6.9)-(6.10) with pa-
rameters α = β = 1. Because such values of parameters respect conditions (6.8) then also the
normalization map preserves in the commutative case the Poisson structure (6.1) and satisfies
the functional pentagon equation.
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6.2. The Weyl reduction of the Veblen map. Motivated by Proposition 6.4 we formulate
its quantum analogue by replacing the Poisson brackets (6.1) by the corresponding Weyl com-
mutation relations
uiwj = q
2δijwjui, wiwj = wjwi, uiuj = ujui, i, j = 1, 2,(6.12)
where we assume that q is a non-zero element of the center of D. Because formulas (6.9)-(6.10)
and (6.5)-(6.5) were derived under the locality assumption only we may ask if they preserve the
commutation relations (6.12). It turns out that such a simple choice works, which can be checked
by direct calculation.
Proposition 6.7. The local Veblen map S(α, β) : D2×D2 99K D2×D2, given by equations (6.9)-
(6.10) with parameters α, β, (α, β) 6= (0, 0), from the center of D, preserves the Weyl commutation
relations.
We have shown in particular, that the map (6.9)-(6.10) with entries satisfying relations (6.12)
preserves ultra-locality of the variables. It turns out that assuming only the ultra-locality of the
input it is not enough to prove the ultra-locality of the output. We have however the following
remarkable fact.
Proposition 6.8. Let k ⊂ Z(D) be a subfield of the center of the division ring D considered then
as a k-algebra. Denote by Ai, i = 1, 2, k-subalgebras of D generated by elements wi, ui ∈ D, and
by Di ⊂ D denote division hulls of Ai. Assume:
(1) ultra-locality of the algebras, i.e. Ai ⊂ CD(Aj), j 6= i is a subset of the centralizer of Aj
in D;
(2) the general position condition, i.e. D1 ∩ D2 = k.
If the algebras A′i, i = 1, 2, generated by w
′
i, u
′
i defined by equations (6.9)-(6.10) with (α, β) ∈
k2 \ {(0, 0)} satisfy also conditions (1) and (2) then there exists q ∈ k× such that the remaining
part of the commutation relations (6.12) is satisfied as well.
Proof. The condition u′1u
′
2 = u
′
2u
′
1 and ultra-locality of the input variables in equations (6.9)-
(6.10) leads to relation
(6.13) w−11 u1w1u
−1
1 = w2u
−1
2 w
−1
2 u2,
which due to the general position assumption concludes the proof (other ultra-locality relations
for the output variables are identically satisfied or give equations equivalent to the above one). 
Remark. The analogous problem for the tetrahedron equation has been solved in [69].
Another question which should be answered before considering the pentagon condition in the
case under consideration is if in the quantization of the Poisson structure of the map the relations
(6.8) remain unchanged. Also here the answer is positive.
Lemma 6.9. The condition (3.12) when applied to the gauge parameters of the form (6.2) gives,
in the case of Weyl commutation relations (6.12), the same constraints (6.8) on the parameters
α, β like in the Poisson case.
Proof. By direct verification, notice however that now the order of factors in equations (6.2) and
(6.9)-(6.10) matters. 
Proposition 6.10. The Veblen map S(α, β) : D2 × D2 99K D2 × D2 given by (6.9)-(6.10) when
applied to the pairs (wi, ui) constrained by the Weyl commutation relations (6.12) with i, j =
1, 2, 3, satisfies the functional pentagon relation (6.11).
Remark. Corollary 6.6 applies also when the Poisson structure (6.1) is replaced by the Weyl
commutation relations (6.12).
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6.3. Ring theoretical structures behind the Weyl commutation relations. In this Sec-
tion we briefly recapitulate known properties of the q-plane, which are relevant from the point of
view of the paper. Moreover we sketch the idea how to get the solution of the quantum pentagon
equation from the quantum Veblen map.
Let k be a field. Given q ∈ k×, by Aq = k{w, u}/Iq denote the standard Manin’s quantum
plane (see for example [43]) defined as a quotient of the free associative k-algebra with generators
w, u by the two sided ideal Iq generated by uw−q
2wu. ItsN -th tensor powerA⊗Nq is isomorphic to
the quotient algebra Aq(N) = k{w1, u1, . . . , wN , uN}/Iq(N), where the ideal Iq(N) is generated
by relations (6.12) for 1 ≤ i, j ≤ N . The isomorphism follows from identification 1⊗· · · ⊗
i
w · · ·⊗1
with wi, and 1 ⊗ · · · ⊗
i
u ⊗ · · · ⊗ 1 with ui, where 1 = 1Aq . It is well known (see for example
[15]) that Aq(N) is a Noetherian domain, and thus it has a division ring of fractions (quantum
rational functions or quantum Weyl division algebra) denoted here by Dq(N).
Remark. In some theoretical physics’ papers Dq(N) is referred to as the Weyl algebra.
Remark. For q2 6= 1 the q-plane is rationally isomorphic to the (first) q-Weyl algebra A˜q =
k{w˜, u˜}/I˜q, where two sided ideal I˜q generated by u˜w˜ − q
2w˜u˜ − 1 (recall that two Noetherian
domains are called rationally isomorphic if their division rings of fractions are isomorphic). The
isomorphism is given by relations (see [56])
w = w˜, u = 1 + (q2 − 1)w˜u˜, u˜ = w−1
u− 1
q2 − 1
.
An intermediate object between Aq(n) and Dq(N) is the corresponding q-torus Tq(N) =
k{w±11 , u
±1
1 , . . . w
±1
N , u
±1
N }/Iq(N). It is known (see Proposition 1.3 of [56]) that for q not be-
ing a root of unity, which we assume in what follows, Tq(N) is simple, and its centre is k.
Elements of Tq(N) are Laurent polynomials in w1, . . . , uN , i.e. finite sums of w
i1
1 u
j1
1 . . . w
iN
N u
jN
N ,
(i1, j1, . . . , iN , jN ) ∈ Z
2N with coefficients in k. Another close related object is [56] the Hahn–
Mal’cev–Neumann completion [54] of Tq(N), which will be denoted by D¯q(N). Its elements are
Laurent series with support bounded from below (we consider the lexicographic order in Z2N ).
It turns out that D¯q(N) is a division ring containing Dq(N) as a subring [1].
By Proposition 6.7 we have:
Proposition 6.11. The following elements of Dq(2)
w′1 = (α1⊗ u+ βw ⊗ 1)1 ⊗ w
−1, u′1 = u⊗ w
−1,(6.14)
w′2 = w ⊗w(α1 ⊗ u+ βw ⊗ 1)
−1, u′2 = u⊗ u(α1 ⊗ u+ βw ⊗ 1)
−1,(6.15)
with k ∋ (α, β) 6= (0, 0), generate a subalgebra A′q(2) of Dq(2) isomorphic to Aq(2).
Remark. The above Veblen map is an automorphism of the division ring Dq(2).
Remark. The q-torus T ′q (2) obtained from A
′
q(2) is a subalgebra of Dq(2) isomorphic to Tq(2).
In the finite dimensional case, by the Skolem–Noether theorem [34], any isomorphism of two
simple subalgebras of a central simple algebra is given by an inner automorphism of the alge-
bra. Motivated by that we will be looking for an element S(α, β) of a suitable completion of
Dq(2), which generates the transformation (6.14)-(6.15) as an inner automorphism. Then for any
rational function F of (w1, u1, w2, u2) we would have
(6.16) S(α, β)F (w1, u1, w2, u2)S(α, β)
−1 = F (w′1, u
′
1, w
′
2, u
′
2),
which, together with the functional pentagon relation (6.11), implies that, after eventual rescal-
ing, S(α, β) satisfies the quantum dynamical pentagon equation
(6.17) S23(αV βZ , βX)S13(αUαV , βY )S12(αUβX , βZ) = S12(αU , βY βZ)S23(αV , βXβY ).
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Remark. Notice that even in the root of unity case we are not in the finite dimensional situation
because the map in general is not the identity map on the center. See the relevant discussion in
[67] for the quantum tetrahedron equation.
6.4. Quantization of the Veblen and normalization maps. Let us consider the case k = C
and equip the algebra Aq(2) with a ∗-structure, i.e. an involutive antiautomorphism a 7→ a
∗.
Assume that u∗ = µu and w∗ = νw, for µ, ν ∈ C, then it is easy to show that q, µ and ν must
have modulus 1. We will be interested when the Weyl reduction of the Veblen map preserves
that additional Hermitean condition. By direct calculation we obtain the following result.
Proposition 6.12. The Weyl Veblen map is a ∗-map if and only if (α, β) ∈ R2 \ {(0, 0}, and
µ = q−2, ν = 1.
The subsequent construction uses a special function which appeared first in works of Fad-
deev [32] under the name of quantum dilogarithm, and which is closely related to the Barnes dou-
ble Gamma function [5, 71]. Essentially the same function was used in the theory of non-compact
quantum groups in [79] as the quantum exponential function. In various equivalent forms thie
function was exploited in other works related to quantum integrable models [64, 46, 33, 47, 49, 35].
The (non-compact) quantum dilogarithm is a meromorphic function defined by the integral
representation
(6.18) ϕb(z) = exp
(
1
4
∫
R+i0
e−2izw
sinh(wb) sinh(w/b)
dw
w
)
,
where b ∈ (0,∞) is a parameter. It satisfies the difference equation
(6.19) ϕb(z − ib/2) =
(
1 + e2pizb
)
ϕb(z + ib/2),
which is used to extended it, from the initial convergence strip of the integral representation
(6.18), to a meromorphic function on the whole complex plane C. Its poles (zeros) are at points
(−)(iη + imb+ inb−1), m, n ∈ N0, η =
1
2
(
b+ b−1
)
.
If b is real (or a pure phase |b| = 1, which is not our case) the function ϕb(z) is unitary in the
sense that
(6.20) ϕb(z) = 1/ϕb(z¯).
For detailed discussion of its other remarkable properties we refer to the cited works, see also
[65] for a review.
Let x and p provide the Schro¨dinger representation in H = L2(R) of the Heisenberg commu-
tation relations
(6.21) [x, p] =
i
2pi
.
We have then the corresponding representation of the Weyl pair which respects the Hermitean
restriction described in Proposition 6.12
(6.22) U = qe2pibx, W = e2pibp, UW = e2piib
2
WU, q = epiib
2
.
Remark. The additional requirement b2 6∈ Q, which corresponds to q2 being root of unity is not
essential in this representation.
In the class of functions which can be analytically extended around the strip 0 ≤ |Im z| ≤ b
the action of W reads
(6.23) W−1f(x)W = f(x+ ib).
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There is remarkable five term relation [33, 79] connecting the non-compact quantum dilogarithm
function and Heisenberg pairs
(6.24) ϕb(p)ϕb(x) = ϕb(x)ϕb(p+ x)ϕb(p),
which will be used in the proof of the final result of the paper.
Proposition 6.13. For real α, β let S(α, β) be the unitary operator on H⊗H given by
(6.25) S(α, β) = eipiµ(µ−λ)ϕb(λ− µ+ 1⊗ x− p⊗ 1)e
2piiµ(1⊗x−p⊗1)e2pii(x−p)⊗p,
where α = e2pibλ, and β = e2pibµ. Then:
1) S(α, β) is the intertwiner satisfying (6.16), in particular we have
S(α, β)(W ⊗ 1)S(α, β)−1 = (α1 ⊗ U + βW ⊗ 1)(1 ⊗W−1),(6.26)
S(α, β)(U ⊗ 1)S(α, β)−1 = U ⊗W−1,(6.27)
S(α, β)(1 ⊗W )S(α, β)−1 = (W ⊗W )(α1⊗ U + βW ⊗ 1)−1,(6.28)
S(α, β)(1 ⊗ U)S(α, β)−1 = (U ⊗ U)(α1⊗ U + βW ⊗ 1)−1.(6.29)
2) It satisfies the quantum dynamical pentagon equation (6.17).
Proof. To show the first point we use property (6.19) of the function ϕb, the representation (6.23)
of the shift action of the exponentiated momentum operator, and the Baker–Campbell–Hausdorff
(BCH) formula. Details are known and can be found, for example, in [36].
In order to conclude the proof of the second point (the transition from the functional to
quantum pentagon equation has been discussed earlier) we have to check the scalar factor in
front of the operator part of S(α, β). We will do it however in a way independent of the previous
part by showing directly that the intertwiner satisfies the quantum dynamical pentagon equation.
Denote by
σ = e2piiµ(1⊗x−p⊗1)e2pii(x−p)⊗p
the third part in the structure of S apart the normalization and dilogarithmic parts. After
shifting all σjk in the pentagon equation to the right and cancelling the dilogarithmic part of the
equation using the five term relation (6.24) with
x = λV + µZ − µX + x3 − p2, p = λU − µY − µZ + x2 − p1,
we are left with the equation
(6.30) σX23σ
Y
13σ
Z
12 = e
ipi(µ2
Y
+2µXµY +2µXµZ+2µY µZ )σU12σ
V
23,
which can be proven by BCH exchanges. 
Corollary 6.14. The Weyl reduction of the normalization map (see Remark after Proposi-
tion 6.10 and Corollary 6.6) corresponds to the case λ = µ = 0 in formula (6.25). In an
equivalent form such a solution of the quantum pentagon equation was used by Kashaev [47] in
the quantum Teichmu¨ller theory.
Remark. Essentially the same formula as (6.25) giving a solution of the quantum pentagon
equation was obtained in [70] as a limit of a solution of Zamolodchikov’s tetrahedron equation.
7. Conclusion and perspectives
The same elementary incidence geometric structures, the Veblen and Desargues configura-
tions, which are behind the non-commutative discrete KP equation and its integrability, provide
solutions to the pentagon equation. There is a natural question how large is the class of the
geometric (in the above sense) solutions of the functional or quantum pentagon equation within
all the solutions. We note that in the commutative case, as it was demonstrated recently [3],
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the discrete KP equation (in various equivalent forms) is the only multidimensionally consistent
equation of octahedron type.
This corresponds to the already mentioned observation [9] that all presently known solutions
of the quantum tetrahedron equation can be obtained, by a canonical quantization, from classical
solutions of the functional tetrahedron equation describing [8, 68] four dimensional consistency
of quadrilateral lattices [27]. It would be interesting to study relation of the quantum pentagon
and tetrahedron equations, as initiated in [48]. As it was shown in [25], on the division ring
level Desargues maps are equivalent to quadrilateral lattices, provided we take also their Laplace
transforms [22, 29] into consideration.
On the level of commutative discrete three dimensional multidimensionally consistent systems
there are not known other then the geometric ones. These are the Hirota system, describing
Desargues maps, and its reductions:
• discrete Darboux equations [14] describing multidimensional quadrilateral lattices [27],
whose relation to Desargues maps was given in [25];
• the Miwa (discrete B-KP equation) [57] describing the B-quadrilateral lattices [23];
• discrete C-KP equation [44, 66, 75] describing the C- (or symmetric) quadrilateral lattices
[28, 24].
As far as two dimensional integrable systems and integrable maps are concerned, there is
abundance of examples of their derivation as reductions of the Hirota equation, directly or via
the three dimensional systems listed above, see the very incomplete list [41, 42, 62, 37] which
starts from the original paper [39] of Hirota. In fact, the possibility of writing of a given system
in Hirota-like bilinear form is a paradigm of the integrable system theory.
It is remarkable that the the Veblen flip, which turned out to be so fundamental in the domain
of integrable discrete systems, supplemented by the very physical ultra-locality condition singles
out the Weyl commutation relations, modulo the possible different choice of the gauge function
G, which however does not affect the geometric structure.
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