Emergence of coexisting percolating clusters in networks by Faqeeh, Ali et al.
PHYSICAL REVIEW E 93, 062308 (2016)
Emergence of coexisting percolating clusters in networks
Ali Faqeeh,1 Sergey Melnik,1 Pol Colomer-de-Simo´n,2 and James P. Gleeson1
1MACSI, Department of Mathematics & Statistics, University of Limerick, Limerick, Ireland
2Departament de Fı´sica Fonamental, Universitat de Barcelona, Martı´ i Franque`s 1, 08028 Barcelona, Spain
(Received 22 August 2015; revised manuscript received 4 April 2016; published 14 June 2016)
It is commonly assumed in percolation theories that at most one percolating cluster can exist in a network. We
show that several coexisting percolating clusters (CPCs) can emerge in networks due to limited mixing, i.e., a finite
and sufficiently small number of interlinks between network modules. We develop an approach called modular
message passing (MMP) to describe and verify these observations. We demonstrate that the appearance of CPCs is
an important source of inaccuracy in previously introduced percolation theories, such as the message passing (MP)
approach, which is a state-of-the-art theory based on the belief propagation method. Moreover, we show that the
MMP theory improves significantly over the predictions of MP for percolation on synthetic networks with limited
mixing and also on several real-world networks. These findings have important implications for understanding
the robustness of networks and in quantifying epidemic outbreaks in the susceptible-infected-recovered (SIR)
model of disease spread.
DOI: 10.1103/PhysRevE.93.062308
I. INTRODUCTION
Percolation theories are among the most studied in network
science [1–3], as well as in several other areas [4,5], providing
insights for a broad range of applications such as robustness
of a network to random failures or attacks [6], epidemics
in contact processes [7], vaccination strategies [1], neuronal
avalanches [8], and stability of gene regulatory networks [9].
In the simplest case of bond (or site) percolation, a fraction p of
the links (nodes) are randomly chosen to be occupied and the
rest of the links (nodes) are removed from the network [1]. The
main quantity of interest is S: the expected fractional size of
the giant component (GC) of the network, which in the limit
of infinitely large networks is referred to as the percolating
cluster (PC) of the network [4,10]. The size of the GC scales
linearly with the network size while the fractional sizes of
other clusters vanish in the limit of infinitely large networks.
Theoretical approaches and extensive numerical simu-
lations play pivotal roles in understanding and describing
the behavior of percolation processes on networks. The
pk theory for bond percolation [1,11], for example, can
accurately describe the results of numerical simulations on
configuration model [12] networks using only the network
degree distribution. On networks with degree-degree corre-
lations, more accurate results are obtained using the P (k,k′)
theory [13] which employs the joint degree distribution. The
P
i,i ′
k,k′ theory [14] can provide a more accurate description
of dynamics on modular networks, as it considers the joint
degree distributions within and between modules. The message
passing (MP) approach [15] provides more accurate results
than the aforementioned theories as it uses the full information
on the adjacency of individual nodes, and reduces to the above
degree-based approximations in special cases [16].
As all these theories assume the network is locally tree-like,
they are prone to errors in clustered networks which have an
appreciable density of short loops [11,16]. However, on some
real-world clustered networks these theories still perform well,
and in some other cases the inaccurate predictions of these
theories are shown to be only partly caused by the presence of
short loops [16]. This indicates the presence of an unexplained
source of error and possibly a phenomenon not captured by
the theories.
In this paper, we show the appearance of coexisting
percolating clusters (CPCs) in certain networks, and demon-
strate that this phenomenon causes significant errors in the
aforementioned theories. We show that CPCs appear in
modular networks with limited mixing, i.e., networks with
a finite and sufficiently small (limited) number of interlinks
between modules. We verify these observations by developing
the modular message passing (MMP) theory which takes into
account the presence of CPCs. We show that the MMP theory
provides accurate predictions on tree-like modular networks
with limited mixing and also improves over the predictions of
MP on several real-world clustered networks.
This paper is organized as follows. In Sec. II, we consider
sausage-like and LFR [17] networks, two ensembles of syn-
thetic modular networks, on which we will later demonstrate
the emergence of CPCs. In Sec. III, we briefly discuss the
MP theory [15]. In Sec. IV, we show the emergence of CPCs
on sausage-like networks (SLNs) with limited mixing, and
discuss why the MP theory performs poorly in the presence
of CPCs. In Sec. V, we develop the MMP theory to describe
and verify the emergence of CPCs, and show that it provides
accurate predictions on SLNs. In Sec. VI, we show that the
MMP theory performs very well on LFR networks, and in
Sec. VII, we demonstrate that MMP improves significantly
upon the MP theory on several real-world networks. We
conclude in Sec. VIII.
II. SYNTHETIC MODULAR NETWORKS
In this section we first introduce sausage-like networks
(SLNs), a simple ensemble of random modular networks. Then
we will describe the LFR benchmark networks [17], which
have a modular structure similar to real-world networks.
To create an SLN we first pick a connected undirected
unweighted graph with Nm nodes. Then we make M identical
copies of that graph [Fig. 1(a)] which will become modules
in the SLN. We assign to each of these modules a unique
label m ∈ {1,2, . . . ,M} and connect each pair of modules
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FIG. 1. (a) A schematic of M = 3 identical copies of a graph, (b) that are connected in a chain to construct an SLN with M modules.
(c) Bond percolation results on SLNs constructed from a 3-regular graph of size Nm = 1000 for different I . (d) The mean absolute error E
versus I and (e) versus Nm for the MP theory on such 3-regular SLNs. In (c) M = 50, in (d) Nm = 5000, and in (e) M = 10.
with consecutive labels m and m + 1 by I links, where I
is an even number. To do so, exactly I/2 links are selected
randomly from module m. For each selected link im—jm
we consider its copy im+1—jm+1 in module m + 1, and
rewire these two links to create two new links im—jm+1
and im+1—jm instead. The resulting SLN is comprised of
a chain of modules [Fig. 1(b)], each pair of consecutive
modules connected with exactly I interlinks. Moreover, an
SLN has a degree distribution and degree-degree correla-
tions between and beyond the nearest neighbors identical
to those of the original graph [16]. Similarly, one can
construct SLNs from non-identical modules by rewiring
links that are not copies but randomly selected from each
module.
LFR networks [17] are ensembles of synthetic random
networks developed for benchmarking community detection
algorithms. In LFR networks, the node degrees and community
(module) sizes have a power-law distribution. Hence, LFR
networks mimic the heterogeneity of node degrees and also
community sizes observed in real-world networks [17]. Also,
as opposed to SLNs, in LFR networks all pairs of modules
can be connected. Moreover, in SLNs with very small number
of interlinks and sufficiently large modules, each boundary
node (a node at one end of an interlink) has, with high
probability, only one interlink. However, in LFR networks
(or real-world networks) it is possible that a boundary
node is connected to more than one node outside its own
module.
The LFR networks are parameterized by the number of
nodes N , degree distribution P (k) ∝ k−α , module (commu-
nity) size distribution P (Nm) ∝ N−βm , average degree kav, the
mixing parameter μ (the expected fraction of connections each
node has to nodes outside its module), the minimum size of
modules N (min)m , and the maximum size of modules N (max)m .
III. THE MESSAGE PASSING (MP) APPROACH
The MP approach [15,18] is a state-of-the-art theory for
bond percolation. In this approach, firstly the probability uij
that a node i is not connected to the network PC via its link to
j is calculated:
uij = 1 − p + p
∏
k =i
Ajkujk, (1)
where p is the occupation probability, and A is the adjacency
matrix of network. Then, the relative size of the network
percolating cluster S is given by
S = 1
N
N∑
i=1
si = 1 − 1
N
N∑
i=1
∏
j
Aijuij , (2)
where N = M × Nm is the size of the network, and si = 1 −∏
j Aijuij is the probability that node i is in the PC. The set
of coupled equations for uij of all pairs of connected nodes
[represented by Eq. (1)] is solved by iteration from a random
initial guess [15,16,19]. Then the solution for uij values is
substituted in Eq. (2) to obtain S.
In a modular network, let us denote by Sm the fraction of
nodes in module m that are in the network PC predicted by a
given theoretical approach. Hence, for the MP theory
Sm = 1
N
∑
i∈mˆ
si , (3)
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where mˆ denotes the set of nodes located in module m.
Accordingly, one can rewrite Eq. (2) as
S =
M∑
m=1
Sm, (4)
where M is the number of modules in the network.
An assumption embedded in Eq. (2) or (4) is that there
is only one percolating cluster in the network and si is the
probability that node i is part of that cluster. Hence, summing
over the si of all nodes [explicitly in Eq. (2) or implicitly in
Eq. (4)] gives the probability that a randomly chosen node is
part of the network PC, which is the expected relative size
of the PC (S) over an infinite number of realizations of the
percolation process [19].
In Secs. IV and V, we will show that in modular networks
with limited mixing the MP theory becomes inaccurate be-
cause the above assumption does not hold anymore, and hence,
Eq. (4) [or equivalently Eq. (2)] should be modified appropri-
ately. We introduce the MMP theory that corrects this assump-
tion by taking into account the emergence of CPCs in networks
with limited mixing and provides a replacement for Eq. (2).
IV. EVIDENCE FOR THE EMERGENCE OF CPCS
In this section we present the results of direct numerical
simulations on SLNs and investigate the accuracy of the
MP theory for these networks. The numerical S values are
obtained from at least 500 realizations of the Newman-Ziff
algorithm [10]. In Figs. 1(c)–1(e), we illustrate the bond
percolation results on SLNs constructed from a 3-regular
graph. Numerical simulations show that the behavior of S in
the SLNs depends substantially on the number of interlinks
I and the number of modules M . Surprisingly, the result
of the MP theory for the SLNs is independent of I and
M and coincides with its prediction for a single 3-regular
graph [Fig. 1(c)]; it is worth mentioning that in such SLNs
the result of MP theory is the same as the results of any
of its degree-based reductions mentioned above [e.g., pk
theory, P (k,k′) theory, etc.]. The numerical results, on the
other hand, deviate from the theoretical prediction as the
number of interlinks I is decreased [Fig. 1(c)]. We quantify
the difference between the theoretical and numerical results
by calculating the mean absolute error between the two:
E = 1/R∑Rj=1 |SMP(pj ) − Snum(pj )|, where the sum is over
R = 100 equally spaced occupation probabilities pj = j/R.
Figure 1(d) shows that the error increases dramatically for
lower number of interlinks I ; on the other hand the error
increases only slightly for smaller module sizes Nm [Fig. 1(e)].
Figure 1(e) highlights also that the error increases for lower I
rather than for lower ratio of I to all edges.
To understand these observations, it is necessary to inspect
also the numerical results for S, the fractional size of the net-
work PC for single realizations of the bond percolation process.
Figure 2(a) shows the results for a 3-regular SLN with I = 4;
the MP theory overestimates S, which is the expected (average)
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FIG. 2. (a) Percolation on an SLN with M = 5 and Nm = 20000. For each p, S is shown separately for 20 single realizations of percolation
(triangles). S does not match S (circles) averaged over 500 realizations, nevertheless it coincides with one of the five possible values denoted
by the dashed line (MP theory) or the solid lines. (b) Percolation on an SLN with a 3-regular and a 4-regular module, I = 4, and Nm = 20000.
Blue lines represent the results from 20 single realizations of the Newman-Ziff algorithm. The vertical line on the left (right) denotes the
percolation threshold of a 4-regular (3-regular) graph. (c) The MMP prediction for S on the SLN of panel (b) matches the numerical results on
this SLN (circles) as well as on similar SLNs with identical I and any sufficiently large Nm. (d) Predictions for the SLN of panel (a). The 5th
and 95th percentiles of S are indicated by the green shade (numerical results) and by the dashed lines (MMP theory).
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value of S. For a sufficiently large network, we normally expect
that S fluctuates slightly around S. Surprisingly, we observe in
Fig. 2(a) that, for a fixed value of p (in a certain interval), S can
take one of several possible values which can be significantly
different from S. The different possible values for S can be
explained by considering the contribution Sm [calculated from
Eq. (3)] of each of the modules of the network to the value
of S. According to the MP theory [see Eq. (4)], the expected
value of S, i.e., S, is the sum of Sm of all the modules. However,
only the largest possible value of S in Fig. 2(a) matches this
prediction. The lowest possible value of S, on the other hand,
coincides with Sm of only one module.1 The next three larger
possible values of S coincide with the sum of Sm for 2, 3, and
4 modules respectively [Fig. 2(a)]. These results suggest that
Eq. (4) of the MP theory is not a correct way to calculate the
size of the PC here, and we need an alternative description of
how the PC is formed in this network.
Consider another example of an SLN consisting of one
3-regular module and one 4-regular module each having the
same number of nodes Nm, and let us denote by S1 and S2
the Sm of the 4-regular and 3-regular graph respectively. For
this SLN, S from numerics and from the MP theory both
match S1 up to p3reg = 0.5, the percolation threshold of a
3-regular graph. Above this value, the MP prediction deviates
from the numerical result [Fig. 2(b)]. This deviation can be
better understood by looking at single realizations of the
Newman-Ziff algorithm [10], where, starting with no occupied
links, we occupy links one by one in random order. As the
network is large, p is approximately equal to the fraction of
occupied links. In Fig. 2(b), we can observe that up to p3reg,
single realization values of S match S. However, above p3reg,
while the predicted S is S1 + S2, S will remain equal to S1 until
some larger value of p and then suddenly jump to S1 + S2.
This implies that although S2 is macroscopic for p  p3reg,
it does not represent the probability that a node in module 2
belongs to the network PC, and accordingly S1 + S2 is not
the expected size S of the network PC. In fact, the nodes in
module 2 are part of a PC with size S2 and those in module
1 are part of another PC with size S1. In a single realization
these two PCs may be unconnected. Then, when more links are
occupied one at a time, at a value of p with p  p3reg the two
PCs become suddenly connected, and the size of the network
PC changes abruptly from S1 to S1 + S2. We refer to such PCs,
which exist independently of each other in the network and are
connected with some probability η, as coexisting percolating
clusters (CPCs).
The emergence of CPCs can also explain the results
observed in Fig. 2(a): the Sm values are in fact the relative
sizes of the CPCs of the SLN of Fig. 2(a). For p < 1, in each
realization of the percolation process, any number of the CPCs
may be connected with a probability different from 1. If all the
CPCs are connected, S (and hence S) equals the sum of Sm of
all modules. If none of them are connected, S equals the Sm of
only one module. If either the CPCs of two pairs of modules or
1Since, all the modules of this network are similar, i.e., they are 3-
regular graphs with identical sizes, and as the modules are sufficiently
large, Sm is approximately the same for all the modules.
just the CPCs of one pair of modules are connected, S equals
the sum of Sm of two modules. Therefore, the relative size of
the network PC, S, is determined by the number of CPCs that
are connected in a realization of percolation on this network.
V. THE MODULAR MESSAGE
PASSING (MMP) APPROACH
Next, we develop the modular message passing (MMP)
theory to describe and verify the phenomenon of CPCs
appearing in networks. The two main assumptions are (i)
modules (which are internally well connected) can percolate
independently (hence, the appearance of independent CPCs),
and (ii) CPCs of neighboring modules are connected with
probability η  1. This is a new concept different from the
common assumption (see for example [1,14,20]) that there
exists only one monolithic PC in a network; here we show that
in networks with limited mixing, the network PC is polylithic,
i.e., constituted by connected CPCs.
For SLNs we assume that each boundary node (a node with
links to other modules) has exactly one link to a neighboring
module. Then for an SLN with two modules, our MMP theory
consists of two simple equations. First we calculate ηmn, the
probability that the CPCs of the two modules m and n are
connected:
ηmn = 1 − (1 − pvmvn)I . (5)
Here p is the occupation probability and vm is the probability
that a boundary node in m is part of the CPC of m. Then
(1 − pvmvn)I gives the probability that the two CPCs are not
connected via any of the I interlinks. Equation (5) is indepen-
dent of Nm, hence in the thermodynamic limit (N → ∞),
if I is a sufficiently small constant, (independent) CPCs
emerge, connected with a probability ηmn(p) < 1. On the other
hand, for large I , since ηmn → 1, the two CPCs are connected
with high probability, leading to a monolithic PC. For the SLNs
described above, vm and vn can be simply calculated using the
pk theory (see Appendix A). For an SLN with two modules,
the size of network PC is then
S = η12(S1 + S2) + (1 − η12)S1, (6)
where S1 and S2 are the fractional sizes of, respectively, the
larger and the smaller CPC of the SLN (calculated using the
MP theory or one of its appropriate degree-based reductions
such as the pk theory). Figure 2(c) shows that the prediction
of the MMP theory [Eqs. (5) and (6)] matches perfectly the
numerical result for the SLN of Fig. 2(b).
For SLNs with more than two modules Eq. (5) can still be
used to calculate ηmn for each pair of modules m and n. In the
case where boundary nodes have more than one interlink or
when the connection pattern of the modules can not be well
approximated using the pk theory, Eq. (5) should be extended
to include more information on the network structure. We can
use the full information on the adjacency of individual nodes
to write a general formula for the connection probabilities ηmn
062308-4
EMERGENCE OF COEXISTING PERCOLATING CLUSTERS . . . PHYSICAL REVIEW E 93, 062308 (2016)
TABLE I. Basic summary statistics for the networks that we used in this paper. We have treated all real-world data sets as undirected,
unweighted networks and have computed the following properties: total number of nodes N ; the number of modules in the network M; the
average size of modules 〈Nm〉 and its standard deviation σNm ; the size of the smallest module N (min)m and the size of the largest module N (max)m
observed in the network; mean degree kav; clustering coefficients C defined by Eq. (2.10) of [30]; the average number of interlinks 〈I 〉 and
its standard deviation σI ; the difference between the theoretical and the numerical results for the MP theory EMP and for the MMP theory
EMMP measured by the mean absolute error Etheo = 1/R
∑R
j=1 |Stheo(pj ) − Snum(pj )|, where the sum is over R = 60 equally spaced occupation
probabilities pj = j/R.
No. Network N M 〈Nm〉 σNm N (min)m N (max)m kav C 〈I 〉 σI EMP EMMP
LFR 1 Fig. 3(a), μ = 0.05 100000 10 10000 3775.1 6732 16104 5.17 0.0043 2605.8 1003.4 0.00039 0.00019
2 Fig. 3(b), μ = 0.0005 100000 10 10000 3784.2 6118 16017 5.10 0.0038 27.4 11.4 0.026 0.0006
3 Fig. 4(a), μ = 0.01, N (min)m = 100 5000 37 135.1 28.3 100 194 8.01 0.22 10.8 3.3 0.067 0.0011
4 Fig. 4(b), μ = 0.01, N (min)m = 10 5000 244 20.5 22.7 10 189 8.06 0.61 1.9 3.6 0.3378 0.0022
5 Fig. 4(c), μ = 0.1, N (min)m = 10 5000 241 20.8 20.8 10 199 8.03 0.51 16.7 26.4 0.027 0.012
6 Fig. 4(d), μ = 0.1, N (min)m = 50 5000 61 82 32.5 50 194 8.06 0.29 65.4 26.1 0.0069 0.0016
7 Fig. 6(a), μ = 0.05, N (min)m = 10 5000 127 39.4 48.3 10 361 3.11 0.15 6.1 8.2 0.090 0.0061
8 Fig. 6(b), μ = 0.01, N (min)m = 50 50000 142 352.1 280.3 50 994 5.10 0.061 18.2 15.0 0.039 0.00034
Real world 9 Fig. 8(a), Facebook [21] 4039 7 577 432.3 60 1341 43.69 0.61 89.1 98.2 0.014 0.0019
10 Fig. 8(b), Protein folding [22] 1287 3 429 524.5 79 1032 37.22 0.50 72.7 47.3 0.0067 0.0035
11 Fig. 5(a), AS Internet [23] 6474 7 924.9 1320.1 5 3695 3.88 0.25 254.9 289.4 0.00078 0.00097
12 Fig. 5(b), Western US power grid [24] 4941 33 149.7 56.2 66 260 2.67 0.080 11.8 7.8 0.099 0.035
13 Fig. 8(c), Polish power grid [25,26] 3374 26 129.8 42.1 82 258 2.41 0.019 15.4 6.8 0.033 0.012
14 Fig. 8(d), NetSci coauthorships [27] 379 4 94.8 33.8 59 127 4.82 0.74 6.0 2.2 0.12 0.067
15 Fig. 8(e), E-roads [28] 1174 44 26.7 28.9 2 83 2.41 0.017 4.7 7.0 0.047 0.018
16 Fig. 8(f), Electric circuit (s 838) [29] 512 7 73.1 23 51 123 3.2 0.055 14.6 2.9 0.041 0.023
between CPCs in a tree-like network:
ηmn = 1 −
I∏
i=1
⎡
⎣1 −
⎛
⎝1 −
∏
j∈Am(i)
uij
⎞
⎠
⎛
⎝1 −
∏
k∈An(i)
uik
⎞
⎠
⎤
⎦,
(7)
where i is a boundary node of module m and Am(i) denotes
the set of neighbors of i in module m. Here, uij and uik are the
probabilities that i is not connected to the CPC of, respectively,
modules m and n via its links to nodes inside each of those
modules; the results of Eq. (1) of the MP theory are substituted
for uij values in Eq. (7).2 Hence, within the first (second) set
of parentheses in Eq. (7) is the probability that i is in the
CPC of m (the CPC of n), and in the square brackets we have
the probability that the two CPCs are not connected via the
interlinks of i.
To calculate S for networks with more than two modules
Eq. (6) should be extended as well. In such networks, different
CPCs (with sizes Sm) are connected together with some
probability, creating larger polylithic PCs. The polylithic PC l
has a size S(pol)l =
∑
m∈ˆl Sm, where ˆl denotes the set of CPCs
that constitute l. Then in a single realization at a fixed value of
p, S is maxl (S(pol)l ), i.e., the size of the largest polylithic PC.
Then the expected size of the network PC is
S =
∑
S
P(S)S, (8)
2Here we assume that uij calculated using Eq. (1) is the probability
that node i is connected, through its link to j , to the CPC of the
module in which j is located.
where P(S) is the probability that in a single realization the
size of the largest polylithic PC is S. To calculate P(S), for
each p we first calculate Sm(p) values using the MP theory
or an appropriate degree-based reduction of MP. Then we
assume a meta-network which consists of meta-nodes; each
meta-node m represents a module of the original network and
has a weight Sm(p). For sufficiently large number of meta-
network realizations, we calculate P(S) using the Newman-Ziff
algorithm [10] with the following modifications: (i) each link
between the meta-nodes m and n is added with probability
ηmn(p), and (ii) the size of a cluster l, composed of connected
meta-nodes, is the sum of the weights of meta-nodes it
includes, i.e., S(pol)l .
Figure 2(d) illustrates that, using Eqs. (7) and (8), the MMP
theory performs very well for the SLN of Fig. 2(a). As shown
in Figs. 2(a) and 2(b), in the presence of CPCs, S can deviate
considerably from S. In the MMP theory, the variability of S is
determined by P(S) defined above. The percentiles calculated
from P(S) match very well the numerical values in SLNs [see
Fig. 2(d) for example], which confirms that the high variability
of S originates from the presence of CPCs that suddenly merge
together. Similar results (not shown) are obtained for SLNs
with different values of I , M , and Nm and also for SLNs
constructed from modules with a heterogeneous structure, i.e.,
with a power-law degree distribution.
VI. RESULTS ON LFR BENCHMARK NETWORKS
As LFR networks were developed to better reflect degree
distribution and modular structure found in real-world net-
works [17], in this section we inspect the results on these
networks to better understand the behavior of percolation on
real-world modular networks. In Table I, we summarize some
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FIG. 3. Bond percolation results on two LFR networks which
have similar structural properties except for the mixing parameter
μ which determines the number of interlinks. (a) The MP theory
performs very well for the LFR network with μ = 0.05 as the number
of interlinks is large in this network (see Table I); in this case the
prediction of the MMP theory matches that of MP. (b) For the network
with μ = 0.0005 the prediction of MP for S is inaccurate; however,
MMP predicts accurately S and also percentiles for the distribution of
S. The 5th and 95th percentiles of S are indicated by the green shade
(numerical results) and by the dashed lines (MMP theory). The two
networks have a degree distribution P (k) ∝ k−3 and community size
distribution P (Nm) ∝ N−2.5m .
structural information of the networks exemplified here and
in the following sections and show the measurement of the
performance of the MP and MMP theories for these networks.
The predictions of the MMP method in this section are from
Eqs. (7) and (8).
Figure 3 illustrates the results on LFR networks 1 and 2 of
Table I; all the structural measures of these two networks are
approximately the same, except for the significantly different
average number of interlinks 〈I 〉, dictated by their different
mixing parameters μ. Both the MP and MMP theories perform
very well in predicting S for the LFR network of Fig. 3(a) that
has a large 〈I 〉. However, the MP method becomes inaccurate
for the LFR network of Fig. 3(b) which has a very small 〈I 〉.
On the other hand, the MMP method provides an accurate
prediction for the LFR network of Fig. 3(b). Moreover,
the MMP method accurately predicts the percentiles for the
distribution of S in this network [Fig. 3(b)]. The networks of
Fig. 3 and their modules are sufficiently large, so they have
very low clustering coefficients. Hence, it is evident that the
deviation of the prediction of the MP theory in Fig. 3(b) is not
due to the presence of short loops, but—as verified by the high
accuracy of the MMP theory—it is due to the emergence of
CPCs in the network of Fig. 3(b).
An assumption made in the MMP theory was that in
networks with finite number of interlinks, modules can have
(independent) CPCs. To have a percolating cluster on its own,
a module should be sufficiently large. However, real-world
and LFR networks can have a wide distribution of module
sizes where modules of very small sizes are likely to appear.
In Figs. 4(a)–4(d) we investigate the percolation results on
LFR networks that contain relatively small modules. The LFR
networks of Fig. 4 all have the same size, degree distribution
P (k) ∝ k−2, community size distribution P (Nm) ∝ N−3m , and
approximately the same average degree, but the minimum
possible module size and/or the mixing parameter are varied.
The MP method performs poorly on the LFR network of
Fig. 4(a) which has a small number of interlinks (〈I 〉 = 10.8).
Although the modules in this network are not very large (100 <
Nm < 200), MMP accurately predicts S and the percentiles for
the distribution of S. This shows that the modules do not need
to be extremely large in order for the MMP theory to perform
accurately. In fact, the MP theory does a surprisingly good job
in obtaining the Sm values for such small modules; however,
it misses the CPCs formed independently in the modules of
this networks. Interestingly this network has a relatively large
clustering coefficient of 0.22; however, the accurate prediction
of the MMP theory shows that CPCs are the main source of
inaccuracy of the MP method for this network and not the
presence of the short loops.
The LFR networks of Figs. 4(b) and 4(c) have extremely
small modules with as few as 10 nodes. Despite the very small
module sizes, the MMP method still performs very well for
the network of Fig. 4(b) which has a mixing parameter of
μ = 0.01 but its accuracy decreases for the network of Fig. 4(c)
which has a larger μ = 0.1. We will first discuss the results
of Fig. 4(b), and then explain the effect of larger μ in LFR
network of Fig. 4(c).
There is another interesting point about the results on the
network of Fig. 4(b): this network has isolated components,3
hence at p = 1 the value of S is less than 1 and equals
the relative size of the largest component of this network.
Nevertheless, the MP method predicts that S = 1 at p = 1; in
fact, MP substantially overestimates S everywhere above the
percolation threshold of this network. The PC of this network
is that of the largest component, as for all p the S of the
network matches the S of the largest component scaled by the
relative size of this component (i.e., by 3865/5000) [Fig. 4(b)].
The MMP method accurately predicts the S for this network
and if we run the MMP method only on the graph of the
largest component it also accurately predicts the S of this graph
[Fig. 4(b)]. On the other hand, the MP method is not accurate
either for the whole network or for the largest component of
the network.
The MP theory predicts an S for this network that is
appreciably larger than the S it predicts for the largest
component [Fig. 4(b)]. This difference between the two S
values is due to the contribution from the nodes isolated
from the largest component and located in the other smaller
components. It is worth noting that, in this network, the
components other than the largest component have very small
3This network is comprised of 84 isolated components. The largest
component has 3865 nodes. The other components are very small and
their average size is 13.7 nodes with a standard deviation of 4.5. Out
of the 244 modules of the network, 158 modules belong to the largest
component and their average size is 15.8 with a standard deviation
of 24.9.
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FIG. 4. Percolation results on four LFR networks with degree distribution P (k) ∝ k−2, community size distribution P (Nm) ∝ N−3m , similar
average degrees kav 
 8 and N (max)m 
 200, but different values of N (min)m and/or μ (see Table I). (a) The MMP theory can perform very well in
a network whose modules are not so large (100 < Nm < 200). (b) Even on a network with many modules with sizes as small as 10 nodes the
MMP theory can be accurate. This implies that, despite the extremely small module sizes, the assumption that modules can have independent
CPCs is a very good approximation in this network that has (because of its relatively low mixing parameter μ = 0.01) a very small number of
interlinks. (c) On a network with extremely small modules and a mixing parameter μ = 0.1 (larger by an order of magnitude) the MMP theory
becomes inaccurate. (d) For μ = 0.1 if the minimum size of modules is set to 50 nodes the MMP theory performs very well again. For the
network of panel (b) we also ran percolation process separately on the largest component of the network (which had a relative size 38655000 ). The
S of this component, when multiplied by 38655000 , matches the S of the network [for both the numerics (circles) and the MMP theory (blue solid
line)]. The S of this component, multiplied by 38655000 , obtained by the MP theory is shown by the dotted green line.
sizes (on average 13.7 nodes with a standard deviation of 4.5).
This indicates that although the nodes in components other
than the largest component can not be in the network PC, the
MP theory still obtains a nonzero si (the probability that node
i is in the network PC) for such nodes. Then summing over
all the si [Eq. (2) of the MP method] leads to the incorrect
prediction S(p = 1) = 1. This shows that the si calculated by
the MP method can be a local measure: in the MP theory a
node, well connected to the other nodes in an isolated small
component, may obtain an appreciable probability of being
connected to the “network PC”. This helps us to understand
why the MP method becomes inaccurate when the CPCs
emerge: the sum in Eq. (2) [or Eq. (4)] misses the fact that
the si values calculated using Eq. (1) can be local measures
representing the probability that i is in the CPC of its module
and not necessarily in the network PC.4
4By stating that the si calculated by the MP theory is a local measure
we mean it represents the probability that node i is part of the PC of its
immediate neighborhood. In a modular network this neighborhood
is the module in which the node is located: because of the high
density of connections and relatively small shortest path lengths inside
the module, si is strongly coupled with the sj of other nodes in its
neighborhood. On the other hand, si is very loosely correlated with
the sj of nodes in other modules because of the small number of
connections between the two modules. This property allows us to
take the si calculated in the MP theory for the whole network and
then sum these si values for each module [Eq. (3)] to obtain Sm, the
size of the CPC located only in module m. Hence, in a network with
We observed that MMP performed very well for the LFR
network of Fig. 4(b), although the network had modules of
very small sizes (and, interestingly, despite the very high
clustering coefficient C = 0.61 of this network). It is because
of the very small number of interlinks that the assumption
of formation of CPCs is still a good approximation even for
the extremely small modules of this network. On the other
hand, the MMP method underestimates S for the LFR network
of Fig. 4(c) whose mixing parameter (and consequently its
number of interlinks) is much larger. Because of the larger
mixing parameter the modules are less dense than those of
the LFR network of Fig. 4(b), and they are more connected to
other modules. Hence, it is less likely that such small modules
can have a CPC of their own, while it is more likely that they
form a joint cluster with other modules.
If a module does not have a CPC then the si [calculated by
Eq. (2) of the MP theory] is no longer the probability that node
i is in the CPC of that module; however, it represents the prob-
ability that node i is part of a monolithic percolating cluster to
limited mixing, we interpret si as the probability that node i is in
the CPC of that module. This interpretation can still be employed
when the network consists of well mixed modules which share many
interlinks, because in this case we can still assume that the well
mixed modules possess (independent) CPCs that are connected with
probability 1. If all the modules are well mixed, we will have only
one polylithic cluster comprised of CPCs of all the modules. Then
Eq. (8) is reduced to Eq. (4) or, equivalently, to Eq. (2), as the only
polylithic cluster (that has a size S) occurs with probability P(S) = 1
and the MMP theory is reduced to the MP theory.
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which the nodes of this module can connect. Accordingly, the
relative size of that monolithic cluster is the direct sum over
the si of nodes forming that cluster, or, equivalently, it equals
the sum over the Sm of the modules on which the monolithic
cluster is formed. Hence, the MMP theory underestimates the
size of this cluster as it assumes that Sm are the sizes of CPCs
and, instead of summing over all the Sm values, only adds
the Sm of CPCs that are connected with a probability η < 1.
As we mentioned earlier, this happens since the modules are
very small and the number of interlinks is not small enough to
assume (independent) CPCs for such small modules.
Increasing the module sizes improves the accuracy of the
MMP theory; interestingly, the module sizes do not need
to be extremely large for the MMP theory to perform well.
Figure 4(d) shows that the MMP theory has a reasonable
accuracy if the minimum module size is set to 50 instead of 10
as in the network of Fig. 4(c), although both networks have the
same mixing parameter μ = 0.1. Further investigations show
that on LFR networks with modules as small as 50 nodes the
MMP theory performs very well (see Appendix B).
VII. RESULTS ON REAL-WORLD NETWORKS
We use the above observations to design a simple method
for applying the MMP theory to real-world networks where
the modular structure is not known. In real-world networks
we first identify the best representations of the network
modular structure using a multiresolution module detection
method (e.g., see Refs. [31–34]). We are interested in a
representation that (i) captures the modular structure of the
network, hence has the maximum modularity Q [35], and
(ii) has the minimum number of very small modules, and
accordingly the identified modules are large enough so that
they can have an (independent) CPC. We observe that in LFR
networks the performance of MMP is not affected appreciably
by the finite size of the modules as long as the minimum
modules size is N (min)m = 50. As LFR networks were designed
to resemble real-world modular networks structurally [17], we
suppose that in real-world networks the performance of MMP
is not affected by the module sizes if modules are larger than
N (min)m = 50. Therefore, for each representation of modular
structure of a real-world network, we calculate the modularity
Q, the number of modules M , and also Ms , the number of
modules with sizes less than a threshold value of N (min)m = 50.
We then choose the representation that maximizes M−Ms
M
Q.
This representation is optimal for both modularity and module
sizes. Using this simple measure, we avoid having modules
of very small sizes in the representation we use for the MMP
theory. In Appendix C, we present the results for the module
detection using the Ronhovde-Nussinov method [31] for the
real-world networks exemplified in Table I, as well as the
percolation results for these networks.
We can show that on several real-world networks the bond
percolation results are affected by the emergence of CPCs
if the number of interlinks is sufficiently low. Figure 5(a)
shows the results for percolation process on the AS Internet
network [23]. Both the MP and MMP methods perform well on
this network. The MP method is accurate on this network as the
number of interlinks is relatively large. The modular structure
considered for this network has, on average, relatively large
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FIG. 5. (a) Bond percolation results on the AS Internet network.
The results of the MP and MMP methods match each other and both
match the result of direct numerical simulations on this network. As
the number of interlinks is sufficiently large in this networks (see
Table I) the CPCs on different modules connect with probability
1 and MMP reproduces the result of the MP theory. (b) Results
on the western United States power grid network. Because of the
small number of interlinks in this network the emergent CPCs can
only connect with a probability μ smaller than 1. This is a source
of inaccuracy of the MP theory on this network. Taking the CPCs
into account, the MMP method improves significantly over the MP
theory. The MMP predictions match the numerical results for the P i,i
′
k,k′
rewired version of this network.
modules; hence the inaccuracy caused by the small module(s)
is negligible and the MMP theory result is also accurate.
Figure 5(b) shows that MMP improves significantly over
the MP prediction of S on the western United States power
grid network [11,24], and also provides a prediction for the
variability of S according to the percentiles of P(S). The results
of MMP on the power grid network match the numerics
for the P i,i
′
k,k′ rewired [14] version of this network in which
the links are rewired inside each module; P i,i
′
k,k′ rewiring
preserves the modular structure and degree-degree correlations
but effectively destroys the short loops. This shows that MMP
provides a highly accurate prediction in the absence of short
loops and when the modular structure is identified accurately.
Similar results are shown in Appendix C for several other
examples of real-world networks in Table I.
VIII. CONCLUSION
We demonstrated that CPCs can emerge in ensembles
of random networks and in real-world networks, when the
network modules are connected via a sufficiently small number
of interlinks. Moreover, we showed that CPCs are an important
source of error in the theories for bond percolation and
proposed the MMP theory that accurately captures the impact
of CPCs on percolation results.
An important implication of the appearance of CPCs
is the uncertainty they cause in determining the network
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robustness: when the CPCs emerge, the size S of the network
PC can be highly variable. This implies the prominent role
of interlinks in network robustness, even in the absence of
module-based targeted attacks [36], and subject to only random
failures. Another implication is that the eventual size of an
epidemic spread in the SIR model [18,37] may not be best
represented by S, which is the expected size of the largest
polylithic PC, since even CPCs not in the largest polylithic PC
represent (independent) outbreaks of comparable sizes located
in different modules. Hence, the total size of an epidemic
outbreak may better be represented by the sum of the sizes of
all CPCs.
It is worth mentioning that the MMP theory is exact on tree-
like networks in the limit of infinitely large network modules.
Nevertheless, we showed that if the the network modules are
not extremely small the MMP theory still provides accurate
predictions.
It is also worth noting that some of the networks we
exemplified had very high clustering coefficient, and we
showed that the inaccuracy of the MP theory on these networks
is not due to the high density of short loops but because of
the emergence of CPCs. Hence, the clustering coefficient of
a network may not be the best measure for the effect that
short loops can have on the accuracy of tree-based theories.
Studying the organization of short loops on networks [38] and
its effect on the accuracy of tree-based theories [16] may shed
more light on how short loops affect network processes such
as percolation.
It has previously been demonstrated that LX-cloning of
networks [16] (which increases their number of nodes and
links but preserves the organization of short loops with specific
sizes) can increase the accuracy of the MP theory in networks
such as the western U.S. power grid. This observation can be
explained according to the number of interlinks: as LX-cloning
increases also the number of interlinks, it reduces the effect
of CPCs on the inaccuracy of the MP theory and improves its
performance.
The number of interlinks may affect the accuracy of mean
field theories for processes other than percolation. It was
previously shown that inaccurate results are expected for
mean field theories on networks with low mean degree and
mean nearest neighbors degree and/or high mean shortest path
length [11,39], and on modular networks with finite number of
interlinks [14]; however, the underlying phenomenon behind
these inaccuracies was not verified. Modular networks can
have a relatively large mean shortest path length; moreover
a small number of connections (low mean and mean nearest
neighbors degrees) in a modular network indicates the possi-
bility that the network has a small number of interlinks.
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FIG. 6. Bond percolation results for two LFR networks with
small module sizes. The exponents for the degree and module size
distributions are respectively α = 3, β = 2 for the network of panel
(a) and α = 3, β = 1 for the network of panel (b). The circles
represent S for numerical simulations. The colored region denotes
the interval between the percentiles of the distribution of S for
single realizations of bond percolation obtained from the numerical
simulations. The blue solid and dashed lines denote the results
obtained from the MMP theory.
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FIG. 7. The mean absolute error for the MMP and the MP theories
versus N (min)m for LFR networks with N = 5000, average degree kav,
N (max)m = 1000. In (a)μ = 0.005,α = 2,β = 1, and in (b) and (c)μ =
0.1, α = 2.5, and β = 2. The error bars show the standard deviation
for 50 realizations of the LFR networks with the same specified
parameters.
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APPENDIX A: CALCULATION OF THE PROBABILITY
THAT TWO CPCS ARE CONNECTED
As described in Eq. (5) of the main text, the probability that
the CPCs of two neighboring modules become connected at
an occupation probability p is
ηmn = 1 − (1 − pvmvn)I . (A1)
Here, we describe the calculation of the probabilities vm and
vn for z-regular modules of an SLN using the pk theory [1,11].
These calculation can be further extended to more general
cases including Eq. (7) in the main text, which is for a given
general structure. According to Eq. (16.2) of Ref. [1], in a
random uncorrelated graph with degree distribution P (k) we
have
u = 1 − p + p
∑
k′
k′P (k′)
z
uk
′−1, (A2)
Sm = 1 −
∑
k
P (k)uk, (A3)
where u is the probability that a link from a node with degree k
leads to the percolating cluster (PC) of the graph, and Sm is the
size of the PC of the graph (or equivalently the probability that
a randomly chosen node is in the PC). For a z-regular graph
the above equations simplify to
u = 1 − p + puz−1, (A4)
Sm = 1 − uz. (A5)
In an SLN with z-regular modules, for each link connecting
the nodes in module m, Eq. (A5) gives u = (1 − Sm)1/z. It
is safe to assume that the boundary nodes have only one link
to the outside of the modules because in the creation of an SLN
the number of links swapped with those of the neighboring
module is much smaller than the total number of links in
each module. Accordingly, the boundary nodes have one
connection less to the nodes inside their module and therefore
the probability vm that a boundary node in module m is in the
CPC of that module is
vm = 1 − uz−1 = 1 − (1 − Sm)(z−1)/z. (A6)
Hence, for example, for the SLN of Figs. 2(b) and 2(c)
of the main text we first calculate u for each value of p using
Eq. (A4) and then obtain vm (and similarly vn) for the 4-regular
module (3-regular module) by substituting u and z = 4 (and
z = 3) in Eq. (A6). Then substituting vm and vn in Eq. (A1)
gives the probability ηmn that the CPCs of the two modules are
connected.
This calculation can be performed for each pair of modules
in an uncorrelated network to obtain ηmn, and it can also be
extended to the case of a correlated random network. In a more
general case of a tree-like network with a given adjacency
matrix and modular structure, ηmn is calculated using Eq. (7)
in the main text.
APPENDIX B: ACCURACY OF THE MMP FOR LFR
NETWORKS WITH SMALL MODULES
As discussed in the main text, the accuracy of the MMP
theory can be affected if there are very small modules in a
network. An example for this case was shown in Fig. 4(c).
Figure 6(a) shows similar results for an LFR network with
different parameters. In the LFR network of Fig. 6(a) there
exist many small modules; the minimum module size in this
network is 10 and the module sizes are power-law distributed
with the exponent of β = 2. The slight deviation of the MMP
results from the numerics in Fig. 6(a) can be associated with the
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FIG. 8. Results for the bond percolation process for several real-world networks. The networks are (a) Facebook [21], (b) protein folding [22],
(c) the Polish power grid [25,26], (d) the network science coauthorships [27], (e) the international E-road network [28], and (f) the s_838
electronic circuit [29] network. In all examples our MMP theory outperforms the standard MP theory.
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presence of such small modules. In Figs 7(a)–7(c) we illustrate
results for the dependency of the performance of theoretical
methods on the size of the modules as well as some other pa-
rameters in LFR networks with considerable numbers of small
modules. The performance of the MMP and MP theories is
measured by the mean absolute error E between the theoretical
predictions and numerics. Despite the fact that there exist many
small modules in the LFR networks of Fig. 7(a), the MMP
theory performs well, showing an error much smaller than that
of the MP theory. The small mixing of μ = 0.005 between the
modules facilitates the formation of (independent) CPCs and
helps MMP to perform well. For lower average degree of 1.9,
MMP is slightly less accurate [Fig. 7(a)], as some modules
resemble small trees that cannot percolate independently. On
the other hand, the LFR networks of Figs. 7(b) and 7(c)
have β = 2 and hence a larger number of small modules;
they also have a larger μ = 0.1. On such networks, MMP
theory still performs very well when the minimum size of
modules, N (min)m , is sufficiently large; however, for N (min)m  50
its accuracy starts to decrease, but it still outperforms the MP
theory. Figures 4(d) and 6(b) show percolation results and the
accuracy of the MMP theory on examples of LFR networks
with modules that have as few as 50 nodes.
APPENDIX C: APPLICATION TO
REAL-WORLD NETWORKS
The results of employing the MMP theory for bond perco-
lation on several real-world networks are shown in Fig. 8. We
first used the Ronhovde-Nussinov (RN) community detection
algorithm [31] to identify different representations for the
network modular structure. Each representation corresponds to
a realization of the detection algorithm for a given value of the
input parameter of the algorithm and has modules of specific
sizes, possibly different from those in the other representa-
tions. Accordingly, we find the representation that maximises
M−Ms
M
Q. Figure 9 shows that for real-world networks, the
representation with maximum M−Ms
M
Q has a modularity Q
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FIG. 9. Measurements of the modular structure for the real-world networks used in this paper (see also Table I). For each network, the
values of Q and M−Ms
M
Q are plotted with respect to M for the different representations of the modular structure obtained from at least 30
realizations of the RN algorithm. Results of the MMP theory in Figs. 5 and 8 correspond to the modular structure with the maximum M−Ms
M
Q.
The networks are (a) Facebook [21], (b) protein folding [22], (c) the Polish power grid [25,26], (d) the network science coauthorships [27],
(e) the international E-road network [28], (f) the s_838 electronic circuit [29], (g) the AS Internet [23], and (h) the western US power grid [24]
network.
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close to the maximum possible Q. Hence, optimizing for
M−Ms
M
Q yields a representation with small number of modules
of very small sizes yet with high modularity, capturing the
modular structure of the network.
The results for bond percolation—shown in Fig. 8—
demonstrate that MMP improves significantly over the pre-
dictions of the MP theory for the real-world networks. The
MMP results on the Facebook [21] and protein folding [22]
networks matches very well the numerical results. For the rest
of the real-world networks considered, the MMP predictions
are close to the numerical results on the P i,i
′
k,k′ rewired version
of the corresponding real-world network [14] (Fig. 8), in
which the density of short loops is significantly reduced, but
the modular structure and degree-degree correlations inside
and between modules are preserved. This confirms that in
these real-world networks a significant cause of deviation of
numerical results from the MP theory is the emergence of
the CPCs. The MMP theory also provides a prediction of
how S varies for single realizations of the percolation process
according to the percentiles for the distribution of S (Fig. 8).
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