We investigate the instability and stability of some steady-states of a three-dimensional nonhomogeneous incompressible viscous flow driven by gravity in a bounded domain Ω of class C 2 . When the steady density is heavier with increasing height (i.e., the Rayleigh-Taylor steady-state), we show that the steady-state is linear unstable (i.e., the linear solution grows in time in H 2 ) by constructing a (standard) energy functional and exploiting the modified variational method. Then, by introducing a new energy functional and using a careful bootstrap argument, we further show that the steady-state is nonlinear unstable in the sense of Hadamard. When the steady density is lighter with increasing height, we show, with the help of a restricted condition imposed on steady density, that the steady-state is linearly globally stable and nonlinearly locally stable in the sense of Hadamard.
Introduction
The motion of a three-dimensional (3D) nonhomogeneous incompressible viscous fluid in the presence of a uniform gravitational field in a bounded domain Ω ⊂ R 3 of C 2 -class is governed by the following Navier-Stokes equations:      ρ t + v · ∇ρ = 0, ρv t + ρv · ∇v + ∇p = µ∆v − gρe 3 , divv = 0, (1.1) where the unknowns ρ := ρ(t, x), v := v(t, x) and p := p(t, x) denote the density, velocity and pressure of the fluid, respectively; µ > 0 stands for the coefficient of shear viscosity, g > 0 for the gravitational constant, e 3 = (0, 0, 1) for the vertical unit vector, and −ge 3 for the gravitational force. In the system (1.1) the equation (1.1) 1 is the continuity equation, while (1.1) 2 describes the balance law of momentum.
The stability/instability of viscous incompressible flows governed by the Navier-Stokes equations is a classical subject with a very extensive literature over more than 100 years. In this paper we study the instability and stability of the following steady-state to the system (1.1): v(t, x) ≡ 0, ∇p = −ρge 3 in Ω.
It is easy to show that the steady densityρ only depends on x 3 , the third component of x, providedρ ∈ C 1 (Ω). Hence we denoteρ ′ := ∂ x 3ρ in this paper for simplicity. Moreover, we can compute out the corresponding steady pressurep determined byρ. Now, denote the perturbation by ̺ = ρ −ρ, u = v − 0, q = p −p, then, (̺, u, q) satisfies the perturbed equations:
̺ t + u · ∇(̺ +ρ) = 0, (̺ +ρ)u t + (̺ +ρ)u · ∇u + ∇q = µ∆u − g̺e 3 , divu = 0.
(1.2)
To complete the statement of the perturbed problem, we specify the initial and boundary conditions: (̺, u)| t=0 = (̺ 0 , u 0 ) in Ω (1.3) and u| ∂Ω = 0 for any t > 0. (1.4) Moreover, the initial data should satisfy the compatibility condition divu 0 = 0. If we linearize the equations (1.2) around the steady state (ρ, 0), then the resulting linearized equations read as      ̺ t +ρ ′ u 3 = 0, ρu t + ∇q = µ∆u − g̺e 3 , divu = 0, (1.5) where u 3 denotes the third component of u.
First we consider the case that the steady-state is unstable, this situation corresponds to the well-known Rayleigh-Taylor (RT) instability. So, we consider the following RT density profilē ρ :=ρ(x) which exists and satisfies ρ ∈ C 2 (Ω), inf x∈Ω {ρ(x)} > 0, (1.6) andρ ′ (x 0 ) > 0 for some x 0 ∈ Ω.
(1.7)
The condition (1.7) means that there is a region in which the RT density profile has larger density with increasing x 3 (height), thus leading to the linear and nonlinear RT instability as shown in Theorem 1.1 and 1.2 below. The RT instability is well known as gravity-driven instability in fluids when a heavy fluid is on top of a light one. Instability of the linearized problem (i.e. linear instability) for an incompressible fluid was first introduced by Rayleigh in 1883 [25] . In 2003, Hwang and Guo [15] proved the nonlinear RT instability of (̺, u) L 2 (Ω) in the sense of Hadamard for a 2D nonhomogeneous incompressible inviscid fluid (i.e. µ = 0 in (1.2)-(1.3)) with boundary condition u · n| ∂Ω = 0, where Ω = {(x 1 , x 2 ) ∈ R 2 | − l < x 2 < m} and n denotes the outer normal vector to ∂Ω. Recently, Jiang et.al. [17] showed the nonlinear RT instability of u 3 L 2 (R 3 ) for the Cauchy problem of (1.2) in the sense of Lipschitz structure, and further gave the nonlinear RT instability of u 3 L 2 (Ω) in [18] in the sense of Hadamard in a unbounded horizontal period domain Ω. In addition, similar results of linear or nonlinear RT instability were established for two layer incompressible or compressible fluids with a free interface (so-called stratified fluids), where the RT steady-state solution is a denser fluid lying above a lighter one separated by a free interface and the domain is also a flat domain (such as R 3 , an infinite slab domain and a horizontal period domain), please refer to [12, 13, 24, 26] for incompressible and compressible stratified fluids, and [4, 14, 19, 20] for stratified MHD fluids.
To our best knowledge, however, it is still open mathematically whether there exists an unstable solution to the linearized problem of (1.2)-(1.4) and the nonlinear problem (1.2)-(1.4) of a 3D viscous fluid in a general bounded domain. One of the aims in the present paper is to show rigorously the instability for the initial-boundary problem (1.2)-(1.4) in a bounded domain in the sense of Hadamard. There are a number of articles studying the instability of flows in a flat domain, see, for example, the instability for the periodic BGK equilibria [11] , for the horizontal period Rayleigh-Bénard convection [10] , and for the space periodic quasi-geostrophic equation [5] , for an ideal space periodic fluid [6, 8, 27] and for the space periodic and whole space forced MHD equations [1, 9] . Compared with the flat domain case, essential difficulties in techniques arise for general domains, because one can not apply the method of the Fourier transform (or discrete mode-e iξ·x ) to analyze properties of spectrums of the associated linearized problem. Here we shall modify and adapt the modified variational method [13] for ODEs to our partial differential equations problem to circumvent such difficulties in the study the linear RT instability.
Before stating our main results, we explain the notations used throughout this paper. For simplicity, we drop the domain Ω in Sobolve spaces and the corresponding norms as well as in integrands over Ω, for example,
In addition, a product space (X) n of vector functions are still denoted by X, for examples, the vector function u ∈ (H 2 ) 3 is denoted by u ∈ H 2 with norm u H 2 := (
The first main result is on the linear instability and reads as follows. Theorem 1.1 (Linear instability). Assume that the steady density profileρ satisfies (1.6), (1.7). Then the steady state (ρ, 0) of the linearized system (1.3)-(1.5) is linearly unstable. That is, there exists an unstable solution
, where (ṽ,p) ∈ H 2 × H 1 solves the following boundary problem
with the constant growth rate Λ defined by
(1.10) Remark 1.1. For any ǫ > 0, (ǫ̺, ǫu, ǫq) is still a solution of (1.3)-(1.5) with the initial data that can be made arbitrarily small. This solution is obviously unstable thanks to (1.10).
We sketch the proof framework for Theorem 1.1. To construct a solution to the linearized equations (1.5) that has growing H k -norm for any k, we shall make a growing normal mode ansatz of solutions, i.e.,
Λt for some Λ > 0.
Substituting this ansatz into (1.5), one obtains the time-independent system
Then eliminatingρ by using the first equation, we arrive at the boundary problem (1.8). For the domain Ω, which is not a flat domain, we can not adapt the methods as in [12, 13, 15, 17] , where the boundary problem (1.8) can be changed to ordinary differential equations (ODEs) by employing the horizontal Fourier transform. In [13] , Guo and Tice used a modified variational method to construct a solution to a class of ODEs arising from the linearized partial differential equations (PDEs). In this paper, we extend the modified variational method for ODEs in [13] to the PDEs (1.8) to construct a solution of (1.8). In view of the basic idea of the modified variational method, we first modify the boundary problem (1.11) as follows. 12) which has a standard energy E(ṽ, s) (see (2.1)) and an associated admissible set A (see (2.2)). Denoting α(s) := supṽ ∈A E(ṽ, s), then by virtue of the variational method, there exists a pair of functions (ṽ,p) which solves (1.12) with Λ = α(s) for each s > 0. By investigating the properties of α(s), we further find that there is a finite interval (0, S) such that α(s) ∈ C(0, S) and α(s) > 0 on (0, S). Moreover, lim s→0 α(s) > 0 and lim s→S α(s) = 0. It is not difficult to see that by a fixed point argument, we immediately get functions (ṽ,p) satisfying (1.12) with Λ = α(Λ) > 0. Thus we conclude Theorem 1.1. Based on Theorem 1.1, we can establish the following nonlinear instability result.
Theorem 1.2 (Nonlinear instability).
Assume that the RT density profileρ satisfies (1.6) and
Then, the steady state (ρ, 0) of the system (1.2)-(1.4) is unstable in the Hadamard sense, that is, there are positive constants Λ, m 0 , ε and δ 0 , and functions (̺ 0 ,ū 0 ) ∈ H 2 × H 2 , such that for any δ ∈ (0, δ 0 ) and the initial data (̺ 0 , u 0 ) := (δ̺ 0 , δū 0 ) there is a unique strong solution
, where T max denotes the maximal time of existence of the solution (̺, u). Now we sketch the main idea in the proof of Theorem 1.1. Similarly to [13, 15] , we can use energy estimates to show that Λ in e Λt constructed in Theorem 1.1 is the sharp growth rate in the norm
This means that the initial velocity u 0 ∈ H 2 should be divergence-free (i.e., the compatibility condition divu 0 = 0). So, if we use Duhamel's principle in the standard bootstrap argument, the nonlinear term "(̺ +ρ)u · ∇u + ̺u t " in (1.2) should belong to H 2 and satisfy the compatibility condition of divergence-free. Unfortunately, the nonlinear term does not possess the property of divergence-free in general. We remark here that for weak solutions, this will not yields any difficulties because the compatibility conditions of high order are not needed as studied in other articles (see [1, 9] for examples). To circumvent this obstacle, we shall use some specific energy estimates to replace Duhamel's principle. However, in the derivation of the energy estimates, we find that we have to control u tt , hence the nonlinear solution must be a classical solution, this requires that the initial velocity of the nonlinear problem has to satisfy the higher compatibility conditions (such as
However, the initial velocity of the linear solution constructed in Theorem 1.1 could not satisfy the higher compatibility condition of the initial velocity for the nonlinear system (1.2)-(1.4). To overcome this difficulty, we introduce a new energy functional E N (ρ,ṽ) (see (3.2) ) with a new admissible set A N (see (3. 3)) for the time-independet system (1.11) under the condition (1.13). It is interesting that the growth rate re-defined by
is equal to the growth rate constructed by (1.9) (see Proposition 3.2). This fact is very important, since we shall further show that Λ of e Λt is the sharp growth rate in the lower norm " (1.14) . This shows that the initial data of the linear solutions can be used as the initial data of the strong solutions to the nonlinear system (1.2)-(1.4). Consequently, we can circumvent the problem of the higher compatibility condition.
An interesting question arises whether the nonlinear system is stable when the steady density is lighter with increasing height (i.e.,ρ ′ (x) ≤ 0 for any x ∈ Ω). Unfortunately, we still can not give a complete answer to this question. We have, however, the following stability results by employing the standard energy method, ifρ satisfies an additional condition. (1) Then the linearized system (1.3)-(1.5) is globally stable. That is, for any
where the constant C only depends on g, µ andρ. Moreover, u is asymptotically stable, i.e., (1.16 ) with a different constant C depending on g, µ andρ only, and
where the constant δ 0 (K) depends on g, µ andρ, and is nonincreasing on K, and the constant C(K) depends on g, µ andρ, and is nondecreasing on K.
Remark 1.2. We point out that the smallness condition on the initial data in (2) of Theorem 1.3 is needed in the derivation of the higher order stable estimate (1.19).
The rest of this paper is organized as follows: In Sections 2, 5 and 6, we give the proof of Theorem 1.1, 1.2 and 1.3, respectively. In Section 3 and 4, we analyze the growth rates and deduce the nonlinear energy estimates, which will be used in the proof of Theorem 1.3.
Proof of the linear instability
In this section, we adapt the modified variational method to show Theorem 1.1. First, multiplying (1.8) byṽ and integrating the resulting identity, we get
Hence the standard energy functional of (1.12) can be given by
with an associated admissible set
Thus we can find a Λ by maximizing
Obviously, supṽ ∈A E(ṽ) < ∞ for any s ≥ 0. In order to emphasize the dependence of E(ṽ) upon s > 0, we will sometimes write
Next we show that a maximizer of (2.3) exists, and that the corresponding Euler-Lagrange equations are equivalent to (1.12).
Proposition 2.1. Assume that the steady density profileρ satisfȳ
then for any but fixed s > 0, the following assertions are valid.
(1) E(ṽ) achieves its supremum on A.
(2) Letṽ 0 be a maximizer and Λ := supṽ ∈A E(ṽ) > 0, then there exists a corresponding pressure fieldp 0 associated toṽ 0 , such that the triple (ṽ 0 ,p 0 , Λ) satisfies the boundary problem (1.12). Moreover,
Proof.
(1) Letṽ n ∈ A be a maximizing sequence, then E(ṽ n ) is lower bound. This together with (2.2) implies thatṽ n is bounded in H 1 . So, there exists aṽ 0 ∈ H 1 ∩ A and a subsequence (still denoted by v n for simplicity), such thatṽ n →ṽ 0 weakly in H 1 and strongly in L 2 . Moreover, by the lower semi-continuity, one has
which shows that E(ṽ) achieves its supremum on A.
(2) To show the second assertion, we notice that since E(ṽ) and J(ṽ) are homogeneous of degree 2, (2.3) is equivalent to
For any τ ∈ R and w ∈ H σ 0 , we takew(τ ) :=ṽ 0 + τ w. Then (2.5) implies
If we set I(τ ) = E(w(τ )) − Λ 2 J(w(τ )), then we see that I(τ ) ∈ C 1 (R), I(τ ) ≤ 0 for all τ ∈ R and I(0) = 0. This implies I ′ (0) = 0. Hence, a direct computation leads to
which implies thatṽ is a weak solution to the boundary problem (1.12). Hereṽ 03 denotes the third component ofṽ 0 . Thus, it follows from the classical regularity theory on the Stokes equations (see [7, Theorem IV.6 .1]) and the condition (2.4) that there are constants c 1 dependent of the domain Ω), and c 2 dependent of g, Λ, Ω andρ, such that
wherep 0 ∈ H 1 is the corresponding pressure field associated toṽ 0 . This completes the proof.
Next, we want to show that there is a fixed point such that Λ = s > 0. To this end, we first give some properties of α(s) as a function of s > 0. Proposition 2.2. Assume that the steady density profileρ satisfies (2.4). Then the function α(s) defined on (0, ∞) enjoys the following properties:
(2) There are constants c 3 , c 4 > 0 which depend on g,ρ and µ, such that
Hence α(s) is nonincreasing on (0, ∞). Next we use this fact to show the continuity of α(s).
Let I := [a, b] ⊂ (0, ∞) be a bounded interval. In view of (2.4) and the monotonicity of α(s), we know that
On the other hand, for any s ∈ I, there exists a maximizing sequence {ṽ
Making use of (2.1), (2.7) and (2.8), we infer that
Thus, for s i ∈ I (i = 1, 2), we further find that
Reversing the role of the indices 1 and 2 in the derivation of the inequality (2.9), we obtain the same boundedness with the indices switched. Therefore, we deduce that
We turn to prove (2.6). We first construct a function v ∈ A such that
Noting that sinceρ ′ (x 0 ) > 0 for some point x 0 ∈ Ω and the domain Ω is an open set, there is a ball B
, and f (r) = 0 if |r| ≥ δ/4, and define thenv
It is easy to check that the non-zero functionv(
(Ω) and satisfies (2.10) With (2.10) to hand, one has
for two positive constants c 3 := c 3 (g,ρ) and c 4 := c 4 (g, µ,ρ). This completes the proof of Proposition 2.2.
Next we show that there exists a pair of functions (ṽ,p) satisfying (1.8) with grow rate Λ.
By virtue of Proposition 2.2, S > 0, and moreover, α(s) > 0 for any s < S. Since α(s) = supṽ ∈A E(ṽ, s) < ∞, using the monotonicity of α(s), we see that On the other hand, by virtue of Poincaré's inequality, there is a constant c 5 dependent of g, ρ and Ω, such that
which implies that α(s) ≤ 0 for any s > c 5 /µ.
Now, using a fixed-point argument, exploiting (2.12), (2.13), and the continuity of α(s) on (0, S), we find that there exists a unique Λ ∈ (0, S), such that
In view of Proposition 2.1, there is a solution (ṽ,p) ∈ H 2 × H 1 to the problem (1.12) with Λ constructed in (2.14). Moreover, Λ 2 = E(ṽ, Λ),ṽ 3 ≡ 0 by (2.14) and (2.1). By the embedding theorem,ṽ ∈ C 0,ς (Ω) for some constant ς ∈ (0, 1); moreover, from the fact that divṽ = 0 and v| Ω = 0 we getṽ 
Additional results on the sharp growth rate
In this section, we shall show that Λ constructed by (2.14) is the sharp growth rate of arbitrary solutions to the linearized problem (1.3)-(1.5). Since the density varies, the spectrum of the linear operator is difficult to analyze, and it is hard to obtain the largest growth rate of the solution operator in some Sobolev space in the usual way. Instead, motivated by [13] 
To obtain the sharp growth rate in the lower norm, we shall look for a new definition of Λ. First we change the boundary problem (1.11) into the following form:
The new form (3.1) has a fine variational structure under the condition (1.13). In fact, multiplying (3.1) 1 and (3.1) 2 byρ andṽ, respectively, integrating the resulting identities, and adding them, we get
So, we define an energy functional of (3.1) by
By virtue of the condition of steady densityρ, obviously sup (ρ,ṽ)∈A N E N (ρ,ṽ) < ∞. Moreover, from Proposition 2.3 we see that there is a pair of functions (ρ, v) ∈ A N , such that
Hence, sup (ρ,ṽ)∈A N E N (ρ,ṽ) > 0. Next we show that a maximizer of (3.4) exists and that the corresponding Euler-Lagrange equations are equivalent to the boundary problem (3.1).
(1) E N (ρ,ṽ) achieves its supremum on A N . (2) Let (ρ 0 ,v 0 ) be a maximizer and Λ = sup (ρ,ṽ)∈A N E N (ρ,ṽ), then there is ap 0 such that (ρ 0 , v 0 ,p 0 , Λ) satisfies the boundary problem (3.1). Moreover,
(1) Let (ρ n ,ṽ n ) ∈ A N be a maximizing sequence, then E N (ρ n ,ṽ n ) is lower bounded. This together with (3.
and a subsequence (still denoted by (ρ n ,ṽ n ) for simplicity), such thatρ n →ρ 0 weakly in L 2 , andṽ n →ṽ 0 weakly in H σ 0 and strongly in L 2 . Moreover, by the lower semicontinuity, one has 0 < sup
and
which imply sup
where we have denoted the third component ofṽ n byṽ n3 . Suppose by contradiction that J((ρ 0 ,ṽ 0 )) < 1. In view of the homogeneity of J, we may find an α > 1 so that J(α(ρ 0 ,ṽ 0 )) = 1, i.e., we may scale up (ρ 0 ,ṽ 0 ) so that α(ρ 0 ,ṽ 0 ) ∈ A N . From this we deduce that
which is a contradiction since α(ρ,ṽ 0 ) ∈ A N . Hence J((ρ 0 ,ṽ 0 )) = 1. This shows that E(ρ,ṽ) achieves its supremum on A N .
(2) Notice that since E(ρ,ṽ) and J(ρ,ṽ) are homogeneous of degree 2, the definition (3.4) is equivalent to Λ = sup
For any τ ∈ R, φ ∈ L 2 and w ∈ H σ 0 , we take (φ,w) := (ρ 0 + τ φ,ṽ 0 + τ w), then (3.5) implies
If we set I(τ ) = E(φ,w) − ΛJ(φ,w), then I(τ ) ∈ C 1 (R), I(τ ) ≤ 0 for all τ ∈ R and I(0) = 0. This implies I ′ (0) = 0. Hence, a direct computation leads to
∇w +ρ 0 w 3 +ṽ 03 φ dx, which implies that Thus, it follows from the classical regularity theory on the Stokes equations that there are constants c 6 dependent of the domain Ω, and c 7 dependent of g, Λ, Ω andρ, such that
wherep 0 ∈ H 1 is the corresponding pressure field associated toṽ 0 . Hence, (ρ 0 ,ṽ 0 ,p 0 ) ∈ H 1 × H 2 × H 1 is a strong solution to the boundary problem (3.1) with Λ := sup (ρ,ṽ)∈A N E N (ρ,ṽ). This completes the proof. Now we are able to show that the growth rate constructed by (2.14) is indeed equal to that defined by (3.4). Proposition 3.2. Let Λ be constructed by (2.14), and
Proof. In view of Proposition 2.3, there are functions (ρ 0 ,ṽ 0 ,p 0 ) ∈ H 1 × H 2 × H 1 which solve the boundary problem (3.1) with Λ constructed by (2.14). Hence,
By virtue of the dentition (3.4), Λ ≤ Λ N . On the other hand, by Proposition 3.1, we see that there are functions (ρ 0 ,v 0 ,p 0 ) which solve the boundary problem (3.1) with Λ = Λ N > 0. Hence,
Thanks to (2.11), Λ N ∈ (0, S). Thus, we can use the monotonicity of supṽ ∈A E(ṽ, s) on the variable s to infer that Λ
Hence, Λ N ≤ Λ, which gives Λ = Λ N .
Next, we use the energy method to show that Λ is the sharp growth rate of arbitrary solutions to the linearized problem (1.5). 1 is satisfied, and let (̺, u, q) solve the following linearized problem
with initial and boundary conditions (̺, u)| t=0 = (̺ 0 , u 0 ) in Ω and u| ∂Ω = 0 for any t > 0. Then, we have the following estimates for any t ≥ 0.
where Λ is constructed by (2.14), and the constant C may depend on g, µ,ρ and Λ. In addition, ifρ further satisfies inf x∈Ω {ρ ′ (x)} > 0, then
where the constant C only depends on g andρ.
Proof. Let (̺, u, q) solve the initial and boundary value problem above. In what follows, we denote by C a generic positive constant which may depend on µ, g, Λ,ρ and Ω. We differentiate the linearized momentum (3.6) 2 in time, multiply the resulting equation by u t and then integrate (by parts) over Ω to obtain
Using the linearized mass equation (3.6) 1 , we get
Thanks to (2.14), we have
Thus, integrating (3.6) in time from 0 to t and using (3.11), we get
(3.12)
, where the first term on the right-hand side of (3.12) can bounded in terms of the initial data (̺ 0 , u 0 ). In fact, from (3.6) 2 and (1.6) we get
which implies
. Integrating in time and using Cauchy-Schwarz's inequality, we find that
On the other hand,
Hence, putting (3.12)-(3.14) together, we obtain the differential inequality
An application of Gronwall's inequality then shows that
for any t ≥ 0. Thus, making use of (3.12), (3.13) and (3.15), we deduce that
which, together with Poincaré's inequality, yields
Hence, using (1.5) 1 , we have
where X = L 2 or H 1 . Thus (3.7) is proved. From the classical regularity theory on the Stokes equations it follows that
which combined with (3.16) and (3.7) gives (3.8).
Finally, we prove (3.9) under the condition of inf x∈Ω {ρ ′ (x)} > 0. Multiplying (3.6) 1 and (3.6) 2 by ̺/ρ ′ and u/g, respectively, adding the resulting equalities, and integrating over Ω (by parts), one has
On the other hand, thanks to (3.4) and Proposition 3.2, we have
Consequently, one has
which together with Gronwall's inequality yields
Therefore, (3.9) is obtained.
Nonlinear energy estimates
In this section, we first formally derive some nonlinear energy estimates for the perturbed problem, which will be used in the proof of Theorem 1.2 in Section 5. To this end, let (̺, u, q) be a classical solution of the perturbed problem (1.2)-(1.4) with ρ := ̺ +ρ > 0, and the initial density satisfies 0 < inf x∈Ω {ρ 0 (x)} ≤ sup x∈Ω {ρ 0 (x)} < ∞, where ρ 0 := ̺ 0 +ρ. Moreover, we assume that the classical solution (̺, u, q) is sufficiently regular so that the procedure of formal deduction makes sense. In what follows, we denote by C a generic positive constant which may depend on µ, g,ρ and Ω.
Estimates for the density and velocity
We first observe that the continuity equation (1.2) 1 and the incompressibility condition (1.2) 3 imply immediately that for any t > 0 and x ∈ Ω, 0 < inf
This property will be repeatedly used to bound the density below. From the continuity equation and the incompressibility condition it follows that
Multiplying (1.2) 2 by u, using (1.2) 1 , and then integrating (by parts) over Ω, we obtain
Adding the above two equalities and using Hölder's inequality, we conclude
To control u t , we multiply (1.2) 2 by u t in L 2 and apply Cauchy-Schwarz's inequality to infer that
where the second term on the right hand side can be bounded as follows, using the embedding theorem, and Poincaré's, Hölder's and interpolation inequalities.
Putting the above inequality into (4.4) and using (4.1), we conclude that
We proceed to derive higher-order estimates of the density and velocity. Using (1.2) 1 and keeping in mind that p = q +p, we can rewrite (1.2) 2 as
whence, by taking the time derivative,
which, by using the continuity equation, can be written as
Hence, by integrating by parts, we see that
where I j can be bounded as follows, employing straightforward calculations.
Here C(ε) is a positive constant which depends on ε and ρ L ∞ . Taking ε = µ/12 and inserting all the above estimates into (4.6), we conclude
4.2. Energy estimates Adding (4.3), (4.5) and (4.7) together, we find that
On the other hand, multiplying (1.2) 2 by u t in L 2 and recalling div u t = 0, we see that
whence,
Taking t → 0 in the above inequality, one gets lim sup
Therefore, we conclude from (4.8) that
We recall again that the pair (u, q) solves the Stokes equations:
Thus, it follows from the classical regularity theory on the Stokes equations that
(4.10)
which, together with (4.9), results in
In addition, based on (4.11), one can infer higher regularity of ̺. Observing that ̺ satisfies
we integrate over Ω, sum over j and use (1.6) to infer that
Applying Gronwall's inequality, one finds that
On the other hand, arguing analogously to (4.2), we can deduce from (1.2) 1 that
Moreover, it follows from the classical regularity theory on the Stokes equations that (4.14) while making use of (4.11)-(4.14), we infer that 15) where the constant C(· · · ·) is nondecreasing on its four variables. Now we mention that the local existence of strong solutions to the 3D nonhomogeneous incompressible Navier-Stokes equations have been established, see [2, 3] for example. In particular, by a slight modification in arguments, one can follow the proof in [3] to obtain a local existence result of a unique strong solution (ρ, v)
to the perturbed problem (1.2)-(1.4); moreover the strong solution satisfies the above a priori estimates. The proof is standard by means of energy estimates, and hence we omit it here. Consequently, summing up the above a priori estimates, we can arrive at the following conclusion: Proposition 4.1. Assume that the RT density profileρ satisfies (1.6). For any given initial data (̺ 0 , u 0 ) ∈ (H 1 ∩L ∞ )×H 2 satisfying inf x∈Ω {ρ 0 (x)} > 0, and the compatibility conditions u| ∂Ω = 0 and divu 0 = 0, there exist a T > 0 and a unique strong solution
to the perturbed problem (1.2)-(1.4). Moreover, there is a constantδ 0 ∈ (0, 1], such that if E(t) ≤δ 0 on [0, T ], then the strong solution satisfies
where the constant C only depends on µ, g,ρ and Ω.
Proof of the nonlinear instability
Now we are in a position to prove Theorem 1.2 by adopting the basic ideas in [11, 16, 26] . First, in view of Theorem 1.1, we can construct a linear solution
to (1.3)-(1.5) with the initial data (̺ 0 ,ū 0 ) ∈ H 2 × H 2 and divū 0 = 0. Moreover, this solution satisfies 
where the value of ε 0 , independent of δ, is sufficiently small and will be fixed later. We then define
where T max denotes the maximal time of existence. Obviously, T * T * * > 0, and furthermore,
Then for all t ≤ min{T δ , T * , T * * }, we deduce from the estimate (4.16) and the definition of T * and T * * that 
for some constant C 3 dependent ofρ, ̺ 0 H 1 , C 2 and the embedding constant C 0 . Similarly, one has
Applying Gronwall's inequality to the above inequality, one obtains that for all t ≤ min{T δ , T * , T * * },
for some constant C 5 .
(5.9)
Now, we claim that 10) provided that small ε 0 is taken to be
where
Moreover, from (5.6) and (5.3) we get
which contradicts with (5.4). On the other hand, if T * * = min{T δ , T * , T * * }, then T * * < T max . Moreover, in view of (5.1), (5.3) and (5.9), we see that
<2δC 1 e ΛT * * , which also contradicts with (5.5). Therefore, (5.10) holds. Finally, we again use (5.11) and (5.9) to deduce that 
Proof of the stability
Similar to the proof of Proposition 4.1, we see that to get Theorem 1.3, it suffices to deduce the a priori estimates (1.16)-(1.17) . In what follows, we denote by C a generic positive constant which may depend on µ, g,ρ and Ω.
Let (̺, u) solve the linearized problem (1.3)-(1.5) with an associated pressure q. Recalling the condition sup x∈Ωρ ′ (x) < 0 in Theorem 1.3, we can derive from the linearized mass and momentum equations that d dt
Adding the above two equalities, one gets
which immediately yields the estimate (1.16), i.e,
Analogous to (3.10), we find that u satisfies
On the other hand, by the classical regularity theory on the Stokes equations, one infers that
which combined with (6.3) implies
Finally, by the well-known Gagliardo-Nirenberg interpolation inequality (see [22, Theorem] ), we have 5) which yields that
Consequently, we deduce from (6.3) and (6.4) that 
(6.8) Hence u(t) H 1 ∈ W 1,1 (0, ∞), which implies (1.18), i.e., u(t) H 1 → 0 as t → ∞. In addition, for any T > 0, using (6.3) and (6.7), we can derive more a priori estimates ∇ρ ∈ L ∞ ((0, T ), L 2 (Ω)), ρ t ∈ L ∞ ((0, T ), H 1 (Ω)) and ∇ 3 u ∈ L 2 ((0, T ), L 2 (Ω)) for the linearized equations (1.5). With these a priori estimates and (1.18), adapting the Faedo-Galerkin approximation scheme as done in [3] , we can easily obtain the first assertion in Theorem 1.3.
To show the a priori estimates of the second assertion in Theorem 1.3, we let (̺, u) solve the perturbed problem (1.2)-(1.4) with the associated pressure q. Recalling thatρ ′ is constant, we deduce from (1.2) that (̺, u) satisfies
where ρ = ̺ +ρ. Therefore, we have
If we argue in a manner similar to that in the derivation of (4.6), we find that 
Letting sup x∈Ω {ρ 0 (x)} ≤ K, since 0 < inf x∈Ω {ρ 0 (x)} ≤ ρ(t, x) ≤ sup x∈Ω {ρ 0 (x)} for any t > 0 and x ∈ Ω,
Hence,
Similar to (4.7), we conclude
while in a manner similar to (4.10), one obtains
which, together with (6.5), yields 12) provided that ∇u L 2 is sufficiently small. Thus, we can make use of (6.9), (6.11), (6.12) and Poincaré's inequality to conclude that
Hence, if (̺, ∇u) L 2 , dependent of K, is sufficiently small, then
from which it follows that (̺, u, u t )(t)
Consequently, using (6.6), (6.12) and (6.13), we arrive at 14) provided (̺, ∇u) H 1 , dependent of K, is sufficiently small. So we shall impose smallness condition (dependent of K) on the initial data (̺ 0 , u 0 , ∆u 0 ) 2 L 2 to get (6.14). In addition, we also have the estimate (6.8), thus u(t) H 1 → 0 as t → ∞. Moreover, for any T > 0, we can use (6.10) and (6.14) to get more a priori estimates ∇ρ ∈ L ∞ ((0, T ), L 2 (Ω)), ρ t ∈ L ∞ ((0, T ), H 1 (Ω)) and ∇ 3 u ∈ L 2 ((0, T ), L 2 (Ω)) for the the perturbed problem (1.2)-(1.4). With the help of these a priori estimates, we can adapt the Faedo-Galerkin approximation as in [3] to easily obtain the second assertion in Theorem 1.3. This completes the proof of Theorem 1.3.
