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1. Introduction.
Numerous attempts to reconcile General Relativity with Quantum Mechanics appear
to lead to descriptions of space and time at the Planck scale where notions such as locality,
unitarity and causality are in jeopardy. In particular Super String theories only allow
for computations of on-shell amplitudes, so that the local nature of the laws of physics
becomes obscure. A further complication is the holographic principley , which states that
the total dimensionality of Hilbert space is controlled rather by the surface than by the
volume of a given region in space.
As this situation is fundamentally dierent from what we have both in non-relativistic
Quantum Mechanics and in relativistic quantum eld theories, including the Standard
Model, it appears to be quite reasonable to reconsider the foundations of Quantum Me-
chanics itself. Exactly to what extent a completely deterministic hidden variable theory
is feasible is still not understood; leaving this question aside for the time being, it may
nevertheless be instructive to formulate some general and useful mathematical starting
points.
In a previous paper 3 it was shown how a quantum eld theory of free scalar particles
can be mapped onto a classical eld theory. The ontological states of the classical theory
form the basis of a Hilbert space, and these states evolve in accordance with a Schro¨dinger
equation that coincides with the Schro¨dinger equation of the quantum theory 4 . Thus, the
classical model can be used to ‘interpret’ the quantum mechanics of the quantum theory.
The price one pays is two-fold: rst, a large invariance group (‘gauge group’) must be
introduced in the classical system, and we must restrict ourselves to those observables which
are invariant under the transformations of this group. Since the gauge transformations are
non-local, the observables are not obviously well-dened locally. Secondly, the procedure is
known to work only in some very special cases: either massless non-interacting fermions (in
 4 space-time dimensions), or free scalar particles (massless or massive, in any number
of space-time dimensions).
There are reasons to suspect however that more general models might exist that allow
such mappings, and it may not be entirely unreasonable to conjecture that physically
reasonable models will eventually be included. In this contribution, we show how to handle
free Maxwell elds, a result that is not quite trivial because of our desire to keep rotational
covariance.
Secondly, we show how to handle Lorentz transformations. The examples treated
here turn out to be Lorentz-invariant classical theories. For the Maxwell case, this is not
a trivial derivation, requiring an interplay between our ontological gauge group and the
Weyl gauge group.
In Sects. 2 and 3, we briefly resume the argument from Ref 3 that the quantum
harmonic oscillator corresponds to classical circular motion, and that free scalar quantized
elds can be linked to a classical theory with a special kind of gauge invariance, such that
y The general notion underlying this principle can be found in Ref 1 . The word “holography”
was mentioned in print, I think, first in Ref 2 .
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all its Fourier modes are purely circular degrees of freedom.
Lorentz transformations are discussed in Sect. 4. The Maxwell case is handled in
Sect. 5. We add a brief discussion of the situation for fermions in Sect. 6, and the inter-
pretation of our gauge transformations in terms of a dissipation theory (Sect. 7).
2. Harmonic oscillators.
We start with a deterministic system, consisting of a set of N states,
f(0), (1),    , (N − 1)g
on a circle. Time is discrete, the unit time steps having length τ (the continuum limit is
left for later). The evolution law is:
t ! t + τ : (ν) ! (ν + 1 modN) . (2.1)
Introducing a basis for a Hilbert space spanned by the states (ν) , the evolution operator
can be written as











The phase factor in front of the matrix is of little importance; it is there for future conve-
nience. Its eigenstates are denoted as jni , n = 0,    , N − 1.
This law can be represented by a Hamiltonian using the notation of quantum physics:





The 12 comes from the aforementioned phase factor. Next, we apply the algebra of the
SU(2) generators Lx , Ly and Lz , so we write
N
def= 2` + 1 , n def= m + ` , m = −`,    , ` . (2.4)
Using the quantum numbers m rather than n to denote the eigenstates, we have




jmi or H = 2pi(2`+1)τ (Lz + ` + 12 ) . (2.5)
This Hamiltonian resembles the harmonic oscillator Hamiltonian with angular frequencies
ω = 2pi/(2` + 1)τ , except for the fact that there is an upper bound for the energy. This
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upper bound disappears in the continuum limit, if ` ! 1 , τ # 0. Using Lx and Ly , we
can make the correspondence more explicit. Write
Ljmi def=
p
`(` + 1)−m(m 1) jm 1i ;
L




def= αLx , p^













The commutation rules are








z = `(` + 1) , (2.9)
we have
H = 12ω










The coecients α and β in Eqs. (2.7) have been tuned to give (2.8) and (2.10) their most
desirable form.
Now consider the continuum limit, τ # 0, with ω = 2pi/(2` + 1)τ xed, for those
states for which the energy stays limited. We see that the commutation rule (2.8) for x^
and p^ becomes the conventional one, and the Hamiltonian becomes that of the conventional
harmonic oscillator. There are no other states than the legal ones, and their energies are
bounded, as can be seen not only from (2.10) but rather from the original denition (2.5).
Note that, in the continuum limit, both x^ and p^ become continuous operators.
The way in which these operators act on the ‘primordial’ or ‘ontological’ states (ν)
of Eq. (2.1) can be derived from (2.6) and (2.7), if we realize that the states jmi are just
the discrete Fourier transforms of the states (ν) . This way, also the relation between the
eigenstates of x^ and p^ and the states (ν) can be determined. Only in a fairly crude way,
x^ and p^ give information on where on the circle our ontological object is; both x^ and p^
narrow down the value of ν of our states (ν) .
The most important conclusion from this section is that there is a close relationship
between the quantum harmonic oscillator and the classical particle moving along a circle.
The period of the oscillator is equal to the period of the trajectory along the circle. We
started our considerations by having time discrete, and only a nite number of states. This
is because the continuum limit is a rather delicate one. One cannot directly start with the
continuum because then the Hamiltonian does not seem to be bounded from below.
The price we pay for a properly bounded Hamiltonian is the square root in Eq. (2.6);
it may cause complications when we attempt to introduce interactions, but this is not the
subject of this paper.
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3. Free scalar particles.
Now consider the Klein-Gordon equation describing a quantized eld φ ,
(− µ2)φ− φ¨ = 0 , (3.2)
where the dots refer to time dierentiation. It represents coupled harmonic oscillators. We
decouple them by diagonalizing the equation, that is, we consider the Fourier modes. For
each Fourier mode, with given ~k , there are two quantum harmonic oscillators, because
the Fourier coecients are complex.
In principle, the procedure to be followed may appear to be straightforward: introduce
a dynamical degree of freedom moving on a circle, with angular frequencies ω(~k) = (~k2 +
µ2)1/2 , for each of these modes. The question is, how to introduce a model for which
the Fourier modes contain just such degrees of freedom; an ordinary classical eld, to be
denoted as fϕ(~x, t)g , would contain Fourier modes, ϕ^(~k, t) , which do not only have a
circular degree of freedom, but also an amplitude:
ϕ(~x, t) def= (2pi)−3/2
Z
d3~k ϕ^(~k, t) ei~k~x . (3.1)
ϕ^(~k, t) are all classical oscillators. They are not conned to the circle, but the real parts,
<(ϕ^(~k, t)) , and the imaginary parts, =(ϕ^(~k, t)) of every Fourier mode each move in a
two-dimensional phase space. If we want to reproduce the quantum system, we have to
replace these two-dimensional phase spaces by one-dimensional circles.
The trick that will be employed is to introduce a new kind of gauge invariance. In a
given classical oscillator
_x = y , _y = −ω2x , (3.2)
we want to declare that the amplitude is unobservable; only the phase is physical. So, we
introduce transformations of the form
x ! x , y ! y , (3.3)
where the transformation parameter  is a real, positive number.
Now, however, a certain amount of care is needed. We do not want to destroy transla-
tion invariance. A space translation would mix up the real and imaginary parts of ϕ^(~k, t)
and _^ϕ(~k, t) . This is why it is not advised to start from the real part and the imaginary
part, and subject these to the transformations (3.3) separately. Rather, we note that, at
each ~k , there are two oscillatory modes, a positive and a negative frequency. Thus, in
general,
ϕ^(~k, t) = A(~k) eiωt + B(~k) e−iωt ;
_^ϕ(~k, t) = iωA(~k) eiωt − iωB(~k) e−iωt ,
(3.4)
where ω = (~k2 +µ2)1/2 . It is these amplitudes that we may subject to the transformations
(3.3), so that we only keep the circular motions eiωt .
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Thus, we introduce the ‘gauge transformation’
A(~k) ! R1(~k)A(~k) ,
B(~k) ! R2(~k)B(~k) ,
(3.5)
where R1(~k) and R2(~k) are real, positive functions of ~k . The only quantities invariant
under these two transformations are the phases of A and B , which is what we want. In
terms of ϕ and _ϕ , the transformation reads:








K^1(~k) = R1+R22 ,
K^2(~k) = R2−R12ω ,
(3.7)
















Since R1 and R2 are real in ~k -space, the kernels K1 and K2 obey the constraints:
K1(~y) = K1(−~y) ; K2(~y) = −K2(−~y) , (3.9)
and they are time-independent. The classical Klein-Gordon equation is obviously invariant
under these transformations. The fact that R1 and R2 are constrained to be positive,
amounts to limiting oneself to the homogeneous part of the gauge group. z
Note that the requirement that physical observables are invariant under these transfor-
mations, essentially reduces the set of physically observable dynamical degrees of freedom
by half. This is essentially what Quantum Mechanics does: in Quantum Mechanics, a
complete specication of only coordinates or only momenta suces to x the degrees of
freedom at a given time; in a classical theory, one would normally have to specify coordi-
nates as well as momenta.
Although the gauge group is a very large one, it should still be characterized as a
global gauge group, since the kernels Ki depend on ~y and not on ~x , and they are time
independent.
z Alternatively, one could consider dropping such limitations, which would require dividing the
angular frequencies ω by a factor 2, because then the phase angles are defined modulo 180 only.
We believe however that the resulting theory will be physically unacceptable.
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4. Lorentz invariance.
The gauge transformation (3.8) is non-local in space, but local in time. Hence, one
could question whether the selection of gauge invariant observables is Lorentz invariant. Of
course, rotational invariance is evident from the notation, even though the kernels Ki(~y)
are in general not rotationally invariant. The fact that Lorentz invariance still holds, is
guaranteed by the equations of motion of the eld ϕ(~x, t) . This is derived as follows.
Consider an innitesimal Lorentz rotation in the x -direction, given the elds ϕ(~x, 0)
and _ϕ(~x, 0) at t = 0:
ϕ0 = ϕ + εδϕ , _ϕ0 = _ϕ + εδ _ϕ , (4.1)
where ε is innitesimal. Of course, ϕ transforms as a Lorentz scalar and _ϕ as a Lorentz
vector. We have
δϕ = x∂tϕ + t∂xϕ = x _ϕ + t∂xϕ ;
δ _ϕ = x∂t _ϕ + t∂x _ϕ + ∂xϕ = x(− µ2)ϕ + t∂x _ϕ + ∂xϕ .
(4.2)
This transforms the gauge transformation (3.8) into
φ0 ! K 01ϕ0 + K 02 _ϕ0 ;
_ϕ0 ! K 01 _ϕ0 + K 02ϕ0 .
(4.3)
with K 0i = Ki + δKi , and
δK1 = (− µ2)(x K2 −K2 x)− ∂xK2 ;
δK2 = x K1 −K1 x .
(4.4)
In these expressions, Kiϕ stands short for
R
d3~y Ki(~y)ϕ(x+~y, t) , and x K2−K2 x replaces
K2(~y) by −yx K2(~y) . We easily read o from these expressions that the transformed
kernels K 0i(~y) have the correct symmetry properties (3.9) under reflection in ~y .
This explicit calculation conrms a more abstract argument, which simply observes
that multiplying the amplitudes A and B in Eq. (3.4) by real numbers should be a Lorentz
invariant procedure.
We conclude from this section that, if in one Lorentz frame observables are required
to be invariant under all gauge rotations (3.8) that obey the symmetry constraints (3.9),
then this continues to hold in any other Lorentz frame. The theory is Lorentz invariant.
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5. Maxwell fields.
Handling theories with multiples of bosonic elds may seem to be straightforward.
In general, however, simple symmetries such as isospin or rotational invariance are not
guaranteed. Take the simple example of a vector eld ~A in 3-space. We now have three
quantum harmonic oscillators for each ~k , which would have to be linked to three circular
degrees of freedom. This would lead us to a gauge transformation of the form (3.8) for each
of the three vector components Ai separately. Clearly this is not rotationally invariant.
The kernels Ki(~y) would have to be replaced by symmetric matrices instead, but this
would give us a gauge group that is far too large.
In some special cases, this diculty can be removed, and an example at hand is the
Maxwell theory. We consider pure Maxwell elds without any charged sources. Again, we
rst diagonalize the Hamiltonian by going to Fourier space. As is well-known, the photon
has two polarizations, so at every ~k , there are now two quantum oscillators with positive
ω and two with negative ω .
Let us choose ~k to lie along the z -axis. Then A^x(~k, t) and A^y(~k, t) should rotate
into one another under rotations about the z -axis. Can we choose two rotators in such a
way that this rotation symmetry is kept?
Consider again the discretized case, where we have a nite time interval τ . The two
rotators have the same angular velocity ω = j~kj . The Hamiltonian (normalized to 2( 12ω)
for the ground state) is therefore
H = jωj(L(1)z + L(2)z + 2` + 1 . (5.1)
These states are illustrated in Fig. 1, for the case ` = 3.
States with H = (n+1)ω contain n -photons, whose total spin ranges from −n to n .
This is the range of the operator K = L(1)z −L(2)z . Thus, we have to arrange the states in
accordance with their spin values along the axis of the momentum variable ~k (which we
take to be the z -axis). This way, the energy eigenstates of our circular degrees of freedom
will automatically also be eigenstates of transverse rotations. We are lead to consider the
eld modes A , each of which has positive and negative frequencies:
A
def= Ax  iAy ; A^(~k, t) ! Aeiωt + Be−iωt . (5.2)
We can be assured that this decomposition is covariant under rotations about the z -axis.
As before, we restrict ourselves to the phase components of these degrees of free-
dom, while the amplitudes themselves are subject to gauge transformations. These gauge
transformations are
A ! KA , B ! LB , (5.3)
with K and L both real and positive.
At t = 0, we get, plugging (5.2) into (5.3):
A^i ! K^1A^i + iεijkkj K^2A^k + iL^1 _^Ai − εijkkj L^2 _^Ak ;
_^
Ai ! −iω2L^1A^i + εijkkj ω2L^2A^k + K^1 _^Ai + iεijkkj K^2 _^Ak ,
(5.4)
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H = |ω| ( Lz(1) + Lz(2) + 2 l + 1 )
K = Lz(1) − Lz(2)
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where ω = jkj and
K^1 = 14(K+ + K+ + L+ + L−) , K^2 =
1
4 ω (−K+ + K− − L+ + L−) ,
L^1 = 14 ω (−K+ −K− + L+ + L−) , L^2 = 14 ω2 (K+ −K− − L+ + L−) .
(5.5)





K1(~y)Ai(~x + ~y) + K2(~y)εijk∂jAk(~x + ~y)







L1(~y)Ai(~x + ~y) + L2(~y)εijk∂jAk(~x + ~y)




where Ki(~y) and Li(~y) now obey the following symmetry conditions:
Ki(−~y) = Ki(~y) , Li(−~y) = −Li(~y) . (5.7)
Thus, we indeed obtained a transformation rule that leaves the theory manifestly rotation-
ally covariant.
Lorentz invariance is far less trivial to establish for this system. In general, transver-
sality of the elds is guaranteed only if a Lorentz transformation is associated with a
Weyl gauge transformation. Remember that the transformation (5.6) is dened in a
given Cauchy surface t = 0. So, let us start with a given eld Ai(~x, t) with ∂iAi = 0
and A0 = 0. After an innitesimal Lorentz transformation in the z -direction, we have
Aµ ! A0µ = Aµ + εδAµ , with ε innitesimal, and
δA1,2 = z _A1,2 + t ∂3A1,2 + ∂1,2 ,
δA3 = z _A3 + t ∂3A3 + ∂3 ,
δA0 = A3 + ∂0 .
(5.8)
We nd
∂iδAi = _A3 +  , (5.9)
so, since we want the transformed elds to remain transverse, we must choose the gauge
transformation  to be
 = −−1 _A3 , (5.10)
which also implies
∂0 = −−1∂20A3 = −A3 , (5.11)
so that A0 also vanishes after the transformation. Thus we nd, at t = 0,
δAi = z _Ai −−1∂i _A3 , δ _Ai = zAi + ∂3Ai − ∂iA3 . (5.12)
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Let us write our gauge transformation (5.6) in the following shortcut notation,
~Ai = K1Ai + K2 εijk ∂jAk + L1 _Ai + L2 εijk ∂j _Ak ,
~_Ai = L1Ai + L2 εijk ∂jAk + K1 _Ai + K2 εijk ∂j _Ak ,
(5.13)
After the Lorentz transformation (5.12), we have
~A0i = ~Ai + εδ ~Ai , K
0





~_Ai , L0i = Li + εδLi ,
(5.14)
where the δ ~Ai and δ
~_Ai obey equations similar to (5.12). After a little algebra, where we
have to use the fact that the elds are transverse,
∂iAi = ∂i _Ai = 0 , (5.15)
we nd that both of the equations (5.13) are obeyed by the Lorentz transformed elds i
δK1 = (z L1 − L1 z)− L1 ∂3 , δL1 = z K1 −K1 z ,
δK2 = (z L2 − L2 z)− 2L2 ∂3 , δL2 = z K2 −K2 z −K2 −1∂3 .
(5.16)
Eq. (5.16) is written in operator notation. The kernel functions Ki(~y) and Li(~y)
transform by
δK1(~y) = −y3L1(~y)− ∂3L1(~y) , δL1(~y) = −y3K1(~y) ,
δK2(~y) = −y3L2(~y)− 2∂3L2(~y) , δL2(~y) = −y3K2(~y)− ∂3−1K2(~y) .
(5.17)
It is important to note that the transformed kernels still obey the (anti-)symmetry require-
ments (5.7). This proves that the theory is indeed Lorentz covariant.
6. Massless spinors.
Spinor elds cannot be treated in exactly the same manner. At each Fourier mode
of a Dirac eld there are only a few quantum degrees of freedom that can take only two
values. At time steps separated at a xed distance 1/piω , where ω = (~k2 +µ2)1/2 , we may
have elements of an ontological basis, but not in between, so, unlike the bosonic case, we
cannot take the limit of continuous time.
However, an other approach was described in Ref 5 . There, we note that the rst-
quantized chiral wave equation can be given an ontological basis. The massless, two-
component case is described by the Hamiltonian
H = ~σ  ~p . (6.1)
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Take the following set of operators,
fp^, p^  ~σ, p^  ~xg , (6.2)
where p^ stands for the momentum modulo its length and modulo its sign:
p^ = ~p/jpj ; p^x > 0 . (6.3)
These operators all commute with one another. Only the commutator [ p^  ~x, p^ ] requires
some scrutiny. In momentum space we see





p^ = 0 , (6.4)
because p^ has unit length; its length does not change under dilatations. Not only does the
set (6.2) commute with one another at xed time t , the operators commute at all times.
This is because p^ and p^  ~σ commute with the Hamiltonian, whereas
p^  ~x(t) = p^  ~x(0) + p^  σ t . (6.5)
For this reason, the set of basis elements in which the set of operators (6.2) are
diagonal, evolve by permutation, and we can say that the evolution of these elements is
deterministic.
If the particles do not interact, the numbers of particles and antiparticles are xed
in time, and therefore also the second quantized theory is deterministic. The only caveat
here, is the fact that the negative energy states must (nearly) all be occupied; they form
the Dirac sea. Since energy is not an ontological observable here, the process of lling
the Dirac sea is a delicate one, and therefore it is advised to introduce a cut-o: one may
assume that the values of p^  ~x form a dense but discrete lattice. The time required to
hop from one lattice point to the next is then a (tiny) time quantum. If furthermore, at
every value of the unit vector p^ , we introduce an infrared cut-o as well then the number
of states in the Dirac sea is nite, and lling the Dirac sea is straightforward.
As in the bosonic case, discreteness in time leads to an ambiguity in the Hamiltonian
due to periodicity. In this case the most obvious choice of the Hamiltonian is the symmetric
one, half of the rst-quantized states having positive energy and half negative.
We see that there is some similarity with the bosonic case. For fermions, we may
consider p^  ~x to be one of the three coordinates of a ‘classical particle’, that carries with
it the value of p^ as a flag. Replacing the particle by substituting its coordinates ~x by
~x + ~y with p^  ~y = 0 (i.e., a transverse displacement), may here also be seen as a gauge
transformation. All observables must be invariant under this gauge transformation.
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7. Dissipation.
The classical counterparts of the quantized models discussed here are time-reversible,
just as the quantum theories themselves. If we restrict ourselves to gauge-invariant observ-
ables, the classical theories described here are mathematically equivalent to the quantum
systems, the latter being familiar but very simple quantum eld models.
However, one might be inclined to go one step further. The large gauge groups may
in practice be dicult to incorporate in more complicated | hence more interesting |
settings, ones where interactions and symmetry patterns are more realistic. This is why it
may be of importance to nd an interpretation of our gauge invariance. Consider the set of
innitesimal gauge transformations out of which the nite ones can be generated. It could
be that these represent motions that cannot be predicted or tracked back into the past:
information concerning these motions is lost 5, 6 . Our fermionic particles, for instance,
perform random, uncontrollable steps sideways, while the projection of their motion along
the direction of p^ varies uniformly in time.
Viewed from this perspective, it seems that we end up with perfectly reasonable hidden
variable theories. Those properties of the system that can be followed during macroscopic
time intervals form equivalence classes of states.
In the models presented here, the equivalence classes are large, but they typically
multiply the number of degrees of freedom with a factor two or so. In quantum gravity, we
expect equivalence classes much larger than that. In the vicinity of black holes, only the
degrees of freedom at the horizon represent observables; all other degrees of freedom appear
not to be independent of those. For the interpretation and understanding of black holes,
this has been a formidable obstacle. If, however, the basis of our physical Hilbert space
can be seen to be spanned by equivalence classes, then we can simply infer that black holes
may also be represented as classical objects, where equivalence classes are large because
information is divulged by the horizon.
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