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DENSITY AND CURRENT PROFILES IN Uq(A
(1)
2 ) ZERO RANGE PROCESS
A. KUNIBA AND V. V. MANGAZEEV
Abstract
The stochastic R matrix for Uq(A
(1)
n ) introduced recently gives rise to an integrable zero range
process of n classes of particles in one dimension. For n = 2 we investigate how finitely many first
class particles fixed as defects influence the grand canonical ensemble of the second class particles.
By using the matrix product stationary probabilities involving infinite products of q-bosons, exact
formulas are derived for the local density and current of the second class particles in the large volume
limit.
1. Introduction
Zero range processes (ZRPs) [19] are stochastic particle systems on lattice modeling various flows
in granules, queuing networks, traffic and so forth. Their characteristic feature is that particles are
allowed to share a site and hop over the lattice with the rate that only depends on the occupancy and
the list of leaving particles at the departure site1. To describe their hydrodynamic limit and the rich
behavior like condensation has been an important issue in non-equilibrium statistical mechanics. See
for example [5, 8, 9] and references therein.
In the recent work [11], a stochastic R matrix for the quantum affine algebra Uq(A
(1)
n ) was con-
structed. It gives rise to discrete and continuous time Markov processes associated with a commuting
family of Markov transfer matrices. They are formulated as stochastic dynamics of n classes of par-
ticles in one dimension with zero range type interaction. Many integrable Markov processes studied
earlier, e.g. [2, 3, 12, 16, 18, 20, 21] can be identified with their special cases as summarized in [10,
Fig.1,2]. In this paper we will be concerned with the version of the model introduced in [11, Sec.3.3,
3.4], which will be called the Uq(A
(1)
n ) ZRP. When n = 1 it reduces to the zero range chipping model
introduced in [16].
Stationary states of the Uq(A
(1)
n ) ZRP were obtained in [13, 14]. Let σi = (σi,1, . . . , σi,n) ∈ Zn≥0 be
a local state, which means that there are σi,k particles of class k at the lattice site i. For the length
L periodic chain, the probability of finding the system in a given configuration (σ1, . . . , σL) ∈ (Zn≥0)
L
is expressed, up to normalization, by the matrix product formula
P(σ1, . . . , σL) = Tr(Xσ1 · · ·XσL), (1.1)
where Xσi is an operator acting on the tensor product F
⊗n
2
(n−1) of the q-boson Fock space F =
⊕m≥0C(q)|m〉. For n = 1, the Xσi is just a scalar meaning that the stationary measure is factorized.
However it is an exceptional feature limited to n = 1. For instance when n = 2, the operator Xα1,α2
for the local state (α1, α2) ∈ Z
2
≥0 reads
Xα1,α2 =
(µ; q)α1+α2
(q; q)α1(q; q)α2
(µb; q)∞
(b; q)∞
kα2cα1 ,
(µb; q)∞
(b; q)∞
=
∑
j≥0
(µ; q)j
(q; q)j
bj , (1.2)
where µ is another model parameter and the symbol (z; q)m is the q-shifted factorial defined in the
end of this section. The operators b, c and k are the q-boson creation, annihilation and the number
operators acting on F as
b|m〉 = |m+ 1〉, c|m〉 = (1− qm)|m− 1〉, k|m〉 = qm|m〉.
1 This slightly generalizes the original terminology in that an arbitrary number of particles are allowed to jump out
simultaneously. Such multiple jumps can be suppressed by setting µ → 0 in our model. See the explanation after (2.17).
1
2 A. KUNIBA AND V. V. MANGAZEEV
For n general the operatorXα1,...,αn for the local state (α1, . . . , αn) ∈ Z
n
≥0 possesses a nested structure
with respect to the rank n [14]. Thus the Uq(A
(1)
n ) ZRPs form the first systematic examples of
multispecies (or multi-class) ZRPs whose stationary measure on the ring is not factorized. The
relevant matrix product operators are also quite distinct from those in the exclusion type processes
(cf. [4, 6, 15]) in that they involve quantum dilogarithm type infinite products of q-bosons, offering a
challenge to extract physics of the model.
With this background in mind we present in this paper a modest analysis of stationary properties
of the Uq(A
(1)
2 ) ZRP based on the matrix product formula (1.1)–(1.2). We introduce finitely many
first class particles as defects and investigate their influence on the second class particles whose density
is kept finite in the infinite volume limit. To motivate this setting, although somewhat technically,
note that one must pick an equal number of b’s and c’s to get a nonzero contribution to the trace
(1.1). Therefore the sum of the expansion index j in (1.2) coming from Xσ1 , . . . , XσL in (1.1) should
coincide with the total number of the first class particles. Gathering all such contributions in the limit
L→∞ is a feasible task at least if the first class particles are kept finite.
The second class particles will be treated in the grand canonical ensemble, which means that Xα1,α2
is effectively replaced by the generating series with respect to α2 in the fugacity y:
Aα1 =
∑
α2≥0
yα2Xα1,α2 =
(µ; q)α1
(q; q)α1
(µb; q)∞
(b; q)∞
(yk; q)−1∞ c
α1(µyk; q)∞.
See (4.1) and (3.3). We stay in the regime 0 < q, µ < 1 where there is no symptom of condensation.
See the remarks around (5.9) concerning this point. The equivalence with the canonical ensemble
treatment will be argued in Section 6.3. The basic quantity is the probability P (r,m) that exactly
m second class particles are found at the site r under the condition that the sites 1, 2, . . . , s of the
periodic lattice ZL of size L contain d1, . . . , ds first class particles. To avoid the ambiguity we assume
d1, ds ≥ 1 but the choice di = 0 is still allowed for 0 < i < s. So they form a cluster of defects of size
s in general. Up to normalization the conditional probability P (r,m) is given by replacing the r th
operator from the left in
Tr
(
Ad1 · · ·AdsA
L−s
0
)
by ymXdr,m if 1 ≤ r ≤ s and by y
mX0,m elsewhere
2. Our task is to evaluate it in the infinite volume
limit L → ∞ with s and d1, . . . , ds kept fixed. The limit separates the periodic lattice ZL into the
three distinct regions I, II and III, which are the inside (1 ≤ r ≤ s), the right (r > s), and the left
(r ≤ 0) of the defect cluster, respectively. The ZL periodicity of the lattice implies that the probability
P (r,m) for the right region r > s and the left region r ≤ 0 should match when r →∞. This is indeed
the case as seen from (6.15) and (6.19).
Once the conditional probability is determined, the local density and current of the second class
particles are derived at any site r. They are physical quantities seen from the defects. The necessary
calculations are elementary. The final results are summarized in Theorem 4, 7 and 9 for the regions
I, II and III, respectively. They are expressed in terms of the q-digamma function and its derivative
together with the functions Gm,l(d1, . . . , ds) (7.10) which incorporate the effect of defects. Curiously
the latters are related to the monodromy matrices of the Uq(A
(1)
1 ) ZRP containing the fugacity y as
a spectral parameter. In Proposition 10 we will also show that the defects decrease the second class
particles in the entire system exactly by their number d1 + · · · + ds compared from the defect-free
situation.
We present the profiles of the local density and currents in a number of figures for various values
of q, µ, ρ and the defect pattern (d1, . . . , ds), where ρ denotes the average density of the second class
particles. The density profiles exhibit a peak and a valley at the left and the right boundaries of the
defect cluster, respectively. In the current profiles the peak is not observed but other behavior is more
or less similar to the density. The detail is dependent on the pattern (d1, . . . , ds) and it is not easy to
provide an intuitive explanation in general. However our result captures the mode ηj (5.3) controlling
the correlation length, which shows that the influence of the defects reaches longer distance when the
2 Precise treatment involves a regularization as mentioned after (4.6).
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average density ρ is lower. Moreover we provide especially simple profiles in the limits ρ → 0 and
ρ→∞ in the case of homogeneous defects in Figure 4, which makes the general case easy to infer.
We remark that analyses of density and current based on the grand canonical ensemble similar to
the present paper have been done for a class of two species exclusion type processes. See for example
[4, 17] and references therein.
The layout of the paper is as follows. We recall the Uq(A
(1)
n ) ZRP [11] in Section 2 and the matrix
product formula for the stationary probabilities for n = 2 [13] in Section 3. The local density and
current of the second class particles in the grand canonical ensemble are formulated in Section 4.
We first deal with the defect-free single species case in Section 5 as a preparatory warm-up partly
reproducing known facts in earlier works, e.g. [2, 5, 16]. Our main results in the presence of defects are
given in Section 6 with a number of figures showing the density and current profiles. Their derivation
are detailed in Section 7. Section 8 contains a brief summary and discussion. Technical lemmas are
collected in Appendix A.
Throughout the paper we use the notation θ(true) = 1, θ(false) = 0, (z)m = (z; q)m =
∏m−1
j=0 (1 −
zqj) and the q-binomial
(
m
k
)
q
= θ(k ∈ [0,m]) (q)m(q)k(q)m−k . The symbols (z)m appearing in this paper
always mean (z; q)m. For integer arrays α = (α1, . . . , αm), β = (β1, . . . , βm) of any length m, we write
|α| = α1 + · · · + αm and the Kronecker delta δα,β = δαβ =
∏m
i=1 θ(αi = βi). The relation α ≤ β or
equivalently β ≥ α is defined by β − α ∈ Zm≥0.
2. Uq(A
(1)
n ) zero range process
2.1. Stochastic Rmatrix. SetW =
⊕
α=(α1,...,αn)∈Zn≥0
C|α〉. Define the operator S(λ, µ) ∈ End(W⊗
W ) depending on the parameters λ and µ by
S(λ, µ)(|α〉 ⊗ |β〉) =
∑
γ,δ∈Zn
≥0
S(λ, µ)γ,δα,β |γ〉 ⊗ |δ〉, (2.1)
S(λ, µ)γ,δα,β = θ(γ + δ = α+ β)Φq(γ|β;λ, µ), (2.2)
where Φq(γ|β;λ, µ) is given by
Φq(γ|β;λ, µ) = q
ϕ(β−γ,γ)
(µ
λ
)|γ| (λ)|γ|(µλ )|β|−|γ|
(µ)|β|
n∏
i=1
(
βi
γi
)
q
, ϕ(α, β) =
∑
1≤i<j≤n
αiβj . (2.3)
The sum (2.1) is finite due to the θ factor in (2.2). According to the direct sum decomposition
W ⊗W =
⊕
γ∈Zn
≥0
(⊕
α+β=γ C|α〉 ⊗ |β〉
)
, S(λ, µ) splits into the corresponding submatrices. Note
that S(λ, µ)γ,δα,β = 0 unless γ ≤ β hence α ≤ δ as well. The difference property S(λ, µ) = S(cλ, cµ) is
absent. We call S(λ, µ) the stochastic R matrix and depict its elements as
S(λ, µ)γ,δα,β =
✲✻α γ
β
δ
(2.4)
The stochastic R matrix was constructed [11] based on the quantum R matrix of the symmetric tensor
representation of the quantum affine algebra Uq(A
(1)
n ). It satisfies the Yang-Baxter equation and the
sum-to-unity condition [11]:
S1,2(ν1, ν2)S1,3(ν1, ν3)S2,3(ν2, ν3) = S2,3(ν2, ν3)S1,3(ν1, ν3)S1,2(ν1, ν2), (2.5)∑
γ,δ∈Zn
≥0
S(λ, µ)γ,δα,β = 1 (∀α, β ∈ Z
n
≥0).
The latter is a consequence of the sum rule [11]:∑
γ∈Zn
≥0
Φq(γ|β;λ, µ) = 1 (∀β ∈ Z
n
≥0), (2.6)
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where the summand is zero unless γ ≤ β.
2.2. Discrete time Uq(A
(1)
n
) ZRP. For a positive integer L we introduce the operator
T (λ|µ1, . . . , µL) = TrW (S0,L(λ, µL) · · · S0,1(λ, µ1)) ∈ End(W
⊗L) (2.7)
depending on the parameters µ1, . . . , µL and λ. To explain the notation, consider the spaceW ⊗W⊗L
labeled as W0 ⊗W1 ⊗ · · · ⊗WL for distinction (Wi = W ). Then S0,i(λ, µi) acts as the stochastic R
matrix S(λ, µi) (2.1) on W0 ⊗Wi and as the identity elsewhere. The trace in (2.7) is taken over W0
leaving an operator acting on W1 ⊗ · · · ⊗WL =W⊗L.
Write the action of T = T (λ|µ1, . . . , µL) as
T (|β1〉 ⊗ · · · ⊗ |βL〉) =
∑
α1,...,αL∈Zn≥0
Tα1,...,αLβ1,...,βL |α1〉 ⊗ · · · ⊗ |αL〉 ∈ W
⊗L.
Then the matrix element is depicted by the concatenation of (2.4) as
Tα1,...,αLβ1,...,βL =
∑
γ1,...,γL∈Zn≥0
✲✻γL γ1
β1
α1
✲✻ γ2
β2
α2
· · · ✲✻γL−1 γL,
βL
αL
(2.8)
which is a customary diagram for row transfer matrices of vertex models on the length L periodic
lattice [1]. By the construction it satisfies the weight conservation:
Tα1,...,αLβ1,...,βL = 0 unless α1 + · · ·+ αL = β1 + · · ·+ βL ∈ Z
n
≥0. (2.9)
Thanks to the Yang-Baxter equation (2.5), the matrix (2.7) forms a commuting family (cf. [1]):
[T (λ|µ1, . . . , µL), T (λ
′|µ1, . . . , µL)] = 0. (2.10)
Let t be a time variable and consider the evolution equation
|P (t+ 1)〉 = T (λ|µ1, . . . , µL)|P (t)〉 ∈W
⊗L. (2.11)
Due to the weight conservation (2.9) it splits into finite-dimensional subspaces which we call sectors.
In terms of the array m = (m1, . . . ,mn) ∈ Zn≥0 and the set
S(m) = {(σ1, . . . , σL) ∈ (Z
n
≥0)
L | σ1 + · · ·+ σL = m},
the corresponding sector, which will also be referred to as m, is given by ⊕(σ1,...,σL)∈S(m)C|σ1〉⊗ · · ·⊗
|σL〉. The vector |σ1〉 ⊗ · · · ⊗ |σL〉 ∈ W⊗L with σi = (σi,1, . . . , σi,n) ∈ Zn≥0 is interpreted as a state
of the system where the i th site from the left is populated with σi,a particles of the a th class or
species. The array m = (m1, . . . ,mn) indicates that there are ma particles of class a in total in the
corresponding sector.
In order to interpret (2.11) as the master equation of a discrete time Markov process, the matrix
T = T (λ|µ1, . . . , µL) should fulfill the following conditions:
(i) Non-negativity; all the elements (2.8) belong to R≥0,
(ii) Sum-to-unity;
∑
α1,...,αL∈Zn≥0
Tα1,...,αLβ1,...,βL = 1 for any (β1, . . . , βL) ∈ (Z
n
≥0)
L.
The property (i) holds if Φq(γ|β;λ, µi) ≥ 0 for all i ∈ ZL. This is achieved by taking 0 < µǫi < λ
ǫ <
1, qǫ < 1 for ǫ = ±1. The property (ii) assures the total probability conservation and can be shown
by using (2.6) in a similar manner to [11, Sec.3.2].
Henceforth we call the T (λ|µ1, . . . , µL) Markov transfer matrix assuming 0 < µǫi < λ
ǫ < 1, qǫ < 1
always. The choice of ǫ = ±1 specifies one of the two physical regimes of the system. The evolution
equation (2.11) describes a stochastic dynamics of n classes of particles hopping to the right period-
ically via an extra lane (horizontal arrows in (2.8)) which particles get on or get off when they leave
or arrive at a site. The rate of such local processes is specified by (2.2), (2.3) and (2.4). For n = 1
and the homogeneous choice µ1 = · · · = µL, it reduces to the model introduced in [16].
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2.3. Continuous time Uq(A
(1)
n
) ZRP. One can derive continuous time versions of (2.11) from the
homogeneous case µ1 = · · · = µL = µ by taking the logarithmic derivative either at λ = 1 or λ = µ
[11, Sec.3.4]. The result is given by
d
dt
|P (t)〉 = H |P (t)〉 ∈ W⊗L, H = aH+ + bH− (a, b ∈ R≥0), (2.12)
H+ = −ǫµ
−1∂ log T (λ|µ, . . . , µ)
∂λ
∣∣∣∣
λ=1
, H− = ǫµ
∂ logT (λ|µ, . . . , µ)
∂λ
∣∣∣∣
λ=µ
(2.13)
with H± =
∑
i∈ZL
h±,i,i+1. The summands h±,i,i+1 act on the adjacent (i, i+1) th components of
W⊗L as h± and as the identity elsewhere. The pairwise interactions h± are specified by
h+(|α〉 ⊗ |β〉) = ǫ
∑
γ∈Zn
≥0
\{0n}
qϕ(α−γ,γ)µ|γ|−1(q)|γ|−1
(µq|α|−|γ|)|γ|
n∏
i=1
(
αi
γi
)
q
|α− γ〉 ⊗ |β + γ〉
− ǫ
|α|−1∑
i=0
qi
1− µqi
|α〉 ⊗ |β〉, (2.14)
h−(|α〉 ⊗ |β〉) = ǫ
∑
γ∈Zn
≥0
\{0n}
qϕ(γ,β−γ)(q)|γ|−1
(µq|β|−|γ|)|γ|
n∏
i=1
(
βi
γi
)
q
|α+ γ〉 ⊗ |β − γ〉
− ǫ
|β|−1∑
i=0
1
1− µqi
|α〉 ⊗ |β〉, (2.15)
where ϕ(α, β) is defined in (2.3) and 0n stands for (0, . . . , 0) ∈ Zn≥0. We have included the sign factor
ǫ = ±1 to cover the two regimes. Denote the action of the matrices H = H+, H− on the base vectors
as H(|β1〉 ⊗ · · · ⊗ |βL〉) =
∑
α1,...,αL
Hα1,...,αLβ1,...,βL |α1〉 ⊗ · · · ⊗ |αL〉. The equation (2.12) can be viewed as
the master equation of a continuous time Markov process if the following conditions are satisfied:
(i)’ Non-negativity; Hα1,...,αLβ1,...,βL ∈ R≥0 for any pair such that (α1, . . . , αL) 6= (β1, . . . , βL),
(ii)’ Sum-to-zero;
∑
α1,...,αL
Hα1,...,αLβ1,...,βL = 0 for any (β1, . . . , βL).
The latter represents the total probability conservation. It was shown in [11] that (i)’ and (ii)’ are
satisfied if 0 < qǫ, µǫ < 1 for ǫ = ±1.
The commutativity (2.10) leads to [H+, H−] = 0. Therefore they share the same eigenvectors
with the superposition H = H(a, b, ǫ, q, µ) = aH+(ǫ, q, µ) + bH−(ǫ, q, µ) in (2.12). A curious sym-
metry H(a, b,−ǫ, q−1, µ−1) = PH(µb, µa, ǫ, q, µ)P−1 is known to hold [11, Rem.9], where P = P−1 ∈
End(W⊗L) is the ‘parity’ operator reversing the sites as P(|α1〉 ⊗ · · · ⊗ |αL〉) = |αL〉 ⊗ · · · ⊗ |α1〉.
The Markov processes (2.12) is naturally interpreted as the stochastic dynamics of n classes of
particles on the ring of length L. The base vector |α1〉 ⊗ · · · ⊗ |αL〉 with αi = (αi,1 . . . , αi,n) ∈ Zn≥0
represents a state in which there are αi,a class a particles at the i th site. There is no constraint on the
number of particles that occupy a site. The matrices H+ and H− describe their stochastic hopping
to the right and the left nearest neighbor sites, respectively. The transition rate can be read off the
first terms on the RHS of (2.14) and (2.15), where the array γ = (γ1, . . . , γn) specifies the numbers
of particles that are jumping out. The superposition H(a, b, ǫ, q, µ) corresponds to a mixture of such
right and left moving dynamics. The rate is determined from the original occupancy (α for h+ and β
for h−) and the list of leaving particles (γ for h±) at the departure site and it is independent of the
status of the destination site. Thus it defines a ZRP of n classes of particles in a slightly generalized
sense in that the rate is allowed to depend on γ. Here is a snapshot of the system for the n = 2 case.
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••◦
◦ ◦ •◦◦ ◦◦• •◦
••
◦
· · · · · ·
◦◦
◦◦
◦
••
•
• ◦◦
◦ •• ◦••σL
σ1
σi−1 σi
σi+1
· · ·
··
❄
h−,i−1,i
❄
h+,i,i+1
◦ first class particle
• second class particle
σi−1 = (0, 1),
σi = (3, 2),
σi+1 = (1, 2).
The local hopping in (2.14) and (2.15) with n = 2 is depicted as
rate
aw+(γ|α) :
❄
α1︷︸︸︷
◦...◦
α2︷︸︸︷
•...• ◦... ◦ •...•
γ1︷︸︸︷
◦...◦
γ2︷︸︸︷
•...• rate
bw−(γ|β) :
❄
β1︷︸︸︷
◦...◦
β2︷︸︸︷
•...•◦... ◦ •...•
γ1︷︸︸︷
◦...◦
γ2︷︸︸︷
•...•
where the rate w+(γ|α) and w−(γ|β) with ǫ = +1 are given for |γ| > 0 by
w+(γ|α) =
q(α1−γ1)γ2µγ1+γ2−1(q)γ1+γ2−1
(µqα1+α2−γ1−γ2)γ1+γ2
(q)α1
(q)γ1 (q)α1−γ1
(q)α2
(q)γ2(q)α2−γ2
, (2.16)
w−(γ|β) =
qγ1(β2−γ2)(q)γ1+γ2−1
(µqβ1+β2−γ1−γ2)γ1+γ2
(q)β1
(q)γ1(q)β1−γ1
(q)β2
(q)γ2(q)β2−γ2
. (2.17)
The integrable Markov processes recalled here cover several models studied earlier. When ǫ =
1, µ → 0 in H+, the multiple jumps |γ| > 1 are suppressed in (2.14). So if γa = 1 and the other
components of γ are 0, the rate reduces to qα1+···+αa−1 1−q
αa
1−q . This reproduces the n-species q-boson
process in [21] whose n = 1 case further goes back to [18]. For n = 1, there are numerous works
including [3, 2, 16, 20] for example. One can overview their interrelation in [10, Fig.1,2]. When
ǫ = 1, (µ, q) → (0, 0) in H−, a kinematic constraint ϕ(γ, β − γ) =
∑
1≤i<j≤n γi(βj − γj) = 0 occurs
in (2.15). In order that γa > 0 happens, the equalities γa+1 = βa+1, γa+2 = βa+2, . . . , γn = βn must
hold. It means that larger class particles have the priority to jump out, which precisely reproduces
the n class totally asymmetric zero range process explored in [12] after reversing the labeling of the
classes 1, 2, . . . , n of the particles.
3. Stationary states
3.1. Definition and example. By definition a stationary state of the discrete time Uq(A
(1)
n ) ZRP
(2.11) is a vector |P 〉 ∈W⊗L such that
|P 〉 = T (λ|µ1, . . . , µL)|P 〉.
The stationary state is unique within each sector m up to normalization. Apart from m, it depends
on q and the inhomogeneity parameters µ1, . . . , µL but not on λ thanks to the commutativity (2.10).
Sectors m = (m1, . . . ,mn) such that ∀ma ≥ 1 are called basic. Non-basic sectors are equivalent to a
basic sector of some n′ < n models with a suitable relabeling of the classes. Henceforth we concentrate
on the basic sectors. The coefficient appearing in the expansion
|P 〉 =
∑
(σ1,...,σL)∈S(m)
P(σ1, . . . , σL)|σ1, . . . , σL〉 (3.1)
is the stationary probability if it is normalized as
∑
(σ1,...,σL)∈S(m)
P(σ1, . . . , σL) = 1. In this paper
we will abuse the terminology also for the unnormalized states and probabilities.
The stationary states for the continuous Markov process (2.12) are those |P 〉 that satisfy H |P 〉 = 0.
They are obtained from the discrete time ones just by the specialization to the homogeneous case
µ1 = · · · = µL = µ. This is because (2.12) is an infinitesimal version of the commuting time evolutions
(2.11) by the construction. In particular the stationary states are independent of a and b in (2.12).
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Example 1. Set (n, L) = (2, 3) and consider the homogeneous case µ1 = µ2 = µ3 = −κ. The
stationary state in the sector m = (1, 2) is given by
|P 〉 =3(1 + qκ)(1 + q2κ)|∅, ∅, 122〉+ (1 + q)(2 + q)(1 + κ)(1 + qκ)|∅, 2, 12〉
+ (2 + q2)(1 + κ)(1 + qκ)|∅, 22, 1〉+ (1 + 2q2)(1 + κ)(1 + qκ)|∅, 1, 22〉
+ (1 + q)(1 + 2q)(1 + κ)(1 + qκ)|∅, 12, 2〉+ (1 + q)(1 + q + q2)(1 + κ)2|2, 2, 1〉+ cyclic,
where |∅, 2, 12〉 for example is the multiset representation of the base vector |(0, 0)〉⊗ |(0, 1)〉 ⊗ |(1, 1)〉
in the multiplicity representation. The terms “cyclic” are those obtained by the shift |σ1, σ2, σ3〉 →
|σi+1, σi+2, σi+3〉 for i ∈ Z3 \ {0}. Similarly the stationary state in the sector m = (2, 1) is given by
|P 〉 =3(1 + qκ)(2 + q + κ+ 2qκ)(1 + q2κ)|∅, ∅, 112〉
+ (1 + q)(1 + κ)(1 + qκ)(3 + 3q + 3q2 + 2κ+ 2qκ+ 5q2κ)|∅, 1, 12〉
+ (1 + κ)(1 + qκ)(3 + 3q + 3q2 + κ+ 5qκ+ 2q2κ+ q3κ)|∅, 2, 11〉
+ (1 + q)(1 + κ)(1 + qκ)(5 + 2q + 2q2 + 3κ+ 3qκ+ 3q2κ)|∅, 12, 1〉
+ (1 + κ)(1 + qκ)(1 + 2q + 5q2 + q3 + 3qκ+ 3q2κ+ 3q3κ)|∅, 11, 2〉
+ (1 + q)(1 + q + q2)(1 + κ)2(2 + q + κ+ 2qκ)|2, 1, 1〉+ cyclic.
(3.2)
It has been conjectured [14, Ex.4] that for any sectorm there is a normalization such that P(σ1, . . . , σL) ∈
Z≥0[q,−µ1, . . . ,−µL] for all (σ1, . . . , σL) ∈ S(m).
3.2. Matrix product formula. In [14] a matrix product formula for the stationary probability was
obtained for general n and inhomogeneity µ1, . . . , µL. In the rest of the paper we shall exclusively deal
with the n = 2 case [13] with the homogeneous choice µ1 = · · · = µL = µ in the regime 0 < q, µ < 1.
In the continuous time setting, it corresponds to ǫ = +1 in (2.13)–(2.15).
To describe the result we need the q-boson algebra B generated by b, c,k obeying the relations
kb = qbk, kc = q−1ck, bc = 1− k, cb = 1− qk. (3.3)
Let F =
⊕
m≥0 C(q)|m〉 be the Fock space and F
∗ =
⊕
m≥0 C(q)〈m| be its dual on which the
q-boson operators b, c,k act as
b|m〉 = |m+ 1〉, c|m〉 = (1 − qm)|m− 1〉, k|m〉 = qm|m〉,
〈m|c = 〈m+ 1|, 〈m|b = 〈m− 1|(1− qm), 〈m|k = 〈m|qm,
(3.4)
where |−1〉 = 〈−1| = 0. They satisfy the defining relations (3.3). The bilinear pairing of F ∗ and F is
specified as 〈m|m′〉 = δm,m′(q)m. Then 〈m|(Q|m′〉) = (〈m|Q)|m′〉 is valid and the trace is given by
TrQ =
∑
m≥0
〈m|Q|m〉
(q)m
. As a vector space, the q-boson algebra B has the direct sum decomposition
B =
⊕
r∈Z≥0,s∈Z
Brs, B
r
s = C(q)b
max(s,0)krcmax(−s,0). (3.5)
The trace TrQ is finite and nonzero only if Q ∈
⊕
r≥1 B
r
0 when it is evaluated by Tr(k
r) = (1− qr)−1.
For Q ∈ B, we let Q′ denote the projection of Q onto
⊕
r≥1 B
r
0.
We introduce the operator depending on µ, q which acts on (a completion of) F ∗ and F :
Xα =
(µ)α1+α2
(q)α1(q)α2
(µb)∞
(b)∞
kα2cα1 for α = (α1, α2) ∈ Z
2
≥0. (3.6)
We have written X(α1,α2) as Xα1,α2 for simplicity. The ratio of the infinite product of operators here
is to be understood via the series expansion
(zw)∞
(z)∞
=
∑
j≥0
(w)j
(q)j
zj. (3.7)
Theorem 2. For any sector m = (m1,m2) with m2 ≥ 1, the stationary probability in (3.1) of the
continuous time Uq(A
(1)
2 ) ZRP (2.12) or the discrete time Uq(A
(1)
2 ) ZRP (2.11) with homogeneous
parameters µ1 = · · · = µL = µ is expressed in the matrix product form
P(σ1, . . . , σL) = Tr(Xσ1 · · ·XσL). (3.8)
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This result was obtained in [13, eq.(42)]. The formula (3.6) depends on α1 and α2 quite differently,
indicating distinct features between the two classes of particles. Interestingly this is a reflection of a
tiny asymmetry of the hopping rate (2.16) and (2.17) under the interchange (α1, β1, γ1)↔ (α2, β2, γ2).
Example 3. Consider the first two terms in (3.2).
P(∅, ∅, 112) =
(µ)3
(q)1(q)2
Tr
((µb)3∞
(b)3∞
kc2
)
= 3
(µ)3
(q)1(q)2
( (µ)21
(q)21
+
(µ)2
(q)2
)
Tr(b2kc2),
P(∅, 1, 12) =
(µ)1(µ)2
(q)31
Tr
((µb)2∞
(b)2∞
c
(µb)∞
(b)∞
kc
)
=
(µ)1(µ)2
(q)31
((
2
(µ)2
(q)2
+
(µ)21
(q)21
)
Tr(b2ckc) + 2
(µ)21
(q)21
Tr(bcbkc) +
(µ)2
(q)2
Tr(cb2kc)
)
.
Setting µ = −κ and substituting Tr(b2kc2) = q−1Tr(b2ckc) = q−2Tr(kb2c2) = (1 − q3)−1 and
Tr(bcbkc) = (1 + q2)2 (q)1(q)2(q)4 , we reproduce the first two terms in (3.2) after removing the common
factor (q)1(q)2(q)3/(1 + κ)
2.
4. Density and currents of second class particles:
Formulation of the problem
Now we come to the main theme of the paper, the stationary quantities in a grand canonical
ensemble with respect to the second class particles in the infinite volume limit. The first class particles
are kept finite and regarded as defects. In this section we give a general formulation of the problem only
deferring the results and their derivation to subsequent sections. We fix the parameters 0 < q, µ < 1
and consider the ǫ = +1 case of (2.13)–(2.15) for the continuous time ZRP (2.12).
Let us introduce the generating series of Xm,n (3.6) with respect to the second class particles with
fugacity y:
Am =
∑
n≥0
Xm,ny
n = gm
(µb)∞
(b)∞
(qmµyk)∞
(yk)∞
cm, gm =
(µ)m
(q)m
. (4.1)
The quantity gm introduced here will be used very frequently in the sequel.
We consider the conditional probability in the stationary states supposing that there are di first class
particles at site i for i = 1, . . . , s, and no first class particle is present elsewhere. So they form a fixed
cluster of defects whose spatial extension is s and the total number of defect particles is d1 + · · ·+ ds.
In terms of the site variable σi = (σi,1, σi,2), the condition is expressed as σi,1 = θ(1 ≤ i ≤ s)di,
allowing σi,2 still to fluctuate everywhere. We assume that d1 ≥ 1 and ds ≥ 1 to fix the location of
the defect cluster but allow the choice di = 0 for 1 < i < s. The basic quantity is the conditional
probability that a given site r contains exactly n second class particles. In the customary notation for
the probability P (A|B) of the event A under the condition B, we set
P (r, n) :=
{
P (σr = (dr, n)|σi,1 = θ(1 ≤ i ≤ s)di) if 1 ≤ r ≤ s
P (σr = (0, n)|σi,1 = θ(1 ≤ i ≤ s)di) otherwise.
(4.2)
There are three distinguish regions in the infinite volume limit L→∞ as
I : 1 ≤ r ≤ s, II : r > s, III : r ≤ 0, (4.3)
where r ≤ 0 should be understood as the site r + L ∈ ZL in the limit L → ∞. They correspond to
the inside, the right and the left side of the defect cluster, respectively. The quantity (4.2) will be
denoted by PI(r, n), PII(r, n) and PIII(r, n) accordingly.
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From the matrix product formula (3.8) and the definition (4.1), we have
PI(r, n) = lim
L→∞
ynTr
(
Ad1 · · ·Adr−1Xdr,nAdr+1 · · ·AdsA
L−s
0
)′
Tr
(
Ad1 · · ·AdsA
L−s
0
)′ , (4.4)
PII(r, n) = lim
L→∞
ynTr
(
Ad1 · · ·AdsA
r−s−1
0 X0,nA
L−r
0
)′
Tr
(
Ad1 · · ·AdsA
L−s
0
)′ , (4.5)
PIII(r, n) = lim
L→∞
ynTr
(
X0,nA
|r|
0 Ad1 · · ·AdsA
L−|r|−s−1
0
)′
Tr
(
Ad1 · · ·AdsA
L−s
0
)′ , (4.6)
where (· · · )′ is defined after (3.5). In view of the matrix product operators (3.6) and (4.1), the prime
restricts the ensemble to those sectors containing at least one second class particle for which the traces
become finite. The formulas (4.5)–(4.6) fix the relative weight of such sectors, thereby specify what
is meant by the “grand canonical ensemble” with respect to the second class particles with fugacity
y. Obviously for any r the normalization
∑
n≥0 P (r, n) = 1 should be fulfilled in each region.
Once the probability P (r, n) is obtained, one can evaluate various physical quantities. In this paper
we investigate the expectation number and currents of the second class particles at site r. The former
is defined by
ρ(r) =
∑
n≥0
nP (r, n). (4.7)
According to the regions, it will be denoted by ρI(r), ρII(r) and ρIII(r). We call them density for
simplicity. As for the current, there are two components J(r)+ and J(r)− associated with the local
Markov matrices h+ (2.14) and h− (2.15) with ǫ = +1 respectively:
J(r)± =
{∑
n≥l≥1 lw±((0, l)|(dr, n))P (r, n) if 1 ≤ r ≤ s,∑
n≥l≥1 lw±((0, l)|(0, n))P (r, n) otherwise.
(4.8)
They sum up the contributions from the l hopping second class particles out of total n+θ(1 ≤ r ≤ s)dr
occupants weighted by the probability P (r, n) and the hopping rate w± in (2.16) and (2.17). From
(2.12) and the picture before (2.16), the total current from the site r to r + 1 is obtained by the
superposition
J(r) = aJ(r)+ − bJ(r + 1)−. (4.9)
Thus it suffices to investigate J(r)+ and J(r)− separately. We will also write them as JI(r)±, JII(r)±
and JIII(r)± according to the regions.
5. Defect-free case
First we illustrate the analysis on the defect-free case s = 0 as a warm-up. It corresponds to the
single species model, and some of the contents are well known by earlier works, e.g. [2, 5, 16].
In the absence of defects, the system acquires the ZL translational symmetry. As the result, the
probabilities (4.5) and (4.6) are equal and independent of r. So we simply denote it by P (n). It is
calculated as
P (n) = lim
L→∞
ynTr
(
X0,nA
L−1
0
)′
Tr
(
AL0
)′ = lim
L→∞
yngnTr
(
(µb)∞
(b)∞
kn
( (µb)∞
(b)∞
(µyk)∞
(yk)∞
)L−1)′
Tr
(( (µb)∞
(b)∞
(µyk)∞
(yk)∞
)L)′
= lim
L→∞
yngnTr
(
kn
( (µyk)∞
(yk)∞
)L−1)′
Tr
(( (µyk)∞
(yk)∞
)L)′ = limL→∞ y
ngn
∑
m≥0 q
mn(Λ(qmy)L−1 − δn,0)∑
m≥0(Λ(q
my)L − 1)
= yngnΛ(y)
−1 lim
L→∞
∑
m≥0 q
mn(ηL−1m − δn,0η
L−1
∞ )∑
m≥0(η
L
m − η
L
∞)
, (5.1)
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where the prime is defined under (3.5) and we have set
Λ(y) = 〈0|
(µyk)∞
(yk)∞
|0〉 =
(µy)∞
(y)∞
, (5.2)
ηm = ηm(y) = Λ(q
my)Λ(y)−1 =
(y)m
(µy)m
. (5.3)
These quantities will be utilized frequently in the subsequent calculations. We will abbreviate ηm(q
ky)
to ηm if and only if k = 0.
We suppose 0 < y < 1 whose consistency will be confirmed shortly. Then
1 = η0 > η1 > η2 > · · · ≥ 0 (5.4)
holds due to 0 < q, µ < 1. In Appendix A we show that the limit limL→∞ and the infinite sum
∑
m≥0
in (5.1) may be interchanged, i.e.,
lim
L→∞
∑
m≥0
qmn(ηLm − δn,0η
L
∞) =
∑
m≥0
qmn lim
L→∞
(ηLm − δn,0η
L
∞). (5.5)
Since this is just
∑
m≥0 q
mnδm,0 = 1, we obtain the probability
P (n) = yn
(µ)n
(q)n
(y)∞
(µy)∞
. (5.6)
The correct normalization
∑
n≥0 P (n) = 1 has been achieved by virtue of (3.7). This formally agrees
with the probability [2, eq.(53)] upon identification of the parameter α there with the fugacity y here.
Next we relate the density ρ of the second class particles to the fugacity y. In the grand canonical
ensemble under consideration, it is evaluated as
ρ = lim
L→∞
1
L
∑
n1,...,nL≥0
(n1 + · · ·+ nL)yn1+···+nLTr
(
X0,n1 · · ·X0,nL
)′
Tr
(
AL0
)′
= lim
L→∞
1
L
y
∂
∂y
logTr(AL0 )
′.
As mentioned before (5.5), the “partition function” Tr(AL0 )
′ here may be replaced with Λ(y)L as L
goes to infinity, leading to
ρ = y
∂
∂y
log Λ(y) = f(y)− f(µy) =
∑
i≥0
(1− µ)yqi
(1 − yqi)(1− µyqi)
, (5.7)
f(ζ) = −ζ
∂
∂ζ
log(ζ)∞ =
∑
i≥1
ζi
1− qi
=
∑
i≥0
ζqi
1− ζqi
. (5.8)
The f(ζ) is a version of the q-digamma function. It monotonously grows from 0 to ∞ as ζ changes
from 0 to 1 behaving as f(ζ) ≃ ζ1−q (ζ ց 0) and f(ζ) ≃
1
1−ζ (ζ ր 1). Thus the fugacity and density
are related asymptotically as
ρ ≃
1− µ
1− q
y (ρ→ 0, y → 0), ρ ≃
1
1− y
(ρ→∞, y → 1). (5.9)
The difference f(y)− f(µy) in (5.7) is similarly increasing monotonously from 0 to ∞ for y ∈ (0, 1).
Thus ρ ∈ (0,∞) is in one-to-one correspondence with y ∈ (0, 1), which confirms the consistency of
the assumption made before (5.4). It implies that there is no phase transition typically recognized as
condensation (cf. [5]) in ZRPs. To summarize, (5.7) determines the relation y = y(ρ) and ρ = ρ(y).
The density ρ(r) (4.7) is also independent of r. From (5.6) it is evaluated as
ρ(r) =
∑
n≥0
nP (n) =
(y)∞
(µy)∞
∑
n≥0
nyn
(µ)n
(q)n
= ρ
in terms of the average density ρ in (5.7) confirming the consistency.
ZERO RANGE PROCESS 11
Now we are ready to evaluate the currents of the second class particles (4.8). Since they are
independent of the site r, we simply write it as
J± =
∑
n≥l≥1
lw±((0, l)|(0, n))P (n).
For instance J− is computed from (2.17) and (5.6) as
J− =
(y)∞
(µy)∞
∑
n≥l≥1
yn
(µ)n
(q)n
l(q)l−1
(µqn−l)l
(
n
l
)
q
=
(y)∞
(µy)∞
∑
n−l≥0
yn−l
(µ)n−l
(q)n−l
∑
l≥1
lyl
1− ql
=
∑
l≥1
lyl
1− ql
,
(5.10)
where the last equality is due to (3.7). A similar calculation for J+ leads to current-density relation,
a basic characteristic of the system, given as
J+ = µ
−1h(µy), J− = h(y) (5.11)
via y = y(ρ) (5.7). Here the function h(ζ) is the derivative of the q-digamma function f(ζ) in (5.8):
h(ζ) = ζ
df(ζ)
dζ
=
∑
i≥1
iζi
1− qi
=
∑
i≥0
ζqi
(1− ζqi)2
. (5.12)
It obviously satisfies the relation
h(qiζ) = h(ζ)−
i−1∑
k=0
ζqk
(1− ζqk)2
(i ≥ 0). (5.13)
The result (5.10) is restated as ∑
n≥l≥1
lw−((0, l)|(0, n))P (n) = h(y), (5.14)
which is µ-independent despite that w−((0, l)|(0, n)) (2.17) and P (n) (5.6) depend on µ individually.
An expression similar to the total current aJ+ − bJ− (4.9) with J± given by (5.11) has also been
obtained in [2, Sec.4.1].
The function h(ζ) is monotonously increasing and tends to ∞ as ζ approaches 1 from below.
Consequently the both currents in (5.11) grow monotonously with the density ρ via (5.7). Their
leading asymptotic behavior is given by
J+ ≃ J− ≃
ρ
1− µ
as ρ→ 0, (5.15)
J+ → µ
−1h(µ), J− ≃ ρ
2 as ρ→∞. (5.16)
So J+ converges to a finite value whereas J− diverges as the density ρ gets large. Such large ρ
behavior is out of question in asymmetric simple exclusion processes where the well known relation
J = const ρ(1− ρ) makes sense only for 0 ≤ ρ ≤ 1.
Figure 1. Comparison of J+ and J− in (5.11) as functions of the density ρ for
(q, µ) = (0.7, 0.5).
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Figure 2. The current J+ (left) and J− (right) in (5.11) with µ = 0.4 in the range
0.1 < ρ < 10 and 0.1 ≤ q ≤ 0.9.
Figure 3. The current J+ (left) and J− (right) in (5.11) with q = 0.5 in the range
0.1 < ρ < 10 and 0.1 ≤ µ ≤ 0.9.
We close the section with the description on the limiting cases q, µ → 0, 1. We shall only give the
leading terms.
(i) q → 0 : ρ =
(1− µ)y
(1− y)(1− µy)
, J± =
y
(1− µ(1±1)/2y)2
, P (n) = yn
1− y
1− µy
(1 − µ)θ(n≥1),
(ii) q → 1 : y ≃ −
ρ log q
1− µ
, J± =
ρ
1− µ
, P (n) =
ρne−ρ
n!
,
(iii) µ→ 0 : ρ = f(y), J+ =
y
1− q
, J− = h(y), P (n) = y
n (y)∞
(q)n
,
(iv) µ→ 1 : y ≃ 1−
√
1− µ
ρ
, J± ≃
ρ
1− µ
, P (n) = δn,0.
6. Density and currents: Results in general case
Let us proceed to the general case in which d1, . . . , ds defect (first class) particles are present at
the sites 1, . . . , s. We present the final results on the conditional probability P (r, n) (4.2), the local
density ρ(r) (4.7) and the currents J(r)± (4.8) in the regions I, II and III in Theorem 4, 7 and 9.
Some of them look bit messy but the point is that they are always finite sums of appropriate building
blocks, which allow accurate numerical evaluations. Another point is that they are expressed in the
form that elucidates the difference from the defect-free case s = 0. We continue to stay in the range
0 < q, µ, y < 1 and use the following quantities that have already appeared in the previous section:
ρ: average density of the second class particles in the entire system,
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y ∈ (0, 1): fugacity of the second class particles determined from ρ via (5.7),
P (n): probability in the defect-free case (5.6),
J±: currents in the defect-free case (5.11),
h(ζ): derivative of q-digamma function describing the currents (5.12),
ηj : quantity controlling the decay of correlations (5.3).
In addition to them the following functions, detailed in Section 7, will be the basic ingredients:
φ(l|m): constituent of Gm,l(d1, . . . , ds) (7.4),
Gm,l(d1, . . . , ds): building block incorporating the effect of defects (7.9).
The relation (5.7) between the fugacity y and the average density ρ of the second class particles
was originally derived for the defect-free case. We will justify its use in the presence of defects in
Proposition 10 and the comments following it.
6.1. Main results. First we consider the region inside the defect cluster.
Theorem 4. In the region I (1 ≤ r ≤ s) the following formulas are valid:
PI(r, n) = y
n (q
drµ)n(y)∞
(q)n(µy)∞
∑
m
qn(m−dr)
(µy)m
(y)m−dr
G0,m(d1, . . . , dr), (6.1)
ρI(r) − ρ =
∑
m
G0,m(d1, . . . , dr)
(m−1∑
k=0
µyqk
1− µyqk
−
m−dr−1∑
k=0
yqk
1− yqk
)
, (6.2)
JI(r)+ − J+ = −
∑
m
G0,m(d1, . . . , dr)
m−1∑
k=0
yqk
(1− µyqk)2
, (6.3)
JI(r)− − J− = −
∑
m
G0,m(d1, . . . , dr)
m−dr−1∑
k=0
yqk
(1− yqk)2
, (6.4)
where the sums
∑
m extend over m ∈ Z≥0 satisfying dr ≤ m ≤ d1 + · · ·+ dr.
The proof will be given in Section 7.2. By means of (3.7) one finds that the total probability is
expressed as
∑
n≥0 PI(r, n) =
∑
mG0,m(d1, . . . , dr). This indeed gives 1 thanks to (7.14). In Section
7.5 we will show that (6.2) can also be expressed as
ρI(r) − ρ = −dr +K(r)−K(r − 1), (6.5)
K(r) =
∑
m
G0,m(d1, . . . , dr)
m−1∑
k=0
1
1− µyqk
, (6.6)
where K(0) = 0 and the sum over m is taken in the same way as in Theorem 4. The difference
structure K(r)−K(r − 1) in (6.5) matches the sum rule in Proposition 10.
Example 5. At r = 1 which is the left boundary of the defect cluster, Theorem 4 simplifies to
PI(1, n) = y
n (q
d1µ)n(y)∞
(q)n(qd1µy)∞
, ρI(1) = ρ+
d1−1∑
k=0
µyqk
1− µyqk
,
JI(1)+ = µ
−1h(qd1µy), JI(1)− = h(y)
due to (7.11). Thus we always have ρI(1) > ρ because of d1 ≥ 1. The last result JI(1)− = h(y) may
seem strange. It follows from the properties
PI(1, n) = P (n)|µ→qd1µ, w−((0, l)|(d1, n)) = w−((0, l)|(0, n))|µ→qd1µ,
which are easily seen in (5.6) and (2.17) and the remark on (5.14).
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Example 6. At r = 2 which is one step inside the defect cluster from the left, Theorem 4 takes the
form
PI(2, n) = y
n (q
d2µ)n(y)∞
(q)n(µy)∞
d1+d2∑
m=d2
qn(m−d2)
(µy)m
(y)m−d2
φ(d1 + d2 −m|d1),
ρI(2)− ρ =
d1+d2∑
m=d2
φ(d1 + d2 −m|d1)
(
m−1∑
k=0
µyqk
1− µyqk
−
m−d2−1∑
k=0
yqk
1− yqk
)
,
JI(2)+ − J+ =
d1+d2∑
m=d2
φ(d1 + d2 −m|d1)
m−1∑
k=0
yqk
(1 − µyqk)2
,
JI(2)− − J− =
d1+d2∑
m=d2
φ(d1 + d2 −m|d1)
m−d2−1∑
k=0
yqk
(1 − yqk)2
,
where G0,m(d1, d2) = φ(d1 + d2 −m|d1) has been used by (7.12).
Let us remark on the low and high density asymptotic behavior. They correspond to y ց 0 and
y ր 1, respectively. See (5.9). From the properties of the unperturbed density and currents in (5.9),
(5.15) and (5.16), one can derive the following behavior by utilizing (7.17) and (7.19).
lim
ρ→0
ρI(r)/ρ =
1− µqdr
1− µ
qd1+···+dr−1 , (6.7)
lim
ρ→∞
(ρI(r) − ρ) =
dr−1∑
k=0
µqk
1− µqk
−
dr−1−1∑
k=0
1
1− µqk
, (6.8)
lim
ρ→0
JI(r)+/J+ = q
d1+···+dr , lim
ρ→0
JI(r)−/J− = q
d1+···+dr−1 , (6.9)
lim
ρ→∞
(JI(r)+ − J+) = −
dr−1∑
k=0
qk
1− µqk
, (6.10)
lim
ρ→∞
(JI(r)− − J−)/ρ = −
dr−1−1∑
k=0
1
1− µqk
. (6.11)
The result (6.7) with r = 1 agrees with the y → 0 case of Example 5 implied by (5.9).
Next we consider the right region II.
Theorem 7. In the region II (r > s) the following formulas are valid:
PII(r, n) = P (n)
∑
i,j,m
G0,m(d1, . . . , ds)(−1)
iq
1
2
i(i−1+2n)+j (q
−m)j
(q)i(q)j−i
η−1i η
r−s
j , (6.12)
ρII(r) − ρ =
∑
j,m
G0,m(d1, . . . , ds)
qj(q−m)jη
r−s
j
1− qj
( 1
(y)j
−
1
(µy)j
)
, (6.13)
JII(r)± − J± =
∑
j,m
G0,m(d1, . . . , ds)
qj(q−m)jη
r−s
j
(1− qj)(µ(1±1)/2y)j
j−1∑
k=0
yqk
1− µ(1±1)/2yqk
, (6.14)
where the sum in (6.12) extends over i, j,m ∈ Z≥0 such that 0 ≤ i ≤ j ≤ m and ds ≤ m ≤ d1+· · ·+ds.
The sums in (6.13) and (6.14) are taken for 1 ≤ j ≤ m and ds ≤ m ≤ d1 + · · ·+ ds.
The proof will be given in Section 7.3 It is based on the choice (d1, . . . , dr) = (d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0)
in Theorem 4. In this sense Theorem 4 covers Theorem 7 save the extraction of the dependence on
the distance r − s in (7.31).
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Example 8. Consider the case s = 1. From (7.11) we know G0,m(d1) = δm,d1. Thus (6.12), (6.13)
and (6.14) for d1 = 1 and d1 = 2 read
PII(r, n) = y
n (µ)n(y)∞
(q)n(µy)∞
(
1− ηr−11 + q
nηr−21
)
,
PII(r, n) = y
n (µ)n(y)∞
(q)n(µy)∞
(
1− q−1
(
2
1
)
q
ηr−11 + q
−1ηr−12 + q
n−1
(
2
1
)
q
(ηr−21 − η
−1
1 η
r−1
2 ) + q
2nηr−22
)
,
ρII(r)− ρ = −
(1− µ)yηr−11
(1− y)(1− µy)
,
ρII(r)− ρ = −
(1− µ)yq−1((1 + q)ηr−11 − η
r−1
2 )
(1 − y)(1− µy)
−
(1− µ)yqηr−12
(1− yq)(1− µyq)
,
JII(r)± − J± = −
yηr−11
(1− µ(1±1)/2y)2
,
JII(r)± − J± =
yq−1ηr−12 − y(1 + q
−1)ηr−11
(1 − µ(1±1)/2y)2
−
yqηr−12
(1− µ(1±1)/2yq)2
,
where η1 =
1−y
1−µy , η2 =
(1−y)(1−qy)
(1−µy)(1−qµy) by (5.3).
In general the effect of defects disappears in the long distance, i.e.,
lim
r→∞
PII(r, n) = P (n), lim
r→∞
ρII(r) = ρ, lim
r→∞
JII(r)± = J±. (6.15)
These are derived from limr→∞ η
r−s
j = δj,0 by (5.4) and (7.14). As seen in Example 8, deviation
from the defect-free case comes in various mode proportional to ηr−sj having the correlation (or decay)
length −(log ηj)−1 (j ≥ 1). Thus from (5.4) and (5.3) the influence of the defects reaches the distance
of order
(
log 1−µy1−y
)−1
. Since y → 0 as the density tends to 0, the correlation is longer for smaller
density and µ closer to 1.
By a calculation similar to the region I, one can show for r > s the asymptotic behavior as follows.
lim
ρ→0
ρII(r)/ρ = q
d1+···+ds , lim
ρ→∞
(ρII(r) − ρ) = −δr,s+1
ds−1∑
k=0
1
1− µqk
, (6.16)
lim
ρ→0
JII(r)±/J± = q
d1+···+ds , (6.17)
lim
ρ→∞
(JII(r)+ − J+) = 0, lim
ρ→∞
(JII(r)− − J−)/ρ = −δr,s+1
ds−1∑
k=0
1
1− µqk
. (6.18)
These results have the form that naturally extends (6.7) – (6.11) to r > s. In particular in the large
ρ limit, the region II feels the rightmost ds defects only.
Finally we consider the left region III.
Theorem 9. In the region III (r ≤ 0) the following formulas are valid:
PIII(r, n) = P (n), ρIII(r) = ρ, JIII(r)± = J±. (6.19)
The proof will be given in Section 7.4.
Let us introduce the quantity
∆ρtot :=
∞∑
r=−∞
(ρ(r) − ρ) =
s∑
r=1
(ρI(r) − ρ) +
∑
r>s
(ρII(r) − ρ), (6.20)
which represents the total excess of the number of the second class particles from the average value in
the entire system. From (6.8) and (6.16) one can easily check limρ→∞∆ρtot = −(d1 + · · ·+ ds). Our
next result shows that this holds in general.
Proposition 10. The total excess of the second class particles is given by
∆ρtot = −(d1 + · · ·+ ds).
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The proof will be given in Section 7.5. Since ∆ρtot is finite, the parameter ρ indeed remains to be
the average density of the second class particles in the infinite volume limit. It is curious that ∆ρtot
exactly cancels the total excess +(d1+ · · ·+ ds) coming from the first class particles. To find a simple
explanation of this fact is an interesting open problem.
The results in Theorem 4 (resp. Theorem 9) are independent of dr+1, . . . , ds (resp. d1, . . . , ds).
They imply that the defects only influence their right in the large volume limit despite that the
component H− in the Markov matrix (2.12) represents the left moving particles. We do not have an
intuitive explanation of this fact. One should however remember that the both H± in (2.13) originate
in the discrete time evolution T (λ|µ, . . . , µ) described by the right moving particles only as in (2.8).
Moreover the derivative in (2.13) gives rise to the denominator T (λ|µ, . . . , µ)−1 which is 1 for H+
whereas it is the left cyclic shift for H− due to S(µ, µ)(|α〉 ⊗ |β〉) = |β〉 ⊗ |α〉. Thus we could have had
the right moving dynamics only, if not so neatly described, just by taking the derivative rather than
the logarithmic derivative at λ = µ. In other words, the curiosity is attributed to the commutativity
[H+, H−] = 0, a basic consequence of the integrability of the model, which implies that the left and
the right moving dynamics should possess the same stationary states on the ring of finite size.
6.2. Case of homogeneous defect. To grasp the results in Theorem 4 and 7 qualitatively, it is
helpful to consider the homogeneous case d1 = · · · = ds = d and the limits ρ → 0 and ρ → ∞. The
behavior for general ρ can then be inferred as something in between. In this setting we still have the
integer parameters d, s ∈ Z≥1 and the continuous parameters 0 < q, µ < 1. Set
D =
d−1∑
k=0
1
1− µqk
, ν =
1− µqd
1− µ
.
They satisfy D > d and ν > 1 obviously. The results on the local density (6.7), (6.8), (6.16) and
(6.19) are summarized as
lim
ρ→0
ρ(r)/ρ =


νq(r−1)d 1 ≤ r ≤ s,
qsd r > s,
1 otherwise,
lim
ρ→∞
(ρ(r) − ρ) =


D − d r = 1,
−d 2 ≤ r ≤ s,
−D r = s+ 1,
0 otherwise.
(6.21)
Schematic plots of them look as Figure 4 below.
ρ(r)/ρ (ρ→ 0)
✻
✲
r
· · ·
ν
1
•••
•
•···••
••• · · ·qsd
0 1 · · · s
ρ(r)− ρ (ρ→∞)
✻
✲
r
· · ·
D−d
−d
•••
•
s
••· · · •
•
•••· · ·
−D
Figure 4. Density profiles under the homogeneous defect d1 = · · · = ds = d in the
two limits ρ→ 0 and ρ→∞ according to (6.21).
Actually in the limit ρ→ 0, either ρ(s)/ρ ≷ 1 can happen according to νq(s−1)d ≷ 1. In the other
limit ρ→∞, the density completely resumes the average value for r ≥ s+2. For general 0 < ρ <∞,
the local density ρ(r) gets larger than ρ at the left boundary r = 1 of the defect cluster forming a
peak. It then decreases until the site r = s+ 1 forming a valley at the left boundary of the region II.
Then in the region II, it recovers toward the average value ρ exponentially as mentioned after (6.15).
Such behavior and sensitivity to the defects are sharper in higher density case.
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As for the local currents we are to compare J(r)+ and J(r+1)− in view of (4.9). The results given
in (6.9) – (6.11) and (6.17) –(6.19) are summarized as
lim
ρ→0
J+(r)/J+ = lim
ρ→0
J−(r + 1)/J− =
{
qmin(r,s)d r ≥ 0,
1 otherwise,
lim
ρ→∞
(J+(r) − J+) =
{
µ−1(d−D) 1 ≤ r ≤ s,
0 otherwise,
lim
ρ→∞
(J−(r + 1)− J−)/ρ =
{
−D 1 ≤ r ≤ s,
0 otherwise.
Thus we see that J+(r) and J−(r+1) have similar asymptotics aside from the overall normalization for
large ρ. As mentioned under (5.16) about J±, the former is convergent whereas the latter is divergent
as ρ tends to infinity. They do not exhibit a peak at r = 1 like the density ρ(r), but other behavior
is more or less similar. In particular when ρ is sufficiently large, the both currents get smaller inside
the defect cluster than the defect-free case J±.
6.3. Comparison with numerical evaluation in canonical ensemble. One can evaluate the
density numerically by the matrix product formula (3.8) in a fixed sector with system size L. It
formally corresponds to the canonical ensemble average which will be denoted by ρcL(r). In the actual
calculation of ρcL(r), we have truncated the operators (3.6) and (4.1) to the matrices acting on the
finite dimensional subspace of F of the form
⊕d1+···+ds+t
m=0 R|m〉 and checked the convergence has been
achieved sufficiently already for t = 1, 2, etc. Figure 5 compares ρ(r) and ρcL(r) for 1 ≤ r ≤ L.
Figure 5. Left: Single defect case d1 = 1 with (ρ, q, µ) = (1.5, 0.2, 0.7). One has
ρcL(1) = 2.71394, 2.66876 for L = 8, 10 approaching ρ(1) = 2.4801. The sector for
computing ρc10(r) consists of
(
24
15
)
= 1307504 states. Right: The system with three
defect particles (d1, d2) = (2, 1) with (ρ, q, µ) = (7, 0.2, 0.8). The sector for computing
ρc6(r) consists of
(
47
6
)
= 8145060 states.
As remarked after (6.15), the correlation length of the system is smaller for larger average density
ρ. Thus the agreement of ρ(r) and ρcL(r) is expected to be better for larger ρ, therefore is harder
to observe in numerical calculations. Admittedly the agreement in Figure 5 is not quite excellent,
but always exhibits the tendency to improve as L gets large. In general fluctuations in the density is
of order L−
1
2 . So the grand canonical approach should coincide with the canonical one in the large
volume limit for there is no symptom of phase transition in the range 0 < q, µ < 1. See the remarks
following (5.9).
6.4. Density and current profiles. Here we present the result of numerical evaluation of the for-
mulas in Theorem 4, 7 and 9 in a number of figures. We first consider the profile of local density ρ(r)
(6.2), (6.13) and (6.19) in the presence of various defects in Figure 6–8. In general the density can
possibly break the monotonicity inside the defect cluster depending on the inhomogeneity of di’s.
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Figure 6. Plots of ρ(r) for the densities ρ = 1.2 and ρ = 2.4 with the presence of
the defects (d1, . . . , d4) shown at sites 1, . . . , 4. (q, µ) = (0.8, 0.5).
Examples of the density profile for a finite range of ρ are given in Figure 7. To display the defect
region I in the center, the lattice coordinate r has been shifted. A similar convention will be employed
in the subsequent figures in this subsection except Figure 9.
Figure 7. Density profile ρ(r) with (q, µ) = (0.6, 0.7) for 0 < ρ < 6. The defects are
(d1, d2) = (3, 3) (left) and (d1, · · · , d4) = (1, 2, 2, 3) (right).
For a fixed average density ρ, dependence of ρ(r) on q and µ are shown in Figure 8.
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Figure 8. Left: ρ(r) for 0.1 ≤ q ≤ 0.9 with (ρ, µ) = (6, 0.8) and defects
(d1, . . . , d4) = (1, 1, 1, 1). Right: ρ(r) for 0.1 ≤ µ ≤ 0.9 with (ρ, q) = (3, 0.7) and
defects (d1, . . . , d4) = (1, 1, 2, 3).
One sees that the inhomogeneous defects make the density profile in the region I irregular, but they
still tend to produce a peak and a valley at their boundaries as observed in the homogeneous case in
Figure 4.
Let us turn to the local currents J(r)± (4.8). Recall that they have been determined as J(r)± =
JI(r)± (6.3), (6.4) for 1 ≤ r ≤ s and J(r)± = JII(r)± (6.14) for r > s and J(r)± = J± (6.19) , (5.11)
for r ≤ 0. In view of (4.9) we plot J+(r) and J−(r + 1).
Figure 9. Comparison of J(r)+ and J(r + 1)− in (4.9) for systems with the same
defects as Figure 6. (ρ, q, µ) = (2.4, 0.8, 0.5).
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Figure 10. Current profile J(r)+ (left) and J(r)− (right) for 0 < ρ < 10 and
(q, µ) = (0.8, 0.5). The defects are (d1, . . . , d4) = (2, 1, 2, 1), which is the same as the
bottom left case of Figure 6 and 9. Apart from the inhomogeneity caused by the
defects, their dependence on ρ reflects the behavior in the defect-free case (5.15) and
(5.16).
Figure 11. Current profile J(r)+ (left) and J(r)− (right) for 0.1 ≤ q ≤ 0.9, (ρ, µ) =
(3, 0.7) and the defects (d1, d2, d3) = (2, 1, 3).
Figure 12. Current profile J(r)+ (left) and J(r)− (right) for 0.1 ≤ µ ≤ 0.9, (ρ, q) =
(4, 0.8) and the defects (d1, . . . , d4) = (2, 1, 3, 1).
In Figure 6 and 9, one observes that ρ(r) reaches its bottom at r = s + 1 whereas J+(r) and
J−(r + 1) do not.
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7. Derivation of main results
In this section we derive the main results given in Theorem 4, 7, 9 and Proposition 10.
7.1. Preliminary. Our first step is to reduce the trace Tr(· · · )′ over the Fock space to the “vacuum
expectation value” 〈0|(· · · )|0〉 in the infinite volume limit.
Proposition 11. The traces in the probabilities (4.4)–(4.6) are reduced to the following:
PI(r, n) = lim
L→∞
yn〈0|Ad1 · · ·Adr−1Xdr,nAdr+1 · · ·AdsA
L−s
0 |0〉
〈0|Ad1 · · ·AdsA
L−s
0 |0〉
, (7.1)
PII(r, n) = lim
L→∞
yn〈0|Ad1 · · ·AdsA
r−s−1
0 X0,nA
L−r
0 |0〉
〈0|Ad1 · · ·AdsA
L−s
0 |0〉
, (7.2)
PIII(r, n) = lim
L→∞
yn〈0|X0,nA
|r|
0 Ad1 · · ·AdsA
L−|r|−s−1
0 |0〉
〈0|Ad1 · · ·AdsA
L−s
0 |0〉
. (7.3)
This is a corollary of Lemma 18 in Appendix A.
Let us prepare the functions that will serve as building blocks to express (7.1) and (7.2). For
l,m ∈ Z≥0 set
φ(l|m) = yl
(µ)l(y)m−l
(µy)m
(
m
l
)
q
= Φq(l|m;µ, µy)|n=1, (7.4)
where Φq was defined in (2.3). Although the dependence on µ and y is suppressed in this notation, it
deserves attention that the fugacity y plays the role of a spectral parameter here. From (2.6) we know∑
l≥0
φ(l|m) = 1, (7.5)
where the summand is nonzero only for 0 ≤ l ≤ m.
Lemma 12. For any m ∈ Z≥0 the following equality is valid:
m∑
j=1
φ(m− j|m)
j−1∑
i=0
1
1− yqi
=
m−1∑
k=0
1
1− µyqk
.
Proof. Explicitly it reads as
m−1∑
j=0
yj
(µ)j(y)m−j
(µy)m
(
m
j
)
q
m−j−1∑
i=0
1
1− yqi
=
m−1∑
k=0
1
1− µyqk
, (7.6)
where we have replaced j by m− j. We prove (7.6) by induction on m. The case m = 0 is obvious.
In what follows we assume (7.6) is valid when m is replaced by 0, 1, . . . ,m− 1.
Upon multiplication by (µy)m, the both sides of (7.6) become polynomials in µ of order m − 1.
Thus it suffices to check the equality at m points, say µ = q−r with r = 0, 1, . . . ,m − 1. So we set
µ = q−r in (7.6) and further replace y by qry to simplify the formula slightly. The result reads
r∑
j=0
qjryj
(q−r)j(q
ry)m−j
(y)m
(
m
j
)
q
(
A+
r−j−1∑
i=0
1
1− yqm+i
)
=
m−1∑
k=0
1
1− yqk
, (7.7)
where A =
∑m−1
i=r
1
1−yqi and the upper bound of the j sum has been reduced from m− 1 to r owing
to the factor (q−r)j . The coefficient of A is 1 due to (7.5) with (µ, y) replaced by (q
−r, qry). Let us
subtract A from (7.7). The upper bound of the k sum in the RHS becomes r− 1. The second sum in
the LHS restricts the upper bound of j to r − 1. Further applying
(qry)m−j
(y)m
=
(qmy)r−j
(y)r
, (q−r)j
(
m
j
)
q
= q(m−r)j(q−m)j
(
r
j
)
q
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in the process, we find that the result is equivalent to
r−1∑
j=0
qmjyj
(q−m)j(q
my)r−j
(y)r
(
r
j
)
q
r−j−1∑
i=0
1
1− yqm+i
=
r−1∑
k=0
1
1− yqk
.
This coincides with (7.6) with (m,µ, y) replaced by (r, q−m, qmy). Since r ≤ m − 1, its validity is
assured by the induction hypothesis. 
We note that the limit y → 1 in Lemma 12 leads to the identity
(q)d
(µ)d
d∑
k=1
1
1− qk
(µ)d−k
(q)d−k
=
d−1∑
k=0
1
1− µqk
(d ≥ 0). (7.8)
The following function plays the basic role in our working.
Gm,l(d1, . . . , ds) =
∑
l1+···+ls+l
=d1+···+ds+m
s∏
i=1
φ(li|m+ d1 + · · ·+ di−1 − l1 − · · · − li−1), (7.9)
where l,m ∈ Z≥0. The sum in (7.9) extends over l1, . . . , ls ∈ Z≥0 obeying the specified condition.
Since φ(l|m) = 0 unless 0 ≤ l ≤ m, nonzero summands in (7.9) are only those satisfying l1+ · · ·+ li ≤
m+ d1 + · · · di−1 for i = 1, . . . , s. The definition (7.9) is depicted as
Gm,l(d1, . . . , ds) =
∑
l1,...,ls
✻
l
ds ls
..
.
✲
✲
✲
d2 l2
d1 l1
m (7.10)
if each vertex is interpreted as an element of the n = 1 stochastic R matrix according to (7.4), (2.2)
and (2.4). According to this diagram, the Gm,l(d1, . . . , ds) may be regarded a sum of elements of a
column monodromy matrix of the Uq(A
(1)
1 ) ZRP containing the fugacity y as a spectral parameter via
(7.4). Some special cases which will be of frequent use are
Gm,l(∅) = δm,l, Gm,l(d1) = φ(m+ d1 − l|m), G0,l(d1) = δl,d1 , (7.11)
G0,l(d1, . . . , ds) =
∑
l1+···+ls−1+l
=d1+···+ds
s−1∏
i=1
φ(li|d1 + · · ·+ di − l1 − · · · − li−1) (s ≥ 2), (7.12)
where the sum in (7.12) extends over l1, . . . , ls−1 ∈ Z≥0 under the specified condition. It is easy to
see
Gm,l(d1, . . . , ds) = 0 unless ds ≤ l ≤ d1 + · · ·+ ds +m, (7.13)∑
l≥0
Gm,l(d1, . . . , ds) = 1, (7.14)
Gm,l(d1, . . . , ds) =
∑
k≥0
Gm,k(d1, . . . , dt)Gk,l(dt+1, . . . , ds) (1 ≤ t < s), (7.15)
Gm,l(
u︷ ︸︸ ︷
0, . . . , 0 ) = ηul q
l(l−m)
(
m
l
)
q
(
Gm−l,0(
u︷ ︸︸ ︷
0, . . . , 0 )
∣∣
y→qly
)
, (7.16)
lim
y→0
Gm,l(d1, . . . , ds) = δl,m+d1+···+ds , lim
y→1
Gm,l(d1, . . . , ds) = δl,ds , (7.17)
lim
y→1
Gm,ds+j(d1, . . . , ds)
1− y
=
1
1− qj
(q)ds−1(µ)ds−1−j
(µ)ds−1(q)ds−1−j
if j ≥ 1. (7.18)
In our working there appear many sums involving G0,m(d1, . . . , ds). They always range over those m’s
that satisfy the non-vanishing condition implied by (7.13). The sum rule (7.14) is derived by successive
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use of (7.5). The relation (7.15) follows directly from the diagrammatic representation (7.10). The sum
over k in it is finite due to (7.13). In particular when t = 1 it implies G0,l(d1, . . . , ds) = Gd1,l(d2, . . . , ds)
due to (7.11). The relation (7.16) is derived by applying φ(γ|β)|y→qiy = φ(γ|β + i)
(q)β−γ+i(q)β
(q)β+i(q)β−γ
qiγη−1i
to the representation (7.10). Combining (7.18) with (7.8), we get
lim
y→1
∑
j≥1
G0,ds+j(d1, . . . , ds)
1− y
=
ds−1−1∑
k=0
1
1− µqk
. (7.19)
This relation will be utilized to extract the large ρ limits (6.8), (6.11), (6.16) and (6.18). We note that
neither Gm,l(0, d1, . . . , ds−1) nor Gm,l(d1, . . . , ds−1, 0) are equal to Gm,l(d1, . . . , ds−1). The function
Gm,l(d1, . . . , ds) originates in the following quantity representing the effect of defects.
Lemma 13.
〈m|Ad1 · · ·Ads |l〉 = y
l−m−d1−···−dsgd1 · · · gdsΛ(y)
s (q)l(µy)m
(µy)l
Gm,l(d1, . . . , ds).
Proof. Substitute the expansion Adi = gdi
∑
li≥0
glib
li (q
diµyk)∞
(yk)∞
cdi of (4.1) into the LHS. By sending
all the factors (q
diµyk)∞
(yk)∞
in the bracket to the left by (3.3), we find that
〈m|Ad1 ···Ads |l〉
gd1 ···gds
is expressed as
∑
l1+···+ls+l
=d1+···+ds+m
gl1 · · · gls
s∏
i=1
(qm+d1+···+di−l1−···−liµy)∞
(qm+d1+···+di−1−l1−···−liy)∞
〈m|bl1cd1 · · ·blscds |l〉,
where the sum is over l1, . . . , ls ∈ Z≥0 and the constraint is imposed to pick the non-vanishing bracket.
From (q
M+diµy)∞
(qMy)∞
= Λ(y) (y)M(µy)M+di
and
〈m|bl1cd1 · · ·blscds |l〉 = δl1+···+ls+ld1+···+ds+m
s∏
i=1
(
m+ d1 + · · ·+ di−1 − l1 − · · · − li−1
li
)
q
(q)li ,
the claimed formula follows. 
Lemma 14.
lim
L→∞
Λ(y)−L〈m|Ad1 · · ·AdsA
L−s
0 |0〉 = y
−m−d1−···−dsgd1 · · · gds(µy)m. (7.20)
Proof. First we show the s = 0 case, i.e.,
lim
L→∞
Λ(y)−L〈m|AL0 |0〉 = y
−m(µy)m (7.21)
by induction on m. At m = 0, it is valid since 〈0|AL0 |0〉 = Λ(y)
L for any finite L. Assume that it is
valid for 0, 1, . . . ,m− 1 and let Um denote the LHS of (7.21) to be determined. Then we have
Um = Λ(y)
−1
m∑
l=0
〈m|A0|l〉
(q)l
lim
L→∞
Λ(y)−L+1〈l|AL−10 |0〉
=
(y)∞
(µy)∞
m∑
l=0
(µ)m−l(q)m
(q)m−l(q)l
(qlµy)∞
(qly)∞
(
y−l(µy)l + δl,m(Um − y
−m(µy)m)
)
= y−m(µy)m
m∑
l=0
φ(l|m)− y−m(y)m +
(y)m
(µy)m
Um.
Solving this taking (7.5) into account we find Um = y
−m(µy)m establishing (7.21). Now we prove
(7.20) for general s. By inserting 1 =
∑
l≥0
|l〉〈l|
(q)l
into the LHS, it becomes
Λ(y)−s
∑
l≥0
1
(q)l
〈m|Ad1 · · ·Ads |l〉 lim
L→∞
Λ(y)−L+s〈l|AL−s0 |0〉.
Due to Lemma 13 and (7.21), this is equal to y−m−d1−···−dsgd1 · · · gds(µy)m
∑
l≥0Gm,l(d1, . . . , ds).
Thus the proof is completed by (7.14). 
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Remark 15. By Lemma 18, the result (7.20) with m = 0 is equivalent to
lim
L→∞
Λ(y)−LTr
(
Ad1 · · ·AdsA
L−s
0
)′
= y−d1−···−dsgd1 · · · gds . (7.22)
The factor gd1 · · · gds here is proportional to the stationary probability of the configuration (d1, . . . , ds)
of the single species model [16] of the first class particles on the length s ring. In this sense the effect
of the second class particles in the grand canonical picture is “renormalized” into the extra factor
y−1 for the first class particles’ fugacity, reducing the Uq(A
(1)
2 ) ZRP effectively to the Uq(A
(1)
1 ) ZRP.
We expect a similar recursive feature in the Uq(A
(1)
n ) ZRP with general n [11], which may be viewed
as a reminiscent of the nested Bethe ansatz. The result (7.22) is valid including di = 0. It implies
that separated clusters of the first class particles do not attract nor repel depending on their distance
under the grand canonical background of the second class particles. They feel each other only when
they merge together at the same site or split from a common site.
The following result reduces the multiple sum in Gm,l(d1, . . . , ds) (7.9) into a single sum when
d1 = · · · = ds = 0 and elucidates the s-dependence explicitly. It will be utilized in the region II to
extract the large distance behavior of the density and currents away from the defects.
Lemma 16. For 0 ≤ i ≤ m, the following formula is valid:
Gm,i(
r︷ ︸︸ ︷
0, . . . , 0 ) =
∑
i≤j≤m
(−1)i+jq
1
2
i(i−1)+ 1
2
j(j+1−2m)
(
m
j
)
q
(
j
i
)
q
ηrj .
Proof. Introduce the function
Fm,r(y) =
∑
l1+···+lr=m
gl1 · · · glr
r−1∏
j=1
ηlj+1+lj+2+···+lr (m ≥ 0, r ≥ 1), (7.23)
where the sum is over l1, . . . , lr ∈ Z≥0 under the specified condition. It is related to the LHS by
Gm,i(
r︷ ︸︸ ︷
0, . . . , 0 ) = ym−i
(q)m(µy)i
(q)i(µy)m
ηri Fm−i,r(q
iy), (7.24)
where Fm−i,r(q
iy) is given by (7.23) with ηj = ηj(y) (5.3) replaced by ηj(q
iy). The relation (7.24) is
easily checked by means of (7.16) and ηi+j = ηi+j(y) = ηiηj(q
iy).
Replacing y,m and the summation variable j with q−iy,m+ i, j + i and using
(y)m−l = (−q
my)−lql(l+1)/2
(y)m
(q1−my−1)l
(7.25)
with y = q, the formula to show becomes
Fm,r(y) = y
−m (µy)m
(q)m
∑
0≤j≤m
(q−m)j
(q)j
( (y)j
(µy)j
)r
qj . (7.26)
We prove this by induction on r. When r = 1, the RHS is expressed in terms of the q-hypergeometric
[7, eq.(1.2.14)] as y−m (µy)m(q)m 2φ1
(
q−m,y
µy ; q, q
)
. Due to the formula [7, p354(II.6)]
2φ1
(
q−n, a
c
; q, q
)
= an
(c/a)n
(c)n
, (7.27)
we obtain (µ)m(q)m , which agrees with (7.23) with r = 1. We now prove the r + 1 case assuming the r
case holds. From (7.23) we have
Fm,r+1(y) =
m∑
l=0
(µ)l(y)m−l
(q)l(µy)m−l
Fm−l,r(y).
Using the induction hypothesis and (7.25), exchanging the orders of the summations with respect to
l and j, it can be written as
Fm,r+1(y) = y
−m (y)m
(q)m
m∑
j=0
(q−m)j
(q)j
(
(y)j
(µy)j
)r
qj2φ1
(
q−m+j, µ
q1−my−1
; q, q
)
.
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Using (7.27) and (q1−my−1)m = (−y)−mq−m(m−1)/2(y)m, we arrive at the expression (7.26) with r
replaced by r + 1, which finishes the proof. 
Lemma 16 and (7.24) with i = 0 yield the formula
Fm,r(y) = y
−m (µy)m
(y)m
m∑
j=0
(−1)jq
1
2
j(j+1−2m)
(
m
j
)
q
ηrj . (7.28)
We remark that by the definition (7.9) and (7.4) the LHS in Lemma 16 is regular at q = 0 and
manifestly positive in the range 0 < q, µ, y < 1 under consideration, whereas such features are highly
nontrivial in the RHS. In particular, individual terms therein can become O(q−
1
2
m2) which needs care
in numerical evaluation for small q.
7.2. Proof of Theorem 4. Theorem 4 is concerned with the region I (4.3). Let us derive (6.1) from
(7.1). Substituting (3.6) into it and applying (7.20) to the denominator we get
PI(r, n) = y
n (µ)dr+n
(q)dr (q)n
( s∏
i=1
g−1di y
di
)
lim
L→∞
Λ(y)−L〈0|Ad1 · · ·Adr−1
(µb)∞
(b)∞
kncdrAdr+1 · · ·AdsA
L−s
0 |0〉.
Insert 1 =
∑
i≥0
|i〉〈i|
(q)i
at the two places so as to use
〈l|
(µb)∞
(b)∞
kncdr |m〉 = gl−m+drq
n(m−dr)
(q)m(q)l
(q)m−dr
.
By Lemma 13 and (7.20) the result reads
PI(r, n) = y
n (q
drµ)n
(q)n
Λ(y)−1
∑
l,m≥0
qn(m−dr)
(µy)m
(y)m−dr
G0,l(d1, . . . , dr−1)φ(l −m+ dr|l),
where φ(l −m + dr|l) is defined in (7.4). Thus (6.1) follows by taking the l sum using (7.15) with
(s, t) = (r, r − 1) and (7.11).
Next we show (6.2) for the local density. After substituting (6.1) into (4.7), the sum is taken by∑
n≥0
nynqn(m−dr)
(qdrµ)n
(q)n
(y)∞
(µy)∞
=
(y)∞
(µy)∞
y
∂
∂y
(qmµy)∞
(qm−dry)∞
=
(y)m−dr
(µy)m
(
ρ+
m−1∑
k=0
µyqk
1− µyqk
−
m−dr−1∑
k=0
yqk
1− yqk
)
,
where ρ is the average density (5.7). The resulting expression for ρI(r) agrees with (6.2) except that
ρ comes with the coefficient
∑
mG0,m(d1, . . . , dr). But this equals 1 by (7.14).
Let us proceed to the currents (6.3) and (6.4). From (4.8) they are expressed as
JI(r)± =
∑
n≥l≥1
lw±((0, l)|(dr, n))PI(r, n).
Substitution of (2.16), (2.17) and (6.1) leads to the calculation similar to (5.10). Its essential part is
(qm−dry)∞
(qmµy)∞
∑
n≥l≥1
lw±((0, l)|(dr, n))y
nqn(m−dr)
(qdrµ)n
(q)n
=
{
µ−1h(qmµy),
h(qm−dry),
where h(y) is the derivative of the q-digamma function defined in (5.12). Now we have
JI(r)± =
∑
m
G0,m(d1, . . . , dr)×
{
µ−1h(qmµy),
h(qm−dry).
(7.29)
Expand h(qmµy) and h(qm−dry) into the sum of h(y) and the remainder terms by (5.13). From (5.11)
the contribution from the h(y) is expressed as
∑
mG0,m(d1, . . . , dr)J± = J± by (7.14). The remainder
terms give the RHS of (6.3) and (6.4).
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7.3. Proof of Theorem 7. Theorem 7 is concerned with the region II (4.3). The conditional proba-
bility PII(r, n) for r > s with the defects (d1, . . . , ds) is deduced from the region I result PI(r, n) (6.1)
by setting (d1, . . . , dr) = (d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0). It yields the expression
PII(r, n) = P (n)
∑
i
qniη−1i G0,i(d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0), (7.30)
where P (n) is the probability in the defect-free case (5.6) and the sum extends over 0 ≤ i ≤ d1+· · ·+ds.
On the other hand the decomposition (7.15) and Lemma 16 lead to
G0,i(d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0) =
∑
m
G0,m(d1, . . . , ds)Gm,i(
r−s︷ ︸︸ ︷
0, . . . , 0)
=
∑
i≤j≤m
G0,m(d1, . . . , ds)(−1)
i+jq
1
2
i(i−1)+ 1
2
j(j+1−2m)
(
m
j
)
q
(
j
i
)
q
ηr−sj . (7.31)
Substituting
(
m
j
)
q
= (−1)jqmj−j(j−1)/2 (q
−m)j
(q)j
into this, we get (6.12). The normalization
∑
n≥0 PII(r, n) =
1 is attributed to that of PI(r, n). In fact it can also be directly verified from (7.30) by noting∑
n≥0 P (n)q
ni = ηi and (7.14).
To derive the density (6.13), we again set (d1, . . . , dr) = (d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0) in the region I result
(6.2) and use (7.31) to get
ρII(r) − ρ =
∑
i,j,m
G0,m(d1, . . . , ds)(−1)
i+jq
1
2
i(i−1)+ 1
2
j(j+1−2m)
(
m
j
)
q
(
j
i
)
q
ηr−sj
×
i−1∑
k=0
( 1
1− µyqk
−
1
1− yqk
)
,
(7.32)
where the sum extends over i, j,m ∈ Z≥0 such that 0 ≤ i ≤ j ≤ m and ds ≤ m ≤ d1 + · · ·+ ds. We
may restrict j to 1 ≤ j ≤ m. Then the sums over i and k are taken by applying the identity
j∑
i=0
i−1∑
k=0
(−1)iq
1
2
i(i−1)
(
j
i
)
q
1
1− ζqk
=
∑
l≥0
j∑
i=0
(−1)iq
1
2
i(i−1)
(
j
i
)
q
1− qli
1− ql
ζl
=
∑
l≥0
(1)j − (ql)j
1− ql
ζl = −
∑
l≥0
(q)j+l−1
(q)l
ζl = −
(q)j−1
(ζ)j
,
(7.33)
where the q-binomial theorem and (3.7) are used. After some simplification the result becomes (6.13).
To derive the current (6.14), we set (d1, . . . , dr) = (d1, . . . , ds,
r−s︷ ︸︸ ︷
0, . . . , 0) in the region I result (6.3),
(6.4) and use (7.31) to get
JII(r)± − J± =
∑
i,j,m
G0,m(d1, . . . , ds)(−1)
i+j+1q
1
2
i(i−1)+ 1
2
j(j+1−2m)
(
m
j
)
q
(
j
i
)
q
i−1∑
k=0
yηr−sj q
k
(1− µ(1±1)/2yqk)2
,
where the sum
∑
i,j,m is taken in the same way as (7.32). This time we apply the identity
j∑
i=0
i−1∑
k=0
(−1)iq
1
2
i(i−1)
(
j
i
)
q
ζqk
(1− ζqk)2
= −
(q)j−1
(ζ)j
j−1∑
k=0
ζqk
1− ζqk
,
which follows from (7.33) by differentiation. The result yields (6.14).
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7.4. Proof of Theorem 9. Theorem 9 is concerned with the region III (4.3). From the definition of
X0,n in (3.6) and 〈0|
(µb)∞
(b)∞
= 〈0|kn = 〈0| by (3.4), the conditional probability (7.3) in the region III
becomes
PIII(r, n) = lim
L→∞
yngn〈0|A
|r|
0 Ad1 · · ·AdsA
L−|r|−s−1
0 |0〉
〈0|Ad1 · · ·AdsA
L−s
0 |0〉
= yngnΛ(y)
−1
due to (7.20). This is independent of r and coincides with the probability P (n) (5.6) for the defect-free
case. Consequently the local density and current also reduce to the average density ρ and J± in (5.11).
7.5. Proof of Proposition 10. From (6.13), (5.3) and (5.4), it follows that∑
r>s
(ρII(r) − ρ) =
∑
j,m
G0,m(d1, . . . , ds)
qj(q−m)j
(1− qj)(µy)j
,
where the sum
∑
j,m ranges over m such that G0,m 6= 0 implied by (7.13) and 1 ≤ j ≤ m. On the
other hand we have
m∑
j=1
qj(q−m)j
(1− qj)(µy)j
= −
m−1∑
k=0
1
1− µyqk
by replacing (q, d, µ) in (7.8) with (q−1,m, qm−1µy). Thus the above expression is simplified to
∑
r>s
(ρII(r) − ρ) = −
∑
m
G0,m(d1, . . . , ds)
m−1∑
k=0
1
1− µyqk
. (7.34)
Now we introduce
K(r) =
∑
m
G0,m(d1, . . . , dr)
m−1∑
k=0
1
1− µyqk
, K˜(r) =
∑
m
G0,m(d1, . . . , dr)
m−dr−1∑
k=0
1
1− yqk
.
From (6.2) it is easy to see
ρI(r) − ρ = −dr +K(r) − K˜(r).
Thus Proposition 10 follows from
K˜(1) = 0, K(r) = K˜(r + 1) (1 ≤ r < s),
K(s) +
∑
r>s
(ρII(r) − ρ) = 0.
The first equality is obvious from (7.11) and the last one has already been derived in (7.34). So we
are left to show K(r) = K˜(r + 1) only. By using (7.15) with (t, s) = (r, r + 1) and (7.11) we find
K˜(r + 1) =
∑
m
G0,m(d1, . . . , dr)
m∑
j=0
φ(m− j|m)
j−1∑
i=0
1
1− yqi
,
which tells that K˜(r + 1) is actually independent of dr+1 as with K(r). Now the proof is finished by
Lemma 12.
8. Discussion
In this paper we have investigated the stationary properties of the Uq(A
(1)
2 ) ZRP [11] on a ring
whose stationary probability is not factorized but expressed in a nontrivial matrix product form.
The second class particles are treated in the grand canonical ensemble subject to the influence of
the d1, . . . , ds first class particles fixed as defects at the sites 1, . . . , s. The local density and current
of the second class particles in the infinite volume limit are obtained in Theorem 4, 7 and 9. The
density profile is shown to exhibit a peak and a valley at the boundaries of the defect cluster. The
currents are locally suppressed by the defects. The detail is dependent on the inhomogeneity of the
data (d1, . . . , ds). Outside the defect cluster, its influence reaches longer distance when the average
density of the second class particles is lower. It was shown that the second class particles are decreased
by the number of the defect particles in Proposition 10.
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The effect of the defects is expressed through the function Gl,m(d1, . . . , ds), which is essentially a
column monodromy matrix of the Uq(A
(1)
1 ) ZRP containing the fugacity y as the spectral parameter.
Compare the diagrams (7.10) and (2.8). We regard it as another reminiscent of the nested Bethe
ansatz structure in addition to Remark 15.
It is natural to generalize the analysis in this paper to the grand canonical ensemble for the both
classes of particles simultaneously. Denoting the fugacity of the first class particles by x, one is led to
the analogue of the grand canonical partition function in two variables as
ZL(x, y) = Tr(V (x, y)
L)′ = Tr(V˜ (x, y)L)′,
V (x, y) =
∑
m,n≥0
Xm,nx
myn =
(µb)∞
(b)∞
Γ(µx, µy)
Γ(x, y)
, V˜ (x, y) = Ξ(µx, µy, µ)Ξ(x, y, 1)−1,
Γ(x, y) = (xc)∞(yk)∞, Ξ(x, y, µ) = (xc)∞(yk)∞(µb)∞,
where we have used the cyclicity of the trace and the commutativity [Γ(x, y),Γ(µx, µy)] = 0 which
follows from (3.6) by applying (µ)m+n = (µ)m(q
mµ)n = (µ)n(q
nµ)m. See also [14, Rem.3]. We leave
the large L asymptotics of ZL(x, y) and related issues for a future study.
Appendix A. Proof of (5.5) and Proposition 11
We invoke the interchangeability of limits and infinite sums in elementary calculus adapted in the
following form.
Lemma 17. For the sequence {SL,l ∈ R≥0 | L, l ∈ Z≥0}, the interchangeability limL→∞
∑∞
l=0 SL,l =∑∞
l=0 limL→∞ SL,l holds if the following (i) or (ii) is satisfied for L sufficiently large:
(i) limL→∞ SL,l <∞ and SL,l ≤ Tl for some Tl such that
∑∞
l=0 Tl <∞.
(ii) SL+1,l ≤ SL,l and
∑∞
l=0 SL,l < B for some B independent of L.
Proof. (i) Set sl = limL→∞ SL,l By the definition sl ≤ Tl. For any ε > 0 there is Mε such that∑
l>Mε
Tl < ε, and there is also Lε such that |SL,l − sl| <
ε
1+Mε
(0 ≤ l ≤ Mε) for L > Lε. Then one
has ∣∣∣∣∣
∞∑
l=0
SL,l −
∞∑
l=0
sl
∣∣∣∣∣ ≤
∣∣∣∣∣
Mε∑
l=0
(SL,l − sl)
∣∣∣∣∣+
∣∣∣∣∣ ∑
l>Mε
(SL,l − sl)
∣∣∣∣∣
< ε+
∑
l>Mε
(SL,l + sl) ≤ ε+ 2
∑
l>Mε
Tl < 3ε.
(ii) Without loss of generality we assume the condition holds for L ≥ 0. From the assumption
limL→∞ SL,l exists. Set ai,l = Si,l − Si−1,l (i ≥ 1) and a0,l = S0,l. Then |ai,l| = (−1)θ(i≥1)ai,l. Since∑L
i=0
∑∞
l=0 |ai,l| = 2
∑∞
l=0 S0,l−
∑∞
l=0 SL,l < 2B, The sum of ai,l over (i, l) ∈ Z
2
≥0 is absolutely conver-
gent and can be taken in any order. Thus we get limL→∞
∑L
i=0
∑∞
l=0 ai,l = limm→∞
∑m
l=0
∑∞
i=0 ai,l.
This means limL→∞
∑∞
l=0 SL,l =
∑∞
l=0 limL→∞ SL,l. 
Proof of (5.5). For n ≥ 1, set SL,l = qlnηLl and Tl = q
ln. Then the condition (i) in Lemma
17 is satisfied. For n = 0, set SL,l = η
L
l − η
L
∞ which satisfies SL+1,l ≤ SL,l for sufficiently large
L. Set further B0 =
∑∞
l=0 S1,l = η∞
∑
j≥1
gjy
j
1−qj which is finite. From (5.4), we have
∑∞
l=0 SL,l =
1 − ηL∞ +
∑∞
l=1(ηl − η∞)(η
L−1
l + η
L−2
l η∞ + · · · + η
L−1
∞ ) < 1 + B0Lη
L−1
1 . Thus the condition (ii) in
Lemma 17 is satisfied by taking B = 1 +B0max{Lη
L−1
1 | L ∈ Z≥1} <∞. 
Let Q be the operators of the form
Q = Am1 · · ·Amκ or Q = Am1 · · ·Amt−1Xe,hAmt+1 · · ·Amκ (A.1)
for some m1, . . . ,mκ, e, h ≥ 0 and 1 ≤ t ≤ κ. They are contained in the matrix product formula of
the probabilities (4.4)–(4.6) in the form Tr(QAL0 )
′ with L large, where (· · · )′ is explained after (3.5).
Lemma 18. For the operator Q of the form (A.1), the following limits exist and are equal:
lim
L→∞
Λ(y)−LTr
(
QAL0
)′
= lim
L→∞
Λ(y)−L〈0|QAL0 |0〉. (A.2)
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Proof. As for the RHS we have
Λ(y)−L
∑
m≥0
〈0|Q|m〉
(q)m
〈m|
( (µb)∞
(b)∞
(µyk)∞
(yk)∞
)L
|0〉
= Λ(y)−L
∑
m≥0
〈0|Q|m〉
(q)m
∑
l1+···+lL=m
gl1 · · · glL〈m|b
l1
(µyk)∞
(yk)∞
· · ·blL
(µyk)∞
(yk)∞
|0〉
=
∑
m≥0
〈0|Q|m〉
∑
l1+···+lL=m
gl1 · · · glLηl2+···+lL · · · ηlL−1+lLηlL =
∑
m≥0
〈0|Q|m〉Fm,L(y),
where l1, . . . , lL are summed over Z≥0 with the specified condition. We have used the expansion (3.7),
the quantity ηm (5.3) and the definition of the function Fm,L(y) (7.23). By the assumption on Q,
〈0|Q|m〉 6= 0 holds only for finitely many m ∈ Z≥0. Thus we get
RHS of (A.2) =
∑
m≥0
〈0|Q|m〉 lim
L→∞
Fm,L(y)
=
∑
m≥0
y−m(µy)m〈0|Q|m〉
(q)m
lim
L→∞
∑
0≤j≤m
(−1)jq
1
2
j(j+1−2m)
(
m
j
)
q
ηLj
=
∑
m≥0
y−m(µy)m〈0|Q|m〉
(q)m
,
where the second equality is due to (7.24) and Lemma 16 with (i, r) = (0, L). This result shows that
the RHS is finite.
As for the LHS we expand Q by (µb)∞(b)∞ =
∑
j≥0 gjb
j (3.7) and apply the commutation relation
(3.3). The resulting terms contain k as an overall factor and are grouped into two types as
Λ(y)−LTr
(
QAL0
)′
= Λ(y)−L
∑
m≥l≥0
(
〈l|Q0|m〉
(q)l(q)m
〈m|AL0 |l〉+
〈l|Q1|m〉
(q)l(q)m
〈m|
(
AL0 − (A0|y=0)
L
)
|l〉
)
. (A.3)
Here Q0 and Q1 are finite linear combinations of the operators of the form
Q0 :
κ∏
i=1
(qαiµyk)∞
(qβiyk)∞
kncλ, Q1 :
κ∏
i=1
(qαiµyk)∞
(qβiyk)∞
cλ.
with various αi, βi ∈ Z, λ ∈ Z≥0, n ∈ Z≥1, and κ is the one in (A.1). Let us pick one such term for
each type:
W0 = Λ(y)
−L
∑
m≥l≥0
1
(q)l(q)m
〈l|
κ∏
i=1
(qαiµyk)∞
(qβiyk)∞
kncλ|m〉〈m|AL0 |l〉,
W1 = Λ(y)
−L
∑
m≥l≥0
1
(q)l(q)m
〈l|
κ∏
i=1
(qαiµyk)∞
(qβiyk)∞
cλ|m〉〈m|
(
AL0 − (A0|y=0)
L
)
|l〉.
These are actually single sums over l since m is frozen to m = l+λ. Denote them by W0 =
∑
l≥0 UL,l
and W1 =
∑
l≥0 VL,l. A direct calculation gives
UL,l = q
lnΓluL,l, VL,l = ΓlvL,l, Γl =
(q)l+λ
(q)l
κ∏
i=1
(ql+αiµy)∞
(ql+βiy)∞
,
uL,l =
∑
l1+···+lL=λ
gl1 · · · glLηl+l2+···+lL · · · ηl+lLηl,
vL,l =
∑
l1+···+lL=λ
gl1 · · · glL
(
ηl+l2+···+lL · · · ηl+lLηl − η
L
∞
)
.
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We also introduce
V L = Λ(y)
−L
∑
m≥0
1
(q)m
〈0|
κ∏
i=1
(qαiµyk)∞
(qβiyk)∞
cλ|m〉〈m|AL0 |0〉 = Γ0vL,
vL =
∑
l1+···+lL=λ
gl1 · · · glLηl2+···+lL · · · ηlL−1+lLηlL (= Fλ,L(y) in (7.23)).
Since the l’s in UL,l and VL,l have the same meaning as those in (A.3), the proof is reduced to showing
that the only l = 0 term survives in the large L limit.
lim
L→∞
∑
l≥0
UL,l = lim
L→∞
UL,0, lim
L→∞
∑
l≥0
VL,l = lim
L→∞
V L. (A.5)
From (5.4) the equalities limL→∞ uL,l = δl,0 limL→∞ uL,0 and limL→∞ vL,l = δl,0 limL→∞ vL,0 =
δl,0 limL→∞ vL are valid obviously. Therefore (A.5) follows from the next Lemma 19. 
Lemma 19. The following interchangeability holds for the series involving UL,l, VL,l in (A.4):
(a) lim
L→∞
∑
l≥0
UL,l =
∑
l≥0
lim
L→∞
UL,l, (b) lim
L→∞
∑
l≥0
VL,l =
∑
l≥0
lim
L→∞
VL,l.
Proof. (a). From (7.28) and (5.4) we have
uL,l ≤ Fλ,L(y) = y
−λ (µy)λ
(q)λ
∑
0≤j≤λ
(−1)jq
1
2
j(j+1−2λ)
(
λ
j
)
q
ηLj
< y−λ
(µy)λ
(q)λ
∑
0≤j≤λ
q
1
2
j(j+1−2λ)
(
λ
j
)
q
= y−λ
(µy)λ(−q
1−λ)λ
(q)λ
.
Thus by setting SL,l = UL,l and Tl = y
−λqnlΓl
(µy)λ(−q
1−λ)λ
(q)λ
, the condition (i) in Lemma 17 is satisfied,
hence (a) is valid. In particular,
∑∞
l=0 Tl <∞ because the series
∑∞
l=0 w
lΓl is convergent for |w| < 1
due to liml→∞ Γl = 1.
(b) We prove that Lemma 17 (ii) applies to SL,l = VL,l. Thus we are to verify (b)1 : vL+1,l ≤ vL,l for
sufficiently large L, and (b)2 :
∑
l≥0 VL,l < B for some B. To show (b)1, note the large L asymptotic
behavior∑
l1+···+lL=λ
gl1 · · · glLηl+l2+···+lL · · · ηl = η
L
l Fλ,L(q
ly)
=
(qlµy)λ(q
ly)−λ
(q)λ
∑
0≤j≤λ
(−1)jq
1
2
j(j+1−2λ)
(
λ
j
)
q
ηLj+l ≃
(qlµy)λ(q
ly)−λ
(q)λ
ηLl (1 +O(η
L
l+1/η
L
l )),
where the first and the second equalities follow from (7.23) and (7.28) with ηl+m = ηlηm(q
ly), and
the last estimation is due to (5.4). As for the second term in vL,l containing −η
L
∞, one can estimate
the coefficient of it as
(
L−1+λ
λ
)
c1 ≤
∑
l1+···+lL=λ
gl1 · · · glL ≤
(
L
λ
)
c2, where c1, c2 are L-independent
quantities c1 = min{gl1 · · · glλ | li ∈ Z≥0, l1 + · · · + lλ = λ} and c2 =
∑
l1+···+lλ=λ
gl1 · · · glλ . From
these results and the Stirling formula one finds that vL,l has the large L asymptotic behavior vL,l ≃
c3η
L
l − c4L
ληL∞ with L-independent c3, c4 > 0. Thus the inequality (b)1 for sufficiently large L follows
from (5.4). To show (b)2, we use
vL,λ ≤ η
L
∞
∑
l1+···+lL=λ
gl1 · · · glL
( (qlµy)L∞
(qly)L∞
− 1
)
≤ ηL∞
∑
l1+···+lL=λ
gl1 · · · glL
( (qlµy)∞
(qly)∞
− 1
)
L
(µy)L−1∞
(y)L−1∞
= Lη∞
∑
l1+···+lL=λ
gl1 · · · glL
∑
j≥1
gj(q
ly)j .
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From (A.4), there exists l0 ≥ 0 such that Γl > 0 holds for all l ≥ l0
3. Then the above estimation
leads to
∑
l≥0 VL,l = C +
∑
l≥l0
ΓlvL,l ≤ C + Lη∞
∑
l1+···+lL=λ
gl1 · · · glL
∑
j≥1 fjgjy
j , where C =∑
0≤l<l0
VL,l is a finite constant and we have set fj =
∑
l≥l0
Γlq
jl. This series fj is convergent
because of liml→∞ Γl = 1 as noted in (a). The series
∑
j≥1 fjgjy
j in y is also convergent due to
0 < y < 1 and limj→∞
fjgj
fj+1gj+1
= q−l0 limj→∞
1−qj+1
1−qjµ = q
−l0 > 1. Thus
∑
l≥0 VL,l is convergent for
any fixed L. On the other hand (b)1 tells that
∑
l≥0 VL,l is monotonously decreasing with respect to
L for sufficiently large L. This proves (b)2. 
Acknowledgments
The authors thank Masato Okado for discussion and Tomohiro Sasamoto for communication. This
work is supported by Grants-in-Aid for Scientific Research No. 15K13429 from JSPS.
References
[1] R. J. Baxter, Exactly solved models in statistical mechanics, Dover (2007).
[2] G. Barraquand and I. Corwin, The q-Hahn asymmetric exclusion process, arXiv:1501.03445.
[3] A. Borodin, I. Corwin and V. Gorin, Stochastic six-vertex model, Duke Math. J. 165 (2016) 563–624.
[4] B. Derrida, S. A. Janowsky, J. L. Lebowitz and E. R. Speer, Exact solution of the totally asymmetric simple
exclusion process: shock profiles, J. Stat. Phys. 73 (1993) 813–842.
[5] M. R. Evans and T. Hanney, Nonequilibrium statistical mechanics of the zero-range process and related models, J.
Phys. A: Math. Gen. 38 (2005) R195–R240.
[6] A. Garbali, J. de Gier, M. Wheeler, A new generalisation of Macdonald polynomials, arXiv:1605.07200.
[7] G. Gasper and M. Rahman, Basic Hypergeometric Series, Second ed. Cambridge Univ. Press. (2004).
[8] S. Großkinsky, G. M. Schu¨tz and H. Spohn, Condensation in the zero range process: stationary and dynamical
properties, J. Stat. Phys. 113 (2003) 389–410.
[9] C. Kipnis and C. Landim, Scaling limits of interacting particle systems, Grundlehren der mathematischen Wis-
senschaften 320, Springer Verlag (1999).
[10] J. Kuan, An algebraic construction of duality functions for the stochastic Uq(A
(1)
n ) vertex model and its degenera-
tions, arXiv:1701.04468.
[11] A. Kuniba, V. V. Mangazeev, S. Maruyama and M. Okado, Stochastic R matrix for Uq(A
(1)
n ), Nucl. Phys. B913
(2016) 248–277.
[12] A. Kuniba, S. Maruyama and M. Okado, Multispecies totally asymmetric zero range process: II. Hat relation and
tetrahedron equation, J. Integrable Syst. (2015) 1 (1): xyw008.
[13] A. Kuniba and M. Okado, Matrix product formula for Uq(A
(1)
2 )-zero range process, J. Phys. A: Math. Theor. 50
(2017) 044001 (20pp).
[14] A. Kuniba and M. Okado, A q-boson representation of Zamolodchikov-Faddeev algebra for stochastic R matrix of
Uq(A
(1)
n ), Lett. Math. Phys. 107 (2017) 1111–1130.
[15] S. Prolhac, M. R. Evans and K. Mallick, The matrix product solution of the multispecies partially asymmetric
exclusion process, J. Phys. A: Math. Theor. 42 (2009) 165004 (25pp).
[16] A. M. Povolotsky, On the integrability of zero-range chipping models with factorized steady states, J. Phys. A:
Math. Theor. 46 (2013) 465205 (25pp).
[17] N. Rajewsky, T. Sasamoto and E. R. Speer, Spatial particle condensation for an exclusion process on a ring, Physica
A 279 (2000) 123–142.
[18] T. Sasamoto and M. Wadati, Exact results for one-dimensional totally asymmetric diffusion models, J. Phys. A:
Math. Gen. 31 (1998) 6057–6071.
[19] F. Spitzer, Interaction of Markov processes, Adv. Math. 5 (1970) 246–290.
[20] Y. Takeyama, A deformation of affine Hecke algebra and integrable stochastic particle system, J. Phys. A: Math.
Theor. 47 (2014) 465203 (19pp).
[21] Y. Takeyama, Algebraic construction of multi-species q-Boson system, arXiv:1507.02033.
E-mail address: atsuo.s.kuniba@gmail.com
Institute of Physics, University of Tokyo, Komaba, Tokyo 153-8902, Japan
E-mail address: vladimir.mangazeev@anu.edu.au
Department of Theoretical Physics, Research School of Physics and Engineering, Australian National
University, Canberra, ACT 0200, Australia.
3 Such l0 is not unique but the non-uniqueness does not spoil the subsequent argument.
