ABSTRACT The general problem of a queue-aware radio resource management and scheduling design is investigated for wireless communications under quasi-static fading channel conditions. Based on an analysis of the source buffer queuing system, the problem is formulated as a constrained nonlinear discrete programming problem. The state transition matrix of the queuing system determined by the queue-aware scheduler is shown to have a highly dynamic structure, so that the conventional matrix analysis and optimization tools are not applicable. By reformulating the problem into a nonlinear integer programming problem on an integer convex set, a direct search approach is considered. Two types of search algorithms, gradient based and gradient-free, are investigated. An integer steepest-descent search with a sub-sequential interval search algorithm and a constrained discrete Rosenbrock search (CDRS) algorithm is proposed to solve the nonlinear integer problem. Both algorithms are shown to have low complexity and good convergence. The numerical results for a single user resource allocation are presented, which show that both algorithms outperform equal partitioning and random partitioning queue-aware scheduling. The dynamic programming (DP) solution given by the relative value iteration algorithm, which provides the true optima but has high complexity, is used as a benchmark. In the majority of the numerical examples, the performance of the CDRS algorithm is almost identical to that of the DP approach in terms of both the average queue length minimization and the average packet blocking plus packet retransmission minimization, but it is less complex, and thus has better scalability.
I. INTRODUCTION
Radio resource management (RRM) and scheduling are critical to quality-of-service (QoS) provisioning in wireless networks. Conventional RRM and scheduling schemes implemented in the physical layer (PHY) are mainly designed based on the channel state information (CSI) [1] - [4] . Such schemes exploit the physical channel dynamics to achieve higher data rates or improve communication link quality. However, current broadband wireless systems, e.g. IEEE 802.11-based wireless local area networks (WLANs) and IEEE 802.16-based wireless metropolitan area networks (WMANs), are designed to accommodate different traffic types and service levels, but QoS provisioning mechanisms are not standardized. In order to achieve better performance and resource utilization in current and future wireless systems, traffic and data buffer conditions should also be exploited in the RRM and scheduling design.
Queue-aware scheduling is a concept originally studied in network control theory. Design issues such as multiple access control, flow control, and routing were addressed by queue-aware schemes based on decision rules considering the buffer queue states. In [5] , Tassiulas and Ephremides studied the single server allocation problem in a multiple access system (with parallel competing queues), under dynamic connectivity conditions. The server allocation problem was addressed with a longest connected queue (LCQ) policy, which schedules service to the connected queue with the largest buffer occupancy. The discussion in [5] focused on the multiple access policy from the media access control (MAC) layer perspective. A constant one-packet-per-time-slot transmission scheme was employed, and the channel uncertainty was captured by the probability of successful transmission. The underlying PHY mechanism of adaptive transmission and channel-induced packet error were not considered. The queue stability issue of a multi-node multi-hop network was studied in [6] . Using a directed graph G = (V , E) model of the multi-node network, a constrained queueing system was formulated. Scheduling of the action set of links (subset of E), in each time slot was studied at the network layer under queue stability considerations. In [7] , a similar directed graph structure with buffer stability requirements was considered for joint power allocation and routing design. A rate-power relationship was established for all links in each time slot within which the channel state remains constant. This relationship was then used to decouple the physical and network layers in the joint scheduling problem so the problem can be solved via network layer design. The impact of finite buffers in a wireless network has been investigated using a graph with a focus on flow control and scheduling [8] . The tradeoff between buffer size and network utility was studied, and control algorithms considering this backlog-utility tradeoff were proposed. The buffer thresholding approach was employed for congestion control in wireless ad hoc networks in [9] , where fuzzy logic was used to dynamically adjust the thresholds to reduce the delay of multimedia applications.
More recently, the queue-aware approach has attracted attention in the context of cross-layer design for wireless communications, with emphasis on the interaction between the lower layers (PHY and MAC) of the protocol stack [10] - [16] . Instead of focusing on scheduling design from an upper-layer perspective as in [5] - [9] , more attention is given to lower-layer RRM functionalities, e.g. power allocation, subcarrier assignment, and adaptive modulation and coding (AMC). Most of the related results in the literature involve channel-aware queue-aware (CAQA) scheduling. A joint subcarrier and power allocation problem was considered for the downlink of a multiuser OFDM system in [10] . The proposed suboptimal solution employed a joint channel-and queue-aware algorithm. The queue state of the buffers with unsaturated traffic was considered in the sum-throughput maximization problem. The instantaneous throughput was determined by both the achievable rate (channel condition) and the queue state. It was shown that significant performance gains can be achieved by joint channel-and queue-aware schemes over channel-aware only scheduling. In [11] , a joint channel-and queue-aware multichannel scheduling scheme, namely max-delay-utility scheduling, was proposed to exploit multiuser diversity in the downlink of OFDMA-based wireless networks. The problem was formulated as a nonlinear integer optimization problem with non-convex constraints. By considering both channel and queue state information, this approach achieves good QoS provisioning by maximizing the stability region of the buffer queue while performing weighted sum-rate maximization. A max-min rate optimization approach was employed in [14] for queue-aware resource allocation of the OFDMA-based cognitive radio downlink. A sequential linear integer search enabled by heuristic algorithms was proposed to solve the formulated nonlinear integer problem. A Markov decision process (MDP) has also been employed for queue-aware scheduling [15] . Dynamic programming (DP) algorithms such as value iteration and policy iteration are commonly used tools to solve these MDP problems. Although optimal solutions to queue-related performance optimization can be obtained, the MDP/DP approach suffers from the curse of dimensionality and thus has scalability issues.
Instead of jointly considering the dynamics of both the channel and queue states, the queue-aware aspects were emphasized in [16] . Uplink bandwidth allocation strategies for IEEE 802.16 systems based solely on the queue state were proposed. The PHY channel-induced packet error process was treated with a separate error control mechanism. By allocating uplink bandwidth to the subscriber when its buffer occupancy exceeds a specified threshold, the authors showed that compared to fixed bandwidth allocation, the queue-partitioning-based bandwidth allocation can reduce the average packet delay for the uplink polling services. Since the proposed queue-aware scheduling can adaptively reduce the allocated bandwidth when the buffer occupancy is low, the queue-aware algorithm also improves bandwidth utilization. However, optimization of the proposed queue-aware scheme was not considered.
Although the queue-aware approach to radio resource allocation and scheduling can in general provide better QoS provisioning for wireless networks, it often leads to complex nonlinear, non-convex discrete problems. Such problems are difficult to solve, and in general optimality of the solution cannot be guaranteed. Previous results on this approach either do not consider optimization [16] , or rely on inefficient heuristics [11] , [14] , [15] which are not suitable for online applications. To develop better queue-aware strategies for wireless communications, the general nonlinear integer programming problem formulated under the queue-aware framework should be explored. In particular, the difficulties in solving such problems, as well as their efficient solutions, need to be investigated.
In this work, we examine a time-slotted, single source queueing system similar to that in [16] for general queueaware RRM scheduling. The general concept and algorithm design presented here can easily be extended to multi-user and cooperative systems by formulating a similar integer problem. Quasi-static fading channel conditions are assumed so that the channel state does not change over the time interval of interest. Queue state based algorithms are developed which exploit the dynamics of the buffer queue. This introduces another dimension to enable finer adjustments and thus more efficient sub-fading-block scheduling. Unlike existing results such as [5] , [8] , and [16] which ignore the underlying PHY error mechanism, here the packet error rates (PERs) of the candidate scheduler states are considered in the problem formulation, and infinite persistent automatic repeat request (ARQ) is assumed for error recovery.
The main contributions of this work are summarized below.
• The proposed generalized queue-aware scheduling design enables finer resource management and scheduling within one quasi-static fading block consisting of multiple scheduling time slots. Improved resource utilization efficiency is thus achieved.
• A general queue-aware scheduling problem, which applies to a variety of RRM and scheduling scenarios, is developed. The optimization problem is then reformulated as a constrained nonlinear integer programming problem on an integer convex set.
• Based on the attributes of integer programming and the challenges in solving nonlinear integer problems, two types of integer search algorithms, namely gradientbased and gradient-free, are studied. The convergence, complexity and performance of the algorithms are investigated. The rest of this paper is organized as follows. A general nonlinear integer programming problem formulation for queue-aware scheduling is derived in Section II. Then Section III considers scheduling for a queue-aware single-user AMC problem. Discrete search algorithms for queue-aware AMC scheduling are developed in Section IV. The algorithms are implemented in Section V to investigate the performance via case studies. Finally, the results presented are summarized in Section VI.
II. PROBLEM FORMULATION A. QUEUEING SYSTEM MODELING
Under quasi-static fading channel conditions, if there is unsaturated traffic at the information source in a slotted time system, the dynamics of the source buffer queue provide a new degree of freedom that can be exploited in resource allocation and scheduling design. Finer adjustment and better resource utilization efficiency can then be achieved by introducing queue-awareness into the scheduling.
The objective of queue-aware scheduling design is to develop algorithms which perform resource allocation based on the buffer occupancy. More specifically, consider a buffered queueing system with current buffer occupancy (queue length) state x and several candidate resource assignment schemes. These schemes can have different allocated bandwidths/subcarriers, time slots, modulation and coding methods, etc. A queue-aware scheduling algorithm chooses resource allocation b(x) for the system when the queue length state is x, conditioned on the channel state of the quasi-static fading block. From a cross-layer viewpoint, the performance of queue-aware scheduling is also affected by other factors including the quasi-static fading channel state that can be characterized by the channel signal-to-noise ratio (SNR) γ , and the traffic that can be characterized by the average packet arrival rate λ. Therefore the resource allocation policy is expressed as a parameterized function b(x; γ , λ). A general single source buffered queueing system is considered for wireless communications as shown in Fig. 1 . The time-slotted system has a finite buffer size of B packets. Each quasi-static fading block (time slot) consists of a certain number of scheduling time units which are designated as frames in this work. Packet arrival is modeled by a discrete time Poisson process with average arrival rate λ, but with a maximum number of simultaneous packet arrivals A. To have meaningful packet arrival events, we require A < B. In practice, the maximum batch packet arrival size A is significantly greater than the number of packets transmitted per time slot. It is further assumed that all packet arrivals occur at the end of the frame. The departure process of the queueing system is characterized by the allocated radio resource. We assume that each packet is decoded separately, and persistent ARQ is used for transmission failure recovery. A total of N resource allocation states are considered. These states are denoted by T n , n = 1, 2, . . . , N , in Fig. 1 with corresponding deterministic transmission rates µ n packets per frame time slot. The scheduler adopts a queue-aware policy which selects its operating state for each frame based on the buffer occupancy. The data packets are then transmitted through a wireless channel using the allocated resource (transmission scheme). The average channel SNR γ is the CSI indicator. p en denotes the channel induced PER for state T n , which may differ for different values of n. The queue-aware scheduling function b(x) = (µ n , p en ) for buffer occupancy x takes values from the set
Based on the above discussion, the system in Fig. 1 corresponds to an M/G/1/B queue, where the departure process follows a general model determined by the queue-aware scheduling. For QoS provisioning purposes, the optimality criterion of the scheduling algorithm is often chosen as the average buffer queue length, packet blocking rate, packet retransmissions, etc. In order to evaluate these performance indicators, we next present a queueing analysis and derive the steady state distribution of the system.
B. QUEUEING ANALYSIS
We denote the state transition matrix of the M/G/1/B queue by a (B + 1) × (B + 1) matrix P. The queue state space is B = {0, 1, 2, . . . , B}. The row index i ∈ B of the elements of P corresponds to the current buffer queue length, i.e. the queue length at the beginning of the frame time slot; and the column index j ∈ B represents the target queue state, i.e. the queue length at the end of the frame time slot. The (i, j)th entry of P, denoted by p ij , gives the transition probability from queue length state i to state j. The probability p ij is thus determined by the queue state index pair (i, j), the Poisson packet arrival rate λ, and the departure process specified by the scheduler state b(i). Note that for queueaware scheduling, selecting b(i) specifies both the transmission rate µ(i) and the corresponding packet error rate p e (i).
In the first B columns of P, the state transition probabilities are given by
where f (a; λ), as in [16] , is the Poisson probability mass function (PMF)
that well approximates the PMF of the discrete packet arrival process when A is sufficiently large, and p err (i, j, a) is given by
The term (1) gives the probability of having (i − j + a) packets in error out of the µ(i) transmitted packets. Note that when i, j and a satisfy the
i−j+a is zero, so zero probability is automatically assigned to packet arrival events outside the range a ∈ [0, A].
When the number of net packet arrivals during a frame time slot is greater than or equal to the available buffer space at the beginning of the frame, the target state will have buffer occupancy equal to B. Packet blocking events are captured by the queue length state B, as in this case buffer overflow occurs. The associated state transition probabilities for target queue length B, which form the (B + 1)th column of P, are
Equation (4) indicates that for row index i ≥ B − A, the (i, B + 1)th entry of P is equal to the sum of terms as in (1) with j ranging from B to i + A. Combining (1) and (4), the state transition matrix P has an upper block Hessenberg form. Because the general departure process of the queueing system with queue length i is determined by the queue-aware resource allocation function b(i) = (µ(i), p e (i)), the block structure of P also changes with b(i). In other words, when we manipulate the queueaware scheduling policy, which is common practice in the search for an optimal queue-aware resource allocation using some optimization technique, it gives a new state transition matrix P which typically has a very different block structure. It is therefore very difficult, if not impossible, to find a single simple matrix form to capture the structure of P which can be used in the optimization algorithm. However, it is shown in the following Theorem that the state transition matrix P derived above is irreducible, and therefore the steady state distribution can be evaluated from P using a numerical approach.
Theorem 1: Given the queue-aware resource allocation policy b(i; γ , λ), the state transition matrix P specified by (1) and (4) is irreducible.
Proof: The state transition matrix P is irreducible if the queue state space B consists of only one equivalent class, i.e. for any two states i, j ∈ B, there is positive probability to transit from one state to the other in a finite number of steps [17] . We then say that states i and j communicate and denote this relationship by i ↔ j. Without loss of generality, in the following we assume i ≤ j and prove that i ↔ j.
First we consider the case where j − i ≤ A − µ(i). By assumption, the maximum batch packet arrivals A is significantly greater than the departure rate of any transmission mode, i.e. µ(i)
A. There is always a positive probability p ij to transit from state i to state j in one step. Otherwise if (5) where i = k 0 and j = k L+1 . Similar to the case with j − i ≤ A − µ(i), each intermediate step from state k l−1 to state k l has a positive state transition probability p k l−1 k l . The probability that state i transits to state j via the L intermediate states {k 1 , . . . , k L } is therefore given by the product of the (positive) transition probabilities of all intermediate steps
which must also be positive. Based on the boundedness of j − i, the feasibility of transiting from state j to state i in a finite number of steps with a positive probability can be shown by the following simple viable example. Consider an event that there are no packet arrivals for L consecutive time slots where L is a sufficiently large integer. We can find a set of L states {k L , . . . , k 1 } which satisfy
Denote by p succ (k l −k l−1 ; µ(k l )) the probability that k l −k l−1 packets out of the µ(k l ) transmitted packets are successfully received. According to (7), we must have
The probability that state j transits to state i via states {k L , . . . , k 1 } in the case of no packet arrivals in the L time slots is therefore given by
As a result, any two states i and j in the buffer queue state space B communicate in our system. The corresponding state transition matrix P is thus irreducible, which implies that we can always obtain the steady state distribution of the associated Markov chain from P. The steady state distribution of the queueing system, denoted by π = [π 0 , π 1 , . . . , π B ] T , satisfies the steady state condition
The distribution vector π can be obtained by solving (9) . Because P has a highly dynamic (sensitive to b(i)) and complicated form (block structure) in our queue-aware scheduling system, no general geometric relationship exists among the elements of π. Solving (9) for π typically involves numerical methods such as the eigenvector method, the repeated multiplication method, or iterative numerical techniques [19] . It is thus mathematically intractable to establish a direct mapping between π and b(i). Consequently, the objective function of the optimization problem cannot be expressed explicitly as a function of µ(i) and p e (i). In practice, even the convexity and differentiability of the objective function are unknown.
C. QUEUE-AWARE SCHEDULING PROBLEM FORMULATION
Denote the objective function of the queue-aware scheduling problem by g, which can be (but is not limited to), the average queue length, the average packet blocking rate, or the network power (the ratio of average throughput to average packet delay) [22] . Thus, for QoS provisioning g is usually a linear function of π. However, as numerical methods are required to calculate π given the scheduling policy, it is in general impossible to express g in terms of µ(i) and p e (i) explicitly. A primitive form of the queue-aware RRM scheduling problem with π being the design variable can be formulated as
where c is a (B + 1)-dimensional column vector with all entries equal to one. In practice, there are several constraints on b(i) in the calculation of the parameterized state transition matrix P(µ(i), p e (i)). First, in order to have meaningful scheduler states, b(i) can only take values from the finite set U. According to (1) and (4), the state transition matrix P will very likely change when µ(i) and p e (i) change. Therefore in a buffered wireless system operating under queue-aware algorithms, changes to the scheduling policy will result in changes in π with high probability, and vice versa. The problem is in fact a discrete optimization problem, which makes it difficult to employ a continuous optimization algorithm. Second, the transmission rate µ(i) must be no greater than the queue length i to avoid over-allocation of resources. Further, µ(i) should be non-decreasing on i in order to assign more resources to states with higher buffer occupancy, i.e. higher resource demands. Since P and π are correlated in problem (10), the first constraint in (10) which appears to be a linear function of π is in fact a highly nonlinear constraint which has no closed form expression. As a consequence, the convexity of the feasible region of problem (10) is unknown.
With the non-decreasing constraint on µ(i), queue-aware scheduling can be achieved by a queue-partition approach, i.e. we determine a number of thresholds such that a certain resource allocation scheme is used when the buffer queue length is between two neighbouring thresholds. Specifically, we first sort the set U according to {µ n } such that the deterministic departure rates are in non-decreasing order, i.e. µ n ≥ µ n−1 . For convenience, U is used to denote the sorted set. The buffer queue is partitioned into N sections. The sequence of thresholds is denoted by
An easier means of employing the partition thresholds is to use the partition intervals as in [16] . Let x n = z n − z n−1 denote the interval between the (n − 1)th and nth thresholds. The design variable is chosen as the partition interval sequence
where the x n are positive integers. The dimension of the optimization problem is the number of resource allocation states N . It is required that the sum of the elements of X is equal to B so that all thresholds are within the buffer. Since z 0 and z N are fixed, any specific partition of the queue can be fully characterized by the first N − 1 elements of X . The dimension of the problem can thus be reduced by 1. With a slight abuse of notation, we use
The optimality of the monotonic thresholding policy (14) in optimal resource allocation can be shown from the stochastic control perspective as in [18] . This is also confirmed by our numerical examples presented in Section V.
The queue-aware scheduling problem is reformulated as
subject to x n ∈ {1, . .
where c t is an (N − 1)-dimensional column vector with all entries equal to one, and π (X ) is the steady state distribution π expressed as a function of X . In this formulation, a different design variable, the discrete buffer partition interval vector X , is used instead of the steady state queue length distribution vector π in (10) . Because in general the function form of π (X ) cannot be given explicitly, the objective function g (π (X )) in (15) must be calculated implicitly using numerical methods. All the constraints on π in (10) are merged into the numerical calculation of g (π (X )) in (15) . All constraints of problem (15) are linear on the integer design variable X . We thus have a nonlinear integer programming problem on an integer convex set. We use R X to denote the feasible region of X in (15) . Although there is no general algorithm which guarantees globally optimal solutions for nonlinear integer optimization, the problem formulated in (15) is preferred in terms of algorithm design. This is because so long as the objective function can be evaluated, and the constraint set is (integer) convex, efficient constrained search algorithms can be used to obtain solutions that are satisfactory in terms of performance, convergence and complexity.
D. CHALLENGES FOR INTEGER SEARCH ALGORITHM DESIGN
In integer programming, the design variable X takes values only from discrete points which are nodes of a lattice consisting of all possible values of the components of X . Each coordinate axis is called a principal axis, and the shortest distance between two neighboring discrete points along a coordinate direction is the resolution of the coordinate. Problem (15) has resolution one for all coordinates. Next we introduce two fundamental concepts for integer programming.
Definition: The unit neighborhood of X , denoted by N 1(X ), is the set of discrete points which differ from X by zero or one resolution unit in any coordinate direction. The principal neighborhood of X , NP(X ), refers to the intersection of N 1(X ) with the axes centered at X and parallel to the principal axes. A simple example in a two-dimensional space is shown in Fig. 2 where X 1 to X 4 in the shadowed area form NP(X ), and the unit neighborhood of X consists of all eight points around X from X 1 to X 8 . A local optimum with respect to N 1(X ) is called a discrete local optimum, while the local optimum with respect to NP(X ) is a false local optimum. A global optimum refers to a discrete point that is a local optimum with respect to any neighborhood containing this point. A series of false local optima in an integer minimization problem creates a principal resolution valley.
The general methodology of discrete search for nonlinear integer programming is to conduct a sequential search along some search direction in each step as determined by the algorithm. Different from continuous optimization, in discrete problems arbitrarily small moves cannot be made because of the finite resolution. We therefore normalize the smallest nonzero coordinate component of the search direction V given by the calculation, and scale the other components of V accordingly to obtain a relative direction V R . Because it is very likely that V R has non-integer components, an integer search direction D needs to be generated by rounding V R . We use a function I D (·) to denote the mapping from V R to D, i.e. D = I D (V R ). For example, in a three dimensional space, if the search direction given by the algorithm is V = (0.2, −0.53, 0), the relative direction calculated by normalizing the smallest non-zero component of V is V R = (1, −2.65, 0). Then we round the non-integer components of V R and obtain the corresponding integer search direction D = (1, −3, 0) .
False local optima are easy to find by sequential coordinate search. However, finding a local or global optimum is not easy in general because the size of the discrete point set N 1(X ) − NP(X ) grows exponentially with the dimension of the optimization problem. Ensuring a global optimum for nonlinear integer problems is mathematically intractable. One fundamental challenge in nonlinear integer programming is to develop efficient search algorithms capable of identifying and following the principal resolution valley and moving away from false local optima [20] .
Because of the resolution constraint, it is required that the smallest nonzero coordinate component of an integer search direction D be one. If the objective function changes very slowly along some coordinate direction while it changes significantly in other coordinate directions, the resulting integer direction may have very large components. In this case, even a single move in the least sensitive coordinate direction would overshoot the optimum, or even go beyond the feasible region. Further, because the integer direction is a quantized version of the direction determined by the algorithm, this deviation may result in the optimum being missed. Therefore this situation must be identified in the search algorithm and a recovery mechanism employed. In Sections III and IV, we investigate discrete search algorithm design for our queueaware resource scheduling problem.
III. QUEUE-AWARE SINGLE-USER TRANSMISSION SCHEDULING
Consider the buffered single-user wireless system in Fig. 1 . The scheduler states are specified as N uncoded modulation levels, and the rate for the modulation scheme of state T n is (n − 1) bits/symbol. The packet departure rates are µ n = β(n − 1), where β is a positive integer. Then T 1 is the idle state which is used to force the system to not transmit when the buffer occupancy is less than the departure rate of the lowest order modulation (to avoid over-allocation of resources).
To obtain the packet error rate p en for a packet size of N p bits corresponding to state T n , we follow the approach VOLUME 3, 2015 in [21] . The rectangular 2 n−1 -QAM signal of transmission state T n is treated as two quadrature branch PAM signals, an I -ary signal and a J -ary signal. I and J are powers of two and I · J = 2 n−1 . Without loss of generality, we require that | log 2 I − log 2 J | be zero or one, and N p can be divided by (n − 1). As a special case, T 2 uses BPSK, which only has a single branch. The probability of the kth bit of the I -ary PAM signal being in error is [21] P I (k)
where γ is the bit SNR E b /N 0 , R 2 = I 2 + J 2 , · is the integer floor operator, and erfc(·) is the complementary error function. P J (l) is the probability of the lth bit of the J -ary signal being in error, and can be obtained by substituting (i, I , k) in (18) with (j, J , l). The average PER, p en , with modulation scheme n and packet size N p bits is given by [21] 
Once the CSI indicator γ is available, the PER can be calculated for each modulation scheme. The PER of the idle state is set to zero. Given the design variable X , the resource allocation function b(i) of the queue-aware scheduling system can be specified as
Note that if a modulation scheme has a very large PER (greater than 1 − for a prescribed small positive number ), this modulation scheme can be eliminated from the candidate list because it does not contribute to the departure process, and so should not be selected. The dimension of the integer problem can be reduced by eliminating such undesirable modulation schemes in the algorithm. As indicated in [21] , in general closed form expressions for the PER of coded packets do not exist. Expressions such as in [21] and [22] can be used to approximate p en when coding is employed. The algorithm developed here can thus be easily extended to scheduling with coded modulation by using the approximate PERs.
We consider two cost (objective) functions for queueaware single-user transmission scheduling to demonstrate and examine the proposed integer programming approach. The first is the average queue length (AQL), which is a simple and commonly used QoS metric directly related to the delay performance. The corresponding objective function to be minimized is given by
where d is a (B + 1)-dimensional column vector with ith element equal to i − 1. A more involved cost function which takes into account both the packet blocking due to buffer overflow and packet retransmissions due to the wireless channel induced packet error is also investigated. The objective is to minimize the weighted sum of the average blocked and retransmitted packets (BrT), which is expressed as
where α > 0 is a weighting coefficient, u(X ) is the departure rate vector [µ(0), µ (1) 
. , p e (B)]
T , and is the diagonal matrix form of the steady state distribution π whose ith diagonal element is equal to π i for all i ∈ B. Numerical examples that minimize the cost functions (21) and (22) in single-user transmission scheduling will be presented in Section V.
Because the integer search algorithms employed do not require an analytic form of the objective function, more complex QoS metrics can easily be used. The difference is only in the numerical function evaluations. Given the design variable X , we can determine b(i) from (20) . With knowledge of b(i) and the average packet arrival rate λ, the state transition matrix P is calculated using (1) and (4). The corresponding steady state queue length distribution π(X ) can be determined from P using, say, the repeated multiplication method, and then the cost function g is evaluated. Numerical evaluation of the average queue length from P, though conceptually straightforward, contributes most to the complexity of the search algorithm.
IV. DISCRETE SEARCH ALGORITHMS
It has been shown that the queue-aware scheduling problem studied is highly nonlinear, and analytic expressions for the nonlinear part of the problem cannot be explicitly given. Conventional optimization tools based on convexity, continuity, and differentiability of the objective function defined on a convex set are therefore not applicable. In [23] , Arora et al. surveyed several nonlinear discrete programming techniques, including the branch and bound method, sequential linearization method, and Lagrangian relaxation. Most of these techniques were proposed for nonlinear mixeddiscrete or mixed-integer problems for which explicit analytic forms for both the objective function and constraints are required. Therefore they are not suitable for the problem considered here. The most applicable tool for the nonlinear integer problem (15) is direct discrete search.
Discrete search algorithms are based on iterative sequential search along directions generated by the algorithm. The performance of these algorithms is mainly determined by two factors, the one-dimensional search technique, which is the basic component of the algorithm, and the mechanism that iteratively generates new search directions. By limiting the one-dimensional search to a finite search interval, which is always the case in our queue-aware scheduling problem with finite buffer size, it can be efficiently solved using the discrete Fibonacci search technique.
As discussed in Section II-C, the search direction generation mechanism should be capable of
• identifying the resolution valleys; and • recovering from the overshoot problem. Two types of discrete search algorithms, gradient-based and gradient-free, which are adapted from continuous optimization, have been suggested [20] . Both approaches, though based on different methodologies, aim to identify integer directions which are most likely to lead to better solutions from the current point. In this section, we present the details of our search algorithm design for queue-aware single-user resource management and scheduling.
A. INTERVAL OF INTEREST SEARCH (IIS) AND MODIFIED ONE-DIMENSIONAL FIBONACCI SEARCH (MFS)
A fundamental building block of the discrete search algorithms developed in this work is the Fibonacci search [24] .
Denote the mth Fibonacci number as F(m). The divide and conquer Fibonacci search is conducted in a closed interval of length F(m). In nontrivial cases, m ≥ 3. The algorithm divides the search interval into two closed sub-intervals of lengths F(m − 2) and F(m − 1), and by the Fibonacci recurrence relation we have F(m) = F(m − 2) + F(m − 1).
As the objective function is assumed to be unimodal inside the search interval, evaluation of function values at the three boundary points is sufficient to identify which sub-interval contains the optimum. We can then eliminate the other sub-interval and continue the divide and conquer procedure. This process is repeated until the sub-interval lengths reduce to F(1) and F(2), both of which are one. In total, m function evaluations are required for a Fibonacci search in an interval of length F(m). If at any step of the search the length L S of the interval is not a Fibonacci number, i.e. for some n we have F(n − 1) < L S < F(n), the search process is modified by dividing the length L S interval into two sub-intervals of lengths F(n − 2) and L S − F(n − 2).
According to the constraints, the queue-aware scheduling problem (15) is defined on a bounded discrete set. Thus the discrete Fibonacci technique can be used to search for an optimal point from the current point along the designated integer direction. A mechanism named interval of interest search (IIS), which is based on the unimodality assumption of the objective function, is introduced to reduce the search interval and improve the efficiency of the discrete Fibonacci search. Denote the current integer base point as X B , and the normalized integer search direction as D. The IIS search algorithm based on Fibonacci search is summarized in Algorithm 1.
When a closed interval is returned by Algorithm 1 as the interval of interest, discrete Fibonacci search is conducted in this interval to locate the optimum from X B along D.
Algorithm 1 Discrete Fibonacci Search Based on the Interval of Interest Search (IIS) Algorithm
Input:
end if end while end if
Otherwise, if a single point is returned, no further search steps using this algorithm are required. The point returned by Algorithm 1 is considered as the optimum from X B along D. The combination of the IIS along D and the discrete Fibonacci search within the interval of interest determined by Algorithm 1 is denoted as the modified one-dimensional Fibonacci search (MFS).
B. INTEGER STEEPEST-DESCENT SEARCH WITH SSI SEARCH (ISDS-SSI)
The next design issue considered is the problem of search direction generation. In continuous optimization, the gradient of the objective function at the current point provides the steepest descent direction, and moving in the gradient direction provides an improvement in the function value. This is the most fundamental and important method in continuous optimization [25] . Provided the gradient is easy to obtain, gradient-based methods are often more efficient than gradient-free approaches in continuous problems. However, with the integer programming problem considered here, there is no explicit analytic expression for the objective function, so we can only estimate the gradient direction V G at the current base point X B . Either single-sided or double-sided approximations can be used to estimate V G . To provide better accuracy, we adopt the double-sided approach, which requires evaluation of the objective function at all points in the principal neighborhood NP B . The corresponding relative direction V RG and the integer gradient direction D G are computed accordingly. Similar to the first-order steepestdescent gradient method for continuous problems, the basic idea of integer gradient-based search is to iteratively conduct VOLUME 3, 2015 MFS along the regenerated D G until convergence. However, D G is not the actual steepest descent direction in general. This is because with finite resolution, the approximation may be inaccurate, and quantization error is introduced by transforming V G into D G . Furthermore, the basic integer steepest descent algorithm does not have a mechanism to recover from the overshoot problem.
The sub-sequential search interval (SSI) was introduced in [20] as a supplementary search technique for cases when the one-dimensional search cannot make progress. The SSI with respect to the integer direction D G at X B refers to the vicinity of the relative direction V RG through X B that does not precisely fall on D G from X B . More precisely, the definition of SSI employed here is as follows.
Definition: Denote v m as the maximum element of |V RG |, and K as the maximum element of |D G |. The one-sided SSI {X SU (i), i = 1, 2, . . . , K − 1} consists of (K − 1) discrete points within the first search step along
When the search direction |D G | is reversible, the two-sided SSI is defined, which includes the one-sided SSI and another
We call the one-sided SSI the upper half SSI, and the newly added points the lower half SSI. An example of the two-dimensional search space is shown in Fig. 3 with the SSI at X B with respect to the integer direction D G indicated by striped points. The SSI search is conducted only when the one-dimensional integer gradient direction search cannot find a new point with an improved objective function value. According to the unimodality assumption, if there exists any point better than X B in the vicinity of D G , it must be in the SSI specified by (23) and (24) . Discrete Fibonacci search is then applied in the SSI to locate the optimum. The overshoot problem can thus be resolved. The ISDS-SSI algorithm is summarized in Algorithm 2.
Algorithm 2 Integer Steepest-Descent Search With the SSI Search (ISDS-SSI) Algorithm
Input: Base search point X B and its (N − 1)-dimensional principal neighborhood
Output: Optimal discrete point X * . Execution: Set X * = X B and then X B = X * − δ ∈ R X to obtain an initial state X B = X * . while ( X * = X B ) do Set X B = X * . Calculate the double-sided approximation of the steepest descent direction at X B
Compute the corresponding relative direction V RG and integer direction D G .
Conduct the MFS algorithm at
Compute the SSI (one-or two-sided) at X B along D G according to (23) and (24) .
Conduct the discrete Fibonacci search to obtain X * SSI . Set X * = X * SSI . end if end while Return the optimal discrete point X * .
C. CONSTRAINED DISCRETE ROSENBROCK SEARCH (CDRS)
We now consider gradient-free search direction generation. Unlike gradient-based integer search, gradient-free techniques do not rely on exact values or estimates of the gradient to generate search directions. The gradient-free approach is also referred to as zero-order search, in contrast to the first-and second-order gradient-based methods. Since only direct evaluations of the objective function are used, gradientfree techniques are particularly well suited to problems when the function does not have an explicit analytic form, as in this case evaluation of the gradient is impossible.
The Rosenbrock search method, originally proposed to solve continuous variable problems [26] , is a powerful gradient-free technique with good convergence properties. The algorithm begins with a zero-order sequential search in the initial orthonormal search directions, the simplest case of which is the principal axes directions. Once an improved point is located in this first iteration, the coordinate system is rotated using Gram-Schmidt orthogonalization. The resulting new coordinate system will tend to have its first base direction in the gradient direction. The rotate-and-search process is iterated until convergence. Because this coordinate rotation enabled by orthogonalization can generate search directions aligned with the gradient direction, the algorithm has been proven to have assured and fast convergence [27] . In addition, as pointed out in [20] , search directions regenerated by the Rosenbrock method tend to align with the principal axes of the quadratic approximation of the objective function, and therefore can identify and follow the valleys.
We employ a modified version of Rosenbrock's method adapted to our constrained nonlinear integer problem for queue-aware transmission scheduling. Denote the set of initial orthonormal search directions as {C 1 , C 2 , . . . , C N −1 }. For principal axes directions which are commonly used in the initial stage of the algorithm, C n is a unit column vector with the nth entry one and the others zero. The algorithm begins with a one-dimensional search along C N −1 to obtain an improved initial search point X S . Then a sequential search from X S in all initial search directions from C 1 to C N −1 is conducted. The progress made in direction C n is designated as d n . By progress, it is meant a number of unit steps from the initial point to the end point of the search along C n . If no better points are located along C n , d n = 0. Because of the resolution constraint in integer programming, the step size cannot be made arbitrarily small. Therefore zero valued d n is expected to occur often.
After the first iteration, Gram-Schmidt orthogonalization is conducted to generate new orthonormal directions, i.e. a new coordinate system of the same dimension based on the progress made in the previous coordinate system. The corresponding integer directions of the regenerated orthonormal directions are used for the sequential one-dimensional search in the next iteration. The search algorithm terminates when no further progress can be made in any direction of the current orthonormal coordinate system. The CDRS algorithm is explained in detail in Algorithm 3.
Note that if some d n are equal to zero, from (26) A(n) = A(n − 1), i.e. two vectors are linearly dependent. Thus the Gram-Schmidt procedure will fail to generate new orthonormal directions if both A(n) and A(n−1) are involved. Therefore the directions with zero progress made in the previous iteration are excluded from this procedure. The nth direction generated in the new orthonormal coordinate system thus remains the same as in the previous iteration. To initialize the algorithm, the initial search directions should be carefully chosen such that progress can be made in more than one orthonormal direction. In addition, an SSI search as in Algorithm 2 can be incorporated in the MFS in Algorithm 3 to avoid the overshoot problem. Specifically, if a better point is located by the algorithm with the SSI search, D(n) is replaced by the direction from the current point to the improved point in the SSI for the coordinate rotation (orthonormal directions regeneration), in the next iteration.
D. CONVERGENCE AND COMPLEXITY
Different from continuous optimization, integer search algorithms only have a finite or countably infinite number of 
Execution: Set X * = X S and then X S = X * − δ ∈ R X to obtain an initial state X S = X * .
Update X * as the optimum returned by MFS.
The progress made along
Conduct two-step Gram-Schmidt orthogonalization for search direction regeneration.
Step 1: Calculate the progress vectors
Step 2: Generate new orthonormal directions
Calculate and update the corresponding integer search directions {D(n l ), l = 1, 2, . . . , N S }. end if end while points inside the feasible region. If the search algorithm selects points with improved objective function values, it cannot go backwards so long as it is inside the feasible region. Several criteria can be employed to terminate the search algorithm, as outlined below.
First, if at any stage of the search algorithm only zero directions are obtained, the algorithm is terminated because there is no direction to move along. A more natural termination criterion is when the algorithm cannot find a direction along which an improvement can be made. Another commonly used criterion is when the number of iterations exceeds a prescribed limit, but determining this limit is somewhat ad hoc. A variant of this criterion suggested in [20] is used here.
The algorithm terminates if it achieves an improvement in the objective function of no more than a small positive number η in the last T iterations.
Because the objective function does not have an analytic form in general, unimodality cannot be guaranteed. However, it was found in the numerical examples that this does not impede the algorithms in finding better points in subsequent iterations.
The most time consuming part of the algorithm is the numerical evaluation of the objective function. Therefore, we use the number of objective function evaluations as the complexity metric. The number of function evaluations required to determine the optimum in an interval of length F(m) (or between F(m − 1) and F(m)) is m [24] . The SSI for an interval of length F(m) requires (m + 1) function evaluations [20] . The total number of function evaluations for the one-dimensional Fibonacci search associated with the SSI search is then no more than (2m + 1). Since a Fibonacci sequence has approximately exponential growth, there is an approximately exponential relationship between m and F(m). With F(m) ≤ B, m is proportional to log B. For the SSI search, the size is also upper bounded by B. The Fibonacci search within the SSI also has complexity linearly proportional to log B. As a result, the one-dimensional search with SSI search has complexity O(log B). In each ISDS-SSI iteration, 2(N − 1) function evaluations are required to estimate the integer gradient direction with the double-sided method. The number of function evaluations in each ISDS-SSI iteration is then proportional to 2(N − 1) + log B. Therefore each ISDS-SSI iteration has complexity O (N +log B) . Similarly, in each CDRS iteration (N − 1) one-dimensional searches are required, so the complexity of each iteration is O (N log B) . Simulation results show that both algorithms have fast convergence, with only a few iterations (no more than four for the examples), needed to converge to an optimal or suboptimal discrete point.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we investigate the performance of the proposed integer search algorithms for queue-aware transmission scheduling. The two cost functions g 1 and g 2 for single-user transmission scheduling given by (21) and (22) are examined. An equal-partitioning (EQP) scheme similar to the resource allocation strategy in [16] , but with all components of X equal to B/N , and a random partitioning (RMP) scheme with the (N − 1) non-overlapping thresholds randomly chosen within [0, B] , are used for comparison. We also provide the DP solutions given by the relative value iteration (RVI) algorithm in [28] as a performance benchmark.
The resource allocation scheduling system is as described in Section III. In the numerical examples for both design objectives (cost functions) we assume a buffer size of B = 50 packets, and A = 30 is the maximum number of simultaneous packet arrivals. There are four active transmission modes corresponding to uncoded BPSK, QPSK, 8-QAM and 16-QAM modulation. In addition, there is an idle mode. The packet departure rates are set to µ n = n−1, so that β = 1 in (14) , and the packet length is N p = 1080 bits. Average bit SNR values of γ = 15 dB and 25 dB are considered for the AQL minimization problem. In order to investigate the tradeoff between minimizing buffer overflow and minimizing packet retransmission, we consider a slightly different SNR value of γ = 15.5 dB for the BrT minimization problem, which is more representative in demonstrating this tradeoff. The corresponding queue-aware scheduling policies given by the different algorithms are compared with those for the AQL problem at the same SNR level (γ = 15.5 dB), to illustrate how the tradeoff impacts queue-aware scheduling in the BrT problem. The PER p en of transmission (modulation) mode n for a given γ and packet size N p was calculated using (18) and (19) , and the results are shown in Table 1 . From this table, we observe that the maximum number of packets that can be successfully transmitted per time slot is slightly less than 2 when γ = 15 dB, which is achieved using QPSK modulation. This number increases to about 2.3 (with 8-PSK) for γ = 15.5 dB and to almost 4 (with 16-QAM) at an average SNR of 25 dB. We consider the packet arrival rate with respect to the maximum number of successful packet transmissions as the traffic load. A good initial search point should be feasible and allow movement along a variety of directions. Therefore in the implementation of the proposed algorithms, we start with the point given by EQP, which is in the center of the feasible region. Specifically, given B = 50 and 5 candidate scheduling states, the initial point is X B = [10 10 10 10]. Figure 4 shows the average queue length performance of the ISDS-SSI and CDRS algorithms. The average bit SNR was set to γ = 15 dB. The performance of the EQP and RMP queue-aware scheduling strategies is provided for comparison. The AQL of the RMP strategy was obtained by averaging the results of 1000 random trials. We observe from Fig. 4 that the EQP strategy, which is similar to the queue-aware bandwidth allocation scheme with uniform thresholds in [16] , is in general superior to random partitioning. However, there is still a significant performance gap between the results with EQP and the optimal values, which indicates that EQP is far from optimal. On the other hand, both the ISDS-SSI and CDRS algorithms outperform EQP over a wide range of traffic conditions, and perform close to the optimal values. Note that the AQL curve of the gradient-based ISDS-SSI algorithm has a slight U-shape, while the other AQL curves are monotonic. When the traffic intensity is low (below 30%, or λ smaller than approximately 0.6), the AQL of ISDS-SSI is almost the same as that of EQP, whereas for intermediate traffic loads, ISDS-SSI significantly outperforms EQP and has an AQL close to the optimal DP solution. For example, with λ = 0.8 packets/time slot, which corresponds to a traffic load of about 40%, the AQL given by the DP solution is 0.88 packets, the AQL of ISDS-SSI output is 2.28 packets, while the AQL of EQP is 11.28 packets. This is expected because for the nonlinear integer problem studied in this work, the integer gradient directions used by the ISDS-SSI algorithm can deviate significantly from the true gradient directions of the objective function. In particular, when the traffic load is very low, which can be accommodated by the lowest transmission mode, the average queue length is relatively constant over a wide range as long as the operating region of the lowest transmission mode does not change much. Therefore at the initial point given by the EQP strategy, the progress made by a unit change along any principal axis direction may be negligible. Gradient direction estimation is thus likely to give zero directions and lead to termination of the gradient-based search algorithm. On the other hand, we observe that CDRS performs closest to the optimum given by DP, as it always attains the optimal DP performance when the traffic load is below 75% (λ smaller than 1.5). This is because the gradient-free CDRS algorithm is better able to follow the steepest descent direction by rotating the coordinate system. In addition, as pointed out earlier, ISDS-SSI does not have an effective mechanism to identify and follow the resolution valley, whereas the new search directions generated by Rosenbrock's approach provide this capability. This explains the AQL performance gap between the two algorithms at medium traffic loads. When the traffic load is above 90%, the AQL of the ISDS-SSI algorithm increases quickly to almost the buffer size B, while that of the CDRS algorithm is significantly smaller than B and stays close to that achieved by DP. Figure 5 shows the AQL when the channel SNR is increased to 25 dB (high SNR regime). The AQL of the CDRS algorithm is identical to the optimal DP solution for all values of λ. Although the ISDS-SSI algorithm still has an AQL curve with a slight U-shape, it is very close to the DP curve when the traffic load is above 30%, i.e. λ > 1.2, and attains the optimal AQL given by DP when λ is above 3.2 which corresponds to 80% traffic load. With a small traffic load, the ISDS-SSI algorithm performs the same as the equal-partitioning strategy, which is similar to the case with γ = 15 dB. Conversely, for the EQP and RMP strategies, the performance gap relative to DP is greater with an SNR of 25 dB. It is interesting that as the traffic load increases, the difference between the AQL curves for EQP and RMP gradually vanishes. This is because with a high traffic load, for most points inside the feasible region the average departure rate is smaller than the packet arrival rate, which leads to unstable queues with large queue lengths. In this case, only a few points near the boundary do not result in buffer overflow. Thus, there is very little difference between random partitioning and equal partitioning for transmission scheduling.
A. QUEUE-AWARE AQL MINIMIZATION

B. QUEUE-AWARE BrT MINIMIZATION
We next examine queue-aware single-user transmission scheduling for the BrT cost (22) , which aims to simultaneously minimize both the average number of overflow packets and the average number of retransmitted packets. In the numerical examples we consider a weighting factor of α = 1 in (22) , which assigns the same weights to packet overflow and packet retransmission in the optimization problem.
Different from the AQL minimization problem in which using the transmission mode offering the highest possible effective rate is always favorable, there is a tradeoff between packet overflow and channel induced packet loss, i.e. packet retransmission. Specifically, transmission modes with higher effective rates are favorable in terms of minimizing packet overflow, while lower order modes which typically have smaller PERs are preferred when the objective is to minimize the channel induced packet loss. We therefore chose to use γ = 15.5 dB in the numerical examples for the BrT problem, as the transmission mode offering the highest effective rate (8-PSK) has a significant PER (0.231). The BrT performance achieved by different queue-aware algorithms at different traffic loads is shown in Fig. 6 . Similar to the AQL minimization case, the CDRS algorithm achieves almost identical performance as DP, and is significantly superior to the other algorithms, especially at high traffic loads. However, the ISDS-SSI algorithm fails to maintain a very low BrT when λ is greater than 1.7, which corresponds to a traffic load of about 75%. The performance is close to that of DP and CDRS at low to medium traffic loads of λ < 1.7, and is significantly better than the EQP and RMP queue-aware strategies. The tradeoffs for the BrT minimization problem are indicated by the resulting scheduling policies shown in Fig. 7 . In this case, a traffic intensity of λ = 1.2 packets/time slot was considered with an average SNR of 15.5 dB. For the AQL problem, the optimal strategy is to always use the transmission mode offering the highest possible effective departure rate, which is achieved by both the DP and CDRS algorithms. However, for BrT minimization, more preference is given to lower order transmission modes when the queue length is small to avoid unnecessary use of higher order transmission modes, e.g. 8-PSK, which also results in a significantly higher number of packet retransmission.
VI. CONCLUSION
The problem of queue-aware resource allocation and scheduling was considered, which applies to a wide variety of wireless systems offering diverse QoS. Based on an analysis of the source buffer queueing system, a constrained nonlinear discrete optimization problem was formulated. It was shown that the state transition matrix of the queueing system determined by the operation of the queue-aware scheduler has a highly dynamic structure. Therefore, the objective function and/or the constraints do not have an explicit analytic form, so that conventional optimization techniques are not applicable. By reformulating the problem as a nonlinear integer programming problem over an integer convex constraint set, direct search algorithms were considered to provide suboptimal solutions. An integer steepest-descentbased ISDS-SSI algorithm and a CDRS algorithm employing Rosenbrock's method were proposed to solve the queueaware resource allocation and scheduling problem. Both algorithms were shown to have low complexity and good convergence.
Numerical results were presented which show that both the ISDS-SSI and CDRS algorithms outperform the equal partitioning and random partitioning queue-aware transmission strategies in all channel and traffic conditions considered for both cost functions examined. In particular, the performance of the CDRS algorithm is nearly the same as the optimal but much more complex DP approach in most cases, but has less complexity and better scalability.
