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their constructive comments which improved the quality of this
thesis. I am also greatly honoured to have Professor Kiyoshi
Ueda as my opponent at the doctoral defence.
The financial support from the Academy of Finland, Magnus
Ehrnrooth Foundation (n:o fy2011n15), Turku University Foun-
dation (n:o 7946 and n:o 8768) and Väisälä Foundation are
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Abstract
In this thesis, synchrotron radiation induced fragmentation of
selected small molecules was studied by means of energy-resolved
photoelectron photo-ion coincidence technique and computa-
tional quantum chemistry methods. The measurements were
performed on gas phase molecules acrylonitrile (C3H3N), thymine
(C5H6N2O), uracil (C4H4N2O2), 5-Bromouracil (C4H3BrN2O2),
D-ribose (C5H10O5), 2-deoxy-D-ribose (C5H10O4), methionine
(C5H11NO2S) and selenium (Sen) microclusters. The ab ini-
tio methods applied in the research include Hartree-Fock, post
Hartree-Fock, density functional theory, time-dependent density
functional theory (TDDFT), TDDFT-based Ehrenfest molecu-
lar dynamics, Born-Oppenheimer molecular dynamics and Car-
Parrinello molecular dynamics. The principal contribution of
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Interaction between light – described in modern physics as electromagnetic
waves or as quanta of energy – and matter has always fascinated the human
kind. Different materials of specific size, shape and chemical composition
respond to light of a certain frequency in different ways such as light refrac-
tion, light scattering or light absorption. Today, each interaction type has
its own research interests, but photoabsorption may be the most studied
one due to its mechanism and the wide variety of phenomena resulting from
absorption.
Molecular fragmentation, one of the phenomena can follow the absorp-
tion of light ranging from vacuum ultraviolet (VUV) to X-ray has become
a very popular research subject along with the development of synchrotron
radiation sources during the past half century. Yet, we don’t thoroughly
understand how a given quantum of energy delivered to a molecular sys-
tem may eventually cause it to crumble into certain fragments. The more
degrees of freedom a molecular system has, the larger variety of possible
dissociation channels it may possess. The observables we obtain from mea-
surements often reveal only a distribution of the most probable channels
and the less likely channels are sometimes drowned under background noise.
Fortunately, it is often exactly the answer to the question ”Why are these
the main channels?”, that provides us important insight into the issue of
synchrotron radiation induced molecular dynamics and fragmentation.
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1. Introduction
Understanding the fragmentation mechanisms of a studied system not
only reveals the physics concealed behind the specific system itself but it
may also shed light onto photofragmentation processes in general. Further-
more, the capability of cutting certain chemical bonds resulting in desired
fragments would bring interesting applications into both science and indus-
try. The ability to produce desired fragments from a specific parent com-
pound by photochemistry is certainly appealing, although the production
alternative may not be the most economic one. For example, the capability
of controlling toxic radicals in radiation therapy while performing cancer
treatments is a very important advance in radiobiology.
In this thesis we attempt to understand molecular fragmentation in-
duced by VUV and soft X-ray light by means of energy-resolved photoelec-
tron photo-ion coincidence (PEPICO) technique with synchrotron radia-
tion as the tunable light source. In parallel, the study was also conducted
by using different computational quantum chemistry methods. Comparing
theoretical results with experimental data may bring us firm findings and
a versatile outlook on the topic.
The thesis is organized into five chapters. The ’Introduction’ chapter
shows the motivation for this work, and the second chapter ’Light-matter
interaction’ presents the underlying fundamental mechanisms leading to
photo-fragmentation. The third chapter ’Experimental method’ provides
a description of the essential apparatus, experimental setup and how the
experimental data is analysed. The fourth chapter ’Ab initio methods’
overviews the computational quantum chemistry methods behind the soft-
ware [11, 40, 45] used in the research. The final chapter ’Results and
conclusions’ is devoted to summarizing the research papers and cogitating




A prerequisite for comprehending synchrotron radiation induced molecular
dissociation is to understand, first of all, how photoabsorption changes the
electronic structure of a molecular system. A most suitable tool for this end
is electron spectroscopy. It can be considered to have a foundation in the
fundamental works of Hertz [14] in 1887 and Einstein in 1905 [9] concerning
photoelectric effect.
Having interacted with an incident photon, the system may undergo
internal bond breakage if the modification of the electronic structure neces-
sitates that. In general, photoabsorption always induces nuclear motions
either as changes in bond lengths and angles, isomerisation, or fragmenta-
tion. In this thesis, we concentrate on the latter outcome. The molecules
studied here are organic compounds (and, in one publication, clusters).
While they can by no means be considered as large molecules, they never-
theless already exhibit such a variety of dissociation pathways to make a
comprehensive modelling a formidable task.
In this chapter we highlight a few characteristic interaction types be-
tween photon and electronic structures in Section 2.1 and 2.2. In addition,
multi-body fragmentation mechanisms are surveyed in Section 2.3.
14
2. Light-matter interaction 2.1. Electronic structure
2.1 Electronic structure
Electron in an atomic or molecular system cannot be represented as a point
charge but rather as a wave in a confined space in the vicinity of a nuclear
centre by using a quantum mechanical wave function [36]. A wave function
describing an electron in an atom can also be referred to as a spin-orbital,
whereas a spin molecular orbital refers to a wave function describing an
electron in a molecule.
Each electronic state of an atom is defined by four different quantum
numbers (n, l, ml, ms). The first three quantum numbers (n, l, ml) de-
fine three-dimensional spatial related variables defining the probability of
finding an electron in a region of an atom. The principal quantum number
n = 1, 2, 3.. relates to the size of an orbital, and the orbital angular mo-
mentum quantum number l = 0, 1, .., n−1 (corresponding to l = s, p, d, f..)
defines the shape of an orbital. The orbital magnetic momentum num-
ber ml = −l, .., 0, .., l − 1, l defines the orientation of an orbital in a mag-
netic field. The fourth quantum number, a spin magnetic quantum number
ms = ±1/2 defines the spin orientation of an electron in a given orbital
[33]. The electronic structure of an atom can be described as electron con-
figuration, which shows how electrons are distributed in the orbitals. For
example, the electron configuration of an oxygen atom in the ground state
is 1s22s22p4.
A spatial molecular orbital (MO) is commonly represented as a linear
combination of (spatial) atomic orbitals (AO) [19, 26], and labelling MOs
is different than in the case of atoms. MOs are named according to the
interaction type of the constituent AOs. They can be categorized by MO
symmetry (σ, π etc.) and also by whether the interaction is constructive
(bonding) or destructive (non-bonding). A MO posing σ symmetry is sym-
metrical with respect to the internuclear axis, and it results from the inter-
action of two s- or pz-type AOs. A MO posing π symmetry is asymmetrical
with respect to the rotation around the internuclear axis, and it is a result
of the interaction of two px- or py-type AOs. Additionally, centrosymmetric
molecules (e.g. a homonuclear molecule X2 is, but a heteronuclear one XY
15
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is not) are further classified as either gerade (g) or ungerade (u) symmetry.
A MO has gerade symmetry if inversion through the centre of symmetry
in a molecule does not change the sign of the MO. Conversely, a MO is
said to be ungerade if the inversion operation changes the sign of the MO.
For example, the electron configuration of oxygen molecule O2 in the elec-












g (unpaired electrons with
ms = +
1/2 in the MO 1π
2
g). Quantum mechanically, a molecular orbital
can be represented in terms of atomic orbitals ΨMO =
∑
i ciΦi, where an
atomic orbital Φi contributing to the MO is weighted according to the coef-
ficient ci. Several methods determining the coefficients ci will be discussed
later in Chapter ’Ab initio methods’.
Generally, orbitals are categorized into three classes: core, valence, and
unoccupied (or virtual) orbitals. Core orbitals are energetically low (in neg-
ative value) and typically tightly localized at a nucleus/nuclei such as the
MOs 1σ2g and 1σ
2
u in an oxygen molecule O2 (see Figure 2.1), because core
electrons are subjected to strong attractive Coulomb force with the nearest
nucleus. Valence orbitals are in higher energy levels and they character-
Figure 2.1: Core molecular orbitals of oxygen molecule O2: a) the 1σ
2
g
orbital and b) the 1σ2u orbital. The ”+” and ”-” characters are orbital
signs.
ize chemical properties of an atom or a molecule, because loosely bound
electrons occupying the valence orbitals may flexibly interact with valence
electrons of another atomic or molecular system. A valence MO of spe-
cial significance is the highest occupied molecular orbital (HOMO) due to
its description of the least tightly bound electron [36] (see the HOMO of
oxygen molecule in Figure 2.2). Moreover, the energy level of the HOMO
can act as an approximation for predicting the first ionization potential
of the molecule. Virtual orbitals are energetically above valence orbitals,
and they can temporarily hold electrons promoted beyond valence levels in
16
2. Light-matter interaction 2.1. Electronic structure
Figure 2.2: The highest occupied molecular orbital (HOMO, the 1π2g or-
bital) of oxygen molecule O2. The ”+” and ”-” characters are orbital signs.
an excited system or accept additional electrons from an external system.
Almost as significant as the HOMO, the energy of the lowest unoccupied
molecular orbital (LUMO) belonging to the virtual orbital class can be used
to estimate electron affinity of certain molecules [36]. In large systems, the
HOMO-LUMO gap evolves into the band gap. Figure 2.3 shows the LUMO
of oxygen molecule.
Figure 2.3: The lowest unoccupied molecular orbital (LUMO, the 3σu or-
bital) of oxygen molecule O2. The ”+” and ”-” characters are orbital signs.
2.1.1 Potential energy surfaces
The electronic structure of a molecular system is not solely determined by
the electrons but also by the charge and the position of the nuclei. Various
nuclear configurations of a molecular system in a certain electronic state
pose different total energies, which are the points forming the potential
17
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energy surface (PES) relating to the given electronic state.
A diatomic molecule has a one-dimensional PES (in a two-dimensional
(2D) space: energy vs. internal distance) for each electronic state. In more
complex cases, a non-linear molecule built from at least three (N ≥ 3)
atoms poses a (3N − 6) PES in every electronic state. The equilibrium
geometry of a molecule in its electronic ground state represents a (local)
minimum point on the surface associated with that state. Other stationary
points, if present, represent different molecular conformations in either an
equilibrium or a transition state. The number of such points can grow
quickly as the size of a molecule increases. In addition to that, every excited
or ionized state has its own PES associated with it. Certain PESs are bound
and the remaining ones are unbound leading to fragmentation [36], but
both kinds can become topologically very complex. Therefore, tracking
every single dissociation pathway on PESs would not necessarily be the
best strategy to study the fragmentation of a system. Fortunately, only a
fraction of these channels define the dominant fragmentation schemes for
a given system. Furthermore, different fragmentation mechanisms can be
categorized into a few classes relieving the fragmentation analysis tasks.
2.2 Photoabsorption and relaxation processes
As mentioned earlier, photoabsorption changes the electronic structure of
the interacting system according to the electronic structure and the photon
energy. Here, we will discuss various interaction mechanisms induced by
photoabsorption that are essential in this research.
2.2.1 Absorption by valence electrons
Absorbing photon energy equating to the energy difference of the total
energies between the ground state and an excited state of the interacting
system lifts a valence electron to a bound orbital:
hν + S → S∗, (2.1)
18
2. Light-matter interaction 2.2. Photoabsorption and relaxation
processes
where hν is photon energy, S represents the electronic ground state of an
atomic or molecular system and S∗ is an excited state of the system. For
example, excitation of an oxygen molecule can involve lifting an electron
from a valence orbital 1πu to the HOMO 1πg (e.g. from the electronic

















where orbitals in boldface characters are the interacting orbitals.
Instead of excitation, absorbing photon energy may ionize a valence
electron provided that the photon energy is higher than the binding energy
of the valence electron:
hν + S → S+ + e−p , (2.2)
where e−p is photoelectron and S
+ is singly charged state of the system S.
For example, ionization from the valence orbital 3σg of an oxygen molecule















g −→ 1σ2g1σ2u2σ2g2σ2u3σ1g1π4u1π2g + e−p .
Having interacted accordingly with the absorbed photon energy, the
promoted system (S∗ or S+) can subsequently relax to a lower energy
state via either a radiative or isomerisation process in the case of the low
relaxation energy release. It may take femtoseconds to picoseconds or even
longer [4] for the system to relax to its ground state.
2.2.2 Absorption by core electrons
The major interest of this research is to study molecular fragmentation
followed by core electron excitation and ionization. To this aim, various
Auger processes [3] shall be reviewed here.
First consider a case where photoabsorption renders a system excited,
19
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The core-excited state S∗ is extremely unstable and the system may ex-
perience a relaxation process, in which an electron from a higher energy
level falls to fill the core hole releasing energy. The energy may be released
via radiative processes. However, in lighter chemical elements, the released
energy is used to ionize another electron, the Auger electron (e−A), from an
orbital energetically possible for ionization. The whole photoexcitation -







S+ + e−A (2.3)
The next example demonstrates a resonant Auger process concerning an
oxygen molecule, where an electron is promoted from the core orbital 1σu
to the HOMO 1πg (e.g. from an electronic state

















































If photoabsorption results in the ionization of a core electron of a system,
the interacting system may undergo normal Auger decay process which re-
sembles resonant Auger decay process. Here, the cationic excited system
S∗+ relaxes in such a way that the hole in a subshell is filled by an elec-
tron from an outer shell and the released energy associated with the decay
process is high enough to ionize a secondary (Auger) electron leaving the
system doubly charged. Thus, interaction process beginning from the neu-







S++ + e−p + e
−
A (2.4)
Again, an oxygen molecule exemplifies a normal Auger process, in which
ionization from the core orbital 1σu is followed by normal Auger decay
20
2. Light-matter interaction 2.3. Multi-body fragmentation
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The lifetimes of core holes are typically from 1 to 100 fs [4], and they are
usually shorter than the ones of valence holes.
The aforementioned processes may involve additional shake-up or shake-
off transitions, which refer to the transition of an outer electron to an
excited state or vacuum concurrently with the departing photoelectron or
Auger electron.
2.3 Multi-body fragmentation mechanisms
Relaxation of the electronic structure can involve breaking chemical bond-
ing in a molecule, which cleaves the molecule at the corresponding bond.
Specially, Auger processes, as a consequence of ionization or excitation of
a core-level electron, have great probability to drive a molecule onto high
energy areas on PESs which have a high tendency to dissociate into smaller
fragments via various multi-body fragmentation mechanisms. Here we limit
the discussion to doubly charged parent molecules after core ionization and
normal Auger decay.
From a doubly charged final state, a molecule of light elements may dis-
sociate into a final doubly charged fragment and other neutral co-fragment(s),
but these channels turn out to be very minor or even zero according to the
research papers included in the thesis. Instead, channels producing two
singly charged cations (and other possible neutral co-fragment(s)) predom-
inate, and they can be efficiently investigated by using triple coincidence,
photoelectron photo-ion photo-ion coincidence (PEPIPICO) spectroscopy.
Next, fragmentation resulting in two singly charged and other possible neu-
tral co-fragment(s) will be surveyed.
21
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Two-body dissociation mechanisms leading into two singly charged frag-
ments are quite simple. In fact, experimental data on the mechanisms is
almost self-explanatory. Extracting fragmentation information from exper-
imental data will be discussed in detail in the following chapter.
Three-body dissociation mechanisms are a little more complicated. The
typical categories according to the time evolution of the three-body process
are:
• Type IIIa: Deferred charge separation, where charge separation oc-










• Type IIIb: Secondary dissociation, where charge separation occurs



















Four-body dissociation mechanisms can generally have a large variety
of different dissociation pathways. Here, we shall constrain examination
1The letters of the alphabet in curly braces represent a set of various final fragments.
The sets of different dissociation process types are independent, and boldface characters
are final charged fragments.
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2. Light-matter interaction 2.3. Multi-body fragmentation
mechanisms
of four-body dissociation mechanisms to a few cases which are not too de-
manding for studies using the PEPICO technique. The different fragmen-
tation types are listed next; again classified according to the time sequence
of fragment release:

























































These are preliminary schemes describing some of the multi-body fragmen-
tation mechanisms. In the following chapter, we shall discuss i.a. how ionic
dissociation products are captured and how their fragmentation dynamics




The energy-resolved photoelectron photo-ion coincidence (PEPICO) tech-
nique combined with the wide energy spectrum of synchrotron radiation
sources provide a powerful means to study photo-fragmentation processes.
The tunability of synchrotron radiation gives flexibility in choosing a spe-
cific photon energy of interest ranging from infra-red to X-rays [2, 30]. The
coincidence technique enables gathering information about changes in the
electronic structure and about resulting ionic parent system or dissociated
ionic fragments concurrently. Although possible neutral fragments are in-
visible to the apparatus, the information is sufficient to enable building a
good picture of photo-fragmentation processes in most cases.
The principal contribution of the author has been in theoretical mod-
elling and data analysis, rather than in experimental work. Therefore, the
goal of this chapter is to present only briefly the main concepts of exper-
imental methods and essential devices used in the research by first intro-
ducing measurement related components in Section 3.1. The main part of
this chapter comprises data processing methods in Section 3.2.
3.1 Apparatus
Figure 3.1 depicts the general measurement setup of the PEPICO tech-
nique. Undulator based monochromated synchrotron radiation interacts
25
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with a target sample in the gase phase. Electrons and ions departed from
the target sample are measured in coincidence by using a hemispherical
electron analyser and an ion time-of-flight mass spectrometer respectively.
Figure 3.1: PEPICO measurement setup with a synchrotron radiation stor-
age ring as a light source. (Figure from [25])
3.1.1 Electron spectrometer
Apart from low transmission, a dispersive electron spectrometer is an ex-
cellent device for studying the electronic structure of a system, since it can
be used to probe free electrons posing certain kinetic energy range and to
record their energy distribution with high energy resolution. The dispersive
hemispherical electron analyser SCIENTA SES-100 [16] has been used as
the electron spectrometer in the research included in this thesis.
3.1.2 Time-of-flight mass spectrometer
There are a number of different designs of ion mass spectrometers, op-
timized for very high mass resolution, sensitivity, velocity mapping etc.
26
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The spectrometer used in this work is the well-known Wiley and McLaren
time-of-flight (TOF) design [48]. It has the advantage of simple operation,
efficiency and quite good mass resolution. In addition to the determination
of ion mass-to-charge ratios, the spectrometer also provides data about ion
velocities. The axial velocity information can be extracted from the ion
flight times, as explained later. Also, the spectrometer is equipped with
a position sensitive anode, encoding the radial distance of the hit position
from the spectrometer’s axis. However, this instalment was not used in the
present work.
Figure 3.2: Simplified operational picture of a time-of-flight tube. The three
principal regions are explained in the text. A simple electron detector on
the left (red vertical bar) can be replaced by an electron spectrometer in
order to perform PEPICO measurements. (Figure from [25])
The ion TOF spectrometer consists of three regions: extraction region,
acceleration region, and field-free region (see Figure 3.2). The mission of
the first part, the extraction region, is to direct the initial velocities of ions
towards the detector by applying extraction voltage Ve between two grids
bordering the region. The timer for flight time measurements is started con-
ventionally by a pulsed excitation voltage source, but in PEPICO technique
a cooperative electron detector can start the timer as well. In the acceler-
27
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ation region, the ions are appropriately accelerated to enter the field-free
region, in which ions posing different mass-to-charge ratios drift in different
time before hitting the ion detector. The flight time and hit positions of
the ions are recorded by data acquisition electronics. Flight times of ions
can be converted to mass-to-charge ratios for chemical composition deter-
mination by either computing values derived directly from parameters of









The two calibration parameters T0 and C0 are easily obtained by measuring
flight times of two known mass-to-charge ratios.
3.1.3 Synchrotron radiation
Synchrotron light source [10] produces bright and tunable radiation which
enables the usage of a wide spectrum of photon energies (10−1 − 105 eV)
[2, 30] for probing electronic structures of target systems. The radiation is
produced by forcing charged particles, usually electrons, to accelerate radi-
ally in a storage ring with the help of bending magnets or insertion devices
such as undulators and wigglers which contain magnet pairs of alternating
polarity for producing very bright radiation. Synchrotron storage ring is
connected to experimental stations via straight sections (i.e. beamlines).
Typically, radiation of specific energy is chosen from a synchrotron radia-
tion spectrum by monochromators before entering an experimental station.
3.1.4 Experimental station
The coincidence measurements in this research were performed at an exper-
imental station which consists of different measuring components such as
the hemispherical electron analyser, the Wiley & McLaren TOF spectrom-
eter described earlier and resistively heated oven for evaporating molecules
into gas phase. The experimental works included in the thesis were per-
formed by transferring the experimental station to either the FinEst branch
28
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of the beamline I3 of MAX-III [35, 46] or the soft X-ray beamline I411 [5]
of MAX-II synchrotron storage ring (Lund, Sweden).
3.2 Data analysis
Depending on the setup of measurements and the study of interest, mea-
sured data can be presented in various forms such as in electron energy, ion
mass or coincidence (CIY) or partial (PIY) ion yield spectrum, PEPICO or
PIPICO map etc.. The measured data in this work is processed into spec-
trum and map forms by the help of the macro package [24] implemented in
Igor Pro environment. In the following, the main features of data analysis
will be presented. We shall begin by discussing how to manage a serious
concern in coincidence measurements - false coincidences.
3.2.1 False coincidences
A particular disadvantage of coincidence technique is that distinguishing
true coincidences from false ones in single events is often simply impossible.
Namely, a PEPICO setup is capable of detecting only one electron for every
photo-fragmentation event, but multiple events can occur in a short time
interval smaller than dead time of the ion detector (or simply at the same
time on perspective of the ion detector). Therefore, an electron and an ion
arriving at their respective detectors in coincidence may not belong to the
same photo-fragmentation event.
In practice, false coincidences have to be removed by statistical anal-
ysis. The first strategy to deal with the problem is naturally to attempt
to keep the rate of ionization events as low as possible, which decreases
the probability of several events happening at the same time. Additionally,
other special techniques can be adopted, such as using random triggers in
addition to electron triggers to detect ions and measure their flight times.
In the end, false coincidences can be averagely subtracted from the true




In order to inspect molecular fragmentation dynamics of doubly charged
species that fragment into two or more ions, the acquired flight times of
faster ions are plotted along the x axis and the flight times of the slower
ions along the y axis to create a 2D TOF correlation map, i.e., a PIPICO
map. Patterns on the PIPICO map correspond to the various momentum-
correlated cation pairs detected. Depending on kinematics and the orien-
tational distribution of the dissociating molecules, there are patterns with
various widths, lengths and tilt angles. Blurring of the patterns occurs due
to the presence of neutral (”dark”) fragments, reducing the momentum cor-
relation of the ions. The patterns close to the diagonal of equal flight times
(concerning ions with the same mass-to-charge ratio) are incomplete, due
to deadtime effects that prevented detecting ions arriving less than 30 ns
apart, in our study.
3.2.3 PIPICO patterns
Patterns on PIPICO maps not only provide information on chemical com-
position of detected ions and fragmentation dynamics of a parent molecule,
but they also enable computing kinetic energy release (KER) in molecular
fragmentation. A KER value reveals the heat in the Coulombic explosion
of a charge separation phase or, in other words, how much each charge
separated fragment inherits kinetic energy from the explosion. The kinetic
energy may be delivered to various motions (e.g. vibrational motions) of
the fragments or even lead to further fragmentation. KER information can
be used to evaluate the theoretically modelled molecular dynamics leading
to the related dissociation by contrasting the KER value and the theoretical
heat acquired in the simulation.
Fragmentation dynamics and KER values can be determined with good
accuracy for two-body dissociation processes. In more complex N -body
(N > 3) dissociation processes, where at least one neutral fragment is in-
volved, determination of the KER and fragmentation dynamics must be
done approximately. One way to attempt to determine KER and fragmen-
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tation dynamics of the complex cases is to approximate by assuming that
the energy release is dominant only in the charge separation phase [24].
Distinct phases in multi-body fragmentation mechanisms were introduced
in Section 2.3. Here, we discuss how KER and fragmentation dynamics can
be derived to a certain extent by inspecting the shapes of the patterns on
a PIPICO map.
Let us consider a doubly charged molecule M++ dissociating after sev-
eral phases into the final detected fragments X+i and Y
+
j (boldface charac-
ters in the fragmentation scheme below):















where P & Q++ are possible neutral and doubly charged intermediate frag-
ments, respectively, X+0 & Y
+
0 are charge separated fragments, and xi, yi
are neutral final fragments. The length of the pattern on a PIPICO map







)2 + (∆TY +j
)2. (3.2)











where p∗, q and M∗ are, respectively, the momentum, charge and mass of
a certain cationic fragment ejected in an electric field ε of the extraction
area. Assuming KER is minimal in a dissociation phase without charge
separation, velocities of the final fragment and the related charge separated
fragment can be approximated as equal, i.e. vX+i
≈ vX+0 and vY +j ≈ vY +0 .
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Therefore, momentum of the final fragment X+i (or Y
+
j ) can be expressed in
















Noting also that the momenta of X+0 and Y
+
0 are equal but opposite (pX+0
=
−pY +0 = p0), the velocity of the final fragment X
+
i can be expressed in terms
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In a special case where cations X+0 and Y
+
0 do not dissociate any further












Now we shall focus on the derivation of fragmentation dynamics based
on the slope of the pattern. On a PIPICO map, slower flight times are
always plotted against faster flight times, which defines the pattern slope
accordingly. Defining the notation so that the final fragment Y +j is heavier











After substituting Equation (3.7) into the equation above and adopting the
approximation vX+i










If the final fragment Y +j is lighter than the final fragment X
+











Again, in a special case where cations X+0 and Y
+
0 stay intact, the slope




= −1 or k =
∆TX+0
∆TY +0
= −1, if MX+0 > MY +0 . (3.14)
Let us consider a two-body fragmentation process of an unstable dou-
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bly charged molecule, where charge is evenly divided between the two frag-
ments. As a result of Coulombic repulsion, the two cationic fragments
attain initial velocities in opposite directions. On the PIPICO map, the
pattern corresponding to the process is tilted and its slope is k = −1, and
the KER can be computed by using Equation (3.10).
Charge separation in three-body fragmentation mechanisms involving
doubly charged species can arise in three different ways as seen in Section
2.3. Deferred charge separation process (Type IIIa) can be approximated
to be the aforementioned two-body fragmentation mechanism given that
energy release in the neutral fragment’s departure is minimal. Thus, the
slope is of the corresponding pattern k ≈ −1, but the pattern can be rather
wide. Likewise, the KER can be estimated by using Equation (3.10). In
concerted dissociation (Type IIIc), patterns do not have clearly defined
slopes and therefore the respective momentum correlation is vague. Pat-
terns corresponding to secondary dissociation (Type IIIb) cases are rather
easily analysed but still not trivial. If cation A+ (ejected in the primary
phase) is heavier than cation C+ (ejected in the secondary phase) and en-
ergy release is minimal in the secondary phase, the slope is approximately

































For most cases, patterns corresponding to four-body or more complex
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fragmentation are naturally more difficult to derive than in three-body
fragmentation. In Section 2.3, we introduced four fragmentation pathways
which do not require much effort to be derived from the patterns in four-
body dissociation processes involving doubly charged species. Here, ap-
plying Equations (3.12, 3.13 and 3.9) one can estimate respective pattern
slopes and KERs for interpreting data on a PIPICO map:


























































































































The approximations aid in interpreting fragmentation dynamics from
experimental data. However, the approximations deteriorate as the number
of steps of a fragmentation process increases. Moreover, PIPICO pattern
shapes are obscure in several cases and hence detailed information on the
corresponding fragmentation dynamics is lost. The incomplete information
can be overcome by ab initio calculations. In the following chapter, we
will review various ab initio methods comprising different ways to study




The PEPICO technique combined with synchrotron radiation offers a sound
way to probe photo-fragmentation events of small molecules, but the output
data is limited to time-of-flights of created ions and kinetic/binding energies
of ejected electrons. Combining the experimental technique with ab initio
methods provides further insight into the electronic structure and nuclear
motions of the system of interest.
This chapter overviews the ab initio methods implemented in the com-
puter software packages which were used in the research. The Hartree-Fock
(HF) method will be presented first in Section 4.1. In what follows, the
methods based on density functional theory (DFT) will be briefly recapit-
ulated starting from the DFT itself in Section 4.2, then time-dependent
density functional theory (TDDFT) will be presented in Section 4.3. The
end of this chapter is reserved for ab initio molecular dynamic methods
(MD): Time-dependent density functional theory -based Ehrenfest molecu-
lar dynamics (TDDFT-EMD) in Section 4.4, Born-Oppenheimer molecular
dynamics (BO MD) in Section 4.5 and Car-Parrinello molecular dynamics
(CP MD) in Section 4.6.
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4.1 Hartree-Fock method
The Hartree-Fock method comprises the solutions of the electronic Schrödin-
ger equation for a single electron moving in a mean potential field affected
by the remaining electrons and the nuclei of a given molecular system [33].
Analysis of the solutions of the electronic Schrödinger equation provides
understanding of the properties and the internal interactions of the sta-
tionary system within the constraints of Born-Oppenheimer approximation
[6]. The traditional way to proceed with the derivation of the HF equations
is to prospect the time-independent non-relativistic Schrödinger equation
HΨ(r, s,R) = EΨ(r, s,R), (4.1)
where H is the total energy operator, E the energy, and Ψ(r, s,R) an
unknown total wave function of a given system. The total wave func-
tion depends on positions of N nuclei R = (R1, R2, .., RN ), positions r =
(r1, r2, .., rn) and spin s = (s1, s2, .., sn) of n electrons. In the absence of
external fields, the Hamiltonian H describing the motions of the particles




























where the first two terms contribute to kinetic energies of n electrons and
N nuclei in the system and the last three terms describe the Coulomb
pair interactions between electron-electron, electron-nucleus and nucleus-
nucleus respectively. In fact, the motion of every single particle in the
system is correlated to the one of the other particles and describing such
a complicated system is an extremely formidable task. With this in mind,
BO approximation simplifies the correlation by separation motions of the
electrons and the nuclei, since a proton is about 1800 times heavier than
an electron which suggests that motions of the two particle types occur in
different time scales. In this sense, electrons can be considered to move in
the Coulomb field of fixed nuclei. The total energy operator is therefore
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where the kinetic energy term of the nuclei is omitted and the first three
terms on the r.h.s. of Equation (4.3) are conventionally denoted to the
electronic Hamiltonian He. In addition to the reduction of the total en-
ergy operator, decoupling in the BO approximation also lets the total wave
function separate into electronic Ψe(r, s; R) and nuclear Ψnuc(R) wave
functions: Ψ(r, s,R) = Ψe(r, s; R)Ψnuc(R). The n-electron wave function
Ψe(r, s; R) is a regular function constructed from one-electron spin orbitals
χi(ri, si; R)
1. Within the framework of Born-Oppenheimer approximation,
the wave function Ψe depends explicitly on the coordinates of any one of
the electrons but parametrically on the coordinates of the nuclei. In other
words, the wave function Ψe describes the distribution of all the electrons
in the presence of the potential field affected by the fixed nuclei. To ensure
the Pauli principle and the indistinguishability of electrons (of a closed-
shell system), in the Hartree-Fock method the spin orbitals are arranged in





ψ1(r1; R)α(s1) ψ1(r1; R)β(s1) · · · ψn
2
(r1; R)β(s1)











From algebraic manipulation upon the expectation value of the electronic
Hamiltonian He in the basis of the determinantal electronic function
1One-electron spin orbitals χi(ri, si;R) can also be written in separable forms con-
sisting of spatial and spin functions: χi(ri, si;R) = ψi(ri;R)α(si) or ψi(ri;R)β(si).
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[2Jj −Kj ]}χi(a) = Ei χi(a), (4.5)
where the two terms on the r.h.s of the first row are called core Hamiltonian,
whereas the integrals in the second and the third row are Coulomb and
exchange operator respectively. Together they are called the Fock operator.
The molecular spin orbital χi(a) in Equation (4.5) corresponds to electron
a and χi(b) to electron b.
Up to this point, the total energy (the Fock plus the Coulomb term of
nucleus-nucleus interactions) operator and the way to construct the wave
function are presented. The question remains how to solve the energies and
the corresponding molecular spin orbitals from the HF integro-differential
equations (4.5) while the Fock operator is readily built from ’unknown’ spin
orbitals. To this aim, Roothaan and Hall independently invented to present
the spatial orbitals ψi(ri; R) as linear combinations of familiar orthogonal





where the associated coefficients cνi are to be optimized to correspond well
the given spatial orbital by using the variational theorem1 upon the Hartree-
1The HF theory is built on the variational theorem∫
ψHψdτ∫
ψ ψdτ
= E ≥ E0.
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Fock integro-differential equations.
As a result, the HF equations can be represented in the so-called Roothaan-

















which leads to the secular determinant [42]∣∣∣∣∣∣∣∣∣∣
F11 − ES11 F12 − ES12 · · · F1A − ES1A





FA1 − ESA1 FA2 − ESA2 · · · FAA − ESAA
∣∣∣∣∣∣∣∣∣∣
= 0. (4.8)









dτaφµ(a)[2Jj −Kj ]φν(a), (4.9)
or in the generally used notation [27, 33, 42]:














where the operators are expressed in atomic units and the basis functions
The ansatz provides a powerful way to judge the quality of the trial wave function by
stating that the energy E cannot be below the exact ground-state energy E0 by any
used arbitrary trial wave function and the exact energy can be achieved only by using
the correct wave function. For this reason, the better basis functions are adopted, the
closer the exact ground-state energy is attained. However, in the basis of the true wave
function the expectation value of the Fock operator for a given system can be lowest at
the Hartree-Fock limit, i.e. Ecor higher than the exact energy (Eexact = EHF + Ecor),
due to the price of averaging the electron-electron correlation interactions [8].
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and the four-index (µν|λσ) comprising two-electron integrals as well as the
two-index 〈µ|O |ν〉 comprising one-electron integrals are introduced.
Thus, the HF self-consistent field method is an iterative method for solv-
ing the energies and corresponding wave functions, in which the Roothaan-
Hall matrix form facilitates an elegant way to retrieve the solutions by
adopting matrix algebra. Briefly, the HF self-consistent field (SCF) strat-
egy proceeds by choosing a trial wave function to build the Fock operator for
solving a new wave function and the corresponding energy. The new wave
function then replaces the old wave function in constructing the new Fock
operator for the next cycle, and the procedure continues through cycles until
the difference between the new and the old wave function is small enough.
As a result, single-point energy and other properties of a fixed molecular
geometry are given. However, nowadays quantum chemistry computational
software also features an option to seek stationary points on the BO PES
of a given system. Scheme 4.1 illustrates the HF-SCF procedure [8]:
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Figure 4.1: Hartree-Fock self-consistent field procedure.
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4.2 Density functional theory
The previous section gave us a glimpse of how complicated the HF-SCF
method is. Especially, computing the energy of a given system involves
tackling (3+1)n coordinate variables of a n-electron system, which becomes
computationally unfeasible if the size of the system grows too large. Den-
sity functional theory (DFT) is in principle an exact theory for computing
quantum mechanical systems based on electron density ρ(r) depending on
only three spatial variables (r = (x, y, z)). The total energy in DFT is
expressed as a unique functional of overall electronic density
E = E[ρ(r)]. (4.12)
The mainstays of the modern DFT are undoubtedly the two theorems
of Hohenberg & Kohn [15] and the Kohn-Sham (KS) formulation [20] from
the mid-1960s. The first Hohenberg-Kohn (HK) theorem proved that the
electron density of a system determines uniquely its ground-state energy
and other quantum mechanical properties. The second HK theorem is
based on the variational principle which states that the ground-state en-
ergy functional E0[ρ] is built from the true ground-state density ρ0 if and
only if the functional provides the lowest energy. The theorems do not,
however, specify a means to predict the electron density and to form the
functional E[ρ] explicitly. To this aim, Kohn and Sham formulated from
a non-interacting reference system an electron density reminiscent of the
electron density of the real system, in which information is attempted to
be computed as accurately as possible and the small correction to the total
energy is compensated by an approximate functional [8]:
E[ρ(r)] = Tnon−inte [ρ(r)] + Vee[ρ(r)] + Vne[ρ(r)] + EXC [ρ(r)]. (4.13)
The first three terms on the r.h.s of Equation (4.13) describe, in order, the
kinetic energy of non-interacting electrons, the classical electron-electron in-
teraction and the nucleus-electron interaction. The approximate exchange-
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correlation functional
EXC [ρ(r)] = ∆Te[ρ(r)] + ∆Vee[ρ(r)] (4.14)
includes not only quantum-mechanical contributions (self-interaction cor-
rection, exchange and correlation) in the potential energy, but also com-
prises the correction for the kinetic energy of electrons to correspond the
true electronic kinetic energy contribution of the real system.






















ρ(r)dr + EXC [ρ(r)], (4.15)
where electron density ρ is built from the sum of the absolute square of a





Now variation of the energy functional under the constraint < ψi|ψj >= δij
leads to the eigenvalue equations [34]:
hKSi ψi = Eiψi, (4.17)

















Note that the last three terms already depend on the density (built from the
orbitals), but the goal is to use the operator hKSi to solve the KS orbitals
and thus the density. Therefore, the KS one-electron equations have to
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be solved iteratively similarly as in the Hartree-Fock self-consistent field
procedure. That is to say, the trial KS orbitals built from a set of basis





is to be improved by optimizing the coefficients cµi via solution of a secular
equation analogous to the one in the HF-SCF method. The difference is
that the matrix elements Fµν in the HF method are now switched to matrix
elements Kµν :
















The following self-consistence scheme illustrates the iterative procedure for
solving the KS equations [8]:
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Figure 4.2: Kohn-Sham self-consistent field procedure
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4.3 Time-dependent density functional theory
The central idea in the Kohn-Sham formalism of using the electron density
of a fictitious system to describe the one of the real system sounds odd,
but the theory has rendered successful results in many scientific articles
in the recent decades. Yet, the comprehension of the internal dynamics of
electronic structures necessitates an extension of DFT to time-dependent
density functional theory, which facilitates studying e.g. excited-state prop-
erties and other time-dependent phenomena of a system.
TDDFT is based on a one-to-one correspondence between time-depen-
dent potentials vext(r, t) and time dependent densities ρ(r, t) for a given
initial state, which is proved by Runge and Gross [38]. Analogously to the
ground-state DFT, Runge-Gross theorem builds the platform for the mod-
ern TDDFT on a time-dependent electron density, which can be retrieved
by using an auxiliary density of a non-interacting system as the true density
to build the functionals for the real system. Thus, the information of all














+ vKS [ρ](r, t)
]
φj(r, t). (4.22)
The major contribution of kinetic energy to the real system comes from
evaluating the one of the auxiliary non-interacting system, but the correc-
tion and the rest of the terms are included in the KS potential





+ vXC [ρ; Ψ0,Φ0](r, t),
(4.23)
where the vext term is the external potential term and the second term
on the r.h.s of Equation (4.23) is the time dependent Hartree potential,
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analogous to the time-independent interaction of classical electronic charge
distributions in the ground-state DFT. The extremely complex exchange-
correlation potential vXC [ρ; Ψ0,Φ0](r, t) is functional of the KS initial state
Φ0, the initial interaction state Ψ0 and the density ρ(r, t).
The time-independent KS wave functions φj and the density ρ(r, t) in
the general formulation of the KS equations 4.22 can be solved via various
approaches. In CPMD code [45] used in the work, the KS orbitals are
propagated in the time propagation scheme
φj(t) = U(t, t0)φj(t0) j = 1, ..., n (4.24)




= HKS(t)U(t, t0). (4.25)
Equation (4.25) can be written in an integral form [31]:




which can then be formulated, via expansion into a Dyson’s series and
assuming the Hamiltonian commutes itself at different times, further to








U(ti + ∆ti, ti), (4.28)
where t0 = 0, ti+1 = ti + ∆ti and ti = t. Therefore, the set of equations
(4.24) becomes
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The time-dependent KS orbitals and the related density are propagated in
terms of the linear operator based on the implicit midpoint rule (Crank-
Nicholson, CN) method:










combined with a two-step Runge-Kutta scheme [45]. A detailed description
of the solution strategy can be reviewed e.g. in the Ph.D. thesis of P. López-
Tarifa [29].
4.4 Time-dependent density functional theory -
based Ehrenfest molecular dynamics
Ehrenfest molecular dynamics (EMD) is a mixed quantum-classical method
describing motions of a system, in which the nuclei are treated as classical
point particles but the electronic degrees of freedom are allowed to evolve
quantum mechanically. The EMD is a result of distinct works of various
authors but it is named after Paul Ehrenfest who was the first to propose the
question of how quantum mechanics can be adopted to compute Newtonian
classical dynamics.
Following the reformulation of Marx [32], the derivation of EMD may




= HΦ(r,R, t), (4.31)
where the many-body wave function Φ(r,R, t) depends on time t, coordi-
nates of the electrons r = (r1, r2, .., rn) and nuclei R = (R1, R2, .., RN ).
The Hamiltonian H of the entire system is defined as Equation (4.2) in
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H =Ekin(R) +Hr(r,R) (4.32)
to clarify derivation classical dynamics starting from quantum mechanics.
The next essential step is to separate the time-dependent wave function
into functions of fast (electronic) motions and slow (nuclei) motions:









The electronic and the nuclear wave functions, Ψ(r, t) and Ω(R, t), are
normalized at every instant of time with respect to integration of r and R
respectively. The phase factor in Equation (4.33) is defined as:
Ẽr(t) =
∫
drdRΨ∗(r, t)Ω∗(R, t)HrΨ(r, t)Ω(R, t) (4.34)
After substituting the separated wave function Φ(r,R, t) (Equation (4.33))
in the time-dependent Schrödinger’s equation (4.31), multiplying from the
left by Ψ∗(r, t) and integrating over r leads to an effective Schrödinger

















Similar algebra with multiplying from the left by Ω∗(R, t) and integrating
over R leads to an effective Schrödinger equation for the electronic degrees
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where the potential VC(r,R) comprises three Coulomb interaction types of
the electrons and nuclei. Equations (4.35) & (4.36) define the mean-field
time-dependent self-consistent method describing quantum mechanically
the motions of the nuclei in the average field of the electrons and vice versa.
By the virtue of Ehrenfest approximation, the motions of the slow particles
are described classically by adopting Newtonian dynamics. To this aim, the
nuclear wave function Ω(R, t) is rewritten in terms of an amplitude factor
A and a phase S:





































after the separation of the real and imaginary terms. At the classical limit
where the reduced Plank constant ~ is approximated to zero, the r.h.s of










drΨ∗HrΨ = 0, (4.40)
which is equivalent to Hamilton-Jacobi formulation in classical mechanics:
∂S
∂t
+ T (PI) + V (RI) = 0. (4.41)
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By using the connecting transformation PI = ∇IS and presuming incom-












Applying the Hellman-Feynman theorem on the gradient part in Equation
(4.42) the forces on the nuclei can be related to the expectation values of







The locations and velocities of the nuclei can computed by integrating the
nuclear forces over R by e.g. Verlet algorithm [47].
In time-dependent DFT formalism, the average field generated by elec-
trons is described by time-dependent density (instead of wave function) and























and the other terms vanish as they do not depend on nuclear coordinates.
Briefly, the motions of the nuclei and electronic degrees of freedom are
computed ”on the fly”, where the nuclei are driven by the average field
of the electrons whereas the field of the nuclei affects the evolution of the
electron density.
1which implicitly means that the second term in Equation (4.40) vanishes after ap-
plying gradient on the equation
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4.5 Born-Oppenheimer molecular dynamics
Born-Oppenheimer MD can be considered to be a simplified variation of
Ehrenfest MD, because instead of following non-adiabatically the effective
potential energy surface averaged by all states a molecular system in BO
MD is subjected to follow a potential energy surface related to a single
adiabatic state (typically the electronic ground state). We could derive BO
MD by going back to the time-independent wave function formulation in
Section 4.1, but it is more convenient to continue from Equation (4.42) that







Let us expand the electronic wave function in terms of Slater determinants
Ψi corresponding to different electronic states [32]:




where a coefficient ci(t) is the time evolution of the state i occupation
(
∑∞
i=0 |ci(t)|2 = 1). When a system is approximated to move only on the
ground-state potential energy surface, the total electronic wave function is
restricted to the ground state all the time, i.e c0(t) = 1 and the remaining






drΨ∗0(r; R)Hr(r; R)Ψ0(r; R) = −∇IE0(R), (4.48)
where the term E0(R) is the ground-state potential energy surface para-
metrized by the fixed nuclear coordinates.
In brief, (ground-state) BO MD involves solving the stationary elec-
tronic structure constrained by the fixed nuclei in every molecular dynam-
ics step, whereas nuclear motions are computed classically from the forces
obtained from the negative gradient of the stationary electronic structure
energy.
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4.6 Car-Parrinello molecular dynamics
Faster and more efficient ab initio molecular dynamics methods are more
and more in demand as the size of a system of interest grows, yet accuracy
cannot be deprecated. Responding to this need, Car and Parrinello [7] came
up with a novel molecular dynamics method exploiting density functional
theory, where the electronic and ionic degrees of freedom are propagated
concurrently. Basically, CP MD can be categorized into the same semi-
classical molecular dynamics class as BO MD, but the fundamental differ-
ence from BO MD is that the electronic structure re-optimization is avoided
in CP MD method. This is possible by introducing the electronic degrees
of freedom as fictitious dynamical variables. The equations of motion of


















ψ∗i (r)ψj(r)dr − δij
]
Λji, (4.49)
where the first term on the r.h.s of Equation (4.49) corresponds to the
fictitious electronic kinetic energy functional and µ is a fictitious mass as-
sociated with the electronic degrees of freedom. The next term contributes
to the ionic kinetic energy, whereas the last term in the same equation with
Lagrange multipliers Λji ensures orthonormality of the KS orbitals during









The electronic equations of motions (Equation (4.51)) is a non-physical
device for constructing the electronic structure so that the ionic equations
of motions (Equation (4.50)) can be computed in an efficient way.
To summarize this method, in CP MD the burden of the electronic
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degrees of freedom re-optimization in molecular dynamics can be avoided
by letting the fictitious dynamical variables of electrons propagate in small
thickness above the BO potential energy surface of a system. In this sense,





5.1 Resonant Auger electron-photoion coincidence
study of the fragmentation dynamics of acry-
lonitrile molecule (Paper II)
In this study, photofragmentation of gaseous acrylonitrile (C2H3-CN) and
its deuterated species were studied by means of ab initio calculations and
PEPICO spectroscopy using synchrotron radiation. Monochromatic syn-
chrotron radiation was used to promote K-shell electrons of nitrogen and
carbon from the cyano group (C≡N) to the unoccupied antibonding π∗C≡N
orbital. Photofragmentation of acrylonitrile molecules following selective
resonant core excitations was recorded by PEPICO technique. The author
adapted ab initio calculations to estimate appearance energies of dissoci-
ated cationic fragments and to explain geometrical structure rearrangement
of acrylonitrile before dissociation. The ab initio appearance energies were
calculated by subtracting the total energy of the neutral parent compound
from the sum of total energies of its isolated fragments. All fragments were
supposed to be in the electronic ground state of their respective charge
state and, furthermore, in the geometric arrangement corresponding to the
lowest-energy isomer.
The above method predicts rather well the appearance thresholds for
cations C3H3N
+ and C3H2N
+. The molecular geometries for defining the
appearance energies are the global minimum geometries which deviate very
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little from the geometry structure of the parent molecule. In the case of
cation C3HN
+, the appearance energy provided by the method is underes-
timated, most probably because the two neutral hydrogens were supposed
to depart as H2 after the ejection of an Auger electron. In addition, the
remaining hydrogen in the non-equilibrium singly ionized acrylonitrile was
assumed to migrate to the nitrogen end during the dissociation process
to attain the global minimum geometry (C3N-H
+), but this may not take
place. The appearance threshold for cation C3HN
+ would correspond well
to the experimental data if geometry of the cation C3HN
+ is taken to con-
verge to the nearest minima (HC-C-CN+ or C-CH-CN+) and the other
two hydrogens are assumed to depart as atoms, not as a molecule. In other
words, it appears that dissociating fragments frequently do not have enough
excess energy to move along their own PESs in order to end up at global
minima far from their initial stationary points.
According to the comparison between measurement results of fully deu-
terated acrylonitrile and non-deuterated acrylonitrile, a mass-to-charge ra-
tio m/q = 26 detected in the PEPICO spectroscopy corresponds most
likely to cation C2H
+
2 but very rarely to cation CN
+ (assuming that frag-
mentation dynamics of deuterated species do not differ significantly from
the ones of non-deuterated species). Furthermore, mass-to-charge ratios
m/q = 26 & 27 from experimental results of a singly deuterated acrylonitrile
(the central hydrogen is replaced by deuterium) suggest that the hydrogen
bonded to the central carbon can be a part of the resulting cation C2H
+
2 .
Let us assume that theoretical appearance energies combined with experi-
mental ones are suitable for predicting appearance thresholds of fragments
with specific geometries (if isomers used for defining the appearance ener-
gies are not constrained to be the global minimum isomers). In that case,
the equivalent experimental and theoretical appearance energy threshold
of deuterated acetylenes (H-C-C-D+) and normal acetylenes (H-C-C-H+)
dissociated from the singly deuterated acrylonitrile suggests that the pre-
cursor molecular cation must undergo geometrical structure rearrangement.
More explicitly, an Auger electron leaves the precursor molecular cation in
an intermediate state, from which evolution of the electronic structure ne-
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cessitates hydrogen migration before molecular dissociation into fragments
HCCH+ and HCN takes place. Advanced molecular dynamics calculations
may fully verify this speculation, but simple investigations of stationary
points already suggest that the dissociation pathways are at least energeti-
cally possible. Although the effect of deuteration on the dissociation path-
ways and dynamics might be underestimated by assuming it to be negligible
in the research paper, the energy barriers in the modelled dissocation path-
ways resulting in fragments HCCH+ and HCN from the non-deuterated
and singly deuterated non-equilibrium parent cations should not differ sig-
nificantly.
In conclusion, appearance energy estimation based on the aforemen-
tioned total energy subtraction of the parent molecule and its fragment
provides values in good agreement with the experimental data. The method
would give values corresponding to the thresholds in CIY spectra more ac-
curately if ab initio appearance energy definition were based on the total
energies of local minimum geometries close to the initial geometries. In
hindsight, other than global minimum isomers should have been taken into
account in computing appearance energy, which could better explain the
maxima related to different cationic fragments plotted in CIYs in the arti-
cle.
5.2 Fragmentation patterns of core ionized uracil,
5-bromouracil and thymine (Paper I & III)
Photofragmentation of core ionized biomolecules: uracil, 5-bromouracil and
thymine, has been studied by applying PEPIPICO spectroscopy with syn-
chrotron radiation in these papers. Ab initio calculations were adapted to
investigate correlation between intensities of observed dissociated cationic
fragments and their theoretical appearance energies. The appearance en-
ergies were estimated by subtracting the total energies of fragments from a
parent neutral molecule as was done in Paper II .
The PIPICO patterns of thymine correspond to fewer fragmentation
channels than the ones of uracil, which obviously implicates some correla-
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tion between the intensities of the PIPICO patterns and the theoretical ap-
pearance energies of the cationic fragments derived from the corresponding
PIPICO patterns in the case of thymine but not of uracil. An added com-
plexity is that a single detected channel defined by mass-to-charge ratios of
ions can correspond to multiple fragment combinations in both molecules,
which confuses the meaning of the appearance energy. In any case, the bad
overall correlation suggests that the decay rates into the major fragmenta-
tion channels are not governed by the fragment products in their optimal
geometries but rather by complex electronic transitions leading to the final
electronic states and the associated molecular dynamics.
In summary, possible correlation between observed dissociated cationic
fragments and appearance energy values should be investigated only in the
cases of a small system with simple fragmentation mechanisms, and even
then the investigation strategy itself gives an indirect correlation informa-
tion between dissociation pathways and appearance energies. That is to
say, after ejection of Auger electrons, molecular fragmentation is likely to
be dictated by a large amount of doubly charged final states and their as-
sociated molecular dynamics of a complex system. Thus, neglecting the
role of intermediate molecular states cannot give a very accurate picture of
fragmentation processes.
5.3 Experimental and ab initio study of the
photofragmentation of DNA and RNA sugars
(Paper IV)
This research paper comprises photodissociation study on core ionized D-
ribose (C5H10O5, the RNA sugar) and 2-deoxy-D-ribose (C5H10O4, the
DNA sugar) molecules and the isotopically labelled samples (see Figure
5.1) by means of PEPICO spectroscopy and synchrotron radiation. Binding
energies of C 1s in different chemical environments of the molecules recorded
in photoelectron spectra were resolved in theoretical modelling by adapting
Koopman’s theorem [21]. In this study we have discovered that irradiating
DNA/RNA sugars with soft X-rays (here 330 eV and 578 eV) will cause
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Figure 5.1: D-ribose (a), 2-deoxy-D-ribose (b), D-ribose with C(5) is iso-
topically labelled c) and deuterated D-ribose (d).
them to essentially explode into small fragments where the heaviest cationic
fragment is 43 amu (C2H3O
+). The fragmentation mechanism induced by
the core C 1s and O 1s level ionization of DNA sugar does not differ much
from the one of RNA sugar. DNA sugar, with an additional HCH group
compared to RNA sugar, enables the production of the (CH+3 (15), C2H
+
3
(27)) and (CHO+ (29), C3H
+
3 (39)) ion pairs, which is not possible with
RNA sugar. Otherwise, the characteristic dissociation channels of both
sugars involve either a loss of a hydroxyl (-OH) group and/or a capture or
a loss of a hydrogen atom. In addition, bond cleavages in the dissociation
processes involve any ring location in the pyranoses. In practice, this violent
molecular explosion tends to strip the ring bonds of a molecule down to its
fundamental building blocks, i.e. the HCH and HCOH groups. However, as
cation the HCOH+ radical/group is prone to eject a hydrogen atom in order
to gain a more stable cationic form, HCO+. Heavier cationic fragments,
such as C2H2O
+ (42) and C2H3O
+ (43), formed by different combinations
of the basic building blocks are also rather common dissociation products.
According to the ab initio calculations performed, the O-H bond has
a higher tendency to eject a hydrogen than the C-H bond in CH2O
+ →
CHO+ & H, which suggests that the O-H bond would break more easily
than the C-H bond in the fragmentation processes of the doubly charged
sugar molecules. This could be verified by studying suitably deuterated
samples.
In general, the fragmentation patterns of D-ribose and 2-deoxy-D-ribose
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can be summarized to involve the following general steps (see Figure 5.2):
• The HCOH group (see Figure 5.2a) serves as a precursor moiety cre-
ating aldehyde cations by dissipating a hydrogen from the hydroxyl
group, or capturing a hydrogen atom from a neighbouring group dur-
ing the fragmentation process to yield CH3O
+.
• The HCH (14) moiety (see Figure 5.2b) has a tendency to separate
intact and it can also capture a hydrogen from a neighbouring HCOH
moiety resulting in CH+3 (15).
• The moiety shown in Figure 5.2c can produce C2H3O+ (43) by losing
a hydrogen from the hydroxyl group, and C2H2O
+ (42) by ejecting
an additional hydrogen from the HCH group. Furthermore, the same
moiety can produce C2H
+
3 (27) by ejecting a whole hydroxyl group,
and C2H
+
4 (28) by recapturing the hydrogen atom from the eliminated
hydroxyl group.
• The moieties shown in Figure 5.2d are capable of producing C2H3O+
(43) by ejecting a hydroxyl radical and C2H2O
+ (42) by losing a
hydroxyl group and a hydrogen atom from another hydroxyl group,
possibly in the form of H2O (commonly known as water elimination).
Figure 5.2: Different moieties (as cation fragments) of the parent molecular
ions involved in the different fragmentation pathways (see text).
In conclusion, with the dissociation mechanisms described above, one
can expect the consequences of soft X-ray irradiation to be lethal to DNA
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/RNA helix, especially considering the fragments departing from the carbon
C(3) and C(5) sites which are connected to the phosphate backbone in
DNA/RNA chain. It is possible that the cations of the dissociated sugar
stay bonded with adjacent phosphates and, therefore, due to their non-
thermal kinetic energy, attempt to pull the phosphates or parts of the
phosphates out of their locations causing additional damage to the helix.
More likely, however, the cationic fragments thrust out from their location
tearing also the bonds of the adjacent phosphates, and may collide with
other adjacent parts of the DNA/RNA helix, creating damage clusters.
Either way, soft X-ray damage is likely to lead to multiple and clustered
strand breaks in the DNA/RNA helix. This might be valid for DNA/RNA
helices clustered in a small area (thus minimizing the space between parts of
the helices). However, moieties in DNA/RNA helices far from the Coulomb
explosion points are well protected (by water molecules filling the space in
biological environments) from the cationic fragments according to Liu et
al. [28].
5.4 Size selective spectroscopy of Se microclusters
(Paper V)
This research paper reports the electronic structure and photofragmenta-
tion study of Sen microclusters (n 6 8) by means of ab initio methods and
size-selective PEPICO technique with VUV synchrotron radiation. The
clusters were produced by direct vacuum evaporation, therefore the exact
sizes and conformations of the produced clusters could not be controlled.
The recorded data was presented in forms of a PEPICO map, PIY and
coincident ion yield (CIY) for interpretation. The author applied ab initio
calculations to bring additional aspects into the study.
Based on the TOF and PIY spectrum of selenium clusters (Se2−8) ob-
tained at the photon energy of 10 eV, signals of Se+3 and Se
+
4 cations are
weak and their experimental appearance energy thresholds are rather high
compared to selenium cluster ions of other sizes. In addition, the CIY
spectra recorded at the photon energy of 22 eV suggests that the Se3 and
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Se4 clusters are hardly formed at all under the direct evaporation circum-
stances and that the Se+3 and Se
+
4 cations detected are instead of cationic
fragments dissociated from bigger microclusters. Inspection of the CIY
spectra of Se+6 and Se
+
7 also suggests that removal of electrons from molec-
ular orbitals below certain energy levels (typically E 6 −10 eV) results in
fragmentation into smaller clusters, such as the aforementioned Se+3 and
Se+4 cationic fragments.
In the ab initio contribution, we modelled microclusters for different
molecular geometries of the cluster sizes detected in the measurements. The
ab initio binding energies of the modelled clusters determined by adopting
Koopmans’ theorem were contrasted with the experimental binding energies
via the CIY spectra. As Se2 has only one equilibrium molecular geometry,
the CIY spectrum of Se+2 can be used as reference for verifying the theoreti-
cally defined binding energies, and indeed the theoretical values match well
with the peaks in the CIY spectrum of Se+2 . Further comparison between
the theoretical and experimental binding energy values of bigger clusters
implicitly supports the idea that the Se6 and Se7 clusters produced in the
measurements are prone to dissociate into smaller fragments after removal
of an inner valence electron and that the Se+3 and Se
+
4 cations detected are
mainly cationic fragments dissociated from bigger clusters.
To sum up, although Koopmans’ theorem suffers from the frozen orbital
approximation, the predicted binding energy values agree qualitatively well
with the experimental data expressed in the CIY spectrum of at least Se+2
cations. Given that the theorem also holds for clusters a few atoms larger,
Koopmans’ theorem provides a simple and interesting way to extract useful
information from the ab initio results in order to support the experimental
data interpretation.
5.5 Fragmentation Dynamics of Doubly Charged
Methionine in the Gas Phase (Paper VI)
In the research, photofragmentation of gaseous methionine (see Figure 5.3)
was studied by means of Auger electron photo-ion photo-ion coincidence
64
5. Results and conclusions 5.5. Paper VI
Figure 5.3: Simplified molecular geometry of methionine with carbon and
oxygen atoms enumerated.
(AEPIPICO) spectroscopy and ab initio calculations. Experimentally, two
photo-ions were measured concurrently with S LMM Auger electrons after
irradiating methionine by using monochromated synchrotron radiation. Ab
initio methods were adopted to simulate a S LMM Auger spectrum (see
Figure 5.4) in order to link experimental fragmentation data and theoreti-
cal results. In addition, nuclear motions of non-equilibrium doubly charged
methionine were studied by adapting ab initio molecular dynamics (MD)
methods. The Ehrenfest MD (EMD) associated with the time-dependent
density functional theory (TDDFT) [44] suits perfectly this research ob-
jective, because the method enables propagating electronic structure and
nuclear motions of doubly charged molecules starting from the Auger final
states. However, since the TDDFT EMD method requires excessive compu-
tational resources, it is advisable to continue the TDDFT EMD trajectories
by using Born-Oppenheimer MD method when the dynamics of both meth-
ods are essentially adiabatic. Lastly, the fast but accurate Car-Parrinello
(CP) MD method was also used to perform a 5 ps equilibration process
and to model fragmentation channels of doubly charged methionine in the
ground state with various initial temperatures. The purpose of adding ini-
tial temperatures is to attempt to compensate the relaxation energies of
doubly charged methionine from the Auger final states to the ground state.
The procedure is by no means a substitute for the role of the TDDFT EMD
calculations, since it is not possible to propagate the electronic structure of
doubly charged methionine from the Auger final states by using the CP MD
method. Nevertheless, the procedure gives an idea of different dissociation
channels of doubly charged methionine molecules, which renders another
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Figure 5.4: The measured S LMM Auger electron spectrum of methionine
(red curve). Grey vertical short bars represent kinetic energies of emit-
ted Auger electrons leaving behind all possible combinations of vacancy
orbitals forming different non-equilibrium M2+ molecules after S 2p ion-
izations, whereas long vertical black bars correspond to kinetic energies of
emitted Auger electrons corresponding to two holes in the same orbital. The
convoluted theoretical Auger spectrum (blue dashed curve) is a smoothed
histogram of the theoretical Auger lines and has been shifted by -15 eV.
aspect on the current research in addition to the experimental method.
TDDFT EMD results
The TDDFT EMD, in principle, offers a powerful means to model molecular
dynamics of the system of interest, but the method requires high compu-
tational resources and is very time consuming. Therefore, any strategy
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relieving the computational burden is desirable, one of which is an attempt
to bring the computation to a manageable level that still retains the quali-
tative information of the dynamics, e.g. by choosing the optimal time step
for the simulations. With this in mind, two simulations with two different
time steps, ts = 0.24 as and ts = 0.60 as, were executed in order to find
the optimal time step. The TDDFT EMD simulations begin from a non-
equilibrium doubly charged methionine where two electrons are removed
from the Kohn-Sham (KS) orbital 36 (HOMO-4) (Figure 5.5), which be-
longs to high-kinetic energy region in the Auger spectra (Figure 5.4).
Figure 5.5: KS orbital 36 of methionine.
The comparison results are shown in Figures 5.6(a), 5.6(b), 5.7 and 5.8.
The curves in Figure 5.6(a) plot Kohn-Sham energies of the doubly charged
methionine as function of time, whereas the ones in Figure 5.6(b) plot the
temperatures (average kinetic energies of nuclear degrees of freedom) as
function of time. The curves in Figure 5.7 draw the sums of the previous
two physical quantities, i.e. the total energies of the dynamical systems,
which can be used as qualitative judgement of a TDDFT EMD simulation
for a given time step by monitoring the total energy conservation of the
system.
Although total energy of the system varies as much as 2.288 eV at 58
fs in the bigger time steps, trajectories (see Figure 5.8) simulated with the
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Figure 5.6: Time step comparison for (a) Kohn-Sham energies (b) tempera-
tures in the TDDFT EMD simulations of a non-equilibrium doubly charged
methionine with an empty KS orbital 36.
bigger time step deviate slightly from the ones with small time step. In
this sense, systems dissociating at that time scale may be simulated with
the bigger time step to obtain qualitative results with caution. In slower
fragmentation cases, simulations should be run with the smaller time step
in order to retrieve accurate results.
In addition to propagating the electronic structure of the non-equilibrium
doubly charged methionine with the empty KS orbital 36, the case of an
empty KS orbital 19 (Figure 5.9) has been inspected. The orbital was
chosen for its partial overlapping with a S 2p orbital and its matching of
the low-kinetic energy range in the Auger spectra (Figure 5.4). The trajec-
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Figure 5.7: Time step comparison for total energies in the TDDFT EMD
simulations of a non-equilibrium doubly charged methionine with an empty
KS orbital 36. Total energy change in the simulation of the time step ts =
0.60 as is 2.288 eV at 58 fs and 0.208 eV in the one of the smaller time step
at 93 fs.
Figure 5.8: Bond lengths in the TDDFT EMD simulations of a non-
equilibrium doubly charged methionine with an empty KS orbital 36.
Dashed lines denote bond lengths in the TDDFT EMD simulation with
the time step ts = 0.60 as, and continuous lines represent the ones in the
TDDFT EMD simulation with the time step ts = 0.24 as.
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Figure 5.9: KS orbital 19 of methionine.
Figure 5.10: Bond lengths of a non-equilibrium doubly charged methionine
with an empty KS orbital 19, propagated with the time step ts = 0.24 as.
tories in Figure 5.10 imply that methionine in this case does not seem to
dissociate at around 70 fs, hence the simulation has to be extended.
KS orbital 14 (Figure 5.11) is low in energy and particularly tightly
localized at the COOH moiety. The KS orbital 14 does not overlap with
the S 2p orbitals, and therefore a non-equilibrium doubly charged state
with an empty KS orbital 14 may not be a consequence of S 2p photo-
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ionization. Nevertheless, considering the molecular dynamics of methionine
from a general aspect, molecular fragmentation of a non-equilibrium doubly
charged methionine, where two electrons are removed from a low energy
and tightly localized orbital, may behave in a radical way in comparison
with the cases of KS orbital 19 or 36. For this purpose, we also performed
TDDFT EMD calculations on the case of doubly vacant KS orbital 14.
Figure 5.11: KS orbital 14 of methionine.
Results of the TDDFT EMD simulation (using the time step ts = 0.60
as) in the case of an empty KS orbital 14 are presented in Figures 5.12 and
5.13. The temperature curve in Figure 5.12 shows ultra-fast heat increase
over 2500 K already at 5 fs and the trajectories in Figure 5.13 suggest that
molecular dissociation also occurs very early. The two ”M” shapes in the
temperature curve at 31 fs and 45 fs correspond to strong attractive and
repulsive interactions of hydrogen in the vicinity of oxygen O1. Figure 5.14
illustrates the dissociation at 51.7 fs. In reality, the rapid fragmentation
would correspond to the case in which doubly charged methionine (after
Auger electron emission) relaxes directly to a dissociation state. The case
is appealing and studying it should not consume computational resources
tremendously, hence the related TDDFT EMD calculations ought to be
performed with the smaller time step in order to attain more accurate
results.
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Figure 5.12: The temperature curve in the TDDFT EMD simulation of a
non-equilibrium doubly charged methionine with an empty KS orbital 14.
Figure 5.13: Bond lengths of a non-equilibrium doubly charged methionine
with an empty KS orbital 14, propagated with the time step ts = 0.60 as.
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Figure 5.14: Fragmentation of doubly charged methionine (with the empty
KS orbital 14) at t = 51.7 fs in the TDDFT EMD simulation. Bader [43]
charge analysis shows that the charge of the departing methyl radical is
roughly 0.5 and the fragments CO and OH are practically neutral.
In summary, the TDDFT EMD time step comparison in this work sug-
gests that simulations of doubly charged methionine with an empty KS
orbital of a high energy level should be executed with the time step ts =
0.24 as or with a smaller one in order to obtain reliable results. According to
the TDDFT EMD calculations, the electronic structure of non-equilibrium
doubly charged methionine molecules with either empty KS orbital 19 or
KS orbital 36 does not relax directly to a dissociation state, but the evolu-
tion of the electronic structure necessitates the associated molecular system
to vibrate intensively in the first 50 fs or so. The simulations must be ex-
tended for a longer period time in order to gain a good picture of the
molecular dynamics of doubly charged methionine. As the research based
on the TDDFT EMD method alone is an extensive study, it will be pub-
lished separately. Hence, Paper VI includes the other ab initio calculations
and experimental results.
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Experimental and Car-Parrinello MD results
Based on the experimental results, the photofragmentation of methionine
can be explained consistently by one general scenario of nuclear dynamics:
Figure 5.15: Dissociation channels for methionine. Solid red circles:
charged fragments after primary stage. Dashed red circles: secondary disso-
ciation charged fragments. Stars mark hydrogen loss and numbers fragment
masses.
a) Carboxyl radical separates either carrying charge (Figure 5.15a) or
being neutral (Figure 5.15b, 5.15c and 5.15d). None of the observed
patterns indicate secondary dissociation of the cationic carboxyl rad-
ical.
b) The remaining part of the molecule always dissociates further into
fragments ranging in size from mass 61 to 15.
c) There is the possibility of hydrogen loss or transfer accompanying
these processes.
The intensity of various fragmentation channels depends on the elec-
tronic states of the parent dication in two very distinctly different ways: In
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(COOH+, CH3-S-CH
+
2 ) are correlated only with the Auger electrons of high
kinetic energy. These channels are thus open only for the electronic states
with vacancies in weakly bound MOs. As they require the least amount
of broken bonds, these channels are also least energy-consuming. How-
ever, no fragmentation channel with minimal damage (two-body process)
was observed. In the second case, the lighter cation pairs are observed in
coincidence with Auger electrons with the kinetic energy across the entire
spectrum (127 - 151 eV), although the yields are stronger for higher-lying
electronic states.
In the ab initio part, CP MD method was applied to performing nuclear
motions of doubly charged methionine in the ground state with various
initial temperatures ranging from 3630 K to 19896 K. The C4-C5 bond
breakage is observed in all cases. In the lowest temperatures the C4-C5
bond breakage results in either a charged or a neutral carboxyl radical.
In these cases, further dissociation was not observed during the 300 fs
time propagation. However, it cannot be excluded that this process might
occur after a long time (from a few hundred femtoseconds to picoseconds
after the C4-C5 bond scissoring). In intermediate temperatures, singly
charged carboxyl detachment is followed by C2-C3 bond cleavage resulting
in fragments COOH (m = 45), CH2-CH-NH
+
2 (m = 43) and CH3-S-CH
+
2
(m = 61). At the highest temperatures, fragmentation begins in less than
20 fs. The dissociation involves some isomerisation, hydrogen capture and
loss.
It is notable that the sequence of fragmentation dynamics that emerged
from the experiment is supported by the CP MD simulations – in both
theory and experiment the separation of the carboxyl group always occurs,
the cationic fragment CO+ is not observed. Also, the dissociation chan-
nel producing the fragments COOH (m = 45), CH2-CH-NH
+
2 (m = 43)
and CH3-S-CH
+
2 (m = 61) in the CP MD simulations is consistent with
the experimental result concerning the ion pair (43,61). In order to get a
much deeper understanding of the fragmentation pathways starting from
the deeper Auger final states, it would be desirable to extend the present
theoretical framework to TDDFT EMD calculations.
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5.6 Final words
The issue of molecular fragmentation induced by synchrotron radiation can
be successfully studied by the PEPICO technique and ab initio methods.
The PEPICO technique provides crucial data on changes in the electronic
structure and final ionic chemical compositions of a system, although it does
not give a complete picture comprising all phases starting from the first
moment of the photon-matter interaction and ending in possible molecular
fragmentation. To this end, ab initio calculations complement the experi-
ments by bringing information on the evolution of the electronic structure
of a system subjected to irradiation. Furthermore, computational quantum
chemistry provides independent methods to study electronic structure and
molecular dynamics of a system. The ab initio results of this work can
be improved by more thorough calculations which require many detailed
calculation steps. The advanced calculations would include i.a. computing
electronic state transitions, and a computing strategy which does not aver-
age potential energy surfaces (in TDDFT-EMD) but allows the system to
jump from a single adiabatic surface to another according to the dictating
states at a certain point on the corresponding PESs such as in Tully surface
hopping method [39]. All in all, combining the experimental technique and
the ab initio methods creates a powerful tool for understanding molecular
fragmentation induced by synchrotron radiation.
Interaction of a molecular system with VUV or soft X-ray light changes
the electronic structure of the system and is capable of causing chemical
bond breakage if the evolution of the electronic structures necessitates that.
Bond breakage sites are not always trivial, since the relaxation of an elec-
tronic structure interacted with light can end up to various states dictating
the associated molecular dynamics. Moreover, fragmentation processes do
not necessarily follow the energetically most favourable pathways result-
ing in fragments with globally optimized geometries, but the dissociation
pathways seem to be mainly characterized by the final state of the par-
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