Variance-based sensitivity analysis and orthogonal approximations for
  stochastic models by Badowski, Tomasz
University of Warsaw
Faculty of Physics
Tomasz Badowski
Student’s book no.: 260542
Variance-based sensitivity analysis
and orthogonal approximations for
stochastic models
Long cycle degree thesis,
field of study: Physics
within College of Inter-Faculty Individual Studies
in Mathematics and Natural Sciences,
speciality: Mathematical and Computer Modeling of Physical Processes
The thesis written under the supervision of
prof. dr hab. Bogdan Lesyng
Department of Biophysics, Institute of Experimental Physics,
Faculty of Physics, University of Warsaw
Warsaw, August 2013
ar
X
iv
:1
31
0.
06
57
v1
  [
sta
t.C
O]
  2
 O
ct 
20
13
Summary
We develop new unbiased estimators of a number of quantities defined for functions of
conditional moments, like conditional expectations and variances, of functions of two inde-
pendent random variables given the first variable, including certain outputs of stochastic
models given the models parameters. These quantities include variance-based sensitivity
indices, mean squared error of approximation with functions of the first variable, orthogonal
projection coefficients, and newly defined nonlinearity coefficients. We define the above esti-
mators and analyze their performance in Monte Carlo procedures using generalized concept
of an estimation scheme and its inefficiency constant. In numerical simulations of chemical
reaction networks, using the Gillespie’s direct and random time change methods, the new
schemes for sensitivity indices of conditional expectations in some cases outperformed the
ones proposed previously, and variances of some estimators significantly depended on the
simulation method being applied.
Tytu l pracy w je¸zyku polskim
Oparta na wariancji analiza wraz˙liwos´ci i aproksymacje ortogonalne modeli stochastycznych
Streszczenie w je¸zyku polskim
Wprowadzamy nowe estymatory dla pewnych wielkos´ci zdefiniowanych dla funkcji mo-
mento´w warunkowych, takich jak wariancje i s´rednie warunkowe, funkcji dwo´ch niezalez˙nych
zmiennych losowych pod warunkiem pierwszej zmiennej, w tym dla pewnych wyniko´w mod-
eli stochastycznych pod warunkiem ich parametro´w. Do estymowanych wielkos´ci nalez˙a¸
wspo´ lczynniki wraz˙liwos´ci oparte na wariancji, s´redniokwadratowe b le¸dy przybliz˙enia funk-
cjami pierwszej zmiennej, wspo´ lczynniki rzutu ortogonalnego oraz nowo zdefiniowane wspo´ l-
czynniki nieliniowos´ci. Definiujemy powyz˙sze estymatory i analizujemy ich wydajnos´c´ w
procedurach Monte Carlo uz˙ywaja¸c uogo´lnionego poje¸cia schematu do estymacji i sta lej
charakteryzuja¸cej jego nieefektywnos´c´. W symulacjach numerycznych uk lado´w reakcji che-
micznych przy uz˙yciu metod Gillespie’s direct i random time change nowe schematy dla
wspo´ lczynniko´w wraz˙liwos´ci warunkowych wartos´ci oczekiwanych by ly w pewnych przy-
padkach wydajniejsze od tych zaproponowanych poprzednio, a wariancje niekto´rych esty-
matoro´w znacza¸co zalez˙a ly od zastosowanej metody symulacji.
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Introduction
Stochastic models have proven to be useful for describing a variety of physical systems,
like chemical reaction networks involving few particle numbers of certain species [43, 60],
including gene regulatory networks [38, 46] and signaling pathways [34, 57]. A popular
stochastic model for a well-stirred chemical reaction network is a continuous-time Markov
chain model of reaction network dynamics (MR) [39], which can be simulated for example
using the Gillespie’s direct (GD) method [22]. A number of other stochastic formalisms have
also been used to model chemical reactions, like chemical Langevin equation, τ -leaping, or
hybrid stochastic-deterministic methods [43].
Sensitivity analysis is a procedure yielding sensitivity indices, which can be thought of
as certain measures of importance of arguments in influencing the values of functions. As
such functions one often takes outputs of deterministic models whose arguments are model
parameters, e. g. in ordinary differential equation models of chemical kinetics [43, 64]
one can consider concentrations of different chemical species at a given moment of time
in function of kinetic rates and initial concentrations of the species. In stochastic models,
the stochastic outputs for given parameters are not constants but random variables with
distribution specified by the parameters. For instance for an MR a stochastic output can be
the number of particles of selected species at a given moment of time, and the parameters
can be the initial particle numbers and kinetic rates. Thus as functions for the sensitivity
analysis in stochastic models one usually considers parameters of conditional distribution of
stochastic outputs, like conditional expectation [47], variance, [4] or histograms [15], given
the model parameters. Sensitivity analysis has been used in a variety of fields, including
chemical kinetics [45, 59, 51], biochemical reaction networks [61, 63], nuclear safety [25],
environmental science [56], and molecular dynamics [12], applications in chemical kinetics
including parameter estimation [27, 26] and model simplification [13, 41, 35, 16].
Variance-based sensitivity analysis (VBSA) is a well-established sensitivity analysis
method, dating back to applications in chemical kinetics in the seventies [50, 14]. Variance-ba-
sed sensitivity indices provide quantitative answers to questions like what average reduction
of uncertainty of the model output, measured by its variance, can be achieved if some un-
certain model parameters are determined e. g. in an experiment, or what average error is
caused by fixing a parameter for instance to simplify the model [52, 3]. Recently, VBSA
has supported parameter estimation in a linear compartmental biochemical model [26] and
simplification of a model of synthesis of an antiparasitic drug Ivermectin [13].
In many applications outputs of physical models are being approximated by linear com-
binations of functions of few model parameters. Such approximations are used for example
for potential energies in molecular dynamics simulations [31]. A number of approxima-
tions of this type has become known under the common name of high dimensional model
representations [44]. Approximations using linear combinations of products of the first few
orthogonal functions of model parameters, like polynomials or trigonometric functions, have
proven to accurately imitate outputs of a number of complex models with many parameters,
and the coefficients of the approximating linear combinations have been used to estimate
variance-based sensitivity indices as an alternative strategy to their Monte Carlo estimation
on which we focus on in this work [14, 33, 32, 8, 64]. In the case of orthogonal polynomials
being used, such approximations have also been called polynomial chaos expansions [19, 8].
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Correlation coefficient is a popular measure of the strength of linear relationship between
random variables [58, 6].
With a few exceptions, the above mentioned indices and coefficients have predominantly
been used for the analysis of input-output relationships in deterministic models, but they
also have a potential for analogous applications to stochastic models. For instance VBSA
can be useful for determining parameters whose measurement would on average most re-
duce the uncertainty of a given parameter of conditional distribution of the model output,
like conditional expectation or variance, while polynomial approximations and correlations
can provide useful information about the relationship between variance or mean particle
numbers and model parameters, which has been of great interest e. g. in the analysis of
gene circuits [36, 5, 42],
Outputs of stochastic models used in computer simulations can be represented as func-
tions of two independent random variables - the first being random vector of parameters
of the model and the second a sequence of random variables used to generate the random
trajectories of its stochastic process. In the first work [15] in which VBSA of parameters of
conditional distribution of stochastic outputs was considered, conditional histograms were
chosen as outputs for sensitivity analysis and a grid-based method was used providing no
error estimates of the results [3].
In our Master’s Thesis in Computer Science [3] we proposed unbiased estimators of
variance-based sensitivity indices of conditional expectations of functions of two independent
random variables given the first random variable, which can be used in a MC procedure
yielding error estimates. In a numerical experiment such procedure led to lower mean
squared error of approximation of the indices than a grid-based method analogous to that
in [15].
In this thesis we provide for the first time unbiased estimators of variance-based sensi-
tivity indices of a large class of functions of conditional moments, including all conditional
moments and central moments, like conditional variance, of functions of two independent
random variables given the first variable. We also introduce new unbiased estimators of
sensitivity indices of conditional expectations. Furthermore, we derive first unbiased esti-
mators of means of functions of conditional moments, of products and covariances of these
moments with functions of the first variable, and estimators of normalized sensitivity in-
dices and correlation coefficients of functions of conditional moments and the first variable.
We also introduce different unbiased estimators of coefficients of orthogonal projection of
functions of conditional moments onto linear combinations of orthogonal functions of the
first variable. We show that in a Hilbert space, squared error of approximation with a
linear combination of orthonormal elements using unbiased estimates of orthogonal projec-
tion coefficients, averaged over distribution of the estimates, is a sum of variances of the
estimators plus squared error of the approximation with orthogonal projection onto span
of the elements. We use this fact to numerically compare average mean squared errors of
approximation of conditional expectations and variances of stochastic models outputs by
linear combinations of orthogonal functions of model parameters with coefficients obtained
using different estimators. We also provide unbiased estimators of mean squared errors
of approximation of functions of conditional moments using functions of the first variable,
which can be used for the above approximations with linear combinations of orthogonal
functions with fixed coefficients. Approximations of conditional expectations and variances
of outputs of stochastic models using orthogonal polynomials of model parameters have
already been constructed in [19] using double-loop sampling and convex optimization tech-
niques. As we discuss in a detail in Conclusions, an interesting idea for the future research
would be to compare the error of different methods of approximation of functions of con-
ditional moments using orthogonal functions of the first variable, like those from [19] and
this work. We also define nonlinearity coefficients of random independent arguments of a
function, which can be used for obtaining lower bounds on probabilities of certain localiza-
tions of functions values changes, corresponding to some perturbations of their independent
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arguments. We also provide unbiased estimators of these coefficients.
In [3] we introduced the concept of an estimation scheme which is useful for defining
generalized estimators acting not only on random variables, but also on functions, as the
ones discussed in this work. We also defined inefficiency constant of such a scheme, equal
to the product of variance of the corresponding estimator and the number of function eval-
uations needed to compute it, so that the ratio of such constants for different schemes is
equal to the ratio of variances of the final MC estimators for the same number of function
evaluations carried out in MC procedures using the schemes. Thus it can be used for quan-
tifying the inefficiency of using unbiased estimation schemes in MC procedures if function
evaluations are the most time-consuming elements of the procedures.
Here we formalize and generalize the above concepts of a scheme and its inefficiency
constant to be useful for defining and comparing efficiency of the corresponding estimators
of estimands depending on many functions and having vector-valued outputs, like vector
of coefficients of orthogonal projection of a function of a random variable onto orthogonal
functions of the variable. One of the defined schemes, called SV ar, allows for simultaneous
estimation of most of the above mentioned sensitivity indices and coefficients for conditional
expectation and variance, including all sensitivity indices with respect to individual coor-
dinates of the first variable and orthogonal projection coefficients onto these coordinates
and constant vectors. We derive a number of inequalities between the inefficiency constants
of the introduced schemes and schemes from [3]. For instance we show that subschemes
of SV ar for estimation of variance-based sensitivity indices of conditional expectation can
have no more than four times higher and three times lower inefficiency constants than the
best schemes for these indices from [3].
We carried out numerical experiments testing estimators introduced in this work for the
case of conditional expectations and variances of particle numbers at a given moment of time
in a MR simulated using GD [22] and random time change (RTC) [47] methods. In some
of our numerical experiments the subschemes of scheme SV ar for estimation of sensitivity
indices of conditional expectation with respect to certain model parameters had over two
times lower inefficiency constants than the best schemes from [3]. Furthermore, the order
of estimators of orthogonal projection coefficients with respect to the average mean squared
errors of approximations of conditional expectations and variances constructed using them
varied from model to model. The numerical experiments also demonstrated significant
dependence of variances of some of the introduced estimators on whether the GD or the
RTC method is used, and on the order of reactions in the GD method. We discuss the
relationship of these effects with analogous phenomena observed for different estimators in
[3] and [47].
The structure of this work is as follows. In Chapter 1 we give an overwiev of less
common definitions and results from the literature, mostly from our previous master’s thesis
[3]. Throughout this chapter we frequently make improvements in the definitions, correct
errors in the constructions or theorems, generalize the latter, and provide more precise and
comprehensive descriptions than in [3]. Chapter 2 presents our new results. More common
mathematical definitions and complex proofs or calculations are provided in the appendices.
Readers not acquainted with probability theory are referred to standard textbooks like [17]
and [7]. Some basic definitions from this theory are also provided in Appendix A.
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Chapter 1
Literature overview
1.1. Chemical reaction network
In this section we repeat selected definitions from Section 1.1 of [3], improving some of
them, in particular simplifying the formal definition of a chemical reaction network RN and
specifying the domain of reaction rates. We shall model the time evolution of a reaction
network by a continuous-time Markov chain defined in the next section. Suppose that we
are given N ∈ N+ chemical species with symbols X1, . . . , XN . The state of RN at a given
moment of time is described by a vector of natural numbers x = (x1, . . . , xN ) from the state
space E = NN , where the ith coordinate of x describes the number of particles of the ith
species. L chemical reactions (R1, . . . , RL) can occur, the lth reaction being described by a
stoichiometric formula
sl,1X1 + ...+ sl,NXN → sl,1X1 + ...+ sl,NXN . (1.1)
We call vector sl = (sl,i)
N
i=1 the stoichiometric vector of reactants and sl = (sl,i)
N
i=1 of
products of the lth reaction. In this whole work for n ∈ N+ we denote In = {1, . . . , n} and
for vectors v, w ∈ Rn, we write v ≥ w if vi ≥ wi, i ∈ In (where the last notation means for
each i ∈ In). We require that sl ≥ 0 and sl ≥ 0, where by 0 we mean here (0, . . . , 0) ∈ RN .
We define transition vector of the lth reaction as sl = sl − sl. In the model of dynamics
of reaction network discussed in the next section occurrence of the lth reaction will make
the system at state x move to state x + sl. There is given a set BRN ∈ Rm for some
m ∈ N+, called the set of admissible reaction rates of RN . We define a measurable space
SRN = (BRN ,B(BRN )) (see Section A). For each l ∈ Il, there is given a real nonnegative
function al measurable on SRN,E = (BRN,E ,BRN,E) = SRN ⊗ S(E), called reaction rate of
the lth reaction. Intuitively speaking, in the mathematical model we discuss in the next
section al(k, x) describes how quickly the lth reaction is proceeding in the state x and for
the rate constants k. We require that al(k, x) = 0 if for some i ∈ IN , xi < si, which means
that there are too few particles of a certain reactant in the system for the reaction to occur.
For example in the stochastic version of mass action kinetics [18], for each k = (ki)
L
i=1 ≥ 0
and l ∈ IL,
al(k, x) = kl
N∏
i=1
(
xi
sl,i
)
, (1.2)
which is rate constant of the lth reaction times the number of possible ways in which the
reactants can collide for the lth reaction to happen. Formally, we define the chemical
reaction Rl, l ∈ IL, to be a triple
Rl(k) = (al(k, ·), sl, sl), (1.3)
and the chemical reaction network RN is defined as a sequence of reactions
RN(k) = (Rl(k))
L
l=1, (1.4)
both being functions of rate constants k ∈ BRN .
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1.2. Continuous-time Markov chain model of reaction network
dynamics with constant parameters (MRCP)
See Appendix B for an introduction to stochastic processes, including continuous-time ho-
mogeneous Markov chains (HMC). Below we repeat the definition of a discrete stochastic
chemical reaction network with constant parameters from our previous work [3], calling it
this time continuous-time Markov chain model of reaction network dynamics with constant
parameters or shortly MRCP. Let the reaction network RN and othernotations be as in
Section 1.1, let p = (k, c) ∈ BRN,E , and T = [0,∞).
Definition 1. MRCP corresponding to RN and p is defined as a nonexplosive HMC on E
with times T = [0,∞), with deterministic initial distribution δc and Q-matrix with intensi-
ties equal to, for each x, y ∈ E, x 6= y,
qx,y =
∑
l: y=x+sl
al(k, x), (1.5)
where we used the convention that sum over an empty set is zero.
Unfortunately, for some p and RN as above such nonexplosive HMC may not exist [1]. A
useful criterion for its existence shall be provided in Section 2.1. We denote the distribution
of a nonexplosive MRCP corresponding to p = (k, c) and chemical reaction network RN
for which it exists as µMRCP (RN(k), c). Let RN be some reaction network as in Section
1.1 and p = (k, c) ∈ BRN,E be some its parameters. Below we describe two constructions
of processes which yield MRCPs corresponding to RN and p, if any such MRCP exists.
The description of these constructions is similar as in [3] in Section 1.3, but we do it in a
more formal way and correct a number of oversights we made in [3], like overlooking the
case when the set of reactions with positive rates is empty in the second construction. The
first construction corresponds to the GD method for simulating MRCP introduced in [22],
while the second to the RTC algorithm from [47], and is a special case of the random time
change representation of Markov processes due to Kurtz ([18], Section 6.4). In the below
constructions we inductively define the initial jump chain (Zn)n≥0 and initial jump times
(Jn)n≥0. Let the initial explosion time ζ be defined as in (B.3) in Appendix B using the
initial jump times. We assume without explicitly writing this in the constructions that
Z0 = c and J0 = 0, and that each construction ends by changing, for some arbitrary c1 ∈ E,
and on each elementary event ω for which ζ(ω) < ∞, all the initial jump chain and times
variables with positive indices to c1 and∞, respectively, so that we receive final jump chain
and times Z ′n, J ′n, that are jump times and chain of some unique nonexplosive process Y .
If there exists any MRCP corresponding to RN and p, then ζ = ∞ a. s. and Y is such
an MRCP. For convenience in the constructions below the dependence on the elementary
event ω is omitted.
Construction 1 (GD construction). Let U1, U2, . . . be independent identically distributed
(i. i. d.), U1 ∼ U(0, 1), and E1, E2, . . . i. i. d., E1 ∼ Exp(1) (see Appendix A). Suppose
that Zi and Ji have been defined for i ∈ N. Let
q =
L∑
l=1
al(k, Zi). (1.6)
If q = 0, then we define
Ji+1 =∞, Zi+1 = Zi, (1.7)
otherwise we take Ji+1 = Ji +
Ei+1
q , and for
l = min{m ∈ IL : 1
q
m∑
n=1
an(k)(Zi) ≥ Ui}, (1.8)
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we set
Zi+1 = x+ sl. (1.9)
For k ∈ BRN and x ∈ E, we denote B(k, x) = {l ∈ IL : al(k, x) > 0} - the set of indices
of reactions with positive rates in state x and for the rate constants k.
Construction 2 (RTC construction). Let us consider L independent Poisson processes
(Nl)
L
l=1 with unit rates (see Appendix B). The initial jump times and chain in this con-
struction are the jump times and chain of any right-continuous process Y satisfying
Yt = c+
L∑
l=1
slNl(
∫ t
0
al(k, Ys) ds), (1.10)
for t < ζ ([18] Section 6 Theorem 4.1 a)). Suppose that the ith call of function Nl.next
returns the ith holding time of Nl. We set for l ∈ IL
τ0,l = Nl.next. (1.11)
Let us assume that Zi, Ji and {τi,l}l∈IL have been defined for i ∈ N. If B(k, Zi) is empty,
then we set
Ji+1 =∞, Zi+1 = Zi, (1.12)
and finish the inductive step. Otherwise, we set
Ji+1 = Ji + min
l∈B(k,Zi)
{
τi,l
al(k, Zi)
}
, (1.13)
and for a certain l realizing the above minimum,
Zi+1 = Zi + sl, τi+1,l = Nl.next. (1.14)
Furthermore, for each m ∈ B(k, Zi), m 6= l, we set
τm,i+1 = τm,i − am(k, Zi)(Ji+1 − Ji) (1.15)
and for reaction indices l /∈ B(k, Zi),
τl,i+1 = τl,i. (1.16)
As we discussed in [3], in all constructions of processes corresponding to some stochastic
simulation algorithm one uses a random variable R, which in the algorithm is generated
e. g. using a random number generator, to build the random trajectories of the process.
For instance for the first construction of MRCP above we have R = (Ui, Ei)i≥0, while for
the second one R = (Ni)
L
i=1. As in [3], we call R artificial noise variable or simply noise
variable. For some construction of MRCP as above, let SR = (BR,BR) be the measurable
space of possible values of the noise variable from this construction. We define a function
h from BRN,E ×BR to ET to be such that for each p ∈ BRN,E and r ∈ BR,
h(p, r) (1.17)
is equal to the trajectory Y (ω) of the process built in the construction using parameters p
and for ω ∈ Ω and noise variable R such that R(ω) = r. In particular, process Y created in
the construction using some p and R is equal to h(p,R) on Ω.
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1.3. Models with random parameters and their outputs
As we discussed in Section 2.1 of [3], there are many situations when one may want to
treat parameters of a model as random variables (Pi)
N
i=1 rather than constants. Shortly,
when the parameters represent uncertain quantities, there are two types of such variables
distinguished in the literature - stochastic and epistemic ones. Stochastic variables are
changeable in the modelled system, like particle numbers in equilibrium distribution of a
reaction network, and their uncertainty, measured e. g. by their variance, cannot be reduced
by gaining further knowledge about the system. Epistemic variables are constants in the
modelled system, whose exact values are unknown, which is often the case for reaction rates.
Distribution of epistemic variables reflects our best judgement about their possible values,
based e. g. on the uncertainty estimates of experimental measurements, and uncertainty
of these variables can be reduced by gaining further knowledge about the system, like
performing more precise experiments. The definition of a continuous-time Markov chain
model of reaction network dynamics (MR) and its construction we provide below are more
precise and general than the ones we proposed in [3], e. g. because we specify the domain
of distribution of parameters in the definition and do not require the existence of an MRCP
for each value of the parameters. Let RN , E and T be as in the previous sections and let
µ0 be some probability distribution on S(ET ) and ν on SRN,E . Let µ˜ : BRN,E×B(ET )→ R
be such that for each p = (k, c) ∈ BRN,E for which an MRCP corresponding to RN and
p exists µ˜(p, ·) is equal to µMRCP (RN(k), c) i. e. the distribution of such MRCP, and for
other values of p it is equal to µ0.
Definition 2. We say that a pair M = (P, Y ) is an MR corresponding to a chemical
reaction network RN and (distribution of parameters) ν, if for ν almost every (a. e.) p,
a MRCP corresponding to p and RN exists, P is a random vector with µP = ν, Y is a
right-continuous nonexplosive process on E with times T , and µ˜ is a conditional distribution
(see Definition 32) of Y given P . P is called the parameters and Y the process of M .
If for ν a. e. p = (k, c) MRCP corresponding to RN and parameters p exists, then
MR (P, Y ) corresponding to ν and RN can be constructed similarly as for the previous less
general definition of MR in [3]. For some P = (K,C) ∼ ν independent of the artificial noise
variable R used by one of the constructions of MRCP from the previous section, one sets
k = K(ω) and c = C(ω) at the beginning of this construction and then proceeds with it.
Using function h (1.17) corresponding to the construction of MRCP, the process of MR we
defined above can be written as
Y = h(P,R). (1.18)
Y conforms to the definition of a process of MR with parameters P due to Theorem 34 in
Appendix A.
Analogously we can define constant and random parameter versions M = (P, Y ), as well
as constructions in form of a function h(P,R) of independent parameters P and some noise
term R of other stochastic or deterministic models used in computer simulations, where
for deterministic models R can be chosen constant. In particular this applies to models
used for simulation of chemical kinetics, like Euler-Maruyama approximation of solutions
of the chemical Langevin equation [62], Euler scheme for ordinary differential equations of
chemical kinetics, or hybrid stochastic-deterministic methods [43].
By an output of such a model M = (P, Y ) we mean a random variable g(M) for some
function g, measurable from the product measurable space of the image of M to Rn, for
some n ∈ N+. For an MR the output can be e. g. the number of particles of the ith
species at the moment t, while for a deterministic model of chemical kinetics this can be
concentration of some species at a given time. One can also consider vector-valued outputs,
like vectors of particle numbers of different species or single-sample histograms of numbers
of a given particle which we define below. As discussed in the introduction, for outputs
of stochastic models, like particle numbers at a given time for MR, we shall be interested
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in their certain parameters of conditional distribution, like conditional expectation given
the model parameters. According to the above definition of an output, such parameters of
conditional distribution are themselves model outputs, which can be expressed as functions
of only the model parameters.
Conditional expectation of an integrable random variable Z given a random variable X,
denoted as E(Z|X), is a random variable f(X) for a certain function f , where f(x) can be
informally thought of as the mean value of Z on the set X = x (see Appendix A for a precise
Definition 26). As in [3], for p > 0 we define Lpn(µ) to be the space of classes of equivalence
of the relation of being equal µ a. e. considered on random vectors X = (Xi)
n
i=1 such that
Xi ∈ Lp(µ) for each i ∈ In (see Appendix A for more details on Lp(µ) spaces including
the associated notational conventions, which we by analogy extend to Lpn(µ) spaces, in
particular if µ = P is the implicit probability measure, then Lpn(P) is denoted simply as
Lpn). For an Rn-valued random vector Z = (Zi)ni=1, we define E(Z) = (E(Zi))
n
i=1. If Z ∈ L1n
and X is a random variable, then we define the conditional expectation of Z given X as
E(Z|X) = (E(Zi|X))ni=1. (1.19)
From the fact that conditional expectation is contraction in Lp (see Theorem 31 in Appendix
A) it follows that E(Z|X) ∈ Lpn if Z ∈ Lpn. For k ∈ N+ and numbers xmin, xmax such that
L = xmax − xmin > 0, let Bi =
[
xmin +
(i−1)L
k , xmin +
iL
k
)
, i ∈ Ik. The corresponding
histogram function hist is defined for x ∈ R as
hist(x) = (1Bi(x))
k
i=1 . (1.20)
A (single-sample) histogram corresponding to a real-valued random variable Z is defined
as hist(Z). Note that hist(Z) ∈ Lpk for each p > 0. Conditional histogram of Z given some
random variable X is defined as E(hist(Z)|X) and mean histogram as E(hist(Z)). For a
random vector X = (X1, . . . , XN ) and any J ⊂ IN , we denote XJ = (Xi)i∈J . For J = ∅,
we define XJ = ∅. For Z integrable, for each J ⊂ K ⊂ IN , we have the following iterated
expectation property [17]
E(E(Z|XK)|XJ) = E(Z|XJ), (1.21)
where for Y ∈ L1, by E(Y |∅) we mean E(Y ). For a stochastic model M = (P, Y ) whose
process Y has form h(P,R) for some variable R independent of P as in (1.18), a stochastic
output g(M) is equal to f(P,R) where f is defined by formula
f(p, r) = g(p, h(p, r)), p ∈ BRN,E , r ∈ BR. (1.22)
In such case, thanks to Theorem 27 we have
E((f(P,R)|P ) = E(f(p,R))p=P . (1.23)
1.4. Variance for random vectors
In this Section we mainly reformulate some theory from Section 2.5 of [3]. Reader not
acquainted with Hilbert space theory is referred to Appendix D. An example of a Hilbert
space is L2 with scalar product given by
(X,Y ) = E(XY ). (1.24)
As in [3], we denote the norm it induces as || · || and the metric d. Let n ∈ N+, <,> be a
scalar product in Rn, and (aij)i,j∈In be the real numbers such that for each x, y ∈ Rn,
< x, y >=
∑
i,j∈In
aijxiyj . (1.25)
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For the standard scalar product we have aij = δij (δij being the Kronecker delta). The
norm induced by <,> is denoted as | · | and the distance as d˜. L2n with scalar product (, )n,
defined for X,Y ∈ L2n as
(X,Y )n = E(< X,Y >) =
∑
i,j∈In
aij(Xi, Yj), (1.26)
is a Hilbert space equal to the direct sum of L2 given by <,> (see definition in Theorem 36
in Appendix D) and denoted as
⊕
<,> L
2. As in [3], the norm induced by the scalar product
(, )n is denoted as ||·||n and the metric as dn. For some random variable X and p > 0, let LpX
be the subspace of Lp consisting of all its classes of random variables containing an element
f(X) for some measurable real-valued function f , and Lpn,X be an analogous subspace of
Lpn but for functions f with values in Rn. For p ≥ 1, LpX is a closed subspace of Lp, because
from the change of variable Theorem 22 the map [f(X)]P → [f ]µX (see Appendix A) is a
linear isometry between LpX and the complete space L
p(µX). In particular L
2
X is a Hilbert
space and L2n,X with scalar product (, )n is equal to the direct sum of L
2
X given by <,>.
Conditional expectation E(·|X) is an orthogonal projection from L2(P) onto L2X (see Lemma
38 in Appendix D), so that from Theorem 39 in Appendix D it follows that the generalized
conditional expectation E(·|X) given by (1.19) is orthogonal projection from L2n to L2n,X .
In particular, E(Z|X) is the best approximation of Z in L2n,X and the squared error of this
approximation fulfills
d2n(Z,E(Z|X)) = ||Z||2n − ||E(Z|X)||2n. (1.27)
Similarly as in [3], we define variance of a random vector Z ∈ L2n, n ≥ 2, as follows, using
for it informally the same notation as for one-dimensional variance,
Var(Z) = d2n(Z,E(Z)) = ||Z||2n − ||E(Z)||2n
= E(|Z|2)− |E(Z)|2. (1.28)
When the probability measure considered is µ rather than P, we write Varµ(Z) instead of
Var(Z). Standard deviation of Z is defined as
σ(Z) =
√
Var(Z). (1.29)
As in [3], conditional variance of Z given X is defined as
Var(Z|X) = E(d˜2n(Z,E(Z|X))|X)
= E(|Z|2 + |E(Z|X)|2 − 2 < Z,E(Z|X) > |X)
= E(|Z|2|X)− |E(Z|X)|2,
(1.30)
where in the second equality we used the fact that E(< Z,E(Z|X) > |X) = |E(Z|X)|2,
which follows from Theorem 28 from Appendix A and from (1.25). We have
E(Var(Z|X)) = ||Z||2n − ||E(Z|X)||2n = d2n(Z,E(Z|X)), (1.31)
where in the first equality we used the iterated expectation property (1.21) applied to the
last term in (1.30), and in the second equality from (1.27). From (1.31) and the third term
in (1.28) we receive a formula already derived in [3],
Var(Z) = E(Var(Z|X)) + Var(E(Z|X)). (1.32)
As we shall prove in Section 2.2 for f measurable such that f(Z) ∈ L2n,
Var(f(Z)|X) = VarµZ|X(X,·)(f). (1.33)
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1.5. ANOVA decomposition and variance-based sensitivity in-
dices
In this section we mainly reformulate some definitions and theorems from sections 3.1-3.3
of [3]. Let X = (Xi)
N
i=1 be a random vector with N ∈ N+ independent coordinates. Let
I = IN and J ⊂ I. We define ∼ J = I \ J , and XJ as in Section 1.3. For J 6= ∅, we denote
µJ = µXJ , and define L
2
n,XJ
as in Section 1.4. For J = {i} we write i rather than {i} in
the above and below introduced notations. L2n,X∅ is defined to consist of classes from L
2
n
containing constant Rn-valued random vectors. For each J ⊂ I, we define L2n,J to be the
subspace of L2n,XJ consisting of its classes containing variables Z such that for each i ∈ J ,
E(Z|X∼i) = 0. (1.34)
Note that L2n,∅ = L
2
n,X∅ and that due to Theorem 27, for Z = g(XJ) for a measurable
function g, (1.34) is equivalent to ∫
g(XJ\{i}, xi) dµi = 0, (1.35)
where we used a convenient notation for integrating Xi out over its distribution. From
(1.34) and iterated expectation property it follows that for each nonempty J ⊂ I and
variable Z ∈ L2n,J , it holds
E(Z) = 0. (1.36)
In [3] we proved as Theorem 5 the following theorem (see Definition 35 of a direct sum in
a Hilbert space).
Theorem 3. For n ∈ N+ and Hilbert space L2n,X with certain scalar product (, )n defined
as in Section 1.4, it holds
L2n,X =
⊕
J⊂I
L2n,J . (1.37)
In the proof of Theorem 5 in [3] we also showed that if for some measurable f , Z =
f(X) ∈ L2n,X , then there exist measurable functions fJ such that fJ(XJ) ∈ L2n,J , J ⊂ I,
and
f(X) =
∑
J⊂I
fJ(XJ). (1.38)
Random variables fJ(X), J ⊂ I, are uniquely determined a. s. and we call (fJ(XJ))J⊂I
the ANOVA decomposition of f(X), as such decompositions for the case of n = 1 were used
under this name in the literature (see [3] for references). From (1.35), (27), and Fubini’s
theorem, for each K ⊂ I we have
E(f(X)|XK) =
∑
J⊂K
fJ(XJ). (1.39)
Denoting for J ⊂ I,
VJ = Var(fJ(XJ)), (1.40)
and using (1.36), (1.38), and orthogonality of the elements of ANOVA decomposition, we
receive for D = Var(f(X)),
D =
∑
K⊂I
VK . (1.41)
For |J | > 1, VJ has been called an interaction index between the variables with indices in
J in the literature [51], and as we proved in [3] VJ it can be interpreted as difference of
squared errors of the best approximation of f(X) using linear combinations of functions of
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proper subvectors of XJ , and of the whole vector XJ . We define Sobol’s indices SJ =
VJ
D ,
J ⊂ I. We have
1 =
∑
K⊂I
SK ≥
∑
i⊂I
Si, (1.42)
equality in the rhs inequality meaning that
f(X) =
N∑
i=1
fi(Xi). (1.43)
For some n ∈ N+, let Z ∈ L2n, D = Var(Z) > 0, and let now X = (Xi)Ni=1 be a random
vector (with not necessarily independent coordinates). The main sensitivity index of Z
given XJ is defined as
VXJ = Var(E(Z|XJ)). (1.44)
From (1.31) and (1.32) it follows that D − VXJ is equal to the squared error of the best
approximation of Z in L2n,XJ . Suppose that Z = f(X) for a certain measurable function f .
The total sensitivity index of f(X) with respect to XJ is defined as
V totXJ = D − VX∼J . (1.45)
From (1.32),
V totXJ = E(Var(f(X)|X∼J)), (1.46)
so using further (1.31) we receive that V totXJ is the squared error of the best approximation
of f(X) in L2n,X∼J . Sensitivity indices VXJ and V
tot
XJ
divided by D are called Sobol’s main
and total sensitivity indices or normalized sensitivity indices, and denoted SXJ and S
tot
XJ
.
Let us assume that coordinates of X are independent so that we can apply the ANOVA
decomposition. Then Vi = VXi , i ∈ I, and using (1.39) and (1.41) we receive that VXJ is
a sum of all main and interaction indices VK , K ⊂ J , and V totXJ is a sum of indices VK ,
K ∩ J 6= ∅, which provides some intuition for the words main and total in the names of the
indices and from which it follows that
0 ≤ SXJ ≤ StotXJ ≤ 1. (1.47)
Furthermore, we then have from (1.46), (1.30), and Theorem 27 that
V totXJ = E((Var(f(XJ , z)))z=X∼J ), (1.48)
so in a sense given by this formula V totXJ can be thought of as an average variance of f(X)
with respect to XJ .
Let us consider an output Z = g(M) ∈ L2n of an MR M = (P, Y ) with parameters P =
(Pi)
NP
i=1 and corresponding to a reaction network RN . Note that conditional distribution of
M given P is specified by Definition 2 and thus from formula (A.13) and iterated expectation
property the distributions of E(Z|PJ) for different J ⊂ I are specified by RN , g, and µP .
Thus the main sensitivity index with respect to PJ , denoted as VPJ , D = Var(Z), and
Ave = E(Z) are all determined by this data. As discussed in Section 1.3, for a given
construction of an MR using the noise variable R one can provide construction of g(M) of
form f(P,R) for which some further sensitivity indices can be considered, like
V totR = D − VP . (1.49)
Its value, by inspection of the rhs of (1.49), is also determined by RN , g, and µP , and from
(1.32) it is equal to AveV ar = E(Var(f(P,R)|P )). We denote the main sensitivity index
with respect to PJ of conditional expectation g˜(P ) = E(Z|P ), as V EPJ or V˜PJ and such
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total sensitivity index as V EtotPJ or V˜
tot
PJ
. From the iterated expectation property it follows
that E(g˜(P )|PJ) = E(Z|PJ), and therefore
V˜PJ = Var(E(g˜(P )|PJ)) = VPJ (1.50)
and
V˜ totPJ = V˜P − V˜P∼J = VP − VP∼J . (1.51)
For the special case of J = {i}, we often write i in place of PJ in the above notations.
Analogous observations about sensitivity indices can be made and notations introduced
also for other types of stochastic models.
1.6. Application of VBSA to selection of parameters for de-
termination
Certain possible applications of VBSA were described in our previous work [3] and include
identifying parameters which can be fixed in order to simplify the model, computing mea-
sures of average dispersion of stochastic models, as well as planning experiments, but, as
discussed in the introduction, the indices have been used also for other purposes, like to
assist the process of parameter estimation. In this section we describe in a detailed and
novel way the possibility of application of main sensitivity indices to comparing the average
decreases of the model output uncertainty resulting from determination of values of uncer-
tain model parameters, e. g. through a measurement, which can be useful in planning of
experiments. See Section 3.5 in [3] or [50] for alternative descriptions. For some n,N ∈ N+,
let us consider some model M = (P, Y ) whose output is g(M) ∈ L2n for some measurable
function g. The uncertainty of model output can be quantified using the output variance
D = Var(g(M)) for some variance for random vectors as in Section 1.4. Let us assume that
the subvector PJ of parameters P consists of epistemic parameters of the model and we
can determine their values exactly, for instance by measuring them, which can be a useful
idealisation when the uncertainty of these parameters after the measurement is negligibly
small. For some conditional distribution µM |PJ of M given PJ , if the determined value of
PJ is pJ , we update M to a new model M
′ with distribution equal to µM |PJ (pJ , ·). In case
of M being an MR we can take M ′ = (P ′, Y ′) to be an MR with the same reaction network
but distribution of parameters µ(P |PJ)(pJ , ·), which for P with independent parameters
can be taken to be the distribution of P ′ = (pJ , P∼J). The variance of output of the new
model fulfills
Var(g(M ′)) = VarµM|PJ (pJ ,·)(g). (1.52)
We received pJ as an outcome of determination, e. g. through a measurement, of value
of the initially uncertain random vector PJ , so the expected decrease of variance from the
initial one D can be obtained by averaging over such possible outcomes as follows
E(D −VarµM|PJ (PJ ,·)(g)) = D − E(Var(g(M)|PJ)) = VPJ , (1.53)
where in the first equality we used (1.33) and in the last (1.32). We received the main
sensitivity index of g(M) given PJ , thus SPJ tells by what fraction the model output variance
is reduced on average if we determine the value of PJ . Note that since the main sensitivity
indices of the output of a model and of its conditional expectation given the parameters
are the same (see (1.50)), then so are their average decreases of variances. Note also that
for stochastic outputs which are not functions of the parameters, like particle numbers
in an MR, even if all the parameters are epistemic and are determined there will still be
remaining average output variance D − VP . From comparing values of VPJ or SPJ for
different subvectors PJ consisting of epistemic parameters one can get to know determining
which of them leads on average to higher reduction of variance of the model output. This
17
knowledge can assist the decision what parameters should be determined next, e. g. in an
experiment, if the goal is to improve the precision of the model predictions. After some
parameters are determined, the above procedure can be repeated with the updated model
M ′ as above. For an Rn-valued output g(M) for n > 1, like a vector of different particle
numbers or their conditional expectations at a given time, the scalar product <,> used
in the definition of its variance as in Section 1.4 can be given for example by numbers
aij = ciδij as in (1.25), where ci is a weight describing how important it is to be able to
predict the ith coordinate of g(M) more precisely using the model.
1.7. Estimands on pairs and their unbiased estimation schemes
Let us recall certain concepts from Section 4.3 of [3] like generalized estimands, which we
call here estimands on pairs, and their unbiased estimation schemes. We make numerous
changes to correct errors in the previous definitions and to increase their compatibility
with future generalizations in Section 2.8. See Appendix E for an introduction to statistics
including standard definitions of estimands and estimators.
For a measure µ we denote its measurable space as
Sµ = (Bµ,Bµ). (1.54)
Let N ∈ N+. For a sequence of measures µ = (µi)Ni=1, we denote Sµ = (Sµi)Ni=1, Bµ =
(Bµi)
N
i=1, and Bµ = (Bµi)Ni=1. Furthermore, for a vector v ∈ NN+ and a sequence of sets
B = (Bi)
N
i=1, we define B
v =
∏N
i=1B
vi
i , sequence of probability distributions µ = (µi)
N
i=1,
µv =
⊗N
i=1 µ
vi
i , and of measurable spaces S = (Si)
N
i=1, Sv =
⊗N
i=1 Svii , For a vector x =
((xi,j)
vi
j=1)
N
i=1 we often use a C-like notation xi,j = xi[j − 1], j ∈ Ivi , i ∈ IN . For N ∈ N+
let RN be the class of all pairs (µ, f) such that µ = (µi)Ni=1 is a sequence of probability
measures and f is a measurable real-valued function on
⊗N
i=1 Sµi . Subsets V ⊂ RN are
called admissible pairs with N distributions. Set V1 is defined to consist of all µ such that
there exists an f such that (µ, f) ∈ V and V2 is defined to consist of all f for which there
exists a µ such that (µ, f) ∈ V. By an estimand on V we mean a real-valued function G
on it. Note that in fact RN is too large to be a set - it is a class so that V as above may
also not be a set and thus G may not be a function in the set theoretic sense but rather
an operation, but we further on ignore such disctinction. In particular we use notation
V = DG as for domain of a function. For some N ∈ N+ and K ⊂ IN , let us consider the
total sensitivity index V totXK defined in Section 1.5 for Z = f(X) ∈ L2(P), for a random
vector X = (Xi)
N
i=1 with independent coordinates such that Xi ∼ µi, i ∈ IN . Value
of V totXK is determined by µ = (µi)
N
i=1 and f , and thus we can an shall treat V
tot
XK
as an
estimand on V = {((µi)Ni=1, f) ∈ RN : f ∈ L2(
⊗N
i=1 µi)}. We analogously define estimands
corresponding to the main sensitivity index VXK of f(X) with respect to XK or variance
D = Var(f(X)), both being defined on the same admissible pairs as the total sensitivity
index, and estimand Ave = E(f(X)) on such pairs but with a less restrictive condition
f ∈ L1(⊗Ni=1 µi) in their definition. Let V be some admissible pairs with N distributions.
Let us define a new as compared to [3] helper concept of a real-valued statistic φ for V with
dimensions of arguments v ∈ NN+ . Such φ is defined as a function on V2, such that for each
α = (µ, f) ∈ V, φ(f) is a real-valued measurable function on Svµ. We denote
Qα(φ) = Qµv(φ(f)) (1.55)
for Q = E or Q = Var whenever these expressions make sense. Let G be an estimand on V.
An unbiased estimator of G is a statistic for V with some dimensions of arguments v such
that for each α = (µ, f) ∈ V,
Eµv(φ(f)) = G(α), (1.56)
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i. e. φ(f) is an unbiased estimator of G(α) for µv. Let w ∈ NN+ . We define Iw =
∏N
i=1 Iwi .
For each x = ((xi,j)
wi
j=1)
N
i=1 ∈ Bw and v = (vi)Ni=1 ∈ Iw, we denote
xv = (xi,vi)
N
i=1. (1.57)
Let A be nonempty subset of NN+ , called set of evaluation vectors for N . We define
(A)i = {ji : j ∈ A}, (1.58)
nA,i = max{k : k ∈ (A)i}, (1.59)
and nA = (nA,i)
N
i=1. For v ∈ A we define evaluation operator or simply evaluation gV,A,v
to be a real-valued statistic for V with dimensions of arguments nA such that for each
(µ, f) ∈ V and x ∈ BnAµ ,
gV,A,v(f)(x) = f(xv). (1.60)
For a nonempty I ⊂ N+ and a finite nonempty set D ⊂ NI+, let for j ∈ I|D|, ψD(j) denote
the lexicographically jth element of D. Since for I = {1} we identify NI+ with N+, in such
case D ⊂ N+. For each set C and its finite subset indexed by D, {yv ∈ C : v ∈ D}, we
define a vector from C |D| as follows
(yv)|v∈D = (yψD(j))
|D|
j=1. (1.61)
We define
gV,A = (gV,A,j)|j∈A. (1.62)
For V and A being known from the context, we denote gV,A,v shortly as gv or using a
convenient C-array like notation
g[v1 − 1] . . . [vl − 1]. (1.63)
A scheme for N is a pair κ = (t, A) for some set of evaluation vectors A for N as above and
t being a real-valued measurable function on R|A|. A statistic given by κ and V is defined
as
φκ,V = t(gV,A). (1.64)
Let G be an estimand on V. κ is called an unbiased estimation scheme for G if φκ,V is
unbiased estimator of G. Let G = (Gi)
n
i=1 be a sequence of estimands, each on some
(possibly different) admissible pairs but all with the same number of distributions N . Let
us assume that κi is an unbiased estimation scheme for Gi, i ∈ In, in which case we
call κ = (κi)
n
i=1 an unbiased (many-dimensional) estimation scheme for G. We denote
Ĝκ,i = φκi,DGi , i ∈ In. For G being known from the context and Gi 6= Gj , i 6= j, i, j ∈ In,
we call κi the subscheme of κ for estimation of λ = Gi and denote Ĝκ,i as λ̂κ, i ∈ In.
We further need the following theorem, generalizing Theorem 6 in [3].
Theorem 4. Let us consider random variables X = (X1, X2) and Y2 such that Y2 ∼ X2
and Y2 is independent of X. Let g and h be measurable real-valued functions such that
g(X), h(X), and g(X)h(X1, Y2) are integrable. Then it holds
E(g(X)h(X1, Y2)|X1) = E(g(X)|X1)E(h(X)|X1). (1.65)
In particular, applying expected values to both sides of (1.65) and using the iterated expec-
tation property, we have
E(g(X)h(X1, Y2)) = E(E(g(X)|X1)E(h(X)|X1)). (1.66)
Using this for g(X) = h(X) we receive the well-known formula [49]
E(g(X)g(X1, Y2)) = E((E(g(X)|X1))2), (1.67)
and the fact that
Cov(g(X), g(X1, Y2)) = Var(E(g(X)|X1)). (1.68)
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Proof. It holds
E(g(X)h(X1, Y2)|X1) = (E(g(x1, X2)h(x1, Y2)))x1=X1
= (E(g(x1, X2)))x1=X1(E(h(x1, Y2)))x1=X1
= E(g(X)|X1)E(h(X)|X1),
(1.69)
where in the first and last equality we used Theorem 27 and in the second independence of
X2 and Y2 and that from Fubini’s theorem functions under the expectations are integrable
for µX1 a. e. x1.
From the above theorem it easily follows that for X and Y2 as in it and f(X) ∈ L2n with
some scalar product as in Section (1.4), we have
(f(X), f(X1, Y2))n = ||E(f(X)|X1)||2n (1.70)
(see (3.41) in [3] for a proof).
For example for the estimand V tot1 we introduced earlier in this section for N = 2, the
unbiased estimation scheme a2 = (t, A) was defined in [3] by taking A = {(1, 1), (2, 1)} and
t(x(1,1), x(2,1)) = x
2
(1,1) − x(1,1)x(2,1). (1.71)
Using notation (1.63), the estimator given by a2 can be written as
V̂ tot1,a2 = g[0][0](g[0][0]− g[1][0]). (1.72)
The fact that this is an unbiased estimation scheme for V tot1 is a consequence of Theorem 4
and the fact that observable of this estimator corresponding to function f and observable
X˜ = (X˜1[j]
1
j=0, X˜2[0]) ∼ µnA is
f(X˜1[0], X˜2[0])(f(X˜1[0], X˜2[0])− f(X˜1[1], X˜2[0])). (1.73)
Similarly as in [3] we shall often use formulas for estimators like (1.72) to concisely define
previously undefined schemes, in particular for the mentioned formula retrieving scheme
a2. Scheme given by a formula like (1.72) for estimator λ̂κ of a certain estimand λ on
some admissible pairs V, is a pair κ = (t, A), where A consists of indices v of different
gv appearing on the rhs of the formula, and t acts on its arguments in the same way as
the function of different gv given by the rhs of the formula does. By estimator defined by
such a formula we mean φκ,V . We can group such received schemes from many formulas for
estimators of different estimands in a sequence to get a many-dimensional estimation scheme
for a sequence of estimands, an example of which we shall see in the next section. In the
next section and further on we often define estimands Fi, i ∈ In, and unbiased estimation
schemes γi for Fi, i ∈ In, and say that many dimensional scheme κ consisting of γi, i ∈ In,
is unbiased for estimation of a sequence of estimands G consisting of F1, . . . , Fn, without
specifying the order of Fi or γi, i ∈ In, in sequences κ and G, so that one can assume that
for some arbitrary permutation pi of In, we have G = (Fpi(i))
n
i=1 and κ = (γpi(i))
n
i=1.
1.8. Schemes for sensitivity indices of conditional expectations
We recall here the unbiased estimation schemes for sensitivity indices of conditional ex-
pectation from Section 4.5 of [3], which will be needed to derive certain new schemes in
Section 2.13. Suppose that for NP ∈ N+, P = (Pi)NPi=1 is a random vector with independent
coordinates and R is a random variable independent of P . Let us consider a measurable
function f from the product measurable space of the image of (P,R) to R. f(P,R) can be
for instance an output of an MR corresponding to some of its constructions as discussed in
Section 1.3. Let us consider quantities Vk = V˜k, V˜
tot
k , k ∈ INP , D, VP , and AveV ar = V totR
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defined for f(P,R) ∈ L2, and Ave = AveE for f(P,R) ∈ L1, in the same way as at the end
of Section 1.5 treating Z = f(P,R) as an output of an MR. Let V be admissible pairs con-
sisting of αµP ,µR,f = ((µi)
NP+1
i=1 , f), such that µi ∼ Pi, i ∈ INP , and µNP+1 ∼ R for different
f, P, and R as above. We will from now on interpret each of the above sensitivity indices or
averages as estimands on V, whose values on each αµP ,µR,f as above are the same as previ-
ously for the corresponding f , P , and R. For i, j ∈ N, we denote s[i][j] = g[v1] . . . [vNP+1]
where vNP+1 = j and vn = i for n ∈ INP . For i ∈ {0, 1}, j ∈ N, and k ∈ INP , we denote
sk[i][j] = g[v1] . . . [vNP+1], where vNP+1 = j and for n ∈ INP , n 6= k, vn = i, while for n = k,
vn = 1− i. For some f , P and R as above, let P˜ = (P˜k)NPk=1 have independent coordinates,
where P˜k = (P˜k,i)
2
i=1 ∼ µ2Pk , k ∈ INP . We denote P˜ [i] = (P˜k,i)
NP
k=1, i ∈ {0, 1}. Let further
for k ∈ INP , P˜(k)[i] be equal to vector P˜ [i] with kth coordinate replaced by P˜k,1−i, and let
R˜ ∼ µ2R be independent of P˜ . Assuming admissible pairs V as for some of the above esti-
mands and the set of evaluation vectors A equal to set of all v from evaluations gv equal to
s[i][j] and sk[i][j], i, j ∈ {0, 1}, k ∈ INP , we have, identifying (P˜1, . . . , P˜NP , R˜) with (P˜ , R˜),
s[i][j](f)(P˜ , R˜) = f(P˜ [i], R˜[j]), (1.74)
and
sk[i][j](f)(P˜ , R˜) = f(P˜(k)[i], R˜[j]). (1.75)
Formulas below, defining unbiased estimators of the above estimands are taken from Section
4.5 in [3], and the fact they are unbiased is an easy consequence of formula (1.67) in Theorem
4 and formulas (1.50) and (1.51). We call the scheme these formulas yield scheme SE (in [3]
we called it scheme E but the new name is needed for consistency with notations introduced
in Section 2.13).
V̂k,SE =
1
4
1∑
i=0
(s[i][0]− sk[i][0])(sk[1− i][1]− s[1− i][1]), (1.76)
V̂ totk,SE =
1
4
1∑
i=0
(s[i][0]− sk[i][0])(s[i][1]− sk[i][1]), (1.77)
D̂SE =
1
4(NP + 1)
1∑
i=0
1∑
j=0
(s[i][j](s[i][j]− s[1− i][1− j]),
+
NP∑
k=1
sk[i][j](sk[i][j]− sk[1− i][1− j])),
(1.78)
V̂P,SE =
1
4(NP + 1)
1∑
i=0
1∑
j=0
(s[i][j](s[i][1− j]− s[1− i][1− j])
+
NP∑
k=1
sk[i][j](sk[i][1− j]− sk[1− i][1− j])),
(1.79)
ÂveV arSE = V̂
tot
R,SE = D̂SE − V̂P,SE , (1.80)
ÂveSE =
1
4(NP + 1)
1∑
i=0
1∑
j=0
(s[i][j] +
NP∑
k=1
sk[i][j]). (1.81)
Using the same evaluations we can also construct estimation schemes for many further
indices, among others for V˜(Pi,Pj) and V˜
tot
(Pi,Pj)
(see [3]), i, j ∈ INP , i 6= j. It is easy to see
using Schwartz inequality that it is sufficient that f(P,R) ∈ L4 for the above estimators and
further ones in this section to have finite second moments and thus variances when applied
21
to the corresponding f, P˜ , and R˜. For ÂveSE it is even sufficient that f(P,R) ∈ L2. In [3]
we also introduced scheme EM consisting of subschemes for estimation of Vk, for k ∈ INP ,
V̂k,EM =
1
2
(s[0][0]− sk[0][0])(sk[1][1]− s[1][1]). (1.82)
Similarly as in [3], we define scheme ET containing subschemes given by formulas
̂˜
V
tot
k,ET =
1
2
(s[0][0]− sk[0][0])(s[0][1]− sk[0][1]), k ∈ INP . (1.83)
As discussed in [3] schemes in this section can be generalized to variables f(P,R) ∈ L2n like
conditional histograms by using appropriate scalar product of vectors instead of function
multiplication in the formulas for estimators, which is a consequence of expression (1.70)
after the proof of Theorem 4.
1.9. Inefficiency constants of MC procedures
See Appendix E for an introduction to Monte Carlo method and associated notations we
use, like V ars and Varf (n) = Varf for the variances of singles step and final n-step MC
estimators, respectively, fulfilling
Varf =
Vars
n
. (1.84)
Let us consider a sequence of MC procedures estimating λ ∈ R, indexed by n ∈ N+, such
that the n-th one is an n-step MC procedure and its average duration τf (n), e. g. when
run on a computer, fulfills
τf (n) = nτs, n ∈ N+, (1.85)
where τs ∈ R+ is called the average duration of a single MC step of this sequence. As-
sumption (1.85) is a good approximation for many sequences of MC procedures run on a
computer, especially ones for which the n-th procedure consists of n repeated computation-
ally identical single MC steps, each lasting on average τs, n ∈ N+. Similarly as in Section
4.2 in [3] we define the inefficiency constant of a sequence of MC procedures as above by
formula
c = τs Vars, (1.86)
so that from (2.68) and (1.85), for each n ∈ N+,
c = τf (n) Varf (n). (1.87)
For two different sequences of MC procedures as above for estimating λ, their inefficiency
constants can be used for comparing their efficiency [2, 3], which can be justified by different
interpretations of these constants. We shall provide below a correction of an interpretation
from Section 4.2 in [3] in which we used an incorrect asymmetric definition of δ-approximate
inequality. Two new interpretations shall be provided in Section 2.6. See Chapter 3, Section
10 in [2] for yet another interpretation. For x, y ∈ R+ and δ ≥ 0, we say that x and y are
δ-approximately equal, which we denote as x ≈δ y, if |x−y|min(|x|,|y|) ≤ δ; in particular for δ = 0
this is equivalent to x = y. If for some sequence of MC procedures as above and another one,
also for estimating λ, for which we have the same assumptions and use the same notations
but with a prim, we have δ-approximate equality of their respective average duration times
for some n and n′, that is
τf (n) ≈δ τ ′f (n′), (1.88)
then from (1.87) the ratio of variances of their respective final MC estimators is δ-approximately
equal to the ratio of their inefficiency constants, i. e.
Varf (n)
Var′f (n′)
=
cτ ′f (n
′)
c′τf (n)
≈δ c
c′
. (1.89)
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1.10. Inefficiency constants of schemes
Let us reformulate the theory of inefficiency constants from sections 4.3 and 4.5 in [3]
in a more precise way. Let us consider a sequence of estimands G = (Gi)
n
i=1 such that
V = ⋂ni=1DGi 6= ∅, called estimands on common admissible pairs V with N distributions.
We denote DG = V. Suppose that κ = (κi)ni=1 = (ti, Ai)ni=1 is an unbiased estimation
scheme for G. Aκ =
⋃n
i=1Ai is called the set of evaluation vectors of κ. κ can be used to
generate estimates of coordinates of G(α) for some α = (µ, f) ∈ V as follows. For a random
vector X ∼ µnA , one computes the quantities gV,Ai,v(f)(XnAi ) = f(Xv), i ∈ In, v ∈ Ai,
considering that they are equal for the same v and different i so that they are computed
only once, and then one evaluates ti on gV,Ai(f)(XnAi ) to get an estimate of Gi(α), i ∈ In.|A| is the total number of evaluations of f in such a computation. If for some α ∈ V
we have Varα(φκi,V) < ∞, i ∈ In, then the above computation can be performed to get
unbiased estimates of coordinates of G(α) in a single step of a MC procedure. We define
an inefficiency constant dG,i,κ of κ for estimating Gi as a function V → R such that
dG,i,κ(α) = Varα(φκi,V)|Aκ|. (1.90)
Let κ′ be an unbiased estimation scheme for estimands G′ = (G′)n′i=1 on some common
admissible pairs V ′ for which we shall use the same notations as for κ, G, and V but with
prims. Let for some α = (µ, f) ∈ V , α′ = (µ′, f ′) ∈ V ′, i ∈ In, and i′ ∈ I ′n, it hold
Gi(α) = Gi′(α
′). Suppose that the ratio of positive average durations τs to τ ′s of single
steps of sequences of MC procedures (see Section 1.9) using κ and κ′, computing G(α) and
G′(α′) as above is for some δ > 0, δ-approximately equal to ratio of positive numbers of
evaluation vectors Aκ and A
′
κ in these schemes, that is
τs
τ ′s
≈δ |Aκ||Aκ′ | . (1.91)
This can be the case for small δ e. g. when the most time-consuming part of both se-
quences of MC procedures are calls to implementations of f and f ′, respectively, taking on
average approximately the same time to compute. As we demonstrate in Section 2.17.1,
such approximate proportionality and even its more general version discussed in Section 2.9
holds in our numerical experiments using different estimation schemes for variance-based
sensitivity indices and some further estimands, in which f(P,R) and f ′(P,R′) for some
parameters P and noise variables R and R′, stand for some outputs of an MR, constructed
using the GD and RTC methods or two times one of them (see (1.22)). From (1.91), the
ratio of inefficiency constant
c = Varα(φκi,V)τs (1.92)
of a sequence of MC procedures estimating quantities Gi(α), performing computations with
scheme κ (see (1.86)) to an analogous constant c′ for κ′, computing Gi′(α′), fulfills (assuming
both constants are finite),
c
c′
=
Varα(φκi,V)τs
Varα′(φκ′
i′ ,V)τ
′
s
≈δ dG,i,κ(α)
dG,i′,κ′(α′)
, (1.93)
which we already noticed in [3] but with equality rather than δ-approximate equality in
(1.91). Similarly as for inefficiency constants of sequences of MC procedures in Section 1.9,
one proves that the ratio of positive real values of inefficiency constants (1.90) of κ and κ′
for estimating Gi(α) and G
′
i(α
′) as above is δ-approximately equal to the ratio of variances
of the appropriate final MC estimators for δ-approximately the same number of ith and
i′th functions evaluations made in the respective MC procedures. If G is known from the
context, and Gl 6= Gm for l 6= m, l,m ∈ In, then we denote dG,i,κ simply as dGi,κ
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1.11. Symmetrisation of schemes and inequalities between in-
efficiency constants
Let us recall some definitions and facts from Section 4.4 of [3] on symmetrisation of schemes,
changing them for compatibility with future generalizations in sections 2.11 and 2.12. Let Θ
be the group of all bijections of N+. For N ∈ N+, we define ΘN = {(pii)Ni=1 : pii ∈ Θ, i ∈ IN}
and endow it with a structure of a direct product group by defining for each pi, pi′ ∈ ΘN
their product as pipi′ = (pii(pi′i))
N
i=1. For pi ∈ ΘN we define pi : NN+ → NN+ : pi(v) = (pii(vi))Ni=1.
Let Π be a subgroup of ΘN . For A ⊂ NN+ , we denote its symmetrisation given by Π as
Π̂[A] =
⋃
pi∈Π
pi[A] = {pi(v) : pi ∈ Π, v ∈ A}. (1.94)
For a function t : R|A| → R, its symmetrisation given by Π and A is defined to be a
function AveA,Π(t) : R|Π̂[A]| → R such that for each z = (yj)|j∈Π̂[A] ∈ R|Π̂[A]|
AveA,Π(t)(z) =
1
|Π|
∑
pi∈Π
t((ypi(v))|v∈A) (1.95)
(see 1.61). Let κ = (t, A) be a scheme for N . Its symmetrisation given by Π is defined as
AveΠ(κ) = (AveA,Π, Π̂[A]). (1.96)
Let V be admissible pairs with N distributions, α ∈ V, α = (µ, f) ∈ V, and X ∼ µnΠ̂[A] .
Then the corresponding observable of and estimator given by a symmetrised scheme fulfills
φAveΠ(κ),V(f)(X) =
1
|Π|
∑
pi∈Π
t((f(Xpi(v)))v∈A), (1.97)
which for Y ∼ µnA is equal to a sum of random variables with the same distribution as
φκ,V(f)(Y ). Therefore if κ is unbiased for estimation of some estimand G on V, then so is
AveΠ(κ) and from Lemma 40 in Appendix E we have for each α ∈ V,
Varα(φAveΠ(κ),V) ≤ Varα(φκ,V). (1.98)
Let I be a nonempty subset of IN . For θ ∈ Θ, we define piN,I,θ ∈ ΘN to be such that
piN,I,θ,i = θ, i ∈ I, and piN,I,θ,i = idN+ , i ∈ IN \ I. For m ∈ N, we call
Θm = {θ ∈ Θ : θ(i) = i for i > m} (1.99)
the subgroup of Θ of permutations of the first m indices. Let
ΘN,I,m = {piN,I,θ : θ ∈ Θm}. (1.100)
Symmetrisation of a scheme for N w. r. t. ΘN,I,m is called its symmetrisation in the argu-
ment given by I, in m dimensions. If nA,i = m, i ∈ J , then we call it simply symmetrisation
in the argument given by I and if nA,i = 1, i ∈ J , we call it symmetrisation from one to m
dimensions. For I = {j} we say of symmetrisation in the jth argument, in which case we
write j instead of I in the subscript.
After symmetrising the scheme given by (1.72) in the first argument in two dimensions
as in [3] we receive a scheme given by
V̂ tot1,s2 =
1
2
(g[0][0]− g[1][0])2, (1.101)
and we conclude that
Varα(V̂
tot
1,s2) ≤ Varα(V̂ tot1,a2), α ∈ DV1 . (1.102)
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As both schemes use the same number of function evaluations, we also have
dV tot1 ,s2 ≤ dV tot1 ,a2, (1.103)
which should be understood as holding for each α ∈ DV tot1 . From expression (1.67) in
Theorem 4 we receive that the following formula defines an unbiased estimator of the main
sensitivity index V1 for N = 2, already mentioned in [3],
V̂1,a3 = g[0][0](g[0][1]− g[1][1]). (1.104)
Similarly as in [3], from symmetrising its scheme in the first argument we receive a scheme
given by the formula
V̂1,s4 =
1
2
(g[0][0]− g[1][0])(g[0][1]− g[1][1]), (1.105)
which uses 4 rather than 3 evaluation vectors, so that their respective inefficiency constants
fulfill
dV1,s4 ≤
4
3
dV1,a3. (1.106)
The following theorem is a slight generalization of Theorem 12 from [3], the proof of which
is analogous as in [3], and which shall follow from a more general Theorem 19 in Section
2.12.
Theorem 5. Let κ1 be unbiased estimation scheme of some estimand G on adissible pairs
V with N distributions, and let the scheme κ2 be created from κ1 by its symmetrisation in
the argument given by I ⊂ IN from one to two dimensions. Then
dG,κ1 ≤ dG,κ2 ≤ 2dG,κ1 . (1.107)
which should be understood as holding for each α ∈ V.
For an illustration let us consider an estimation scheme for V tot1 , for N = 2, given by
the formula
V̂ tot1,s4 =
1
4
1∑
i=0
(g[0][i]− g[1][i])2. (1.108)
As in [3] let us notice that scheme (1.108) is received from (1.101) by symmetrisation in the
second argument from one to two dimensions, so from the above theorem
dV tot1 ,s2 ≤ dV tot1 ,s4 ≤ 2dV tot1 ,s2. (1.109)
As we noticed in [3], scheme given by formula (1.77) for V̂ totk,SE is symmetrisation of the one
given by formula (1.83) for
̂˜
V
tot
k,ET from 1 to 2 dimensions in the argument corresponding to
P∼k, so from the above theorem and the fact that the ratio of number of evaluation vectors
used by the individual subschemes of SE and ET for the total sensitivity indices and the
whole schemes is the same (and equal 2), we receive
d
V˜ toti ,ET
≤ d
V˜ toti ,SE
≤ 2d
V˜ toti ,ET
. (1.110)
In [3] we also proved the following Theorem 13 which more precisely than originally can be
formulated as follows.
Theorem 6. For each α = αµP ,µR,f ∈ DVk for some f , P , R as in Section 1.8 such that
f(P,R) ∈ L4, the inefficiency constants of schemes EM and SE for estimation of Vk fulfill,
for NP > 2,
dVk,EM (α) ≤ dVk,SE(α) ≤ 2dVk,EM (α). (1.111)
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1.12. Variances of estimators using the GD and RTC methods
Let h(p,R) denote certain construction of an MRCP corresponding to parameters p ∈ Rn
and a reaction network RN (see (1.17)). For f(p,R) = g(h(p,R)) ∈ L2 denoting the number
of particles of certain species at a given moment of time, in [47] and [53] the mean finite
difference
1
s
E(f(p+ sei, R)− f(p,R)) (1.112)
for some i ∈ In and s ∈ R+, approximating the partial derivative ∂iE(f(p,R)), was estimated
in a MC procedure evaluating an independent copy of f(p+ sei, R)− f(p,R) in each step.
Using the RTC construction of the output in such a MC procedure for finite difference has
been called common reaction path method, while using the GD construction - common
random number method [47], both names stressing the fact that the same noise variable R
is used to construct the initial and perturbed outputs in each MC step. The estimates of
variance of f(p + sei, R) − f(p,R) determining the variance of the final MC estimators of
(1.112) for the models considered in [47] was much lower when performing the simulations
with the RTC than the GD method, however in Section E of [53] an example was provided
with an opposite inequality. Note that the variance mentioned being higher for one of the
above methods than the other is equivalent to the following mean squared difference
msd(p1, p2) = E((f(p1, R)− f(p2, R))2) (1.113)
being higher for p1 = p, p2 = p + sei, or E(f(p1, R)f(p2, R)) or Cov(f(p1, R), f(p2, R))
being lower for such p1 and p2 for one method than the other. Let us consider an output
f(P,R) = g(h(P,R)) of an MR (P, h(P,R)) constructed using the RTC or the GD method.
In the numerical experiments in [3] we observed that for such outputs being particle numbers
of some species at a given time, the estimates of the variances of estimators of main and
total sensitivity indices given by schemes EM , ET , and SE, corresponding to admissible
pairs αµP ,µR,f (see Section 1.8) were in some cases much higher when using the RTC than
the GD method. The variances of these estimators also varied with the order of reactions in
the GD method. In an experiment for many births - many deaths model which we describe
in Section 1.14.3, grouping reactions with similar effect on the considered output together
in the sequence of reactions resulted in lower estimates of variance of the above estimators
using GD method than when reactions with different effects appeared one after another in
the sequence. Note that reordering the reactions in the RTC method results in reordering
of the Poisson processes used in the construction, which causes no change of variance of
the above discussed estimators using this method. For some of the above estimators one
can show that, given f(P,R) ∈ L2, if for some measurable set A such that µP (A) = 1, for
all pairs of parameter values (p1, p2) ∈ A2, msd(p1, p2) is not higher for one construction of
MR than another, e. g. for the GD method than the RTC method or for GD methods but
with different orders of reactions, then variance of the considered estimator corresponding
to such f , P , R should be either not lower or not higher for one construction than the
other. For instance, as discussed in [3], for estimators V̂k,EM and V̂
tot
k,ET , using notations as
in Section 1.8 and α = αµP ,µR,f , from the equalities
4Eα((V̂k,EM )
2) = E(msd(P˜(k)[0], P˜ [0]) msd(P˜ [1], P˜(k)[1])) (1.114)
and
4Eα((V̂
tot
k,ET )
2) = E(msd2(P˜(k)[0], P˜ [0])) (1.115)
it follows that the inequalities between the variances of estimators V̂k,EM and V̂
tot
k,ET when
using different constructions should be the same as the inequalities between the quantities
msd(p1, p2) for all p1, p2 as above.
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1.13. Existing software used
In [3] we run experiments using a program written in the C++ programming language
and a personal computer with 1GB RAM, 2-core 2.10 GHz processor, and Linux operating
system. We shortly describe this program below, see Section 4.7 in [3] for details. For the
numerical experiments in this work we made some extensions to this program, as described
in Section 2.17.1. For specifying the reaction network, distribution of parameters, and
output of the MR considered in computations we used SBML (Systems Biology Markup
Language) [9] configuration files. We used GNU Scientific Library [20] implementation of
the Mersenne twister random number generator [37] and simple implementations of the
RTC and GD constructions. Values of the model output were generated by running a
given simulation algorithm starting with the selected parameters and reusing the values
of independent copies of the noise term R, e. g. for the schemes from Section 1.8 when
evaluating s[i][j] and s(k)[i][j] for the same j. This reusing was implemented by storing the
noise variables in lists, in the GD method using a single list for each noise variable, while
in the RTC method a different one for each Poisson process in the construction.
1.14. Models used
In this work we use certain mathematical models from the literature, which we briefly
describe below.
1.14.1. Simple birth (SB) model
SB model is a very simple model from [3], for which, as opposed to the further models,
many sensitivity indices and coefficients of our interest can be computed analytically. The
reaction network of the model consists of a single reaction involving only one species X
R1 : ∅ → X. (1.116)
The only kinetic rate of this reaction fulfills a1(K,x) = K1 + K2 + K3, where K =
(K1,K2,K3) is a random vector with independent coordinates with respective distribu-
tions U(0.3, 0.9), U(0.85, 1.15), and U(0.07, 0.13). Random initial number C of particles of
X is independent of K and has uniform discrete distribution Ud(30, 90). As the output for
analysis we take the number of particles of species X at time t = 100.
1.14.2. Genetic toggle-switch (GTS) model
Let us consider a model of a genetic toggle switch which is a simplified stochastic version
of the model from [21], first analyzed in [47] and later also in [3]. In the model, two species
U and V are produced and degraded in the following four reactions
R1 : ∅ → U, R2 : U → ∅,
R3 : ∅ → V, R4 : V → ∅.
For x = (x1, x2) being the vector of numbers of species U and V , and the rate constants
vector equal to K = (α1, α2, β, γ), the rates of the above reactions are
a1(K,x) =
α1
1 + xβ2
, a2(K,x) = x1,
a3(K,x) =
α2
1 + xγ1
, a4(K,x) = x2.
The second and fourth rates describe degradation with a speed proportional to the current
number of particles of a given species. The first and third rates describe the fact that each
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species is a repressor of the promoter transcribing the other species, that is it inhibits the
production of the opposing repressor by attaching itself to the DNA sequence preceding
the region coding the other repressor. The value of the rate constants vector K in [47] was
deterministic and equal to (50, 16, 2.5, 1). However, similarly as in [3], we consider K to be
a random vector whose each coordinate which in [47] had a fixed value v is considered to be
a random variable with distribution U(0.8v, 1.2v) and independent of the other coordinates.
Similarly as in [47], the initial particle numbers of both species are zero and we thus consider
the vector of random parameters to be equal to K. As in [47] and [3], the model output
considered for sensitivity analysis is the number of particles of the species U at time t = 10.
Using this model in [3] we observed lower variances for the RTC than the GD method for
all estimators of main and total sensitivity indices of conditional expectation from Section
1.8.
1.14.3. Many births - many deaths (MBMD) model
Let us now consider the MBMD model from [3], whose reaction network contains one species
X and the following 5 different birth and death reactions can occur
Rbi : ∅ → X, Rdi : X → ∅, i ∈ I5. (1.117)
The order of these reactions is
Ri = Rbi, R5+i = Rdi, i ∈ I5. (1.118)
The rate constants vector is K = (Kb1, . . . ,Kb5,Kd1, . . . ,Kd5), and has independent coor-
dinates with Kdi ∼ U(0.010, 0.040) and Kbi ∼ U(0.10, 0.40), i ∈ I5. The rates of birth
reactions are abi(K,x) = Kbi, and of death reactions adi(K,x) = Kdix, i ∈ I5. The initial
number C of particles of X has distribution Ud(5, 15) and all the parameters are indepen-
dent. The considered output is as in [3] the number of particles of species X at time t = 5.
In the numerical experiments in [3] we considered three different constructions. The first
two are the RTC and GD methods for the above initial reaction network and distribution
of parameters, abbreviated shortly as RTC and GDI methods, while the third construction
is the GD construction for such distribution of parameters but for a reaction network with
reordered sequence of reactions
R2i−1 = Rbi, R2i = Rdi, i ∈ I5, (1.119)
abbreviated as GDR method. The intuition behind such reordering in [3] was to increase
the frequency of switching between the birth and death reactions in a given step of the
GD construction for different values of the model parameters p1, p2 and the same noise
variable so as to increase the value of the function msd(p1, p2) defined by (1.113). In [3] the
estimates of variances of estimators from the schemes EM for the main and and ET for
the total sensitivity indices were lowest when using the RTC method, followed by the GDI
and GDR methods.
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Chapter 2
Own research
2.1. New theorems for MRCP and MR
Below we provide two new theorems giving criteria for existence of MRCP and MR and
finiteness of higher moments of particle numbers in the latter model. For a, b ∈ RN , we
denote ab =
∑N
i=1 aibi. Let us consider a reaction network RN as in Section 1.1. The
following theorem, which we prove in Appendix C, gives a useful sufficient condition for the
existence of an MRCP.
Theorem 7. Let k ∈ BRN . If there exists a vector m = (mi)Ni=1 ∈ RN with positive
coordinates, such that
sup
x∈E
(
L∑
l=1
(mslal(k, x))−mx) <∞, (2.1)
then for each c ∈ E, an MRCP corresponding to RN and p = (c, k) exists.
Vector m can often be chosen such that for i ∈ IN , mi is mass of the ith species, in
which case msl is the mass increase in the lth reaction and mx is the total mass of all
species in the system in state x.
For real-valued outputs g(M) in this work we often encounter the requirement that
E(|g(M)|n) < ∞ for some n ∈ N+. For Yt,i denoting the number of particles of the ith
species at the moment t in a MR, we have a following criterion.
Theorem 8. Let ν be a probability distribution on SRN,E. Suppose that there exists a vector
m = (mi)
N
i=1 ∈ RN+ , such that for Lm = {l ∈ IL : slm > 0}, for the function
A(k) = max{ sup
x∈E,l∈Lm
(al(k, x)), 0}, (2.2)
for each (K,C) ∼ ν, and certain n ∈ N+, it holds E(A(K)n) <∞ and E(Cni ) <∞, i ∈ IN .
Then for ν a. e. p, MRCP given by RN and p exists. Moreover, for a process Y of an MR
corresponding to RN and ν, for each i ∈ IN and t ∈ T , it holds E(Y nt,i) <∞.
Proof of the above theorem is provided in Appendix C. All the moments of each pa-
rameter in the SB, GTS, and MBMD models from sections 1.14.1, 1.14.2, and 1.14.3 exist,
so given the form of reaction rates of these models assumptions of Theorem 8 are satisfied
for all n ∈ N+ if we take mi equal to one for each ith species. Thus all moments of each
particle numbers at each time instant in these models exist, which makes it possible to use
the MC method for estimating the sensitivity indices and various coefficient defined further
on using the schemes from the previous and further sections for output being the particle
numbers as above.
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2.2. Functions of conditional moments
For a real-valued random variable Z on the probability space with a probability measure µ
and n ∈ N+, we define the nth moment of Z for µ to be the element of R defined as
Mn(µ,Z) = Eµ(Z
n) (2.3)
and the nth central moment of Z for µ the element of R defined as
CMn(µ,Z) = Eµ((Z − Eµ(Z))n), (2.4)
whenever these expressions make sense (that is in the second case Eµ(|Z|) < ∞ and in
both cases the functions appearing under the outer expectations must have their positive or
negative parts Lebesgue integrable with respect to µ). We shall consider the nth moment,
denoted as Mn, or such central moment CMn to be a certain function Q whose domain
DQ are pairs (µ,Z) for which respective expression (2.3) or (2.4) makes sense, and for
each α = (µ,Z) ∈ DQ, Q(α), also denoted Qµ(Z), is given by the rhs of (2.3) or (2.4),
respectively. Both the nth moment and central moment Q restricted to the class
Tn = {(µ,Z) : µ is a probability measure and Z ∈ Ln(µ)} (2.5)
is a real-valued function, equal to some measurable function fQ : Rn → R applied to a vector
of the first n moments of Z, each restricted to Tn, that is
Q|Tn = fQ((Mk|Tn)
n
k=1), (2.6)
or equivalently
Qµ(Z) = fQ((Eµ(Z
i))ni=1), (µ,Z) ∈ Tn. (2.7)
The first moment is expectation for which Q = E, n = 1, and fE = idR. The second central
moment is variance for which Q = Var, and for each (µ,Z) ∈ T1,
Varµ(Z) = Eµ((Z − Eµ(Z))2) = Eµ(Z2)− E2µ(Z). (2.8)
We have (2.6) for n = 2 and
fV ar(x1, x2) = x2 − x21 (2.9)
(note that we write E and V ar instead of E and Var in the subscripts). In general, let
Q be some function whose domain DQ contains Tn and there exists a measurable function
fQ : Rn → R such that (2.6) holds. This is the case e. g. for Q equal to the kth moment
or central moment, k ≤ n, or arbitrary product or linear combination of such moments
restricted to Tn. Similarly as above for moments, for α = (µ,Z) ∈ DQ, Q(α) is also denoted
as Qµ(Z) or simply Q(Z) if µ = P. Note that the function fQ for Q as above is unique
for n = 1 while for n ≥ 2 it is not since from √E(X2) ≥ E(|X|) ≥ E(X) for X ∈ L2, (see
Theorem 29) the value of fQ can be changed on some x ∈ Rn such that x2 < x21 with (2.6)
still being true. We denote fQ one of the possible choices of the required function for Q,
taking for Q = Var, fV ar as in (2.9). If Z ∈ Ln and X is a random variable, then we define
the function of the first n conditional moments of Z given X and corresponding to Q as
Q(Z|X) = fQ((E(Zi|X))ni=1). (2.10)
In particular the function of conditional moments of Z given X and corresponding to Var
is equal to
Var(Z|X) = E(Z2|X)− E2(Z|X)
= E((Z − E(Z|X))2|X), (2.11)
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and we call it conditional variance of Z given X. If µZ|X is conditional distribution of Z
given X and φ(Z) ∈ L1 for some measurable function φ, then from (A.3) and (A.13) it
follows that
E(φ(Z)|X) = EµZ|X(X,·)(φ). (2.12)
Thus if αi(Z) ∈ L1 for some measurable functions αi, i ∈ In, then for any function β :
Rn → R we have a. s.
β((E(αi(Z)|X))ni=1) = β((EµZ|X(X,·)(αi))ni=1). (2.13)
In particular for φ(Z) ∈ Ln, β = fQ, and αi = φi, i ∈ In, we receive from (2.10) and (2.13)
that
Q(φ(Z)|X) = QµZ|X(X,·)(φ). (2.14)
The formula (1.33) from the end of Section 1.4 is obtained for αi = fi for i ∈ In, αn+1 = |f |2,
and β((xi)
n+1
i=1 ) = x
2
n+1 − |(xi)ni=1|2, using (2.13) and the last terms in (1.28) and (1.30).
When f(P,R) ∈ Ln for some P and R independent and f measurable (from appropri-
ate product measurable space to R), like for stochastic outputs corresponding to certain
constructions of MR in Section 1.3, we have an intuitive formula
Q(f(P,R)|P ) = fQ((E(f i(P,R)|P ))ni=1)
= fQ(((E(f
i(p,R)))p=P )
n
i=1)
= (Q(f(p,R)))p=P ,
(2.15)
where in the second equality we used Theorem 27 from Appendix A, and in the third the
fact that from Fubini’s theorem [48], f(p,R) ∈ Ln for µP a. e. p. Note that from (2.14),
for Z ∈ L1, φ = idR, and when µZ|X(x, ·) exists and is uniquely determined for µX a. e. x,
which holds for a large class of random variables Z and X (see Appendix A), or from (2.15)
when Z = f(P,R) and X = P for some f , P , and R as above, it follows that for different
choices of the function fQ corresponding to Q which we used to define Q(Z|X) in (2.10),
the resulting Q(Z|X) are a. s. equal.
Let Z = g(M) ∈ Ln be an output of an MR M = (P, Y ) with parameters P = (Pi)NPi=1
and corresponding to a reaction network RN . Since conditional distribution of M given P
is specified by Definition 2, from formula (2.14) it follows that distributions of functions of
certain n first conditional moments Q(Z|P ), like conditional variance, are determined by
RN , g, and µP . Therefore, if Q(Z|P ) ∈ L1, then the values of its mean
AveQ = E(Q(Z|P )) (2.16)
(which forQ = E is equal to Ave = E(Z) by iterated expectation property), and ifQ(Z|P ) ∈
L2, also the values of the main sensitivity indices
V QPJ = Var(E(Q(g(Y )|P )|PJ)) (2.17)
of these functions of conditional moments are determined by this data, and so are the total
sensitivity indices
V QtotPJ = V QP − V QP∼J , (2.18)
where ∼ J = INP \ J , J ⊂ INP . The Sobol’s main and total sensitivity indices, created by
dividing the above indices by V QP , are denoted as SQPJ and SQ
tot
PJ
, respectively. Similarly
as for the special case of Q = E in Section 1.5, for J = {i}, we usually write i in place of
PJ in the above notations.
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2.3. Covariance and some properties of variance of random
vectors
Covariance of random vectors U,Z ∈ L2n is defined as
Cov(U,Z) = (U − E(U), Z − E(Z))n. (2.19)
Let for some m ∈ N+, Xi ∈ L2n, i ∈ Im. We have an easy to prove formula
Var(
m∑
i=1
Xi) =
m∑
i=1
Var(Xi) + 2
∑
1≤i<j≤n
Cov(Xi, Xj), (2.20)
which is well-known for n = 1. If Xi ∈ L2n, i ∈ Im, are i. i. d., then from (1.26) and (2.19),
Cov(Xi, Xj) = 0, i 6= j, so from (2.20) we receive
Var(
1
m
m∑
i=1
Xi) =
1
m
Var(X1). (2.21)
2.4. Output approximations, correlations, and nonlinearity co-
efficients
Let us consider a set Φ = {vi}li=1 of l ∈ N+ linearly independent elements of a Hilbert space
H with some scalar product (, ), inducing norm || · || and distance d. The linear subspace
V = span(Φ) = {
l∑
i=1
aivi : ai ∈ R, i ∈ Il} (2.22)
is closed in H ([48] Section 4.15), and thus for each x ∈ H there exists a unique element
of V minimizing the distance from x - the orthogonal projection PV (x) of x onto V (see
Appendix D). Denoting yi = (x, vi) and gij = (vi, vj), the coefficients (bi)
l
i=1 such that
PV (x) =
l∑
i=1
bivi, (2.23)
can be computed from the following set of equations [48]
{
l∑
j=1
gijbj = yi}li=1. (2.24)
In particular, if elements of Φ are orthonormal (see Appendix D), then from (2.24) it holds
bi = yi, i ∈ Il. In such case (bi)li=1 are known as Fourier’s coefficients [48] of x relative to
the elements of Φ, and distance between x and PV (x) fulfills
d(x, PV (x))
2 = ||x||2 −
l∑
i=1
b2i . (2.25)
Let us consider the special case of H = L2n with some scalar product (, )n corresponding
to a scalar product <,> on Rn as in Section 1.4, and let ej , j ∈ In, be the elements of some
orthonormal base of Rn with respect to <,>, e. g. for the standard scalar product we can
take the standard base of Rn. For some k ∈ N+, let l = n+ k and {vi ∈ L2n : i ∈ Ik+n} be a
nonzero orthogonal set (see Appendix D) with vk+i = ei, i ∈ In. Then
E(vi) = 0, i ∈ Ik, (2.26)
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since (vi, ej)n =< E(vi), ej >= 0, j ∈ In. We normalize Φ to get an orthonormal set
Φ′ = {v′i}k+ni=1 , v′i = viσ(vi) , i ∈ Ik, v′k+i = vk+i, i ∈ In. Let (bi)
k+n
i=1 denote the coefficients of
PV (x) as above relative to Φ, and (ci)
k+n
i=1 relative to Φ
′. We have
ci = (x, v
′
i)n, i ∈ Il, (2.27)
bi =
(x, vi)n
Var(vi)
=
ci
σ(vi)
, i ∈ Ik, (2.28)
and bk+i = ck+i, i ∈ In. Let U,Z ∈ L2n have nonzero variances. We define their correlation
as
corr(U,Z) =
Cov(U,Z)
σ(U)σ(Z)
. (2.29)
Correlation is a popular measure of strength of the linear relationship between U and Z
for n = 1, due to its properties which we discuss and prove below for arbitrary n. Using
(2.26), we have (x, vi)n = Cov(x, vi), i ∈ Ik, and thus from (2.27), ci = Cov(x, v′i), i ∈ Ik.
Furthermore, if Var(x) > 0, then
corr(x, vi) = corr(x, v
′
i) =
ci
σ(x)
=
biσ(vi)
σ(x)
, i ∈ Ik. (2.30)
From discussion in Section 1.4, E(x) is orthogonal projection of x onto span of constant
random vectors, so that from Lemma 37 it easily follows that
n∑
i=1
bk+iei = E(x). (2.31)
Thus, from (2.25) and (2.30) we receive
d(x, civ
′
i + E(x))
2 = Var(x)− c2i = Var(x)(1− corr(x, vi)2) ≥ 0, i ∈ Ik. (2.32)
In particular, for U and Z as above, taking k = 1, x = Z, and v1 = U − E(U), and using
the fact that corr(Z,U) = corr(x, v1), we receive
− 1 ≤ corr(Z,U) ≤ 1, (2.33)
with equality in either of the above inequalities implying the linear relationship
Z = b1v1 + E(Z) = b1U − b1E(U) + E(Z), (2.34)
with the sign of b1 being due to (2.30) the same as of the correlation. In Section 2.14 we
discuss some general methods for estimating the coefficients in the above projection and
correlations for the case of x = f(X) corresponding to different functions of conditional
moments of functions of two independent variables given the first variable, like conditional
variances of stochastic model outputs given the model parameters, and vi = φi(X), i ∈ Ik,
as above, being some functions of the first variable. However, in the numerical experiments
and the discussion below we consider only the coefficients of orthogonal projection of f(X)
onto span of constant vectors and independent coordinates of X, which describe the linear
part of the relationship of f(X) and the coordinates. Let us assume that Z = f(X) ∈ L2n,
X ∈ L2N , and Var(Xi) > 0, i ∈ IN . Elements of the set Φ = {(Xi − E(Xi))ej}i∈IN ,j∈In are
orthogonal, and for X ′ =
(
Xi−E(Xi)
σ(Xi)
)N
i=1
, elements of Φ′ = {X ′iej}i∈IN ,j∈In are orthonormal
with respect to (, )n. Denoting by W the space of constant Rn-valued random vectors, we
define V = span(Φ ∪W ) = span(Φ′ ∪W ). Coefficients of the respective elements of Φ in
the orthogonal projection of Z onto V (in L2n) fulfill
bi,j =
(Z,Φi,j)n
Var(Xi)
=
Cov(Z,Xiej)
Var(Xi)
, (2.35)
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and for coefficients of elements of Φ′ in this projection we have
ci,j = (Z,Φ
′
i,j)n =
Cov(Z,Xiej)
σ(Xj)
. (2.36)
We denote for i ∈ IN , ci =
∑n
j=1 ci,jej , for J ⊂ IN , cJ = (cj)j∈J , c = cIN ,
c2J =
∑
i∈J,j∈In
c2i,j , (2.37)
and analogously for coefficients bi,j . For J ⊂ IN , we define the space of functions of X
linear in XJ to be VJ = span(L
2
n,X∼J ∪ {Φi,j}i∈J,j∈In), so that VIN = V . One can easily
verify that the orthogonal projection of Z onto functions linear in XJ is equal to
PVJ (Z) = E(Z|X∼J) + cJX ′J , (2.38)
where cJX
′
J =
∑
i∈J ciX
′
i. We define the nonlinearity coefficient of Z in XJ as
DNJ = ||Z − PVJ (Z)||2n
= ||Z||2n − ||E(Z|X∼J)||2n − c2J
= V totXJ − c2J .
(2.39)
It holds 0 ≤ DNJ ≤ V totXJ , equality on the left meaning that Z is linear in XJ and on the
right that c2J = 0, that is knowledge of the linear part of dependence of Z on XJ is of no
help in approximating it. For V totXJ > 0 one can also consider the normalized nonlinearity
coefficient
dNJ =
DNJ
V totXJ
, (2.40)
which fulfills 0 ≤ dNJ ≤ 1, and is equal to the ratio of squared errors of the best approx-
imation of Z with functions linear in XJ and another one with functions of X∼J . The
nonlinearity coefficient of Z in X,
DN = DNIN = Var(Z
2)− c2, (2.41)
is equal to the squared error of the best approximation of f(X) in V , and
dN =
DN
Var(f(X))
(2.42)
tells what its ratio is to the squared error of the best approximation of f(X) using constant
vectors. We call dN the relative error of the best linear approximation of f(X). We
have focused on nonlinearity coefficients, because they appear directly in our estimates
of probabilities of localizations of functions values changes due to perturbations of their
independent arguments, discussed in the next section, but similarly one can define linearity
coefficients, like such normalized coefficient
dLJ = 1− dNJ = c
2
J
V totXJ
. (2.43)
Let us define, for J ⊂ IN , gJ to be a measurable function such that
gJ(X) =
∑
K⊂IN :K∩J 6=∅
fK(XK)
= f(X)− E(f(X)|X∼J)
(2.44)
(for J = {j} we simply write j in the subscript), where we have used ANOVA decomposition
(1.38). It holds
||gJ(X)||2n = V totXJ . (2.45)
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If V toti 6= 0 and n = 1, then let us define a coefficient which we call linear correlation of
f(X) in Xi, and which could be used as a measure of strength of linearity of f(X) in Xi,
corrLi = corr(gi(X), X
′
i) =
ci√
V toti
. (2.46)
We have corrL2i = dLJ and −1 ≤ corrLi ≤ 1, with either of the equalities in the inequalities
meaning that f(X) is linear in Xi and it holds
f(X) = ciX
′
i + E(f(X)|X∼J) (2.47)
with the sign of ci being the same as of corrLi.
2.5. Interventions into systems with uncertain parameters
Let for some N,n ∈ N+ X = (Xi)Ni=1 be an RN -valued random vector and f be a measurable
function from RN to Rn. The change of f(X) due to a perturbation ∆ ∈ RN of X is defined
as
h(X) = f(X + ∆)− f(X), (2.48)
for any measurable function h from RN to Rn such that this equality holds. X may be
for instance uncertain parameters of some model and f(X) can be some its output, like
a vector of concentrations of some species at some moment of time for a deterministic
chemical model, or vector of certain conditional moments of different particle numbers at a
given time or their conditional histogram given the model parameters for a stochastic model.
Perturbation ∆ of the model parameters can imitate adding a given amount of some species
to the chemical system, e. g. as a pharmaceutical intervention. When planning which
uncertain parameters of a model to perturb to receive a desirable effect on the output it
might be useful to know the probability that the change of output will belong to a given
area , e. g. be positive or negative. We describe here a method for obtaining lower bounds
on certain such probabilities for appropriate f and X, using only total sensitivity indices
and orthogonal projection coefficients.
Let us assume that the coordinates of Y ∈ L2N are independent and have uniform or
uniform discrete distributions on R, and let BY be the support of µY (see Appendix A).
We assume that f(Y ) ∈ L2n, random vector X takes values in a measurable set BX ⊂ BY
satisfying µY (BX) > 0, and for each measurable D ⊂ Rn,
µX(D) =
µY (D ∩BX)
µY (BX)
. (2.49)
In particular if BX = BY , then µX = µY . For a measurable function s such that s(X) is
integrable, one can easily prove that
E(1Y ∈BXs(Y ))
µY (BX)
= E(s(X)). (2.50)
If s is further nonnegative, then we receive
E(s(Y ))
µY (BX)
≥ E(s(X)). (2.51)
For a perturbation ∆ = (∆i)
N
i=1 6= 0, let J = {i ∈ IN : ∆i 6= 0} and ∆J = (∆i)i∈J .
We denote A = {X + ∆ ∈ BY }, which is the event that the perturbed arguments are in
BY . In particular, if ∆ + BX = {x + ∆ : x ∈ BX} ⊂ BY , then P(A) = 1. We further
use notations introduced in the previous section, like coefficients bi,j and ci,j , variables Y
′,
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sequence Φ′, product YJbJ , nonlinearity coefficient DNJ , gJ(Y ) etc. defined identically but
with X replaced by Y in the definitions. Let
δ(x) = h(x)− b∆. (2.52)
We have
1Aδ(X) = 1A(gJ(X + ∆)− gJ(X)− b∆). (2.53)
For a function
a(x) = gJ(x)− bJ(xJ − E(YJ)), (2.54)
it holds
1Aδ(X) = 1A(a(X + ∆)− a(X)). (2.55)
Using Lemma 37 it is easy to prove that bJ(YJ −E(YJ)) = cJY ′J is an orthogonal projection
of gJ(Y ) onto span({Y ′i ej}i∈J,j∈In) and ||cJY ′J ||2n = c2J , so that from (2.25) we have
||a(Y )||2n = V totYJ − c2J = DNJ . (2.56)
We have the following easy generalization of Chebyshev’s inequality [7].
Lemma 9. For Z ∈ L2n,  ∈ R+, and each event B it holds
||1BZ||2n = E(1B|Z|2) ≥ P(B, |Z| ≥ )2. (2.57)
Using it we obtain
P(A, |δ(X)| ≥ ) ≤ ||1Aδ(X)||
2
n
2
. (2.58)
Applying triangle inequality [48] to (2.55) we receive
||1Aδ(X)||2n ≤ (||1Aa(X)||n + ||1Aa(X + ∆)||n)2. (2.59)
We estimate
||1Aa(X)||2n ≤ E(|a(X)|2) ≤
E(|a(Y )|2)
µY (BX)
=
||a(Y )||2n
µY (BX)
,
(2.60)
where in the second inequality we used (2.51). Furthermore,
||1X+∆∈BY a(X + ∆)||2n ≤
E(1Y+∆∈BY |a(Y + ∆)|2)
µY (BX)
≤ ||a(Y )||
2
n
µY (BX)
,
(2.61)
where in the first inequality we used (2.51) and in the last one the assumption of indepen-
dence and uniform distributions of coordinates of Y . From (2.59), (2.60), and (2.61), we
receive
||1Aδ(X)||2n ≤
4||a(Y )||2n
µY (BX)
=
4DNJ
µY (BX)
. (2.62)
For p, r ∈ Rn, we define a ball with center p and radius r as
B(p, r) = {x ∈ RN : d˜(x, p) < r}. (2.63)
We have the following lower bound on the probability that the effect of perturbation lies in
a ball with center bJ∆J and radius  > 0
P(h(X) ∈ B(bJ∆J , )) = P(|δ(X)| < ) ≤ P(A, |δ(X)| < )
= P(A)− P(A, |δ(X)| ≥ )
≥ P(A)− 4DNJ
µY (BX)2
,
(2.64)
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where in the last equality we used (2.58) and (2.62). In particular if P (A) = 1 and f(Y ) is
linear in YJ , so that DNJ = 0, then we receive h(X) = bJ∆J , which also follows from the
fact that in such case f(Y ) = bJYJ + E(f(Y )|Y∼J). If n = 1 and b∆ is positive (negative),
then the probability that the effect of perturbation ∆ on the output is positive (negative)
is bounded from below by
P(h(X) ∈ B(b∆, b∆)) ≥ P(A)− 4DNJ
µY (BX)(bJ∆J)2
. (2.65)
We apply the above theory to the GTS model at the end of Section 2.17.3.
2.6. Statistics, Monte Carlo procedures, and inefficiency con-
stants - some new definitions, generalizations and inter-
pretations
If P consists of all probability distributions on R with finite nth moments for some n ∈ N+,
then for Q whose restriction to Tn is a function of the first n so restricted moments as in
Section 2.2, we define estimand GQ on P to be such that for each µ ∈ P,
GQ(µ) = Qµ(idR), (2.66)
or equivalently GQ(µ) = Q(X), X ∼ µ. In particular, for Q = E and Var we receive
estimands GE and GV ar from Appendix E. Degree of an estimand G is defined as the
smallest n ∈ N+ for which there exists an unbiased estimator of G in n dimensions (see
Appendix E), assuming that for some n such estimator exists [30, 23]. In other words, it is
the minimum value of n for which there exists a measurable real-valued φ on Sn such that
for each µ ∈ P and X1, . . . , Xn i. i. d., X1 ∼ µ, it holds
G(µ) = E(φ(X1, . . . , Xn)). (2.67)
It was proved in [23] that for admissible distributions P on R containing all finite discrete
distributions on {0, 1} (see Appendix E) and possibly some other distributions with finite
nth moments for some n ∈ N+, for Q being the nth moment or central moment, GQ
restricted to P has degree exactly n.
Let n ∈ N+, and Gi be an estimand for P, i ∈ In. Then we call G = (Gi)ni=1 an n-
dimensional or if n is left unspecified simply vector-valued estimand. If φi is an [unbiased]
estimator of Gi, i ∈ In, then we call φ = (φi)ni=1 an [unbiased] estimator of G, where
the words in square brackets in a sentence should be either all read or omitted. Error of
approximation of G by its unbiased estimator φ for some µ ∈ P can be quantified by Varµ(φ)
for some variance for random vectors as in Section 1.4. The suitable scalar product in the
definition of such a variance can depend on the estimation problem at hand. In Section
2.15 we shall discuss a problem for which the standard scalar product is a natural choice.
Let us assume that similarly as for m = 1 in Appendix E, to estimate some λ1, . . . , λm ∈
R for some m ∈ N+ we carry out n-step MC procedures using the same variable X ∼ µ
and single-step MC estimators φi of λi for µ, i ∈ Im. Then we say that these quantities
are estimated in the same MC procedure. For i ∈ Im, for the subprocedure estimating
λi we use notations analogous as in Appendix E but with a subscript i, like Wi,j for the
jth observable of the ith single step estimator as well as W i for the observable and λ˜i for
its observed value, Varf,i for variance and σf,i for the standard deviation of the ith final
estimator φf,i. Then φ = (φi)
m
i=1 is called a single step MC estimator of λ = (λi)
m
i=1 for µ,
and φf = (φf,i)
m
i=1 the final or n-step one. We define the variance Vars of a single step MC
estimator and such variance Varf of the final MC estimator using the same formulas as for
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m = 1 in Appendix E but with Var symbol denoting some variance for random variables as
in Section 1.4. Note that from (2.21) we still have
Varf =
Vars
n
. (2.68)
We can define inefficiency constants for sequences of MC procedures for estimating λ ∈
Rm identically as in Section 1.9 for m = 1 and thanks to (2.68) they enjoy the same
interpretation as in this section - if we have δ-approximate equality of average duration
times of two MC procedures then the ratio of the final MC variances is δ-approximately
equal to the ratio of their inefficiency constants. Let us notice two further interpretations
of the inefficiency constants using notations as in Section 1.9. The first is that if we have
δ-approximate equality of variances of the final estimators of the MC procedures
Varf (n) ≈δ Var′f (n′), (2.69)
then the ratio of their average durations is δ-approximately the same as of the inefficiency
constants
τf (n)
τ ′f (n′)
≈δ c
c′
. (2.70)
Secondly, consider the approach to estimating λ using a sequence of MC procedures in
which for some target accuracy threshold  > 0, one carries out the MC procedure with the
smallest number n() of MC steps for which variance of the final MC estimator Varf (n())
is below . In practice one usually does not know Varf (n()), but can approximate it using
values of estimator (E.16). For x ∈ R, let dxe denote the smallest integer l such that x ≤ l.
It holds n() =
⌈
Vars

⌉
and Varf =
Vars
n() , and similarly for the primed sequence. We have
Varf (n())
Var′f (n′())
=
Vars
⌈
Var′s

⌉
Var′s
⌈
Vars

⌉ , (2.71)
which tends to one as  goes to zero, and thus from (1.87) the ratio
τf (n())
τ ′f (n′())
of average
durations of these procedures tends to cc′ .
2.7. Testing methodology
We shall use what we call k-σ test for each of the null hypotheses that for some b, λ ∈ R,
λ = b, λ ≥ b, or λ ≤ b, in which for λ˜ denoting observed value of the final MC estimator and
σ˜f estimate of its standard deviation as in Appendix E, one rejects the hypothesis if |λ˜−b| >
kσ˜f , b− λ˜ > kσ˜f , or λ˜− b > kσ˜f , respectively. For sufficiently large n the significance level
(upper bound on the probability of rejecting wrongly the hypothesis if it is correct) for such
k-σ test can be chosen arbitrarily close to 2(1−Φ(k)) for the equality and 1−Φ(k) for the
inequalities hypotheses for Φ(k) being the cumulative distribution function of the standard
normal distribution (see Appendix E). Such significance levels are called asymptotic. Let the
coordinates of λ ∈ R2 be estimated in the same n-step MC procedure and let W d = W 1−W 2
and σd = σ(W d). From the inequality σ(X + Y ) ≤ σ(X) + σ(Y ) for X,Y ∈ L2, which
follows from triangle inequality [48], we have σd ≤ σf,1 + σf,2. Furthermore, from CLT
applied to the sequence W1,j − W2,j , j ∈ In, for n going to infinity
√
nW d converges in
distribution to N(λ1 − λ2,Var(W1,1 −W2,1)). Thus if for the estimand λi we obtained a
final MC estimate λ˜i ± σ˜f,i, i ∈ I2, one can use k-σ test rejecting the hypothesis λ1 = λ2
if |λ˜1 − λ˜2| > k(σ˜f,1 + σ˜f,2) or the hypothesis λ1 ≥ λ2 if λ˜2 − λ˜1 > k(σ˜f,1 + σ˜f,2), with
the same asymptotic significance levels as for the equalities and inequalities hypotheses
discussed above. For two independently run ni-step MC procedures estimating λi and with
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observables of the final MC estimators W i with variances Varf,i, i ∈ I2, from the Lindeberg
CLT [7],
(W 1 − λ1) + (W 2 − λ2)√
Varf,1 + Varf,2
(2.72)
converges in distribution to N(0, 1) for n1 and n2 going to infinity. Thus using analogous
notations as above one can use
√
σ˜2f,1 + σ˜
2
f,2 instead of σ˜f,1 + σ˜f,2 in the above tests with
the same asymptotic significance levels for n1 and n2 going to infinity as above for the
same k. We often make statements about the results of our numerical experiments like
that the estimate λ˜1± σ˜f,1 is (statistically significantly) greater than λ˜2± σ˜f,2 by which we
mean that the null hypothesis λ1 ≤ λ2 can be rejected in a k-σ test as above for some k ≥ 3.
2.8. Generalization of estimands on pairs and their estimation
schemes to many functions case
In this section we among others generalize the concepts from Section 1.7, like of admissible
pairs, estimands, statistics, estimators, and estimation schemes, so that they can be used
for problems of estimation of certain quantities defined for several functions of different
sequences of random arguments. These concepts shall be used in their full generality in
Section 2.14 e. g. when dealing with orthogonal projection coefficients onto orthogonal
functions of the first variable of functions of conditional moments given the first variable,
like conditional variance, of functions of two independent random variables. Unfortunately,
giving only the number of distributions as before is not sufficient to specify the type of
the more general admissible pairs we need so we introduce a helper definition of signature
containing such specification.
Definition 10. We call Sg = (N, k, J,H) a signature (of some admissible pairs) if N, k ∈
N+, sequence J = (Ji)ki=1 consists of nonempty subsets of IN such that
IN =
k⋃
i=1
Ji, (2.73)
and coordinates of H = (Hi)ki=1 are measurable spaces Hi = (Ci, Ci), i ∈ Ik.
Definition 11. We call V admissible pairs with signature Sg as in Definition 10 or equiv-
alently admissible pairs of N distributions and k functions with values spaces H and sets
of arguments’ indices J as in this definition if it is a nonempty class consisting of pairs
(µ, f) = ((µi)
N
i=1, (fi)
k
i=1) such that µi is a probability measure, i ∈ IN , and fi is a measur-
able function from
⊗
i∈Ji Sµi to Hi, i ∈ Ik.
We identify each one-element sequence (x) with x (see Appendix A), so that for N = 1
the first coordinate in each pair from V in the above definition is a measure, while for k = 1,
its second coordinate is a function and from (2.73) we have J = IN . Thus, for k = 1 and
H = S(R), the above definition reduces to definition of admissible pairs with N distributions
from Section 1.7. Note that the class Tn (see (2.5)) is an example of admissible pairs of single
distributions and single real-valued functions. Similarly as in Section 1.7, an estimand on
admissible pairs V is any real-valued function on it. For instance for Q such that restricted
to Tn it is a real-valued function of the first n so restricted moments as in Section 2.2, e. g.
for the nth moment or central moment, Q|Tn is an estimand on Tn. We define estimand PR
on the admissible pairs V of single distributions and two real-valued functions consisting of
all possible α = (µ, (f1, f2)) such that f1f2 ∈ L1(µ), in which case PR(α) = Eµ(f1f2). We
now describe and illustrate by example a method for obtaining vectors of estimands, which
will be frequently used in Section 2.14. Let us consider a signature Sg as in Definition
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10, signatures Sg′ = (Sg′i)
n
i=1, such that Sg
′
i = (N, ki, (Hi,j)kij=1, (Ji,j)kij=1), i ∈ In, and
ψ = (ψi)
n
i=1, where ψi : Iki → N+ are 1-1 functions, i ∈ In. We say that such Sg is received
from Sg′ using ψ if Jψi(j) = Ji,j , Hψi(j) = Hi,j , j ∈ Iki , i ∈ In, and
⋃n
i=1 ψi[Iki ] = Ik. Let
G′ = (G′i)
n
i=1 be such that G
′
i is an estimand on admissible pairs V ′i with signature Sg′i,
i ∈ In, and Sg be received from Sg′ using some ψ as above. We say that G = (Gi)ni=1
are trivial extensions of G′ using ψ if for each i ∈ In, Gi is an estimand on pairs Vi with
signature Sg and consisting of all possible (µ, f) = ((µj)
N
j=1, (fi)
k
i=1) such that for some
β = (µ, (g1, . . . , gki)) ∈ V ′i, it holds fψ(j) = gj , j ∈ Iki , in which case Gi(α) = G′i(β). As an
example of the above construction we define estimands PRn = (PRi)
n
i=1 (identifying PR
1
with PR) to be trivial extensions of (PR)ni=1 using ψ such that ψi(1) = i and ψi(2) = n+1,
i ∈ In. The resulting PRn are estimands on common admissible pairs (defined as at the
beginning of Section 1.10) consisting of α = (µ, (fi)
n+1
i=1 ) such that (µ, (fi, fn+1)) ∈ DPR,
i ∈ In, for which PRni (α) = Eµ(fifn+1), i ∈ In. Note that if fn+1 ∈ L2(µ) and Φ = {fi}ni=1
is an orthonormal set in L2(µ), then for α as above, PRni (α) is the coefficient of fi in the
orthogonal projection of fn+1 onto span(Φ), i ∈ In.
For N ∈ N+, let us consider a nonempty finite set K ⊂ IN × N+, called arguments’
indices for N . For a sequence of measurable spaces S = (Si)Ni=1, we define SK =
⊗
(i,j)∈K Si,
of sets B = (Bi)
N
i=1, B
K =
∏
(i,j)∈K Bi, and of probability distributions µ = (µi)
N
i=1, µ
K =⊗
(i,j)∈K µi. Note that X˜ ∼ µK means that X˜ = (X˜i,j)(i,j)∈K , random variables X˜i,j ∼ µi,
(i, j) ∈ K being independent. Let v ∈ NN+ . We define Kv = {(i, j) : i ∈ IN , j ∈ Ivi}. We
identify sequences ((xi,j)
vi
j=1)
N
i=1 and (xβ)β∈Kv . In particular for K = Kv, X˜ as above is
identified with ((X˜i,j)
vi
j=1)
N
i=1, while for B, S, and µ as above, BK is identified with Bv, SK
with Sv , and µKv with µv, defined in Section 1.7. Let V be some admissible pairs as in
Definition 11 and K be arguments’ indices for N . Sets V1 and V2 are defined analogously
as in Section 1.7. For a measurable space H, a H-valued statistic φ for V with (arguments)
indices K is a function on V2 such that for each (µ, f) ∈ V, φ(f) is a measurable function
from SKµ to H. For k = 1, K = Kv for some v, and H = S(R) this coincides with the
definition of statistic for V with dimensions of arguments v from Section 1.7. Analogously
as in Section 1.7, for a real-valued statistic φ for V with indices K, and some Q as in Section
2.2 like variance Var or expectation E, we denote for α = (µ, f) ∈ V,
Qα(φ) = QµK (φ(f)), (2.74)
whenever the expression on the right makes sense. If φ is an Rn-valued statistic for V with
indices K then we shall also use notation (2.74) for Q = E when φ(f) ∈ L1n(µK) or for
Q = Var for some variance for random vectors as in Section 1.4 and φ(f) ∈ L2n(µK). Let
G be an estimand on V. We call any real-valued statistic φ for V with indices K estimator
of G if for each α = (µ, f) ∈ V, we consider values of φ(f)(X) for each X ∼ µK to be
certain approximations of G(µ, f), and analogously as in Section 1.7 such φ is further called
unbiased if
Eα(φ) = G(α), α ∈ V. (2.75)
We shall now introduce a number of notations needed to define estimation schemes for the
above estimands. Let us consider some signature Sg as in Definition 11. A sequence of
finite sets A = (Ai)
k
i=1 such that Ai ⊂ NJi+ , i ∈ Ik, and at least one of these sets is nonempty
is called sets of evaluation vectors. For k = 1this reduces to evaluation vectors for N from
Section 1.7. We define the arguments’ indices of A as
pA = {(i, j) ∈ IN × N+ : for some l ∈ Ik such that i ∈ Jl,
there exists v ∈ Al such that vi = j}.
(2.76)
Let V be admissible pairs with signature Sg. For each i ∈ Ik and v ∈ Ai, we define
evaluation operator gV,A,i,v to be a Hi-valued statistic for V with indices pA such that for
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each (µ, f) ∈ V and x ∈ BpAµ , it holds
gV,A,i,v(f)(x) = fi(xv), (2.77)
where
xv = (xl,vl)l∈Ji . (2.78)
For k = 1 we omit subscript i in the above or below alternative notations for evaluation
operators, so that if further pA = Kw for some w ∈ NN+ and H = S(R), the new gV,A,v
coincides with the definition of evaluation operator from Section 1.7. Similarly as in Section
1.7, V and A in the subscripts are omitted when known from the context. If for some
l ∈ N+, l ≤ N , it holds Ji = Il, then we use a C-array-like notation
gi[v1 − 1] . . . [vl − 1] = gi,v, (2.79)
while for Ji = {i} we use notation
ri[vi − 1] = gi,v. (2.80)
For each i ∈ Ik for which Ai is nonempty, we define the following H|Ai|i -valued statistic for
V with indices pA, gV,A,i = (gV,A,i,v)|v∈Ai (see 1.61). Let δ(A) = |{i ∈ Ik : Ai 6= ∅}|, that is
the number of nonempty coordinates of A, and for each i ∈ Iδ(A), let γA(i) be the index of
the ith nonempty coordinate of A. Let
HA = (CA, CA) =
δ(A)⊗
i=1
H|AγA(i)|γA(i) . (2.81)
We define the following HA-valued statistic for V with indices pA, gV,A = (gV,A,γA(i))δ(A)i=1 .
For a signature Sg, let A be sets of evaluation vectors for Sg and t be a measurable real-
valued function on HA. Let κ = (t, A), which we call a scheme for Sg. This coincides with
the previous definition of a scheme for k = 1 and H = S(R). We define arguments’ indices
of κ as pκ = pA. The statistic φκ,V given by κ and V is defined using the same formula
(1.64) as in Section 1.7. Let G be an estimand on V. Similarly as in Section 1.7 κ is called
an [unbiased] (estimation) scheme for G if φκ,V is an [unbiased] estimator of G.
Let now for some n ∈ N+, κ = (κi)ni=1 = (ti, Ai)ni=1 be a sequence of schemes for Sg,
called an (n-dimensional) scheme for Sg. We define the vector of sets of evaluation vectors
of κ as
Aκ = (
n⋃
i=1
Ai,j)
k
j=1. (2.82)
Let N ∈ N+, K be arguments’ indices for N , L ⊂ K, L 6= ∅, and B = (B1, . . . , BN ) be a
sequence of nonepmty sets. For x ∈ BK , we define
xL = (xβ)β∈L, (2.83)
while for x ∈ BK and L = ∅, we define xL = ∅. We also define arguments’ indices pκ of κ
to be equal to pAκ defined as in (2.76). A statistic given by κ and V, denoted as φκ,V , is
defined as an Rn-valued statistic for V with indices pAκ such that for each (µ, f) ∈ V and
x ∈ BpAκµ
φκ,V(f)(x) = (φκi,V(f)(xpκi ))
n
i=1, (2.84)
which for n = 1 coincides with the previous definition. Let G = (Gi)
n
i=1 be a sequence of
estimands, each on some (possibly different) admissible pairs but all with the same signature
Sg. Let us assume that κi is an [unbiased] estimation scheme for Gi, i ∈ In, in which case
we call the above κ an [unbiased] estimation scheme for G. Similarly as in Section 1.7 we
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denote Ĝκ,i = φκi,DGi , i ∈ In, and use for it analogous shorthand notations in that section
in analogous situations.
Let us now move on to examples. For an estimand Q|Tn as above, if there exists an
estimator φQ of GQ in m dimensions (see Section 2.6), then an unbiased estimation scheme
SQR = (t, A) for Q|Tn is given by t = φQ and A = Im. Using notation (2.79), the estimator
of this scheme can be written as
ĜQ,SQR = φQ((g[i])
m−1
i=0 ). (2.85)
The fact that this estimator is unbiased follows from the fact that for each (µ, f) ∈ Tn,
Eµm(ĜQ,SQR(f)) = E(µf−1)m(φQ) = GQ(µf
−1)
= Q(µf−1, idR) = Q(µ, f),
(2.86)
where in the first equality we used the change of variable Theorem 22, in the second and
third the definitions of φQ and GQ (see (2.66)), respectively, and in the last (2.7) and
again Theorem 22. An unbiased estimation scheme SPR = (t, (Ai)
2
i=1) for PR is given by
A1 = A2 = {1} and t(x1, x2) = x1x2, so that, using notation (2.79), its estimator can be
written as
P̂RSPR = g1[0]g2[0], (2.87)
and for each (µ, f) ∈ V and X ∼ µ, it holds
P̂RSPR(f)(X) = f1(X)f2(X). (2.88)
If Sg is received from Sg′ using ψ as above and we are given schemes κ′ = (κ′i)
n
i=1 such that
κ′i is a scheme for Sg
′
i, i ∈ In, then trivial extensions of κ′ using ψ are defined as a scheme
κ = (κi)
n
i=1 for Sg such that for each i ∈ In, tκi = tκ′i and for j ∈ Ik, if j ∈ ψi[Iki ], then
Aκi,j = Aκ′i,ψ
−1
i (j)
, and otherwise Aκi,j = ∅. It is easy to check that if κ′i is an unbiased
scheme for estimation G′i, i ∈ In, as above, and G are trivial extensions of G′ using ψ, then
κ is an unbiased estimation scheme for G. An unbiased estimation scheme SPRn for PRn
is defined as trivial extensions of (SPR)ni=1 using the same ψ as when extending (PR)
n
i=1
to PRn. With the help of notation (2.79), estimator of its ith subscheme can be written as
P̂R
n
i,SPRn = gi[0]gn+1[0]. (2.89)
We shall use formulas for estimators like (2.85) and (2.89) to define previously undefined
schemes analogously as in Section 1.7.
2.9. Generalization of the inefficiency constants of schemes
Let us make some generalizations of the definitions of inefficiency constants of schemes from
Section 1.10 so that they can be used for the more general schemes from the previous section
and for quantifying the inefficiency of estimation of several estimands in the same sequence
of Monte Carlo procedures using a given scheme. If κ = (κi)
n
i=1 = (ti, Ai)
n
i=1 is an estimation
scheme for estimands G = (Gi)
n
i=1 on some common admissible pairs V as in Definition 11,
then κ can be used to generate estimates of coordinates of G(α) for some α = (µ, f) ∈ V
as follows. For a X ∼ µpκ , one computes the quantities gV,Ai,j,v(f)(X˜pAi ) = fj(Xv), i ∈ In,
j ∈ Ik, v ∈ Ai,j , bearing in mind that they are equal for the same j and v and different
i, so that they are computed only once, and one evaluates ti on gV,Ai(f)(X˜pAi ) to obtain
an estimate of Gi(α), i ∈ In. Note that this time, for each i ∈ Ik, |Aκ,i| (see (2.82)) is
the number of all evaluations of fi made in such a computation. Let further κ be unbiased
for estimation of G and Varα(φκi,V) < ∞, i ∈ In. Then we can use the above estimate of
G(α) in a single step of a MC procedure. Let J ⊂ In be nonempty. We define subvector
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of G consisting of its estimands with indices in J , as GJ = (Gj)|j∈J and an analogous
subvector of κ as κJ = (κj)|j∈J . Note that from (2.84) and discussion below (2.74), quantity
Varα(φκJ ,V) ∈ R is well-defined for |J | = 1 for all α ∈ V, while for |J | > 1, for which symbol
Var in this quantity is some variance for random vectors as in Section 1.4, it is well-defined
only for α ∈ V for which Varα(φκi,V) <∞, i ∈ J . We define an inefficiency constant dG,J,i,κ
of κ with respect to the ith function for estimating the subvector of G with indices in J
to be an R-valued function defined for each α ∈ V for which Varα(φκJ ,V) is well-defined, in
which case it is given by formula
dG,J,i,κ(α) = Varα(φκJ ,V)|Aκ,i|. (2.90)
This is an extension of the definition from Section 1.10 which coincides with the above
one for k = 1 and |J | = 1. When |J | = 1 and the index i of the function is known from
the context and omitted in the subscript, we shall use the same simplified notations as
in Section 1.10. The above defined inefficiency constants have analogous interpretation as
the less general ones in Section 1.10. However, using notations as in this section, one now
needs to assume that for estimands G and G′ it holds (GJ)j(α) = (G′J ′)j(α
′), j = 1, . . . , |J |,
and that the ratio of positive average durations τs to τ
′
s of single steps of sequences of MC
procedures using κ and κ′, computing G(α) and G′(α′) fulfills
τs
τ ′s
≈δ |Aκ,i||Aκ′,i′ | , (2.91)
which can be the case for small δ e. g. when the most time-consuming part of both
sequences of MC procedures are computations of only the ith and i′th functions. Similarly
as in Section 1.7 in our numerical experiments these functions will be constructions of
outputs of MRs. Then we receive that the ratio of inefficiency constant c = Varα(φκJ ,V)τs
for estimation of GJ(α) (see Section 2.6) using κJ to an analogous constant for the primed
procedure, fulfills
c
c′
≈δ dG,J,i,κ(α)
dG,J ′,i′,κ′(α′)
. (2.92)
Similarly as for the inefficiency constants of sequences of MC procedures in Section 2.6,
the ratio of positive real values of inefficiency constants (2.90) of κ and κ′ for estimating the
subvectors of G(α) and G′(α′) with indices J and J ′ as as above, is δ-approximately equal
to the ratio of variances of the appropriate final MC estimators for δ-approximately the
same number of ith and i′th functions evaluations made in the respective MC procedures
or to the ratio of the number of these functions evaluations in the MC procedures for δ-
approximately equal variances of the final MC estimators, and it is also equal to the limit
of ratios of minimum numbers of respective functions evaluations needed for the variances
of the final MC estimators to be below  for  tending to zero.
2.10. The possibility of a better performance of translation-
invariant estimators
In this section we provide certain criteria for verifying that some estimators of estimands on
pairs which are in a sense invariant under translations can in some situations significantly
outperform their certain counterparts without this property. Let V be some admissible pairs
as in Definition 11 such that Hi = S(R) for some i ∈ Ik. For f = (fj)kj=1 ∈ V2 and c ∈ R,
we denote tri(f, c) = (f1, . . . fi + c, . . . , fk).
Definition 12. We say that an estimand G on V is translation-invariant in the ith function
(or simply translation-invariant if k = 1), if for each (µ, f) ∈ V and c ∈ R such that
(µ, tri(f, c)) ∈ V, it holds G(µ, f) = G(µ, tri(f, c)).
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Lemma 13. For an estimand G on V, translation-invariant in the ith function, suppose
that there exists α = (µ, f) ∈ V and a real sequence (cl)∞l=1, liml→∞ |cl| = ∞ such that for
each l ∈ N+, (µ, tri(f, cl)) ∈ V. Suppose further that for some unbiased estimator φ of G
with indices K and each X˜ ∼ µK , there exist n ∈ N+ and Zj ∈ L2, j = 0, . . . , n, where
E(Z2n) > 0, such that for each l ∈ N+,
R(cl) = φ(tri(f, cl))(X˜) =
n∑
j=0
cjlZj (2.93)
a. s. Then
lim
l→∞
Varµ,tri(f,cl)(φ) =∞. (2.94)
Proof. For certain random variables W1, . . . ,W2n−1 ∈ L2, it holds a. s.
R2(cl) = c
2n
l Z
2
n +
2n−1∑
j=0
cjlWj . (2.95)
Thus, from E(Z2n) > 0, we receive
lim
l→∞
E(R(cl)
2) =∞ (2.96)
and (2.94) follows from the fact that
Varµ,tri(f,cl)(φ) = E(R
2(cl))−G2(α). (2.97)
In all situations in which we use the above lemma its assumptions are satisfied for each
unbounded real sequence (cl)
∞
l=1, so we further only specify the required α.
Definition 14. A statistic for V with indices K is translation-invariant in the ith func-
tion or simply translation-invariant if k = 1, if for each (µ, f) ∈ V and c ∈ R such that
(µ, tri(f, c)) ∈ V, and each X˜ ∼ µK , it holds
φ(f)(X˜) = φ(tri(f, c))(X˜). (2.98)
Note that if an unbiased estimator of an estimand G is translation-invariant in the ith
function, then G must also be translation-invariant in this function.
Theorem 15. Let G be an estimand on V. Let φ be an unbiased estimator of G, translation-
invariant in the ith function, and let the unbiased estimator φ′ of G satisfy the assumptions
of Lemma 13. Then for each (cl)
∞
l=1 and α = (µ, f) as in this lemma for which further
Varα(φ) is finite, for each B > 0, there exists n ∈ N+ such that for α = (µ, tri(f, c)),
Varαn(φ
′) > Varαn(φ) +B. (2.99)
In particular, both the difference and ratio of variances of φ′ and φ can be arbitrarily large.
Proof. From (2.98), Varαn(φ) = Varα(φ), n ∈ N+, while from Lemma 13, as n goes to
infinity, the lhs of (2.99) goes to infinity.
Let us apply the above theory to certain estimators defined in Section 1.11. Estimator
V̂ tot1,s2 is translation-invariant. For estimator V̂
tot
1,a2 let us take α = (µ, f) ∈ DV tot1 such that
for each random variables Xi ∼ µi, i ∈ I2, we have Xi ∈ L2, i ∈ I2, Var(X1) > 0, E(X22 ) > 0,
and f(X1, X2) = X1X2. Then for X˜ ∼ µpa2 , the assumptions of Lemma 13 are satisfied for
n = 1 and Z1 = (X˜1[0]−X˜1[1])X˜2, since E(Z21 ) = 2 Var(X1)E(X22 ) > 0. Thus V̂ tot1,a2 can have
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much higher variance than V̂ tot1,s2 in the sense of Theorem 15, or equivalently dV tot1 ,a2 can
be much higher than dV tot1 ,s2 (in the above sense). Notice that V̂1,s4 is translation-invariant
and V̂1,a3 satisfies the conditions of Lemma 13 for some (µ, f) ∈ DV1 such that for each
Xi ∼ µi, i ∈ I2, f(X1, X2) = X1, X1 ∈ L2, and Var(X1) > 0, since then for X˜ ∼ µpa3 we
have in Lemma 13, n = 1 and E(Z21 ) = E((X˜1[0] − X˜1[1])2) = 2 Var(X1) > 0. Thus dV1,a3
can be much higher than dV1,s4.
2.11. Averaging of estimators and schemes
Let V be some admissible pairs with a signature Sg as in Definition 11. Let pi ∈ ΘN (see
Section 1.11). We define a function pi on IN ×N+ by formula pi(i, j) = (i, pii(j)). Let K be
some arguments’ indices for N . The image under pi (see Appendix A) of K is
pi[K] = {pi(β) : β ∈ K}. (2.100)
Let B = (Bi)
N
i=1 be a sequence of nonempty sets and the function σB,K,pi : B
K → Bpi[K] be
such that for each x ∈ BK and β ∈ K,
(σB,K,pi(x))pi(β) = xβ. (2.101)
Note that for each µ ∈ V1 and X ∼ µK , we have
σBµ,K,pi(X) ∼ µpi[K]. (2.102)
For a statistic φ for V with indices K, a permutation of φ given by pi, denoted as Api(φ), is
defined as a statistic for V with indices pi[K] such that for each (µ, f) ∈ V and x ∈ Bpi[K]µ ,
Api(φ)(f)(x) = φ(f)(σ
−1
Bµ,K,pi
(x)). (2.103)
From (2.102) and (2.103) it follows that for each (µ, f) ∈ V, X ∼ µK , and Y ∼ µpi[K],
Api(φ)(f)(Y ) ∼ φ(f)(X). (2.104)
For a function h : Rn → R, like e. g. summation h(x) = ∑ni=1 xi, and real-valued statistics
φi for V with indices Ki, i ∈ In, we define h((φi)ni=1) to be a real-valued statistic for V with
indices K =
⋃n
i=1Ki such that for each (µ, f) ∈ V and x ∈ BKµ ,
h((φi)
n
i=1)(f)(x) = h((φi(f)(xKi))
n
i=1) (2.105)
(see (2.83)). Let K be some arguments’ indices for N and Π be a nonempty finite subset
of ΘN . We define
Π˜[K] =
⋃
pi∈Π
pi[K]. (2.106)
Let φ be an Rn-valued statistic for V with indices K. We define an average of φ given by Π
as the following statistic for V with indices Π˜[K],
AΠ(φ) =
1
|Π|
(∑
pi∈Π
Api(φ)
)
. (2.107)
From (2.104) it follows that for each (µ, f) ∈ V, X ∼ µΠ˜[K], and Y ∼ µK , AΠ(φ)(f)(X) is
an average of |Π| random variables with the same distribution as φ(f)(Y ). In particular, if
φ is an estimator of some estimand G on V, then so is AΠ(φ). For p > 0, we write φ ∈ Lp(V)
if φ(f) ∈ Lp(µK) for each (µ, f) ∈ V. From Lemma 40 in Appendix E it follows that for
each φ ∈ L1(V), AΠ(φ) has uniformly not higher variance than φ, that is for each α ∈ V,
Varα(AΠ(φ)) ≤ Varα(φ). (2.108)
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Let pi ∈ ΘN . For each nonempty I ⊂ IN , we identify each sequence v = (vi)i∈I ∈ NI+ with
the set {(i, vi) : i ∈ I} ⊂ IN × N+, so that pi[v] = (pii(vi))i∈I . In particular for v ∈ NN+ we
receive pi[v] = pi(v) (see Section 1.11). Let W ⊂ P(IN × N+) (see Appendix A). For pi→
denoting the image function of pi (see Appendix A), we have
pi→[W ] = {pi[v] : v ∈W}. (2.109)
For Π as above we define
Π˜→[W ] =
⋃
pi∈Π
pi→[W ]. (2.110)
In particular for W ⊂ NN+ we receive Π˜→[W ] = Π̂[W ] (see Section 1.11). Let A = (Ai)ki=1
be some sets of evaluation vectors for Sg. We define
Π˜→[A] = (Π˜→[Ai])ki=1. (2.111)
Let pi ∈ ΘN . We denote {˜pi}→[A] simply as pi→[A]. For convenience we shall write δ and γ
instead of δ(A) and γA defined in the previous section. We define function ρC,A,pi : CA → CA
to be such that for each
z = ((yi,v)|v∈(pi→[A])γ(i))
δ
i=1 ∈ Cpi→[A] = CA, (2.112)
it holds
ρC,A,pi(z) = ((yi,pi[v])|v∈Aγ(i))
δ
i=1. (2.113)
Let t : CA → R. We define function AveC,A,Π(t) : CA → R, called permutation of t given by
pi and A, to be such that for each z as in (2.112),
AveC,A,pi(t)(z) = t(ρC,A,pi(z)). (2.114)
Let further ηC,A,Π,pi : CΠ˜→[A] → CA be such that for each
z = ((yi,v)|v∈(Π˜→[A])γ(i))
δ
i=1 ∈ CΠ˜→[A], (2.115)
it holds
ηC,A,Π,pi(z) = ((yi,v)|v∈(pi→[A])γ(i))
δ
i=1. (2.116)
We define AveC,A,Π(t) : CΠ˜→[A] → R, called average of t given by Π and A, to be such that
for each z as in (2.115),
AveC,A,Π(t)(z) =
1
|Π|
∑
pi∈Π
AveC,A,pi(t)(ηC,A,Π,pi(z)). (2.117)
For the special case of k = 1, H = S(R), and Π being a subgroup of ΘN , AveC,A,Π(t) is
equal to AveA,Π(t) given by formula (1.95) from Section 1.11. Let κ = (t, A) be a scheme
for Sg. Its average given by Π is defined as a scheme
AveΠ(κ) = (AveC,A,Π(t), Π˜
→[A]). (2.118)
This coincides with definition (1.96) from Section 1.11 for the same special case as discussed
below (2.117). When Π = {pi}, AveΠ(κ) is denoted as Avepi(κ) and called permutation of
κ given by pi. We have a following theorem, which we prove in Appendix F.
Theorem 16. Under the preceding assumptions,
φAveΠ(κ),V = AΠ(φκ,V). (2.119)
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For an n-dimensional scheme κ = (κi)
n
i=1 for Sg, we define its average as AveΠ(κ) =
(AveΠ(κi))
n
i=1. If Π is a subgroup of Θ
N , then an average of a scheme or a statistic given by
Π is called their symmetrisation. From Theorem 16 and a similar fact concerning estimators
stated above, it follows that an average of an unbiased estimation scheme for some estimand
G remains an unbiased scheme for its estimation and its estimator has uniformly not higher
variance. Let us consider an n-dimensional scheme κ = (ti, Ai)
n
i=1 for V, and m ∈ N+. We
define an m-step MC scheme κ(m) using scheme κ = (κi)
n
i=1 to be an average of κ given by
any Π ⊂ ΘN , |Π| = m, such that for each pi1, pi2 ∈ Π, pi1 6= pi2, schemes Apii(κ), i ∈ I2, have
disjoint arguments’ indices, that is pi1(pκ)∩pi2(pκ) = ∅. Note that |Aκ(m),i| = m|Aκ,i|, i ∈ Ik,
and for each α = (µ, f) ∈ V, i ∈ In, X ∼ µpκi , and Y ∼ µpκ(m)i , φκ(m)i,V(f)(Y ) is an average
of m independent random variables with the same distribution as φκi,V(f)(X). Let us
further assume that Varα(φκi,V) < ∞, i ∈ In, so that Varα(φκ(m)i,V) =
Varα(φκi,V )
m , i ∈ In.
If κ is further an unbiased estimation scheme for estimands G = (Gi)
n
i=1 with common
admissible pairs V, then φκi,V(f) and φκ(m)i,V(f) can be identified with the single-step
and final MC estimators of Gi(α), i ∈ In, respectively, and we have equality of inefficiency
constants of the schemes
dG,i,j,κ = dG,i,j,κ(m), i ∈ In, j ∈ Ik. (2.120)
2.12. Some general inequalities between variances of estima-
tors and inefficiency constants of schemes
We will now prove some general inequalities between variances of estimators of estimands
on pairs and inefficiency constants of schemes, the latter including as a special case the
inequality from Theorem 5, but first we need some helper facts and definitions.
Lemma 17. For N ∈ N+, let X = (Xi)Ni=1 be a random vector with independent coordinates,
and let us consider independent random variables Yi,j ∼ Xi, i ∈ IN , j ∈ N+. For v ∈ NN+ ,
let Yv = (Yi,vi)
N
i=1. For some measurable function f such that Z = f(X) ∈ L2 and a finite
nonempty set A ⊂ NN+ , let
Z =
1
|A|
∑
v∈A
f(Yv). (2.121)
Then it holds
1
|A| Var(Z) ≤ Var(Z) ≤ Var(Z). (2.122)
Proof. We have
Var(Z) =
 1
|A|2
∑
v,w∈A
Cov(f(Yv), f(Yw)
 . (2.123)
For v, w ∈ NN+ , let c(v, w) = {i ∈ IN : vi = wi}, and Yv,w = (Yi,vi)i∈c(v,w). Then from
Theorem 4, for each v, w ∈ A, Cov(f(Yv), f(Yw)) = Var(E(f(Yv)|Yv,w)). Inequalities (2.122)
follow from the fact that Var(E(f(Yv)|Yv,w)) is nonnegative and from (1.32) it is not higher
than Var(Z) and equal to it for v = w.
Let V be some admissible pairs as in Definition 11. For each arguments’ indices K for
N , we define nK to be a vector from NN whose ith coordinate is
nK,i = max({j : (i, j) ∈ K} ∪ {0}). (2.124)
For sets of evaluation vectors A or a scheme κ for Sg, we define nA = npA and nκ = npκ ,
and for a statistic φ for V with indices K, nφ = nK . Let I be a nonempty subset of IN and
m ∈ N+ For symmetrisations given by ΘN,I,m (see (1.100)) e. g. of some scheme for Sg or
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a statistic for V, we use the same nomenclature as for the less general schemes in Section
1.11. For some finite subgroup Π ⊂ ΘN , we say that a scheme for Sg or a statistic for V is
Π-symmetric if it is equal to its symmetrisation given by Π. Suppose that ψ is a statistic
for V or a scheme for Sg such that nψ,i = n, i ∈ I, and ψ is ΘN,I,n-symmetric. Then for
each n′ ∈ N+, n′ ≥ n, symmetrisation of ψ given by ΘN,I,n′ is called its symmetrisation
from n to n′ dimensions (simply symmetrisation if n = n′) in the argument given by I (or
in the ith argument if I = {i}). For some arguments’ indices K for N , sequence of sets
B = (Bi)
n
i=1, and x ∈ BK , for L ⊂ IN and KL = {(i, j) ∈ K : i ∈ L}, we denote xL = xKL
(see (2.83)), while for L ⊂ N+ and K : L = {(i, j) ∈ K : j ∈ L}, we denote x : L = xK:L.
For arguments’ indices Ki for N , i ∈ I2, K = K1 ∪K2, and K1 ∩K2 = ∅, in the proof of
the below theorem we identify xK with (xK1 , xK2).
Theorem 18. Let φ′ be a symmetrisation of a statistic φ ∈ L1(V) from n to n′ dimensions
in the argument given by some I as above. Then for each α ∈ V such that Varα(φ) <∞,
1(
n′
n
) Varα(φ) ≤ Varα(φ′) ≤ Varα(φ). (2.125)
Proof. Since φ is ΘN,I,n-symmetric statistic, for each θ1, θ2 ∈ Θn′ such that θ1[In] = θ2[In],
or equivalently θ−12 θ1[In] = In, it holds ApiN,I,θ−12 θ1
(φ) = φ, and thus Api
N,I,θ−12
ApiN,I,θ1 (φ) =
φ and ApiN,I,θ1 (φ) = ApiN,I,θ2 (φ). We denote ∼ I = IN \ I. Let α = (µ, f) ∈ V, K ′ =
Θ˜N,I,n′ [K] be the arguments indices of φ
′, X ∼ µK′ , U = X∼I , and V = XI , so that
X = (U, V ). We denote φ˜′ = φ′(f). Let further W = {L ⊂ In′ , |L| = n}. For each L ∈ W,
let us choose certain θL ∈ Θn′ such that θL[In] = L, and denote φ˜L = ApiN,I,θL (φ)(f). From
(2.107) and the above remarks we have
φ˜′(X) =
1(
n′
n
) ∑
L∈W
φ˜L(U, V : L). (2.126)
Thus (2.125) follows from Lemma 17.
Theorem 19. Let G = (Gi)
m
i=1 be estimands with common admissible pairs V. If scheme
κ′ is created from an unbiased estimation scheme κ = (κi)mi=1 for G by its symmetrisation
from n to n′ dimensions in the argument corresponding to some I then for each j ∈ Im,
i ∈ Ik such that Ji ∩ I 6= ∅, and α ∈ DGj for which dG,j,i,κ(α) <∞, it holds
n′
n(
n′
n
)dG,j,i,κ(α) ≤ dG,j,i,κ′(α) ≤ n′
n
dG,j,i,κ(α). (2.127)
Proof. Since κ is ΘN,I,n-symmetric, it holds for each l ∈ I ∩ Ji,
|Aκ,i|
n
= |{v ∈ Aκ,i : vl = 1}| = |Aκ
′,i|
n′
. (2.128)
Now (2.127) follows from (2.128), the fact that for each j ∈ Im, φκ′j ,V is a symmetrisation
of φκj ,V from n to n′ dimensions, Theorem 18, and formula (2.90) defining an inefficiency
constant.
Taking k = m = n = 1 and n′ = 2, we receive the thesis of Theorem 5.
2.13. Schemes for the sensitivity indices of functions of con-
ditional moments
For some n ∈ N+, let us consider a function f and independent random variables P = (Pi)NPi=1
and R as at the beginning of Section 1.8 but with f(P,R) ∈ Ln. Let Q restricted to Tn be
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a function of the first n so restricted moments as in Section 2.2, like Q = Var for n = 2.
Suppose that there exists an unbiased estimator φQ of GQ in m ∈ N+ dimensions (see
Appendix E). For R˜ ∼ µmR and independent of P , let
hQ(f)(P, R˜) = φQ((f(P, R˜i))
m
i=1) (2.129)
and let us assume that hQ(f)(P, R˜) ∈ L1. Then it holds
Q(f(P,R)|P ) = (Q(f(p,R)))p=P
= (E(φQ((f(p, R˜i))
m
i=1)))p=P
= E(hQ(f)(P, R˜)|P ),
(2.130)
where in the first equality we used expression (2.15), in the second the fact that φQ is an
unbiased estimator of GQ and that from Fubini’s theorem [48] f(p, R˜i) ∈ Ln for µP a. e. p,
and in the last Theorem 27 and (2.129). In particular, expected values and variance-based
sensitivity indices of Q(f(P,R)|P ) and E(hQ(f)(P, R˜)|P ) coincide (whenever both are well-
defined). Since the latter is a conditional expectation of the function hQ(f) of independent
random variables P , R˜ given the first variable, its sensitivity indices can be estimated with
the help of estimators from Section 1.8, e. g. in a way we describe below. Let rQ be the
degree of GQ and as φQ let us take the unique symmetric estimator of GQ in rQ dimensions
(see Section 2.6). For instance for Q = Var, we have rV ar = 2 and
φV ar(x1, x2) =
1
2
(x1 − x2)2, (2.131)
so that
hV ar(f)(P, R˜) =
1
2
(f(P, R˜1)− f(P, R˜2))2. (2.132)
Let us now reinterpret different quantities from the end of Section 2.2 like AveQ, V Qk, or
V Qtotk , k ∈ INP , as estimands on admissible pairs αµP ,µR,f defined analogously as in Section
1.8, but for f(P,R) ∈ Ln and hQ(f)(P, R˜) ∈ Lp, where p = 1 for AveQ and p = 2 for
other estimands (this condition will be needed for our estimators to be integrable). The
values of such estimands on such αµP ,µR,f are defined identically as in Section 2.2 treating
Z = f(P,R) as output an MR. For l ∈ N+, we call a pair pi = (J1, J2) equal partition of
the set I2l, if for i ∈ I2, we have Ji ⊂ I2l, |J1| = |J2| = l, J1 ∩ J2 = ∅, and 1 ∈ J1 (note that
J1 ∪ J2 = I2l). Let ΨQ be the set of all equal partitions of I2rQ . We have |ΨQ| =
(2rQrQ )
2 .
Consider P˜ corresponding to P as in Section 1.8, and let R˜ ∼ µ2rQR be independent of P˜ . For
a partition ψ = (ψ1, ψ2) ∈ ΨQ, we denote R˜ψ = (R˜ψ1 , R˜ψ2), where R˜ψi = (R˜j)j∈ψi , i ∈ I2.
We shall now define a scheme SQ whose subschemes yield estimators λ̂QSQ for different
estimands λQ for Q, like AveQ, V Qk, and V Q
tot
k , corresponding to such estimands λE for
E. These estimators evaluated on each appropriate function f and random vector (P˜ , R˜)
as above are equal to the average over ψ ∈ ΨQ of the corresponding estimators λ̂ESE from
Section 1.8 evaluated on the function hQ(f) and random vector (P˜ , R˜ψ), that is
λ̂QSQ(f)(P˜ , R˜) =
1
|ΨQ|
∑
ψ∈ΨQ
λ̂ESE(hQ(f))(P˜ , R˜ψ). (2.133)
For instance for the main sensitivity index and Q = Var we have
V̂ V ark,SV ar(f)(P˜ , R˜) =
1
3
∑
ψ∈ΨV ar
V̂k,SE(hV ar(f))(P˜ , R˜ψ). (2.134)
Formulas like (2.133) for different estimands λQ for some Q can be easily expanded in terms
of evaluation operators s[i][j] and sk[i][j], i ∈ I2, j ∈ I2rQ , from Section 1.8, in which form
49
they define the sought scheme SQ in the sense discussed at the end of Section 1.7. From
Schwartz inequality, it is sufficient that hQ(f)(P, R˜) ∈ L4 for the estimators of subschemes
of SQ to have finite variance. In particular, from (2.132), for scheme SV ar it is sufficient
that f(P,R) ∈ L8. Such defined scheme SQ uses together 4rQ(NP + 1) evaluation vectors
for NP > 2. For scheme SV ar this is 8(NP +1), that is two times more than for scheme SE
for the same NP . By analogy to discussion in Appendix C of [3] for scheme SE, for NP = 3
one can construct schemes with lower inefficiency constants for estimation of sensitivity
indices of Q(f(P,R)|P ) than for the subschemes of SQ. For some Q and Q′ as above, such
that r = rQ ≤ r′ = rQ′ , an unbiased n-dimensional estimation scheme SQ = (SQi)ni=1
and an n′-dimensional one SQ′ = (SQ′i)
n′
i=1 for sequences of estimands G = (Gi)
n
i=1 and
G′ = (Gi)n
′
i=1, respectively, one can add symmetrisation of certain subscheme SQi of SQ
from 2r to 2r′ dimensions in the argument given by R as the n+ 1st subscheme to SQ′ and
Gi as such n + 1st estimand to G
′. We then have the following inequality of inefficiency
constants of schemes in the sense of Theorem 19,
r′
r(
2r′
2r
)dG,i,SQ ≤ dG′,n+1,SQ′ ≤ r′
r
dG,i,SQ (2.135)
and analogously for the inefficiency constants of the subschemes due to proportionality of
the number of evaluation vectors used by the subschemes and the whole schemes. Let us
add in this way to scheme SV ar all subschemes of SE, like ones for estimation of Ave,
AveV ar, as well as Vk and V˜
tot
k for k ∈ INP , symmetrised from two to four dimensions in
the argument given by R. Then for each of such estimands λ, we have from (2.135) for
r = 1 and r′ = 2,
1
3
dλ,SE ≤ dλ,SV ar ≤ 2dλ,SE . (2.136)
Considering in addition to relations (2.136) also inequalities (1.111) and (1.110), we receive
for NP > 2 and λ equal to Vk (and arguments for which these relations were proved),
1
3
dVk,EM ≤ dVk,SV ar ≤ 4dVk,EM , (2.137)
while for λ = V˜ totk we obtain
1
3
d
V˜ totk ,ET
≤ d
V˜ totk ,SV ar
≤ 4d
V˜ totk ,ET
. (2.138)
We shall compute numerical estimates of Sobol’s sensitivity indices SQk and SQ
tot
k for Q
equal to Var and E, defined in Section 1.5, using scheme SV ar by inserting the final MC
estimates obtained using the above defined subschemes for estimands like V Qk, V Q
tot
k , and
V QP instead of exact values into appropriate definitions.
2.14. Schemes for products, covariances, and orthogonal pro-
jection coefficients
For some n ∈ N+, let ψ = (ψ)n+1i=1 be functions such that ψi : I2 → N+, ψi(1) = i, ψi(2) =
n + 1, i ∈ In, and ψn+1 : {1} → N+ : ψn+1(1) = n + 1. For the estimand PR defined in
Section 2.8 and Ave = E|T1 (that is estimand Ave from Section 1.7 for N = 1), estimands
PRA = (PRA)n+1i=1 are defined as trivial extensions (see Section 2.8) of n + 1 estimands
(PR, . . . , PR,Ave) (PR appearing n-times at the beginning of this sequence) using ψ.
Informally, this means that PRA is equal to PRn from Section 2.8 extended by adding to it
average of the n+ 1st function as the last estimand. Let C˜ov be an estimand on admissible
pairs V of single distributions and two functions consisting of all possible α = (µ, (f1, f2))
such that f1, f2, f1f2 ∈ L1(µ), in which case for any X ∼ µ, C˜ov(α) = Cov(f1(X), f2(X)).
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We define CovA = (CovAi)
n+1
i=1 as trivial extensions of n+1 estimands (C˜ov, . . . , C˜ov, Ave)
using ψ. We define estimands b = (bi)
n+1
i=1 to be equal to CovA or equivalently PRA with
each coordinate restricted to admissible pairs of single distributions and n + 1 functions
consisting of α = (µ, (fi)
n+1
i=1 ), such that for X ∼ µ, {fi(X)}ni=1 is nonzero orthogonal in
L2, E(fi(X)) = 0, i ∈ In, and fn+1(X) ∈ L2. From discussion in Section 2.4, bi(α) is
the coefficient of f ′i(X) =
fi(X)
Var(fi(X))
, i ∈ In, and bn+1(α) of 1 (see Appendix A), in the
orthogonal projection of f(X) onto span({f ′i(X)}ni=1 ∪{1}). We define c to be a restriction
of b to admissible pairs α as above, except that for each above X the set {fi(X)}ni=1 is
orthonormal in L2. Note that each unbiased estimation scheme for PRA or for CovA is
also an unbiased estimation scheme for b and c. Let us consider an unbiased estimation
scheme SAve for Ave given by the formula for estimator
ÂveSAve = g[0] (2.139)
and the following formula for estimator giving an N -step MC scheme SAve(N) using SAve
ÂveSAve(N) =
1
N
N−1∑
i=0
g[i]. (2.140)
For N ∈ N, N > 1, let us consider scheme SCov(N) given by the following formula for
estimator of C˜ov
̂˜
CovSCov(N) =
1
N − 1
N−1∑
i=0
g1[i]g2[i]− 1
N(N − 1)(
N−1∑
i=0
g1[i]
N−1∑
i=0
g2[i]). (2.141)
We define an unbiased estimation scheme P1 for PRA as trivial extensions of n+1 schemes
(SPR, . . . , SPR, SAve) using ψ, and an unbiased estimation scheme C1(N) for CovA as
trivial extensions of n+ 1 schemes (SCov(N), . . . , SCov(N), SAve(N)) also using ψ. Each
estimand CovAk and estimator ĈovAk,C1(N), k ∈ In, is translation-invariant in all functions
(see Definitions 12 and 14), while for each k ∈ In, estimator ĉk,P1 satisfies the assumptions
of Lemma 13 (and so does b̂k,P1) in the n+ 1st function for n = 1 in this lemma and each
(µ, f) ∈ DCovA, since for X ∼ µ, we have Z1 = fk(X) and E(Z21 ) = 1. Thus P1 can have
much higher inefficiency constant than C1(N) for estimation of ck and bk, k ∈ In, in the
sense of Theorem 15. However, as we shall now show, for each k ∈ In and N ∈ N+, N > 2,
there exists α ∈ V such that
dck,P1(α) < dck,C1(N)(α). (2.142)
For a MC scheme P1(N) using scheme P1 in N steps, we have from (2.120) that (2.142) is
equivalent to dck,P1(N)(α) < dck,C1(N)(α), and since both schemes use the same number of
evaluation vectors for the n+ 1st function and both are unbiased, this is equivalent to
Eα(ĉ
2
k,P1(N)) < Eα(ĉ
2
k,C1(N)). (2.143)
We will need the following lemma which we prove in Appendix F.
Lemma 20. For a random variable X ∈ L4, E(X) = 0, 0 < E(X2), let Y ∼ µNX . Let us
denote for l ∈ I2,
Y l =
1
N
(
N∑
i=1
Y li
)
. (2.144)
Then it holds
E(Y 2
2
) <
(
N
N − 1
)2
E((Y 2 − Y 2)2). (2.145)
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Thus for (2.143) to hold it is sufficient to take α = (µ, (fi)
n+1
i=1 ) ∈ Dc such that for X as
in the above lemma, for which further E(X2) = 1 (e. g. P(X = 1) = P(X = −1) = 12), it
holds X ∼ µ and fk(X) = fn+1(X) = X.
For m ∈ N+, let us consider a Q whose restriction to Tm is a function of the first m so
restricted moments as in Section 2.2 and such that GQ has degree rQ. We define estimand
PRQ on admissible pairs of two distributions and two real-valued functions with sets of
arguments’ indices ({1}, {1, 2}), consisting of all possible α = ((µ1, µ2), (f1, f2)), such that
for P ∼ µ1 and R ∼ µ2 it holds f2(P,R) ∈ Lm and for hQ corresponding to the symmetric
unbiased estimator of GQ in rQ dimensions as in (2.129), for R˜ ∼ µrQR and independent of
P , it holds
hQ(f2)(P, R˜)f1(P ), hQ(f2)(P, R˜) ∈ L1 (2.146)
(this will be needed for our estimators to be integrable), in which case
PRQ(α) = E(f1(P )Q(f2(P,R)|P )). (2.147)
We also define estimand CovQ on pairs α as above for which additionally for the above P
it holds f1(P ) ∈ L1, in which case
CovQ(α) = Cov(f1(P ), Q(f2(P,R)|P )). (2.148)
Let the estimand AveQ be defined as in the previous section, but for NP = 1, for which
it is an estimand on admissible pairs of two distributions and single functions. We define
n+1 estimands PRAQ as trivial extensions of n+1 estimands (PRQ, . . . , PRQ,AveQ) us-
ing the above ψ, and n + 1 estimands CovAQ as trivial extensions of n + 1 estimands
(CovQ, . . . , CovQ,AveQ) also using ψ. We define n + 1 estimands bQ and cQ whose
coordinates are equal to these of coordinates of PRAQ or equivalently of CovAQ, re-
stricted to α = ((µ1, µ2), (fi)
n+1
i=1 ) such that for P ∼ µ1 and R ∼ µ2, the set {fi(P )}i∈In
is nonzero orthogonal in L2 for bQ or orthonormal for cQ, E(fi(P )) = 0, i ∈ In, and
Q(fn+1(P,R)|P ) ∈ L2, so that bQi(α) is the coefficient of f ′i(P ) = fi(P )Var(fi(P )) , i ∈ In, and
bQn+1(α) of 1, in the orthogonal projection of Q(fn+1(P,R)|P ) onto span({f ′i(P )}ni=1∪{1}).
Let us consider an unbiased estimation scheme SCovE(N) for CovE, such scheme SPRE
for PRE, as well as SAveE and SAveE(N) for AveE, which are counterparts of the above
schemes SCov, SPR, SAve, and SAve(N) and whose formulas for their respective esti-
mators are analogous as for their counterparts but with g2[i] on the rhs of (2.141) and
(2.87) replaced by g2[i][i] for SCovE(N) and SPRE, respectively, and with each g[i] on
the rhs of (2.139) and (2.140) replaced by g[i][i] for SAveE and SAveE(N). The fact that
such schemes are unbiased is an easy consequence of Theorem 28 and (2.146) (note that
hE(f2)(P,R) = f2(P,R)). We also define counterparts of schemes P1 and C1(N) - an
unbiased estimation scheme P1E for PRAE defined as trivial extensions of n+ 1 schemes
(SPRE, . . . , SPRE, SAveE) and scheme C1E(N) for CovAE as such extensions of n+ 1
schemes (SCovE(N), . . . , SCovE(N), SAveE(N)), both using ψ. We define another unbi-
ased estimation scheme SCov2E for CovE given by the formula for estimator
ĈovESCov2E =
1
2
(g2[0][0]− g2[1][0])(g1[0]− g1[1]), (2.149)
and a scheme SAve2E for AveE given by formula
ÂveESAve2E =
1
2
(g[1][0] + g[0][0]). (2.150)
Scheme SAve2E is a symmetrisation of scheme SAveE in the first argument from one to
two dimensions and thus from Theorem 19,
dAveE,SAveE ≤ dAveE,SAve2E ≤ 2dAveE,SAveE . (2.151)
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We define an unbiased estimation scheme C2E for CovAE as trivial extensions of n + 1
schemes (SCov2E, . . . , SCov2E,SAve2E) using ψ. Analogously as above for schemes P1
and C1(N), by arguments based on Theorem 15 one shows that scheme P1E can have
much higher inefficiency constants for estimation of cEk (and thus also bEk) than schemes
C1E(N) and C2E do, and also by an analogous argument as for the former schemes there
exist α ∈ DcEk such that
dcEk,P1E(α) < dcEk,C1E(N)(α). (2.152)
We will now prove that scheme C1E(N) can have arbitrarily higher inefficiency constant for
estimation of cEk (and thus also bEk and CovAE), k ∈ In, than scheme C2E, from which
it also follows that scheme SCovE(N) can have arbitrarily higher inefficiency constant for
estimation of CovE than SCov2E. We have the following lemma, the proof of which is
given in Appendix F.
Lemma 21. For some k ∈ In, let us consider random variables P and R, function fP ∈
L2(µP ), and functions fR,l ∈ L2(µR), l ∈ N+, such that liml→∞Var(fR,l(R)) = ∞ and for
each l ∈ N+, there exists αl = ((µP , µR), fl) ∈ DcE, such that fl,k = fP and fl,n+1(P,R) =
fP (P ) + fR,l(R). Then we have liml→∞ Eαl(ĉE
2
k,C1E(N)) =∞.
For notations as in the above lemma we have from independence of fP (P ) and fR,l(R)
and E(fP (P )) = 0 that cEk(αl) = E(f2P (P )) and it does not depend on l, so that
lim
l→∞
Varαl(ĉEk,C1E(N)) =∞. (2.153)
On the other hand the value of Varαl(ĉEk,C2E) does not depend on l as the evaluations of
fR,l cancel out when evaluating its estimator.
For some Q as above, distributions µ1, µ2, and some m1,m2 ∈ N+, let us define the
corresponding independent random vectors with i. i. d. coordinates P˜ ∼ µm11 and R˜ ∼
µ
m2rQ
2 , and denote R˜Q = ((R˜rQi+l)
rQ
l=1)
m2−1
i=0 . Analogously as when defining the subschemes
of SQ in the previous section, let us define an unbiased estimation scheme SPRQ for
PRQ such that for each P˜ , R˜, and R˜Q corresponding to m1 = 1, m2 = 1 and each
((µ1, µ2), (f1, f2)) ∈ DPRQ, the estimator given by SPRQ fulfills
P̂RQSPRQ(f1, f2)(P˜ , R˜) = Ĉovk,SPRE(f1, hQ(f2))(P˜ , R˜Q). (2.154)
We analogously define unbiased scheme SCovQ(N) for CovQ but for m1 = m2 = N ∈ N+,
N > 1, and using SCovE on the rhs of condition analogous to (2.154), scheme SCov2Q
for CovQ, for m1 = 2,m2 = 1, and using SCov2E on the rhs of such condition, and
the following schemes for AveQ - scheme SAveQ for m1 = m2 = 1 and using SAveE,
SAveQ(N) for m1 = m2 = N and using SAveE(N), and SAve2Q for m1 = 2,m2 = 1
and using SAve2E in the condition. The fact that the above defined schemes are unbi-
ased for estimation of PRQ or CovQ is an easy consequence of (2.130), Theorem 28, and
(2.146), while for AveQ it is consequence of (2.130) and the iterated expectation prop-
erty. Unbiased schemes P1Q for PRAQ, and such schemes C1Q(N) and C2Q for CovAQ
are defined as trivial extensions using ψ of n + 1 schemes (SPRQ, . . . , SPRQ,SAveQ),
(SCovQ(N), . . . , SCovQ(N), SAveQ(N)), and (SCov2Q, . . . , SCov2Q,SAve2Q), respec-
tively. We have a generalization of inequality of inefficiency constants analogous to (2.151)
and with the same justification
dAveQ,SAveQ ≤ dAveQ,SAve2Q ≤ 2dAveQ,SAveQ. (2.155)
For some Q as above let us now consider a random vector with independent coordinates
P = (Pi)
NP
i=1, NP ∈ N+, 0 < Var(Pi) < ∞, random variable R independent of P , f
measurable with f(P,R) ∈ Lm, and hQ(f)(P, R˜) ∈ L2 for R˜ ∼ µrQR and independent of
P (2.146). In our numerical experiments we will be using different schemes defined below
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for estimation of coefficients of elements of the orthogonal set Φ = {Pi−E(Pi)}Ni=1∪{1} and
the orthonormal one Φ′ =
{
Pi−E(Pi)
σ(Pi)
}NP
i=1
∪{1} in the orthogonal projection of Q(f(P,R)|P )
onto span(Φ) for Q equal to E and Var. As these schemes are unbiased for estimation of some
more general estimands we shall start by introducing them. Let us define NP+1-dimensional
vectors of estimands P˜RAQ and C˜ovAQ whose each ith coordinate λ˜ corresponding to such
ith coordinate λ of CovAQ or PRAQ, respectively, for n = NP , is such that λ˜ is defined
on all admissible pairs α˜ = ((µ1,1, . . . , µ1,NP , µ2), (fi)
NP+1
i=1 ) of NP + 1 distributions and
NP + 1 functions with sets of arguments’ indices ({1}, {2}, . . . , {NP }, INP+1) such that for
µ1 =
⊗NP
i=1 µ1,i and pii denoting projection from Bµ1 × . . . × BµN onto the ith coordinate,
i ∈ INP , it holds α = ((µ1, µ2), (f1(pi1), . . . , fNP (piNP ), fNP+1)) ∈ Dλ, in which case
λ˜(α˜) = λ(α). (2.156)
We analogously define estimands b˜Q and c˜Q corresponding to bQ and cQ, respectively. For
µi ∼ Pi, i ∈ INP , and µ = (µi)NPi=1, the coefficients of respective elements of Φ as above in the
orthogonal projection ofQ(f(P,R)|P ) onto span(Φ) are equal to the consecutive coordinates
of b˜Q(α) for α = (µ, (φ1, . . . , φNP , f)), φi(x) =
x−E(Pi)
Var(Pi)
, i ∈ INP , and the coefficients of such
elements Φ′ in this projection are equal to the coordinates of c˜Q(α′) for
α′ = (µ, (φ′1, . . . , φ
′
NP
, f)), (2.157)
where φi(x)
′ = x−E(Pi)σ(Pi) , i ∈ INP . We define evaluation vectors s(l)[i][j] and s(l),k[i][j] as
s[i][j] and sk[i][j] in Section 1.8 but using gl[v1] . . . [vNP+1] rather than g[v1] . . . [vNP+1]
for the same v on the right hand sides of expressions defining them. We define unbiased
estimation schemes P˜1Q for P˜RAQ as well as C˜1Q(N) and C˜2Q for C˜ovAQ (and thus all
three also unbiased for b˜Q and c˜Q) as obvious modifications of the schemes P1Q, C1Q(N),
and C2Q, respectively, whose formulas for estimators have each occurrence of gl[i] replaced
by rl[i] (see (2.80)), l ∈ INP , and gNP+1[i][j] by s(NP+1)[i][j] (see Section 1.8). For instance
for some i ∈ INP , the estimator of CovAQi given by C˜2Q is
̂˜
CovAQ
i,C˜2Q
=
1
2
(ri[1]− ri[0])(s(NP+1)[1][0]− s(NP+1)[0][0]). (2.158)
We shall now introduce a new unbiased estimation scheme SQCov for (C˜ovAQi)
NP
i=1, that
is the first NP coordinates of C˜ovAQ. Let φQ,t be the unbiased symmetric estimator of GQ
in t = 2rQ dimensions, where rQ denotes the degree of GQ as in the previous section. For
k ∈ INP , let
̂˜
CovAQk,0 =
1
2
(φQ,t((s(NP+1)[0][j])
t
j=1)− φQ,t((s(NP+1)[1][j])tj=1))(rk[0]− rk[1]) (2.159)
and introducing a C language-like notation
(a == b)?c : d =
{
c if a = b,
d otherwise,
(2.160)
for l ∈ INP , let
̂˜
CovAQk,l =
1
2
(φQ,t((s(NP+1),l[0][j])
t
j=1)−φQ,t((s(NP+1),l[1][j])tj=1))(rk[0]−rk[1])(k == l?−1 : 1).
(2.161)
The unbiased subscheme of SQCov for estimation of CovAQk, k ∈ INP , is given by the
formula for estimator
̂˜
CovAQk,SQCov =
1
NP + 1
NP∑
l=0
̂˜
CovAQk,l. (2.162)
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We define scheme S˜Q as a one consisting of trivial extensions of subschemes from SQ
from the previous section, for which coordinates of ψ defining the extensions are equal
to φ1 : {1} → N+ : φ1(1) = NP + 1, and also of subchemes of SQCov for which such
coordinates are equal to φ2 = idINP+1 . Intuitively, scheme S˜Q is created by adding to
SQCov subschemes of SQ applied to the NP + 1st function. Such scheme is unbiased
for estimation of estimands λ˜ also created by trivial extensions using the above ψ of
the corresponding estimands λ of scheme SQ for which coordinates of ψ are φ1 and es-
timands (C˜ovAQk)
NP
k=1 for which these coordinates are φ2. Similarly as in the previous
section, let us further add to S˜V ar subschemes from SECov for estimation of C˜ovAEl,
l ∈ INP , symmetrised from two to four dimensions in the NP + 1st argument. Let us
consider the following set of symmetries in different first NP arguments in two dimensions
Π1 =
⋃NP
j=1 ΘNP+1,j,2 and set of symmetries in the NP + 1st argument in four dimensions
Π2 = ΘNP+1,NP+1,4 (see definitions below (1.99)). Subschemes of S˜V ar for estimation of
C˜ovAEl, l ∈ INP+1, (note that C˜ovAENP+1 = A˜ve) are averages of subschemes of C˜2E
with respect to Π1Π2 = {pi1pi2 : pi1 ∈ Π1, pi2 ∈ Π2}, and they use both individually and
together 4(NP + 1) times more evaluation vectors for the last function than the latter, so
that we have
d
C˜ovAEl,S˜V ar
≤ 4(NP + 1)dC˜ovAEl,C˜2E , l ∈ INP+1. (2.163)
Subscheme of S˜V ar for estimation of A˜ve uses 8(NP + 1) times more evaluation vectors for
the last function than the NP + 1st subscheme of P˜1E using one such vector, and it is also
an average of the latter with respect to ΘNP+1,INP ,2Π1Π2, so that from Lemma 17 it easily
follows that
d
A˜ve,P˜1E
≤ d
A˜ve,S˜V ar
≤ 8(NP + 1)dA˜ve,P˜1E . (2.164)
An estimand corresponding to the nonlinearity coefficient (2.39) of Q(f(P,R)|P ) in Pk,
k ∈ INP , for Q = Var,E, is defined as
DNQk = V˜ Q
tot
k − c˜Q
2
k (2.165)
for arguments α′ as in (2.157). We use for its estimation an unbiased scheme which can be
treated as an additional subscheme of a scheme S˜V ar(2) using S˜V ar in two independent
steps, S˜V ari = Apii(S˜V ar) (see Section 2.11), i ∈ I2, and which is given by formula
D̂NQ
k,S˜V ar(2)
=
1
2
2∑
i=1
V̂ Q
tot
k,S˜V ari
−Π2i=1ĉQk,S˜V ari . (2.166)
For the estimand corresponding to the nonlinearity coefficient (2.41) of Q(f(P,R)|P ) in all
coordinates of P , DNQ = V˜ QP −
∑NP
i=1 c˜Q
2
i for Q = Var,E, we use a scheme given by
D̂NQ
S˜V ar(2)
=
1
2
2∑
i=1
V̂ Q
tot
P,S˜V ari
−
NP∑
k=1
Π2i=1ĉQk,S˜V ari
. (2.167)
In our numerical experiments the above schemes for nonlinearity coefficients were used to
obtain estimates once per each two steps of a MC procedure using scheme S˜V ar and thus
the final MC estimator was computed by averaging over two times fewer estimates than
for subschemes of S˜V ar. Correlations between a given function of conditional moments
Q(f(P,R)) and coordinates of P are NP estimands corrQ = (corrQi)
NP
i=1 on common ad-
missible pairs, such that (see (2.30))
corrQi =
b˜Qi
V˜ QP
, i ∈ INP , (2.168)
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is defined on the intersection of domains of the divided estimands. One can compute the
estimates of it for Q = E or Var e. g. by dividing the final MC estimates of bQi and
DQ obtained using scheme S˜V ar and one can use analogously defined schemes S˜Q′ for
estimating corrQi for other Q and Q
′. Note that similarly as for schemes for variance-
based sensitivity indices of conditional expectation in Section 1.8, estimation schemes for
estimands like PRA, CovA, PRE, CovE, and DNEk can be easily generalized to functions
with values in Rm, m ∈ N+, by using appropriate scalar product of vectors instead of
function multiplication in the formulas for estimators. When this should not cause any
misunderstandings, to simplify notations we often drop the tilde sign over the symbols of
schemes or estimands introduced in this section, e. g. write SV ar instead of S˜V ar.
2.15. Schemes for the mean squared error of approximation
Let us consider a Hilbert space H with some scalar product <,>, inducing norm | · |. Let
v ∈ H, Ψ = {ψi}li=1 be an orthonormal set in H, V = span(Ψ), PV be an orthogonal
projection from H onto V , and c = (ci)
l
i=1 be the Fourier’s coefficients of v relative to Ψ,
that is
PV (v) =
l∑
i=1
ciψi. (2.169)
For example we can have H = L2, with scalar product (1.24), v = Q(f(P,R)|P ) for f(P,R)
being some construction of an output of an MR and Q being a function which restricted to
Tm is a function of the first m so restricted moments as in Section 2.2, and ψi = φi(P ) for
some functions φi, i ∈ Il, orthonormal in L2(µP ). Let h = (hi)li=1 ∈ Rl. Squared error of
the approximation of v using Ψ · h = ∑li=1 hiψi in H, denoted as err(h), fulfills
err(h) = |v −Ψ · h|2
= |PV (v)−Ψ · h|2 + |v − PV (v)|2,
(2.170)
where in the second equality we used the fact that v−PV (v) is orthogonal to V and in the
last the fact that Ψ is orthonormal. Let us consider an unbiased estimator w = (wi)
l
i=1 of c
for some distribution ν so that Eν(w) = c and let us further assume that wi ∈ L2(ν), i ∈ In.
For instance for the above example, some unbiased estimation scheme κ = (κi)
l
i=1, l > 1,
for cQ for n = l − 1 as in the previous section, V = DcQ, and for (µ, g) ∈ V such that
µ = (µP , µR) and g = (φ1, . . . , φn, f), we can take ν = µ
pκ and w = φκ,V(g) (see (2.84)).
From (2.170), the average squared error of approximation of v using estimates of c given
by w(X), X ∼ ν, fulfills
E(err(w(X))) =
l∑
i=1
Var(wi(X)) + |v − PV (v)|2
= Var(w(X)) + |v − PV (v)|2,
(2.171)
where by variance in the last term we mean variance for random vectors defined as in
Section 1.4 using the standard scalar product in Rl. Since for a fixed v and orthonormal
set Ψ, |v − PV (v)| is constant, we get lower mean squared approximation error when using
estimator of orthogonal projection coefficients onto Ψ with lower sum of variances of its
coordinates. Thus standard scalar product is here a natural choice for defining variance
used to quantify error of approximation of c by w for ν.
We define an estimand ErrQ on all admissible pairs α = (µ, s) = ((µ1, µ2), (s1, s2)) of
two distributions and two functions with sets of arguments’ indices ({1, 2}, {1}), such that
for each P ∼ µ1 and R ∼ µ2, it holds s1(P,R) ∈ Lm, s2(P ) ∈ L2, and for R˜ ∼ µrQ2 and
independent of P , it holds hQ(s1)(P, R˜) ∈ L2, in which case
ErrQ(α) = E((Q(s1(P,R)|P )− s2(P ))2). (2.172)
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For the above discussed example in which v = Q(f(P,R)|P ), for s1 = f , h ∈ Rl, and
s2(P ) =
∑l
i=1 hiφi(P ), ErrQ(α) is equal to err(h). Let us consider an unbiased estimation
scheme SErrE for ErrE, defined by formula
ÊrrESErrE = (g1[0][0]− g2[0])(g1[0][1]− g2[0]). (2.173)
The fact that it is unbiased follows from formula (1.67) in Theorem 4 since for α = (µ, s) ∈
DErrE , X ∼ µpSErrE , and p(x1, x2) = s1(x1, x2)− s2(x1), we have
ÊrrESErrE(f)(X) = E(p(X1, X2[0])p(X1, X2[1]))
= E((E(p(X1, X2[0])|X1))2)
= E((E(s1(X1, X2[0])|X1)− s2(X1))2).
(2.174)
Analogously in Section 2.13, we define scheme SErrQ giving an unbiased estimator of ErrQ
such that for (µ, s) ∈ DErrQ, P ∼ µ1, R ∼ µ2, and R˜ ∼ µ2rQ2 and independent of P , it holds
ÊrrQSErrQ(s)(P, R˜) =
1
|ΨQ|
∑
pi∈ΨQ
ÊrrESErr(hQ(s1), s2)(P, R˜pi), (2.175)
and we add to scheme SErrV ar subschemes for estimation of ErrE which are created by
symmetrisation of subschemes from SErrE from 2rE = 2 to 2rV ar = 4 dimensions in the
second argument.
2.16. Variances of the new estimators for the RTC and GD
methods
In our numerical experiments which we describe in the further sections, the estimates of
variances of various unbiased estimators of main and total sensitivity indices of conditional
variance from Section 2.13 as well as such estimators of orthogonal projection coefficients
of conditional variance and expectation onto the span of model parameters and constants
significantly depended on whether the GD or the RTC method was used and on the order
of reactions in the GD method. Using notations as in Section 1.12, for s such that α =
((µP , µR), (s, f)) ∈ DCovE and P˜ ∼ µ2P and independent of R, it holds
4Eα(ĈovE
2
SCov2E) = E((f(P˜ [0], R)− f(P˜ [1], R))2(s(P˜ [0])− s(P˜ [1]))2)
= E(msd(P˜ [0], P˜ [1])(s(P˜ [0])− s(P˜ [1]))2),
(2.176)
so the inequalities between the variances Varα(ĈovESCov2E) should also be the same as for
msd(p1, p2) for all appropriate p1, p2 as in Section 1.12 depending on the method used. By
an analogous argument the same applies to the variances of estimators ĈovAEk,C2E , k ∈ In
for appropriate admissible pairs. For some l, n,m ∈ N+, let us now consider two functions
φ : Il → In and ψ : Il → Im, a random vector with not necessarily independent coordinates
P ′ = (P ′i )
n
i=0, P
′
i ∼ P, i ∈ In, and a random vector R˜ ∼ µmR , independent of P ′. We have
E((
l∑
i=1
f(P ′φ(i), Rψ(i)))
2) =
∑
i,j∈Il
E(f(P ′φ(i), Rψ(i))f(P
′
φ(j), Rψ(j))). (2.177)
By a proof similar as of Theorem 4, for ψ(i) 6= ψ(j), it holds
E(f(P ′φ(i), Rψ(i))f(P
′
φ(j), Rψ(j))) = E(E(f(P
′
φ(i), R)|P ′φ(i))E(f(P ′φ(j), R)|P ′φ(j))), (2.178)
which, given f(P,R) = g(h(P,R)), is determined by the distribution of (P ′φ(i), P
′
φ(j)), g, and
the reaction network RN used in the definition of MR, and thus its value should not depend
on the construction of MR being used. For ψ(i) = ψ(j),
E(f(P ′φ(i), Rψ(i))f(P
′
φ(j), Rψ(j)) = E(f(P,R)
2)− 1
2
msd(P ′φ(i), P
′
φ(j)). (2.179)
57
From the above calculations it easily follows that the inequality between the variances of
estimators like ÂveESAve2E , ĈovAEn+1,C2E , and ÂveS˜V ar, for the appropriate admissible
pairs corresponding to f , P , R, for different constructions should be opposite than the
inequalities between msd(p1, p2) for all p1 and p2 as in Section 1.12. In our numerical
experiments discussed in the next section the estimates of variances of estimators ĉEk,C2E
were often much lower and of estimators ĈovAEn+1,C2E and ÂveS˜V ar higher when using the
RTC than the GD method. However, for the MBMD model, as discussed in Section 2.17.4,
some estimates of variance of ĉEk,C2E in our experiments were statistically significantly
higher while of ĈovAEn+1,C2E (denoted there as ÂveC2E) smaller for the RTC than the
GD method, from which it follows that for this model and its output, similarly as for the
ones from Section E of [53], there exist parameters p1, p2, for which msd(p1, p2) is higher
for the RTC than the GD method.
2.17. Numerical experiments
2.17.1. Implementation extensions and tests of validity of the inefficiency
constants of schemes
The numerical experiments in this work were run using the same hardware and operating
system as described in Section 1.13. The program described in that section was extended by
adding implementations of MC procedures using the new estimators described in sections
2.13, 2.14, and 2.15. Figure 2.1 describes basic specification process and the corresponding
results of computations with our extended program. We carried out a numerical experiment
comparing the average execution times of MC procedures using schemes S˜V ar, SE, C1E,
and C2E, and the same number of simulations of the RTC or GD methods for the outputs
of the SB, GTS, and MBMD models defined in sections 1.14.1, 1.14.2, and 1.14.3. For NP
denoting the number of parameters of a given model, k = 50 for the GTS model and k = 500
for the other models, for each model we performed a 50-step MC procedure measuring in
each step the execution time of k MC-steps using scheme S˜V ar, 2k MC-steps of scheme
SE, one MC-step of C˜1E(8(NP + 1)k), and 4(NP + 1)k MC-steps of scheme C˜2E. The
computed mean execution times are presented in Table 2.1. From the table we can see that
the mean execution times of our implementations of the procedures using different schemes
and simulation methods and a given model for the same number of process simulations are
comparable. For this reason and to make our analysis independent of the implementation or
computer architecture used, rather than comparing the estimates of inefficiency constants of
sequences of MC procedures, in our numerical experiments we shall focus on comparing the
estimates of variances of the final MC estimators for the same number of process simulations
carried out in the MC procedures, the ratio of such variances being equal to the ratio of
appropriate inefficiency constants of the schemes used, as discussed in sections 1.10 and 2.9.
2.17.2. SB model
Let us consider the SB model and its output from Section 1.14.1. See [3] and Appendix G for
derivation of some analytical expressions for the sensitivity indices and orthogonal projection
coefficients in this model. Some values obtained from these expressions are presented in
Table 2.2 and the main Sobol’s indices of conditional expectation and variance are also
shown on pie charts in Figure 2.2. For computations with this model we used only the RTC
method since for a reaction network with one reaction there is no difference in variance
of our estimators using the GD and RTC methods. We performed a one-million-step MC
procedure using scheme SV ar. The computed sensitivity indices, orthogonal projection
coefficients, and nonlinearity coefficients are presented in Table 2.3, while the mean value
and average variance of the model output are given in Table 2.6. The results of computations
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Choose the scheme:
Specify the reaction network, distribution
of parameters, and output of MR. Give
the number of MC steps.
Choose the simulation method:
EM ET SE SV ar P1E P1V ar C1V ar
GD
C1E C2E
RTC
C2V ar SErrV ar
V V ari, V V ariOutput estimates of: V totiVi ErrE,ErrV arcEi, bEi cV ari, bV ari
Figure 2.1: Diagram describing the basic specification process and the corresponding results
of computations carried out with our program. See Section 1.13 for details on specification of
MR and sections 1.8, 2.13, 2.14, and 2.15 for definitions of the above schemes and estimands.
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MR
SE SV ar C1E C2E
RTC
SB 1.8845± 0.0014 1.9893± 0.0020 2.1302± 0.0015 1.9872± 0.0015
GTS 2.616± 0.014 2.612± 0.010 2.6934± 0.0045 2.6419± 0.0058
MBMD 2.1798± 0.0068 2.5835± 0.0048 2.2885± 0.0039 2.2357± 0.0049
MR GD
SB 1.9782± 0.0029 2.1013± 0.0023 2.4037± 0.0028 2.1594± 0.0028
GTS 2.734± 0.010 2.705± 0.016 2.8295± 0.0070 2.7709± 0.0079
MBMD 2.1564± 0.0090 2.6173± 0.0088 2.2450± 0.0081 2.2058± 0.0082
Table 2.1: Estimates of mean execution times in seconds computed from 50 runs of the
MC procedures involving the same number of simulations of the GD or RTC constructions
for each model and using different schemes as explained in Section 2.17.1.
are in good agreement with the analytically computed values in Table 2.2 and Appendix
G. We performed a ten-million-step MC procedure using scheme SErrV ar to estimate
the mean squared error of approximation of the conditional expectation and conditional
variance of the output using linear combinations of elements of the set of centered model
parameters and constant one, that is the set Φ = {Pi−E(Pi)}NPi=1∪{1}, using as coefficients
the estimates of (bE1, . . . , bENP , Ave) from Tables 2.3 and 2.6 when approximating the
conditional expectation, and estimates of (bV ar1, . . . , bV arNP , AveV ar) from these tables
when approximating the conditional variance. We obtained estimates of mean squared
approximation error 0.027±0.022 for the conditional expectation and 1±15 for the variance,
both being in good agreement with the values of these errors we computed analytically,
approximately equal to 0.00051 and 0.0062, respectively. We also performed a numerical
experiment comparing the estimates of variances of the final MC estimators of different
indices using scheme SV ar in 25000 steps, scheme SE in 50000, and schemes EM and ET
in 100000 steps, so that each above MC procedure used the same number of one million
process simulations. We ran each above procedure five times collecting in each run the
estimate of variance of the final MC estimator (E.16), and finally computing the estimate
of mean and standard deviation of the estimates of variances as described in Appendix E.
The results are presented in Table 2.4 and in Figure 2.3, from which we can see that the
estimates of variances of the final MC estimators given by scheme EM are approximately
two times lower than for scheme SE and four times lower than for scheme SV ar for the
main sensitivity indices of all parameters except K3 and analogously for schemes ET , SE,
and SV ar for the total sensitivity indices of these parameters. Such proportions correspond
to equalities in the rhs inequalities of relations (1.111), (2.136), and (2.137) for the main
as well as in the relations (1.110), (2.136), and (2.138) for the total sensitivity indices
of conditional expectation. For Φ′ = {Pi−E(Pi)σ(Pi) }
NP
i=1 ∪ {1}, that is the set of normalized
centred parameters and constant one, we also performed a numerical experiment comparing
the variances of MC methods estimating the coefficients of orthogonal projection of the
conditional expectation and conditional variance onto span(Φ′). We used scheme SV ar
in k = 100 steps for estimating the orthogonal projection coefficients of both conditional
expectation and conditional variance. For NP = 4 denoting the number of parameters,
we also carried out MC procedures using 4(NP + 1)k steps of scheme C2E, 8(NP + 1)k
steps of P1E, and a single step of C1E(8(NP + 1)k) for the conditional expectation. For
the conditional variance we applied besides scheme SV ar also 4(NP + 1)k steps of scheme
P1V ar, single step of C1V ar(4(NP + 1)k), and 2(NP + 1)k steps of C2V ar. The same
number of 4000 process evaluations was used in each above method. We performed a 200
step procedure to compute the mean variances of the final MC estimators. For schemes C1E
and C1V ar, the variance in each step was computed using unbiased estimator of variance
computed from a sample of ten runs of the method, while for the other methods this was
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an estimate of variance of the mean computed in the method using estimator (E.12). Let
ΣQ for Q = V ar,E be defined as a sum of variances of the final MC estimators of all
the coefficients of orthogonal projection of Q(f(P,R)|P ) onto span(Φ′) given by certain
scheme. From discussion in Section 2.15, using the coefficients computed with a scheme
with lower value of ΣQ should lead to lower average error of approximation of Q(f(P,R)|P ).
Furthermore, from discussion in sections 2.9 and 2.15 the ratio of values of ΣQ when using
different schemes and the same number l of process simulations is equal to the ratio of
inefficiency constants of these schemes for estimating the vector of projection coefficients,
with variances in definitions of the constants being given by standard scalar product. In
each of the above 200 steps we also obtained estimates of ΣQ for different schemes by
summing the estimates of variances of the estimators of the coefficients and then computed
the mean from all steps. The results of the above numerical experiment are presented in
Table 2.5 and Figure 2.4. From the table we can see that ΣE is lowest for scheme C1E,
followed by C2E, SV ar, and P1E, while ΣV ar is lowest for SV ar followed by P1V ar,
C2V ar, and C1V ar. The reader can easily confirm that the results in Table 2.5 are in good
agreement with various inequalities between variances of estimators of orthogonal projection
coefficients given in Section 2.14.
i V˜i V˜
tot
i S˜i S˜
tot
i bEi
C 310 310 0.451 0.451 1
K1 300 300 0.436 0.436 100
K2 75 75 0.109 0.109 100
K3 3 3 0.0044 0.0044 100
i Vi V
tot
i Si S
tot
i
P 688 0.80
R 170 0.20
P,R 858 858 1 0
i V V ari V V ar
tot
i SV ari SV ar
tot
i bV ari
C 0 0 0 0 0
K1 300 300 0.794 0.794 100
K2 75 75 0.198 0.198 100
K3 3 3 0.00794 0.00794 100
K3 3 3 0.00794 0.00794 100
P 378 1 1 1
Table 2.2: Values of sensitivity indices and orthogonal projection coefficients onto model pa-
rameters of conditional expectation and variance in the SB model, obtained using analytical
expressions from Appendix G and [3].
2.17.3. GTS model
Let us consider the GTS model and its output from Section 1.14.2. We performed a 250000
step MC procedure using scheme SV ar and the RTC method. The estimates of different
coefficients and sensitivity indices obtained in this procedure are given in Table 2.7 and
figures 2.5 and 2.6. The estimates of mean and average variance of the output from the
procedure are given in Table 2.6. Note that the sum of Sobol’s interaction indices, equal to
the proportion of total arc lenght of each pie chart occupied by the empty sector in Figure
2.5 (see also formula 1.42), is much higher for the conditional variance than the conditional
expectation. From Table 2.7 and Figure 2.6 we can also see that the total sensitivity indices
of conditional variance are significantly higher than the main sensitivity indices, especially
for the parameters γ and α2, and that the order of the parameters with respect to the total
indices of conditional variance is different than with respect to its main indices.
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Figure 2.2: The proportion of the total arc length occupied by a sector of a pie chart is
equal to the main Sobol’s sensitivity index of conditional expectation in (a) or conditional
variance in (b) of the output of the SB model with respect to its given parameter.
We performed a 2.5-million-step MC procedure using scheme SErrV ar to estimate
the mean squared error of approximation of conditional expectation and variance of the
output using linear combinations of centered parameters and constant one as in the previous
section, taking as coefficients the estimates of bEi and bV ari from Table 2.8 and estimates
of mean and mean variance from Table 2.6. We obtained estimates of error for conditional
expectation 1.779± 0.100 and for variance 2.27± 0.14 · 103, both being significantly higher
than zero and not significantly different from the estimates of squares of the best possible
linear approximation errors, equal to the values of DNE and DNV ar given in Table 2.7.
In Table 2.8 we present estimates of variances of the final MC estimators of the procedures
using the RTC and the GD methods and 1000 steps of scheme SV ar, 2000 of SE, and
4000 of EM and ET , so that the variances are computed for the same number of process
simulations used by the schemes. The mean estimates of variances for each method were
computed analogously as in the previous section, except that fifty rather than five runs
of each procedure were carried out to compute the means and standard deviations. Note
that the estimates of variances of estimators from scheme SV ar for estimation of some
main sensitivity indices in Table 2.8 are significantly lower than these of the subschemes of
scheme EM introduced in [3] and analogously for the total sensitivity indices and scheme
ET . For instance the estimate of variance of the total sensitivity index with respect to the
parameter β computed using scheme SV ar is about 2.45 times lower than the one from
scheme ET , both using the GD method, which is not far from the theoretical bound of 3
corresponding to equality in the lhs of relation (2.138). From Table 2.8 we can also see that
the estimates of variances of estimators from scheme SV ar are lower for the RTC than the
GD method for all the main and total indices of the conditional expectation. They are even
over 4 times lower for the total and main sensitivity index with respect to the parameter β.
We carried out a numerical experiment comparing the variances of estimation schemes
for orthogonal projection coefficients which was analogous as in the previous section, except
that here for schemes C2E, C2V ar, and SV ar we tested the GD and RTC methods sep-
arately. The results are presented in Table 2.9 and values of ΣE and ΣV ar also in Figure
2.7. From Table 2.9 we can see that the estimates of variances of orthogonal projection
coefficients onto normalized centred parameters computed with the use of schemes C2E
and SV ar for conditional expectation and C2V ar for conditional variance are significantly
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i V˜i V˜
tot
i S˜i S˜
tot
i bEi DNEi
C 309.83± 0.37 309.83± 0.37 0.45 0.45 0.9994± 0.0012 −0.45± 0.72
K1 299.80± 0.36 299.80± 0.36 0.44 0.44 99.93± 0.12 −0.05± 0.70
K2 74.895± 0.091 74.895± 0.091 0.11 0.11 99.83± 0.13 −0.16± 0.18
K3 2.9991± 0.0039 2.9999± 0.0039 0.0044 0.0044 100.15± 0.33 −0.0173± 0.0073
i Vi V
tot
i Si S
tot
i DNE −0.27± 0.56
P 687.43± 0.54 698.59± 0.55 0.8 0.81
R 158.79± 0.13 169.95± 0.13 0.19 0.2
P,R 857.38± 0.56 857.38± 0.56 1 1
i V V ari V V ar
tot
i SV ari SV ar
tot
i bV ari DNV ari
C 0 0 0 0 −7.2± 6.5 · 10−4 0
K1 301.5± 5.6 301.1± 5.6 0.79 0.79 99.62± 0.36 2.9± 7.8
K2 76.2± 2.4 75.5± 2.4 0.2 0.2 100.34± 0.44 0.7± 3.1
K3 3.27± 0.42 3.08± 0.43 0.0086 0.0081 101.85± 0.90 −0.08± 0.53
P 380.7± 6.1 380.7± 6.1 1 1 DNV ar 4.1± 4.3
Table 2.3: Estimates of various indices and coefficients for the SB model computed in a
one-million-step MC procedure using the RTC algorithm and scheme SV ar.
i
SE EM ET SV ar
Vi
C 2.6922± 0.0061 1.3437± 0.0019 5.356± 0.024
K1 2.696± 0.012 1.3687± 0.0053 5.221± 0.023
K2 0.1754± 0.0016 0.09212± 0.00037 0.33392± 0.00043
K3 3.839± 0.037 · 10−4 2.490± 0.010 · 10−4 6.279± 0.024 · 10−4
i V˜ toti
C 2.6922± 0.0061 1.3474± 0.0039 5.356± 0.024
K1 2.696± 0.012 1.3684± 0.0030 5.221± 0.024
K2 0.1754± 0.0016 0.09266± 0.00016 0.33393± 0.00046
K3 3.842± 0.033 · 10−4 2.498± 0.012 · 10−4 6.276± 0.031 · 10−4
Table 2.4: Estimates of variances of the final MC estimators of the sensitivity indices of
conditional expectation using different schemes and the SB model.
lower for the RTC than the GD method for most coefficients. On the other hand, these
variances are higher for the RTC than the GD method for all the coefficients of projections
onto constant one (that is the averages AveE and AveV ar), for these schemes. From Table
2.9 and Figure 2.7 we can also see that ΣE is similarly as for the SB model lowest for the
scheme C1E, followed by scheme C2E using RTC and then GD methods, but in contrast to
the SB model now next comes scheme P1E and then SV ar using RTC and GD methods.
As opposed to the SB model, for the GTS model ΣV ar is lowest for scheme C2V ar for the
RTC method and for scheme P1V ar, followed by C2V ar for the GD method, SV ar for the
RTC and GD methods, and finally C1V ar.
Let us now illustrate the theory from Section 2.5, using notations from there. Let the
distribution of vector Y be as of the parameter vector of the GTS model defined above and
let the new parameter vector X have distributions of all coordinates as in Y , except for the
ith coordinate, for certain i ∈ I4, which has distribution U(0.8vi, 1vi) for vi equal to the
fixed value of that parameter in [47]. We have µY (BX) =
1
2 and P (A) = 1. Using inequality
(2.65) for a perturbation ∆i = 0.2vi of only the ith parameter and values of DNEi and bEi
from Table 2.7, we receive an estimate of the lower bound on the probability that the effect
of this perturbation on the mean number of particles has the same sign as bEi, equal to 95%,
84%, 89%, and 88%, for the consecutive i ∈ I4. Let now Y and X both have distributions
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Figure 2.3: Chart (a) shows the ratios of estimates of variances of estimators of the main
sensitivity indices given by schemes EM and SE to the estimate of variance of such estima-
tor given by scheme SV ar for the SB model output, and chart (b) of estimates of variances
of estimators of the total sensitivity indices given by schemes ET and SE to such estimate
for scheme SV ar. See Section 2.17.2 for details.
as the parameter vector of the GTS model and consider a perturbation ∆i = 0.1vi only of
the ith parameter. We now have µY (BX) = 1, P (A) =
3
4 , and the estimates of bounds on
the probabilities as above are equal to 64%, 43%, 52%, and 50%, for the consecutive i ∈ I4.
2.17.4. MBMD model
Let us finally consider the MBMD model and its output from Section 1.14.3. We performed
a one-million-step MC procedure computing various indices and coefficients using the RTC
method and scheme SV ar. The results are presented in Table 2.10 and on Figure 2.8.
We carried out a ten-million-step MC procedure using scheme SErrV ar to estimate the
mean squared error of approximation of conditional expectation and variance using linear
combinations of centred parameters and constants and estimates of bEi and bV ari from
Table 2.10 and mean and mean variance from Table 2.6 as coefficients, analogously as in
the previous sections. We obtained estimates of error for conditional expectation 3.091 ±
0.094·10−2 and for variance 0.000±0.027, which are not significantly different from estimates
of the squared best theoretical errors DNE and DNV ar in Table 2.10. We carried out 500
independent runs of 250-step MC procedures using scheme SV ar and RTC, GDI, and GDR
methods described in Section 1.14.3 to get estimates of variances of the final MC estimators
of the sensitivity indices of conditional variances from this scheme, analogously as for the
indices of conditional expectations in the previous sections. The results are presented in
Table 2.11 and Figure 2.9. For all the parameters except C the estimates of variances are
lowest for the RTC method, followed by the GDI, and then the GDR method, while for C
they are lower for the GDR than the GDI method, with the RTC method still yielding the
smallest variance. The estimate of variance of the final MC estimator of the main sensitivity
index of conditional variance with respect to Kd1 is even about 48 times higher for the
RTC than the GDI method. Qualitatively the same results were obtained for variances of
estimators of total sensitivity indices using this scheme (data not shown).
We also performed an experiment comparing the variances of estimators of orthogonal
projection coefficients from 200 independent runs of MC procedures using different above
constructions of the MBMD model and 100 runs of scheme SV ar and procedures using
schemes C2E and C2V ar using the same number of process evaluations, similarly as in the
previous sections. The results are presented in Table 2.12 and Figure 2.10. We can see that
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i
cEi
P1E C1E C2E SV ar
C 13.414± 0.014 0.2039± 0.0073 0.4107± 0.0015 4.473± 0.065
K1 13.417± 0.014 0.1913± 0.0068 0.4118± 0.0015 4.366± 0.060
K2 13.456± 0.014 0.2158± 0.0079 0.3635± 0.0014 1.318± 0.022
K3 13.436± 0.015 0.2198± 0.0075 0.3491± 0.0013 0.3232± 0.0057
Ave 2.1403± 0.0033 · 10−1 0.1930± 0.0064 2.5423± 0.0055 · 10−1 3.851± 0.034
ΣE 53.936± 0.033 1.024± 0.016 1.7892± 0.0043 14.33± 0.11
i
cV ari
P1V ar C1V ar C2V ar SV ar
C 232.2± 1.3 4.60± 0.15 · 104 279.1± 2.0 1.308± 0.038
K1 145.06± 0.94 2.753± 0.095 137.8± 1.2 38.1± 1.1
K2 144.96± 0.86 0.669± 0.023 134.1± 1.1 13.88± 0.43
K3 144.48± 0.91 2.820± 0.092 · 10−2 133.7± 1.1 2.443± 0.076
AV 92.01± 0.44 90.1± 2.8 116.94± 0.95 184.6± 3.0
ΣV 758.7± 3.8 4.61± 0.15 · 104 801.7± 4.5 240.3± 3.4
Table 2.5: Estimates of variances of the final MC estimators of orthogonal projection coef-
ficients of conditional expectation and conditional variance for the SB model as explained
in Section 2.17.2. AV is an abbreviation for AveV ar, and ΣV for ΣV ar.
MR Ave AveVar
SB 230.004± 0.020 169.95± 0.13
MBMD 10.0298± 0.0019 7.1035± 0.0051
GTS 30.244± 0.021 370.05± 0.40
Table 2.6: Estimates of the means and average variances of outputs of the SB and MBMD
models computed in a one-million-step and of the GTS model in a 250000-step MC proce-
dure using scheme SV ar and the RTC algorithm.
for schemes C2E and SV ar for the coefficients of conditional expectation, as well as for
scheme C2V ar for the coefficients of conditional variance, the GDR method yields highest
variance of the estimators of coefficients of orthogonal projection onto normalized centered
parameters and the lowest variance for the averages for both conditional expectations and
variances. For all of the schemes, using the GDR method leads to highest estimates of ΣE
and ΣV ar, followed by the RTC method, and finally by the GDI method. Note that for the
parametersKb1 andKd1 the estimates of variances of estimators of the orthogonal projection
coefficients of conditional expectation from scheme C2E are statistically significantly higher
when using the RTC than the GDI method, while the opposite sharp inequality holds for
the estimand Ave, which, as discussed in Section 1.12, shows that for this model the value
of msd(p1, p2) defined by (1.113) must be higher for certain parameter values when using
the RTC than the GD method, both with the initial order of indices.
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Figure 2.4: Estimates for the SB model of quantities ΣE in chart (a) and ΣV ar in chart
(b) for different estimation schemes of orthogonal projection coefficients of conditional ex-
pectation in (a) and variance in (b) for the computations described in Section 2.17.2.
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Figure 2.5: Pie charts analogous as in Figure 2.2 but for the GTS model.
66
alpha1 alpha2 beta gamma0
5
10
15
20
25
30
35
40
45
Sensitivity indices of conditional expectation
 
 
VEi
VEtoti
(a)
alpha1 alpha2 beta gamma0
1000
2000
3000
4000
5000
Sensitivity indices of conditional variance
 
 
VVari
VVartoti
(b)
Figure 2.6: Estimates of the main and total sensitivity indices of conditional expectation in
chart (a) and variance in chart (b) of the GTS model output as discussed in Section 2.17.3.
i V˜i V˜
tot
i S˜i S˜
tot
i bEi DNEi
α1 42.41± 0.17 42.64± 0.17 0.43 0.44 1.1255± 0.0031 0.86± 0.25
α2 13.628± 0.097 14.289± 0.100 0.14 0.15 −1.9959± 0.0067 0.81± 0.13
β 2.780± 0.034 2.859± 0.035 0.028 0.029 −5.738± 0.028 0.116± 0.047
γ 38.14± 0.18 38.92± 0.18 0.39 0.4 52.90± 0.16 1.68± 0.26
i Vi V
tot
i Si S
tot
i DNE 1.45± 0.13
P 97.73± 0.26 248.77± 0.36 0.21 0.53
R 219.01± 0.42 370.05± 0.40 0.47 0.79
P,R 467.79± 0.44 467.79± 0.44 1 1
i V V ari V V ar
tot
i SV ari SV ar
tot
i bV ari DNV ari
α1 3.64± 0.12 · 103 4.78± 0.13 · 103 0.45 0.59 10.385± 0.058 1.25± 0.15 · 103
α2 1.02± 0.10 · 103 2.38± 0.12 · 103 0.13 0.29 17.88± 0.15 1.29± 0.13 · 103
β 1116± 50 1487± 61 0.14 0.18 109.98± 0.71 467± 67
γ 2.1± 1.3 · 102 1.71± 0.15 · 103 0.025 0.21 −33.3± 3.0 1.75± 0.18 · 103
P 8.16± 0.16 · 103 8.16± 0.16 · 103 1 1 DNV ar 2.63± 0.10 · 103
Table 2.7: Estimates of different sensitivity indices and coefficients for the GTS model
computed in a 250000-step MC procedure using scheme SV ar.
i
SE EM ET SV ar
GD RTC GD RTC GD RTC GD RTC
V˜i
α1 16.05± 0.14 7.697± 0.086 13.820± 0.089 6.307± 0.053 11.56± 0.14 7.086± 0.087
α2 5.350± 0.068 4.067± 0.050 5.098± 0.053 3.636± 0.034 2.876± 0.051 2.428± 0.039
β 3.118± 0.058 0.640± 0.022 2.960± 0.043 0.586± 0.016 1.239± 0.021 0.283± 0.013
γ 11.41± 0.11 9.950± 0.098 9.733± 0.074 7.635± 0.051 8.69± 0.13 8.28± 0.10
i V˜ toti
α1 16.27± 0.15 7.721± 0.085 13.755± 0.082 6.349± 0.058 11.60± 0.14 7.110± 0.090
α2 5.720± 0.075 4.223± 0.052 5.463± 0.054 3.869± 0.036 3.076± 0.053 2.536± 0.043
β 3.311± 0.058 0.658± 0.025 3.188± 0.053 0.582± 0.019 1.301± 0.024 0.303± 0.014
γ 11.92± 0.11 10.315± 0.099 10.181± 0.070 7.942± 0.061 9.09± 0.12 8.53± 0.11
Table 2.8: Estimates of variances of the final MC estimators of the sensitivity indices of
conditional expectation for the GTS model, computed using the RTC and GD methods and
different schemes as described in Section 2.17.3.
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i
cEi
P1ERTC C1ERTC C2EGD C2ERTC SVarGD SVarRTC
α1 3.4223± 0.0085 · 10−1 0.1284± 0.0082 1.7937± 0.0098 · 10−1 1.3828± 0.0099 · 10−1 0.914± 0.026 0.762± 0.019
α2 3.4342± 0.0082 · 10−1 0.1168± 0.0085 1.6615± 0.0098 · 10−1 1.3328± 0.0080 · 10−1 0.404± 0.014 0.402± 0.011
β 3.4620± 0.0083 · 10−1 0.1156± 0.0086 1.6423± 0.0098 · 10−1 1.2710± 0.0074 · 10−1 0.2342± 0.0081 0.1478± 0.0051
γ 3.2824± 0.0077 · 10−1 0.1047± 0.0072 1.7466± 0.0094 · 10−1 1.4427± 0.0072 · 10−1 0.795± 0.022 0.777± 0.022
A 1.1706± 0.0015 · 10−1 0.1060± 0.0076 1.5464± 0.0037 · 10−1 1.7194± 0.0031 · 10−1 1.015± 0.015 1.144± 0.015
ΣE 1.4772± 0.0025 0.572± 0.019 0.8390± 0.0025 0.7149± 0.0023 3.362± 0.036 3.232± 0.038
i
cV ari
P1VarRTC C1VarRTC C2VarGD C2VarRTC SVarGD SVarRTC
α1 186.2± 1.4 4.36± 0.33 · 103 210.5± 2.7 173.3± 2.1 335± 11 264.4± 9.0
α2 180.9± 1.3 438± 31 197.8± 1.7 163.7± 1.7 176.4± 7.1 196.2± 6.0
β 181.5± 1.2 8.27± 0.52 192.9± 2.2 157.5± 1.8 154.6± 5.7 98.8± 4.6
γ 177.9± 1.2 1.383± 0.094 199.7± 2.3 174.1± 1.9 262.8± 8.2 285.5± 9.4
AV 117.70± 0.59 120.3± 7.5 141.94± 0.82 159.2± 1.0 340.0± 4.9 395.1± 6.2
ΣV 844.3± 4.6 4.93± 0.33 · 103 942.8± 6.8 827.8± 6.0 1269± 17 1240± 16
Table 2.9: Estimates of variances of the final estimators of the orthogonal projection
coefficients of conditional expectation and conditional variance given the parameters using
different schemes for the GTS model as described in Section 2.17.3. The suffix RTC or GD
of the scheme means that the RTC or the GD method was applied.
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Figure 2.7: Estimates for the GTS model of quantities ΣE in chart (a) and ΣV ar in
chart (b) for different estimation schemes of orthogonal projection coefficients of conditional
expectation in (a) and variance in (b) for the computations described in Section 2.17.3. The
suffix RTC or GD of the scheme means that the RTC or the GD method was applied.
i V˜i V˜
tot
i S˜i S˜
tot
i bEi DNEi
C 2.8913± 0.0038 2.9183± 0.0038 0.73 0.74 5.3781± 0.0070 · 10−1 0.0304± 0.0069
Kb1 1.0351± 0.0026 · 10−1 1.0371± 0.0026 · 10−1 0.026 0.026 3.724± 0.017 5.891± 380.717 · 10−6
Kd1 1.0507± 0.0025 · 10−1 1.1129± 0.0026 · 10−1 0.026 0.028 −37.26± 0.17 6.10± 0.36 · 10−3
i Vi V
tot
i Si S
tot
i DNE 0.0306± 0.0038
P 3.9668± 0.0049 6.0810± 0.0052 0.36 0.55
R 4.9893± 0.0050 7.1035± 0.0051 0.45 0.64
P,R 11.0703± 0.0071 11.0703± 0.0071 1 1
i V V ari V V ar
tot
i SV ari SV ar
tot
i bV ari DNV ari
C 0.606± 0.012 0.602± 0.012 0.53 0.53 0.2454± 0.0011 −0.012± 0.016
Kb1 0.1066± 0.0051 0.1075± 0.0052 0.093 0.094 3.750± 0.037 0.0109± 0.0070
Kd1 0.0016± 0.0041 −0.0023± 0.0044 0.0014 −0.002 −7.88± 0.36 −0.0064± 0.0057
P 1.147± 0.028 1.147± 0.028 1 1 DNV ar 0.043± 0.016
Table 2.10: Estimates of different sensitivity indices and coefficients in the MBMD model
computed in a one-million-step MC procedure using the RTC method and scheme SV ar.
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Figure 2.8: Pie charts analogous as in Figure 2.2 but for the MBMD model. The portions
of total arc lengths occupied by segments with symbols Σb and Σd are equal to the sums of
the Sobol’s main sensitivity indices with respect to all parameters Kb,i, i ∈ I5, for Σb and
Kb,i, i ∈ I5, for Σd.
i
GDR GDI RTC
V V ari, SV ar
C 2.160± 0.045 2.523± 0.078 0.580± 0.019
Kb1 3.573± 0.084 0.3063± 0.0072 0.1057± 0.0037
Kd1 3.223± 0.081 0.2335± 0.0077 0.0669± 0.0021
Table 2.11: Estimates of variances of the final MC estimators of the main sensitivity indices
of conditional variance using scheme SV ar and the GDR, GDI, and RTC methods as
described in Section 2.17.4.
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Figure 2.9: Chart illustrating data from Table 2.11.
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i
GDR GDI RTC
ĉEi,C2E
C 2.3531± 0.0012 1.64792± 0.00088 1.54710± 0.00078
Kb1 2.1750± 0.0011 1.27239± 0.00069 1.30307± 0.00067
Kd1 2.1300± 0.0011 1.26781± 0.00068 1.29614± 0.00066
Ave 1.26760± 0.00037 1.68266± 0.00050 1.67421± 0.00050
ΣE 24.8995± 0.0078 16.0320± 0.0050 16.2203± 0.0048
i ĉEi,SV ar
C 51.76± 0.17 50.15± 0.16 48.73± 0.15
Kb1 26.233± 0.093 20.747± 0.074 21.669± 0.076
Kd1 25.602± 0.091 20.655± 0.070 21.434± 0.073
Ave 27.023± 0.052 34.461± 0.070 34.654± 0.069
ΣE 330.69± 0.64 291.88± 0.56 298.35± 0.57
i ĉV ari,C2V ar
C 69.004± 0.096 57.896± 0.083 59.382± 0.083
Kb1 59.941± 0.082 36.303± 0.051 40.662± 0.055
Kd1 59.550± 0.080 36.014± 0.051 40.422± 0.055
AV 32.483± 0.029 44.040± 0.047 42.132± 0.045
ΣV 697.29± 0.62 464.07± 0.43 507.02± 0.46
i ĉV ari,SV ar
C 122.89± 0.65 159.87± 0.98 125.83± 0.71
Kb1 127.88± 0.65 75.79± 0.45 102.64± 0.56
Kd1 121.75± 0.64 69.65± 0.41 95.29± 0.52
AV 102.30± 0.35 250.70± 0.98 258.81± 0.97
ΣV 1400.4± 4.1 1140.6± 3.8 1367.8± 4.2
Table 2.12: Estimates of variances of the final MC estimators of orthogonal projection
coefficients of conditional expectation and variance using different schemes and the GDR,
GDI, and RTC methods as described in Section 2.17.4.
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Figure 2.10: Estimates for the MBMD model of quantities ΣE in chart (a) and ΣV ar in
chart (b) for different schemes and methods for the estimation of the orthogonal projection
coefficients of conditional expectation in (a) and variance in (b) as described in Section
2.17.4.
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Conclusions
In this work we formalized and generalized the former concept of an estimation scheme
from our master’s thesis in computer sciene [3], making it a convenient tool for defining
estimators of vector-valued estimands depending on a number of functions. We also defined
inefficiency constant of such a scheme, which can be useful for comparing the efficiency of
unbiased estimation schemes when used in MC procedures. We developed new estimation
schemes for various quantities defined for functions of two independent random variables,
which can be outputs of stochastic models in function of the model parameters and a noise
variable used to construct the random trajectories of the model process. In particular, we
provided such first unbiased estimation schemes for the variance-based sensitivity indices
of a large class of functions of conditional moments other than conditional expectation,
like conditional variance, of functions of two independent random variables given the first
variable, and developed some new schemes for the case of conditional expectation. We
also provided first unbiased estimation schemes for covariances and products of functions
of conditional moments and functions of the first variable, for coefficients of orthogonal
projection of functions of conditional moments onto orthogonal functions of the first vari-
able, and of the mean squared error of approximation of functions of conditional moments
using functions of this variable. Furthermore, we derived estimation schemes for normalized
variance-based sensitivity indices and correlations between functions of conditional moments
and functions of the first variable. We defined a new nonlinearity coefficient which can be
used for obtaining lower bounds on the probabilities of certain localizations of functions
values changes, caused by perturbations of their independent arguments. We also provided
unbiased estimation schemes for nonlinearity coefficients with respect to all independent
arguments and computed these coefficients numerically for the GTS model. One of the pro-
posed schemes, called scheme SV ar, allows to estimate most of the above mentioned indices
and coefficients for conditional expectation and variance, such as variance-based sensitivity
indices and coefficients of orthogonal projection onto linear combinations of coordinates of
the first variable and constants. It can be also easily extended to allow for the estimation
of coefficients of orthogonal projection onto higher polynomials of the first variable. Thus,
it may be an efficient and diverse tool for the analysis of outputs of stochastic models. We
derived a number of inequalities between the inefficiency constants of the proposed schemes.
We tested the introduced schemes and the relationships between their inefficiency constants
using outputs of three continuous-time Markov chain models of the reaction network dy-
namics. In particular, we proved that the inefficiency constant of scheme SV ar for the
estimation of the sensitivity indices of conditional expectation is no more than four times
higher and three times lower, and in numerical experiments using the GTS model we showed
that it can be more than two times lower than for the best schemes introduced in [3]. In
our numerical tests the order of estimators of orthogonal projection coefficients with respect
to the mean squared errors of the corresponding approximations of conditional expectation
and variance was different for different models. We also demonstrated significant depen-
dence of variances of the proposed estimators on the simulation algorithm used, as well as
on the order of reactions in the GD method. We discussed the relationship of this effect
with similar ones reported in [3] and [47]. In practice, one can choose the simulation algo-
rithm and the scheme adaptively using preliminary simulations to estimate the inefficiency
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constants of the corresponding MC sequences.
An interesting topic for the future research is to compare the error when using different
methods of approximation of functions of conditional moments of functions of two inde-
pendent random variables given the first variable, using orthogonal functions of the first
variable, like approximation error of conditional expectation or variance of some output
of an MR given the model parameters. One can consider the method of direct estimation
of the coefficients of orthogonal projection proposed here and different methods based on
double-loop sampling, or using the least squares method possibly with some regularization
and constraints [32, 19]. The estimates of mean squared error of approximation of functions
of conditional moments for different methods could be computed using the corresponding
schemes from Section 2.15, like SErrV ar in the case of conditional variances being ap-
proximated. Coefficients of orthogonal projections obtained using the above methods can
be used to estimate the variance-based sensitivity indices similarly as in [33, 32, 8, 64],
and an interesting question is if the obtained estimates could be more accurate than the
ones received using estimators from this work for the same computation time and for any
stochastic model of practical importance.
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Appendix A
Mathematical background
For a finite set A, we denote by |A| the number of its elements. For a set B, we denote by
idB the identity function on B. We assume that the set of natural numbers N contains zero,
and by N+ we denote the positive natural numbers. For n ∈ N+, we define In = {1, . . . , n}
and for n = 0, In = ∅. We denote by R+ positive real numbers, and by extended real line
we mean R = R ∪ {−∞} ∪ {+∞}. For a, b ∈ R, we write a ≤ b not only when a, b ∈ R
and a ≤ b, but also when b = ∞ or a = −∞. We assume an infimum over an empty set
to be plus and supremum minus infinity. For sets X and Y , we denote by Y X the set of
all functions from X to Y . Let f ∈ Y X , which we also denote f : X → Y . Domain of f ,
denoted as Df , is the set X, and the image of some A ⊂ X under f , denoted as f [A], is the
set {f(x) : x ∈ A}. f [X] is called the image of f . If B ⊂ Y , then preimage of B under f ,
denoted as f−1[B], is the set {x ∈ X : f(x) ∈ B}. Let for a set A, P(A) be its power set,
that is the set of its all subsets. The image function of f is a function f→ : P(X)→ P(Y )
such that for each C ∈ P(X), f→(C) = f [C]. If X is a subset of N, we often write fl
rather than f(l) for l ∈ X, and use notation (fl)l∈X for f . When X = In for some n ∈ N+,
we often denote f as (f1, . . . , fn). Measurable space is a pair (B,B) consisting of a set
B and a σ-field B of its subsets. By default, the σ-field we associate with a set B with
default topology, like B ⊂ Rn for some n ∈ N+ with topology generated by the Euclidean
distance or some countable space like N with discrete topology, is its Borel σ-field B(B),
that is the smallest σ-field generated by open sets, and the default measurable space for
B is S(B) = (B,B(B)). For measurable spaces Si = (Bi,Bi), i ∈ I2, a function from B1
to B2 is said to be measurable from S1 to S2 if for each A ∈ B2, f−1[A] ∈ B1. If S is the
default measurable space for B, then we often use B in place of S, e. g. we say that a
function is measurable from or to B. Suppose that J is a countable nonempty set. For a
family of sets {Bi ⊂ B : i ∈ J}, we define their Cartesian product
∏
i∈J Bi to be the set of
functions f from J to B such that for each i ∈ J it holds f(i) ∈ Bi. For Bi all equal to
B, it holds
∏
i∈J Bi = B
J . For N ∈ N+, we denote BIN simply as as BN , and informally
identify B1 with the set B. For some measurable spaces Si = (Bi,Bi), i ∈ J , the product
measurable space S = ⊗i∈J Si is defined to be a measurable space (Πi∈JBi,⊗i∈J Bi),
where the product σ-field
⊗
i∈J Bi is defined as the one generated by the family T =
{Πi∈JAi : Ai ∈ Bi for i ∈ J , and only for finite number of i ∈ J , Ai 6= Bi}. For probability
distributions µi on Si, i ∈ J , their product ν =
⊗
i∈J µi is defined as the unique probability
distribution on
⊗
i∈J Si such that for each D = Πi∈JAi ∈ T , we have ν(D) =
∏
i∈J µi(Ai).
For a measurable space S, let F(S) be the set of measurable functions f from S to R. For
a measure µ on S, let [f ]µ be the class of equivalence of f ∈ F(S) with respect to relation
g ∼ h if f = g, µ almost everywhere (a. e.). For p > 0, by Lp(µ) we denote the linear
space {[f ]µ : f ∈ F(S),
∫ |f |pdµ <∞} (see [48] Section 3.10 for more details). As common
in the literature [48], for convenience we informally identify classes from Lp(µ) with their
elements, e. g. by writing f ∈ Lp(µ) for f ∈ F(S), when it holds [f ]µ ∈ Lp(µ). We say
that that f ∈ F(S) is integrable with respect to a measure µ on S if if f ∈ L1(µ) and
square-integrable if f ∈ L2(µ). For measurable spaces Si = (Bi,Bi), for i ∈ I2, let the
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function T be measurable from S1 to S2. For a measure µ on S1 we define measure µT−1
on S2 by
µT−1(A) = µ(T−1(A)), A ∈ B2. (A.1)
Below we present a change of variable theorem ([7], Theorem 16.12)
Theorem 22. f is integrable with respect to µT−1 if and only if fT is integrable with
respect to µ, in which case∫
B1
f(T (x))µ(dx) =
∫
B2
f(y)µT−1(dy). (A.2)
Probability space is denoted by default as (Ω,F ,P) [17], and Lp(P) is denoted simply
as Lp. For a measurable space S, an S-valued random variable is a measurable function
from (Ω,F) to S.
Definition 23. Distribution of an S-valued random variable X, denoted as µX , is a proba-
bility distribution on S defined as PX−1. In other words, for each A ∈ B, µX(A) = P(X ∈
A).
For two random variables X and Y , by X ∼ Y we mean that µX = µY and for
a probability distribution Λ, X ∼ Λ denotes µX = Λ. For N ∈ N+, random variable
X = (Xi)
N
i=1 with values in a product S =
∏N
i=1 Si of measurable spaces Si, i ∈ IN , is also
called an S-valued random vector. The expected value of a real-valued random variable φ
on the probability space with probability µ is defined as
Eµ(φ) =
∫
φ(x)µ(dx), (A.3)
where the integral on the rhs is Lebesgue integral and the subscript µ in Eµ is usually
omitted if µ is the default P. We say that a real-valued random variable Z is integrable
if it is integrable with respect to P, and analogously for the square-integrability. U(a, b)
denotes uniform distribution on the interval [a, b] and Exp(λ) is exponential distribution
with parameter λ [40].
Definition 24. We say that a random variable X has uniform discrete distribution and
denote it X ∼ Ud(a, b) if a, b ∈ Z, a ≤ b, and for each c ∈ Z, a ≤ c ≤ b,
P(X = c) =
1
b− a+ 1 . (A.4)
Definition 25. The support [30] of a probability measure P on (Rn,B(Rn)) is the set {x ∈
Rn : P(A) > 0 for every open rectangle A containing x}.
For A ∈ F , we denote by 1A the indicator of A, that is 1A(ω) = 1 if ω ∈ A and 0
otherwise, and we denote 1 = 1Ω.
Definition 26. Let X be a random variable taking values in a measurable space (B,B).
Conditional expectation E(Y |X) of an integrable random variable Y given X is a random
variable such that (cf. [17] Section 4.1 and [7], Theorem 20.1 ii))
1. E(Y |X) is equal to f(X) for some measurable function f from (B,B) to R,
2. for each A ∈ B, E(Y 1A(X)) = E(E(Y |X)1A(X)).
Conditional expectation always exists, however, function f yielding it is uniquely defined
only up to sets of measure µX zero. Thus equalities in the theorems below hold almost surely
(a. s.) [17], but for convenience we omit writing this, and so we do often in the main text.
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Theorem 27. For a measurable function f and independent random variables X, Y such
that f(X,Y ) is integrable, it holds ([17] Section 4.1 Example 1.5)
E(f(X,Y )|X) = (E(f(x, Y )))x=X . (A.5)
Theorem 28. For random variables X, Z, and a measurable function f , such that Z and
f(X)Z are integrable, it holds ([17] Section 4.1 Theorem 1.3)
E(f(X)Z|X) = f(X)E(Z|X). (A.6)
In particular
E(f(X)Z) = E(f(X)E(Z|X)). (A.7)
For s, t ∈ (0,∞), 1s + 1t = 1, X ∈ Ls, and Y ∈ Lt, we have the following Ho¨lder’s
inequality [48] (called Schwartz inequality for s = t = 2)
E(|XY |) ≤ s
√
E(|X|s) t
√
E(|Y |t). (A.8)
Theorem 29. For p ≥ q > 0 and Z ∈ Lp, it holds
q
√
E(|Z|q) ≤ p
√
E(|Z|p). (A.9)
In particular, Z ∈ Lq.
Proof. It is sufficient to take X = 1, Y = Zq and t = pq in Ho¨lder’s inequality.
Theorem 30. If φ is convex and φ(Y ) and Y are integrable, then for each random variable
X we have the following Jensen’s inequality for conditional expectations ([17] 4.1.1 (d)).
E(φ(Y )|X) ≥ φ(E(Y |X)). (A.10)
The following well-known theorem states that conditional expectation is contraction in
Lp for p ≥ 1.
Theorem 31. For Y p integrable for p ≥ 1 it holds
E(|Y |p) ≥ E(|E(Y |X)|p). (A.11)
Proof. It follows from Theorem 29, Theorem 30 for φ(x) = |x|p, and the iterated expectation
property (1.21).
Conditional probability of an event B ⊂ Ω given a random variable X is defined as
P(B|X) = E(1B|X). (A.12)
Below we provide a definition of conditional distribution which is convenient for our needs
(cf. [10], Chapter 20, definitions 1 and 2).
Definition 32. For two random variables Xi, i ∈ I2, with values in measurable spaces
Si = (Bi,Bi), i ∈ I2, respectively, we call µX2|X1 : B1 × B2 → [0, 1] conditional distribution
of X2 given X1 if the following conditions are satisfied:
1. for each x ∈ B1, µX2|X1(x, ·) is a probability measure on B2,
2. for each A ∈ B2, function x→ µX2|X1(x,A) is measurable from S1 to R,
3. for each A ∈ B2, µX2|X1(X1, A) is a version of P(X2 ∈ A|X1).
It turns out that for random variables Xi, i ∈ I2, with values in standard Borel spaces
[24] such as complete spaces (including Rn with Euclidean distance) with Borel σ-field,
conditional distribution µY |X of Y given X exists and µY |X(x, ·) is uniquely determined for
µX a. e. x, which follows from Theorem 3.3 in Chapter 1 in [24]. For a random variable
Y with values in measurable space S, a real-valued measurable function g on S such that
g(Y ) ∈ L1, and any random variable X such that µY |X exists, it holds (cf. [10], Section 20,
Theorem 1)
E(g(Y )|X) =
∫
g(y)µY |X(X, dy). (A.13)
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Appendix B
Continuous-time Markov chains
Let T = [0,∞) and E be a countable set with discrete topology, called state space. Let
Y be a stochastic process on E with times T , that is a sequence of random variables
(Yt)t∈T with values in E, where variable Yt describes the random state of the process at
time t. By B(ET ) we denote the σ-field of subsets of ET generated by the family of sets
{{f ∈ ET : f(t) = i} : t ∈ T, i ∈ E}. Process Y can be identified with a random variable
taking values in the measurable space S(ET ) = (ET ,B(ET )), whose values Y (ω), known
as trajectories of the process, are functions of time given by Y (ω)(t) = Yt(ω), t ∈ T , and
they describe evolution of the process in time corresponding to the elementary event ω ∈ Ω.
Distribution µY of a process Y is defined as for any random variable (see Definition 23 in
Appendix A). Let us assume that Y is a right-continuous process, which means that its
trajectories are right-continuous functions of time for each ω ∈ Ω, so that we can define its
jump times, jump chain, and holding times, the names being adopted from [40]. See Section
1.2 of our previous work [3] or [40] for intuitive informal descriptions of these objects. We
define jump times J0, J1, . . . of Y inductively as
J0 = 0,
Jn+1 =
{
inf{t > Jn : Yt 6= YJn} if Jn <∞,
∞ otherwise,
(B.1)
its jump chain Z0, Z1, . . . as Zn = XJm(n) , where m(n) = max{k : k ≤ n, Jk <∞}, and its
holding times S1, S2 . . . as
Sn =
{
Jn − Jn−1 if Jn <∞,
∞ otherwise. (B.2)
The moment of explosion ζ of Y is defined as the moment when Y makes infinitely many
jumps for the first time, that is
ζ = sup
n
Jn. (B.3)
We say that Y is nonexplosive if ζ =∞. We say that a matrix Q = (qx,y)x,y∈E is a Q-matrix
(on E) if for each x, y ∈ E, x 6= y, 0 ≤ qx,y <∞, and for each x ∈ E,
− qx,x =
∑
y∈E
qx,y <∞. (B.4)
Entries of a Q-matrix are called intensities, and thanks to (B.4) it is sufficient to specify
the off-diagonal intensities to specify the whole Q-matrix. Continuous-time homogeneous
Markov chain (HMC) [11] Y with Q-matrix Q on E with times T and initial distribution
Λ is a right-continuous stochastic process with such E and T , such that Y0 ∼ Λ, and for
certain function p fulfilling for each x, y ∈ E and h ≥ 0,
p(x, y, h) = qx,yh+ o(h), (B.5)
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for each h ≥ 0, k ∈ N+, x1, x2, . . . , xk+1 ∈ E, and 0 ≤ t1 ≤ . . . ≤ tk, it holds
P(Ytk+h = xk+1|Yt1 = x1, . . . , Ytk = xk) = p(xk, xk+1, h), (B.6)
whenever the event we condition on has positive probability. Distribution of each nonex-
plosive HMC with a Q-matrix Q = (qx,y)x,y∈E and initial distribution Y0 ∼ Λ is uniquely
determined by Q and Λ.
Poisson process N with rate λ > 0 is defined as a nonexplosive HMC on state space N
whose jump chain fulfills Zn = n for n ∈ N and whose holding times S1, S2, . . . are i. i. d.,
S1 ∼ Exp(λ).
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Appendix C
Proofs of new theorems for MRCP
and MR
To prove Theorem 7 we need the following easy consequence of Theorem 4.3.6 from [55].
Theorem 33. For a state space E, let (FN )
∞
N=1 be finite sets such that FN ⊂ E, FN ⊂ FN+1
and
⋃∞
N=1 FN = E. If there exists a nonnegative function u on E, such that infj /∈FN u(j)→
∞ as N →∞, and for some α > 0, for a Q-matrix Q = (qij)i,j∈E, for each i ∈ E,∑
j∈E,j 6=i
qij(u(j)− u(i)) ≤ αu(i), (C.1)
then for each probability distribution Λ on E there exists a nonexplosive HMC with initial
distribution Λ and Q-matrix Q.
Below we provide the proof of Theorem 7.
Proof. For m as in Theorem 7, for assumptions of Theorem 33 to be fulfilled it is sufficient
to take FN = {x ∈ E : mx ≤ N}, α = 1, and for A denoting the lhs of (2.1), u(x) =
max{A, 0}+mx.
Theorem 34. Using notations as in Section 1.3, if for µP a. e. p = (k, c) we have
h(p,R) ∼ µMRCP (RN(k), c), then µ˜ is conditional distribution of h(P,R) given P .
Proof. Point 1 in Definition 32 obviously holds. Let ζ(p,R) denote the initial explosion
time of a process given by the considered construction of MRCP using noise variable R and
parameters p ∈ BRN,E . The set B ⊂ BE,RN on which MRCP exists consists of p such that
P(ζ(p,R) =∞) = 1 and hence from measurability of ζ (which is measurable as a supremum
of measurable initial jump times), we have B ∈ BRN,E . Point 2 now follows from the fact
that h is measurable and for each A ⊂ B(ET ), it holds
µ˜(p,A) = 1B(p)µ0(A) + 1BRN,E\B(p)P(h(p,R) ∈ A). (C.2)
Proof of point 3 is analogous as such proof of a less general Theorem 18 in [3]. For each
A ∈ B(ET ),
P(h(P,R) ∈ A|P ) = E(1A(h(P,R))|P )
= (P(h(p,R) ∈ A))p=P
= µ˜(P,A),
(C.3)
where in the second equality we used Theorem 27 and in the third the assumption of this
theorem.
Below we provide the proof of Theorem 8.
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Proof. Let P = (K,C) ∼ ν. From E(A(K)n) < ∞ it follows that A(K) is finite a. s. The
assumptions of Theorem 7 are satisfied for µK a. e. k with the same m as here, as the lhs
of (2.1) is bounded from above by
Lmax({0} ∪ {msl : l ∈ IL})A(k). (C.4)
Thus MRCP corresponding to RN and p exists for ν a. e. p. For an MR (P, Y ) corresponding
to RN, with P as above and Y built with the help of the RTC construction it holds a. s.
for each t ∈ T and i ∈ IN (see formula 1.10)
miYt,i ≤ mYt ≤ Cm+
∑
l∈Lm
slmNl(tA(K)). (C.5)
From Minkowski’s inequality [48], for E(Y nt,i) < ∞ to hold it is therefore sufficient that
E(Cni ) < ∞ for i ∈ IN and for any unit rate Poisson process N1, E(N1(tA(K)n) < ∞. For
i ∈ N+ we define polynomial xi = x(x − 1) . . . (x − i + 1) and let the sequence (bi)ni=1 be
such that
xn =
n∑
i=1
bix
i. (C.6)
For each λ ≥ 0, it holds
E(Nn1 (λ)) =
∞∑
k=0
kn
λk
k!
e−λ
=
∞∑
k=0
n∑
i=1
(bik
i)
λk
k!
e−λ
=
n∑
i=1
(biλ
ie−λ
∞∑
k=0
ki
k!
λk−i)
=
n∑
i=1
biλ
i,
(C.7)
where in the fourth equality we used the fact that for i ∈ N+,
∞∑
k=0
ki
k!
λk−i) =
∞∑
k=i
1
(k − i)!λ
k−i
=
∞∑
l=0
1
l!
λl
= eλ.
(C.8)
Thus, from E(A(K)n) <∞ we have
E(N1(tA(K))
n) = E((E(Nn1 (tA(k))))k=K)
≤ E((E(
n∑
i=1
|bi|(tA(k))i))k=K)
=
n∑
i=1
|bi|E((tA(K))i) <∞,
(C.9)
where in the first and last equalities we used Fubini’s theorem, and in the last inequality
Theorem 29.
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Appendix D
Hilbert spaces
We introduce below some definitions and facts from Hilbert space theory, which are used
in the main text (see [48] and [29] for proofs and more details) and prove some new facts.
Hilbert space is a pair (H, (, )) consisting of a linear space H and a scalar product (, ) in it,
such that for metric d and norm || · || defined as
d(x, y) = ||x− y|| =
√
(x− y, x− y), (D.1)
(H, d) is a complete metric space. For simplicity we also say that H is a Hilbert space (with
scalar product (, )). We say that a set {vi ∈ H : i ∈ In} is orthogonal in H if (vi, vj) = 0,
i, j ∈ In, i 6= j, nonzero orthogonal if further vi 6= 0, i ∈ In, and orthonormal if it is
orthogonal with ||vi|| = 1, i ∈ In. For linear subspaces W1, . . . ,Wn of a certain linear space,
we define
n∑
i=1
Wi = {
n∑
i=1
wi : ∀i ∈ In, wi ∈Wi}. (D.2)
Definition 35. Hilbert space H is direct sum of its linear subspaces H1, . . . ,Hn, which we
denote
H =
n⊕
i=1
Hi = H1 ⊕ . . .⊕Hn (D.3)
if the following conditions are fulfilled
1. subspaces H1, . . . ,Hn are closed in H,
2.
H =
n∑
i=1
Hi, (D.4)
3. these subspaces are mutually orthogonal, which means that for each i, j ∈ In, i 6= j
for each vi ∈ Hi and vj ∈ Hj
(vi, vj) = 0. (D.5)
From point 3 it follows that for v ∈ H, elements vi ∈ Hi for i ∈ In such that
v =
n∑
i=1
vi (D.6)
are uniquely determined. Let <,> be a scalar product in Rn and (aij)i,j∈In be real numbers
for which, for each x, y ∈ Rn, it holds
< x, y >=
∑
i,j∈In
aijxiyj . (D.7)
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We say that 2 norms | · |1, | · |2 on a linear space V are equivalent, if there exist α and β real
positive such that for each x ∈ V
α|x|1 ≤ |x|2 ≤ β|x|1. (D.8)
Theorem 36. For a Hilbert space H with a scalar product (, ), and for a scalar product
<,> in Rn as in (D.7), the Cartesian product space Hn = {(vi)ni=1 : vi ∈ H, i ∈ In} with
function (, )n : H
n ×Hn → R
(v, w)n =
∑
i,j∈In
aij(vi, wj) (D.9)
is a Hilbert space, which we call the direct sum of H given by <,> and denote by
⊕
<,>H.
Norms || · ||n induced by scalar products (D.9) corresponding to different scalar products
<,> in Rn are equivalent.
Proof. For <,> equal to the standard scalar product on Rn,
⊕
<,>H is the n-fold direct sum
of Hilbert spaces known from the literature [29], which is a Hilbert space, and whose norm
let us denote || · ||st. For general <,> function (, )n defined by D.9 is bilinear and symmetric
so for the thesis to hold it is sufficient to show that it is positive definite and function || · ||n
given by ||x||n =
√
(x, x) is a norm equivalent to || · ||st. Since the matrix A = (aij)i,j∈In is
real symmetric and positive definite, there exists an orthogonal matrix B = (bij)i,j∈In and
diagonal matrix C = (cij)i,j∈In such that cii > 0 for i ∈ In and A = BTCB ([54], sections
5.6 and 6.2). For each v ∈ Hn, we have
(v, v) =
∑
i,j∈In
aij(vi, vj) =
∑
i,j,k∈In
bkickkbkj(vi, vj)
=
n∑
k=1
ckk||
n∑
i=1
bkivi||2
(D.10)
From orthogonality of B,
∑
k bkibkj = δij , so that
n∑
k=1
||
n∑
i=1
bkivi||2 =
∑
i,j,k∈In
bkibkj(vi, vj)
=
∑
i,j∈In
(vi, vj) = ||v||2st.
(D.11)
From (D.10) and (D.11) it holds
min
i∈In
(cii)||v||2st ≤ ||v||2n ≤ max
i∈In
(cii)||v||2st, (D.12)
which completes the proof.
If M is a closed subspace of H, then the orthogonal complement of M in H, defined as
M⊥ = {v ∈ H : ∀w ∈M v ⊥ w} is closed and it holds
H = M ⊕M⊥. (D.13)
Projection P onto M in the above direct sum is called orthogonal. For v ∈ H, P (v)
is the unique element of M minimizing the distance from v, which we also call error of
approximation of v,
d(v, P (v)) = inf
w∈M
||v − w||. (D.14)
Furthermore, it holds
||v||2 = ||v − P (v)||2 + ||P (v)||2. (D.15)
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Lemma 37. If M2 ⊂ M1 are closed subspaces of H and Pi is orthogonal projection from
H onto Mi, i ∈ I2, then
P2P1 = P1P2 = P2. (D.16)
Proof. Denoting M⊥12 the orthogonal complement of M2 in M1, one can easily check that
H = M⊥1 ⊕M⊥12 ⊕M2, from which the thesis easily follows.
A well-known example of orthogonal projection is conditional expectation, which we
prove below for the reader’s convenience (cf. [17], Section 4.1 Theorem 1.4).
Lemma 38. Conditional expectation given X is an orthogonal projection from Hilbert space
L2 onto L2X (defined in Section 1.4).
Proof. From the definition of conditional expectation and Theorem 31, E(Z|X) ∈ L2X . It is
sufficient to prove that for each random variable Z ∈ L2, Z − E(Z|X) ∈ (L2X)⊥. For each
f(X) ∈ L2 for some measurable f , we have from Schwartz inequality Zf(X),E(Z|X)f(X) ∈
L1. Thus, from Theorem 28,
E((Z − E(Z|X))f(X)) = 0. (D.17)
Let M be a closed subspace of H, then
⊕
<,>M is a complete space, so it is a closed
subspace of
⊕
<,>H.
Theorem 39. If P is orthogonal projection of H onto M , then the function Pn : H
n → Hn,
given by Pn(v) = (P (vi))
n
i=1 is an orthogonal projection from
⊕
<,>H onto
⊕
<,>M .
Proof. For each v ∈ ⊕<,>H we have Pn(v) ∈ ⊕<,>M . Furthermore, for each w ∈⊕
<,>M , it holds
(v − Pn(v), w)n =
∑
i,j∈In
aij(vi − P (vi), wj) = 0, (D.18)
since for each i ∈ In it holds vi − P (vi) ∈M⊥. Thus v − Pn(v) ∈ (
⊕
<,>M)
⊥.
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Appendix E
Statistics and Monte Carlo
background
In this section we introduce certain definitions and facts from statistics and Monte Carlo
simulations (cf. [30, 2, 3]), which are used throughout the text. Let us consider a nonempty
set of probability distributions P defined on the same measurable space S, called (set of)
admissible distributions (on S, cf. [28], Section 38). For a measurable spaceH, a measurable
function from S to H is called H-valued (simply real-valued if H = S(R)) statistic for P.
For a given µ ∈ P, random variable X ∼ µ is called an observable. A real-valued function
G on P is called an estimand on P. We say that a probability distribution µ on R has finite
n-th moment, n ∈ N+, if ∫
|x|ndµ <∞. (E.1)
Let us define estimand GE on all probability distributions µ on R with finite first moments,
for which GE(X) = E(X), X ∼ µ, and estimand GV ar on distributions µ on R with finite
second moments, for which GV ar(µ) = Var(X), X ∼ µ. We say that a real-valued statistic
φ for P is an estimator of an estimand G on P if for each µ ∈ P, for observables X ∼ µ,
we think of random values of φ(X) as estimates of G(µ), that is its certain approximations.
For each µ ∈ P, average error of this approximation can be measured using mean squared
error
Eµ((φ−G(µ))2). (E.2)
Let estimator φ of G be unbiased, that is for each µ ∈ P,
Eµ(φ) = G(µ). (E.3)
Then from (E.3) we have that for µ ∈ P, variance Varµ(φ) of φ is equal to the mean squared
error (E.2). For n ∈ N+, we define
Pn = {µn : µ ∈ P}, (E.4)
where µn is the n-fold product of distribution µ. For an estimand G on P and n ∈ N+, we
define estimand Gn on Pn by formula Gn(µn) = G(µ), and call it G in n dimensions. Let
n ∈ N+ and Πn denote the group of all permutations of In. For some set B and function φ
from Bn to R, we define symmetrisation of φ to be a function from Bn to R such that for
each x ∈ Bn,
Sym(φ)(x) =
1
n!
∑
pi∈Πn
φ((xpi(i))
n
i=1). (E.5)
We say that φ as above is symmetric if it is equal to its symmetrisation. For some admissible
distributions P, for each µ ∈ P, X ∼ µn, and φ being a real-valued statistic for Pn,
Sym(φ)(X) is an average of random variables with the same distribution as φ(X). In
particular, if φ is an estimator of some estimand G on Pn, then so is Sym(φ), and from the
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lemma below it immediately follows that it has uniformly not higher variance, that is for
each µ ∈ P it holds
Varµn(Sym(φ)) ≤ Varµn(φ). (E.6)
We proved the below lemma as Theorem 11 in [3], but this time we provide a different
simpler proof.
Lemma 40. For some n ∈ N+, let X1, . . . , Xn be real-valued square-integrable random
variables with the same distribution. Then
Var
(
1
n
n∑
i=1
Xi
)
≤ Var(X1), (E.7)
and equality in (E.7) holds if and only if for each i, j ∈ In, Xi = Xj a. s.
Proof. For x1, . . . , xn real positive, from the well-known inequality between arithmetic and
quadratic means we have (
1
n
n∑
i=1
xi
)2
≤ 1
n
n∑
i=1
x2i , (E.8)
which is equivalent to ∑
1≤i<j≤n
(xi − xj)2 ≥ 0, (E.9)
so equality in (E.8) holds only if all xi are equal. Replacing xi by Xi in (E.8), taking
expected value of both sides, and using the fact that each Xi has the same expected value
as their average, we receive the thesis.
We say that a distribution µ on a measurable space (B,B) is finite discrete (on D) if
for some finite set D ∈ B, µ(D) = 1. In [23] it was proved that if P contains all finite
discrete distributions on R, and if φ is an unbiased estimator of some estimand G on Pn,
then Sym(φ) is the unique symmetric unbiased estimator of G. In particular for any other
unbiased estimator φ′ of G we have Sym(φ) = Sym(φ′), so Sym(φ) has uniformly not higher
variance than φ′. For instance, the unique symmetric unbiased estimator of GE in n ≥ 1
dimensions is given for each x ∈ Rn by formula
φE,n(x) =
1
n
n∑
i=1
xi, (E.10)
and of GV ar in n ≥ 2 dimensions by formula
φV ar,n(x) =
1
n− 1(
n∑
i=1
x2i − n(φE,n(x))2). (E.11)
For admissible distributions P consisting of all probability distributions on R having second
moments and n ≥ 2, we define estimand GV arAve,n of variance of the mean on Pn by formula
GV arAve,n(µ
n) = Varµn(φE,n). Its symmetric unbiased estimator is given by formula
φV arAve,n(x) =
φV ar,n(x)
n
. (E.12)
For admissible distributions P = {µ}, let φ be an unbiased estimator of an estimand Gλ,µ
on P defined by Gλ,µ(µ) = λ. We call such φ unbiased estimator of λ (for µ). If further
φ ∈ L2(µ), we call it a single-step MC estimator of λ. For some n ∈ N+, for a random
vector X ∼ µn, i. e. one with independent coordinates with distribution µ, in each ith step
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of an n-step MC procedure one computes a value of a random variable Wi = φ(Xi), called
the ith observable of the single-step MC estimator. For W = (Wi)
n
i=1, we use the values of
W = φE,n(W ) (E.13)
as final MC estimates of λ. Function given by formula
φf (x) = φE,n((φ(xi))
n
i=1), x ∈ Bn, (E.14)
for which we have W = φf (X), is an unbiased estimator of Gλ,µ in n dimensions, and
we call it an n-step or final MC estimator of λ (for µ) and call (E.13) its observable.
Let us denote variance of the single-step estimator as Vars = Varµ(φ) and its standard
deviation as σs =
√
Vars, while for the n-step estimator as Varf = Varf (n) = Varµn(φn)
and σf = σf (n) =
√
Varf . It holds
Varf =
Vars
n
. (E.15)
We use the values of
φV arAve,n(W ) (E.16)
as estimates of Varf for n ≥ 2, and the values of
σ̂f,n(W ) =
√
φV arAve,n(W ) (E.17)
as such estimates of σf . For some such obtained estimates λ˜ = W (ω) of λ, and σ˜f =
σ̂f,n(W )(ω) of σf , we report the results of a MC procedure in form λ˜± σ˜f (cf. Chapter 3,
Section 1 in [2]). From the central limit theorem (CLT) [7], as n goes to infinity in the above
described MC procedure,
√
n(W −λ) converges in distribution to N(λ,Vars), that is normal
distribution with mean λ and variance Vars, and from the law of large numbers
√
nσ̂f,n(W )
converges a. s. and thus in probability to σs. In particular for k > 0, and Φ being the
cumulative distribution function of standard normal distribution, i. e. Φ(x) = P (Z ≤ x),
Z ∼ N(0, 1), the probability P(|W − λ| < kσ̂f,n(W )) converges to 2(1 − Φ(k)), which is
approximately 68% for k = 1 and 99, 73% for k = 3.
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Appendix F
Proofs of Theorem 16 and lemmas
20 and 21
Below we provide a proof of Theorem 16.
Proof. Let (µ, f) ∈ V and x ∈ BΠ˜[pA]µ . We have
φAveΠ(κ),V(x) = AveC,A,Π(t)(gV,Π˜→[A](f)(x))
=
1
|Π|
∑
pi∈Π
AveC,A,pi(t)(ηC,A,Π,pi(gV,Π˜→[A](f)(x))).
(F.1)
We denote xpi = xpi[pA], pi ∈ Π. For pi ∈ Π we have
AveC,A,pi(t)(ηC,A,Π,pi(gV,Π˜→[A](f)(x))) = AveC,A,pi(t)(gV,pi→[A](f)(xpi))
= t(ρC,A,pi(gV,pi→[A](f)(xpi)))
= t(((gV,pi→[A],i,pi[v](f)(xpi))|v∈Aγ(i))
δ
i=1)
= t(((fi(xpi[v]))|v∈Aγ(i))
δ
i=1).
(F.2)
On the other hand,
AΠ(φκ,V)(x) =
1
|Π|
∑
pi∈Π
Api(φκ,V)(f)(xpi) (F.3)
and for pi ∈ Π we have
Api(φκ,V)(f)(xpi) = φκ,V(f)(σ−1Bµ,pi[pA],pi(xpi))
= t(((fi((σ
−1
Bµ,pi[pA],pi
(x))v))|v∈Aγ(i))
δ
i=1).
(F.4)
Let i ∈ Ik be such that Ai 6= ∅, and let v ∈ Ai. Comparing the last terms in (F.2) and (F.4)
we can see that it is sufficient to prove that
(σ−1Bµ,pi[pA],pi(x))v = xpi[v]. (F.5)
Indeed, for l ∈ Ji it holds
((σ−1Bµ,pi[pA],pi(x))v)l = (σ
−1
Bµ,pi[pA],pi
(x))(l,vl)
= x(l,pil(vl))
= (xpi[v])l.
(F.6)
Below we provide the proof of Lemma 20.
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Proof. The thesis of is equivalent to
0 <
2N − 1
N2
E(Y 2
2
)− 2E(Y 2Y 2) + E(Y 4). (F.7)
We have
E(Y 2
2
) =
1
N2
(NE(X4) +N(N − 1)E2(X2)). (F.8)
Using the fact that E(X) = 0 we receive
E(Y 2Y
2
) =
1
N3
E(NY 21 (Y
2
1 + (N − 1)(Y 22 )))
=
1
N2
(E(X4) + (N − 1)E2(X2))
(F.9)
and
E(Y
4
) =
1
N4
(NE(X4) +N3(N − 1)E2(X2)), (F.10)
where the coefficient N3(N − 1) appears since to get a product of squares Y 2i Y 2j for some
i 6= j when performing multiplication in (∑Ni=1 Yi)4 one can choose some ith of N summands
from the first sum, the same summand from one of three other sums, and some jth of N −1
remaining summands in the two remaining sums. Substituting (F.8), (F.9), and (F.10) into
(F.7), we receive
0 <
(
2N − 1
N3
− 2
N2
+
1
N3
)
E(X4)
+
(
2N − 1
N2
N − 1
N
− 2(N − 1)
N2
+
3(N − 1)
N3
)
E2(X2),
(F.11)
which is equivalent to
0 <
2(N − 1)
N3
E2(X2). (F.12)
Below we provide the proof of Lemma 21.
Proof. Let P˜ ∼ µNP , R˜ ∼ µNR , and for i ∈ IN ,
BP,i = fP (P˜i)− 1
N
N∑
j=1
fP (P˜j), (F.13)
and
BR,i,l = fR,l(R˜i)− 1
N
N∑
j=1
fR,l(R˜j). (F.14)
We have
ĉEk,C1E(N)(fl)(P˜ , R˜) =
1
N − 1
N−1∑
i=0
(BP,i +BR,i,l)BP,i, (F.15)
and
E(ĉE
2
k,C1E(N)(P˜ , R˜)) ≥
1
(N − 1)2E(
∑
i,j∈IN
BP,iBR,i,lBP,jBR,j,l)
=
1
N − 1 Var(fP (P )) Var(fR,l(R)),
(F.16)
where in the first inequality we used the fact that E(BP [i]2BP [j]BR[j]) = 0, i, j ∈ IN , and
in the last equality the easy to check equalities E(BP [i]2) = N−1N Var(fP (P )), i ∈ IN , and
E(BP [i]BP [j]) = 1N Var(fP (P )), i, j ∈ IN , i 6= j. If Var(fR,l(R)) → ∞ as l → ∞, then so
does the rhs of (F.16).
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Appendix G
New analytical expressions for the
SB model
As we justified in Appendix D in [3], in the SB model one can replace the considered one
birth process with rate equal to the sum of coordinates of random vector K = (Ki)
3
i=1 with
three birth processes with rates equal to its consecutive coordinates without changing the
conditional distribution of the model output given the parameters and thus the quantities
computed here. We will perform the computations using construction of a process of MR
given by integral equation (1.10) but with random parameters
Yt = C +
3∑
i=1
Ni(Kit). (G.1)
The values of the main and total sensitivity indices of conditional expectation of output
given the parameters were computed in Appendix D of [3] and we provide them along with
results of below computations in Table 2.2. For each λ > 0,
E(N(λ)) = λ (G.2)
and
E(N(λ)2) = λ2 + λ. (G.3)
Furthermore, from Theorem 27, for i ∈ I3,
E(Ni(Kit)|Ki) = (E(Ni(kit)))ki=Ki = Kit, (G.4)
and thus
E(Yt|P ) = C + t
3∑
i=1
Ki. (G.5)
We can see that the conditional expectation is linear in the model parameters, so its non-
linearity coefficients with respect to all subvectors of the parameter vector are zero. From
the iterated expectation property we have
E(Yt) = E(C) + t
3∑
i=1
E(Ki) = 60 + 100(0.6 + 1 + 0.1) = 230. (G.6)
From (G.5), the coefficient of C − E(C) in the orthogonal projection of the mean output
onto span of the centred parameters and constants fulfills
bEC =
Cov(E(Yt|P ), C)
Var(C)
= 1 (G.7)
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and for the kinetic rates we have
Cov(E(Yt|P ),Ki) = Cov(tKi,Ki) = tVar(Ki) (G.8)
and thus
bEKi = t = 100, i ∈ I3. (G.9)
Due to (2.15) and (G.3), the conditional variance of Yt given P is equal to
Var(Yt|P ) = (Var(c+
3∑
i=1
Ni(kit)))p=P
=
3∑
i=1
Kit.
(G.10)
Thus, similarly as for the conditional expectation, the nonlinearity coefficients of the con-
ditional variance with respect to all subvectors of the parameter vector are equal zero.
Furthermore, AveV ar = E(Var(Yt|P )) = 170, V V arC = V V artotC = bV arC = 0, and from
(G.5), V V arKi = V V ar
tot
Ki
= VKi , i ∈ I3. Using the values of V˜Ki , i ∈ I3, computed in [3]
(see Table 2.2), we receive
V V arP =
3∑
i=1
VKi = 378. (G.11)
We also have Cov(Ki,Var(Yt|P )) = tVar(Ki), and thus bV arKi = 100, i ∈ I3.
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