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We present and analyze the fermionic time evolving density matrix using orthogonal polynomials
algorithm (fTEDOPA), which enables the numerically exact simulation of open quantum systems
coupled to a fermionic environment. The method allows for simulating the time evolution of open
quantum systems with arbitrary spectral densities at zero or finite temperatures with controllable and
certified error. We demonstrate the efficacy of the method towards the simulation of quintessential
fermionic open quantum systems including the resonant level model and quantum dot coupled to an
impurity and towards simulating hitherto intractable problems in quantum transport. Furthermore,
we demonstrate significant efficiency gains in the computational costs by performing simulations in
the Heisenberg picture. Finally, we compare different approaches for simulating finite-temperature
situations and provide guidelines for choosing between these approaches.
I. INTRODUCTION
Ideal quantum systems may be considered closed, un-
dergoing textbook unitary evolution. In any real-world
experimental setup, however, a quantum system is open;
that is, it interacts with an environment composed of
those degrees of freedom that are not under the control of
the experimenter1,2. Hence, the numerical and analytical
description of the dynamics of a quantum system in inter-
action with its environment is of fundamental importance
in quantum physics.
Some physically relevant situations involve systems with
one constituent that couple weakly to an environment
with vanishing memory time. Under these assumptions, it
is possible to obtain an effective description of the system
dynamics alone in terms of a Lindblad master equation1,2.
In general, however, the system could comprise more
than one constituent and the interaction with structured
or strongly coupled environments can exhibit memory ef-
fects so that the action of the environment on the system
at a given time depends explicitly on the history of the
system at all earlier times and gives rise to non-Markovian
dynamics3–5. Master equation approaches based on the
assumption of weak interaction with a memoryless en-
vironment fail to account for these memory effects. As
a consequence, modeling the dynamics of these systems
calls for more sophisticated mathematical and numerical
methods. In particular, the availability of flexible and effi-
cient numerical simulation methods with controllable and
certified error are central for the quantitative investigation
of the dynamics of such open quantum systems.
Furthermore, the simulation of both bosonic and
fermionic environments is important in a variety of situa-
tions encountered in physics, chemistry, and biology. The
bosonic case includes the spin-boson model important to
solid state systems6 and biologically relevant molecular
aggregates7. The interaction between a quantum system
and its fermionic environment is central to the Kondo
effect in quantum dots8,9, molecular transistors10, uncon-
ventional superconductors11, and molecular magnets12.
Moreover, the analysis of quantum transport situations
involving fermionic environments, such as molecular junc-
tions, relies heavily on numerical simulations13–16. Thus,
the simulation of open quantum systems coupled either to
bosonic or fermionic environments is of key importance.
One method that addresses the flexible and efficient sim-
ulation of open quantum systems coupled to bosonic envi-
ronments is the time evolving density matrix using orthog-
onal polynomials algorithm (TEDOPA)17,18. TEDOPA
exploits tools from the theory of orthogonal polynomials
and tensor networks for simulating the time-evolution of a
quantum system coupled linearly to a bosonic or fermionic
environment. Remarkably, TEDOPA allows for simula-
tions of arbitrary spectral densities and coupling strengths
with a controllable and certifiable error19 and preserves
full information about the state of the environment.
TEDOPA has been employed to study dissipation in
the spin-boson model20 and time-frequency spectrum of
the environmental excitations therein21; in the analysis
of photonic crystals22; the study of polaron-polaritons
in organic microcavities23; the dynamics of populations
and coherences in pigment-protein complexes24; and other
biologically inspired quantum systems25. The recently
introduced method of thermalized TEDOPA26 reduces
the computational cost of simulating finite-temperature
situations by mapping the effect of finite-temperature
thermal environments to zero temperature environments,
thereby alleviating the costs associated with simulating
mixed (thermal) states. While TEDOPA is expected to
simulate both bosonic and fermionic systems17, thus far
the implementations and analysis have been restricted to
the bosonic case.
The current work fills this gap by presenting fermionic
TEDOPA (fTEDOPA) and analyzing its performance.
First, we analyze its application to the simulation of
fermionic open quantum systems at zero temperature.
We underline the challenges in simulating fermionic en-
vironments, specifically those with finite chemical poten-
tial, which we overcome via fTEDOPA. Furthermore, we
demonstrate the potential of fTEDOPA simulations in
the Heisenberg picture to increase the overall computa-
tional performance. We also extend the results of finite-
temperature simulations via thermalized TEDOPA26 from
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2bosonic to fermionic environments and we highlight its
strengths and limitations in comparison with competing
approaches. The structure of this paper is as follows. Sec-
tion II presents relevant background to place TEDOPA
in the context of related methods. In Section III, we
outline the steps involved in simulations via fTEDOPA
and its thermalized version. Section V presents numerical
examples including the simulation of resonant level model
and quantum dots. We conclude with a discussion and
open problems in Section VI.
II. BACKGROUND
In this section, we present the required background on
bosonic TEDOPA17,18. First, in Section II A, we describe
the systems that are in the purview of TEDOPA simu-
lations, namely open quantum systems coupled linearly
to a continuous environment of bosonic or fermionic na-
ture. TEDOPA uses ideas from the theory of orthogonal
polynomials to map the continuous environment onto a
semi-infinite chain of bosonic or fermionic modes with
nearest-neighbor couplings. We describe this so-called
chain mapping in Section II B 1. The chain thus obtained
is simulated via methods from tensor networks, which we
review in Section II B 2.
In Section II C, we review methods for simulating finite
temperature environments via TEDOPA. We extend these
methods to the fermionic regime in this work, as described
in Section IV. We conclude the background section with
a description of the numerical errors that arise from the
assumptions made in TEDOPA in Section II D.
A. The setting
We consider a system-environment Hamiltonian of the
form
H = Hsys +Henv +Hint, (1)
where the environment comprises bosonic or fermionic
modes with frequencies ω and dispersion relation g(ω)
described by the Hamiltonian
Henv :=
∫ ωmax
0
g(ω)a†ωaω dω. (2)
Furthermore, the system-environment coupling is linear
such that
Hint :=
∫ ωmax
0
h(ω)(L†aω + a†ωL) dω, (3)
for L an arbitrary operator on the system and the real-
valued coupling function h(ω) quantifying the strength
of the coupling between each mode and the system. In
principle one could also think of a situation where the
system couples to more than one bath. However, for the
sake of simplicity we will stick to the case of a single
environment in this section.
The environment is then described in terms of its spec-
tral density
J(ω) = pih2[g−1(ω)]
dg−1(ω)
dω
, (4)
which captures the combined effect of the dispersion rela-
tion and the coupling function. The factor dg−1(ω)/dω
describes the density of states of the environment in
the frequency space and the factor h2[g−1(ω)] captures
the strength of the interaction at a particular frequency.
Thus, the spectral density of Eq. (4) describes the overall
strength of interaction between the system and the envi-
ronment modes as a function of the frequency. Moreover,
given a spectral density J(ω), one can arbitrarily choose
one of the two functions g(ω) and h(ω) if the other func-
tion is chosen such that Eq. (4) holds. One convenient
choice for these functions for a given J(ω) is g(ω) = gω,
which gives
h(ω) =
√
gJ(gω)
pi
, (5)
and we use this choice henceforth without loss of general-
ity.
B. Simulating system-environment time evolution
via TEDOPA
Here we provide relevant background about TEDOPA.
Section II B 1 describes the method of mapping the con-
tinuous star of Eq. (3) to a discrete chain, as performed
by TEDOPA. This chain is then simulated using ten-
sor network methods that are detailed in Section II B 2.
For completeness, we provide a detailed exposition of
these topics here and advise an expert reader to skip to
Section III.
1. Mapping the continuous Hamiltonian to a discrete 1D
Hamiltonian with nearest-neighbor couplings
The full system-environment time evolution of Eq. (1)
is challenging to simulate in general as the environment
comprises a continuous infinity of modes. TEDOPA over-
comes this challenge by mapping the continuous infinity
to a discrete infinity of environmental modes. Moreover,
the initially free environment Hamiltonian Henv of Eq. (2)
is mapped to a Hamiltonian describing a semi-infinite
chain of modes with nearest-neighbor couplings. The
system-environment interaction is mapped to a single
coupling term between the system and the first mode of
the chain. This mapping is depicted in Fig. 1.
In more detail, the first step of TEDOPA maps the
bosonic or fermionic creation operators a†ω to the new
3creation operators b†n as
b†n :=
∫ ωmax
0
dω Un(ω)a
†
ω (6)
where n ∈ N0 labels the discrete infinity of modes in
the chain. Choosing U to be unitary, it can be shown
that Eq. (6) preserves the canonical (anti-)commutation
relations which means that the fermionic or bosonic nature
of the environment is not altered under the mapping. In
particular, U is constructed according to
Un(ω) = h(ω)
pin(ω)
‖pin‖ (7)
in terms of pin(ω), the set of monic orthonormal polyno-
mials with respect to the measure
dµ(ω) = h2(ω)dω (8)
with support on [0, ωmax]. Other choices of the measure
have also been considered19. Note that h(x) is chosen
such that the given spectral density is recovered by Eq. (4)
on setting g(ω) = gω.
This mapping clearly leaves the system Hamiltonian
unchanged
Hsys 7→ H˜sys = Hsys. (9)
The interaction Hamiltonian transforms according to
Hint 7→ H˜int
=
∑
n
‖pin‖2δn0
‖pin‖ (L
†bn + b†nL)
= ‖pi0‖ (L†b0 + b†0L) (10)
and the environment Hamiltonian as
Henv 7→ H˜env
= g
∑
n
(√
βn+1b
†
nbn+1 +
√
βn+1b
†
n+1bn + αnb
†
nbn
)
(11)
in terms of αk and βk, which are the recursion coefficients
αk =
〈xpik, pik〉
〈pik, pik〉 , βk =
〈pik, pik〉
〈pik−1, pik−1〉 (12)
of the monic orthogonal polynomials27–29.
The resulting Hamiltonians of Eqs. (9) to (11) together
provide the new Hamiltonian
Hchain = Hsys + H˜int + H˜env. (13)
Here, the Hamiltonian only comprises nearest-neighbor
couplings among the environmental modes and the system
couples only to the first of these modes. Hence, we can
interpret Hchain as a semi-infinite chain Hamiltonian with
the structure depicted in Fig. 1. This chain-mapping
has the advantage of being exact. Moreover, it can be
performed either analytically for some specific spectral
densities17 or numerically using stable algorithms30.
FIG. 1. Approaches for simulating continuous bath. In
the left panel, the blue central dot represents the system and
the shaded region represents the continuously coupled environ-
ment. The brown dots connected to the system represent the
discretized environmental modes. The right panel represents a
system connected to a nearest-neighbor chain of virtual modes
that are obtained directly from the continuous environment
via the TEDOPA chain mapping step.
2. Tensor network methods
The second step of TEDOPA concerns the simulation
of the time evolution under the resulting nearest-neighbor
Hamiltonian using tensor-network methods, such as ma-
trix product states (MPSs) and operators (MPOs)31. Here
we recall relevant concepts of MPS and MPO methods.
TEDOPA concerns the simulation of quantum states
on n subsystems, each of which is a d-level system. These
states are straightforwardly parameterized by coefficients
Ci1...in according to
|ψ〉 =
d∑
i1,...,in=1
Ci1...in |i1 . . . in〉 (14)
for a suitable basis {|i1 . . . in〉 | i1, . . . , in = 1, . . . , d}.
This parameterization has dn elements, which makes com-
putations infeasible for large n. MPSs replace Eq. (14)
with a product of matrices {Ai1 , Ai2 , . . . , Ain} according
to
|ψ〉 =
d∑
i1,...,in
=1
D1∑
j1=1
· · ·
Dn−1∑
jn−1=1
Ai1j1A
i2
j1j2
. . . Ainjn−1 |i1 . . . in〉 .
(15)
Here, d is called the local dimension of the MPS. The
dimension Dk of each of the matrices captures the amount
of correlations across a bi-partition of system after the first
k sites, i.e., comprising two halves: the first k subsystems
1, 2, . . . , k on the left and the remaining k+1, . . . , n on the
right. The maximum D = maxkDk of these dimensions
is referred to as the bond dimension of the MPS. In
combination with Eq. (15) it becomes evident that the
total number of parameters to be stored for an MPS is
O(dD2n).
MPSs provide an efficient parameterization of a set of
relevant quantum states, including the ground states of
local Hamiltonians, in which the entanglement and cor-
relations are typically limited as they satisfy area laws32.
4These states are often considered as initial states for time
evolution and can be well-approximated with MPSs whose
bond dimension scales only polynomially with n and can
be stored and manipulated efficiently on a classical com-
puter and their expectation values with respect to local
measurements can be efficiently calculated. Moreover,
given a gapped local Hamiltonian in 1D, the MPS rep-
resentation of its ground state can be found efficiently
using the method of density matrix renormalization group
(DMRG)31,33,34.
In analogy to MPS representations of states, MPOs
provide an efficient parameterization of a class of quantum
operators. This class includes density operators represent-
ing mixed states with low correlations and also unitary
operators that capture time evolution under a local Hamil-
tonian for small times. Consider an operator that has a
canonical representation
Oˆ =
d∑
i1,...,in
i′1,...,i′n
=1
Ci1...in,i′1,...,i′n σˆi1i′1 σˆi2i′2 . . . σˆini′n (16)
with an operator basis
{⊗n
k=1 σˆik,i′k | ik, i′k = 1, . . . , d
}
.
The MPO representation of the operator is of the form
Oˆ =
d∑
i1,...,in
i′1,...,i′n
=1
D1∑
j1=1
· · ·
Dn−1∑
jn−1=1
A
i1,i
′
1
j1
. . . A
in,i
′
n
jn−1 σˆi1i′1 . . . σˆini′n .
(17)
Here, each site k has a basis labeled by two indices ik
and i′k indices so the effective local dimension is d
2, which
leads to higher memory costs as compared to MPSs of
comparable bond dimension. In particular, the total num-
ber of parameters to be stored for an MPO is O(d2D2n).
Thus, MPO computation is more expensive and the cost
is more sensitive to the local dimension of the system.
MPSs and MPOs enable the efficient simulation of n-
partite quantum systems. Simulating unitary evolution
of pure states involves firstly storing the state as an MPS
and then acting on this state with unitary operators
returned by the Trotter-Suzuki decomposition35–37. The
evolution of mixed states including finite-temperature
thermal states is performed by storing the state density
operator as an MPO and acting on this with unitary
operators. Moreover, thermal states of given Hamiltonians
can also be constructed using evolution in imaginary time
starting from a maximally mixed state, which corresponds
to cooling a state to the desired temperature. A detailed
exposition of MPS and MPO methods is presented in
Ref.31.
C. Thermalized and thermofield-based
formulations
Many physically relevant scenarios concern the dynam-
ics of a system that is initially in a product state with its
environment, which itself is considered to be in a thermal
state at inverse temperature β. Since thermal states are
no longer pure states simulating such a configuration a
priori requires the use of MPOs. In general, this is ex-
pected to come along with increased computational costs
which motivates the development of alternative simulation
schemes that only rely on MPS methods.
A first thermofield-based alternative has been proposed
by de Vega et al.38. Consider again an open quantum
system modeled by the Hamiltonian defined in Eqs. (1)
to (3). For the ease of presentation we reparameterize the
interaction Hamiltonian in terms of the spectral density
J(ω) using Eq. (4). The interaction Hamiltonian thus
reads
Hint =
1√
pi
∫ ωmax
0
dω
√
J(ω) (L†aω + a†ωL). (18)
The idea of the thermofield-based approach is to introduce
a second ancillary bath and subsequently shift the temper-
ature dependence of the initial state of the environment
to the couplings between the system and the two baths.
This is done by performing a specifically chosen Bogoli-
ubov transformation that maps the initial environment
and interaction Hamiltonian to
H˜env =
∫ ωmax
0
dω ω
(
d†ωdω − e†ωeω
)
(19)
and
H˜int =
1
pi
∫ ωmax
0
dω
√
J1(ω)
(
L†dω + d†ωL
)
+
1
pi
∫ ωmax
0
dω
√
J2(ω)
(
L†e†ω + eωL
)
,
(20)
respectively. Here, dω and eω denote the transformed
bosonic operators. Moreover, the new spectral densities
of the two baths are found to be38
J1 : [0, ωmax]→ R, ω 7→ (1 + nβ(ω))J(ω) (21)
J2 : [0, ωmax]→ R, ω 7→ nβ(ω)J(ω), (22)
where nβ denotes the Bose-Einstein distribution at in-
verse temperature β. Interestingly, due to the thermal
weighting of the initial spectral density, the thermal state
of the initial Hamiltonian maps to the vacuum state of the
transformed Hamiltonian. Hence, we neither have to use
an MPO to represent the initial state of the environment
nor do we need to prepare it numerically. A more detailed
derivation of the thermofield-based approach for fermions
is provided in Section IV A, in which we also describe how
to deal with finite chemical potential that is typical for
fermionic environments.
Assuming a special form of the system-bath coupling
Tamascelli et al.26 have shown that two distinct baths
are not necessarily needed to remove the temperature
dependence from the initial state. This second approach is
referred to as thermalized TEDOPA and relies intimately
5on a factorized form of the system-bath interaction such
that
Hint := L
1
pi
∫ ωmax
0
dω
√
J(ω)(aω + a
†
ω). (23)
Here, hermicity of the Hamiltonian is assured by assuming
L† = L. If system and environment additionally start
off in a product state with the environment being in
a Gaussian state, the dynamics of the system is solely
determined by the first and second moments of the bath
interaction operator at all times (see second paragraph of
Section IV B 2 for more details).
This allows one to replace the spectral density J as
well as the initial state of the bath as long as the first
and second moments are not altered. In particular, the
initial spectral density can be extended to the negative
frequency domain to obtain the so-called thermalized
spectral density Jβ : [−ωmax, ωmax]→ R which is defined
by
Jβ(ω) := sign(ω)
J(|ω|)
2
(
1 + coth
(
βω
2
))
. (24)
Note that this extension to the negative frequency do-
main also changes the free environment Hamiltonian by
introducing negative frequency modes very similar to the
thermofield-based approach. If one now chooses the initial
state of the bath to be the vacuum state w.r.t. to this new
Hamiltonian, one finds that the first and second moments
of the bath interaction operators are equal for all times.
This means that the multi-time statistics of the two en-
vironments are the same and consequently the reduced
dynamics of the system are identical. Hence, thermalized
TEDOPA, too, enables studying the system dynamics by
only considering pure state evolution thus allowing the
use of MPS instead of MPO evolution. In Section IV B
we show that the thermalized TEDOPA approach can
also be generalized to the fermionic reservoirs.
D. Errors in TEDOPA
TEDOPA involves first mapping the continuous envi-
ronment to a chain, and then using the MPS and MPO
methods to perform time evolution on this chain. Each
of these steps introduces errors, which we describe sys-
tematically in this section.
In Section II B 1, we have seen that the TEDOPA chain
mapping by itself is a unitary transformation and thus
exact. However, the one-dimensional chain of oscillators is
not yet suited to perform numerical simulations using ten-
sor network techniques. This is due to the fact that firstly
the set of discrete modes is still infinite (albeit countably
infinite) and that the bosonic Fock space attached to each
of the discrete modes is infinite dimensional. We get rid
of the first infinity by truncating the chain after a certain
length N . The value of N sets the maximal simulation
time you can achieve with good accuracy. The second in-
finity is dealt with by truncating the local bosonic Hilbert
space at a certain number of excitations, which is justified
for many relevant applications, including those involving
ground and low temperature thermal states.
The errors related to the TEDOPA chain mapping
have been studied thoroughly in the past. In particular,
rigorous error bounds have been derived in the bosonic
setting by Woods et al.19,39. Furthermore, the errors
arising from finite N have also been studied extensively
numerically for paradigmatic scenarios in terms of the
environment discretization by de Vega et al.40.
A further source of error is due to the use of MPSs
and MPOs. For the sake of brevity, we will focus on
MPS representations in the following but all arguments
translate to MPOs as well. Even though any state is
exactly representable in MPS form, this requires expo-
nentially large bond dimensions, which make simulations
infeasible. Hence, in all computations considered in this
work, we follow usual MPS practice and allow for a certain
approximation error such that
‖ |ψ〉ex − |ψ〉MPS ‖ < ε. (25)
In the MPS formalism this approximation error is control-
lable. More precisely, given a state |ψ〉ex an approximation|ψ〉MPS is found by considering the Schmidt decomposi-
tion across all bipartitions of the chain. Each Schmidt
decomposition is then successively truncated either by
discarding any Schmidt coefficient below a certain thresh-
old or by only keeping a certain number of coefficients
irrespective of their actual size. While the number of
retained coefficients determines the bond dimensions, the
sum of all discarded coefficients yields the total approxi-
mation error ε. For a detailed treatment of this source of
numerical errors, we refer to Section 4.5 of Schollwo¨ck’s
review Ref.31.
Another essential part of TEDOPA is the simulation
of the actual dynamics which suffers two sources of er-
ror that are common to MPS simulations31; firstly from
imperfect preparation of initial states and secondly from
imperfect evolution of real states in time. For ground
and thermal initial states, algorithms such as DMRG or
imaginary time evolution are used to construct the MPS
representation of these states. Naturally, both DMRG
and imaginary time evolution suffer errors related to the
MPS approximation of the state. Additionally, DMRG
incurs errors from the local optimization as well as the
total number of optimization steps. On the other hand,
imaginary time evolution is subject to errors stemming
from the propagator in time, i.e., errors that depend on
the step-width δt and the Suzuki-Trotter expansion itself.
Once the initial state is prepared, real time evolution is
performed on the system which suffers from the same
error sources as imaginary time evolution.
6III. FERMIONIC TEDOPA
In this section, we present the method of fTEDOPA.
We focus first on the two key challenges in formulat-
ing fTEDOPA that are different from bosonic TEDOPA.
Secondly, we provide proofs for the generalization of ther-
malized TEDOPA26 to the fermionic setting. The first
step of TEDOPA, namely the chain-mapping step, is for-
mally identical to the bosonic case as already described
in literature17. The second step, that of simulating the
system-chain interaction for a fermionic chain diverges
from the bosonic situation in two important respects. The
first issue is that of accounting for the anti-symmetry prop-
erties of the wave function of the obtained chain modes
and also of the system modes if the system comprises
fermions of the same species as the chain. The second
issue concerns the presence of negative frequency normal
modes of the fermionic chain which corresponds to a pos-
itive chemical potential and is unique to the fermionic
case41. We address these two issues in the remainder of
this section.
A. Jordan-Wigner transformation
Firstly, we consider the issue of the anti-symmetric
wave function of a fermionic system. Suppose we de-
note the set of creation operators by {f†k}Nk=0. The anti-
symmetry property then corresponds to the fermionic
creation and annihilation operators obeying the canonical
anti-commutation relations (CAR), i.e.,
{fk, f`} = {f†k , f†` } = 0 {fk, f†` } = δk,`. (26)
While for bosons there is a straightforward matrix rep-
resentation of creation and annihilation operators in the
Fock basis, obtaining such matrix representations for
fermions is more involved. To solve this problem we
use the Jordan-Wigner transformation which maps the
fermionic chain onto a chain of spins. We start by fixing
the order of the fermionic operators to uniquely define
the Fock space. Here, we follow the convention
|n1, n2, . . . 〉 := (f†1 )n1(f†2 )n2 . . . (f†N )nN |Ω〉 (27)
where |Ω〉 is the vacuum state with respect to the fermionic
operators {fk : k = 1, . . . , N}, i.e., fk|Ω〉 = 0 for any
k ∈ {1, . . . , N}. Having fixed this specific order of opera-
tors the Jordan-Wigner transformation maps fermionic
operators to spin operators according to42
fk 7→
k−1⊗
`=1
σz`
⊗ σ−k , f†k 7→
k−1⊗
`=1
σz`
⊗ σ+k , (28)
where
σ+k :=
(
0 1
0 0
)
σ−k :=
(
0 0
1 0
)
σzk :=
(
1 0
0 −1
)
(29)
are the usual spin operators. The form of the transforma-
tion in Eq. (28) together with the intrinsic algebra of the
2× 2 spin matrices in Eq. (29) ensure that the fermionic
CAR in Eq. (26) are satisfied.
We apply the Jordan-Wigner transformation to Hamil-
tonians of the form of Eq. (11). These Hamiltonians
comprise terms that are quadratic in fermionic operators
and these terms can be mapped to spin operators as fol-
lows. First, we consider number operators, which have
the form nk = f
†
kfk. Applying Eq. (28) and exploiting
(σz` )
2 = 1, the spin representation of the number operator
is
nk = f
†
kfk =
k−1⊗
`=1
(σz` )
2
⊗ σ+k σ−k = σ+k σ−k . (30)
Next we consider a general jump operator f†nfm with
n < m, which transforms according to
f†nfm =
n−1⊗
`=1
(σz` )
2
⊗ σ+n σzn ⊗
 m−1⊗
`=n+1
σz`
⊗ σ−m
(31)
= −σ+n ⊗
 m−1⊗
`=n+1
σz`
⊗ σ−m, (32)
where going from the first to the second line we used
σ+k σ
z
k = −σ+k .
While Eq. (32) reveals that a general non-local jump
operator, in the sense of the order imposed by Eq. (27),
is mapped to a non-local operator on the spin-chain,
for nearest-neighbor interactions f†nfn+1 the expression
simplifies to
f†nfn+1 = −σ+n ⊗ σ−n+1. (33)
In fTEDOPA we consider two situations: either a sys-
tem that includes fermionic modes of the same species as
the chain or not. In the former case the system is subject
to the anti-symmetry constraint implemented by the CAR
and thus has to be transformed via the Jordan-Wigner
transformation. Let us point out two examples we will
pick up again in Section V.
The first example is a single fermionic mode f0 that
is linearly coupled to a nearest-neighbor chain of other
fermionic modes {fk}∞k=1 of the same species. Specifically,
we consider a Hamiltonian
H = ω0f
†
0f0 + t1(f
†
0f1 + f
†
1f0)
+
∞∑
k=1
ωkf
†
kfk +
∞∑
k=2
tk
(
f†kfk+1 + f
†
k+1fk
) (34)
where {ωk}∞k=0 determines the energies and {tk}∞k=1 the
couplings of the modes. Using Eq. (30) and (33), the
7fermionic Hamiltonian maps to the spin Hamiltonian
H˜ = ω0σ
+
0 σ
−
0 +
∞∑
k=1
ωkσ
+
k σ
−
k
− t1(σ+0 ⊗ σ−1 + σ−0 ⊗ σ+1 )
−
∞∑
k=2
tk(σ
+
k ⊗ σ−k+1 + σ−k ⊗ σ+k+1).
(35)
An example of the distinguishable setting is a popular
model of quantum dots which extends the previous ex-
ample by coupling another two-level system to the single
fermionic mode f0. This leads to the Hamiltonian
H = ωtlsσz +Atls ⊗ n0 + ω0f†0f0 + t1(f†0f1 + f†1f0)
+
∞∑
k=1
ωkf
†
kfk +
∞∑
k=2
tk
(
f†kfk+1 + f
†
k+1fk
)
.
(36)
Here, ωtls and Atls denote the energy separation and the
coupling operator of the two-level system, respectively.
Applying the Jordan-Wigner transformation finally yields
H˜ = ωtlsσz +Atls ⊗ σ+0 σ−0
+ ω0σ
+
0 σ
−
0 − t1(σ+0 ⊗ σ−1 + σ−0 ⊗ σ+1 )
+
∞∑
k=1
ωkσ
+
k σ
−
k −
∞∑
k=2
tk(σ
+
k ⊗ σ−k+1 + σ−k ⊗ σ+k+1).
(37)
In summary, by applying the Jordan-Wigner transfor-
mation in Eq. (28) to the fermionic Hamiltonians we
obtain a corresponding spin Hamiltonian that ensures the
fermionic CAR in Eq. (26) and is well suited for the use
of tensor network techniques. In particular, the nearest-
neighbor chain Hamiltonians conveniently transform to
nearest-neighbor spin Hamiltonians which allow for the
use of specialized time-evolution algorithms such as time
evolving block decimation (TEBD)43,44.
B. State preparation
Another important factor to account for in simulations
is the preparation of the MPS representation of the initial
state. Usual applications involve situations where the
initial state is a thermal or ground state of the environ-
ment Hamiltonian Henv or the full Hamiltonian Hchain
which is then evolved under a quenched Hamiltonian.
Constructing thermal states of two Hamiltonians Henv
and Hchain correspond to two different situations—the
system being either coupled to or decoupled from the
environment before the start of the time evolution. Below
we elaborate on the special features of fermionic state
preparation in both these situations, highlighting their
difference to initialization with bosonic modes.
The simplest state preparation scenario is in the bosonic
case when the initial state is a factorized state between
system and environment at zero temperature. This case
involves a ground state of the star Hamiltonian (2). This
Hamiltonian is already decomposed in its eigenbasis,
formed by the so-called normal modes. In the bosonic
setting the chemical potential is either zero or negative41.
Thus, the ground state is given by the vacuum state, i.e.,
aω|Ω〉 = 0 for all ω ∈ [0, ωmax]. TEDOPA requires trans-
forming this state into the chain picture. Fortunately,
applying the chain transformation defined in Eq. (6) sim-
ply maps the vacuum state w.r.t. the operators aω to
the vacuum state w.r.t. the operators bω. This vacuum
state is convenient for numerics since it is an uncorrelated
product state and can thus be trivially constructed as an
MPS with all bond dimensions equal to one.
In contrast to bosons, fermions allow for a positive
chemical potential which means that the ground state is
no longer the vacuum state. It is rather the state where all
normal modes with energy below the chemical potential
are fully occupied and all modes with energy above the
chemical potential are unoccupied. While this is still a
uncorrelated product state in the star geometry, applying
the chain mapping and the Jordan-Wigner transformation
could potentially yield a highly correlated state since all
the normal modes are mixed. This fermionic peculiar-
ity has two implications. Firstly, the possibly increased
amount of correlations in the state leads to higher bond
dimensions in the MPS representation. Secondly, we are
not able to write down the MPS representation straight-
forwardly in general. Hence, we have to resort to tensor
network algorithms such as imaginary time evolution or
variational DMRG to find the ground state31. This aspect
of the fermionic state preparation can severely increase
the overall computational effort.
The increased amount of correlations in the fermionic
ground state also carries over to low temperature thermal
states. A general thermal state at inverse temperature
β is prepared by evolving the totally mixed state ρ =
1
Z1 in imaginary time which effectively cools the system
down to the desired β. As in the case of ground states
discussed before, a positive chemical potential induces
more excitations a priori and thus in general increases
the overall amount of correlations in the thermal states
of the chain.
For high temperature, i.e., low β, the situation changes.
While a single boson has an infinite-dimensional Fock
space, the dimension of the Fock space of a single fermion
is equal to two. Assuming for the moment we were able
to work with infinite-dimensional Hilbert spaces, both,
fermionic and bosonic, thermal states would approach the
totally mixed state as β goes to zero. However, for bosons
the infinite-dimensional Fock space has to be truncated at
a certain maximal occupation number in order to apply
tensor network techniques. The choice of this truncation
threshold strongly depends on the value of β. This is be-
cause Bose-Einstein statistics tells us that with increasing
temperature the occupation of the normal modes also in-
creases. Hence, keeping the approximation error constant
requires truncating the Fock space at higher occupation
8numbers. Consequently, the memory complexity of a
bosonic thermal state has to diverge for β going to zero.
For fermions, however, there is no truncation of the Fock
space involved which means that representing a fermionic
thermal state at high temperature becomes very efficient.
C. Errors in fTEDOPA
As we have seen in Section II D, there are several sources
of errors involved in TEDOPA. These errors are influenced
by the fermionic nature of the open quantum system in
both ways, positive and negative. On the one hand,
fTEDOPA does not suffer from errors stemming from the
truncation of the local Hilbert space. This is because the
fermionic Fock space is finite dimensional. On the other
hand, as we argued in the previous section, a large set of
physically relevant, fermionic states suffers an increased
amount of correlations compared to bosons. This reflects
especially in the preparation of initial states but also in
subsequent time evolution. In particular, being limited by
the available memory resources, the truncation of bond
dimensions has to be more crude, i.e., can involve a larger
truncation error. These larger errors in the initial state
can also lead to larger errors in the subsequent evolution.
IV. FINITE-TEMPERATURE FERMIONIC
TEDOPA
Having emphasized in Section III B that thermal
states can lead to substantially harder simulation prob-
lems, partially due to the necessity of MPO representa-
tions, this section presents alternatives that only require
the use of MPSs. In particular, we firstly revise the
thermofield-based approach5. Subsequently, we outline
two approaches to extend thermalized TEDOPA26 to the
fermionic setting. While the first approach is based on
the thermofield approach, the second relies on directly re-
placing the spectral density of the environment, following
closely the derivation presented in Ref.26. Nonetheless
the two approaches provide the same discretized chain in
the end.
A. Thermofield approach
Consider again a global Hamiltonian of the form
H :=Hsys +Henv +Hint,
Henv :=
∫ ωmax
0
dω ωf†ωfω,
Hint :=
∫ ωmax
0
dω h(ω) (L†fω + f†ωL),
(38)
where Hsys denotes the free Hamiltonian of the system
and L its coupling operator.
Firstly, let us introduce a second, non-interacting ancil-
lary bath with fermionic operators gω of the same species,
Hanc :=
∫ ωmax
0
dω ωg†ωgω,
such that
H˜ :=Hsys + H˜env +Hint
H˜env :=Henv −Hanc.
(39)
This new bath is not coupled to the system via Hint and
thus the dynamics remain unchanged. Secondly, we apply
a fermionic Bogoliubov transformation on these two sets
of operators, i.e., we will define new fermionic operators
dω and eω which are related to the former ones by
fω = u(ω)dω + v(ω)e
†
ω, f
†
ω = u(ω)d
†
ω + v(ω)eω,
gω = u(ω)eω − v(ω)d†ω, g†ω = u(ω)e†ω − v(ω)dω.
(40)
Here u, v : [0, ωmax]→ R and we require
u(ω)2 + v(ω)2 = 1 ∀ω ∈ [0, ωmax] (41)
in order to preserve the fermionic nature of the operators,
i.e., the fermionic CAR.
Given this transformation we can compute the number
operators in terms of the new basis, which leads to
f†ωfω = (u(ω)d
†
ω + v(ω)eω)(u(ω)dω + v(ω)e
†
ω)
= u(ω)2d†ωdω + u(ω)v(ω)d
†
ωe
†
ω
+ u(ω)v(ω)eωdω + v(ω)
2eωe
†
ω
= u(ω)2d†ωdω − v(ω)2e†ωeω + u(ω)v(ω)d†ωe†ω
+ v(ω)u(ω)eωdω + v(ω)
2,
(42)
where we have used fermionic CAR to bring the expression
into normal ordering in the last line. Likewise, the number
operator of the second bath is expressed in terms of the
new operators according to
g†ωgω = (u(ω)e
†
ω − v(ω)dω)(u(ω)eω − v(ω)d†ω)
= u(ω)2e†ωeω − v(ω)2d†ωdω
− u(ω)v(ω)e†ωd†ω − v(ω)u(ω)dωeω + v(ω)2
= u(ω)2e†ωeω − v(ω)2d†ωdω + u(ω)v(ω)d†ωe†ω
+ v(ω)u(ω)eωdω + v(ω)
2.
(43)
Again the CAR are used to bring the expression into the
same ordering as Eq. (42).
Hence, the free Hamiltonian of the two baths maps to
H˜env 7→ H˜ ′env =
∫ ωmax
0
dω ω(f†ωfω − g†ωgω)
=
∫ ωmax
0
dω ω(u(ω)2 + v(ω)2)d†ωdω
−
∫ ωmax
0
dω ω(u(ω)2 + v(ω)2)e†ωeω.
(44)
9Exploiting Eq. (41) this simplifies to
H˜ ′env =
∫ ωmax
0
dω ω
(
d†ωdω − e†ωeω
)
. (45)
For the interaction part, we obtain
Hint 7→ H ′int =
∫ ωmax
0
dω h(ω)L†(u(ω)dω + v(ω)e†ω)
+
∫ ωmax
0
dω h(ω)(u(ω)d†ω + v(ω)eω)L
=
∫ ωmax
0
dω h(ω)u(ω)
(
L†dω + d†ωL
)
+
∫ ωmax
0
dω h(ω)v(ω)
(
L†e†ω + eωL
)
.
(46)
The reason to change the bases according to Eq. (42)
is as follows. In order to see the fundamental difference
between the initial and the transformed Hamiltonian, con-
sider a thermal state of the free environment in the initial
operator basis at inverse temperature β and chemical
potential µ,
ρenvβ,µ :=
e−β(Henv−µN)
Z . (47)
Here, Z denotes the partition function and
N :=
∫ ωmax
0
dω f†ωfω, (48)
which is the global number operator. Furthermore, we
assume the ancillary bath to be in a thermal state ρancβ,µ
with the same inverse temperature β and the same chemi-
cal potential µ. For a non-interacting system of fermionic
modes the expectation values of the number operators in
the thermal state follow the Fermi-Dirac distribution, i.e.,
〈f†ωfω〉ρenvβ,µ = 〈g†ωgω〉ρancβ,µ =: n¯β,µ(ω) =
1
eβ(ω−µ) + 1
. (49)
In contrast, taking the expectation value in the vacuum
state of the environment w.r.t. the transformed fermionic
modes, ρΩ := |Ω〉〈Ω|, we obtain via Eq. (42) and (43)
〈f†ωfω〉ρΩ = 〈g†ωgω〉ρΩ = v(ω)2. (50)
Hence, by choosing
v : [0, ωmax]→ [0, 1], ω 7→
√
n¯β,µ(ω), (51)
we fix the transformation in Eq. (40) such that the thermal
state of the environment w.r.t. the initial modes ρβ is
mapped to the vacuum state w.r.t. the transformed modes
ρΩ. Note that Eq. (51) implicitly defines
u : [0, ωmax]→ [0, 1], ω 7→
√
1− n¯β,µ(ω) (52)
due to the constraint in Eq. (41). Since the vacuum
state |Ω〉 is a pure state, the potential advantage of the
transformed Hamiltonian becomes more evident. While
in the initial setting we have to use an MPO to represent
the thermal state of the environment, now an MPS is
sufficient. However, even though the usage of MPSs seems
to be favorable in terms of computational complexity at
first, it is not entirely evident in general. In principle,
changing the couplings could also lead to an increased
amount of correlations offsetting the gain in the local
Hilbert space dimension. We will further elaborate on
this issue in Section V considering a specific example.
B. Thermalized fTEDOPA
1. First derivation
Up to this point we recapitulated the thermofield-based
approach5 for fermions including non-zero chemical po-
tential. However, invoking further assumptions, the two
parts of the Hamiltonian corresponding to the operators
eω and dω, respectively, can be mapped onto a single
Hamiltonian term. In particular, let us assume a vanish-
ing chemical potential, µ = 0, as well as a system-bath
coupling that factorizes. The interaction Hamiltonian
then reads
Hint = L
∫ ωmax
0
dω h(ω)(fω + f
†
ω). (53)
Note that this implicitly assumes that (Lf†ω)
† = Lfω.
Currently, this assumption is crucial and thermalized fTE-
DOPA does not work for other forms of the system-bath
interaction. An extension to a wider class of interactions
will be subject to future work.
Performing the thermofield transformation we end up
with
H ′int = L
∫ ωmax
0
dω h(ω)u(ω)
(
dω + d
†
ω
)
+ L
∫ ωmax
0
dω h(ω)v(ω)
(
e†ω + eω
)
.
(54)
Swapping ω 7→ −ω in the second term and using the fact
that
v(−ω)2 = 1
e−βω + 1
=
eβω
eβω + 1
= u(ω)2 (55)
we obtain
Hint = L
∫ ωmax
0
dω h(ω)u(ω)
(
dω + d
†
ω
)
+ L
∫ 0
−ωmax
dω h(−ω)v(−ω)
(
e†−ω + e−ω
) (56)
= L
∫ ωmax
−ωmax
dω h(|ω|)u(ω)
(
α†ω + αω
)
. (57)
Here, we defined a new set of modes by
αω :=
{
dω for ω ≥ 0
e−ω for ω < 0.
(58)
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in order to unify the two integrals in Eq. (57). If µ 6= 0,
Eq. (55) no longer holds and we cannot directly obtain
the form of Eq. (57).
Similarly, the free Hamiltonian of the bath can be
brought into the form
H˜ ′env =
∫ ωmax
0
dω ω(d†ωdω − e†ωeω) (59)
=
∫ ωmax
0
dω ω d†ωdω +
∫ 0
−ωmax
dω ω e†−ωe−ω (60)
=
∫ ωmax
−ωmax
dω ω α†ωαω. (61)
Note that the vacuum state w.r.t. the operators dω and
eω is the same as the vacuum state w.r.t. αω. Conse-
quently, in this specific setting we can replace the two
environments present in the thermofield formulation by a
single environment comprising the same information.
We note two implications of this replacement. Firstly,
the thermalized fTEDOPA setting only requires the dis-
cretization of a single environment instead of two different
environments. This is advantageous because the numeri-
cal algorithms computing the discretization have access
to all the information about the system-bath coupling
at once. In contrast, the two baths obtained from the
thermofield-based approach need to be discretized sepa-
rately. Thus, a discretization algorithm relies on a priori
knowledge of the user to find optimally placed discrete
modes. We will further elucidate this effect in Section V.
Secondly, consider the canonical situation in transport
and quantum thermodynamical models where the system
is initially coupled to two environments. While we can eas-
ily deal with this scenario within thermalized fTEDOPA,
the solution is much more involved in the thermofield-
based framework. This is due to the fact that the ther-
mofield transformation would yield four environments in
the first place. Mapping these four environments onto a
linear geometry is in principle possible, however, needs
more sophisticated techniques.
2. Second derivation
We now present a different approach to devise ther-
malized fTEDOPA. Consider again a Hamiltonian of the
form
H = Hsys +
∫ ωmax
0
dω ωf†ωfω
+ L
∫ ωmax
0
dω h(ω)(fω + f
†
ω),
(62)
where Hsys denotes the free Hamiltonian of the system
and L its coupling operator. By virtue of Eq. (4) we
can express the coupling function h(ω) in terms of the
spectral density of the environment such that the coupling
operator of the bath reads
Aenv := h(ω) (fω + f
†
ω) =
√
J(ω)
pi
(fω + f
†
ω). (63)
Given this Hamiltonian we want to simulate the re-
duced dynamics of the system under two assumptions.
Firstly, we demand the initial state to be in a prod-
uct form between system and environment, i.e., ρ(0) =
ρsys(0) ⊗ ρenv(0). Secondly, we only consider Gaussian
initial states of the environment and in particular thermal
states at inverse temperature β and vanishing chemical
potential µ = 0 as defined in Eq. (47), i.e., ρenv(0) = ρβ,0.
Under these assumptions, the reduced state is uniquely
determined by the first and second moments of the bath
interaction operator at all times.
This is due to the fact that starting from a factorized
state and a factorized interaction Hamiltonian, the dy-
namics of the system are determined by the multi-time
statistics of the bath interaction operator Aenv(t) (see
Chapter 9 of Ref.4). Since Aenv(0) is linear in the creation
and annihilation operators and the free Hamiltonian Henv
is Gaussian, Aenv(t) remains linear for all times. Hence,
according to Wick’s theorem, the multi-time statistics
can be computed in terms of the two-times correlation
function with respect to the bath state ρβ,0 (see Ref.
45
and proof in Ref.46).
Hence, any transformation that leaves the first and
second moments invariant also preserves the dynamics
of the system. We exploit this fact and firstly show that
the temperature dependence of the bath state can then
be moved to the spectral density, i.e., the couplings h(ω)
in the Hamiltonian. Secondly, we prove that the first
moments also stay the same under this transformation.
The second moments in terms of the interaction picture
w.r.t. the free bath Hamiltonian are
C(2)(t) :=
∫ ωmax
0
dω 〈Aenv(ω, t)Aenv(ω, 0)〉ρβ . (64)
Substituting Aenv by Eq. (63) and fω(t) = e
iωt fω(0) we
obtain
C(2)(t) =
∫ ωmax
0
dω 〈Aenv(ω, t)Aenv(ω, 0)〉ρβ (65)
=
1
pi
∫ ωmax
0
dω J(ω)
〈
(f†ω(t) + fω(t))
×(f†ω(0) + fω(0))
〉
ρβ
(66)
=
1
pi
∫ ωmax
0
dω J(ω)
[
eiωt
〈
f†ω(0)fω(0)
〉
ρβ
+e−iωt
〈
fω(0)f
†
ω(0)
〉
ρβ
] (67)
=
1
pi
∫ ωmax
0
dω J(ω) eiωt〈nβ(ω)〉ρβ
+
∫ ωmax
0
dω J(ω) e−iωt(1− 〈nβ(ω)〉ρβ ).
(68)
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Since free fermions obey the Fermi-Dirac statistics, we
further have
〈nβ(ω)〉ρβ = n¯β(ω) =
1
eβω + 1
,
1− 〈nβ(ω)〉ρβ = 1− n¯β(ω) =
eβω
eβω + 1
.
(69)
Substituting these expressions into the integrals we find
C(2)(t) =
1
pi
∫ ωmax
0
dω J(ω)eiωt
1
eβω + 1
+
1
pi
∫ ωmax
0
dω J(ω)e−iωt
eβω
eβω + 1
.
(70)
In order to unify these two integrals again we map ω 7→
−ω in the first integral such that
C(2)(t) =
1
pi
∫ 0
−ωmax
dω J(−ω)e−iωt 1
e−βω + 1
+
1
pi
∫ ωmax
0
dω J(ω)e−iωt
eβω
eβω + 1
(71)
=
1
pi
∫ ωmax
−ωmax
dω J(|ω|) e
βω
eβω + 1
e−iωt (72)
=
1
pi
∫ ωmax
−ωmax
dω
J(|ω|)
2
×
[
tanh
(
βω
2
)
+ 1
]
e−iωt.
(73)
Finally, by defining the thermal spectral density as Jβ :
[0, ωmax]→ [0,∞),
Jβ(ω) :=
J(|ω|)
2
[
tanh
(
βω
2
)
+ 1
]
, (74)
we write
C(2)(t) =
1
pi
∫ ωmax
−ωmax
dω Jβ(ω)e
−iωt. (75)
This is equivalent to the two-times correlation function we
would obtain given a spectral density Jβ and starting from
the vacuum state of the environment for any point in time
t. Furthermore, for the first moments of the interaction
operator we find
C(1)(t) :=
∫ ωmax
0
dω 〈Aenv(ω, t)〉ρβ
=
1
pi
∫ ωmax
0
dω J(ω)
(
〈fω(t)〉ρβ + 〈f†ω(t)〉ρβ
)
= 0
=
1
pi
∫ ωmax
0
dω Jβ(ω)
(
〈fω(t)〉|Ω〉 + 〈f†ω(t)〉|Ω〉
)
(76)
which completes our line of reasoning.
The two derivations are indeed equivalent. This can be
seen by combining Eqs. (4), (57) and (74) which yields
h(|ω|)2u(ω)2 = 1
pi
J(|ω|) e
βω
eβω + 1
(77)
=
1
pi
J(|ω|)
2
[
tanh
(
βω
2
)
+ 1
]
(78)
=
1
pi
Jβ(ω). (79)
Thus, we verify that the two coupling functions are iden-
tical. This concludes our line of reasoning.
V. NUMERICAL EXAMPLES
In this section we present various numerical examples
involving model systems that highlight the capabilities
of fTEDOPA and allow for benchmarking its accuracy
against analytical methods wherever available. Therefore,
we will proceed in three different stages with increas-
ing model complexity. Additionally, we present a thor-
ough case study of the three different simulation schemes
for dealing with fermionic heat baths. As we pointed
out in Section III A all Hamiltonians considered in this
work transform to one-dimensional, nearest-neighbor, spin
Hamiltonians which allows us to use TEBD to perform
regular and imaginary time evolution throughout this
section.
A. Resonant level model
First we demonstrate that fTEDOPA can simulate the
well-studied resonant level model, for which an analytical
solution is available. The resonant level model describes a
single fermionic mode, usually referred to as the impurity,
coupled to a fermionic environment usually in the form
of a sharply bounded, half-filled conduction band. As
it is conventional, we measure energy in terms of the
half bandwidth such that all frequencies are confined to
the interval [−1, 1]. Following the notation introduced in
Section II the Hamiltonian is split into three parts
Hrlm :=Hsys +Henv +Hint, (80)
where the individual parts are defined by
Hsys :=Eimp d
†d, (81)
Henv :=
∫ 1
−1
dω ωf†ωfω, (82)
Hint :=
∫ 1
−1
dω h(ω)
(
d†fω + f†ωd
)
, (83)
with Eimp denoting the energy of the impurity. Note that
the impurity and the conduction band comprise the same
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species of fermions, i.e., d and fω fulfill the fermionic
CAR,
{fω, fω′} = {d, d} = {fω, d} = {fω, d†} = 0,
{fω, f†ω} = δ(ω − ω′),
{d, d†} = 1.
(84)
Moreover, the system-bath coupling h(ω) is directly re-
lated to the spectral density as shown in Eq. (4). We
choose the spectral density to be frequency independent,
i.e.,
J : [−1, 1]→ R, ω 7→ Γ = const. (85)
We are interested in the relaxation of the occupation
of the impurity after a sudden quench in its energy. More
precisely, we prepare the system initially in the ground
state ofHrlm with Eimp(t < 0) = 0 and switch to Eimp(t ≥
0) 6= 0 at t = 0. Since Eimp(t < 0) is equal to the
Fermi energy of the conduction band we expect the initial
occupation to be n¯imp := 〈d†d〉 = 0.5. After the quench
the occupation is expected to equilibrate to a higher
(lower) value depending on whether Eimp(t ≥ 0) is lower
(higher) than the Fermi energy.
As discussed in Section III B the ground state is no
longer the vacuum state as soon as the system is subject
to a non-vanishing chemical potential. Hence, for a half-
filled conduction band, i.e., a chemical potential which
is equal to half the bandwidth, the initial state has to
be prepared numerically. This can be done in various
ways such as imaginary time evolution or variational
DMRG. Both algorithms are explained in great detail in
any comprehensive review on tensor network techniques,
e.g., Ref.31. Within this work we will always prepare
ground states using variational DMRG.
In order to verify the results from fTEDOPA we fix
a proper reference solution. While there exists an an-
alytical solution of the resonant level model using the
Keldysh formalism, these solutions typically rely on a
wide-band approximation of the conduction band47. The
wide-band approximation is based on the assumption
that the strength of the system-bath interaction is much
weaker than the bandwidth of the conduction band, i.e.,
Γ 1 in our setting. Taking this solution as a reference
would make it difficult to distinguish between any error
introduced by the violation of the wide band limit and
the errors arising within fTEDOPA. However, since the
model comprises only one species of fermions there is
an alternative way to obtain a reference solution. More
precisely, in this case the Hamiltonian in Eq. (80) can be
interpreted as a bilinear form of the fermionic creation
and annihilation operators. Applying a suitable discretiza-
tion technique one is able to construct an approximating,
discrete bilinear form. It is well known that this kind
of discrete systems can then in turn be analytically and
numerically treated by so called exact diagonalization
(ED)48. Numerically, this approach involves linear alge-
bra operations on a matrix whose size scales only linearly
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FIG. 2. Simulation of an energy quench in the resonant
level model: Occupation of the impurity as a function of
time after a quench of the energy from Eimp(t < 0) = 0.0 to
Eimp(t ≥ 0) = −2Γ, −3Γ, −4Γ. Here, the conduction band
is described by the constant spectral density J : [−1, 1] →
R, ω 7→ Γ = 0.1. The results were obtained using a chain of
N = 128 sites, a relative truncation error of εtetrunc = 10
−8 and
a maximal truncation rank of ξtetrunc = 128 in the compression.
The time step width is set to dt = 0.1 and a Trotter expansion
of 4th order is used. The initial ground state is computed
with 10 DMRG sweeps, a relative truncation error of εgstrunc =
10−8 and a maximal truncation rank of ξgstrunc = 64. As a
reference we plot with solid lines the results obtained from
exact diagonalization using a chain of NED = 500 sites. The
inset depicts the absolute residuals |n¯(t) − n¯ED(t)| between
the ED and the fTEDOPA solution. See Section V A for more
details.
in the number of discrete modes. Thus, in contrast to the
wide-band approximation, here it is easier to control the
quality of the approximation by increasing the number of
sampling points in the conduction band. Consequently,
we use a highly sampled, discrete version of the resonant
level model in combination with ED as a benchmark for
our own fTEDOPA results.
Fig. 2 shows a comparison of the results obtained via
fTEDOPA and ED. For all three different choices of
Eimp(t ≥ 0) we observe good agreement of the impu-
rity’s occupation for moderate chain length and bond
dimensions. This observation is confirmed by the ab-
solute residuals |n¯(t) − n¯ED(t)| depicted in the inset of
Fig. 2. Furthermore, the residuals reveal that we start off
with a relatively high error which then drops to a lower
level as simulation time increases. This effect is due to
the imperfect initial ground state we start off with. In
principle, this could be improved by allowing for larger
computational resources in the preparation of the initial
state.
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B. Modified resonant level model
Extending the previous example, in this section, we
examine an impurity that is subject to an environment at
non-zero temperature. In particular, we present a detailed
study of the performance of standard MPO, thermofield
and thermalized fTEDOPA evolution. Here, we focus on
comparing the growth of correlations, the memory costs
and the achieved accuracy. The results obtained may
serve as a useful guideline for other applications.
In order to obtain a model that is accessible to ther-
malized fTEDOPA we consider a modified version of the
resonant level model Hamiltonian Eq. (80). Firstly, we set
the chemical potential of the conduction band to zero, i.e.,
we no longer assume a half-filled but an empty conduction
band at zero temperature. Thus, the free Hamiltonian of
the conduction band reads
Henv :=
∫ 2
0
dω ωf†ωfω. (86)
Secondly, we choose the interaction Hamiltonian to be in
the factorized form
Hint := (d
† − d)
∫ 2
0
dω h(ω)(fω + f
†
ω). (87)
Hence, the total Hamiltonian can be summarized as
Hmrlm := Hsys +Henv +Hint. (88)
where Hsys := Eimpd
†d denotes the Hamiltonian of the
impurity with energy Eimp and h(ω) is related to the
spectral density via Eq. (4). The spectral density in turn
is again chosen to be constant, i.e.,
J : [0, 2]→ R, ω 7→ Γ = const. (89)
Given the Hamiltonian we prepare the whole system in
the initial state ρ(0) = |1〉〈1|sys ⊗ ρenv(β) where ρenv(β)
is a thermal state of the free environment at inverse
temperature β. At t = 0 we then turn on the system-
environment coupling and let the system equilibrate.
We study the following question. Given a fixed num-
ber of sites, a fixed amount of memory resources and a
maximally tolerable absolute error. Which method allows
for the largest possible simulation time (as defined by
the system time at which the maximally tolerable ab-
solute error is exceeded) while maintaining the lowest
memory complexity? It is important to emphasize that
even though real processing time costs, i.e. CPU time, is
very important in applications, it is not a good figure of
merit here. This is due to following reasons. Firstly, the
CPU time strongly depends on the implementation. Sec-
ondly, even for the same implementation using iterative
linear algebra solvers can lead to huge fluctuations in the
computational time depending on the exact parameters
of the Hamiltonian.
Fig. 3 provides a thorough comparison of the results
of the three simulation schemes, thermalized fTEDOPA
(TT), thermofield (TF)38 and standard matrix product
operator evolution (MPO) for different inverse tempera-
tures β. The figure is split into three main parts. The
first part depicts the growth of bond dimensions in time
for each of the three methods. Since the bond dimensions
itself do not directly tell us the memory complexity of the
individual state representations due to the different local
dimensions, the second part shows the actual number of
parameters to be stored at each time. In the last part of
the figure as a measure of accuracy we plot the absolute
residuals |n¯(t)− n¯ED(t)| of the occupation of the impurity.
Based on these three parts we summarize the following
findings. For small β, i.e., high temperatures T = 1/β,
the correlations, as quantified by the bond dimensions,
grow very rapidly in both TT and TF, while for MPO
there are hardly any correlations visible. This fact has
important implication for the memory complexity. In fact,
TT and TF start off with a memory complexity roughly
two orders of magnitude below MPO but end up with
a complexity more than two orders of magnitude higher
than MPO. Moreover, the residuals in the occupation of
the impurity start rising for TT after around half the
time it takes for MPO. For TF this rise happens even
slightly earlier in time. As β increases, i.e., T decreases,
the growth of correlations becomes more prominent for
MPO and less prominent for TT and TF. This effect is
also visible in the second part of the figure where the
memory complexity of MPO increases about two orders
of magnitude going from β = 0.01 to β = 100.0. However,
the accuracy remains unchanged for all three methods up
to β = 10.0.
For large β, i.e. small temperatures T , the correlations
behave differently for TF, TT and MPO as compared to
the case of small β. More precisely, the states involved
in TT and TF show little correlations whereas the bond
dimensions quickly saturate for MPO. The same holds
for the memory complexity where MPO suffers a memory
complexity two orders of magnitude higher than TT and
TF throughout almost the whole time evolution. Further-
more, we see an interesting behavior of the accuracies in
this temperature regime. While TT and MPO perform
very well throughout the whole time evolution of 60 time
units, in TF the errors start rising after 20 units. This
can be explained as follows.
Given a fixed number of bath sites 2N and without
prior knowledge about the thermal spectral density, the
discrete modes in TF are distributed equally w.r.t. the
left and the right environment. That means that each
bath is straightforwardly sampled with the same number
of modes N . For higher values of β, however, the spectral
density corresponding two the second term in Eq. (46) is
strongly suppressed due to the Fermi-Dirac distribution.
Hence, one of the environments couples severely weaker
to the system than the other. An equal distribution
therefore leads to the over-sampling of an unimportant
portion of the overall spectral density. This problem is
circumvented in TT and MPO since we only have to deal
with one spectral density and the available modes are
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dynamically distributed among the relevant parts of the
spectral density. Nevertheless, so far, TT only addresses
interaction Hamiltonians that are in a tensor product
form, which excludes a variety of important physically
relevant cases for fermionic systems. In these situations
MPO and TF are the only options.
In summary, our simulations can provide guidelines
about which simulation method to use out of TT, TF or
MPO. Surprisingly, TT and TF, two simulations schemes
based on MPSs are not always favorable as compared
to the MPO method but the method of choice should
strongly depend on the specific setting. We observe that
MPO is more suitable in case of low β while for high β TT
or TF seem to be better suited. Moreover, whenever it is
possible to use TT (i.e., if the interaction Hamiltonian is
in a tensor product form) it is preferable to TF.
C. Quantum dot
As a third example, we study a Hamiltonian used to
model the decoherence of a quantum dot. The model
comprises a two-level system (TLS) coupled to a fermionic
impurity which itself is subject to a half-filled conduction
band. This kind of setting is for example used to study
decoherence effects in Josephson junctions49–51.
Following Section II we split the Hamiltonian of the
model into three parts,
Hqd := Hsys +Henv +Hint. (90)
Parameterizing the energy separation of the TLS by ∆,
the energy of the impurity by Eimp and the coupling
strength between TLS and impurity by v, we define
Hsys :=
∆
2
σz +
v
2
σz d
†d+ Eimpd†d. (91)
Moreover, the environment and interaction Hamiltonian
are defined analogously to the resonant level model by
Eq. (82) and Eq. (83), respectively. The spectral density
is chosen to be
J : [−1, 1]→ R, ω 7→ Γ = const, (92)
which is again related to the coupling h(ω) between im-
purity and conduction band via Eq. (4).
We study the decoherence effects on the TLS by
preparing the total system initially in a factorized state
ρ(0) = |+〉〈+|tls ⊗ ρelec,0 between the TLS and the elec-
tronic part of the Hamiltonian, namely the impurity and
the conduction band. Here, the TLS is in a superposition
state
|+〉tls := 1√
2
(|0〉+ |1〉), (93)
and ρelec,0 denotes the ground state of the impurity cou-
pled to the half-filled conduction band. As done for the
case of the resonant level model, we compute the ground
state numerically using variational DMRG. Subsequently,
we turn on the interaction v between the TLS and the
impurity, and let the system evolve in time. During this
evolution we monitor the coherence of the TLS in terms
of the quantity
C(t) :=
∣∣∣∣∣ ρtls,01(t)ρtls,01(0)
∣∣∣∣∣ = 2|ρtls,01(t)|. (94)
Studying this time dependence is crucial in the applica-
tions of quantum dots to quantum technologies as qubits
or as single photon sources52.
We compare our solution against the one obtained
under the assumption of a wide-band limit (Γ  1).
Following the full-counting (FC) statistics approach of
Ref.51, we compute the time evolution of C, which is
depicted in Fig. 4 for fixed ∆, Eimp and Γ and various v.
This reference solution is expected to provide good results
for small values of Γ but is expected to be inaccurate
for larger values. The fTEDOPA solutions match the
reference solution well in terms of the shape, but we see
a slight difference in the phase. In order to verify the
fTEDOPA results we checked convergence by varying the
chain length, the maximal bond dimension, the time step
width as well as the number of DMRG sweeps to generate
the ground state of the environment. Furthermore, our
results show good agreement in shape and phase with the
results obtained in a detailed study of the same model
using linear and logarithmic discretization techniques53.
Hence, we suspect that the shift in phase is indeed due
to the violation of the wide-band assumption and thus
fTEDOPA is more accurate than the well-established
full-counting statistics approach.
As we pointed out in Section III B, in the presence of
a chemical potential, the ground state is expected to be
highly correlated and thus needs large bond dimension
for obtaining an accurate MPS representation. In general
the bond dimensions further increase over time rendering
simulations very costly. However, this reasoning implicitly
assumes that the time evolution is carried out in the
Schro¨dinger picture, i.e. the state itself is propagated in
time.
In some cases, the issues arising here might be circum-
vented by switching to the Heisenberg picture where the
state itself is time-independent and rather the observable
of interest is evolved in time54,55. Fig. 5 shows that, when
simulating the coherence of the quantum dot as a func-
tion of time, the performance of TEDOPA is drastically
improved in the Heisenberg picture. This may as well
translate to a much wider set of fermionic open quantum
systems which will be explored and characterized in future
work.
D. Dimeric transport problem
As a final example of the versatility of fTEDOPA, we
simulate a paradigmatic model in quantum transport and
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FIG. 3. Comparison of the performance of the different thermal evolution schemes for the modified resonant
level model: Evolution of the MPS/MPO ranks of the quantum state evolved under the thermalized (first column), thermofield-
based (second column) and MPO (third column) simulation scheme for different inverse temperatures β (~ = kB = 1). As
a precise measure of memory complexity the total number of parameters of the MPS/MPO as a function of time is plotted
in the fourth column. The fifth column depicts the absolute residuals |n¯(t) − n¯ED(t)| of the impurity’s occupation w.r.t.
the results obtained by ED with NED = 300 sites. The numerical results are calculated using a constant spectral density
J : [0, 2]→ R, ω 7→ Γ = 0.4 and an impurity energy of Eimp = 0.3. In all three cases we fix the total number of sites to N = 20,
the relative truncation error to εtetrunc = 10
−8 and the maximal truncation rank of ξtetrunc = 400 in case of the MPS routines and
ξtetrunc = 200 in case of the MPO routine. Moreover, the time step width is set to dt = 0.01 and a Trotter expansion of 4
th order
is used. In case of the MPO scheme the initial thermal state of the environment is computed via imaginary time evolution and
exactly the same settings as for the real time evolution.
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FIG. 4. Simulation of quantum dot coupled to
fermionic reservoir: Coherence of the TLS, defined in
Eq. (94), as a function of time and different coupling strengths
v between the TLS and the impurity. The initial state is chosen
to be ρ(0) = |+〉〈+|tls⊗ρelec,0 where |+〉tls is defined in Eq. (93)
and ρelec,0 denotes the ground state of the impurity coupled
to the conduction band. The conduction band is described
by a constant spectral density J : [−1, 1]→ R, ω 7→ Γ = 0.1,
the energy of the impurity is set to the Fermi energy, i.e.,
Eimp = 0.0, and the energy splitting of the TLS is chosen
to be ∆ = 0.2. The numerical results were obtained using
a chain of length N = 400, a relative truncation error of
εtetrunc = 10
−8 and a maximal truncation rank of ξtetrunc = 192
in the compression. The time step width is set to dt = 0.1 and
a Trotter expansion of 4th order is used. The initial ground
state is obtained via 10 DMRG sweeps with a relative trun-
cation error of εgstrunc = 10
−8 and a maximal truncation rank
of ξgstrunc = 64. We compare the fTEDOPA results to results
based on full-counting (FC) statistics for NFC = 1000 modes
following Ref.51.
thermodynamics namely that of two coupled quantum
dots56. In particular, we consider a dimeric system ini-
tially disjoint from two separate heat baths which then
evolves to a steady state. The Hamiltonian of the model
can be split into five terms,
Hdim :=
∑
α=L,R
(Henv,α +Hint,α) +Hsys. (95)
Here, the system Hamiltonian is
Hsys :=
∑
γ=L,R
hγd
†
γdγ
− g
2
(d†LdR + d
†
RdL) + UnLnR
(96)
where g and U denote the intra-system coupling and the
Coulomb interaction strength, respectively. The energy
level structure of the system is parameterized by the mean
energy h = 12 (hL+hR) as well as the detuning δ = hL−hR.
Assuming the two reservoirs share the same conduction
band characteristics, we again measure energy in terms
of the half bandwidth. Thus, the Hamiltonians of the
fermionic reservoirs read
Henv,α :=
∫ 2
0
dω ωf†α,ωfα,ω, (97)
Hint,α :=
∫ 2
0
dω h(ω)(d†αfα,ω + f
†
α,ωdα) (98)
for α = L,R. The system-bath coupling h(ω) is in turn
determined via Eq. (4) by the so-called Newn’s spectral
density
J : [0, 2]→ R, ω 7→ Γ
2
√
1− (ω − 1)2. (99)
For the numerical example at hand we initially prepare
the total system in the product state
ρ(0) = ρL,0 ⊗ ρsys,0 ⊗ ρR,β , (100)
where ρL,0 and ρsys,0 denote the ground state of the left
reservoir and the system, and ρR,β denotes the thermal
state of the right reservoir at inverse temperature β. Note
that in principle all components could be subject to a
chemical potential µ. However, within the scope of this
example we set µ = 0. Thus, ground states effectively
reduce to vacuum states and need no special preparation.
After switching on the system-bath couplings at t =
0 we then observe the relaxation of the global system
towards an approximately steady state. We monitor the
occupation of the left and right system site as well as the
intra-system particle current,
IPsys :=
g
2i
(d†LdR − d†RdL), (101)
over time. Note that the fermionic degrees of freedom of
the system and the reservoirs are again indistinguishable
and thus obey the fermionic CAR. Hence, for vanishing
Coulomb interaction strength, i.e., U = 0, the Hamilto-
nian can again be interpreted as a bilinear form of the
fermionic creation and annihilation operators and is thus
accessible to exact diagonalization (ED) techniques. The
results obtained in this way serves as a reference for the
fTEDOPA results.
Previous work57,58 has studied the case of g = 0, U 6= 0
in Eq. (95) and also59–61 on U = 0, g 6= 0. However,
the realistic situation of simultaneously non vanishing
Coulomb and hopping interactions U 6= 0, g 6= 0 has
thus far evaded numerical or analytical treatment. Thus,
fTEDOPA opens a new simulation regime that is expected
to be of broad utility in the field of quantum transport
and quantum thermodynamics.
In Fig. 6 we depict the evolution of the system to its
steady-state. In case of vanishing Coulomb interaction the
fTEDOPA results show good agreement with the results
obtained via ED. As soon as we increase the Coulomb
interaction strength the steady-state occupations and the
intra-system current get shifted. While the occupation
on the left site of the system and the intra-system current
rise, the occupation of the right site of the system lowers.
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Finally, we want to point out that — as in the case of the
quantum dot — switching to the Heisenberg picture might
again improve the performance of fTEDOPA. In fact, for
vanishing Coulomb potential, i.e., for a Hamiltonian that
is completely Gaussian, it has been shown54,55 that the
time-evolved fermionic ladder operators obey an exact
MPO representation with constant bond dimension. In
particular, after mapping the continuous setting onto a
chain of total length 2N+2, any fermionic operator gm(t),
m ∈ {1, . . . , 2N + 2}, can be written in the form
gm(t) :=
2N+2∑
`=1
(
αm,`(t)g`(0) + βm,`(t)g
†
` (0)
)
(102)
where αm,` and βm,` are complex-valued functions in time.
Applying the Jordan-Wigner transformation defined in
Eq. (28) to Eq. (102) yields
σ+m(t) =
2N+2∑
`=1
⊗`
k=1
σzk
(αm,`(t)σ−` + βm,`(t)σ+` ) .
(103)
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This string of spin operators can in turn be expressed as
an MPO with bond dimension equal to 2. Adopting the
notation of Eq. (17) the matrices of the MPO are defined
by
[Aj1 ]j1 :=
[
Gm,1(t) σ
z
1
]
,
[Ajn,j′n ]jn,j′n :=
[
1 0
Gm,`(t) σ
z
`
]
,
[Aj2N+2 ]j2N+2 :=
[
1
Gm,2N+2(t)
]
,
(104)
where Gm,` := αm,`(t)σ
−
` + βm,`(t)σ
+
` , ` = 1, . . . , 2N + 2.
Natural observables in the transport setting such as the
occupation number operator or the intra-system particle
current, Eq. (101), are then obtained by multiplying and
adding the MPOs of the fermionic operators. While
the multiplication of two MPOs leads to an MPO with
bond dimension equal to the product of the initial bond
dimensions, the addition results in an MPO with bond
dimension equal to the sum of the initial bond dimensions.
Hence, the number operator and the intra-system particle
current admit an exact MPO representation with a bond
dimension of at most 4 and 8, respectively.
Unfortunately, as soon as the Coulomb interaction is
non-vanishing, the rigorous results presented in the previ-
ous paragraph break down. However, for small Coulomb
interaction strength, the Hamiltonian is only slightly
perturbed from a Gaussian Hamiltonian which could
lead to MPO representations of the fermionic operators
whose bond dimension grow very slowly in time. An in-
depth study of the relative merits of simulations in the
Schro¨dinger and the Heisenberg picture is warranted but
beyond the scope of this work.
VI. DISCUSSION
In summary, we have presented and benchmarked the
method of fTEDOPA and its generalizations to the finite-
temperature case. Our numerical examples illustrate the
versatility of fTEDOPA in the study of fermionic open
quantum systems and show the possible performance im-
provement by working in the Heisenberg picture. Promis-
ing applications of fTEDOPA range across a variety of
fields. Starting from quantum information processing like
qubit implementations using quantum dots over to quan-
tum thermodynamical processes with working systems
coupled to fermionic reservoirs62,63.
In particular, fTEDOPA could prove exceptionally use-
ful in investigating molecular junctions. A molecular
junction is composed of at least one molecule coupled to
two fermionic leads acting as source and drain. Addition-
ally, the molecular degrees of freedom couple to a single
vibrational mode or a whole phononic bath. One is then
generally interested in the steady-state current through
the junction as a function of the voltage applied to the
leads. Current approaches include quantum master equa-
tions have successfully simulated situations with weak
molecule-lead coupling via a pertubative treatment13,14.
Another promising approach is that of hierarchical equa-
tions of motion, which works well for high temperatures
and unstructured spectral densities15,64. In contrast, fTE-
DOPA is expected to work well for arbitrary temperatures
and makes no assumption on the system-bath interaction
strength. Furthermore, fTEDOPA allows for a control-
lable error in simulations.
Although we have shown that working in the Heisenberg
rather than in the Schro¨dinger picture is beneficial in some
cases, a thorough analysis of the range of physical models
where this holds is subject to future work.
Comparing the performance of TEDOPA and thus also
fTEDOPA to other DMRG-like methods is an important
open problem. Related methods differ in two aspects,
the first being how the continuous bath is discretized,
for instance using logarithmic or linear discretization.
The effect of different spectral densities, including those
that are highly structured, on the accuracy of different
discretization warrants further study.
The second point of difference versus related methods is
whether they rely on simulations performed in the discrete
chain representation, analogous to TEDOPA, or in the dis-
crete star representations, which are studied in Refs.40,65.
Simulations in the chain picture are expected to benefit
from the nearest-neighbor couplings, which is expected
to keep correlations low for short simulation times. On
the other hand, the cost of initial state preparation could
be lower for the star picture but interaction terms acting
between distant sites could lead to large correlations in
some situations that might make matrix product simula-
tions costly. Thus, differences in the overall performance
of these two pictures for different spectral densities, in-
teraction terms, temperatures and initial states is an
open question. Finally, an important open challenge
is to devise methods for thermalized (f)TEDOPA for a
system-environment interaction Hamiltonian that has no
tensor-product form but instead comprises sums of more
than one interaction term with a tensor product form.
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