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Abstract
Recently IPv6 has become a worldwide topic because of IPv4 address exhaustion,
much is due to the Internet Assigned Numbers Authority (IANA) allocated the final
IPv4 address blocks in February, 2011. IPv6 solves the addressing problem, however
there is a low IPv6 adoption rate. Some of the reasons for low adoption rate are high
adoption costs, return on IPv6 technology is not proven and solutions as Classless
Inter-Domain Routing and Network Address Translation delayed the IPv4 exhaustion.
This thesis investigates the IPv6 protocol by conducting several measurements over
longer distances. One of the studies will give an indication of the rate the IPv6 is being
adopted in the world, by monitoring over seven thousand University webservers over
a period of two weeks. Another study compares the TCP throughput performance of
WWW protocol on five University webservers for both IPv6 and IPv4 networks over
a period of two weeks.
The results indicated that the TCP throughput performance differences between
the two Internet protocols were almost the same. The IPv6 adoption rate study did not
result in a conclusive way, however an indication of an increase was observed and by
additionally surveying previous work, and observing IPv6 monitoring websites on the
IPv4 Internet, one can state that it is most probable that the IPv6 are being adopted
continuously.
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Chapter 1
Introduction
1.1 Motivation
The IPv4 Internet has affected the lives of its users by making it possible to share
multimedia like video, images, music and text over interconnected computers. The
technology has evolved considerably and led a large quantity of people to change their
habits in the sense of shopping, socializing, information sharing, collaboration, enter-
tainment and simplifying tasks.
As the popularity of IPv4 increased one realized early on that the number of IPv4
addresses were not sufficient enough because of explosive IP address consumption.
IPv6 was developed by the Internet Engineering Task Force to deal with this problem.
IPv6 is so different from IPv4 that operating systems, switches, webservers, routers,
etc have to be upgraded/implemented to support the protocol.
It has been a slower progress getting the system operators to upgrade/implement
their equipment to support IPv6 than the designers of the protocol expected.
One of the reasons is lack of information on IPv6 adoption and quality of service1
of IPv6 Internet. More information is needed. Low adoption will give low quality of
service[2] (q.o.s) which leads to a greater chance for users to experience problems,
which is not desirable.
The IPv6 protocol will be used all over the world with many users depending on
Internet connectivity. IPv6 Internet should at least have the same stability as IPv4
Internet. Therefore testing on IPv6 is crucial in order to discover problems, and for
providing q.o.s.
There are very few academic papers written regarding IPv6 throughput perfor-
mance over IPv6 Internet over time. Most of the research papers written about IPv6
adoption rate and IPv6 throughput performance are outdated and can not be used to
describe the present IPv6 adoption situation and the performance capability are today,
1Guaranties of a certain level of performance for example, a required bit rate, delay, jitter, packet
dropping probability and/or bit error.
9
CHAPTER 1. INTRODUCTION
since the IPv6 Internet is still being improved on both software and hardware contin-
uously. Previous work on performance testing on IPv6 has mostly been conducted in
a lab environment where the conditions are optimal. The few performance tests con-
ducted on the IPv6 Internet are useful for looking back to see the improvements on
IPv6 Internet, and collect knowledge from the researcher’s mistakes, approaches and
methodology.
1.2 Problem statement
This investigation study utilizes well known tools and methods to explore the through-
put performance and adoption rate of IPv6 and IPv4. The intention of this study is
to gain knowledge about the various advantages and disadvantages of IPv6, the sta-
tus of the IPv6 TCP throughput performance, the status of the IPv6 adoption rate and
a further intention is to hopefully provide information that helps people involved in
maintaining networks to make decisions about deploying and adopting IPv6 on their
network infrastructure.
The following problem statement is the main goal of this thesis:
Investigating IPv6 adoption rate and throughput performance
Adoption means IPv6 adoption in a selection of Universities.
Performance means Throughput performance.
1.2.1 Research questions
The questions to be solved in this study are:
1. Does IPv6 have better TCP throughput performance than IPv4 Internet?
2. Approximately how fast is the adoption rate of IPv6?
The reasons for asking these questions is to find out:
• How well does IPv6 perform compared to IPv4.
• How great are the differences over time.
• How stable is IPv6 compared to IPv4.
10
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1.2.2 Main contributions
In this thesis, we argue that the previous research regarding IPv6 adoption and IPv6
throughput performance studies are outdated because of the evolving IPv6 Internet. To
fill the research and knowledge gap this paper has been written. The contributions in
this paper are as follows.
This paper:
• uses a unique approach to study/evaluate the IPv6 adoption rate, by monitoring
most of the University webservers for IPv6 connectivity.
• is one of very few research papers that conducts and monitors both IPv6 and
IPv4 TCP throughput performance over time.
• has a unique combination of two topics (throughput performance and adoption
rate) in an wide spectrum of topics in IPv6.
11
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Chapter 2
Background material and previous
work
This chapter surveys previous work and introduces the reader to IPv6.
2.1 Introduction of IPv6
Early on, the designers of the IPv4 knew that the address space of IPv4 were not
sufficient for the future. To handle this problem a recommendation[3] of a new Internet
protocol was presented and later on approved[4] in 1994 by the IETF ( The Internet
Engineering Task Force ).
2.1.1 IPv6 header
IPv6 header is based upon the IPv4 header, with some modifications (see figure 2.1).
Source and destination address fields have been increased from 32 bits to 128 bits.
While IPv4 has total of 232 or 4,294,967,296 addresses, the IPv6 has a total of 2128 or
340,282,366,920,938,463,463,374,607,431,768,211,456 addresses.
Simplification of the header format to reduce the processing of the packet handling
and to keep the bandwidth cost of the header as low as possible[4].
Other changes besides the important address spacing fields are listed below:
1. Version is set to six instead of four.
2. Header length field were removed since the IPv6 header is a fixed length of 40
bytes.
3. Header checksum, Identification, Fragment Offset and Flags fields were re-
moved.
4. Optional fields removed and replaced with extension headers.
5. Type-of-Service field was replaced by the Traffic Class field and the Flow Label
field.
6. Payload Length field replaced by the Total Length field, since the length of the
header is fixed.
13
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  Version       IHL            Type of service                               Total Length
  (4-bits)     (4-bits)             (8-bits)                                         (16-bits)
                        Identification                          Flags                  Fragment Offset
                            (16-bits)                            (3-bits)                      (13-bits)
        Timetolive                    Protocol                                 Header checksum
          (8-bits)                        (8-bits)                                         (16-bits) 
Source Address
(32-bits)
Destination Address
(32-bits)
(a) Typical Ipv4 header (20 bytes)
 Version         Traffic Class                                           Flow Label
 (4-bits)             (8-bits)                                                   (20-bits)
                       Payload Length                               Next Header                 Hop Limit
                            (16-bits)                                        (8-bits)                          (8-bits)
Source Address (128-bits)
Destination Address (128-bits)
(b) IPv6 header (40 bytes)
Figure 2.1: IPv4 and IPv6 header.
7. Time-To-live field was replaced by the Hop Limit field.
8. Protocol Type field replaced by the Next Header field
Restructuring the IPv4 header and removing non-essential fields resulted to a much
simpler IPv6 header format. IPv6 is twice as large as the IPv4 header, but only has
eight fields in it, while IPv4 has thirteen.
A short detailed summary[5] of the IPv6 header fields (see figure 2.1b) is listed
next:
• Version: Internet Protocol version number = 6.
• Traffic Class: is available for use by originating nodes and/or forwarding routers
to identify and distinguish between different classes or priorities of IPv6 packets.
• Flow Label: may be used by a source to label sequences of packets for which
it requests special handling by the IPv6 routers, such as non-default quality of
service or "real-time" service.
• Payload Length: Length of the IPv6 payload, i.e., the rest of the packet follow-
ing this IPv6 header, in octets.
• Next Header: Identifies the type of header immediately following the IPv6
header.
• Hop Limit: Decremented by 1 by each node that forwards the packet. The
packet is discarded if Hop Limit is decremented to zero.
• Source Address: 128-bit address of the originator of the packet.
• Destination Address: 128-bit address of the intended recipient of the packet
14
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2.1.2 Extension headers
The IPv6 designers chose a different approach for placing the optional fields in the end
of the datagram IPv6 header. Optional fields were replaced by extension headers and
are appendable after the datagram IPv6 header if needed. The number of extension
headers may vary, examples shown on figure 2.2.
IPv6 
Header
Next=TCP
TCP segment
IPv6 
Header
Next=Routing
Routing 
Header
Next=TCP
TCP segment
IPv6 
Header
Next=Routing
Routing 
Header
Next=Fragment
TCP segment
Fragment 
Header
Next=TCP
1. plain datagram  (no extension header).
2. datagram containing routing header
3. datagram containing Routing and Fragment header
Figure 2.2: IPv6 extension header examples.[1]
The Next Header field determines the following extension header or identifies the
upper-layer protocol to which the datagram content should be passed. If a datagram is
plain, the Next Header field would identify the protocol (e.g., TCP or UDP), simulating
the Protocol field in IPv4. If there is an extension field, the Next Header field would
determine the type of the extension header. The last header identifies the upper-layer
protocol to which the datagram content belongs.[1]
2.1.3 Addressing
There are three different address types IPv6 supports. The different types has different
delivery processes.
1. Unicast address:
Identifies only one interface. Packet sent to a unicast address arrives only to that
interface identified by that address.
2. Anycast address:
Identifies a set of interfaces. Packet is sent to an anycast address to the nearest
interface according to the routing protocols measure of distance.
3. Multicast address:
Identifies a set of network interfaces. Packet sent to a multicast address is deliv-
ered to all interfaces identified by that address.
IPv6 addresses are written using 32 hexadecimal digits. The digits are separated
by 8 colons resulting to four digits in groups between the colons. A example address
on shown on figure 2.3.
15
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2001:50ff:0718:0000:0000:0000:fe77:52a3
1 hexadecimal
4 bits: 0010 32 hexadecimals
128 bits
Figure 2.3: IPv6 address example
2001:50ff:718::fe77:52a3
2001:50ff:0718:0000:0000:0000:fe77:52a3
Figure 2.4: IPv6 address simplication
The IPv6 addressing is more difficult to remember than IPv4 addressing. DNS
has a important role making it easier to connect to another computer. To make the
addressing easier, abbreviations are allowed. Few abbreviations rules are listed below.
1. Leading zeroes in every group can be omitted.
2. One or more all zero groups after each other can be replaced by a pair of colons.
See figure 2.4.
3. The pair of colons can only appear once in an address[6].
Result of abbreviation makes it easier to write manually the loopback address and
the unspecified address to be written as shown in figure 2.5.
 0:0:0:0:0:0:0:1             the loopback address
 0:0:0:0:0:0:0:0             the unspecified addresses
Can be written as
 ::1                        the loopback address
 ::                                  the unspecified addresses
Figure 2.5: IPv6 loopback address and the unspecified addresses
2.1.4 Some IPv6 advantages
The main advantage of IPv6 is the large address space and also the main reason to mi-
grate to IPv6. IPv6 enabled nodes must support IPSec, potentially enhances security.
IPv6 provides better support for real-time traffic. Stateless autoconfiguration allow
devices on an IPv6 network to configure themselves independently. Enhanced mobil-
ity support in IPv6 allow a mobile node to move from link to link without loosing its
Internet address.
16
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2.2 Transition to IPv6
2.2.1 Transition mechanisms
It is a huge project to migrate mostly all IP addresses to IPv6. Engineers developed
transition mechanisms to allow existing users on IPv4 to be accessible on both pro-
tocols, when migrating to IPv6. 5 main transition mechanisms that can be used, are
shown below.
• Dual-stack
• IPv6 over IPv4 tunnels
• Protocol translations
• Dedicated data links
• MPLS backbones
Dual-stack is the most used mechanism to date. The mechanism supports IPv4
and IPv6 in routers and hosts [7]. Figure 2.6 shows a example dual-stack network.
IPv6IPv4
IPv4
IPv4
IPv6
IPv6
Router
Router
Figure 2.6: Dual-stack network example
Tunneling encapsulates IPv6 packets in IPv4 packets. Tunneling mechanism net-
work example is shown in figure 2.7.
17
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IPv6 packets tunneling
inside IPv4 packets
IPv6
IPv6
IPv4
IPv4
IPv4
Router
Router
Figure 2.7: Tunneled network example
2.2.2 Slow Adoption and Deployment
A survey[8] conducted by the European regional Internet registry RIPE NCC in 2010
showed that some of the reasons of slow adoption is because of:
1. Lack of user demand
2. No experience
3. Technical problems
4. Budget issues
Colitti, L at Google, presents[9] that they have disabled IPv6 for all users in the
Internet because of the technical problems taking place at certain networks and certain
devices that would fail in the presence of IPv6. Measurements conducted by him
estimates that it would be 0.09% brokenness in connectivity by enabling IPv6 on the
Google site.
2.3 Related works
Colitti, L et al [2] at Google has been studying IPv6 adoption in the internet. Their
method for collecting deployment information is that they select a small percentage of
regular Google users for an IPv6 experiment, where the browser is asked to retrieve a
webpage in the background after a simple search on Google. This way they are able
18
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to gather information about IPv6 connectivity, latency, browser and operating system.
On their webpage1 a graph shows the percentage of users that can access Google over
IPv6 with use of tunnels or native. The graph is updated periodically and is a good
indication of the IPv6 adoption rate in the world.
Mohd Khairil Sailan and Rosilah Hassan[10] used Windows Vista operating sys-
tem and open source tools such as MRTG, Jperf, Filezilla for FTP and Wamp for web
server to conduct IPv4 and IPv6 performance tests between two hosts with a 100Mbps
point-to-point link. Their results showed that there was not a significant difference in
performance between IPv4 and IPv6 for baseline tests.
Gamess and Morales [11] setup two testbeds to evaluate IPv6/IPv4 performance
stacks. In the first testbed, they connected two identical hosts with a point-to-point link
to estimate the TCP and UDP throughput of Windows XP SP2, Solaris 10, and Debian
3.1, for IPv4 and IPv6. Their results showed that the IPv4 throughput is slightly higher
for both, TCP and UDP in all the three operating systems. The same result showed in
the second testbed, where they connected two identical hosts through a range of routers
(from 0 to 5) to study the throughput effect of having multiple intermediate routers.
The same researchers also developed a model[12] for IPv4 and IPv6 throughput.
To validate their models, they experimented on IPv4 and IPv6 networks and then com-
pared the experimental values with the values given by the models. In the first con-
ducted experiment, they connected two identical hosts with a point-to-point link and
used their own self made tool written in C programming language to measure the
throughput. In the second experiment, they used the same setup as in the first ex-
periment, except this time they had multiple intermediate routers between the hosts
(from 0-5). Both of the hosts in both experiments had the operating system Debian 5.0
(Lenny) with kernel version 2.6.26 installed. From that research, they concluded that
IPv4 has a better throughput performance than IPv6, but the differences were small.
Ettikan et al. [13] analyzed IPv6/IPv4 performance using applications as ping and
FTP. The experiments were conducted in lab where they used computers with FreeBSD
and the KAME2 IPv6 protocol stack to simulate routers. They reported latency using
the ping utility, and throughput using the FTP application. Their results shows that
IPv6 has degraded throughput performance compared to IPv4 and the same is also
for ICMP packets in ping tests. Their expected deterioration was around 1.5% but in
actual implementation showed that the average deterioration was more than 5%. When
transferring files over IPv6 they discovered that as the file size increased the throughput
performance deteriorated further.
Zeadally and Raicu [14][15] conducted an empirical performance comparison of
IPv4 and IPv6 protocol stack implementations on Windows 2000, Solaris 8 and Linux
Red Hat version 7.3 (kernel version 2.4.18-3). Two identical hosts were connected by a
point-to-point link. This study analysed RTT (Round Trip Time) and TCP throughput.
Their results showed that the IPv6 protocol stack for Linux Red Hat outperformed IPv6
1http://www.google.com/intl/en/ipv6/statistics/
2Project to develop IPv6 and IPsec stack for use in BSD-based operating systems. www.kame.net
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stacks of the other operating systems which used significantly more time on socket-
creation. The throughput performance of IPv4 and IPv6 varied significantly when
they increased the packet size, generally the IPv4 throughput performance was slightly
higher with TCP packets.
Mohammed et al. [16] conducted an evaluation on the performance of IPv6 on
Windows 2003 and Linux based Red Hat 9. One of the three different experiments
conducted were a experiment with direct link connection between two hosts, where
they studied the results of two different environments. First environment were with a
payload size was less than the MTU and the second environment were with a payload
size greater than the MTU. Results showed that all the three operating systems had
almost similar throughput performance with payload lower than the MTU. The results
also showed that Windows 2003 had a better throughput performance with payload
greater than the MTU.
Narayan et al. [17] conducted a performance comparison of IPv4 and IPv6 us-
ing Windows 2000, Windows 2003 and Windows XP operating systems over a net-
work where two identical hosts were connected by a point-to-point link. Their results
showed that the TCP throughput performance of IPv4 were slightly higher than IPv6
on all of the operating systems. The results also showed that Windows 2000 operating
system had huge IPv6 and IPv4 TCP throughput variation when the TCP payload were
increased. [18]
2.3.1 Summary
RESEARCHER(S) OPERATING SYSTEMS YEAR
Gamess and Morales[12] Debian 5.0 2010
Mohd Khairil Sailan and Rosilah Hassan[10] Windows Vista 2009
Narayan et al. [17] Windows 2000, Windows
2003 and Windows XP
2009
Gamess and Morales[11] Windows XP SP2, Solaris
10, and Debian 3.1
2007
Mohammed et al. [16] Windows 2003 and Linux
Red Hat 9
2005
Zeadally, Wasseem and Raicu[14] Windows 2000, Solaris 8,
Redhat 7.3
2004
Zeadally and Raicu[15] Windows 2000 and Solaris 8 2003
Ettikan et al. [13] FreeBSD 2000
Table 2.1: Research papers covered in the background chapter
20
Chapter 3
Approach
As mentioned in the abstract section this is a investigative study where several mea-
surements are going to be conducted. The main purposes of this measurements are to
find a adoption rate indication and performance of IPv6 compared to IPv4.
3.1 Measuring adoption rate
It is almost impossible to find out exactly how many IPv6 connected computers there
are in the world. Pinging a computer is a method widely known to ensure that a
computer is connected to the Internet, but extended use of Firewalls and NAT makes
pinging method useless to find the total number of IPv6 connected computers. Fire-
walls will block the ping packet and multiple computers behind a NAT will not receive
the ping packet.
It would be more unproblematic to ping a certain group of computers as web-
servers. Since webservers are computers which provide services over Internet, they
allow incoming traffic. University webservers are a satisfying group of webservers
which can give an indication of IPv6 adoption. Reason for that is Universities has or
should have the resources to deploy IPv6 and they should be available to the larger
public and they should also keep up with new technology. Next is subsection of how
the measurement method could be performed.
3.1.1 Adoption Measuring Methodology
A single computer located in Oslo University College is involved in this measurement.
Specifications of the computer are listed in table 3.1.
A University website list is needed to ping the webservers. This list can be re-
trieved from a website[19] www.univ.cc which lists most of the Universities. The
website URL list is based on the book "World List of Universities 1997" published by
the International Association of Universities and the listing can be updated from users
world wide. The website is not updated as websites are being shut down, but is still a
valuable source for University websites.
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Manufacturer: Dell
Model: OptiPlex 780
CPU Cores: 2 CPUs x 2,925 GHz
Processor Type: Intel(R) Core(TM)2 Duo CPU E7500 @ 2.93GHz
Ram: 4GB
Disks: 2x250GB 7200 rpm
Table 3.1: Lab computer details
For simplicity, a script is needed to extract the website URL’s from the website and
then writing the URL’s to a file. The output file created from the script may look as
shown below.
A file containing University website URL’s
www.website1.edu
www.website2.cn
www.website3.com.tr
www.website4.org
When having the file containing the URL’s, simple correction and organizing as
sorting and removing of duplicates of the URL’s can be performed. A bash command
below shows how to sort and remove duplicates in an easy way.
Sorting and removing duplicates URL’s
cat url_file.txt | sort | uniq > sorted_uniq_urlfile.txt
The URL’s should be checked if they are still reachable on Internet on IPv4. This
is because the information of URL’s which are not reachable is not relevant to this
survey and will give false information of how many Universities this survey has tested.
A perl script should be created for this task crating a output with only reachable URL’s.
Now a method which monitors how many of the University webservers that has
a IPv6 connection, is needed. Monitoring this could be done with a perl script ( see
below for the perl pseudo code). This IPv6 adoption rate test has to be conducted over
time to monitor the rate of new IPv6 connectivity on webservers which only had IPv4
connection. The script could be executed once a day with a cron job. Httping can be
used to check both IPv4 and IPv6 response of the webservers.
Perl pseudo code
<open URLfile>
<Whileloop>
<Ping IPv4>
<Ping IPv6>
<Write results to file>
<End Whileloop>
--------
# Output of the script
date,line number,httping,httping6, website_url
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The essential httping command is shown below.
Service Purpose Command
Webserver Test if site is reachable by
IPv4 and IPv6 protocol
httping -6 www.University.com (IPv6)
httping www.University.com (IPv4)
3.2 Measuring throughput
There are reasons for concerns regarding the IPv6 Internet performance, some of them
are.
• IPv6 has 40 bytes of extra header size than the minimum IPv4 header.
• Tunneling mechanisms as mentioned in the background chapter.
• IPv6 is not widely adopted as IPv4, tcp packets router distance could be longer
in some cases.
Due to the foregoing reasons, it is important to document the IPv6 performance
comparing it to IPv4.
3.2.1 Performance measuring methodology
A method for investigating the throughput of IPv6 is to download a large file and taking
the time it took to download it. Downloading the file multiple times will ensure that
the first download time were or were not a abnormality which leads to finding a more
correct throughput answer.
The first step to find IPv6 performance could be to find Web servers that have both
IPv4 and IPv6 connectivity. This is to measure the difference in protocol performance.
Most likely a connection to a Web server on both protocols will be on the same server.
Even if it is not the same Web server, it would not the be a problem, since the focus
of this study will be on how long it took to download the file regardless of where it
downloads from, just the file is the same as in IPv4 webserver and it downloads from
IPv6. Next is a suggestion of a task list to do:
1. Find ten different University websites which has both IPv4 and IPv6 connectiv-
ity. All of the ten webservers should be spread over the world ensuring that the
measurements are not taken from just one specific country or a continent.
2. Locate a 10 MB file in each University webpage, which can be used for through-
put testing later on.
3. Write an email to web-administrator of the different Universities asking for per-
mission to test their webservers.
4. Write a script that is able to do throughput testing every hour in two weeks for
each University website.
5. Do analysis of the throughput data.
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Adoption perl script suggested on previous section 3.1.1, will provide easily the
necessary information one needs to do task one on the suggestion task list above. The
reason of the file size being 10 MB on the task two on the suggestion list, is because the
file on each webserver should approximately be the same size, to have a more similar
circumstances and also because it is harder to find equally large files on all of the web-
servers. One important factor is load limitations, downloading very large files would
make huge traffic load which is not wanted by the University (see below for calculation
of throughput load). Downloading a small file would most likely not give an accurate
throughput performance value. A solution could be to write a download command
inside a while loop that loops 10 times, that would create 100 MB of throughput load,
which can be used. The script should also download the same file simultaneously on
both IPv4 and IPv6 to have similar circumstances. The computer and the network at
the University college are capable to manage it without any race-condition.
Throughput measurements will be conducted over a time period of two weeks,
reasons for this are because the results may give a throughput trend, find abnormalities
or it could be used to create a day-profile. The throughput load would be:
10 filesize× 10 while loop× 2 protocolls× 10 webservers = 2 gigabytes/hour
2 gigabyte/hour× 24 hours/day× 14 days in 2 weeks = 672 gigabytes
On task three, getting replies are not easy task from hard working web administra-
tors. If it happens that a University does not reply for the sent request for permission,
the request is assumed that it was accepted since it is for research. The perl script that
shall be written on task four could use httping to measure throughput. The script could
be designed as shown below.
Perl pseudo code
<open URLfile>
<Whileloop>
<Throughput test IPv4>
<Throughput test IPv6>
<Write results to file>
<End Whileloop>
--------
# Output of the script
date, (rt) round trip min, rt avg,rt max, (ts) transfer speed min,ts avg,ts max,file_url
3.3 Latency and the TCP packet path
It is important to know about the conditions involved in the measurements as packet
path and latency. Packet path could vary or be different, therefore a simple traceroute
command over IPv4 and IPv6 would give a one-way path information to the destination
server. The webserver reply time could vary and therefore a httping command to the
destination server can be conducted. Examples of the traceroute command and the
httping command is given next.
Traceroute command example
## Traceroute over IPv4
traceroute www.examplewebserver.com
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## Traceroute over IPv6
traceroute -6 www.examplewebserver.com
Httping command example
## Httping over IPv4
httping www.examplewebserver.com
## Httping over IPv6
httping -6 www.examplewebserver.com
Since the traceroute output can vary, a traceroute command can be performed once
for every server and those results can be further studied, the same can also be done
with webserver latency.
3.4 Analysing the data
Statistical methods, sheets and formulas were written in assignments and projects ear-
lier on the master course at Oslo University college. These resources will be used
actively to save time due to time constraints that have been given to this study.
For adoption rate statistics, a graph as in figure 3.1 can be presented.
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Figure 3.1: Example adoption graph
For throughput statistics, a graph as in figure 3.2 can be presented.
For throughput trend statistics, a graph as in figure 3.3 can be presented.
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Figure 3.2: Example throughput graph
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Results
This chapter describes the experiments and their results. Results on adoption rate and
throughput test are separated into two sections to have better track of the tests.
4.1 Adoption rate results
Following the suggested tasks mentioned in the approach section made everything go
on track, with minor changes on the way. There were some changes on the order of
tasks, but still it was a good starting point.
A perl script7.1 was written to retrieve the University web-list from the http://univ.cc
website. After sorting and removing duplicate addresses and removing unreachable
websites, a total amount of 7350 website addresses were left in the file.
A adoption script were written that was based on the suggestion on the approach
section with a different output format. Changes made to the script were that, it also
counts the amount of hops to the destination server using traceroute. When executing
the command traceroute with a website address next to it, the traceroute command will
send a udp packet to the specified web address and then listen for replies. The reason
for knowing the route a packet takes is to have knowledge if the packets travels through
IPv4 and the IPv6 with the same amount hops to their destination.A sample of output
from the adoption script is shown below.
Output sample of the adoption script
# Suggested output of the script in the approach section
date,line number,httping,httping6, website_url
# Actual output of the script
date,httping,httping6,(t)traceroute udpcount,t icmpcount,t tcpcount,t tcpcount6,website
09.04.11 09:34:58,798,1,0,16,16,16,0,www.fu-berlin.de # website 1
09.04.11 09:35:53,799,1,0,34,34,14,0,www.fucam.ac.be # website 2
09.04.11 09:37:09,800,1,1,20,20,20,19,www.fudan.edu.cn # website 3
..
On the output sample above, udp and icmp packets heading for website 2 are
blocked while tcp packet returns 14 hops. Website 3 of the sample has IPv6 con-
nectivity with 19 hops from the client, while IPv4 has 20 hops. A longer distance a
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packet travels, in theory affects, the throughput performances. This traceroute exten-
sion to the adoption script is primarily to gather more information for the performance
measuring study.
The adoption script did not always have the same amount of webservers replying
back to the lab computer. Explanations for this are covered in the background chapter.
A large number of webservers today has firewalls that blocks both UDP pack-
ets and ICMP requests. To find out more about firewall blocking on the destination
server and on the path to the destination server, the adoption script conducts traceroute
command with several options to send different packet types as UDP,ICMP,TCP. The
firewall block checking is done to get more knowledge about the firewall configuration
on the University websites as well as the routers between the lab computer and the
destination server. Essential commands in the adoption script is shown below.
Commands executed in adoption script
# httping command, pings only ones, time-out is set to 4 seconds.
httping $webline -c 1 -t 4
# First traceroute command, pings over IPv6, uses ICMP
# Second traceroute command, pings over IPv4, uses TCP
# Hop limit is set to 33.
traceroute -6 $webline -I -m 33
traceroute -4 $webline -T -m 33
In addition to the adoption script another simpler DNS script were made to monitor
the IPv6 DNS records.
Output of the DNS script
date,line number, IPv6 address, URL
19.04.11 13:26:38,2,2001:1b50::82:195:225:126,www.bhms.ch
19.04.11 13:28:27,3,2001:da8:215:4038:250:56ff:feb7:4f82,www.bupt.edu.cn
19.04.11 13:28:50,4,2001:250:209:208::8025,www.cau.edu.cn
The output from the adoption script were gathered and processed in open office
spreadsheet as planned in the approach section. Up coming figures shows information
and illustrations about the different type of packet blocking, hop counts comparison
between IPv4 and IPv6 on dual-stack webservers, illustration of the amount of web-
servers with IPv4 and IPv6 connection every day over 15 days and timeline chart that
shows the amount of IPv6 DNS records. All of the results are gathered from the adop-
tion script and a DNS script which used the University web list to conduct queries.
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Figure 4.1 shows the amount of successful and unsuccessful UDP pings conducted
to all of the servers that were monitored in the adoption study. Unsuccessful means
that the UDP packets did not reply from the destination server. Successful means that
the UDP packets did reply. From the figure one can read that 5111 destination servers
did not reply and 2222 destination servers did reply.
Unsuccessfull
Successful
5111
2222
Figure 4.1: The relation between successful and unsuccessful UDP pings
Figure 4.2 shows the amount of successful and unsuccessful ICMP pings con-
ducted to all of the servers that were monitored in the adoption study. From the figure
one can read that 2953 destination servers did not reply and 4380 destination servers
did reply.
Unsuccessfull
Successful
4380
2953
Figure 4.2: The relation between successful and unsuccessful ICMP pings
Figure 4.3 shows the amount of successful and unsuccessful TCP SYN pings con-
ducted to all of the servers that were monitored in the adoption study. From the figure
one can read that 165 destination servers did not reply and 7168 destination servers
did reply.
Unsuccessfull
Successful
7168
165
Figure 4.3: The relation between successful and unsuccessful TCP pings
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Purpose of the next figure (figure 4.4) is to observe the packet path of the dual-
stack servers which provides services on both protocols. The path will give useful
information such as the difference in amount of hops between the protocols, which
can have implications on the throughput performance.
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
0
2
4
6
8
10
12
14
16
18
20
2
1
0
9
13
11
16
11
19
6 6
2
1
5
1
3
1
00
1 1
9
13
12
18
9
12
8
4 4
3
5
4
2
1 1
Distribution of hop counts of IPv4 and 
IPv6 connections for 107 dualstack webservers.
IPv6 hopcount IPv4 hopcount
Hop amount
Fr
eq
ue
nc
y
Figure 4.4: Hop counts of IPv4 and IPv6 connections for 107 dual-stack webservers
Figure 4.5 shows a trend line the with the amount of University webservers that
are providing web services on both Internet protocols, over a timespan of two weeks.
The time period this data were collected is from 5 April 2011 to 20 April 2011. Ob-
servations made from the graph are that the amount of dual-stack webservers each
day are varying and the trend line shows that the amount of dual-stack webservers are
increasing.
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Figure 4.5: Monitoring dual-stack University webservers over time.
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From the dates 20 april 2011 to 5 may 2011 DNS monitoring for IPv6 records
were conducted on the University websites, results from the monitoring is shown in
figure 4.6. From the figure one can see that total amount of IPv6 DNS records for the
Universities, lies around 145 DNS records.
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Figure 4.6: Monitoring DNS records of University webservers
4.2 Performance results
The meaning of significant in this study regarding throughput performance, is a dif-
ference of 7% of the measured value over the protocols, conducted at the same time.
Suggested tasks list mentioned in the approach section was a good starting point, few
changes were made. Next is the actual steps which were taken:
1. Measured a total of five University servers which had both IPv4 and IPv6 con-
nectivity because of extended use of bandwidth over time.
2. Emails were written to each University. Only one University answered positive
and the rest did not answer at all. It was chosen to proceed without special
agreement.
3. The throughput script was written, and was left running for two weeks measur-
ing throughput performance.
4. The output generated from the throughput script were imported into open office
spreadsheet software for generating graphs.
Referring to task 1 above, the five University servers were chosen intentionally
spread around the world because of to have difference in distance and that it is not
measured in only one area in the world (see figure 4.9). Files between 3 and 10 MB
were chosen on the servers for throughput measuring. Quick explanation for low file-
size is that large files were not found on the servers.
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The throughput script were designed to read five URL’s from a file and then down-
load the files until it reached 3 MB of data using httping. Time limitation to download
one file ten times with the httping command was set to twelve minutes. If the down-
loads were finished before the limitation, the script waits for the remaining time left
of twelve minutes before starting downloading the next file (see figure 4.7 for illustra-
tion).
The suggested output for the throughput script in the approach section, were im-
plemented in the script and also the output from the httping were saved in a format as
shown below.
Outputs of the throughput script
# First output of the script formatted
date, (rt) round trip min, rt avg,rt max, (ts) transfer speed min,ts avg,ts max,file_url
09.04.11 00:57:01,1,1103,1144,1204,2637,2692,2781,http://www.mu.ac.ke/newsletters/r..2009.pdf
09.04.11 01:57:00,1,1127,1153,1174,2611,2668,2723,http://www.mu.ac.ke/newsletters/r..2009.pdf
09.04.11 02:57:00,1,1127,1149,1174,2611,2674,2721,http://www.mu.ac.ke/newsletters/r..2009.pdf
..
# Second output of the script directly from httping
PING www.mu.ac.ke:80 (http://www.mu.ac.ke/newsletters/r..2009.pdf):
connected to www.mu.ac.ke:80, seq=0 time=1362.72 ms 2689KB/s 3001KB
connected to www.mu.ac.ke:80, seq=1 time=1161.97 ms 2638KB/s 3000KB
connected to www.mu.ac.ke:80, seq=2 time=1141.01 ms 2689KB/s 3001KB
..
0 10 20 30 40 50 60
0
1
Throughput measuring 
started
In minutes 
1 hour total
Broke the timelimit, 
proceed to next file
Figure 4.7: Throughput script 1 hour time line example scenario
The httping command was used in the throughput script with several optional set-
tings, is shown below.
Httping command used in the throughput script
httping -c 10 -L 3072000 -XGbg $serverfileurl
The -c flag is used and is for setting the amount of times the file is going to be
downloaded to the client. -L is for specifying the maximum amount of data in bytes
downloaded to the client. -G is for making get-header requests, -X and -b are output
format options and -g is for selecting the url.
The root folder was used as the lab folder on the lab computer. The details over
folders and files can be see on figure 4.8.
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-Folder:
ipv6 
-Folder: 
sixfolder
-Folder: 
fourfolder
- File: Ipv6ping - list of URL to download files from
- File: ipv6script.pl -Throughput script
Output files from ipv6script.pl is saved 
in the lower folders.
-Folder: 
pingfolder
-Folder: 
exec
-Folder: 
root
- File: httrace.pl - 
pinging script
Output files from 
httrace.pl is saved here.
- File: forpingextended - 
university website list
Figure 4.8: Overview of folders and files on the system
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Figure 4.9: Throughput measurement topology
Table 4.1 shows information of all the webservers that were measured in this
throughput experiment. Webserver ID field is set to identify statistical figures later
in this section. One additional information is that all the webservers are using Apache
webserver software.
Webserver ID University website Location OS
webserver 1: http://www.ufscar.br/ Brazil Linux
webserver 2: http://www.mu.ac.ke/ Kenya Linux
webserver 3: http://www.emporia.edu/ Kansas, (US) Linux
webserver 4: http://www.ctie.monash.edu.au/ Australia Linux
webserver 5: http://www.ntua.gr/ Greece FreeBSD
Table 4.1: Throughput tested University website details
Figure 4.10 shows a descriptive results table and a 10% frequency distribution
plot of throughput speed measured on webserver 1 over IPv4. The result table shows
parameters as Maximum, Minimum, Frequency Max (the 10% range category that has
the most frequent numbers), Mean, Median, Mode, Count is the total values measured
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and Variance.
The same figure also shows that the highest frequency bar has the speed range
values between 220 KB/s and 236 KB/s with a frequency of 2327. There are some low
values, but they are significantly lower than the higher values starting from 200 KB/s
to 252 KB/s.
Descriptive results
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Figure 4.10: Throughput speed over IPv4 on webserver 1
Figure 4.11 shows the results originating from IPv4 measurements conducted on
webserver 1. The results show that the highest frequency bar has the speed range
values between 231 KB/s and 243 KB/s. There are low values but significantly fewer
than values from 231 KB/s and 256 KB/s.
Descriptive results
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Figure 4.11: Throughput speed over IPv6 on webserver 1
The figure 4.12 shows the throughput average on both protocols as the throughput
script downloads 3000KB load ten times simultaneously on both Internet protocols
from webserver 1. Observations made on the graph one can state that the red IPv6 line
on the graph has a higher throughput value most of the time than the blue IPv4 line.
There are also few significantly lower troughs on both protocols.
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Figure 4.12: Average throughput speed per hour on webserver 1
The distribution plot on figure 4.13 shows measurement results originating from
IPv4 measurements conducted on webserver 2. The results show that the highest fre-
quency bar has the speed range values between 2659 KB/s and 2729 KB/s. The second
highest bar has values between 2729 KB/s and 2798 KB/s. There are some other mea-
sured speed values that are lower than the rest as the minimum measured value at 2174
KB/s.
Descriptive results
Max: Min:
2868 2174
Freq Max: 2169
Mean: 2713,12
Median: 2716
Mode: 2720
Count: 3780
Variance: 1842,74
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Figure 4.13: Throughput speed over IPv4 on webserver 2
The distribution plot on figure 4.14 shows measurement results originating from
IPv6 measurements conducted on webserver 2. The results show that the highest fre-
quency bar has the speed range values between 2262 KB/s and 2854 KB/s. The max-
imum value is very high on this measurements and is only measured once. The huge
difference between the min and max values are causing the variance to be very high.
Figure 4.15 shows the throughput average on both protocols on both Internet pro-
tocols from webserver 2. From the graph, one can see that the blue IPv4 throughput
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Descriptive results
Max: Min:
7589 1671
Freq Max: 3711
Mean: 2676,27
Median: 2671,5
Mode: 2665
Count: 3780
Variance: 25689,89
Figure 4.14: Throughput speed over IPv6 on webserver 2
line is higher than the red IPv6 throughput line, except 3 times. Observing the IPv6
line, one can see three troughs and three peaks.
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Figure 4.15: Average throughput speed per hour on webserver 2
The distribution plot on figure 4.16 shows measurement results originating from
IPv4 measurements conducted on webserver 3. The results show that the highest fre-
quency bar has the speed range values between 598 KB/s and 691 KB/s. Figure 4.16
shows that the measured values are variable, however the distribution has clearly the
characteristics of a standard normal distribution.
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Descriptive results
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Figure 4.16: Throughput speed over IPv4 on webserver 3
The distribution plot on figure 4.17 is very similar in shape as the previous distribu-
tion plot on figure 4.16. Measurement results are originating from IPv6 measurements
conducted on webserver 3. The results show that the highest frequency bar has the
speed range values between 579 KB/s and 666 KB/s.
Descriptive results
Max: Min:
1102 231
Freq Max: 1274
Mean: 613,98
Median: 608
Mode: 613
Count: 3780
Variance: 17262,91
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Figure 4.17: Throughput speed over IPv6 on webserver 3
Figure 4.18 shows the throughput average on both protocols on both Internet pro-
tocols from webserver 3. From the graph, one can see that the blue IPv4 throughput
line is almost on top on the red IPv6 throughput line. Observing both lines, the line
has almost similar pattern.
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Figure 4.18: Average throughput speed per hour on webserver 3
The distribution plot on figure 4.19 shows measurement results originating from
IPv4 measurements conducted on webserver 4. The results show that the highest fre-
quency bar has the speed range values between 436 KB/s and 474 KB/s. The shape
of the distribution has the characteristics of a long tailed distribution, starting with low
values and then increasing exponentially.
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Descriptive results
Max: Min:
474 100
Freq Max: 2632
Mean: 433,66
Median: 449
Mode: 449
Count: 3790
Variance: 2033,46
Figure 4.19: Throughput speed over IPv4 on webserver 4
The distribution plot on figure 4.20 shows measurement results originating from
IPv6 measurements conducted on webserver 4. The highest frequency bar has the
speed range values between 422 KB/s and 454 KB/s. The shape of the distribution
is almost as the IPv4 measurements (figure 4.19) conducted on the same webserver,
except a significant measured values at the right side of the distribution.
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Descriptive results
Max: Min:
487 165
Freq Max: 2601
Mean: 424,42
Median: 425
Mode: 425
Count: 3790
Variance: 559,17
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Figure 4.20: Throughput speed over IPv6 on webserver 4
Figure 4.21 shows the throughput average on both protocols on both Internet pro-
tocols from webserver 4. The red IPv4 line is varying between 400KB/s-450KB/s,
however the blue IPv6 line mostly is around 425 KB/s as the Median of the results
shown in figure 4.20. This measurement shows that the IPv6 throughput is more sta-
ble/consistent than the IPv4 throughput.
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Figure 4.21: Average throughput speed per hour on webserver 4
The distribution plot on figure 4.22 shows measurement results originating from
IPv4 measurements conducted on webserver 5. The results show that the highest fre-
quency bar has the speed range values between 1199 KB/s and 1268 KB/s.
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Descriptive results
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Figure 4.22: Throughput speed over IPv4 on webserver 5
The distribution plot on figure 4.23 shows measurement results originating from
IPv4 measurements conducted on webserver 5. The results show that the highest fre-
quency bar has the speed range values between 1181 KB/s and 1314 KB/s. As the
variance in the descriptive result table, the measured values in the distribution plot are
various.
Descriptive results
Max: Min:
1580 251
Freq Max: 1546
Mean: 1038,35
Median: 1137
Mode: 1211
Count: 3790
Variance: 70590,36
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Figure 4.23: Throughput speed over IPv6 on webserver 5
Figure 4.24 shows the throughput average on both protocols on both Internet pro-
tocols from webserver 5. From the graph, one can see that the red IPv4 throughput line
is higher or equal than the blue IPv6 throughput line. Observing the IPv6 line, one can
see many troughs and varying values.
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Figure 4.24: Average throughput speed per hour on webserver 5
4.2.1 Packet path
Traceroute command was performed on the five throughput measured servers to gather
information about the packet path. All gathered information of the paths are taken in
one specific day and can be found in the appendix C section except for one, which are
going to be used as an example in this section. Following output are taken from tracer-
oute command which sends ICMP packets to gather path information on webserver 5.
Traceroute output conducted on webserver 5 over IPv4
root@pc241-75:~# traceroute -I www.ntua.gr
traceroute to www.ntua.gr (147.102.222.213), 30 hops max, 60 byte packets
1 hio-gw1.hio.no (158.36.90.1) 0.368 ms 0.436 ms 0.496 ms
2 pil52-gw.uninett.no (158.36.84.53) 0.595 ms 0.685 ms 0.765 ms
3 pil35-gw.uninett.no (128.39.230.113) 0.560 ms 0.643 ms 0.725 ms
4 stolav-gw1.uninett.no (128.39.230.117) 0.191 ms 0.211 ms 0.214 ms
5 dk-uni.nordu.net (109.105.102.25) 9.053 ms 9.093 ms 9.145 ms
6 dk-ore.nordu.net (109.105.97.13) 9.511 ms 9.523 ms 9.556 ms
7 nordunet.rt2.cop.dk.geant2.net (62.40.124.45) 9.690 ms 9.651 ms 9.681 ms
8 so-7-3-0.rt1.fra.de.geant2.net (62.40.112.49) 24.155 ms 24.191 ms 23.806 ms
9 so-2-1-0.rt1.pra.cz.geant2.net (62.40.112.37) 31.517 ms 31.545 ms 31.581 ms
10 so-7-2-0.rt1.vie.at.geant2.net (62.40.112.5) 37.994 ms 37.978 ms 37.993 ms
11 as1.rt1.ath2.gr.geant2.net (62.40.112.166) 67.018 ms 67.012 ms 67.043 ms
12 grnet-gw.rt1.ath2.gr.geant2.net (62.40.124.90) 66.976 ms 67.007 ms 67.109 ms
13 kol1-to-eie2.backbone.grnet.gr (195.251.27.53) 67.178 ms 67.188 ms 67.175 ms
14 clientRouter.ntua-primary.athens-3.access-link.grnet.gr (194.177.209.118) 67.582 ms * *
15 www.ntua.gr (147.102.222.213) 67.383 ms 67.378 ms 67.367 ms
Traceroute output conducted on webserver 5 over IPv6
root@pc241-75:~# traceroute -6 -I www.ntua.gr
traceroute to www.ntua.gr (2001:648:2000:de::213), 30 hops max, 80 byte packets
1 hio-gw1.hio.no (2001:700:700:9::) 0.685 ms 0.780 ms 0.865 ms
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2 pil52-gw.uninett.no (2001:700:0:8020::1) 0.812 ms 0.920 ms 0.996 ms
3 pil35-gw.uninett.no (2001:700:0:2108::1) 0.899 ms 1.003 ms 1.103 ms
4 stolav-gw1.uninett.no (2001:700:0:2109::1) 0.623 ms 0.626 ms 0.633 ms
5 dk-uni.nordu.net (2001:948:0:f025::1) 9.571 ms 9.673 ms 9.745 ms
6 dk-ore.nordu.net (2001:948:1:4::2) 9.932 ms 9.613 ms 9.609 ms
7 nordunet.rt2.cop.dk.geant2.net (2001:798:15:10aa::1) 9.850 ms 9.943 ms 10.005 ms
8 so-7-3-0.rt1.fra.de.geant2.net (2001:798:cc:1401:1501::1) 23.869 ms 23.816 ms 23.915 ms
9 so-2-1-0.rt1.pra.cz.geant2.net (2001:798:cc:1301:1401::1) 31.623 ms 31.583 ms 31.662 ms
10 so-7-2-0.rt1.vie.at.geant2.net (2001:798:cc:1001:1301::2) 38.069 ms 38.111 ms 38.183 ms
11 as1.rt1.ath2.gr.geant2.net (2001:798:cc:1001:1901::6) 67.244 ms 67.084 ms 67.130 ms
12 grnet-gw.rt1.ath2.gr.geant2.net (2001:798:19:10aa::2) 67.021 ms 67.038 ms 67.015 ms
13 kol1-to-eie2.backbone.grnet.gr (2001:648:2fff:302:2::1) 67.190 ms 67.118 ms 67.131 ms
14 clientRouter.ntua-primary.athens-3.access-link.grnet.gr (2001:648:2ffd:3323:2::2) 67.942 ms * *
15 www.ntua.gr (2001:648:2000:de::213) 67.626 ms 67.579 ms 67.537 ms
The first traceroute command above was conducted over IPv4 and the output shows
that the packets had 15 hops before reaching the destination server. The second com-
mand was conducted over IPv6 and the packet path seems to be the same as the IPv4
packet path because the domain names of the routers are the same. The IPv4 ICMP
reply latency is a bit higher than IPv6 ICMP reply latency on the destination server.
Observed difference is around 0.200 ms on both protocols.
4.2.2 Webserver latency results
The ICMP round-trip latency cannot be used as the webserver round-trip latency be-
cause they are different in packets, sends packets to different ports and the software
that receive the packets are different. Finding the webserver latency is useful, it shows
the round trip time and the lengths of this time in most cases have an impact on the
throughput performance. In theory, longer round trip time packets uses, the slower
the throughput performance would be. To measure the webserver latency httping tool
is used and the output of the command is shown below for the throughput measured
webservers.
Httping over IPv4 on webserver 1
root@pc241-75:~# httping www.ufscar.br
PING www.ufscar.br:80 (www.ufscar.br):
connected to www.ufscar.br:80, seq=0 time=529.72 ms
connected to www.ufscar.br:80, seq=1 time=528.85 ms
connected to www.ufscar.br:80, seq=2 time=528.95 ms
connected to www.ufscar.br:80, seq=3 time=529.24 ms
connected to www.ufscar.br:80, seq=4 time=529.28 ms
connected to www.ufscar.br:80, seq=5 time=531.10 ms
connected to www.ufscar.br:80, seq=6 time=531.18 ms
^C--- www.ufscar.br ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 528.8/529.8/531.2 ms
Httping over IPv6 on webserver 1
root@pc241-75:~# httping -6 www.ufscar.br
PING www.ufscar.br:80 (www.ufscar.br):
connected to www.ufscar.br:80, seq=0 time=572.21 ms
connected to www.ufscar.br:80, seq=1 time=571.46 ms
connected to www.ufscar.br:80, seq=2 time=572.19 ms
connected to www.ufscar.br:80, seq=3 time=574.17 ms
connected to www.ufscar.br:80, seq=4 time=570.67 ms
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connected to www.ufscar.br:80, seq=5 time=570.10 ms
connected to www.ufscar.br:80, seq=6 time=571.55 ms
^C--- www.ufscar.br ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 570.1/571.8/574.2 ms
Httping over IPv4 on webserver 2
root@pc241-75:~# httping www.mu.ac.ke
PING www.mu.ac.ke:80 (www.mu.ac.ke):
connected to www.mu.ac.ke:80, seq=0 time=25.04 ms
connected to www.mu.ac.ke:80, seq=1 time=24.38 ms
connected to www.mu.ac.ke:80, seq=2 time=24.86 ms
connected to www.mu.ac.ke:80, seq=3 time=24.77 ms
connected to www.mu.ac.ke:80, seq=4 time=24.41 ms
connected to www.mu.ac.ke:80, seq=5 time=24.63 ms
connected to www.mu.ac.ke:80, seq=6 time=24.54 ms
^C--- www.mu.ac.ke ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 24.4/24.7/25.0 ms
Httping over IPv6 on webserver 2
root@pc241-75:~# httping -6 www.mu.ac.ke
PING www.mu.ac.ke:80 (www.mu.ac.ke):
connected to www.mu.ac.ke:80, seq=0 time=25.15 ms
connected to www.mu.ac.ke:80, seq=1 time=24.83 ms
connected to www.mu.ac.ke:80, seq=2 time=24.72 ms
connected to www.mu.ac.ke:80, seq=3 time=25.02 ms
connected to www.mu.ac.ke:80, seq=4 time=25.17 ms
connected to www.mu.ac.ke:80, seq=5 time=25.03 ms
connected to www.mu.ac.ke:80, seq=6 time=24.95 ms
^C--- www.mu.ac.ke ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 24.7/25.0/25.2 ms
Httping over IPv4 on webserver 3
root@pc241-75:~# httping www.emporia.edu
PING www.emporia.edu:80 (www.emporia.edu):
connected to www.emporia.edu:80, seq=0 time=305.78 ms
connected to www.emporia.edu:80, seq=1 time=306.28 ms
connected to www.emporia.edu:80, seq=2 time=305.47 ms
connected to www.emporia.edu:80, seq=3 time=305.76 ms
connected to www.emporia.edu:80, seq=4 time=1238.64 ms
connected to www.emporia.edu:80, seq=5 time=306.40 ms
connected to www.emporia.edu:80, seq=6 time=306.16 ms
connected to www.emporia.edu:80, seq=7 time=435.21 ms
connected to www.emporia.edu:80, seq=8 time=894.38 ms
connected to www.emporia.edu:80, seq=9 time=782.73 ms
connected to www.emporia.edu:80, seq=10 time=305.56 ms
connected to www.emporia.edu:80, seq=11 time=771.09 ms
^C--- www.emporia.edu ping statistics ---
12 connects, 12 ok, 0.00% failed
round-trip min/avg/max = 305.5/522.0/1238.6 ms
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Httping over IPv6 on webserver 3
root@pc241-75:~# httping -6 www.emporia.edu
PING www.emporia.edu:80 (www.emporia.edu):
connected to www.emporia.edu:80, seq=0 time=305.96 ms
connected to www.emporia.edu:80, seq=1 time=781.63 ms
connected to www.emporia.edu:80, seq=2 time=305.69 ms
connected to www.emporia.edu:80, seq=3 time=305.85 ms
connected to www.emporia.edu:80, seq=4 time=773.64 ms
connected to www.emporia.edu:80, seq=5 time=305.87 ms
connected to www.emporia.edu:80, seq=6 time=323.35 ms
^C--- www.emporia.edu ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 305.7/443.1/781.6 ms
Httping over IPv4 on webserver 4
root@pc241-75:~# httping www.ctie.monash.edu.au
PING www.ctie.monash.edu.au:80 (www.ctie.monash.edu.au):
connected to www.ctie.monash.edu.au:80, seq=0 time=713.91 ms
connected to www.ctie.monash.edu.au:80, seq=1 time=713.48 ms
connected to www.ctie.monash.edu.au:80, seq=2 time=713.46 ms
connected to www.ctie.monash.edu.au:80, seq=3 time=713.60 ms
connected to www.ctie.monash.edu.au:80, seq=4 time=713.20 ms
connected to www.ctie.monash.edu.au:80, seq=5 time=713.28 ms
connected to www.ctie.monash.edu.au:80, seq=6 time=714.33 ms
^C--- www.ctie.monash.edu.au ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 713.2/713.6/714.3 ms
Httping over IPv6 on webserver 4
root@pc241-75:~# httping -6 www.ctie.monash.edu.au
PING www.ctie.monash.edu.au:80 (www.ctie.monash.edu.au):
connected to www.ctie.monash.edu.au:80, seq=0 time=750.58 ms
connected to www.ctie.monash.edu.au:80, seq=1 time=750.06 ms
connected to www.ctie.monash.edu.au:80, seq=2 time=750.32 ms
connected to www.ctie.monash.edu.au:80, seq=3 time=749.96 ms
connected to www.ctie.monash.edu.au:80, seq=4 time=751.26 ms
connected to www.ctie.monash.edu.au:80, seq=5 time=749.71 ms
connected to www.ctie.monash.edu.au:80, seq=6 time=749.97 ms
^C--- www.ctie.monash.edu.au ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 749.7/750.3/751.3 ms
Httping over IPv4 on webserver 5
root@pc241-75:~# httping www.ntua.gr
PING www.ntua.gr:80 (www.ntua.gr):
connected to www.ntua.gr:80, seq=0 time=137.37 ms
connected to www.ntua.gr:80, seq=1 time=136.33 ms
connected to www.ntua.gr:80, seq=2 time=136.25 ms
connected to www.ntua.gr:80, seq=3 time=136.23 ms
connected to www.ntua.gr:80, seq=4 time=136.19 ms
connected to www.ntua.gr:80, seq=5 time=136.17 ms
connected to www.ntua.gr:80, seq=6 time=136.19 ms
^C--- www.ntua.gr ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 136.2/136.4/137.4 ms
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Httping over IPv6 on webserver 5
root@pc241-75:~# httping -6 www.ntua.gr
PING www.ntua.gr:80 (www.ntua.gr):
connected to www.ntua.gr:80, seq=0 time=137.10 ms
connected to www.ntua.gr:80, seq=1 time=136.91 ms
connected to www.ntua.gr:80, seq=2 time=136.83 ms
connected to www.ntua.gr:80, seq=3 time=136.85 ms
connected to www.ntua.gr:80, seq=4 time=136.55 ms
connected to www.ntua.gr:80, seq=5 time=136.84 ms
connected to www.ntua.gr:80, seq=6 time=137.04 ms
^C--- www.ntua.gr ping statistics ---
7 connects, 7 ok, 0.00% failed
round-trip min/avg/max = 136.5/136.9/137.1 ms
Observing the outputs above one can state that the average round trip time for IPv4 is
slightly higher than the IPv6 round-trip time, except for results on webserver 3. The
output of httping over both protocols conducted on webserver 3, had varying round-trip
times, however the other webserver round-trip times were much more consistent.
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Chapter 5
Analysis
This chapter analyse the results in the results chapter and also conducts further investi-
gations when needed. Theoretical explanation of abnormalities in the results will tried
to be answered. The result analysis are tried to be written in chronological order as it
appears in the result section.
5.1 Adoption rate analysis
The data gathered from the adoption script were collected and with help of open office
spreadsheet further analysis is conducted.
Figures 4.1, 4.2 and 4.3 are pie charts showing the UDP, ICMP and TCP traceroute
reachability to the destination server. The UDP chart shows that tracerouting with
UDP packets would most likely to be blocked than tracerouting with ICMP and TCP
as the chance for replying a traceroute were only 30%. Tracerouting with ICMP gave
a answering rate of 59.7%. Successful reply rate of 97.7% using TCP-SYN packets is
a high and considered to be very good reply rate. Some of the reasons for unsuccessful
replies could be the following:
1. Badly configured firewall or intentionally blocking of ports.
2. Server is turned off, webserver application is down, crashed, rebooting or not
attached to the network.
3. Congestion or routing problems.
4. Traceroute time-out or error.
Since the adoption script is conducting ten thousands of traceroute queries every
day, there is a chance of having varying results due to "problems" listed above. Varying
traceroute replies are actually seen in the trend figure 4.5 in the result chapter.
The data being presented in figure 5.1 shows the average of all the days the adop-
tion script detected "only IPv4" and "dual-stack" webservers replying on port 80. Max,
Min and Medium of the total replies are also included in the figure to get an overview
of the varying replies over time. The total amount in percentage of dual-stack web-
servers in average conducted in this study is 1.42 %.
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Dualstack
Only ipv4
104
7214
IPv4 only Dualstacked
Max 7238 109
Min 7189 99
Median 7216 104
Avg 7214 104
Pie chart showing the average connectable 
Dualstack and only IPv4  webservers.
The table shows details of the collected 
information per day for 2 weeks.
Figure 5.1: Pie chart and descriptive table of data of results gathered from traceroute
command with TCP-SYN packets on both IPv4 and IPv6.
By studying the dual-stack hops distribution on figure 4.4, one can count the to-
tal amount of hops there are for each Internet protocol. Total amount of IPv6 hops
measured is 1711 and 1748 hops for IPv4 that particular day this experiment was con-
ducted. 107 of the University servers were part in this experiment and the difference
in hops was 37, the average hop count is 16.0 over IPv6, and 16.3 over IPv4.
From this results one can conclude that IPv6 has almost none throughput advantage
when it comes to path hops regarding the 107 University webservers.
Figure 4.5 shows a slightly increasing IPv6 adoption rate and figure 4.6 shows the
amount of IPv6 DNS records over time with almost no change at all. With the results
collected over only two weeks and with the uncertainties and problems that can occur
during the experiments, one cannot conclude that the adoption rate is increasing even
though the trend line shows a growth in this study.
5.2 Throughput performance analysis
One can notice that there are huge differences in throughput performance on the dif-
ferent webservers. A closer look at this phenomenon showed that when downloading
from the webservers, the downloading started on a low throughput rate and then in-
creased incrementally. This characteristics were observed on both protocols and it is
essential to know that the throughput value is calculated by the time it takes to transfer
the load. So if the downloaded file were bigger than 3000KB, it would most likely
have a bigger throughput value assuming the incrementing continues.
Reason for the slow throughput beginning is most likely TCP slow start, which is
covered in the background chapter.
Figure 4.10 shows that it is likely to have a 236 KB/s throughput performance over
IPv4 as the mode is the same value, when downloading a load is 3000KB. The time it
takes to transfer the 3000KB load is 12.7 seconds, the formula is shown below:
3000 KB÷ 236 KB/s = 12.7 seconds
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Regarding the throughput experiment conducted on webserver 1, one can observe
that there are two significant lower troughs on both the protocols shown in figure 4.12.
The reason for the few lower troughs are not obvious and they seems to do not have
any pattern. It is a great possibility that the lower measurements occurred by accidents
or it is caused by unforeseen jitter in the system, or by some other influences.
Experiment conducted on webserver 2 gave interesting results over IPv6 where
mean, median and mode has a value around 2670 KB/s, however the max value is at
astonishing 7589 KB/s. Further investigation was needed. A closer look on webserver
2 conducting traceroute and host command over IPv6, shows that the destination path
were destined to a server in Sweden.
A look at the end of the traceroute output on both protocols and the output of host command
## IPv4
12 www.liu.se (130.236.5.148) 11.477 ms 11.468 ms 11.476 ms
## IPv6
13 www.liu.se (2001:6b0:17:f005::148) 11.585 ms 11.561 ms 11.574 ms
## Host command
www.mu.ac.ke is an alias for www.liu.se.
www.liu.se has address 130.236.5.148
www.liu.se has IPv6 address 2001:6b0:17:f005::148
From this point the Kenyan webserver 2 seems to be located in Sweden. The
web page accessed through a browser shows a Kenyan University website, but when
requesting the html code using wget command, it showed that the server in Sweden
only redirects to a another server as shown below.
Viewing the webserver 2 web page using wget
root@pc241-75:~# wget -q -O - www.mu.ac.ke
<html>
<head>
<title>Welcome to Moi University</title>
<meta http-equiv="REFRESH" content="0;url=http://www.muk.ac.ke"></HEAD>
<BODY>
</BODY>
</HTML>
The redirected index page is located in Kenya and does not support IPv6 connectiv-
ity. However the downloaded file is hosted on the Swedish webserver which supports
both protocols. More investigating showed that the Swedish server does also contains
other files belonging to the Kenyan University on sub folders. In all, that means the
throughput experiment conducted on webserver 2 over IPv4 and IPv6 were actually
conducted on a Swedish webserver.
Reason for the max value being very high over IPv6 is not obvious, however the
throughput distribution on figure 4.14 shows that the amount of higher values are very
few. One theory is that these high values are caused by random errors, abnormal
measurements due to unknown influences.
Measurements conducted on webserver 3 and 4 seems to be without extreme ab-
normalities in a throughput point of view. As mentioned in the result chapter, the
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throughput distribution of webserver 3 has the characteristics of a normal distribution
and the distribution of webserver 4 has similarities of a long tailed distribution. One
cause for distribution as these can be because of a unstable link to the destination
server, meaning the link is not giving a fixed stable band-with or the connection delay
is varying each time. Figure 4.18 created using measurements values from measure-
ments conducted on webserver 3, is showing that the difference in TCP throughput
performance on both protocols is almost equal as the throughput lines are almost lay-
ered on top of each other.
Last measured webserver is webserver 5. The IPv4 throughput distribution on fig-
ure 4.22 is very different than the IPv4 throughput distribution on figure 4.23. Observ-
ing the figure 4.24 one can see that the IPv4 throughput line is straighter and consistent
than the IPv6 throughput line. It seems that the IPv4 utilizes the band-with as much
as possible which leads to that one can see the red IPv4 throughput line above the
blue IPv6 line most of the time. Regarding the blue IPv6 line, there are none obvious
pattern to the troughs and it seems there are some conditions which appear frequently
which degrades the IPv6 throughput performance.
The overview on figure 5.2 shows the differences in average throughput perfor-
mance between the IPv4 and the IPv6 in a comprehensible manner. Observing the
figure, one can see that the throughput differences, ignoring the anomalies, are not sig-
nificant except for webserver 5. One likely reason of the slightly higher IPv4 through-
put line on webserver 2, is because of the IPv6 header size which is causing extra
overhead, however this is not clearly observed in the other figures.
To have an overview of the throughput performance between the protocols, a table
which concentrates about the difference in the median measurement throughput value
is shown next.
Internet protocol IPv4 IPv6 Difference Difference in %
webserver 1 236KB/s 241KB/s 5KB/s 2.07 %
webserver 2 2716KB/s 2671.5KB/s 44,5KB/s 1.63 %
webserver 3 632KB/s 608KB/s 24KB/s 3,79%
webserver 4 449KB/s 425KB/s 24KB/s 5,34%
webserver 5 1218KB/s 1137KB/s 81KB/s 6,65%
Table 5.1: The median throughput values of all the throughput measured webservers,
the difference in KB/s and in percentage.
The reason for looking at the median values on table 5.1 is because of the few
abnormal measured values could give a wrong picture of the whole set of measured
values. The same table shows that the median difference in percentage is between 1.63
% and 6.65% including webserver 5 which may be better left out, as the TCP through-
put results indicated that there were instability on the throughput performance. All
servers except server 1, has a better median throughput performance over IPv4. From
this results one can state for this study that the differences on both Internet protocols
in TCP throughput performance is not significant and that the most of the measured
webservers has slightly better TCP throughput performance over IPv4 than IPv6.
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5.2.1 TCP packet path analysis
Packet path over both protocols were not so different and most of the time the packets
travelled through the same route. The total hops over IPv4 is 85 and 82 for IPv6,
which is considered to be not significant. A quick summary of total hops to each
server is shown in table 5.2. The counted differences in both protocols are generally
low or equal and generally result not to be either an advantage or a disadvantage in
TCP throughput performance, when focused at the TCP packet path.
Internet protocol IPv4 IPv6
webserver 1 18 17
webserver 2 12 13
webserver 3 17 17
webserver 4 23 20
webserver 5 15 15
Total 85 82
Table 5.2: Showing the amount of hops to the destination servers over IPv4 and IPv6
Webservers 1 and 2 has only one hop in difference and therefore the throughput
performance may be slightly degraded, which may be one other reason to the IPv4
throughput line being slightly higher than IPv6 line, observed in figure 5.2.
Webservers 3 and 5 has the same amount of hops to the destination server, how-
ever the throughput line patterns are not as expected when observing figure 5.2. The
expected pattern would be as the webservers 1 and 2, having the throughput IPv4 line
consistently above the IPv6 line. Webserver 4 has three hops in difference between
IPv4 and IPv6, however it does not clearly show the impact of the difference in the
figure 5.2. The reasons are most highly due to other factors and to cover a new factor,
a closer investigation is conducted of the webserver latency.
5.2.2 Webserver latency analysis
Webserver latency measurements conducted on webservers shown in section 4.2.2
shows minor differences in webserver latency between the Internet protocols, except
for webserver 3 which was not consistent in latency on both protocols as the other
webservers. Next is a table that shows the average webserver round-trip latency differ-
ences, in milliseconds and in percentage.
Internet protocol IPv4 IPv6 Difference Difference in %
webserver 1 529.8ms 571.8ms 42ms 7.34 %
webserver 2 24.7ms 25.0ms 0.3ms 1.2 %
webserver 3 522.0ms 443.1ms 78.9ms 15.11%
webserver 4 713.6ms 750.3ms 36,7ms 4.89%
webserver 5 136.4ms 136.9ms 0.4ms 0,29%
Table 5.3: Showing the average difference of the webserver latencies measured in the
section 4.2.2 over both IPv4 and IPv6 in milliseconds
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While the rest of the webservers have latency consistent with minor changes, there
is a big reason to believe that there is a problem with the latency of webserver 3 as it is
not replying consistently as it should. A closer look at the webserver 3 latency shows
that the average latency is approximately 305ms over both protocols if one excludes
out the numbers that are abnormally large.
Using the table 5.3 as reference and excluding the webserver 3 latency results,
one can state that the difference between the measured webserver latencies on both
protocols are between 0,29 % and 7.34 % in favor to IPv4, results to meaning that
the round-trip delays are shorter for TCP packets over IPv4 than IPv6 to the servers
measured in the throughput study.
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Figure 5.2: Simple overview of all graphs showing average throughput speed per hour
on the webservers
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Chapter 6
Discussion and conclusion
This chapter will deal with the discussion of the approach, decisions during the pro-
cess, results and also methods and design used in the thesis.
6.1 Approach review
When it comes to throughput performance experimentation, all of the research papers
reviewed in the background chapter, has many similarities in their approaches. The
first similarity which is easy to notice is that all of the performance experiments were
conducted in labs.
Conducting experiments in labs will lead to full control of each part of the setup.
This means a certain knowledge and full control of the packet paths, privileges which
is not given to users of networks over longer distances in the Internet. Also with the
clients available, the researchers is able to implement a method for measuring the time
it takes for a packet to reach its destination(One-way delay).
Several of the approaches were designed to experiment with point-to-point links.
This is a good design where the researchers do not have to worry about throughput
performance degradation because of intermediate routers or switches.
By reading the research papers in the background chapter in chronological order,
one can see improvements in the throughput performance. The improvements will
constantly evolve over time to reach a point where it is very satisfying, close to perfect.
There have been conducted many IPv6 throughput performance studies in labs pre-
viously. One of the objectives of this study is to measure throughput performance in
the Internet for an end-user. Searching for research papers that measure TCP through-
put over IPv6 Internet over a period of time did not give any results. Conditions in the
Internet are different than in labs, for example the packet path can change over time
which can lead to throughput degradation.
The approach used in this project is different because not all parts of the experiment
are controlled. When conducting an experiment, the packet paths is not known when
the packet is heading back to its source. It also occurs that the packet path to the
destination is not fully known, because some routers do not notify the client if the
packet gets dropped or blocked[20].
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6.2 Tools used
Tools that were used in this study were chosen on terms that the tools had to be well
known and accurate. The scripts made for this study utilizes other tools as httping
and traceroute. Both of the made scripts are made with reproducibility of the study in
mind and made simple as possible to avoid script failures/bugs. The scripts were fine
tuned and thoroughly tested for failures, however passing the testing does not mean it
cannot fail. For example the throughput script was executing thousands of commands
using other tools within the script. However the results show that the script worked
very decent as the output of both scripts were as they expected to be and as the several
throughput results figures showed a consistency in the throughput over time.
The IPv6 TCP throughput study were intended to measure throughput more than
two weeks, however one of the throughput measured University webservers became
unreachable over IPv6 after two weeks. The script were designed to stop whenever a
command failed which was not a good idea, it had been better to just proceed as normal
and only giving a error message, however a important decision had to be made, either
continue with measuring remaining four University servers or stop measuring. The
decision was to stop measuring to have a consistent five webserver results. One other
reason were that it would consume more time to plan, execute and create figures for
another experiment with 4 webservers, the experiment was simply stopped because of
time limitations.
A brief troubleshooting was performed to find out why the webserver became un-
reachable over IPv6. The webserver was unreachable from different places and there-
fore most likely the IPv6 were disabled on their webservers.
6.3 Discussing IPv6 adoption
To clarify, IPv6 adoption in Universities does not mean that all of the Universities
measured in this study does not have IPv6 available for ordinary Internet usage. The
Universities chooses themselves to provide web services over IPv6 if they have access
to the Internet over IPv6. The webservers that are providing web services over IPv6 is
what the adoption study monitors.
As this paper is being written, 14 higher education/research faculties (which are
participating in GigaCampus1) has been delegated[21] an IPv6 address block by UNINETT[22].
Eight of the faculties has clients using IPv6 and two of the eight faculties has also en-
abled IPv6 on their webservers. The rules applied to this adoption study would not
make any of the faculties that have actually IPv6 enabled count as IPv6 adopted, be-
cause the two faculties that are providing web services over IPv6 are not Universities.
Three of the eight faculties with IPv6 accessible clients are Universities, however the
faculties has not fully adopted IPv6 because they do not provide web services over
IPv6, however they have successfully deployed IPv6 on their campuses.
1GigaCampus is a national initiative to coordinate the IT-infrastructure on campus at Norwegian Uni-
versities and colleges.
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Monitoring hops over longer period of time would give information about how the
packet path changes or progresses. This information may be used later on to improve
packet routing in the Internet. Abnormal packet routing would be registered and later
on analysed. A closer look at hop changes in previous work, research done by Yi Wang
et al.[23] has results that shows an average hop count of 8.7 in IPv6 Internet, and 17.5
in IPv4 Internet, in 2005. The conducted hop count study regarding the 107 dual-stack
webservers, results show an average hop count of 16.0 over IPv6, and 16.3 over IPv4.
Adoption rate experiments were conducted on University webservers. The Uni-
versity webservers were chosen because of the opinion of that the Universities would
support IPv6 on their webservers when the need of being available over IPv6 is sub-
stantial, as ISP’s begins to make IPv6 available to their users. Thought reasons as Uni-
versities has most likely the means to upgrade equipment and having people that has
or easily can obtain the technological knowledge to adopt IPv6 on their webservers.
The University of Pennsylvania and others participating in a adoption monitoring
project are monitoring top 1 million websites in the world. The results from University
of Pennsylvania are shown in graphs, and from the figures accessed to date[24], one
can observe that total of IPv6 reachable top 1 million websites are increasing. Their
results show that in July 2011 the percentage of IPv6 reachable websites were around
0.24 % and in April 2011 that number had increased to around 0.40 %. In numbers
0.40% of 1 million is 4000 websites.
A deeper look into the 1 million websites list, one can find several companies that
has hundreds to many thousands of different entries, one of the companies is Google.
Google owns many web-domains, one example is blogger.com which is an blog plat-
form with 19103 entries in the website list because of the different blog websites under
blogger.com. Another popular website owned by google is www.youtube.com which
has 2145 entries on the list. Google owned web-domains as google.com, google.ru,
google.de and many more has also hundreds of entries in the website list. All of the
google owned websites is accessible over IPv6 ( some of the websites needs an agree-
ment with google to be reachable over IPv6 ). The details of the conducted tests are
not explained deeply and by looking over the website list, one can see that there are 1
million entries, however few web-domains has several thousands of entries in the list.
One unknown part of the project is if they are only monitoring the top domain name
or the whole entry with sub-domains.
The approach in this paper is different than the approach used in the adoption moni-
toring project, mentioned previous paragraph. The adoption rate study approach in this
study was to monitor approximately all University webservers in the world over time
for IPv6 connectivity. Results in this study showed a slightly increasing IPv6 adoption
rate, however as the results were collected over two weeks, uncertainties and prob-
lems that can occur when conducting the experiments are the reasons that this paper
can not conclude that the adoption rate is increasing. The slightly increasing adoption
rate and the adoption monitoring project conducted by the University of Pennsylvania
and others, indicates that there is a increase in IPv6 adoption, however there are room
for more thorough studies and perhaps with different approaches to estimate a more
accurate IPv6 adoption and adoption rate status.
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A paper presented by Timmers, M. and Carlier, S. [25] states that if one would set
up an IPv6 AAAA Resource Record for a web-server there would be a 0.01% drop
in user reachability at the moment. Even a small decline in user reachability holds
content providers back from publicly announces AAAA RR.
It makes sense that a drop in user reachability would hold content providers for
enabling IPv6, as the drop in customers or viewers are unwanted. It is reasonable to
think that when there are only IPv6 addresses left offered by Internet service providers
the content holders which holds back on IPv6 support would enable it, as the po-
tential of having more reachable customers/viewers would be much greater than the
customers/viewers they would lose.
6.4 Discussing TCP throughput performance over IPv6
Previous research papers that conducted throughput measurements on both IPv4 and
IPv6 networks in labs, did get a slightly better throughput performance over IPv4
than IPv6 and stated that this were because of the bigger header size of IPv6. Sim-
ilar results were expected in this throughput study over IPv6 Internet, however only
one of the five webservers showed results which followed to a great extent the same
performance result characteristics as conducted in labs. One of the measurements
on one webserver showed inconstancy in IPv6 throughput performance while the rest
of the webservers had consistency on both protocols, with few times of abnormali-
ties which are probably because of random errors[26, p. 30]. Results show that the
median throughput difference on both protocols in percentage is between 1.63% and
6.65% of the measured webservers over time. The percentages informs how close
the throughput performances were, comparing both protocols and one can state that
the TCP throughput performance between the two protocols is not significant on the
experiment webservers. The results from this study indicate that there is almost no
throughput performance degradation most of the time over IPv6 than IPv4. How-
ever occurrences of instability can occur over IPv6 Internet as observed on one of the
throughput measured webservers, webserver 54.24.
The total amount of packet hops to the destination servers were 85 over IPv4 and
82 over IPv6 in the throughput study. The difference in hop amount is 3 hops or 3.52
% and is not significant, also the amount of webservers are to few to make a statement.
Webserver TCP latency measurements on port 80 showed that latency over IPv4
Internet was lower than the measurements over IPv6 Internet. The difference between
the measured webserver TCP latencies on both protocols were between 0,29 % and
7.34 % in favour to IPv4. The slightly higher latencies over IPv6 are most likely due
to the overhead caused by the increase in the header size for IPv6. The research paper
by Zeadally, S. et al [14] also have similarities as in latency result in this study and
they also think that it is most likely that the slightly higher latency is because of bigger
header size on the IPv6 TCP packets.
56
6.5. FUTURE WORK
6.5 Future work
There are many possible good and different ways to conduct a study in this research
area. Suggestions for further study are listed below:
1. Adoption study could be extended to monitor the IPv6 rate over a longer period
of time and also be extended to monitor other websites i.e business for IPv6
adoption.
2. Throughput study could be extended to measure one-way delay and conduct the
measurements on more webservers.
3. Throughput study could be extended to use IPSec in IPv6 to observe the over-
head increase due to encryption and decryption processes.
4. Many operating systems are upgraded periodically, a comparison of the IPv6
implementation of operating systems can be conducted.
5. Applications that support IPv6 can be tested i.e email, ftp, ssh.
6. This study could be repeated after a reasonable time with additional improve-
ments mentioned next.
Additional work that should have been done to improve the research study is that
one could have checked if each of the dual-stack University webservers main page ac-
cessed over IPv4 were the same as the webservers main page accessed over IPv6. This
check would give information about if the web addresses were pointing to different
servers or paths showing a different website depending on which protocol the script
accessed from.
Other improvements to this study could have been to measure the packet delay and
loss when conducting the throughput study. The packet loss occurs when the packets
does not arrive to its destination within a reasonable period of time. Reasons for packet
losses may be due to congestion of the network, changes in paths between the source
and destination, or incorrect routing.[27]. There has been conducted measurements
over IPv6 that measures packet loss and delay[23][28]. X. Zhou et al.[28] measured
IPv6 delay and loss performance over two years from 2003 to 2005 on more than
600 end-to-end IPv6 paths between about 26 testboxes. Their results showed that
IPv6 paths have a higher delay and loss than their IPv4 counterparts. X. Zhou et
al. also stated that "the main reason for the worse performance stems from IPv6-in-
IPv4 tunnels rather than from native IPv6 paths and such tunnels are still widely used
today". Six years has passed since their packet loss study and it is a great idea to
measure the packet loss and delay to compare the result to their study. However, some
of the mentioned ideas came too late to mind and others ideas were not possible to do,
because of time limitations.
When conducting throughput measurements over TCP or UDP one should use
different throughput loads from small to large. A suggestion for downloading a large
file is to measure throughput performance could be that the file should be around 700
MB to ensure that the experiments are measuring with maximum bandwidth capacity
on the link.
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TCP slow start was the most likely reason for the throughput being very low in
this study. Using a much higher load in the study would have affected the throughput
results very much as the TCP throughput speeds were increasing. However, results by
conducting measurements with a 3000KB load are also valuable as one easily can ob-
serve the throughput differences at that load level, however it shows a lower throughput
performance on many of the webservers, likely because of TCP slow start.
A problem that appears when throughput measuring over time is that the load
would be very high if the measurements are being conducted to several webservers
large networks on both protocols and over time. As mentioned in the enumerated list
above it is suggested that several webservers should be tested, a suggestion for an
amount of webserver can be 30, the sample size when the central limit theorem might
take effect.
Difficulties with contacting the web administrators on the different Universities led
to the throughput load used in this study to be at 3000KB. The optimal load for this
study was at 300MB and not more because of concerns on bandwidth usage by one of
the system administrators at the Oslo University College. A few webservers, ended at
5 webserver to conduct throughput measurements on were also a joint decision.
6.6 Conclusion
Two experiments were conducted focusing on adoption rate and TCP throughput per-
formance. The methodology used for the adoption rate experiment was to monitor
over seven thousand University webservers for IPv6 connectivity over one month, by
pinging and tracerouting. The webservers were located around the world. The second
experiment was TCP throughput performance measuring five dual stack University
webservers over a time span of two weeks.
Results show that the median TCP throughput difference on both protocols is be-
tween 1.63% and 6.65% . The study was conducted on 5 University webservers. The
throughput performance results was varying, showing no significant differences, and
it showed that one Internet protocol was not better than the other when focusing on
throughput performance. Some throughput performance jitter was seen on one web-
server, however it indicated that it was an unknown issue with the specific webserver.
Monitoring University webserver for IPv6 adoption over two weeks indicated that
there was a slight increase of adoption rate, however monitoring IPv6 DNS records
did not show any increase. Because of a short time monitoring period, uncertainties
and random errors that can occur during the monitoring, it is difficult to conclude that
there was an increase. However, previous work and joint monitoring projects indicates
an IPv6 adoption increase.
The differences in TCP webserver latencies on both protocols were measured to
be between 0,29% and 7.34%. It indicated that IPv4 had slightly lower latency, most
likely due to the IPv6 header size.
107 of dual-stack University webservers were studied by examining the packet
path, resulting in an average hop count of 16.0 over IPv6, and 16.3 over IPv4.
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Conducting a firewall experiment on 7333 University webservers resulted in this:
UDP, ICMP and TCP reachability percentage to the destination servers were respec-
tively 30%, 59.7% and 97.7%.
Answering the research questions in section 1.2.1 in the same order.
1. The results indicates that IPv6 TCP throughput performance is not better and
almost as good as its counterpart.
2. There was an indication of a slight increase in IPv6 adoption, however it is
difficult to conclude that there was an increase because of several circumstances
mentioned in this paper.
Further, improvements and suggestions for further work have been suggested.
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Chapter 7
Appendix: A
Measuring throughput
ipv6script.pl
1 #!/usr/bin/perl
2
3 # This script is used for througput testing. By using httping it partial-downloads
4 # only 3 MB of a file , ten times , on a server which supports ipv4 and ipv6 connectivity.
5 # Output from this script is created as follows:
6 # date,line number, round-trip(rt) min, rt avg, rt max, transfer-speed(ts) min,ts avg,ts max,fileurl
7
8
9 $head="date,line nbr,rt min,rt avg,rt max,ts min,ts avg,ts max,fileurl\n";
10 print $head;
11
12 while()
13 {
14 # Opens a textfile ’pingable’ wich holds a list of websites
15 open( SERVERFILEURL , "cat /root/ipv6/ipv6ping |" );
16
17 ($rtmin,$rtavg,$rtmax,$tsmin,$tsavg,$tsmax)=(0,0,0,0,0,0);
18 ($rtmin6,$rtavg6,$rtmax6,$tsmin6,$tsavg6,$tsmax6)=(0,0,0,0,0,0);
19
20 while( $serverfileurl = <SERVERFILEURL> )
21 {
22 $counter=1;
23 $counter6=1;
24
25 $startime=time;
26
27 chomp $serverfileurl;
28 @arr = split ’\.’ , $serverfileurl;
29 $filename=$arr[1];
30
31
32 # Using fork to download simultaneously both on ipv4 and ipv6.
33 my $pid = fork();
34 if (not defined $pid) {
35 print "resources not avilable.\n";
36 exit 0;
37 } elsif ($pid == 0) {
38
39
40
41 # Timeout for httping command, in case transfer goes slow. Is set to 710 seconds
42 eval {
43 local %SIG;
44 $SIG{ALRM}=sub{ die "timeout reached, after 710 seconds!\n"; };
45 alarm 710;
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46
47 print "Httping command ’$serverfileurl’\n";
48
49
50 # Throughput testing with httping
51 $execute=‘httping -c 10 -L 3072000 -XGbg ’$serverfileurl’‘;
52
53 alarm 0;
54 };
55
56
57
58 if($? != 0 )
59 {
60 print "HTTPING ERROR!\n";
61 print $execute;
62 exit 0;
63 }
64
65
66 # Extracting information from the httping output.
67 if($execute =~ /Transfer \bspeed\b:.*=\s(\d+)\/(\d+)\/(\d+)/gi )
68 {
69 $tsmin=$1;
70 $tsavg=$2;
71 $tsmax=$3;
72 }
73
74 $roundtrip=$execute;
75
76
77 if($roundtrip =~ /round-trip.*max = (\d+)\.?\d*\/(\d+)\.?\d*\/(\d+)\.?\d*/g )
78 {
79 $rtmin=$1;
80 $rtavg=$2;
81 $rtmax=$3;
82 }
83
84 $string .= $counter . "," . $rtmin . "," . $rtavg . "," . $rtmax . "," . $tsmin . "," . $tsavg . "," .
85 $tsmax . "," . $serverfileurl;
86 $counter++;
87
88 ($sec,$min,$hour,$mday,$mon,$year)=localtime(time);
89 $datee=qx(echo -n ‘date ’+%d.%m.%y %H:%M:%S’‘);
90
91 system("echo $datee,$string >> /root/ipv6/fourfolder/$filename-stats-$mday-$mon");
92
93 open( WRITETOFILE , ">>/root/ipv6/fourfolder/$filename-raw-$mday-$mon" );
94 print WRITETOFILE $execute ;
95 close(WRITETOFILE);
96
97 # The child ( forking leads to a child process ) ends here, meaning Ipv4 throughput
98 # test has been conducted.
99
100 exit(0);
101 } else {
102
103 # The parent process starts here. It is almost the same code as above in the child
104 # process code block.
105
106 eval {
107 local %SIG;
108 $SIG{ALRM}=sub{ die "timeout reached, after 710 seconds!\n"; };
109 alarm 710;
110 $execute6=‘httping -6 -c 10 -L 3072000 -XGbg ’$serverfileurl’‘;
111 alarm 0;
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112 };
113
114 if($? != 0 )
115 {
116 print "HTTPING6 ERROR!\n";
117 print $execute6;
118 exit 0;
119 }
120
121 if($execute6 =~ /Transfer \bspeed\b:.*=\s(\d+)\/(\d+)\/(\d+)/gi )
122 {
123 $tsmin6=$1;
124 $tsavg6=$2;
125 $tsmax6=$3;
126 }
127
128 $roundtrip6=$execute6;
129
130
131 if($roundtrip6 =~ /round-trip.*max = (\d+)\.?\d*\/(\d+)\.?\d*\/(\d+)\.?\d*/g )
132 {
133 $rtmin6=$1;
134 $rtavg6=$2;
135 $rtmax6=$3;six
136 }
137
138 $string6 .= $counter6 . "," . $rtmin6 . "," . $rtavg6 . "," . $rtmax6 . "," . $tsmin6 . "," . $tsavg6 .
139 "," . $tsmax6 . "," . $serverfileurl;
140 $counter6++;
141
142
143 ($sec6,$min6,$hour6,$mday6,$mon6,$year6)=localtime(time);
144
145 $datee6=qx(echo -n ‘date ’+%d.%m.%y %H:%M:%S’‘);
146
147
148 system("echo $datee6,$string6 >> /root/ipv6/sixfolder/$filename-statsfor6-$mday6-$mon6");
149
150 open( WRITETOFILESIX , ’>>’ ,"/root/ipv6/sixfolder/$filename-raw6-$mday6-$mon6" );
151 print WRITETOFILESIX $execute6 ;
152 close(WRITETOFILESIX);
153
154
155
156 waitpid($pid,0);
157 }
158
159
160
161 $string = "";
162 ($rtmin,$rtavg,$rtmax,$tsmin,$tsavg,$tsmax)=(0,0,0,0,0,0);
163
164 $string6 = "";
165 ($rtmin6,$rtavg6,$rtmax6,$tsmin6,$tsavg6,$tsmax6)=(0,0,0,0,0,0);
166
167
168 # For testing one file per 10 minute, a sleep code is needed
169 $sleeptime=(600-(time - $startime));
170 $sleeptime = 0 if $sleeptime < 1;
171 print "Sleeping for = $sleeptime seconds\n";
172 sleep($sleeptime);
173 }
174
175
176 close(SERVERFILEURL);
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177 }
7.1 Appendix: B
Adoption rate: Information collecting script.
httrace.pl
1 #!/usr/bin/perl -w
2
3 # This script will ping most of the Universities in the world to se if there is IPv6 enabled webservers.
4 # Tracerouting will also be conducted to investigate the path difference
5
6
7 # Opens a textfile ’pingable’ wich holds a list of websites
8 open( WEBTEST , "cat /root/exec/forpingextended1 |" );
9
10 $counter=1;
11
12 # Output of this script. t stands for traceroute
13 $head="date,line nbr,httping,httping6,t udpcount,t icmpcount,t tcpcount,t tcpcount6,website\n";
14
15 print $head;
16
17 while( $webline = <WEBTEST> )
18 {
19 chomp $webline;
20
21 $string.=$counter . ",";
22 $counter++;
23
24 # Executing httping for website connectivty through port 80
25 $httping = ‘httping $webline -c 1 -t 4 2> /dev/null‘;
26
27 if($?!=0)
28 {
29 $string.= "False,0,0,0,0,0,0," . $webline . "\n";
30 print $string;
31 $string = "";
32 $counter--;
33 next;
34
35 }
36 else
37 {
38 $string.=’1,’;
39
40
41 # Executing httping for website connectivty through port 80
42 $httping6 = ‘httping -6 $webline -c 1 -t 4 2> /dev/null‘;
43
44 # Checks if the above httping command succeded. Calls a subroutine
45 $string.=successtest();
46
47 # Traceroute on the ipv6 Internet
48 $tracetest6=‘sudo traceroute -6 $webline -T -m 33 2> /dev/null‘;
49
50 # Purpose: For counting the nodes on the dtracetest6estination-server path
51 # Splits the information inside the test variable on newline
52 # Then counting the length of the array
53 $countlines6 = () = $tracetest6 =~ m/\n/g;
54
55 }
56
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57 # Executing traceroute with udp probes
58 $test=‘sudo traceroute $webline -m 33 2> /dev/null‘;
59
60 $countlines1 = () = $test =~ m/\n/g;
61
62
63 # Executing traceroute with icmp packets
64 $test2=‘sudo traceroute $webline -I -m 33 2> /dev/null‘;
65
66 $countlines2 = () = $test2 =~ m/\n/g;
67
68
69 # Executing traceroute with tcp syn packets
70 $test3=‘sudo traceroute $webline -T -m 33 2> /dev/null‘;
71
72 $countlines3 = () = $test3 =~ m/\n/g;
73
74 ($sec,$min,$hour,$mday,$mon,$year,$wday,$yday,$isdst)=localtime(time);
75
76 $string .= "$countlines1,$countlines2,$countlines3,$countlines6,$webline\n";
77
78 $date=qx(echo -n ‘date ’+%d.%m.%y %H:%M:%S’‘);
79
80 $tostring= $date . "," . $string;
81
82 open( WRITETOFILE , ’>>’ ,"/root/exec/pingfolder/pingresults1_$yday" );
83 print WRITETOFILE $tostring ;
84 close(WRITETOFILE);
85
86 $string = "";
87
88 }
89
90 # Minimalistic subroutine and a if test
91 # Tests if the previous system command was successful
92 sub successtest {$?!=0?’0,’:’1,’}
93
94 close(WEBTEST);
Adoption rate: Webserver list retriever script
retriever.pl
1 #!/usr/bin/perl -w
2 ## University website list retriever from http://univ.cc/
3 ##
4
5 for( $e=1; $e <= 2100 ; $e += 50 )
6 {
7 print "$e\n";
8 system("wget -q -O log ’http://univ.cc/search.php?dom=edu&key=&start=$e’");
9 sleep 1;
10
11 for( $i=4; $i <= 200 ; $i += 4 )
12 {
13 ‘cat log | grep ol | cut -d ’<’ -f \$i | cut -d "’" -f 2 >> weblist‘;
14
15 }
16
17 ‘rm log‘
18 }
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7.2 Appendix: C
Throughput experiment:
TCP packet paths to the different servers both on IPv4 and IPv6
Path from lab computer to webserver 1 (www.ufscar.br)
1 ### Traceroute over IPv4
2 root@pc241-75:~# traceroute -4 www.ufscar.br -I
3 traceroute to www.ufscar.br (200.9.84.70), 30 hops max, 60 byte packets
4 1 hio-gw1.hio.no (158.36.90.1) 0.398 ms 0.461 ms 0.519 ms
5 2 pil52-gw.uninett.no (158.36.84.53) 0.609 ms 0.688 ms 0.774 ms
6 3 pil35-gw.uninett.no (128.39.230.113) 0.587 ms 0.667 ms 0.733 ms
7 4 stolav-gw1.uninett.no (128.39.230.117) 0.235 ms 0.235 ms 0.242 ms
8 5 dk-uni.nordu.net (109.105.102.25) 9.044 ms 9.131 ms 9.133 ms
9 6 nl-sar.nordu.net (109.105.97.25) 21.851 ms 21.873 ms 21.863 ms
10 7 us-man.nordu.net (109.105.97.45) 96.776 ms 96.749 ms 96.728 ms
11 8 xe-2-3-0.118.rtr.newy32aoa.net.Internet2.edu (109.105.98.10) 96.892 ms 96.799 ms 96.877 ms
12 9 64.57.28.19 (64.57.28.19) 102.243 ms 102.238 ms 102.267 ms
13 10 ge-6-0-0.0.rtr.atla.net.Internet2.edu (64.57.28.6) 382.391 ms * *
14 11 198.32.252.237 (198.32.252.237) 128.933 ms 128.973 ms 129.014 ms
15 12 198.32.252.230 (198.32.252.230) 264.918 ms 264.904 ms 264.969 ms
16 13 143-108-254-117.ansp.br (143.108.254.117) 264.871 ms 264.841 ms 264.899 ms
17 14 usp.ptta.ansp.br (200.136.37.101) 254.693 ms 254.753 ms 254.757 ms
18 15 pop-sp7206.uspnet.usp.br (143.107.151.190) 255.049 ms 254.969 ms 255.188 ms
19 16 143-108-254-189.ansp.br (143.108.254.189) 269.418 ms 262.232 ms 267.101 ms
20 17 EM-3-IG.ufscar.br (200.136.207.250) 267.813 ms 267.802 ms 267.569 ms
21 18 medusa3.ufscar.br (200.9.84.70) 268.036 ms 267.500 ms 268.080 ms
22
23 ### Traceroute over IPv6
24 root@pc241-75:~# traceroute -6 www.ufscar.br -I
25 traceroute to www.ufscar.br (2001:12f0:503:300::70), 30 hops max, 80 byte packets
26 1 hio-gw1.hio.no (2001:700:700:9::) 1.284 ms 1.578 ms 1.677 ms
27 2 pil52-gw.uninett.no (2001:700:0:8020::1) 0.646 ms 0.747 ms 0.841 ms
28 3 pil35-gw.uninett.no (2001:700:0:2108::1) 0.868 ms 0.973 ms 1.067 ms
29 4 stolav-gw1.uninett.no (2001:700:0:2109::1) 0.532 ms 0.545 ms 0.554 ms
30 5 dk-uni.nordu.net (2001:948:0:f025::1) 9.455 ms 9.559 ms 9.649 ms
31 6 dk-ore.nordu.net (2001:948:1:4::2) 77.005 ms 76.415 ms 76.448 ms
32 7 nordunet.rt2.cop.dk.geant2.net (2001:798:15:10aa::1) 10.141 ms 10.216 ms 10.255 ms
33 8 so-7-3-0.rt1.fra.de.geant2.net (2001:798:cc:1401:1501::1) 24.028 ms 24.092 ms 24.094 ms
34 9 so-5-0-0.rt1.gen.ch.geant2.net (2001:798:cc:1401:2201::a) 31.676 ms 31.649 ms 31.759 ms
35 10 as0.rt1.mad.es.geant2.net (2001:798:cc:1201:1701::2) 53.714 ms 53.824 ms 53.898 ms
36 11 RedCLARA-gw.rt1.mad.es.geant2.net (2001:798:17:10aa::6) 259.095 ms * *
37 12 2001:1348:1::2 (2001:1348:1::2) 259.461 ms 259.479 ms 259.484 ms
38 13 2001:12f0:0:ff::9e (2001:12f0:0:ff::9e) 260.126 ms 260.313 ms 260.164 ms
39 14 2001:12f0:500:ffff::1 (2001:12f0:500:ffff::1) 260.193 ms 260.142 ms 260.006 ms
40 15 2001:12f0:500:ff05::2 (2001:12f0:500:ff05::2) 270.660 ms 267.927 ms 267.906 ms
41 16 EM-3-IG.ufscar.br (2001:12f0:503::250) 268.451 ms 269.383 ms 269.368 ms
42 17 medusa.ufscar.br (2001:12f0:503:300::70) 269.583 ms 269.614 ms 269.601 ms
Path from lab computer to webserver 2 (www.mu.ac.ke)
1 ### Traceroute over IPv4
2 root@pc241-75:~/ipv6# traceroute -4 www.mu.ac.ke -I
3 traceroute to www.mu.ac.ke (130.236.5.148), 30 hops max, 60 byte packets
4 1 hio-gw1.hio.no (158.36.90.1) 0.394 ms 0.462 ms 0.515 ms
5 2 pil52-gw.uninett.no (158.36.84.53) 0.520 ms 0.604 ms 0.692 ms
6 3 pil35-gw.uninett.no (128.39.230.113) 0.567 ms 0.649 ms 0.727 ms
7 4 stolav-gw1.uninett.no (128.39.230.117) 0.252 ms 0.255 ms 0.276 ms
8 5 oslo-gw.uninett.no (128.39.255.85) 0.399 ms 0.450 ms 0.495 ms
9 6 se-tug.nordu.net (109.105.102.21) 8.146 ms 8.162 ms 8.199 ms
10 7 t1tug.sunet.se (109.105.102.14) 8.179 ms 8.186 ms 8.212 ms
11 8 m1tug-ae0-v1.sunet.se (130.242.83.42) 8.173 ms 8.167 ms 8.151 ms
12 9 m1fre-ae0-2003.sunet.se (193.11.0.18) 8.385 ms 8.380 ms 8.365 ms
13 10 a-green.net.liu.se (130.236.9.5) 12.637 ms 12.628 ms 12.207 ms
14 11 130.236.4.97 (130.236.4.97) 12.998 ms 12.483 ms 12.491 ms
15 12 www.liu.se (130.236.5.148) 11.477 ms 11.468 ms 11.476 ms
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16
17 ### Traceroute over IPv6
18 root@pc241-75:~/ipv6# traceroute -6 www.mu.ac.ke -I
19 traceroute to www.mu.ac.ke (2001:6b0:17:f005::148), 30 hops max, 80 byte packets
20 1 hio-gw1.hio.no (2001:700:700:9::) 0.654 ms 0.750 ms 0.836 ms
21 2 pil52-gw.uninett.no (2001:700:0:8020::1) 0.767 ms 0.856 ms 0.973 ms
22 3 pil35-gw.uninett.no (2001:700:0:2108::1) 0.977 ms 1.069 ms 1.190 ms
23 4 stolav-gw1.uninett.no (2001:700:0:2109::1) 0.593 ms 0.601 ms 0.608 ms
24 5 oslo-gw.uninett.no (2001:700:0:2123::1) 1.019 ms 1.143 ms 1.195 ms
25 6 se-tug.nordu.net (2001:948:0:f041::1) 8.590 ms 8.301 ms 8.382 ms
26 7 t1tug-so-5-0-0.sunet.se (2001:948:0:f050::2) 8.405 ms 8.485 ms 8.500 ms
27 8 m1tug-ae0-v1.sunet.se (2001:6b0:1e:1::32) 8.257 ms 8.279 ms 8.256 ms
28 9 m1fre-ae0-2003.sunet.se (2001:6b0:dead:beef:2::212) 8.533 ms 8.449 ms 8.451 ms
29 10 a-green.ipv6.net.liu.se (2001:6b0:17:ff00::f5) 12.525 ms 12.706 ms 12.653 ms
30 11 unit1-a.ipv6.net.liu.se (2001:6b0:17:ff00::c5) 11.755 ms 14.343 ms 13.842 ms
31 12 unit3-g.ipv6.net.liu.se (2001:6b0:17:ff00::32) 13.537 ms 13.515 ms 13.465 ms
32 13 www.liu.se (2001:6b0:17:f005::148) 11.585 ms 11.561 ms 11.574 ms
Path from lab computer to webserver 3 (www.emporia.edu)
1 ### Traceroute over IPv4
2 root@pc241-75:~# traceroute -4 www.emporia.edu -I
3 traceroute to www.emporia.edu (198.248.24.67), 30 hops max, 60 byte packets
4 1 hio-gw1.hio.no (158.36.90.1) 0.639 ms 0.714 ms 0.755 ms
5 2 pil52-gw.uninett.no (158.36.84.53) 0.620 ms 0.695 ms 0.798 ms
6 3 pil35-gw.uninett.no (128.39.230.113) 0.588 ms 0.668 ms 0.777 ms
7 4 stolav-gw1.uninett.no (128.39.230.117) 0.206 ms 0.271 ms 0.267 ms
8 5 dk-uni.nordu.net (109.105.102.25) 9.045 ms 9.093 ms 9.141 ms
9 6 nl-sar.nordu.net (109.105.97.25) 21.854 ms 21.823 ms 21.840 ms
10 7 us-man.nordu.net (109.105.97.45) 96.760 ms 96.721 ms 96.743 ms
11 8 xe-2-3-0.118.rtr.newy32aoa.net.Internet2.edu (109.105.98.10) 96.809 ms 96.832 ms 96.820 ms
12 9 ge-7-1-0.0.rtr.chic.net.Internet2.edu (64.57.28.114) 123.815 ms 123.791 ms 123.821 ms
13 10 ge-6-2-0.0.rtr.kans.net.Internet2.edu (64.57.28.36) 134.346 ms 134.345 ms 134.381 ms
14 11 64.57.28.178 (64.57.28.178) 134.441 ms 134.394 ms 134.449 ms
15 12 kr-bryant-e2-1.kanren.net (164.113.192.41) 134.463 ms 134.435 ms 134.422 ms
16 13 kr-psu-e4-1.kanren.net (164.113.193.41) 137.326 ms 137.359 ms 137.407 ms
17 14 kr-wsu-e4-1.kanren.net (164.113.193.37) 143.446 ms 143.112 ms 143.159 ms
18 15 kr-esu-e1-1.kanren.net (164.113.192.22) 145.141 ms 145.043 ms 145.029 ms
19 16 kanren-border-esu-cremer.kanren.net (164.113.208.2) 163.196 ms 146.225 ms 146.205 ms
20 17 hera.emporia.edu (198.248.24.67) 145.357 ms 145.866 ms 145.956 ms
21
22 ### Traceroute over IPv6
23 root@pc241-75:~# traceroute -6 www.emporia.edu -I
24 traceroute to www.emporia.edu (2001:49d0:141:58::67), 30 hops max, 80 byte packets
25 1 hio-gw1.hio.no (2001:700:700:9::) 1.139 ms 1.318 ms 1.410 ms
26 2 pil52-gw.uninett.no (2001:700:0:8020::1) 0.738 ms 0.825 ms 0.937 ms
27 3 pil35-gw.uninett.no (2001:700:0:2108::1) 0.937 ms 1.036 ms 1.131 ms
28 4 stolav-gw1.uninett.no (2001:700:0:2109::1) 0.620 ms 0.627 ms 0.635 ms
29 5 dk-uni.nordu.net (2001:948:0:f025::1) 9.514 ms 9.617 ms 9.708 ms
30 6 nl-sar.nordu.net (2001:948:1:7::2) 22.244 ms 22.030 ms 22.015 ms
31 7 us-man.nordu.net (2001:948:1:c::2) 96.923 ms 96.906 ms 96.894 ms
32 8 xe-2-3-0.118.rtr.newy32aoa.net.Internet2.edu (2001:468:ff:6c4::1) 96.899 ms 96.964 ms 96 ms
33 9 ge-7-1-0.0.rtr.chic.net.Internet2.edu (2001:468:ff:201::1) 123.985 ms 124.075 ms 124.159 ms
34 10 ge-6-2-0.0.rtr.kans.net.Internet2.edu (2001:468:ff:204:8000::2) 134.492 ms 134.488 ms 134 ms
35 11 2001:468:ff:1342::2 (2001:468:ff:1342::2) 134.424 ms 134.456 ms 134.501 ms
36 12 kr-bryant-e2-1.kanren.net (2001:49d0:2000:101a::1) 136.629 ms 134.531 ms 134.553 ms
37 13 kr-psu-e4-1.kanren.net (2001:49d0:2000:200b::1) 137.414 ms 137.441 ms 137.499 ms
38 14 kr-wsu-e4-1.kanren.net (2001:49d0:2000:200a::1) 145.936 ms 143.153 ms 143.145 ms
39 15 kr-esu-e1-1.kanren.net (2001:49d0:2000:1015::2) 145.183 ms 145.186 ms 145.229 ms
40 16 kanren-border-esu-cremer.kanren.net (2001:49d0:2007:1000::2) 146.342 ms 146.204 ms +
41 17 2001:49d0:141:58::67 (2001:49d0:141:58::67) 145.495 ms 145.611 ms 145.585 ms
Path from lab computer to webserver 4 (www.ctie.monash.edu.au)
1 ### Traceroute over IPv4
2 root@pc241-75:~# traceroute -4 www.ctie.monash.edu.au -I
3 traceroute to www.ctie.monash.edu.au (130.194.5.132), 30 hops max, 60 byte packets
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4 1 hio-gw1.hio.no (158.36.90.1) 0.393 ms 0.464 ms 0.521 ms
5 2 pil52-gw.uninett.no (158.36.84.53) 0.528 ms 0.613 ms 0.682 ms
6 3 pil35-gw.uninett.no (128.39.230.113) 0.516 ms 0.605 ms 0.697 ms
7 4 stolav-gw1.uninett.no (128.39.230.117) 0.290 ms 0.295 ms 0.289 ms
8 5 dk-uni.nordu.net (109.105.102.25) 55.481 ms 55.535 ms 55.571 ms
9 6 nl-sar.nordu.net (109.105.97.25) 21.852 ms 21.856 ms 21.854 ms
10 7 us-man.nordu.net (109.105.97.45) 96.719 ms 96.743 ms 96.759 ms
11 8 xe-2-3-0.118.rtr.newy32aoa.net.Internet2.edu (109.105.98.10) 117.764 ms 117.451 ms 117.47 ms
12 9 ge-7-1-0.0.rtr.chic.net.Internet2.edu (64.57.28.114) 123.805 ms 123.844 ms 123.775 ms
13 10 ge-6-2-0.0.rtr.kans.net.Internet2.edu (64.57.28.36) 134.354 ms 134.326 ms 134.298 ms
14 11 64.57.28.24 (64.57.28.24) 164.418 ms 188.079 ms 188.287 ms
15 12 xe-1-0-0.0.rtr.seat.net.Internet2.edu (64.57.28.105) 175.404 ms 175.320 ms 175.330 ms
16 13 aarnet-2-lo-jmb-706.sttlwa.pacificwave.net (207.231.240.4) 175.534 ms 175.468 ms 175.524 ms
17 14 so-1-0-0.bb1.a.hnl.aarnet.net.au (202.158.194.109) 226.804 ms 226.832 ms 226.855 ms
18 15 so-2-1-0.bb1.a.syd.aarnet.net.au (202.158.194.105) 319.917 ms 319.928 ms 319.927 ms
19 16 so-0-1-0.bb1.a.cbr.aarnet.net.au (202.158.194.41) 323.896 ms 323.941 ms 323.969 ms
20 17 ge-0-0-0.bb1.b.cbr.aarnet.net.au (202.158.194.206) 323.995 ms 324.045 ms 324.061 ms
21 18 so-0-1-0.bb1.b.mel.aarnet.net.au (202.158.194.29) 331.692 ms 331.679 ms 331.714 ms
22 19 tengigabitethernet2-1.er2.monash.cpe.aarnet.net.au (202.158.200.98) 333.052 ms 333.043 ms +
23 20 gw1.er2.monash.cpe.aarnet.net.au (202.158.200.150) 333.327 ms 333.145 ms 333.228 ms
24 21 drc0-gw-v526.net.monash.edu.au (130.194.28.105) 333.238 ms 333.373 ms 333.388 ms
25 22 west2-gw-t4-2.net.monash.edu.au (130.194.28.229) 333.328 ms 333.387 ms 333.433 ms
26 23 ecselamp.eng.monash.edu.au (130.194.5.132) 333.363 ms 333.342 ms 333.323 ms
27
28 ### Traceroute over IPv6
29 root@pc241-75:~# traceroute -6 www.ctie.monash.edu.au -I
30 traceroute to www.ctie.monash.edu.au (2001:388:608c:c43:215:17ff:fe59:c67c), 30 hops max,
31 80 byte packets
32 1 hio-gw1.hio.no (2001:700:700:9::) 0.756 ms 0.964 ms 1.086 ms
33 2 pil52-gw.uninett.no (2001:700:0:8020::1) 0.752 ms 0.852 ms 0.981 ms
34 3 pil35-gw.uninett.no (2001:700:0:2108::1) 0.891 ms 0.995 ms 1.083 ms
35 4 stolav-gw1.uninett.no (2001:700:0:2109::1) 0.584 ms 0.587 ms 0.605 ms
36 5 dk-uni.nordu.net (2001:948:0:f025::1) 9.677 ms 9.989 ms 10.011 ms
37 6 dk-ore.nordu.net (2001:948:1:4::2) 10.134 ms 9.621 ms 9.607 ms
38 7 nordunet.rt2.cop.dk.geant2.net (2001:798:15:10aa::1) 9.835 ms 9.803 ms 9.923 ms
39 8 bj-so-01-v6.bb.tein3.net (2001:254:1:a::1) 193.225 ms 193.354 ms 193.482 ms
40 9 hk-ge-01-v6.bb.tein3.net (2001:254:1:7::2) 230.887 ms 230.894 ms 230.973 ms
41 10 sg-so-01-v6.bb.tein3.net (2001:254:1:d::2) 261.151 ms 261.166 ms 261.188 ms
42 11 au-pr-v6.bb.tein3.net (2001:254:8001:10::2) 340.884 ms 340.864 ms 341.003 ms
43 12 so-3-2-0.bb1.a.per.aarnet.net.au (2001:388:1:25::1) 340.794 ms 340.766 ms 340.871 ms
44 13 so-0-1-0.bb1.a.adl.aarnet.net.au (2001:388:1:3::2) 340.807 ms 340.785 ms 340.842 ms
45 14 so-0-1-0.bb1.a.mel.aarnet.net.au (2001:388:1:6::2) 340.750 ms 340.842 ms 340.879 ms
46 15 ge-0-0-0.bb1.b.mel.aarnet.net.au (2001:388:1:8:212:1eff:fe90:5000) 340.820 ms 340.723 ms +
47 16 tengigabitethernet2-1.er2.monash.cpe.aarnet.net.au (2001:388:1:302b:223:5eff:fed8:b100)341 ms +
48 17 gw1.er2.monash.cpe.aarnet.net.au (2001:388:1:301a::2) 341.402 ms 341.215 ms 341.334 ms
49 18 drc0-gw-v526.net.monash.edu (2001:388:608c:1a::2) 341.542 ms 341.561 ms 342.428 ms
50 19 west2-gw-t4-2.net.monash.edu (2001:388:608c:39::2) 342.475 ms 342.068 ms 341.457 ms
51 20 ecselamp.eng.monash.edu (2001:388:608c:c43:215:17ff:fe59:c67c) 341.551 ms 341.455 ms +
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