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Abstract 
The optimal design of traffic light settings assumes in general that all the input parameters are known and constant for each 
design reference period, neglecting the effects of the uncertainty of the incoming flows or of other intersection characteristics, 
such as the saturation flows or the lost time. Responsive traffic plans only partially solve this problem, since they cannot vary 
continuously the traffic light settings, and generally consider only the input flow variations. The aim of this paper is to 
reformulate three well-known models for intersection capacity optimization in terms of stochastic programming and discuss their 
application to traffic light design of a real world intersection in Genoa. 
© 2014 The Authors. Published by Elsevier B. V. 
Selection and peer-review under responsibility of the Scientific Committee of EWGT2014. 
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1. Introduction 
Although traffic lights have been introduced with the aim of improving users’ safety, their capability of 
improving the traffic network performances has soon become evident. Hence, since their introduction, the problem 
of optimizing traffic light settings has attracted the attention of many researchers that have proposed different 
solution approaches that can be classified in terms of the considered network configuration, modelling framework, 
and strategy (see Papageorgiou et al., 2003, and the reference therein). 
In this framework, it is possible to distinguish: 
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x Optimization approaches for isolated (De Schutter and De Moor, 1998) or for coordinated intersections 
(Adacher, 2012; Prashanth & Bhatnagar, 2012). The first approaches do not consider the interactions among 
near intersections, whereas the second approaches do; 
x Modelling frameworks based on empirical evidences (Webster, 1958), on queue theory approaches, on Petri 
Nets (Di Febbraro et al., 2009), and on mathematical programming models (Allsop 1971; Allsop 1976; Improta 
& Cantarella, 1984; Yan et al., 2014), and so on; 
x Unresponsive strategies that do not take care of the variation of vehicle flows during the day (Robertson, 1969; 
Hunt et al., 1982), or responsive strategies that modify the traffic light settings accordingly with the hour of the 
day, or even with the actual measured instantaneous flows (Gartner, 1983; Farges et al., 1983; Mirchandani & 
Head, 2001; Aboudolas 2009; Aboudolas, 2010). 
However, most of the proposed approaches assume the incoming flows to be known and constant for each design 
reference period, neglecting, in the design step, the effects of the uncertainty of the incoming flows (Di Febbraro & 
Sacco, 2014a) or of other intersection characteristics such as the saturation flows or the lost time (Di Febbraro et al., 
2014b). Responsive traffic plans, when applied, only partially solve this problem, since. due to safety reasons, and 
with particular reference to pedestrians, they cannot vary continuously all the traffic light settings (Carsten et al., 
1998; Gårder, 1989). Moreover, in general, these approaches solely consider the input flow variations. 
Nevertheless, the consequences of underestimating or overestimating the performances of traffic light regulation 
due to unrealistic assumption of constant traffic flows, become more and more important when the optimization of 
traffic light settings is part of network design algorithms (Gallo & D’Acierno, 2013) and/or faced by estimating the 
traffic flows with assignment procedures, that are naturally affected by errors. 
To cope with this problem, in this paper three well known mathematical programming models for maximizing the 
intersection capacity (SIGCAP with fixed cycle time, SIGCAP with variable cycle time, and SIGCAP with variable 
phase sequence) are reformulated in terms of the so-called two-stage stochastic linear programs with recourse 
(Birge & Louveaux, 1997). Then, after introducing different indicators in order to evaluate the robustness of the 
solution, the proposed models are evaluated by means of a real world case study. 
The paper is organized as follows: first, an introduction on the notation is given; then, after briefly recalling the 
basic definitions and properties of stochastic programming, the models for intersection capacity stochastic 
optimization are introduced. Finally, the case study is described, and the relevant results are discussed. 
2. Notation 
In this section, the main definitions and notation adopted in the following are briefly recalled. Then, with 
reference to the graph in Fig. 1: 
x ߛ௞ is starting time of the green phase of access ݇; 
x ߳௞ is ending time of the yellow phase of access݇; 
x ݃௞ is the duration of the green signal of access ݇; 
x ݎ௞ is the length of red signal of access ݇; 
x ܽ௞ is the duration of the amber signal for access ݇; 
x ݐ஼ ൌ ݎ௞ ൅ ܽ௞ ൅ ݃௞, ׊݇, is the cycle length of the intersection; 
x ௞݂ is the instantaneous input flow at access ݇. It is assumed to be constant during the cycle; 
x ߶௞ሺݐሻ is the instantaneous departing flow at access ݇,Ͳ ൑ ݐ ൑ ݐ஼; 
x ݏ௞ ൌ ߶௞ሺݐሻ is the saturation flow of the access݇, that is, the maximum number of vehicles that can cross 
the intersection coming from access ݇, per unit of time. Its value depends on the geometrical characteristics of 
the intersection, as well as on the kind of vehicle in the traffic flows (HCM, 2010); 
x ௞ܰ is the total number of vehicles that cross the intersection during a cycle. It corresponds to the area of ߶௞ሺݐሻ, 
Ͳ ൑ ݐ ൑ ݐ஼; 
x ݃ா௞ ൌ ௞ܰȀݏ௞ is the so-called effective green of access ݇, that is the interval of time that allows a number ௞ܰ of 
vehicles to cross the intersection, assuming instantaneous transition from no-flow to saturation flow ݏ௞; 
x ߬௞ ൌ ݃௞ ൅ ܽ௞ െ ݃ா௞ is the lost time at the access ݇, representing the departing inertia of vehicles which do not 
move instantaneously at the green signal, and the stopping inertia of vehicles which do not stop 
instantaneously at the amber signal; 
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Fig. 1. Vehicle flow crossing an intersection. 
Moreover, let: 
x  be the incompatibility matrix, whose generic element ߤ௞ǡ௛  is set to 1 if the trajectories of the flows at 
accesses ݇ and ݄ intersect; 
x ȟ be the phase matrix, whose generic element ߤ௞ǡ௝ is the flow at access ݇ if enabled to cross the intersection 
during phase ݆. 
As regards the performance evaluation, for a generic access ݇, it is possible to consider the capacity 
ߦ௞ ൌ ேೖ௙ೖ௧೎ ൌ
௦ೖ௚ಶೖ
௙ೖ௧೎   
representing the ratio between the number of vehicles departing and arriving at access ݇, during a traffic light cycle. 
Moreover, the intersection capacity is defined as the minimum of the capacity of accesses, that is ߦ ൌ  ߦ௞.  
3. Brief introduction on Stochastic Linear Problems 
In this section, the fundamental formulation and properties of the so-called two-stage stochastic linear programs 
with recourse are recalled (Birge & Louveaux, 1997). In such a kind of problems, it is assumed that:  
x the optimal values of the so-called first-stage variables ݔ, have to be chosen in advance, with only partial 
information about the some inputs of the problem that are modelled as stochastic variables ܪ; 
x the remaining variables ݕ, indicated as second-stage variables, can be chosen later, when more information is 
available, that is when the realizations ߟ of ܪ become known. 
Traffic light optimization is, in effect, a significant example of such a kind of problems, being the phase matrix 
and the length of the cycle the first-stage variable, and the length of the phases or starting/ending times the second-
stage variables. Coming back to the general problem formulation, it can be written as  
 ݖሺݔǡ ߟሻ
ݏǤ ݐǤ ݖሺݔǡ ߟሻ ൌ ்ܿݔ ൅ ܧுሾ ݍሺߟሻ்ݕሺߟሻሿ
ݔ ൌ 
ܹݕሺߟሻ ൌ ݃ሺߟሻ െ ܶሺߟሻݔ
ݔ ൒ Ͳǡ ݕሺߟሻ ൒ Ͳ
       (1) 
where , , and  are the usual constant coefficient of deterministic linear programming problems, whereas ܶሺߟሻ, 
, and ݃ሺߟሻ are the realization-dependent coefficients that relate the first-stage and second-stage variables. It is 
worth noting in Eq. (1) that the second stage variables ݕሺߟሻ depend on the first stage variables ݔ, via the random 
matrix ܶሺߟሻ. Finally, ݍሺߟሻ is the vector of the weights of the second-stage variables in the cost function, also 
depending on the stochastic variables ܪ.  
The solution approach to the problem in Eq. (1) strongly depends on the kind of stochastic variables ܪ, that is, if 
they are discrete or continuous. In this paper, the stochastic variables are represented by the input flows, which are 
continuous. Nevertheless, with the aim of simplification, a discrete approximation of such variables is determined by 
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defining ݊ sets ܫ௜ , and computing the probability ݌௜ ൌ ݌௜ሺߟ௜ሻ ൌ Զሼߟ א ܫ௜ሽ, ݅ ൌ ͳǡǥ ǡ ݊, as depicted in Fig. 2. 
 
Fig. 2. Discretization of continuous stochastic variables. 
With this assumption, the expectation in Eq. (1) can be rewritten as for discrete variables, and the general 
problem takes the form 
 ݖሺݔǡ ߟሻ
ݏǤ ݐǤ ݖሺݔǡ ߟሻ ൌ ்ܿݔ ൅ ଵ௡σ ݌௜ሾ݉݅݊ ݍሺߟ௜ሻ்ݕሺߟ௜ሻሿ௡௜ୀଵ
ݔ ൌ 
ܹݕሺߟ௜ሻ ൌ ݃ሺߟ௜ሻ െ ܶሺߟ௜ሻݔ ݅ ൌ ͳǡʹǡ ǥ ǡ ݊
ݔ ൒ Ͳǡ ݕሺߟ௜ሻ ൒ Ͳ ݅ ൌ ͳǡʹǡ ǥ ǡ ݊
    (2) 
The stochastic linear problem of Eq. (1) is hence reformulated as a deterministic linear problem, although with 
the introduction of new vectors of variables ݕ௜ , ݅ ൌ ͳǡǥ ǡ ݊. Note that the number of such variables increases with 
the goodness of the discrete approximation of the continuous stochastic variables.  
Then, let ݔҧሺߟ௜ሻ the solution of problem in Eq. (2) when only the realization ߟ௜ is considered, and ݖכሺݔҧሺߟ௜ሻǡ ߟ௜ሻ the 
relevant solution. Assuming to be able to find the optimal solutions ݔҧሺߟ௜ሻ for all the realizations ߟ௜, it is possible to 
compute the Wait-and-See index  
ܹܵ ൌ ுሾݖכሺݔҧሺߟሻǡ ߟሻሿ ؆ ଵ௡ σ ݖכሺݔҧሺߟ௜ሻǡ ߟ௜ሻ௡௜ୀଵ   
that provides the expectation of the performances if the best solution could be computed for each realization.  
The ܹܵ index can be compared with the Here-and-Now solution of the problem in Eq. (2), hereafter indicated as 
ܴܲ. In terms of traffic light optimization, ܴܲ is the expected performance when the phase matrix and the cycle 
length have to be decided in advance with only partial information on flows. Note that the length of the phases is 
indeed assumed to be modifiable accordingly to the flow measures. 
Then, consider the Expected Value of Perfect Information index 
ܧܸܲܫ ൌ ܴܲ െܹܵ  
that measures the maximum amount a decision maker would be ready to pay in return for complete (and accurate) 
information about the future. In the maximization problems considered in this paper, EVPI is expected to be less or 
equal to zero, being ܹܵ ൒ ܴܲ. 
Furthermore, a natural simplification of the problem in Eq. (1) can be obtained by replacing all the stochastic 
variables with their expected values ሾߟሿ ൌ ߟҧ. Such a new problem is in general an oversimplification, especially 
when a large number of first-stage variables are considered, since the decision of such variables does not take into 
any account the information about the variability of the random factors. Nevertheless, let  
ܧܸ ൌ  ݖሺݔכሺߟҧሻǡ ߟҧሻ  
be the optimal value of the Expected Value problem, and ݔכሺߟҧሻ be the relevant optimal solution. With this 
definition, it is possible to determine the Expected result of using the EV solution 
ܧܧܸ ൌ ܧுሾ ݖሺݔכሺߟҧሻǡ ߟሻሿ ؆ ଵ௡ σ ݖሺݔכሺߟҧሻǡ ߟ௜ሻ௡௜ୀଵ 
and the Value of the Stochastic Solution 
ܸܵܵ ൌ ܧܧܸ െ ܴܲ  
which measures the cost of ignoring uncertainty in choosing a decision and results to be negative in maximization 
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problems, holding the inequality ܧܧܸ ൑ ܴܲ ൑ ܴܲ (Birge & Louveaux, 1997). 
In terms of traffic light optimization, ܹܵ is the expectation of the capacity if the phase matrix, the length of cycle 
and of the phases could be continuously adapted to the input traffic flows. On the other hand, theܴܲapproach tries 
to find a phase matrix that optimally suits all the possible incoming flows in the considered interval. 
Note that the solutions provided by the ܹܵ and ܴܲ approaches are achievable via adaptive control schemes that 
can change the timings (but not the matrix ȟ) as soon as new flow measures are available. It is worth noting that 
such an approach provides solutions not always applicable in practice, due to the continuous change of the phase 
matrix. 
4. The Intersection Capacity Optimization Models 
In this section, three different capacity maximization problems are reformulated in the framework of the 
stochastic optimization linear programming above introduced. 
4.1. Capacity maximization with fixed sequence of phases and fixed cycle time 
The most well-known capacity maximization problem based on mathematical programming is SIGCAP with 
fixed cycle time (Allsop, 1976). The relevant linear programming formulation can be written as the max-min 
problem 
  ߦ௞          (3) 
ݏǤ ݐǤ σ ݃௝ ൌ ݐ஼௝          (4) 
݃୉௞ ൌ σ ߜ௞ǡ௝݃௝ െ ߬௞௝   ׊݇      (5) 
ߦ௞ ൌ ݏ௞݃ா௞ ௞݂ݐ஼Τ    ׊݇      (6) 
݃ா௞ ൒ Ͳ    ׊݇      (7) 
in which the variables are the lengths ݃௝ of the green phases, and: 
x the relation between the length of the phases and the cycle length is defined in Eq. (4); 
x the relation between the length of the effective green of any access and the length of the phases is defined in 
Eq. (5); 
x the capacities are defined by constraints Eq. (6); 
x the non-negativity of the effective green of any access is stated in Eq. (7). 
In this problem, the stochastic variables consist of the incoming flows ௞݂, ׊݇, whereas the second-stage variables 
are the lengths ݃௝ of the phases. Moreover, there are no first-stage variables. 
4.2. Capacity maximization with fixed sequence of phases and variable cycle time 
A generalization of the above problem is represented by the capacity maximization with variable cycle length. 
Such a new problem can be formulated as a linear programming problem by introducing the auxiliary variables 
ݔ஼ ൌ ͳȀݐ஼, ݔ௝ ൌ ݃௝Ȁݐ஼, ׊݆, and ݓ௞ ൌ ݃ா௞Ȁݐ஼, ׊݇, representing the inverse of the cycle length, the ratio between the 
length of the phases and the cycle length and the ratio between the effective and the cycle length respectively. 
Formally, the problem in Eqs. (4-7) can be reformulated as  
  ߦ௞          ሺͺሻ
ݏǤ ݐǤ σ ݔ௝ ൌ ͳ௝          ሺͻሻ
ݓ௞ ൌ σ ߜ௞ǡ௝ݔ௝ െ ߬௞ݔ஼௝   ׊݇      ሺͳͲሻ
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ߦ௞ ൌ ௦ೖ௙ೖ ݓ௞   ׊݇      ሺͳͳሻ
ଵ
௧೎ౣ ౗౮
൑ ݔ஼ ൑ ଵ௧೎ౣ ౟౤        ሺͳʹሻ
ݓ௞ ൒ Ͳ    ׊݇      ሺͳ͵ሻ
 
Fig. 3. Cycle and starting/ending time definition. 
where the maximum and minimum cycle length constraints are also included by means of Eq. (12). 
The remaining constraints have the same meaning that in the problem in Section 3.1, although expressed by means 
of the new auxiliary variables.  
As regards the stochastic linear programming formulation, in this case the random variables are still represented 
by the flows ௞݂, ׊݇, the only first-stage variable is the cycle length inverse ݔ஼ , and the second-stage variables are 
the ratios ݔ௝, ׊݆. 
4.3. Capacity maximization with optimization of the sequence of phases 
Another generalization of the problem in Section 3.1 consists of allowing the choice of the sequence of the 
phases (Improta & Cantarella, 1984). To this aim, the problem in Eqs. (4-7) can be reformulated by introducing the 
aforementioned variables ߛ௞ and ߳௞, and the binary sequence variables ߱௞ǡ௛ ൌ ሼͲǡͳሽ which determine, for all the 
couple of incompatible accesses ׊݄ǡ ݇ȁ݇ ൐ ݄ǡ ߤ௞ǡ௛ ൌ ͳ, whether the green phase of the access ݇ ends before the 
beginning of the green phase of incompatible access ݄ (߱௞ǡ௛ ൌ Ͳ), or vice versa (߱௞ǡ௛ ൌ ͳ). 
Formally, the problem is 
  ߦ௞          ሺͳͶሻ
݃ா௞ ൌ ߳௞ െ ߛ௞ െ ߬௞        ሺͳͷሻ
ߦ௞ ൌ ௦ೖ௚ಶೖ௙ೖ௧಴    ׊݇      ሺͳ͸ሻ
െݐ஼ ൑ ߛ௞ ൑ ݐ஼   ׊݇      ሺͳ͹ሻ
Ͳ ൑ ߳௞ ൑ ݐ஼   ׊݇      ሺͳͺሻ
݃ா௞ ൒ Ͳ   ׊݇      ሺͳͻሻ
ቊ߳௞ ൑ ߛ௛ ൅ ܨ߱௞ǡ௛߳௛ ൑ ߛ௞ ൅ ܨ൫ͳ െ ߱௞ǡ௛൯  ׊݄ǡ ݇ȁ݇ ൐ ݄ǡ ߤ௞ǡ௛ ൌ ͳ    ሺʹͲሻ
߱௞ǡ௛ א ሼͲǡͳሽ   ׊݄ǡ ݇ȁ݇ ൐ ݄ǡ ߤ௞ǡ௛ ൌ ͳ    ሺʹͳሻ
where ܨ is an arbitrary constant greater than ʹݐ஼. The constraints in Eqs. (17-18) guarantee that the green phase of 
all the access is entirely in the traffic light cycle, although they can be subdivided between the beginning and the end 
of the cycle, as depicted in Fig. 3. In other words, the green phase of an access can begin during the previous cycle 
or terminate after the end of the cycle. 
It is worth noting that the sequence constraints in Eq. (20) do not fix the number of phases of the traffic light 
cycle, which is then a result of the optimization itself. 
Finally, a significant difference between the problem defined by Eqs. (14-21) and the former ones is due to the 
introduction of binary variables, which collocate such a problem in the Linear Mixed Continuous-Integer 
Programming class of problems that, as known, are harder to solve. 
As regards the stochastic linear programming formulation, in this case the random variables are still represented 
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by the flows ௞݂, ׊݇, the sequence variables ߱௞ǡ௛ א ሼͲǡͳሽ are the first-stage variables, whereas the phases’ starting 
and ending variables ߛ௞ and ߳௞, ׊݇, are second-stage variables. Hence, with reference to the stochastic problem 
solution, in wait-and-see approach, the sequence of the phases is assumed to vary accordingly with the measured 
flow, whereas in the here-and-now approach it is chosen with only partial information about the input flows arriving 
at the accesses.  
 
Fig. 4. A real world intersection in Genoa (Italy) 
By the way, it is worth stressing that, for safety reasons and in order to avoid users’ confusion, the sequence of 
the phases can not be changed continuously. In the end, note that a further generalization of the capacity 
maximization problem that can be obtained by allowing the cycle length to vary, in analogy with the problem in 
Eqs. (8-13). 
5. Case Study 
In this section, the considered stochastic optimization problems are applied to a real world case study and the 
relevant results are discussed. 
To this aim, consider the sketch depicted in Fig. 4, representing a real intersection in the city of Genoa (Italy), 
characterized by heavy flows during the rush hour, reported in Table 1 together with the relevant saturation flows. 
As regards the input flows, they can be represented by means of Gaussian or uniform stochastic variables, 
depending on the degree of uncertainty of their estimation. In this paper, it is assumed without losing generality that 
each flow is represented by means of a uniform variable ௞݂ א ࣯ሾͲǤͺ ௞݂ǡ ͳǤʹ ௞݂ሿ, being ௞݂ഥ  the relevant nominal value. 
In doing so, for the sake of comparison, the same set of incoming flow samples has been used in all the optimization 
problems and index computation. 
As for the cycle length, it is fixed to 80 s in the problem in Eq. (4-7), and to 90 s in the problem in Eq. (14-21). 
On the contrary, it is free to vary from 60 s to 90 s in the problem in in Eq. (8-13). In addition, the phase matrix for 
the problems in Eqs. (4-7) and in Eqs. (8-13), and the incompatibility matrix for the problem in Eqs. (14-21) are, 
respectively, 
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Table 1. Nominal flows the accesses of the intersection of Fig. 4. 
Access (݇) 1 2 3 4 5 6 7 7 8 10 11 
Nominal input flow ( ௞݂ഥ ) 180 410 2760 700 782 342 60 160 110 202 872 
Saturation glow (ݏ௞) 1506 1506 6024 1506 3013 1506 1506 1506 3013 4518 3013 
Table 2. Optimization results and performance indexes. 





Eqs. (4-7) 0.8985 0.8078 0.8874 0.8890 -0.0016 -0.0796 -9.1% -0.2% -9% 
Eqs. (8-13) 0.9378 0.8514 0.9354 0.9390 -0.0036 -0.0840 -8.6% -0.4% -9% 
Eqs. (14-21) 1.117 0.958 1.121 1.123 -0.002 -0.163 -15.9% -0.2% -14.5% 
 
For what concern the optimization results, they are not reported in details of the phase length. Nevertheless, it is 
worth saying that the cycle length, when free to vary, is set to the maximum admissible value with any solution 
approach, as expected.  
The aforementioned goodness indexes of the different solution approaches are reported in Table 2, where it is 
also possible to observe that all the indexes ܧܸ, ܧܧܸ , ܴܲ, and ܹܵ improve when more decision variables are 
considered in the optimization problem, as expected. In fact, it is well known that: 
x an increase of the cycle length leads to an increase of the capacity: this explains the improvement of the 
solution of the problem in Eqs. (8-13) with respect to the problem in Eqs. (4-7); 
x fixing the phase matrix limits the capability of finding better solutions: this explains the improvement of the 
solution of the problem in Eqs. (14-21) with respect to the problems in Eqs. (4-7) and Eqs. (8-13); 
In addition, it is possible to observe that when first stage variables are considered (Eqs. (14-21)), the loss of 
performances when the ܧܸ solution is applied to random samples increases (from about -9% to about -16%).  
Moreover, the experimental results confirm the inequality ܧܧܸ ൑ ܴܲ ൑ ܹܵ  in all the considered problems, 
although ܴܲ ؄ ܹܵ , that is, the Here-and-Now and Wait-and-See approaches provide almost the same 
performances. Numerically, such a result is explained considering that, when the matrix ȟ is fix, the two approaches 
coincides, (an optimal timing is computed for each incoming flow) and the only differences are due to 
approximations. 
On the other hand, when ȟ varies, the Wait-and-See approach provides a unique solution for the first stage 
variables, say ȟכ, for all the samples, coinciding with the one found by the Here-and-Now problem. Note that this 
case has to be considered as a particular case, since Wait-and-See is allowed to find as many different optimal phase 
matrixes as the number of considered samples. Such a results is also pointed out by the ܸܵܵȀܴܲ ratio, which is close 
to the ܧܸܲܫȀܹܵ one.  
A more detailed analysis of the results is reported in Fig. 5, where the histograms of the ݊ ൌ ͷͲͲ capacity 
samples computed for the ܧܧܸ and ܹܵ indexes are reported. As said, the ܴܲ and ܹܵ samples coincide since the 
two approaches determine the same optimal phase matrix and are evaluated by means of the same input samples.  
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Fig. 5. Histograms of: (a) the samples ݖሺݔכሺߟҧሻǡ ߟ௜ሻ of the ܧܧܸ index; (b) the samples ݖכሺݔҧሺߟ௜ሻǡ ߟ௜ሻ of the ܹܵ index. 
In such a figure, the red and green lines represent the mean and the median of the samples, respectively, and also 
the skewnees and kurtosis indexes are reported. While the mean values have been already discussed, it is interesting 
noting that, in all the cases, the medians are on the left of the central value (here defined as the midpoint between the 
minimum and maximum capacity sample). Moreover, the asymmetry in the hystograms of Fig. 5, also pointed out 
by the skewness and kurtosis indexes that are significantly different from the Gaussian ones (skewness = 0, kurtosis 
= 3), indicates that the central limit theorem assumptions are not satisfied. In effect, the output samples can not be 
considered independent due to the definition of the intersection capacity, which is defined as the smallest capacity 
among those of all the accesses, and hence “dominated” by such accesses. In fact, only the samples in which the 
flow characterizing the access with the smallest capacity decrease, the intersection capacity increases. As expected, 
such a phenomenon is more evident in the ܧܧܸ  samples than in ܹܵ  (and ܴܲ ) ones, because the correlation, 
introduced by the unic solution ܧܸ, in the ܧܧܸ samples is stronger than in the ܹܵ (and ܴܲ) samples. These samples 
are, in fact, obtained with traffic light timings characherized by the same phase matrix but each with its own 
different (optimal) phase timing. ܧܧܸ samples, on the contrary, are obtained with traffic light timings characherized 
by the same phase matrix and the same phase timing. 
6. Conclusions 
In this paper, the stochastic optimization approach has been applied to the maximization of the capacity of 
regulated intersections. In particular, after having briefly recalled the fundamental definition of stochastic 
optimization, three different capacity maximization problems have been considered and solved via different solution 
approaches (expected value, here-and-now, wait-and-see). 
The obtained results confirm that, with any solution approach, the optimization capabilities of the three 
considered optimization problems improve when more decision variables are considered. Nevertheless, in real 
world, the application of the solution obtained by the ܧܸ approach leads to significant losses of the mean capacity , 
when input flows are not constant. On the contrary, in all the cases, the ܴܲ approach provides very good solutions in 
comparison with those found with the ܹܵ approach, that are not applicable due to the continuous change of the 
traffic light settings. 
Work is in progress for evaluating and optimizing the effects of the uncertainty of the saturation flows and of the 
lost time. 
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