It is well-known that a C-monoid is completely integrally closed if and only if its reduced class semigroup is a group and if this holds, then the C-monoid is a Krull monoid and the reduced class semigroup coincides with the usual class group of Krull monoids. We prove that a C-monoid is seminormal if and only if its reduced class semigroup is a union of groups. Based on this characterization we establish a criterion (in terms of the class semigroup) when seminormal C-monoids are half-factorial.
Background on C-monoids
We denote by N the set of positive integers and set N 0 = N ∪ {0}. For rationals a, b ∈ Q, we denote by [a, b] = {x ∈ Z | a ≤ x ≤ b} the discrete interval lying between a and b. All semigroups and rings in this paper are commutative and have an identity element and all homomorphisms respect identity elements. Let S be a multiplicatively written semigroup. Then S × denotes its group of invertible elements and E(S) its set of idempotents. For subsets A, B ⊂ S and an element c ∈ S we set AB = {ab | a ∈ A, b ∈ B} and cB = {cb | b ∈ B} .
Let C be a semigroup. We use additive notation and have class groups and class semigroups in mind. Let e, f ∈ E(C). We denote by C e the set of all x ∈ C such that x + e = x and x + y = e for some y ∈ C. Then C e is a group with identity element e, called the constituent group of e. If e = f , then C e ∩ C f = ∅. An element x ∈ C is contained in a subgroup of C if and only if there is some e ∈ E(C) such that x ∈ C e . Thus C is a union of groups if and only if
(2.1)
Semigroups with this property are called Clifford semigroups ( [15, 16] ). Clearly, 0 ∈ E(C) and C 0 = C × . The Rees order ≤ on E(S) is defined by e ≤ f if e + f = e. If E(S) = {0 = e 0 , . . . , e n }, then e 0 is the largest element and e 0 + · · · + e n is the smallest idempotent in the Rees order. If C is finite, then for every a ∈ C there is an n ∈ N such that na = a + · · · + a ∈ E(C).
By a monoid, we mean a cancellative semigroup. We use multiplicative notation and have monoids of nonzero elements of domains in mind. Let H be a monoid, H red = {a H × | a ∈ H } the associated reduced monoid, and q(H ) the quotient group of H . We denote by • H = {x ∈ q(H ) | there is an m ∈ N such that x n ∈ H for all n ≥ m} the seminormalization, • H = {x ∈ q(H ) | there is an N ∈ N such that x N ∈ H } the root closure, and by • H = {x ∈ q(H ) | there is a c ∈ H such that cx n ∈ H for all n ∈ N} the complete integral closure of H . Let F be a factorial monoid, say F = F × × F (P), where F (P) is the free abelian monoid with basis P. Then every a ∈ F can be written in the form a = ε p∈P p v p (a) , where ε ∈ F × and v p : F → N 0 is the p-adic exponent. Let H ⊂ F be a submonoid. Two elements y, y ∈ F are called H -equivalent ( are commutative semigroups with identity element [1] (introduced in [9, Section 4]). C(H , F) is the class semigroup of H in F and the subsemigroup C * (H , F) ⊂ C(H , F) is the reduced class semigroup of H in F. We have
is a union of groups if and only if C * (H , F) is a union of groups (2.3) and C(H , F) is finite if and only if both C * (H , F) and F × /H × are finite. As usual, (reduced) class semigroups and class groups will be written additively. A monoid homomorphism ∂ : H → F (P) is called a divisor theory (for H ) if the following two conditions hold:
• For every α ∈ F (P) there are a 1 , . . . , a m ∈ H such that α = gcd ϕ(a 1 ), . . . , ϕ(a m ) .
A monoid has a divisor theory if and only if it is a Krull monoid ( [10, Theorem 2.4.8]). Suppose H is a Krull monoid. Then there is an embedding of H red into a free abelian monoid, say H red → F (P). In this case F (P) is uniquely determined (up to isomorphism) and
is the (divisor) class group of H which is isomorphic to the v-class group C v (H ) of H ([10, Sections 2.1 and 2.4]).
A monoid H is a C-monoid if it is a submonoid of some factorial monoid F = F × ×F(P) such that H × = H ∩ F × and the reduced class semigroup is finite. We say that H is dense in F if v p (H ) ⊂ N 0 is a numerical monoid for all primes p of F. Suppose that H is a C-monoid. Proofs of the following facts can be found in ([10, Theorems 2.9.11 and 2.9.12]). The monoid H is v-noetherian, the conductor (H : H ) = ∅, and there is a factorial monoid F such that H ⊂ F is dense. Suppose that H ⊂ F is dense. Then the map
is a divisor theory. In particular, H is a Krull monoid, F red and hence C * (H , F) are uniquely determined by H , and we call C * (H , F) the reduced class semigroup of H . 
Both statements generalize to rings with zero-divisors ( [12, Theorem 3.5 and Section 4]). We refer to [1, 6, 17, 20] for C-monoids, that do not stem from ring theory, and to [18] for a more general concept.
A characterization of seminormality
In this section we first show that the seminormalization and the root closure of C-monoids are still C-monoids. Since the seminormalization of a monoid is seminormal and the root closure is root closed and hence seminormal, Proposition 3.1 shows that the natural closure operations, seminormalization and root closure, of C-monoids lead to seminormal C-monoids. Then we prove the characterization of seminormality, as formulated in Theorem 1.1. After that we discuss a special class of C-monoids, namely the monoid of product-one sequences over a finite group.
F H for every a ∈ F, are epimorphism with ψ C * (H , F) = C * (H , F) and ψ C * (H , F) = C * ( H , F). Moreover, H ⊂ F is a seminormal C-monoid and H ⊂ F is a root closed C-monoid. If every class of C * (H , F) contains an element from P, then every class of C * (H , F) and every class of C * ( H , F) contains an element from P.
Obviously, ψ and ψ are epimorphisms with
Thus H ⊂ F is a seminormal C-monoid and H ⊂ F is a root closed C-monoid.
Proof of Theorem 1.1 By [10, Theorem 2.9.11.4], we may choose a special factorial monoid F such that H ⊂ F is a dense C-monoid. This special choice will turn out to be useful in the proof of part 3. Since H is a Krull monoid, we have
is a dense C-monoid. In particular, we have H × = H ∩ F × and C * = C * (H , F) is finite. Furthermore, there are α ∈ N and a subgroup V ⊂ F × such that the following properties hold ([10, Proposition 2.8.11 and Definition 2.9.5]):
In particular, if p ∈ P and a ∈ p α F, then a ∈ H if and only if p α a ∈ H . 1. First we suppose that H is seminormal. We have to show that C * is a union of groups. We choose an element a ∈ F\F × , say a = p k 1 
Since C * is finite, there is an n ∈ N such that [a n ] is an idempotent element of C * . Since for every multiple n of n, [a n ] is an idempotent element of C * , we may assume without restriction that n is a multiple of α. We assert that a n+1 ∼ a. Clearly, this implies that [a] lies in a cyclic subgroup of C * .
In order to show that a n+1 ∼ a, we choose an element b ∈ F. First, suppose that ab ∈ H .
Using Property (P2) repeatedly we infer that
Since H is seminormal, we obtain a n+1 b ∈ H .
Conversely, suppose that ba n+1 ∈ H . We have to verify that ba ∈ H . To do so we claim that (ba) m a n ∈ H for all m ∈ N ,
and we proceed by induction on m. If m = 1, then this holds by assumption. Suppose the claim holds for m ∈ N. Then, by the induction hypothesis, (ba) m+1 a n ∼ (ba) m+1 a 2n = (ba) m a n ba n+1 ∈ H whence (ba) m+1 a n ∈ H . Using (3.1) with m = n we infer that (ba) n = b n a n ∼ b n a 2n = (ba) n a n ∈ H whence (ba) n ∈ H . Thus we obtain that
2. Now we suppose that C * is a union of groups. Then, by (2.2), the class semigroup C(H , F) is a union of groups. In order to show that H is seminormal, let a ∈ q(H ) be given such that a n ∈ H for all n ≥ N for some N ∈ N. Since F is factorial, it is seminormal whence
, and e 0 + · · · + e n = e n . For i ∈ [0, n], we set C * i = C * e i . Since C * is a union of groups, (2.1) implies that
For every i ∈ [0, n], we have C * i = {g ∈ C * | mg = e i for some m ∈ N} and C * i + C * n = C * n . For the class group of the Krull monoid H , we have
We have to show that a ∼ a 2 and to do so we choose some b ∈ F. If ab ∈ H , then obviously
is a group homomorphism, and it remains to show that it is bijective.
Let which implies that n is injective.
In our next remark and also in Sect. 4, we need the concept of monoids of product-one sequences over groups. Let G be a finite group and F (G) be the free abelian monoid with basis G. An element S = g 1 · . . . · g ∈ F (G) is said to be a product-one sequence (over G) if its terms can be ordered such that their product equals 1 G , the identity element of the group G. The monoid B(G) of all product-one sequences over G is a finitely generated C-monoid, and it is a Krull monoid if and only if G is abelian ([6, Theorem 3.2]). 
A characterization of half-factoriality
Let H be a monoid and Half-factoriality has always been a central topic in factorization theory (e.g., [3] [4] [5] 19, 22, 24] ). In 1960 Carlitz proved that a ring of integers in an algebraic number field is half-factorial if and only if the class group has at most two elements. This result (which has a simple proof nowadays) carries over to Krull monoids. Indeed, a Krull monoid with class group G, that has a prime divisor in each class, is half-factorial if and only if |G| ≤ 2 (the assumption on the distribution of prime divisors is crucial; we refer to [14, Section 5] for background if this assumption fails). We will need this result and the involved machinery in our study of half-factoriality for C-monoids. Thus, we recall that a monoid homomorphism θ : H → B is a transfer homomorphism if the following conditions hold :
All generalizations of Carlitz's result beyond the setting of Krull monoids have turned out to be surprisingly difficult. We mention two results valid for special classes of C-domains. There is a characterization of half-factoriality for orders in quadratic number fields in number theoretic terms ([10, Theorem 3.7.15]) and for a class of seminormal weakly Krull domains (including seminormal orders in number fields) in algebraic terms involving the v-class group and extension properties of prime divisorial ideals (see [11, Theorem 6 .2] and [13] ).
In this section we establish a characterization of half-factoriality in terms of the class semigroup, that is valid for all seminormal C-monoids and based on Theorem 1.1. Although it is not difficult to show that the set of distances is finite for all C-monoids ([10, Theorem 3.3.4]), a characterization of half-factoriality turns out to be quite involved compared with the simpleness of the result for Krull monoids. But this difference in complexity stems from the fact that the structure of the class semigroup of a C-monoid H can be much more intricate than the structure of the class group C( H ) of its complete integral closure. We provide an explicit example of a half-factorial seminormal C-monoid (Example 4.3) and we also refer to the explicit examples of class semigroups given in [20, Section 4 ].
We introduce our notation which remains valid throughout the rest of this section. Let H ⊂ F = F × × F (P) be a dense seminormal C-monoid with E(C) = {e 0 = [1], . . . , e n }, where n ∈ N and e 0 + · · · + e n = e n . For a subset T ⊂ F, we define
We use the abbreviations
) be a dense seminormal C-monoid (with all notations as above) and suppose that every class of C * contains an element from P. For every i ∈ [0, n], let P
Then for every k ∈ [0, n], H k ⊂ F k is a seminormal C-monoid and the following statements hold :
In particular, C(H 0 , F 0 ) ∼ = C 0 and if C(H k , F k ) is a group, then H k is a Krull monoid. 2. If e k ∈ C H , then there is a transfer homomorphism θ k : (H , F) ) .
Proof Let k ∈ [0, n]. By [10, Proposition 2.9.9], H k ⊂ F k is a C-monoid and it is a divisorclosed submonoid of H . Since H k is a divisor-closed submonoid of the seminormal monoid H , it is seminormal (this is easy to check; for details see [11, Lemma 3.2] ). By [10, Lemma 2.8.4.5], ψ k : (H , F) ) and we define θ * :
.
First, we show that θ * (H k ) = B(C * k /ϕ k (C F × (H , F)) ). × (H ,F) )) . If a = p∈P k p v p (a) ∈ H k \H × k , then the sum of the elements of θ * (a) equals p∈P k v p (a)[ p] F H = [a] F H = e k , (P2). Let i ∈ [0, n] and e i ∈ C H . Clearly, e i + e n = e n and φ i,n (C F × (H , F) + e i ) = C F × (H , F) + e n . Assume to the contrary that there exists g i ∈ C * i with g i / ∈ ϕ i (C F × (H , F) ) such that φ i,n (g i ) ∈ C F × (H , F) + e n , i.e. there exists ∈ F × such that g i + e n = [ ] + e n . Let p 1 , p 2 , q ∈ P such that [ p 1 ] = g i , [ p 2 ] = −g i , and [q] = e n . Then [ −1 p 1 q] = [ p 2 q] = [q] = e n and [ p 1 p 2 ] = e i . We claim that −1 p 1 q, p 2 q, p 1 p 2 , q ∈ A(H ). Clearly, the elements lie in H and, for example, assume to the contrary that p 1 p 2 is not an atom. Then there is an (H , F) , a contradiction. Thus we obtain that ( p 1 p 2 )(q) 2 = ( −1 p 1 q)( p 2 q), a contradiction to the half-factoriality of H . Suppose e i ∈ E(C * )\C H . Assume to the contrary that there exists g i ∈ C i such that φ i,n (g i ) = g i + e n / ∈ C F × (H , F) + e n . Let p 1 , p 2 , p 3 ∈ P such that [ p 1 ] = g i , [ p 2 ] = e n , and [ p 3 ] = −g i + e n , and let ord(g i ) = ord C i (g i ) denote the order of g i in the group C i . Then [ p ord(g i ) 1
).
Since p ord(g i ) 3
∈ H and for any ∈ F × , p 3 / ∈ H , we obtain ord
), a contradiction to the half-factoriality of H . (P3). Let i, j ∈ [0, n] be distinct and e i , 
, a contradiction to the half-factoriality of H . Let i 1 , i 2 , j ∈ [0, n] such that e j ∈ E(C * )\C H and e i 1 , e i 2 , e i 1 +e i 2 +e j ∈ C H . Assume to the contrary that e i 1 + e j , e i 2 + e j ∈ E(C * )\C H . Let p, p 1 , p 2 , p 3 ∈ P such that
, a contradiction to the half-factoriality of H .
2.
We suppose that (P1) -(P4) hold and prove that H is half-factorial. We start with the following three assertions. A1. If i ∈ [0, n] and e i ∈ C H , then |C i | ≤ 2. A2. If i, j ∈ [0, n] and e i , e j ∈ C H , then (H , F) )) = h + e n + ϕ n (C F × (H , F) ) for all h ∈ C * i . It follows by (P1) that |C i | ≤ 2.
Proof of A2. Let i, j ∈ [0, n] and e i , e j ∈ C H , say e i + e j = e k with k ∈ [0, n], and note that φ i,n = φ k,n • φ i,k and φ i, j = φ i,k . Then (P2) implies that C F × (H , F)
Proof of A3. Let i, j ∈ [0, n], e i ∈ E(C * )\C H , and e j ∈ C H such that e i + e j ∈ C H , say e i + e j = e k with k ∈ [0, n], and again we note that φ i,n = φ k,n • φ i,k and φ i, j = φ i,k . Then (P2) implies that
. Now we set I = {i ∈ [0, n] | e i ∈ C H } and we define (H , F) ) , and
For every a = p 1 · . . . · p ∈ F, where ∈ F × , ∈ N 0 , and p 1 , . . . , p ∈ P, we define
In order to prove that H is half-factorial, it is sufficient to prove the following assertion. A4. If a is an atom of H , then l(a) = 1. Proof of A4. Let a = p 1 · . . . · p ∈ F\F × be an atom of H . Assume to the contrary that l(a) = 0. Then, for every i ∈ [1, ], we have
, a contradiction to (P4).
Assume to the contrary that l(a) ≥ 2 and distinguish three cases.
After renumbering if necessary, we may assume that 
whence e i + e j + e k = e r ∈ C H . By (P4), we obtain that e i + e k ∈ C H or e j + e k ∈ C H , say e j + e k = e t ∈ C H for some t ∈ [0, n].
Since (H , F) , and e k = e i + e j . By A2 we infer that (H , F) ) .
Since [ p 2 ] + e k and [ p 3 ] + e k are in C * k \ϕ k (C F × (H , F) ) and since, by A1, |C k | ≤ 2, it follows that ]. Then b = q 1 q 2 p 4 · . . . · p ∈ A(H ) with l(b) = l(a) ≥ 2 whence we are back to CASE 1.
The following example shows that both the number and the size of the constituent groups of the reduced class semigroup of a half-factorial seminormal C-monoid can be arbitrarily large. where F × = G 0 , ι : F × → C 0 is a monomorphism, and σ : F (C) → C is the sum function, which is defined as σ (g 1 · . . . · g ) = g 1 + · · · + g . Then B ⊂ F is a half-factorial dense seminormal C-monoid such that every class of C(B, F) contains an element from C,
Proof We start with the following four assertions. Let , 1 , 2 ∈ F × , S, S 1 , S 2 ∈ F (C), and consider the epimorphism Suppose these four statements hold true. Since B × = {1} = F × ∩ B, A2 implies that B ⊂ F is a C-monoid. Clearly, B ⊂ F is dense and by Theorem 1.1 B is seminormal. Since every class of C * (B, F) contains a prime from C, all assumptions of Theorem 4.2 are satisfied and we obtain that H is half-factorial.
Proof of A1. By definition of B, λ( 1 S 1 ) = λ( 2 S 2 ) implies that 1 S 1 ∼ 2 S 2 . Conversely, suppose 1 S 1 ∼ 2 S 2 and λ( 1 S 1 ) = λ( 2 S 2 ). If there exists an i ∈ [0, n] such that λ( 1 S 1 ), λ( 2 S 2 ) ∈ C i , then a = −λ( 1 S 1 ) ∈ C ⊂ F and hence 1 S 1 a ∈ B, 2 S 2 a / ∈ B, a contradiction. After renumbering if necessary we may assume that λ( 1 S 1 ) ∈ C i , λ( 2 S 2 ) ∈ C j for some i, j ∈ [0, n] with i < j. Let a = −λ( 1 S 1 ) ∈ C ⊂ F. Since G i G j and C i + e j = C j , there exists g i ∈ C i \{e i } such that g i + e j = e j . Then 1 S 1 a ∈ B which implies that 2 S 2 a ∈ B. Thus 2 S 2 ag i ∈ B which implies that 1 S 1 ag i ∈ B. But λ( 1 S 1 ag i ) = g i = e i , a contradiction.
To verify the in particular statement, note that λ( S) = ι( ) + σ (S) ∈ C ⊂ F and for an element g ∈ C we have λ(g) = g. Thus the claim follows immediately from the main statement.
Proof of A2. By A1, ψ is a well-defined monomorphism and obviously ψ is surjective. Proof of A3. Since ι : F × → C 0 is a monomorphism, we have, using (2.2), that F × = F × /B × ∼ = C F × (B, F) ⊂ C 0 which implies that C(B, F) = C * (B, F).
Proof of A4. Theorem 1.1 implies that C B (B, F) ⊂ E C * (B, F) . Conversely, let S ∈ F such that [ S] ∈ E C * (B, F) . Then A2 implies that ι( ) + σ (S) ∈ E(C). Thus, by the definition of B, it follows that S ∈ B whence [ S] ∈ C B (B, F).
