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ROOT SYSTEM OF A PERTURBATION OF A
SELFADJOINT OPERATOR WITH DISCRETE SPECTRUM
JAMES ADDUCI AND BORIS MITYAGIN
Abstract. We analyze the perturbations T+B of a selfadjoint operator
T in a Hilbert space H with discrete spectrum {tk} , Tφk = tkφk,
as an extension of our constructions in [1] where T was a harmonic
oscillator operator. In particular, if tk+1 − tk ≥ ck
α−1, α > 1/2 and
‖Bφk‖ = o(k
α−1) then the system of root vectors of T + B, eventually
eigenvectors of geometric multiplicity 1, is an unconditional basis in H .
1. Statement of main results
Let H be a separable Hilbert space. Consider an operator T with domain
domT whose spectrum consists of a countable set of eigenvalues τ = {tk}∞k=1
with corresponding eigenvectors {φk},
Tφk = tkφk,
which form an orthonormal basis in H. Let us also assume that tk+1−tk > 0
and that for some fixed p ∈ Z+, d > 0
tk+p − tk > d ∀k ∈ Z+.(1.1)
Define△tk = tk+1−tk. Then (1.1) says△tk+△tk+1+. . .+△tk+p−1 > d ∀k.
Hence, for any k ∈ Z+, there exists γ(k) ∈ {0, 1, . . . , p− 1} such that
(1) △tk+γ(k) ≥ d/p and
(2) △tk+j < d/p ∀j < γ(k).
Let j1 = 1 and jk = jk−1 + γ(jk−1) for k > 1 and define Tk = tjk . Define
the intervals
F1 = [T1 − d
2p
, T2 +
d
2p
], Fk = [Tk +
d
2p
, Tk+1 +
d
2p
], k > 1.
It follows that
τ ⊂ ∪∞k=1Fk and #(τ ∩ Fk) ≤ p ∀k.
Set
Πk = {a+ ib : a ∈ Fk, |b| ≤ d
2p
}, Γk = ∂Πk(1.2)
and for z /∈ SpT ,
R0(z) = (z − T )−1.(1.3)
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With
P 0k =
1
2πi
∫
Γk
R0(z)dz
we have a resolution of the identity
∑∞
k=1 P
0
k .
Consider the perturbed operator L = T +B with B closed and domB ⊇
domT . Set β = {βk = ‖Bφk‖2}. In Proposition 1 we will use the condition
lim supβk <
(
d
2p
)2( 1
8p(1 + π2/3)
)
.(1.4)
This condition implies the existence of integers M,N such that
βk ≤
(
d
2p
)2( 1
8p(1 + π2/3)
)
∀k ≥M,(1.5)
‖β‖∞ ≤ d
2
16p2

2p ∞∑
j=N+1
1/j2


−1
.(1.6)
Define h to be a positive constant which satisfies
∞∑
j=0
1
h2 +
(
jd
2p
)2 ≤ 18p‖β‖∞
and set
Π0 = {a+ ib : −h ≤ a ≤ TM+N+1 + d
2p
, |b| ≤ h}, Γ0 = ∂Π0,
R(z) = (z − L)−1 ∀z /∈ SpL.
Proposition 1. Suppose the conditions (1.1) and (1.4) hold and that M,N
satisfy (1.5 - 1.6); K =M +N . Then, with the notation (1.2) - (1.3), SpL
is discrete and contained in Π0 ∪ ∪∞j=K+1Πj .
This proposition implies that the following operators are well-defined
SK =
1
2πi
∫
∂Γ0
R(z)dz,
Pk =
1
2πi
∫
∂Γk
R(z)dz for k ≥ K + 1.
Proposition 2. Under the conditions of Proposition 1,
dimSK =
K∑
j=1
dimP 0j ≤ pK,(1.7)
dimPj = dimP
0
j ≤ p for all j ≥ K + 1 and(1.8)
‖R(z)‖2 ≤
(
d
p
)2
∀z /∈ Π0 ∪ ∪∞j=K+1Πj.(1.9)
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Theorem 3. Suppose the condition (1.1) holds and ‖Bφk‖ → 0 as k →∞.
Then there is a bounded operator W such that WPkW
−1 = P 0k , dimP
0
k ≤ p
for all k > K and WSKW
−1 =
∑K
k=1 P
0
k . Hence, {SK , PK+1, PK+2, . . .} is
a Riesz system of projections.
Basically this statement is proven in [9, Thm. 2] where the condition (1.4)
is weaker (see (1.2) there) but the dimension of the projectors {Pk} in the
Riesz system are bounded by 2p, not by p. Our alternative approach –as in
[1]– is based on the boundedness of the discrete Hilbert transform and its
adjustments.
We will also consider the case in which the sequence of eigenvalues satisfies
the growth condition
tk+1 − tk ≥ κkα−1 ∀k ∈ N(1.10)
where α ∈ (0,∞)\{1}.
Define
v = 2
1
|α−1|(1.11)
and put
V0 = [0, v) ∩ N, Vk = [vk, vk+1) ∩ N ∀k ∈ N.
Consider a closed operator B with domB ⊇ domT and
‖Bφk‖ = ckkα−1 with lim
k→∞
ck = 0.(1.12)
(See the remark in Section 7.1). Set L = T +B and c∞ = sup |ck| .
For each k ∈ N define
Πk = {a+ ib : tk − (κ/2)(k − 1)α−1 ≤ a ≤ tk + (κ/2)kα−1, |b| ≤ (κ/2)kα−1}
(1.13)
and Λk = ∂Πk so that
|Λk| ≤ 4κkα−1 and(1.14)
{tk} ⊂ ∪∞1 Πj
Now select N large enough so that
vNα > c2∞
(
1
1− 1v
)
and(1.15)
c2j ≤ (1/4)
(
16
κ2
(
1 +
2π2
3
)
+
4
1− 1v
)−1
∀j ∈ Vj, j ≥ N/2.(1.16)
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Finally set
ℓ = sup {∪j≤NVj} ,
Y =

4c2∞v
N∑
j=1
(√
v/2
)2j
1/2
and(1.17)
Π0 = {a+ ib : −Y ≤ a ≤ tℓ + (κ/2)ℓα−1, |b| ≤ Y }(1.18)
and define
R0(z) = (z − T )−1, R(z) = (z − L)−1,
(1.19)
Q0j =
1
2πi
∫
Λj
R0(z)dz ∀j ∈ N, Qj = 1
2πi
∫
Λj
R(z)dz ∀j > ℓ and
(1.20)
Uℓ =
1
2πi
∫
Λ0
R(z)dz.
(1.21)
Proposition 4. Suppose the conditions (1.10) and (1.12) hold with α ∈
(0,∞)\{1}. Then SpL is discrete and eventually simple. Furthermore, with
the notation (1.17)-(1.20), we have:
SpL ⊂ Π0 ∪
(∪∞j=ℓ+1Πj) ,
dimUℓ =
ℓ∑
j=1
dimQ0j , and dimQj = dimQ
0
j = 1 ∀j > ℓ.
Proposition 5. Fix n ∈ N with n > ℓ. Then for each z ∈ Λn we have:
‖R(z)‖ ≤
{
κn1−α if 1/2 < α < 1,
κ(n− 1)1−α if 1 < α <∞.(1.22)
Theorem 6. Let α ∈ (1/2,∞)\{1} and suppose the condition (1.10) and
(1.12) hold. Then there is a bounded operator W such that WUℓW
−1 =∑ℓ
k=1Q
0
k and WQkW
−1 = Q0k for all k > ℓ. Hence, {Uℓ, Qℓ+1, Qℓ+2, . . .} is
a Riesz system of projections.
Let us notice that Propositions 4, 5 and Theorem 6 can be reformulated
in an proper way for α = 1. This would necessitate additional notation. We
refer the reader to our previous paper [1] where the case α = 1 is formulated
and proven in detail.
2. Technical preliminaries
Define B(ℓ2(N)) to be the space of all bounded linear operators on ℓ2(N).
Given a strictly increasing sequence of real numbers a = (ak) define the
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generalized discrete Hilbert transform (GDHT) by
(Gaξ)(n) =
∑
k 6=n
ξk
ak − an , ξ = (ξk)
∞
k=1.(2.1)
Of course care must be taken to ensure that the right hand side of (2.1)
is defined. If ak = k ∀k we have the standard discrete Hilbert transform
(DHT) G ∈ B(ℓ2(N)) (see HLP).
Lemma 7. Suppose ak+1 − ak > 0 and ak ∈ N ∀k ∈ N. Then Ga ∈
B(ℓ2(N)).
Proof. Suppose ξ ∈ ℓ2 := ℓ2(N). Define the operator Ia by Ia(eak) = eak ∀k
and Ia(ej) = 0 ∀j /∈ a and define a vector ξ˜ by ξ˜ak = ξk ∀k and ξ˜j =
0 ∀j /∈ a. Then ‖ξ‖ = ‖ξ˜‖ and Gaξ = IaGIaξ˜. Because Ia and G are
bounded, Ga is bounded as well. 
Lemma 8. Suppose A is an operator whose matrix entries satisfy
|Ak,j| ≤ C|k − j|2 , Ak,k = 0.
Then A ∈ B(ℓ2(N)) with ‖A‖ ≤ Cπ2/3.
Proof. The proof is elementary (see for example Lemma 4 in [1]). 
Lemma 9. Suppose
ak+1 − ak > δ ∀k.(2.2)
Then Ga ∈ B(ℓ2(N)) with ‖Ga‖ ≤ 1δ
(
2π2
3 + 2‖G‖
)
.
Proof. Write R = ∪k∈ZIk, Ik = [(k − 1/2)δ/2, (k + 1/2)δ/2). Then by
(2.2), #(Ik ∩ a) = 0 or 1. Enumerate {j
(
δ
2
)
: #(Ij ∩ a) = 1} in increasing
order and call the sequence a˜. It follows from Lemma 7 that the GDHT
Ga˜ ∈ B(ℓ2(N)) with ‖Ga˜‖ ≤ (2/δ)‖G‖. Thus, with A := Ga −Ga˜ it suffices
to show ‖A‖ ≤ 2π23δ .
Consider the matrix entries Ak,k = 0 ∀k, and for j 6= k,
|Aj,k| =
∣∣∣∣ 1aj − ak −
1
a˜j − a˜k
∣∣∣∣ =
∣∣∣∣(a˜j − aj)− (a˜k − ak)(aj − ak)(a˜j − a˜k)
∣∣∣∣ .
By (2.2) we have |aj − ak| > |j − k|δ, |a˜j − a˜k| ≥ |j − k|(δ/2), and |a˜j −
aj|, |a˜k − ak| < δ/2. Hence,
|Aj,k| ≤ δ/2 + δ/2
(|j − k|(δ/2))(|j − k|δ) = (2/δ)
1
|j − k|2 .
So by Lemma 8, ‖A‖ ≤ 2π23δ . 
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Lemma 10. Suppose ak is a strictly increasing sequence with ak ↑ ∞ and
(zk) is a complex sequence satisfying
|Imzk| < δ,
Rezk ∈ (ak−1 + δ, ak+1 − δ) and(2.3)
|Rezk − ak| < ∆ ∀k.
Then the operator Za defined by
(Zaξ)(n) =
∑
k 6=n
ξk
ak − zn
is bounded in ℓ2 with
‖Za‖ ≤ 1
2δ
‖G‖ + 2δπ
2
3∆2
.(2.4)
Proof. By (2.3), ak+1 − ak > 2δ ∀k. Hence, by Lemma 9, ‖Ga‖ ≤ 12δ‖G‖.
Now, set A = Ga −Za. It suffices to show ‖A‖ ≤ 2δπ23∆2 . Consider the matrix
elements Ak,k = 0 ∀k and for j 6= k,
|Aj,k| =
∣∣∣∣ 1ak − an −
1
ak − zn
∣∣∣∣ =
∣∣∣∣ an − zn(ak − an)(ak − zn)
∣∣∣∣
≤ 2δ
∆|k − n|∆|k − n| =
2δ
∆2|k − n|2 .
It follows from Lemma 8 that ‖A‖ ≤ 2δπ2
3∆2
. 
Define ℓ2(H) with the norm
‖ξ‖2ℓ2(H) =
∞∑
j=1
‖ξj‖2H , ξ = (ξk), ξk ∈ H.
Lemma 11. Supppose a, z, and Za are as in Lemma 10. Consider the
operator ZVa in ℓ
2(H)
(ZVa ξ)(n) =
∑
k 6=n
ξk
ak − zn .
Then ‖ZVa ‖ℓ2(H) = ‖Za‖ℓ2 ≤ 12δ‖G‖ + 2δπ
2
3∆2
.
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Proof. Suppose ξ = (ξk) ∈ ℓ2(H) with ξj =
∑∞
k=1 ξ
(k)
j φk ∈ H.
Then
‖ZVa ξ‖2 =
∞∑
n=1
‖(ZVa ξ)(n)‖2
=
∞∑
n=1
∞∑
k=1
∣∣∣∣∣∣
∑
j 6=n
ξ
(k)
j
aj − zn
∣∣∣∣∣∣
2
=
∞∑
k=1
∞∑
n=1
|(Zaξ(k))(n)|2
=
∞∑
k=1
‖Zaξ(k)‖2ℓ2 ≤ ‖Za‖2
∞∑
k=1
‖ξ(k)‖2H
= ‖Za‖2‖ξ‖2ℓ2(H).

We now move to a series of lemmas which will be used in the proofs of
Proposition 4 and Theorem 6. The proofs of these lemmas for values of
0 < α < 1, and α > 1 follow a similar pattern so we only present proofs for
values of α < 1.
Lemma 12. Suppose α > 0, α 6= 1, {tk}∞1 satisfies (1.10), m ∈ VM and
n−1 ∈ VN with M ≤ N−2. Then tn−tm ≥ c (1− 1/v) vαN with v ∈ (1.11).
Proof. We have
tn − tm = (tn − tn−1) + (tn−1 − tn−2) + . . .+ (tm+1 − tm)
≥ c[(n − 1)α−1 + (n− 2)α−1 + . . .+mα−1].
Suppose first α ∈ (0, 1). By the mean value theorem if a < b we have
αaα−1 ≥ bα − aα ≥ αbα−1.
Hence,
c[(n − 1)α−1 + (n− 2)α−1 + . . .+mα−1] ≥ (c/α)[nα −mα]
≥ (c/α)[vNα − v(N−1)α] ≥ (c/α)αvN(α−1) [vN − vN−1]
= c(1− 1/v)vαN .
A similar argument can be used for α > 1. We omit the details. 
The following lemma generalizes the boundedness of the discrete Hilbert
transform. It is a basic tool in our proof of Theorem 6. In fact, our proof
of Theorem 6 only works for values of α > 1/2 because the following lemma
does not hold for α ≤ 1/2 (see Remark 14).
Lemma 13. Suppose α ∈ (1/2,∞) and {tk}∞1 satisfies (1.10). Then there
is a constant C˜ > 0 depending only on α such that for any (bm) ∈ ℓ2(N) we
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have
∞∑
n=1
∣∣∣∣∣∣
∑
m6=n
mα−1bm
tm − tn
∣∣∣∣∣∣
2
≤ C˜‖b‖2.(2.5)
Remark 14. Of course, (2.5) does not hold if
∑
1/t2n =∞ (even for b = e1,
i.e., b(1) = 1, b(m) = 0, m > 1) so tn = n
a, 0 < a ≤ 1/2 or sequences
with the growth condition (1.10) with a ≤ 1/2 could not be analyzed with
some analog of Lemma 13 or Lemma 15.
Proof. Let b ∈ ℓ2(N). First suppose 1/2 < α < 1 so that v from (1.11) can
be written as v = 22(1+δ) with δ > 0. Set γ = 1+2
2δ
2 . By Cauchy’s inequality
we have
∞∑
n=1
∣∣∣∣∣∣
∑
m6=n
mα−1bm
tm − tn
∣∣∣∣∣∣
2
=
∞∑
N=1
∑
n∈VN
∣∣∣∣∣∣
∞∑
M=1
∑
m∈VM
mα−1bm
tm − tn
∣∣∣∣∣∣
2
(2.6)
≤
(
2
1− γ−1/2
) ∞∑
N=1
∑
n∈VN
∞∑
M=1
γ|N−M |
∣∣∣∣∣∣
∑
m∈VM
mα−1bm
tm − tn
∣∣∣∣∣∣
2
=
(
2
1− γ−1/2
)
(S1 + S2)
where
S1 =
∞∑
N=1
∑
n∈VN
∞∑
M=1
|M−N |>1
γ|N−M |
∣∣∣∣∣∣
∑
m∈VM
mα−1bm
tm − tn
∣∣∣∣∣∣
2
S2 =
∞∑
N=1
∑
n∈VN
∞∑
M=1
|M−N |≤1
γ|N−M |
∣∣∣∣∣∣
∑
m∈VM
mα−1bm
tm − tn
∣∣∣∣∣∣
2
.
By Lemma 12 and another application of Cauchy’s inequality
S1 ≤


∞∑
N=1
∑
n∈VN
∞∑
M=1
|M−N |>1
γ|N−M |
∑
m∈VM
m2(α−1)
(tm − tn)2

 ∑
m∈VM
b2m(2.7)
≤
∞∑
M=1
∑
m∈VM
b2m
∞∑
N=1
|N−M |>1
γ|N−M |(#VM ) · (#VN )2−2M
(v/2)2max(M,N)
≤
∞∑
M=1
∑
m∈VM
b2m
∞∑
N=1
|N−M |>1
γ|N−M | vM+N+2 2−2M (2/v)2max(M,N).
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We will show that the following is uniformly bounded in M
∞∑
N=1
γ|N−M | v−|M−N | 22max(M,N)−2M .
We have
∞∑
N=1
γ|N−M | v−|M−N | 22max(M,N)−2M
=
∞∑
N=1
γ|N−M | 2−2(1+δ)|M−N |−2M 22max(M,N)
≤
∞∑
N=1
γ|N−M | 2−2max(M,N)−2δ|M−N | 22max(M,N)
=
∞∑
N=1
γ|N−M |
(
2−2δ
)|M−N |
≤ 2
1− γ
22δ
.
Combining this bound with (2.7), we conclude
S1 ≤
(
2
1− γ
22δ
)
‖b‖2.(2.8)
Now
S2 ≤
∞∑
N=1
∑
n∈VN
∑
|M−N |≤1
γ|M−N |

 ∑
m∈VM
m2(α−1)
(tm − tn)2



 ∑
m∈VM
|bm|2


≤
∞∑
N=1
∑
|M−N |≤1
(#FM ) · (#FN ) γ|M−N | 2−2M (v/2)−2max(M,N)

 ∑
m∈VM
|bm|2


≤
∞∑
N=1
∑
|M−N |≤1
vM+N+2 γ|M−N | v−2max(M,N) 2−2M+2max(M,N)

 ∑
m∈VM
|bm|2


≤ 16 v4
∞∑
N=1
∑
|M−N |≤1

 ∑
m∈VM
|bm|2

 ≤ 3 · 16 · v4γ‖b‖2.
Combining these bounds with (2.6) and (2.8) we have
∞∑
n=1
∣∣∣∣∣∣
∑
m6=n
mα−1bm
tm − tn
∣∣∣∣∣∣
2
≤
(
2
1− γ−1/2
)((
2
1− γ
22δ
)
+ 3 · 16v4γ
)
‖b‖2.
So (2.5) is proved for 1/2 < α < 1.
The proof for α > 1 is similar. We omit the details. 
The following lemma can be proven in the same manner as Lemma 13.
We omit the details.
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Lemma 15. Suppose α ∈ (1/2,∞)\{1} and {tk}∞1 satisfies (1.10). Let
{zk} be a sequence such that |zk − tk| ≤ (c/2)kα−1∀k ∈ N. Then there is a
constant C > 0 depending only on α such that for any (bm) ∈ ℓ2(N) we have
∞∑
n=1
∣∣∣∣∣∣
∑
m6=n
mα−1bm
tm − zn
∣∣∣∣∣∣
2
≤ C‖b‖2.
The following vector-valued version of Lemma 15 can be proven in the
same manner as Lemma 11. We omit the details.
Lemma 16. Suppose α ∈ (1/2,∞)\{1} and {tk}∞1 satisfies (1.10). Let
{zk} be a sequence such that |zk − tk| ≤ (c/2)kα−1∀k ∈ N. Then there is
a constant C > 0 depending only on α such that for any (bm) ∈ ℓ2(H) we
have
∞∑
n=1
∣∣∣∣∣∣
∑
m6=n
mα−1bm
tm − zn
∣∣∣∣∣∣
2
≤ C‖b‖2.
3. Proof of Proposition 1 and Proposition 2
Proof. Let z /∈ ∪∞0 Πk. To show z /∈ SpL it suffices to show ‖BR0(z)‖ ≤ 1/2
since then R(z) = R0(z)(I − BR0(z))−1 is well defined. To this end let
f ∈ H with ‖f‖2 = 1, f =∑ fkφk.
We have
‖BR0(z)f‖2 = ‖BR0(z)
∑
fkφk‖2 = ‖
∑ fBφk
z − tk
‖2
≤ ‖f‖2
∑ βk
|z − tk|2
=
∑ βk
|z − tk|2
.
Consider first the case Rez ∈ Fm, for some m ≥M +N + 1. We have∑ βk
|z − tk|2 =
∑ βk
(Rez − tk)2 + Imz2(3.1)
≤
(
2p
d
)2∑
j∈Fm
βj +
[
N∑
J=1
+
∞∑
J=N+1
]
1
J2
∑
j∈Fm±J
βj

 .
Because m ≥ M + N + 1, m ± N ≥ M whenever J < N . So, by (1.5) we
have
∑
j∈Fm
βj +
N∑
J=1
1
J2
∑
j∈Fm±J
βj ≤ p
(
1 + 2
N∑
J=1
1
J2
)(
1
8p(1 + π2/3)
)(
d
2p
)2(3.2)
and by (1.6) we have
∞∑
J=N+1
1
J2
∑
j∈Fm±J
βj ≤ 2p
(
∞∑
J=N+1
1
J2
)(
d2
16p2
)(
p
∞∑
J=N+1
1
J2
)
.(3.3)
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Combining (3.1) with (3.2-3.3) we conclude that
‖BR0(z)f‖2 ≤ 1/4
whenever Rez ∈ Fm for some m ≥M +N + 1.
Now consider the case Rez < TM+N+1 +
d
2p , i.e. Rez /∈ Fm ∀m ≥
M +N + 1. Then z /∈ ∪∞0 Πj implies |z − tk|2 ≥ h2 +Re(|z| − tk)2.
Thus
∞∑
k=1
βk
|z − tk|2 ≤
∞∑
k=1
βk
h2 + (|Rez| − tk)2
=
∞∑
J=1
∑
j∈FJ
βk
h2 + (|Rez| − tk)2
≤ 2
∞∑
J=0
p‖β‖∞
h2 + (Jd2p )
2
≤ 2p‖β‖∞
8p‖β‖∞ = 1/4.
So we have shown that ‖R0(z)B‖2 ≤ 1/4 for all z /∈ Π0 ∪ ∪∞k=K+1Πk.
Thus, SpL ⊂ Π0 ∪ ∪∞k=K+1Πk. Also, ‖R(z)‖ = ‖R0(z)(I − BR0(z))−1‖ ≤
‖R0(z)‖(1/2) ≤ d/p for all z /∈ Π0 ∪ ∪∞k=K+1Πk.
A standard argument (see [5]) shows that
Trace
1
2πi
∫
Γn
(z − T − tB)−1 dz, 0 ≤ t ≤ 1,
is a continuous integer-valued scalar function so it is constant and (1.7 - 1.8)
hold. 
4. Proof of Theorem 3
We first reproduce Lemma 4.17(a) from [4]. See also [3].
Lemma 17. Let {Q0k}j∈Z+ be a complete family of orthogonal projections
in a Hilbert space X and let {Qk}j∈Z+ be a family of (not necessarily or-
thogonal) projections such that QjQk = δj,kQj. Assume that
dim(Q00) = dim(Q0) = m <∞
∞∑
j=1
‖Q0j(Qj −Q0j )u‖2 ≤ c0‖u‖2, for every u ∈ X
where c0 is a constant smaller than 1. Then there is a bounded operator
W : X → X with bounded inverse such that Qj =W−1Q0jW for j ∈ Z+.
We are now ready to prove Theorem 3.
Proof. By Lemma 17 it suffices to show ∃N∗ ∈ N such that for all f ∈ H
with ‖f‖ = 1, ∑
n≥N∗
‖P 0n(Pn − P 0n)f‖2 ≤ 1/2.
12 JAMES ADDUCI AND BORIS MITYAGIN
Fix n > K (with K from Proposition 1) and f =
∑
fkφk ∈ H with ‖f‖ = 1.
Then
Pn − P 0n =
1
2πi
∫
Γn
(R(z)−R0(z))dz = 1
2πi
∫
Γn
R(z)BR0(z)dz.
So by Proposition 2, inequality (1.9),
‖(Pn − P 0n)f‖2 =
1
2π
‖
∫
Γn
R(z)BR0(z)fdz‖2(4.1)
≤ 1
2π
[∫
Γn
‖R(z)BR0(z)f‖
]2
≤ C
[∫
Γn
‖BR0(z)f‖
]2
= C
[∫
Γn
‖
∞∑
k=1
fkBφk
z − tk ‖dz
]2
where C = 12π (d/p)
2.
For n ≥ K define z∗n ∈ Γn to be a point where the maximum of the sum
‖
∞∑
k=1
fkBφk
z − tk ‖
is attained. Note that (z∗n) depends on f . Since |Γk| ≤ 3C ∀k ≥ 1, we
have by (4.1)
‖(Pn − P 0n)f‖2 ≤ C|Γn|2‖
∞∑
k=1
fkBφk
z − tk ‖
2(4.2)
≤ C(3d)2‖
∞∑
k=1
fkBφk
z − tk ‖
2.
Suppose, for now, that p = 1 so that #(τ ∩Fk) ≤ 1 ∀k ≥ 1. We will show
that given any ǫ > 0 if we choose N1 as in (4.5) below, then∑
n≥N1
‖
∞∑
k=1
fkBφk
z∗n − tk
‖2 < ǫ ∀‖f‖ = 1.(4.3)
Note that z∗n ∈ Γn depends on f .
Recall that G is the cannonical discrete Hilbert transform and set
C1 = 4
(
d‖G‖
p
+
π2
3dp
)
.
Select M1 large enough so that
‖Bφk‖2 ≤ ǫ/C1 ∀k ≥M1(4.4)
and N1 large enough so that whenever w ∈ Γn ∀n ≥ K
∞∑
n=N1
|w − tM1 |−2 ≤
ǫ
4‖β‖∞M1 ∀m ≤M1.(4.5)
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Then
‖
∞∑
k=1
fkBφk
z∗n − tk
‖2 ≤ 2

‖ ∑
k≤M1
fkBφk
z∗n − tk
‖2 + ‖
∑
k>M1
fkBφk
z∗n − tk
‖2

 .
By Cauchy’s inequality we have
‖
∑
k≤M1
fkBφk
z∗n − tk
‖2 ≤

∑
k≤M1
|fk|2‖Bφk‖2



∑
k≤M1
|z∗n − tk|−2

 .
So by (4.5)
2
∑
n≥N1
‖
∑
k≤M1
fkBφk
z∗n − tk
‖2 ≤ ‖β‖∞M1
∑
n≥N1
|z∗n − tM1 |−2 < ǫ/2.(4.6)
It follows from Lemma 11 and (4.4) that
2
∑
n≥N1
‖
∑
k>M1
fkBφk
z∗n − tk
‖2 ≤ 2‖(fkBφk)∞k=M1‖2ℓ2(H)C1(4.7)
≤ sup
k≥M1
‖Bφk‖2C1 < ǫ/2.
Hence, combining (4.6) and (4.7) we have proven (4.3).
Now suppose p > 1. Reindex the sequences tk, fk, and φk in such a way
that for all k ≥ 1
τ ∩ Fk = {t(1)k ≤ t(2)k ≤ . . . ≤ t(Jk)k }, Jk ≤ p.
Then for K˜ ≥ K,
C
∑
n≥K˜
‖
∞∑
k=1
fkBφk
z∗n − tk
‖2 = C
∑
n≥K˜
‖
∞∑
k=1
Jk∑
j=1
f
(j)
k Bφ
(j)
k
z∗n − t(j)k
‖2
≤ 2pC
p∑
j=1
∑
n≥K˜
‖
∞∑
k=1
f
(j)
k Bφ
(j)
k
z∗n − t(j)k
‖2.
Note that if Jk < p some terms in the series are taken to be 0. For each
j ≤ p the sequence t(j)1 ≤ t(j)2 ≤ . . . satisfies (1.1) with p = 1. So by taking
ǫ = 1/(2 · 2pC) and applying (4.3) for each j ≤ p the Theorem is proven by
(4.2). 
5. Proof of Proposition 4 and Proposition 5
Suppose that z /∈ Π0 ∪∪∞j=ℓ+1Πj . We will show that ‖R0(z)B‖2 ≤ 1/2. It
follows that
R(z) = (I −R0(z)B)−1R0(z)(5.1)
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is well defined. Let f ∈ H with ‖f‖ = 1, f =∑ fkφk.
Then
‖R0(z)Bf‖2 = ‖
∑
fjBR
0(z)φj‖2
= ‖
∑
fj
Bφj
z − tj ‖
2 ≤
[∑
|fj | ‖Bφj‖|z − tj |
]2
≤
∑ ‖Bφj‖2
|z − tj|2 =
∑ c2j j2(α−1)
|z − tj|2 .
Suppose first that Re z > tℓ+(cℓ/2)ℓ
α−1 so that Re z ∈ [vN˜ , vN˜+1) for some
N˜ > N . Then
∞∑
j=1
c2j j
2(α−1)
|z − tj |2 = S1 + S2
with
S1 =
N˜−1−N/2∑
J=1
∑
j∈VJ
c2j j
2(α−1)
|z − tj|2 , S2 =
∞∑
J=N˜−N/2
∑
j∈VJ
c2jj
2(α−1)
|z − tj|2 .
We have
S1 ≤ c2∞
N˜−1−N/2∑
J=1
∑
j∈VJ
j2(α−1)
|z − tj |2 .
If 0 < α < 1, then for each J ≤ N˜ − 1−N/2,
∑
j∈VJ
j2(α−1)
|z − tj|2 ≤ #FJ
2−2J
v2(N˜−1)α
= #FJ2
−2J (v/2)2(v/2)−2N˜ ≤ vJ+12−2J (v/2)2(2/v)2N˜
= (2/v)2(N˜−J)−2v−Jv ≤ v(2/v)Nv−J .
It follows from (1.15) that
S1 ≤ c2∞v(2/v)N
N˜−1−N/2∑
J=1
v−J ≤ c2∞(2/v)N
(
1
1− 1/v
)
< 1/4.
If α > 1, then for each J ≤ N˜ − 1−N/2 we have
∑
j∈VJ
j2(α−1)
|z − tj|2 ≤ #VJ
22J
v2(N˜−1)α
≤ vJ+1 2
2J
(2v)2(N˜−1)
= vJ−2N˜+322J−2N˜+2 ≤ v(2v)2J−2N˜+2v−J
≤ v(2v)2(J−N˜ )+2v−J ≤ v(2v)−Nv−J .
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So it follows from (1.15) that
S1 ≤ c2∞v(2v)−N
N˜−1−N/2∑
J=1
v−J ≤ c2∞(2v)−N
(
1
1− 1/v
)
< 1/4.
Now
S2 =
∞∑
J=N˜−N/2
∑
j∈VJ
c2j j
2(α−1)
|z − tj |2
≤ sup
j∈VJ
J≥N˜−N/2




∞∑
J=N˜−N/2
J 6=N˜−1,N˜ ,N˜+1
+
∑
J=N˜−1,N˜ ,N˜+1


∑
j∈VJ
j2(α−1)
|z − tj|2

 .
Let Rez ∈ (tk, tk+1], k ∈ VN˜−1 ∪ VN˜ ∪ VN˜+1. Then
|z − tk|2 ≥ (v/2)2k2(α−1) ≥ (v/2)222(N˜−1)
and for j 6= k, j ∈ VN˜−1 ∪ VN˜ ∪ VN˜+1 we have
|z − tj|2 ≥ (κ/2)2|j − k|222(N˜−1).
Thus,∑
J=N˜−1,N˜ ,N˜+1
∑
j∈VJ
j2(α−1)
|z − tj |2
≤ 2
2(N˜+1)
(κ/2)222(N˜−1)
+
∑
J=N˜−1,N˜ ,N˜+1
∑
j∈VJ
j 6=k
22(N˜+1)
(v/2)2|j − k|222(N˜−1)
≤ 16
c2

1 + 2 ∞∑
j=1
j−2

 = 16
κ2
(
1 + 2π2/3
)
.
Furthermore, for 0 < α < 1
∞∑
J=N˜−N/2
∑
j∈VJ
j2(α−1)
|z − tj|2 ≤
∞∑
J=N˜−N/2
J 6=N˜−1,N˜ ,N˜+1
(#FJ ) 2
−2J
(v/2)2(J−1)
≤ 4
∞∑
J=N˜−M
vJ+1
v2J−2
≤ 4v
∞∑
J=1
v−J ≤ 4
(
1
1− 1/v
)
.
By a similar argument, if α > 1 we also have
∞∑
J=N˜−N/2
∑
j∈VJ
j2(α−1)
|z − tj |2 ≤ 4
(
1
1− 1/v
)
.
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Hence, by (1.16)
S2 ≤ sup
j∈VJ
J≥N˜−N/2
(
(16/κ2)(1 + 2π2/3) +
4
1− 1/v
)
< 1/4.
Now suppose that Rez ≤ tℓ + (κ/2)ℓα−1 so that dist(z, τ)2 ≥ Y 2. Suppose
0 < α < 1. Then
∞∑
j=1
c2j j
2(α−1)
|z − tj|2 ≤ c
2
∞
N∑
J=1
(#VJ)2
−2J
Y 2
+ sup
j∈VJ
j≥N
c2j
∞∑
J=N+1
(#VJ)2
−2J
v2α(J−1)
≤ c
2
∞v
Y 2
N∑
J=1
(
√
v/2)2J + sup
j∈VJ
J≥N
∞∑
J=N+1
(2/v)2v1−J < 1/2
by (1.16) and (1.17). We have shown
‖(I −R0(z)B)−1‖ ≤ 2(5.2)
so that by (5.1) R(z) is well-defined.
By a similar argument for α > 1 we also have
∞∑
j=1
c2jj
2(α−1)
|z − tj|2 ≤ 1/2.
We omit the details.
Now, definition (1.13) implies that for z ∈ Λn,
‖R0(z)‖ ≤
{
(κ/2)n1−α if 1/2 < α ≤ 1,
(κ/2)(n − 1)1−α if 1 < α <∞.(5.3)
Hence, inequality (1.22) follows from (5.1) and (5.2) together with (1.14)
and (5.3).
6. Proof of Theorem 6
Proof. For the case of α = 1, this theorem is proven in the paper [1]. Hence-
forth, we assume α 6= 1. By Lemma 17 it suffices to show there exists an
integer N∗ such that ∑
n≥N∗
‖Q0n(Qn −Q0n)f‖2 ≤ 1/2.(6.1)
Fix n > N and f =
∑
fkφk ∈ H with ‖f‖ = 1. Then
Qn −Q0n =
1
2πi
∫
Λn
(R(z) −R0(z))dz
=
1
2πi
∫
Λn
R(z)BR0(z)dz.
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Hence,
‖(Qn −Q0n)‖2 =
1
2π
‖
∫
Λn
R(z)BR0(z)fdz‖2
≤ 1
2π
[∫
Λn
‖R(z)BR0(z)f‖dz
]2
=
1
2π
[∫
Λn
‖
∞∑
k=1
fkR(z)Bφk
z − tk ‖dz
]2
.
Now define z∗n ∈ Λn to be a point at which the following sum attains its
maximum,
‖
∞∑
k=1
fkBφk
z − tk ‖ z ∈ Λn.
Combining (1.14) with (1.22) yields
|Λn|2‖R(z)‖2 ≤ 16κ2.
So,
‖(Qn −Q0n)‖2 ≤
16κ2
2π
[
‖
∞∑
k=1
fkBφk
z∗n − tk
‖
]2
.
Recall the constant C from Lemma 16. Condition (1.12) implies that there
exists an absolute constant N∗ such that
‖Bφk‖ ≤ 2π
32κ2C
kα−1 ∀ k ≥ N∗.(6.2)
Thus ∑
n≥N∗
‖Q0n(Qn −Q0n)f‖2 ≤
∑
n≥N∗
‖(Qn −Q0n)f‖2(6.3)
≤ 16κ
2
2π
∑
n≥N∗
[
‖
∞∑
k=1
fkBφk
z∗n − tk
‖
]2
.
Finally, combining (6.3) with Lemma 16 and (6.2) yields (6.1) and the proof
is complete. 
7. Further remarks
7.1. Our statement of Theorem 6 required the condition
lim
k→∞
ck = 0(7.1)
where {ck} is defined in (1.12). With a careful accounting of quantities
appearing in the proof of Theorem 6 we could have written a constant c∗
such that the condition (7.1) could be replaced by the weaker condition
lim sup ck ≤ c∗.(7.2)
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However, condition (7.1) or (7.2) could not be weakened in a significant
way: an assumption lim sup ck < ∞ would not guarantee the statement of
Theorem 6. A counterexample in the case α = 1 is given in [1], Section 6.3.
Now we’ll adjust the constructions of [1] to get an operator B, with
sup
m
{‖Bφk‖(t2m − t2m−1)−1, k = 2m− 1, 2m} = 1/2(7.3)
such that the perturbation L = T + B has a discrete spectrum, all points
of Sp(T + B) are simple eigenvalues, the system {ψk} of eigenvectors of L
is complete, but it is not a basis in H. If tn = n
α, 0 < α <∞, then (7.3)
guarantees that c∞ ≤ 1/2.
Special 2-dimensional blocks play an important role in this construction.
Put
b =
[
0 s
−s 0
]
, 0 < s < 1, s2 + h2 = 1, 0 < h << 1.(7.4)
This choice is a slight adjustment of a 2-dimensional block (64) in [1]. It
simplifies elementary calculations of the Angle(g+, g−), etc., for example.
Such a block (7.4) could be used to get the same counterexample in Section
6.3, [1] instead of (64) there. Of course, ‖b‖ = s in C2 in the Euclidean
norm.
We have [
0 0
0 2
]
+ b =
[
1 0
0 −1
]
+ c, c =
[−1 s
−s 1
]
and
cg± = ±hg± where
g± = (1, G±1), G =
√
1 + h
1− h.
If α = Angle(g+, g−) then
(cosα)2 =
(g+, g−)2
‖g+‖2 · ‖g−‖2 = 1− h
2 = s2.
So sinα = h.
If f = Φ0(f)u0+Φ1(f)u1 is the standard basis decomposition in C
2 then
‖Φ0‖ = ‖Φ1‖ = 1/ sinα = 1/h.(7.5)
Now we define B = {b(m)} where b(m) are 2-dimensional blocks
1
2
(t2m − t2m−1)
[
0 s
−s 0
]
, s = s(m), say s(m)2 + (1/m)2 = 1,
on C2 = Em := Span{φ2m−1;φ2m}.
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Then Em are invariant subspaces of T +B and , (compare to [1], Lemma
14),
(T +B)m =
1
2
(t2m + t2m−1) +
1
2
(t2m − t2m−1)
[−1 s
−s 1
]
and
(T +B)mψ
±
m =
(
1
2
(t2m + t2m−1)± 1
2
(t2m − t2m−1)h
)
, h = 1/m,
where
ψ±m = g
±(m) = φ2m−1 +G
±1φ2m.
We omit further details. With the explicit formulas given it is easy to see
that (7.5) with h = 1/m guarantees that {ψ±m}∞1 is not a basis.
7.2. As an application of Theorem 5, consider the differential operator T
on L2(R) defined by
Ty = −y′′ + |x|βy, with β > 1.(7.6)
The spectrum of T consists of an infinite set of eigenvalues
SpecT = {λ0 ≤ λ1 ≤ λ2 ≤ . . .} with lim
n→∞
λn =∞.
The growth of the sequence of eigenvalues is described by the formula
lim
n→∞
[
2
∫ λ1/βn
0
(λn − |x|β)1/2dx− (n+ 1/2)π
]
= 0.(7.7)
For a proof, see the last section of [10]. It follows from (7.7) by a change of
variables that
lim
n→∞
[
2λ
2+β
2β
n Ωβ − (n+ 1/2)π
]
= 0 with Ωβ = 2
∫ 1
0
(1− xβ)1/2dx.(7.8)
Subtracting the nth term from the n+ 1st term in (7.8) we derive
lim
n→∞
[
λ
2+β
2β
n+1 − λ
2+β
2β
n
]
= π/Ωβ.(7.9)
From (7.9) it is straightforward to show that there exist constants C > 0,
N ∈ N (depending on β) such that
λn+1 − λn ≥ Cnα−1 ∀n > N, α = 2β
β + 2
.(7.10)
Let us mention the papers [7], [8] where the eigenvalues for the eigenproblem
−yzz + q(z)y = λy are analyzed for polynomial q(z).
Denote the eigenfunction corresponding to λn by φn and define
L(p;α) = {b : b(x)(1 + |x|2)−α/2 ∈ Lp(R)}.
20 JAMES ADDUCI AND BORIS MITYAGIN
We have the following bound on the behavior of φn
|φn(x)| ≤ K exp(Q(x))
|λn − |x|β |1/4 + λ
β−1
6β
n
with(7.11)
Q(x) =


− ∫ x
λ
1/β
n
(λn − |t|β)1/2dt, x > λ1/βn
0, |x| ≤ λ1/βn∫ x
λ
1/β
n
(λn − |t|β)1/2dt, x < −λ1/βn .
For the case β = 2, this inequality is proven in [2], a few changes to this
proof boost it to cover β > 1. We omit the details. Such constructions for
Schrodinger operators with turning points are discussed in [6, Ch 8,11].
By an argument like that given for Lemma 8 in [1] it follows from (7.11)
that if b ∈ L(p;α) then ‖bφn‖2 ≤ Cn
2βξ
β+2 where
ξ = max{ 1
3β
(1− β + 3α+ (β − 1)/p) ; 1
β
(α− β/4 + 1/2 − 1/p)}(7.12)
=
{
1
3β (1− β + 3α+ (β − 1)/p) , 2 ≤ p < 4
1
β (α− β/4 + 1/2− 1/p)}, 4 < p.
In the exceptional case p = 4 we have
‖bφn‖2 ≤ Cn
2α
β+2
+ 1−β
2(β+2) log(n+ 2)(7.13)
The following Proposition follows from (7.10), (7.12), (7.13) and Theorem 6.
Our statement of Theorem 6 does not include α = 1 (and therefore β = 2);
a proper forumalation and proof of this Theorem for α = 1 can be found in
[1].
Proposition 18. Let T ∈ (7.6), b ∈ L(p, α), and define the operator B on
L2(R) by Bf = b(x)f(x).
Suppose that {
β − 1 < p(−4 + 5β/2− 3α) if 2 ≤ p < 4
2 > p(3− 3β/2 + 2α) if 4 ≤ p.(7.14)
Then the system of eigen and associated functions for the operator T +B is
an unconditional basis.
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