Despite the great advances made on image superresolution (ISR) during the last years, the performance has solely been evaluated perceptually. Thus, it is still unclear how useful ISR is to other vision tasks in practice. In this paper, we present the first comprehensive study and analysis of the usefulness of ISR for other vision applications. In particular, five ISR methods are evaluated on four popular vision tasks, namely edge detection, semantic image labeling, digit recognition, and face detection. We show that applying ISR to input images of other vision systems does improve the performance when the input images are of low-resolution. This is because the features and algorithms of current vision systems are designed and optimized for images of normal resolution. We also demonstrate that the standard perceptual evaluation criteria, such as PSNR and SSIM, correlate quite well with the usefulness of ISR methods to other vision tasks, but cannot measure it very accurately. We hope this work will inspire the community to evaluate ISR methods also in real vision applications, and to deploy ISR as a preprocessing component for systems of other vision tasks if the input data are of relatively low-resolution.
Introduction
Image super-resolution (ISR) aims to sharpen smooth rough edges and enrich missing textures in images that have been enlarged using a general up-scaling process (such as a bilinear or bicubic process), thereby delivering an image with high-quality resolution [9, 31, 32, 26, 7, 4] . ISR systems can be used to adapt images to displaying devices of different dimensions, to map image textures to 2D/3D shapes, and to deliver pleasing visualization for data that are inherently low-resolution such as image or videos from surveillance cameras. Despite the popularity of ISR in the past years, their performance has merely been evaluated perceptually and/or by evaluation criteria reflecting perceptual quality such as PSNR and SSIM. Therefore, it is still unclear whether ISR is useful in general for other vision tasks and whether the perceptual criteria also reflect the usefulness of the ISR methods for other vision tasks. This paper addresses the problems.
We here present reasons why ISR can be useful for other vision tasks, in addition to improving perceptual quality. As we know, most of current vision systems consist in two phases: training and testing. Although features have been designed to overcome the influence of scale changes, it is still a blessing if 1) the training and testing images are of the same/similar resolution; and/or 2) if it is possible to convert input images to the resolution for which the features and the models were designed. It happens quite common that training and testing data are of different resolutions, e.g. training images are from expensive sensors while testing images from cheap ones. If testing images are of higher resolution, downsampling them with linear filters does the job. If the opposite holds, however, sophisticated ISR methods are required to super-resolve the testing images. Also, vision systems are often designed and optimized (e.g. the features) for images of the most 'popular' resolution at the time. ISR is useful to super-resolve images which are of lower-resolution than the images for which the features and models are designed and learned. One example is object recognition with surveillance cameras: popular features for object recognition are designed for normal images which are of higher-resolution than surveillance scenes in general. For this case, even the training data and testing data are of the same resolution, ISR is still helpful to super-resolve the data so that features can be computed at the appropriate resolution.
In order to sufficiently sample the space of ISR methods and potential vision tasks, five ISR methods are chosen and evaluated on four popular vision applications. The ISR methods are Zeyde et al. [32] , ANR [26] , A+ [27] , SR-CNN [7] , and JOR [4] . The four vision applications include image boundary detection, image labeling, digit recognition, and face detection. The tasks are chosen because they are representatives of current low-and high-level vision tasks. The data of digits and faces are chosen because low-resolution inputs are very likely to occur in these two fields. For all the tasks, we apply standard approaches to standard datasets, while changing the modes of the input images: from downsampled low-resolution images, to super-resolved images by different ISR methods, and to the original images. The experimental results suggest that ISR is generally useful for practical vision tasks if the resolution of the input images are low, and that the standard evaluation criteria, such as PSNR and SSIM, of ISR correlate quite well with the usefulness of ISR methods for other vision tasks, but cannot measure it very accurately.
Related Work
There is a large body of work addressing image superresolution task. We breifly summarize them. The oldest direction is represented by variants of interpolation, such as Bilinear and Bicubic [8, 25] . They represent the simplest and the most popular methods. However, they often produce visual artifacts such as blurring, ringing, and blocking, which follows the fact that their assumptions of smoothness and band-limited image data hardly hold in real cases. Due to these reasons, more realistic priors and regularizations have been developed, such as the sparse derivative priors in [24] , the PDE-based regularization in [28] , and the edge smoothness prior in [5] . Despite the improvement by these methods, the explicit forms of priors are still insufficient to express the richness of real-world image data.
In recent years, example-based image super-resolution has raised the most attention due to its good performance and simplicity. For this stream, the task is to upsample an image, given the low-resolution (LR) image and a collection of pairs of LR images and their corresponding highresolution (HR) images. The pioneering work [9] transfers the HR patches of the most similar LR patches directly and regularizes the solution by MRF. The idea has been extended in a variety of ways: [1] employs Embedding technique for the regularization; [4] jointly learns a collection of local regression functions and adaptively selects the most suitable ones for test patches, which is speeded up later by [2] ; [31] learns coupled dictionaries for LR and HR patches via forcing shared encoding; [26, 27] combine the two ideas for efficient systems by learning local regression functions for the atoms of the dictionary. [21] exploits the efficiency of random forest for the task by defining a novel information gain computed with both LR and HR patches. The exception is the work SRCNN [7] which learns the transformation from LR images to their HR version via convolutional neural network. Since example-based methods obtain stateof-the-art performance for ISR, our evaluation is focused mostly on this stream, with an comparison to Bicubic Interpolation.
The work most relevant to ours is [30] , where different ISR methods are evaluated. While sharing similarities, the two methods still differs significantly. [30] conducted user studies for perceptual evaluation, solely with visual comparison and under evaluation criteria such as PSNR. Our work, however, integrates ISR methods into systems of other practical vision applications and evaluates the usefulness of ISR to these vision tasks. There are also works employing ISR to improve the quality (resolution) of input images. For instance, [12, 13] did it for face recognition, and [17] for pedestrian identification. However, their tasks are very specific and the ISR methods used are highly specialized. Our work, however, evaluates general ISR methods with a variety of popular vision tasks.
Evaluation
In this section, we briefly describe the five ISR methods: Zeyde et al. [32] , ANR [26] , A+ [27] , SRCNN [7] , and JOR [4] , followed by the evaluation on the four vision tasks. The five methods, starting with the results of Bicubic interpolation, learn from examples to recover the missing high-frequency parts. As to the examples, the five methods are all trained with the same training dataset from [31] , which consists of 91 images. For implementation, we use the codes from the authors directly. Readers are referred to the papers for corresponding details. As to scaling factors, we evaluate with ×3 and ×4, which are commonly used in previous papers.
For datasets, we use the standard ones for the tasks. To generate inputs for our evaluation, we downscale the original images of the datasets by factors ×3 and ×4 to create the low-resolution (LR) images and then upscale them by each of the five ISR methods to the resolution of the original images, which are then used as the inputs for the vision tasks. The standard approaches to the four tasks are then applied to all super-resolved versions of the images, once for each version. The corresponding performances are recorded to evaluate the usefulness of ISR methods for the vision tasks, with a comparison to results of Bicubic Interpolation, and the original images. We also evaluate the ISR methods on these datasets with four standard perceptual criteria [30] , namely PSNR, SSIM, IFC, and NQM, in order to see their correlation to the usefulness of ISR to these vision tasks.
Boundary Detection
Boundary Detection (BD) is a very popular low-level vision task and serves as a crucial component for many highlevel vision systems [19, 15] . This section evaluates the usefulness of ISR methods for BD. We use Crisp Boundary Detection [15] (CBD), which is an unsupervised algorithm, deriving an affinity measure with point-wise mutual information between pixels and utilizing this affinity with spectral clustering method to detect boundaries. It produces pixel-level boundaries and achieves state-of-art results. The performances are evaluated on the BSDS300 dataset [19] . The whole dataset consists of 300 images (200 for training and 100 for testing) along with human annotations. The quality of detected boundaries is evaluated by precisionrecall (PR) curves, following Berkeley Benchmark [19] . Table 1 lists the AUC values of BD on the seven sets of images, along with the values of PSNR, SSIM, IFC, and NQM of corresponding ISR methods. Fig. 1 shows the average PR curves. From the table and the figure, it can be observed that ISR methods do improve, over simple interpolation, the performance of BD when input images are of lowresolution. For instance, JOR improves the AUC by 0.06 when factor x4 is considered. This is because ISR methods perform better in increasing the resolution of the LR images to the resolution for which the BD method (CBD [15] in this case) was designed. CBD uses highly localized features to predict pixel-level boundaries, whose accuracy is affected largely by the recovered details locally. As a result, the five learning-based ISR methods all perform better than Bicubic Interpolation. This suggest that ISR should be considered as a preprocess step for image BD if the input images are of LR. One may argue that adapting or re-training the BD method may increase its performance for LR images. It is true, but we have to admit that adapting or re-training the approach requites expertise of BD and deep understanding of the approach used. Enhancing the resolution of LR inputs, however, is much more straightforward, especially given the fact that BD is just one of such examples as shown in following sections.
It can also be found that the four standard perceptual criteria correlate quite well with the usefulness of ISR methods for the task of BD. ISR methods which yield better perceptual quality (based on the four perceptual criteria) often obtain good boundary detection results. However, perceptual criteria should not be considered as very precise proxies of the usefullness of ISR methods to BD. For instance, SR-CNN outscores A+ in terms of PSNR while having a lower AUC value, when factor ×3 is used. This suggests that measuring the usefulness of ISR methods for BD directly in a real system is necessary if a precise evaluation is requited. In general, SRCNN, A+, and JOR are among the most useful ISR methods for the task of BD for the dataset and approach considered. The third finding from the table and figure is that ISR methods are more useful when the scaling factor is larger, which means they are more needed when the input images are of very low-resolution.
In Fig. 2 , we show four image examples, with the superresolution results and their corresponding BD results. From the figure, it is evident that example-based ISR methods improve the quality of BD results with sharper true boundaries and fewer spurious ones. However, there is still a large room for improvement as the OB results on the super-resolved images by the ISR methods are still substantially worse than the result on the original ('HR') image.
Image Labeling
In this section, we consider the task of image labeling. Image labeling, or semantic image segmentation, aims to assign a semantic label to each pixel of an image, such as tree, road, and car. It is a very popular high-level vision task with a large number of methods proposed [23, 10, 3, 11, 18] . We follow the footsteps of most previous works on image labeling and choose the standard MSRC-21 [22] dataset for the evaluation. MSRC-21 consists of 591 images of 21 semantic categories. For the labeling method, we employ the recent approach [11] for its simplicity which is desired to clearly show the influence of ISR. [11] presents a fast approximate nearest neighbor algorithm for image labeling. They build a super-pixel graph from annotated set of training images. At test time, they transfer labels from the training images to the test image via matching super-pixels in the graph. The distance between super-pixels in the feature space is approximated by edge distance in the super-pixel graph where the edge weights are learned from the training set. This method shows comparable results to the state-ofthe-art methods. For the implementation, we use the authors' code directly with the default settings.
In order to evaluate the ISR methods for image labeling, we train the method [11] with the original training images and test the trained model on seven versions of the testing images, created by downsampling the original images and then upsampling them by the ISR methods to the resolution of the original images. Again, the performance is tested for scaling factor x3 and x4. Table 2 lists the results of all ISR methods, where the average precision over pixels (APP) and the average precision over classes (APC) are reported, along with the values of the four perceptual criteria. As we can see from the table, all the five ISR methods yield significantly better results than the Bicubic Interpolation. Put it into another words, these learning-based superresolution systems, in addition to improving visual quality of LR images, do facilitate semantic labeling tasks and improve the performance substantially when the resolution of the testing images are lower than that of the training images. The results suggest that it is worth investigation to integrate ISR methods into real image labeling systems if the resolutions of training and testing images are distinctive. This is highly probably the case for real labeling systems where training images on the server side are from expensive sensors and testing images on the user side are from cheap sensors such as cameras of mobile phones. Another observation from the table is that the standard perceptual evaluation criteria correlate quite well with the usefulness of ISR methods for image labeling. This implies that good visual quality also facilitates computer systems for recognition. This can ascribed to the fact that the task of image labeling is defined by human and computer are trained to complete a human vision task which is of course very rele-BSDS300 Bicubic Zeyde et al. [32] vant to perceptual quality of images. Also, ISR methods are more useful when the scaling factor is larger, which means they are more needed when the input images are of very low-resolution. The observations are consistent with that of BD described in Sec. 3.1.
In Fig. 3 , we show three image examples, with the superresolution results and their corresponding image labeling results. From the figure, it is evident that ISR methods improve the quality of the labeling results. For instance, in the third example, results of Bicubic Interpolation labeled a large area of the building to sky, which is probably due to the detailed textures on the building are missing in the interpolated image, but is recovered (to some extend) by the example-based ISR methods, leading to better labeling results. Also, it can be found that RGB images that have small difference in perception may lead to totally different labeling results, e.g. the tree in the second example. This implies that there is still a large distance for computer recognition systems to advance in order to be as robust as human vision.
Digit Recognition
In this section, we test the usefulness of ISR methods for the task of digit recognition where the training images and the test image are both of low-resolution. We use the Street View House Numbers (SVHN) [20] dataset which contains more than 100,000 images of house numbers obtained from Google Street View. Each image presents a single digit at its center and has the same size of 32×32 pixels. We select 26,032 and 10,000 images from the dataset as our training and test set. In order to evaluate the usefulness of ISR methods for digit recognition, we here downsample all the images by factor x3 and factor x4, and upsample the downsampled images to the resolution of the original images by the ISR methods. As the SVHN dataset merely presents numbers from 0 to 9, it is highly specific and quite different from the training dataset from [31] that is used to train the ISR methods. Therefore, we introduce a new ISR method by re-training A+ method with the unused images from the SVHN dataset, to study the generality of ISR methods. After adding the re-trained A+ method, we now have six datasets of super-resolved results, one dataset from Bicubic Interpolatin and one dataset of the original images.
As to the classifier, we use the k-NN with k = 5 for each of the eight image sets with HOG feature [6] as input. Other values of k yield a similar trend.
The classification performance is listed in Table 3 . As  Table 3 demonstrates, that ISR methods do improve the performance of digit recognition over simple interpolation, and that the four perceptual criteria correlate quite well with the usefulness of ISR methods for digit recognition. The rea- son of the improvement is that HOG feature was designed for images of normal resolution, so by applying ISR methods to the LR input images, HOG can be extracted from images of suitable resolution. However, we find that with the standard, general training dataset [31] , Zeyde et al. and ANR perform better than SRCNN, A+ and JOR, which is different from the results on other datasets of general images. This observation suggests that Zeyde et al. and ANR are more generally applied than the other three state-of-theart ISR methods. The problem can be solved by retraining the model with data of similar distribution. We retrained the A+ method with unlabeled digits in SVHN, and as expected the performance is improved significantly. In Fig. 4 , we show two examples of the digits, along with their superresolved results and the PSNR values. From the figure, it is clear to see the artifacts generated by the ISR methods trained with general training data. The introduced artifacts lead to noisy HOG features, which in turn confuse the classifier. All the evidence leads to conclusions similar to that drawn for boundary detection and image labeling: (1) ISR methods are generally helpful for recognizing digits of lowresolution; and (2) perceptual evaluation criteria roughly reflect the usefulness of ISR to digit recognition. In addition, we find that the performance of ISR methods will improve if they are re-trained with domain specific data. 
Face Detection
In this section, we investigate the usefulness of ISR methods for face detection. Face detection is widely used in security cameras and home surveillance systems, which Table 4 . Face detection results on the FDDB dataset. The best performance is shown in bold and the second best is underlined.
has to deal with low-resolution inputs lots of time. It has proven by many works [12, 13] that face super-resolution is helpful for the recognition. We in this section evaluate the usefulness of general ISR methods for face detection.
The Face Detection Data Set and Benchmark (FDDB) [16] is used, which contains 2845 facial images with 5171 human-annotated faces. The super-resolved datasets are generated again by downsampling the images by ×3 and ×4, and then upscaling them to the resolution of the original images. We then apply the well-known Viola-Jones algorithm [29] on each of the super-resolved datasets, the result of Bicubic Interpolation, and the original dataset to obtain the bounding boxes of detected faces. For implementation, the default Matlab implementation of Viola-Jones detector, a pre-trained detector with images of 'normal' resolution, is used to test its performance on the seven versions of the test images. To evaluate the accuracies of detected faces, we use both continuous and discrete true positive percentages as described in [16] . Table 4 demonstrates continuous and discrete true positive scores with parameter THR (matching threshold for positives) set to 0.5. As it turns out, ISR methods are also helpful for the task of face detection, relative to Bicubic Interpolation. The relationship between perceptual criteria such as PSNR values and two TP scores is consistent with the conclusions in previous tasks: the four standard perceptual criteria generally correlate well with the usefulness of ISR methods for face detection, but they are not very accurate for the prediction. For instance, Zeyde et al. and ANR have very similar PSNR values while yielding quite different discrete TP values for face detection. We also show the performance of face detection with different values of THR in Fig. 5 , from which it can be seen that the conclusion for THR=0.5 holds for other values of THR as well. In general, A+ and JOR achieve the best performance for face detection on FDDB dataset with the Viola-Jones detector, but the difference to other methods are marginal.
Discussion and Conclusion
We have evaluated the usefulness of image superresolution (ISR) for a variety of different vision tasks. Five ISR methods have been employed and evaluated on four popular vision tasks. Three general conclusions can be drawn from experiments on the four tasks: 1) ISR methods are helpful in general for other vision tasks when the resolution of input images are low; 2) standard perceptual criteria, namely PSNR, SSIM, IFC, NQM, correlate quite well with the usefulness of ISR methods for the four vision tasks considered, but they are not accurate enough to be used as a full proxy if high accuracy is required; and 3) even with the state-of-the-art ISR methods, the performance on the superresolved images are still significantly inferior to that on the high-resolution (original) images.
