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ABSTRACT

The continued development of small satellites (SmallSats) has made them an increasingly viable mission alternative to traditional monolithic spacecraft. Constellations,
swarms, and formations of these small spacecraft have the potential to fill unique gaps in
the space systems architecture, while reducing overall mission costs and increasing mission
redundancy. Cooperative navigation between spacecraft within swarms and formations is
critical to mission success, but poses many challenges for SmallSats due to their size, mass,
power, and computing constraints. While Earth orbiting missions can rely on GNSS data
for high-accuracy inertial and relative navigation, deep space missions require new navigation techniques. In this work, the swarm/formation navigation problem is divided into two
parts: spacecraft identification/data association and relative pose estimation. This research
presents a solution to the spacecraft identification and data association problem by using
an unsupervised learning (clustering) architecture that classifies spacecraft from monocular
camera images. The algorithm presented detects objects in the field of view of a camera
on an "observer" member of the swarm and continually tracks them over time by assigning
incoming data to the correct spacecraft cluster. Monte Carlo analysis results show high
levels of classification precision, accuracy, and recall over a range of swarm parameters of
interest. High fidelity simulations performed using Analytical Graphics Inc. STK software
with a swarm of spacecraft deployed in a lunar orbit demonstrate the ability of the algorithm to adapt as the swarm configuration changes throughout the simulation. They also
reveal the algorithm’s robustness to missing measurements during during adverse lighting
conditions. Incremental cluster validity indices were also used to quantify the performance
of the clustering algorithm, and the transient trends of these indices have been shown to
provide insights into the swarm behaviors. The developed approach shows good potential
for providing an effective means by which the spacecraft identification and data association
process can be realized autonomously in near-real time by small satellites.
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1. INTRODUCTION

1.1. MOTIVATION
The continued development of small satellites (SmallSats) has made them an increasingly viable mission alternative to traditional monolithic spacecraft. Constellations,
swarms, and formations of these small spacecraft have the potential to fill unique gaps
in the space systems architecture, while reducing overall mission costs and increasing
mission redundancy. [1] As their capabilities mature, SmallSats have been envisioned for
use in future deep space missions, acting as communication relays, distributed sensing
platforms, and synthetic aperture telescopes for advanced astronomy and astrophysics investigations. [2, 3, 4, 5, 6] There have been a variety of missions that utilize SmallSats in
constellations and formation flight missions [7], many of which have collected simultaneous
multi-point data sets for Earth science, while others have been technology demonstrations
used to advance SmallSat capabilities. However, SmallSats remain extremely mass, volume, and power limited, and missions merging complex science objectives with precision
GNC requirements must be designed with “creative” concepts of operations that transition
between the use of science mission and GNC components, which can compromise the
volume of data returned. [8] However, while cooperative navigation between spacecraft
within swarms and formations is critical to mission success, it poses many challenges for
SmallSats due to their SWaP (size, weight, and power) constraints. While Earth orbiting
missions can rely on Global Navigation Satellite System (GNSS) data for high-accuracy
inertial and relative navigation, deep space missions will require new navigation techniques. [9] Currently, spacecraft in deep space rely on the Deep Space Network (DSN) for
navigation, which provides high accuracy position and velocity estimates via Earth-based
signal transmission and processing. However, the DSN is already stressed by the number
of deep space missions it services, with more missions from an increasing number of gov-
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ernment agencies and commercial entities proposed for launch in the near future. While
modifications to the DSN can be made to accommodate an increased number of traditional
spacecraft, it is unlikely that this Earth-based system will be effective for the navigation
of multiple large swarms and constellations of small spacecraft. The use of autonomous
fractionated space systems has the potential to enable swarms of spacecraft to operate in
deep space without overwhelming the Earth-based navigation systems by using a singular
spacecraft in the swarm to perform inertial navigation and then managing other swarm
members using relative navigation techniques. A variety of methods have been developed
to perform pose estimation in formation flight and proximity operations missions. [7] In
LEO, GPS-based methods have shown high levels of precision for position estimates. [9]
Other methods explored include radiometric ranging, scanning LIDAR, flash LIDAR, radar,
and other laser-based methods. [10] The use of monocular and stereo vision has also been
widely explored for use on formation flight and proximity operations, and has the potential
to be used for deep space applications. Vision-based navigation is of particular interest for
SmallSats because it generally requires lower SWaP than other options (LiDAR, radar), and
the availability of COTS hardware makes vision-based sensor systems easily customizable
for use on a wide range of SmallSat missions. [10] This work explores the use of unsupervised learning (clustering) algorithms to identify and track spacecraft within swarms and
formations, an important step in the overarching multitarget tracking problem for relative
navigation. Monocular visual navigation techniques are employed due their attractiveness
to SmallSat missions, and leveraging coarse image features like object centroids to perform
measurement association enables this method to be “plug-and-play” with existing anglesonly state estimation algorithms. [10][11] The simulations conducted in this work are for
lunar missions, but the methods outlined can be employed at any planetary body including
Earth orbiting systems where GNSS data are unavailable/denied to the spacecraft.
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The notional mission of interest for this study consists of a swarm composed of two
different natural formations. The first formation includes an arbitrary number of “science”
spacecraft arranged in a generalized circular formation (GCF), also known as the “huband-spoke” formation. This formation was selected for its scientific potential (imaging,
distributed measurements, synthetic aperture), but also for its observability when imaged
by a single camera. The second formation is a single “navigation” observer spacecraft
placed in an in-track formation with the GCF hub spacecraft, which provides a nearly
constant separation between the observer and hub. An example of the notional mission is
shown in Figure 1.1, with the observer camera field of view visualized by the white sensor
cone and the relative motion of the generalized circular formation in yellow.

Figure 1.1. Generalized circular formation with six spokes and an observer spacecraft.

Here the navigation swarm is composed of a single spacecraft, but additional observers can be added for an increased field of view and/or to provide mission redundancy.
The observer camera is assumed to have a fixed field of view, and the camera boresight
is always pointed towards the middle of the GCF. The algorithm can be used for resolved
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or unresolved imagery, with the only difference being the method of object detection and
centroid determination. This research examines how the number of spacecraft and swarm
geometry impact the ability of the clustering algorithm to perform correct data associations, and provides general recommendations for the maximum number of spacecraft that
can be tracked for a given swarm geometry. While the algorithm has been developed and
tested with respect to two-body dynamics, the derivations presented for tuning the clustering parameters are agnostic to the dynamical system in question. If a model is available
for the motion of the objects to be tracked within the feature space selected, then using
basic metrics (such as the average expected distance between measurements) the clustering
algorithm can be tuned. Specifically for space object tracking, the method presented would
be equally applicable using the three-body dynamics model as opposed to the two-body
model if three-body dynamics were used to generate the nominal trajectories. However,
this work has demonstrated that using a lower fidelity model to tune the algorithm is sufficient for achieving 100% measurement assignment accuracy when the spacecraft motion is
propagated using a higher fidelity model.

1.2. SIGNIFICANCE OF STUDY
Many multitarget tracking algorithms appear in the literature that have been employed to solve similar navigation problems. However, the performance of many of these
algorithms is highly dependent on the dynamics models used to inform the measurement
assignments and state estimations. [12] Additionally, while clustering algorithms have been
applied to data streaming problems, they are primarily used to identify stationary clusters or
to group data that exhibit similar transient trends. [13] The methods presented here are the
first to the author’s knowledge to be formulated in terms of orbital dynamics and spacecraft
trajectory tracking within a projected image plane. The specific contributions with the
candidate’s relevant conference/journal publications are as follows:
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1. Implementing the Sequential Possibilistic Gaussian Mixture Model streaming clustering algorithm for spacecraft tracking using coarse imaging data, with the novel
inclusion of an adaptive learning rate for cluster center updates and the development
of the SP1M-DVEAA clustering algorithm.
2. Developing relationships between system dynamics and clustering parameters, and
using these relationships in the identified feature space to derive dynamics-informed
clustering parameter initialization schemes.
3. Exploring the use of different incremental cluster validity indices for online cluster
validation and extracting insights for spacecraft operators from transient validity index
behaviors.
4. Performing a parametric study to quantify the overall algorithm performance compared to traditional methods documented in the literature.
This research enhances the state-of-the-art by introducing a new method for multitarget tracking data association that uses simple dynamical models to initialize an unsupervised
learning model. The selected unsupervised learning model classifies objects based on the
Mahalanobis distance metric and describes object data clusters in terms of means and
covariances, which is typical of current multitarget tracking algorithms. However, these
tracking algorithms require computationally expensive calculations at each time step, while
the method outlined here only runs the computationally expensive search for new objects
when the need arises. Initial simulations show the proposed method can achieve 100% identification accuracy when properly tuned, and an extensive study (outlined in Section 2.5)
enables a comparison to results from a similar mission scenario where spacecraft were
identified using Multi-Hypothesis Tracking. [12] Of importance to note is that the bulk of
this work is concentrated on the data association problem and leaves the integration of a
state estimation scheme as an open topic for future researchers.
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Figure 1.2 shows the complete relative navigation chain, wherein an image of the
spacecraft swarm is captured and all spacecraft in the image are detected and located via their
pixelwise centroid. These centroid measurement data are then used to identify the spacecraft
in the image, enabling each spacecraft state to be estimated. The method outlined in this
dissertation leverages traditional image processing techniques to extract coarse features
from each image and uses these features as inputs to an unsupervised learning clustering
algorithm.

(𝑖𝑚𝑎𝑔𝑒)

Capture
Image

(𝑢, 𝑣)

Detect
Objects

(𝑐𝑙𝑎𝑠𝑠)

Identify
Objects

State
Estimation

Figure 1.2. Multitarget tracking via visual navigation process flow.

Supervised learning algorithms, such as neural networks and convolutional neural networks,
are composed of a set of weights and biases that are optimized according to some training
scheme using sets of labeled data. These networks are optimized to minimize the classification error, and can interpolate an output given a new input based on the set of weights and
biases resulting from the training phase. Alternatively, unsupervised learning approaches
do not require labeled data, and assign data points to groups based on membership functions
and distance metrics. This work uses a variation of the Fuzzy C-Means-based clustering
algorithm developed by Wu et al. to cluster incoming centroid location data extracted from
an image with multiple spacecraft present. [14] Assigning a space object to the correct
cluster acts as the identification phase of pose estimation, and once the object is identified
model-based pose estimation can be used to determine each object’s relative position and
attitude. The advantage of this method over the use of convolution neural networks is that
there is no convolution of an image at each time step, and the algorithm does not need large
volumes of precisely simulated space imagery to cluster the spacecraft. The algorithm can
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adapt on-orbit to new objects visible in images and off-nominal spacecraft behavior without
direct intervention from spacecraft operators. Additionally, the computationally expensive
search for clusters is only performed to initialize the algorithm or if a new object is detected.

1.3. LITERATURE REVIEW
Before beginning and throughout the duration of this research, a review of the
literature was performed. This review spanned multiple fields and disciplines to provide
an understanding of the historical applications and precedents as well as the current state
of the art. The review begins with an overview of past and present deep space navigation
techniques and architectures, and identifies weaknesses in current systems that will be
strained as the proliferation of space beyond low Earth orbit increases. Relative visual
navigation has been demonstrated as an enabler of rendezvous, proximity operations, and
docking (RPOD) and formation flying missions, and has the potential to reduce the burden
levied on inertial navigation systems by swarms and formations in deep space. [7] By
navigating members of the swarm relative to each other, the need for each spacecraft in
the swarm to communicate directly with a ground station to inertially navigate can be
eliminated. The review of relative visual navigation begins with terrestrial stereovision
experiments and progresses through the development of technologies to current methods,
which include machine learning techniques. The most common machine learning methods
employed are neural networks and convolutional neural networks. While these methods have
had some successes, the trained networks that would be deployed on spacecraft hardware
are computationally expensive to train, meaning any changes to the operational environment
would render the pre-trained network nearly useless. Where neural networks show potential
for space applications is for fully cooperative RPOD missions where a limited number of
cooperative spacecraft are used. A technology gap still remains in using machine learning
methods for multi-target tracking (MTT) situations where the number and type of targets may
be unknown. This leads naturally to a review of common MTT methods, the assumptions
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that they make, and identifying the pros and cons of the different approaches. While the
predominant MTT solutions work well for terrestrial applications, some drawbacks are
encountered when considering deep space applications.
A potential family of machine learning algorithms that could overcome these drawbacks is unsupervised learning, also known as “clustering.” Unlike neural networks that
require large datasets to train, unsupervised learning algorithms categorize data points
within datasets based on a specific point’s similarity and dissimilarity to other points within
the set. Furthermore, while neural networks can only produce meaningful answers for inputs
within the bounds of the training dataset, unsupervised learning algorithms can adapt over
time as more data become available. A review of clustering algorithms is provided as well
as how these algorithms have been adapted into streaming clustering methods, capable of
clustering data as they are collected in a time series. While supervised learning algorithms
can be evaluated by analyzing a given error performance metric that is calculated using the
known labels for each data point, a “correct” answer may not be available for clustering
algorithms requiring a different means of evaluation. Cluster validity indices (CVI) provide
a metric to gauge the performance of a given clustering algorithm, and incremental cluster
validity indices give a real time measure of clustering performance, as well as insights into
transient data trends. An overview of cluster validity indices is provided along with a broad
look at which CVIs are best suited to particular datasets.
1.3.1. Navigation in Deep Space. To date, navigating spacecraft in deep space has
been achieved by processing precisely timed radio signals sent from ground-based systems.
The first versions of these systems were built in the 1960s to support lunar and interplanetary
missions, and included the United States and Soviet Union-based (now Russian) Deep Space
Networks (DSN). The U.S. DSN, operated by NASA, is composed of three sites equally
spaced longitudinally about Earth to provide constant coverage, while the Russian DSN
only has sites in the former Soviet Union. Currently there are six DSNs operated by the
various space agencies around the globe, with the NASA/ESA sites being the largest and
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most developed networks. The DSN navigates spacecraft by first sending a signal from
the ground to the spacecraft. The spacecraft then performs a slight frequency shift on the
signal and re-transmits it back to Earth. The spacecraft’s position and velocity can then be
determined by analyzing the difference between the transmitted and received signals. This
operation requires spacecraft to have an extremely accurate on-board timing system, and
can provide position solution accuracies within 0.3 km per AU away from Earth. While
this system has proven to be widely successful over the years, it faces the new challenge
of proliferated space beyond Earth orbit, with an increasing number of deep space assets
planned for launch and existing assets exceeding their expected mission lifetimes. Priority
for the use of the DSN is given to manned flight programs, and NASA’s upcoming crewed
Artemis missions will further interrupt the regular scheduling of spacecraft DSN time.
Another deep space navigation method with the potential to augment the DSN is
navigating about planets and other celestial bodies using images collected of those bodies.
This method has been employed for several sample return missions to comets and asteroids,
and is being investigated for use in lunar/interplanetary missions. [15] [16] For asteroid and
comet sample return missions, unresolved imagery is processed to identify known stars and
celestial bodies. Then using high fidelity ephemerides, the target body of interest can be
identified. The difference between the expected target track and the detected target track is
then used to update the observer spacecraft’s inertial navigation solution between contacts
with the DSN. [17]
A new potential navigation method for spacecraft orbiting the Moon is to leverage
(generally weak) GPS/GNSS signals from Earth. Several simulations have been performed
to assess the feasibility of GNSS-based navigation near the Moon, and thus far results
show position estimation accuracy on the same order of magnitude as the DSN using a
standard oscillator for timing and exceeding the accuracy of the DSN when the spacecraft
is equipped with an atomic clock. These simulations are based on data collected from
the Magnetospheric Multiscale mission, which was able to use GPS signals to maintain a
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tetrahedron formation at a distance of 25 Earth radii. [18] While this solution shows promise
as GPS receiver technologies continue to mature, it requires spacecraft to have high gain
antennas and potentially multiple GPS receivers, which presents a challenge for SmallSats.
Additionally, the GPS receiver system evaluated in the studies, which was developed by
Goddard Space Flight Center, is not widely available for commercial use. This system is
also limited to lunar/cislunar applications.
While NASA recently made upgrades to the DSN, and plans to add two more communication dishes in the near future, these advances are a short-term solution to operating
a vast number of spacecraft beyond Earth orbit (particularly if these spacecraft are commercial as opposed to government assets). While it is unrealistic to expect no reliance
on ground based systems for a given mission, it is possible to reduce the burden on the
DSN by limiting the number of spacecraft that require inertial navigation and using the few
spacecraft that do to navigate other deep space assets. Most spacecraft are equipped with a
camera (in the form of a scientific instrument or for attitude determination), making visual
relative navigation of prime interest to fill this gap in deep space capabilities.
1.3.2. Relative Visual Navigation. Imaging used for the purpose of navigation has
been widely explored for both terrestrial and space applications. Robotic manipulators
used in manufacturing processes have incorporated cameras to locate objects and perform
assembly tasks. These single camera systems use fiducial markers to reliably operate in
otherwise noisy environments. In terms of vision processing algorithms, these systems
can use large amounts of a priori data and complex processing algorithms for increased
precision without any true penalty. Another terrestrial application of vision-based navigation is self-driving cars, one of the most notable examples being the Tesla Autopilot.
The Autopilot system makes use of advanced learning algorithms and employs a sensor
suite providing surrounding coverage of vehicles through a variety of detectable wavelengths. The sensor suite includes eight visible light cameras, twelve ultrasonic sensors,
and a forward facing-radar coupled with a powerful onboard computer and neural network

11
processing software. [19] Vision-based navigation is also being employed by unmanned
aerial vehicles (UAVs). Cameras on UAVs detect features on the ground that correspond
to features in known maps for position and velocity determination, and horizon sensors
can be used for attitude determination. These 360° cameras capture images in flight, and
the horizon boundary appears as a circle in the 2-D image. Using this knowledge image
processing algorithms can detect the circular horizon line and estimate components of the
UAV’s attitude.
A variety of research and technology demonstrations have been performed for employing vision-based navigation in space. The image processing chain for space-based
applications is as follows: images (resolved or unresolved) are captured and objects are
detected using an image segmentation method to identify luminous regions in the image;
the centroids of these luminous regions are determined; background objects such as stars
are then filtered from the list of detected centroids using known object catalogs; finally
the remaining centroids are used for target identification. In many cases these centroids
are then processed one step further to produce bearing angle measurements for angles-only
navigation.
Segal and Gurfil studied the use of stereovision to track noncooperative objects, particularly for space-based applications to determine spacecraft relative motion, employing
feature detection and matching algorithms similar to those used in terrestrial robotic ranging applications. [20][21] Noncooperative resident space object (nRSO) tracking has been
demonstrated aboard the ISS via the SPHERES/VERTIGO platform. [22] The stereovision
system captures images of other SPHERES spacecraft and constructs a stereo disparity
map used to perform proximity operations. The Missouri S&T Satellite Research Team
is currently developing a technology demonstration mission for AFRL to execute closeproximity operations about an nRSO using a stereoscopic imaging sensor. [23] Navigation
about cooperative RSOs was performed by the NASA Demonstration for Autonomous Rendezvous and Tracking (DART) and Orbital Express missions. These missions demonstrated
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the use of the Advanced Video Guidance Sensor (AVGS). The AVGS fires two lasers of
varying wavelengths at retro-reflectors mounted at known locations on the RSO, and the
reflected light is captured as an image. After processing the captured images to create a
spot map, the relative position is computed based off known spot map geometry. [24][25]
The PRISMA mission also demonstrated cooperative navigation among spacecraft by first
establishing the formation between the two spacecraft using GPS data, and then performing
autonomous approaches to emulate rendezvous in GEO using the on-board Vision-Based
Sensor (VBS). [26] The ARGON experiment was an extension of the PRISMA mission
that used images taken from the VBS to execute an angles-only rendezvous starting at a
separation of thirty kilometers and closing the distance down to three kilometers. For this
experiment, measurements from the VBS were downlinked, processed on the ground, and
were used to develop human-in-loop guidance strategies and maneuver plans. [27]
More recently, as processor capabilities have increased, convolutional neural networks have been applied to the spacecraft pose estimation problem. Convolutional neural
networks (CNN) use a series of layers and a convolve operator to detect features and identify
objects in images. The Seeker mission, developed by NASA, recently demonstrated the use
of a CNN to identify an object and then perform a series of relative maneuvers. The 3U
Seeker spacecraft was initialized and then deployed from a Cygnus upper stage. The imaging system used a CNN to identify Cygnus in the image and estimated the centroid location
of Cygnus using the bounding box dimensions output by the CNN. Seeker then performed
maneuvers relative to this estimated centroid location. [28] In another CNN application,
researchers at the Stanford University Space Rendezvous Laboratory developed an image set
using real space imagery from the PRISMA mission in conjunction with simulated images
captured in the Testbed for Rendezvous and Optical Navigation (TRON) facility. [29][30]
Using a CNN with three branches, they were able to accurately estimate the position and attitude of the known Tango spacecraft at distances between five and twenty-five meters. This
dataset has become part of the dataset for the European Space Agency’s Pose Estimation
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Challenge. Other groups, such as Surrey Space Center, have competed in this challenge
using a CNN and have also explored methods to generate new datasets of labeled space
imagery to train future networks. [31]
However, there is currently a performance gap with CNNs when presented with
actual space imagery versus simulated space imagery. [30] While the reason for this performance gap is still being investigated, it raises the question of whether or not CNNs can
reliably be used to identify and track space objects if they are only trained on simulated
image data. If simulated data cannot effectively replicate the on-orbit conditions, then large
amounts of space imagery will need to be captured of target objects to then train CNNs.
Furthermore, a sufficient number of images for every possible target object will need to
be captured in order to properly train the neural network without biasing it. Any new
spacecraft appearing in the image not presented during training may be misclassified and
the pose incorrectly estimated. However, it is noted that the application of this architecture
is different than that proposed for many CNNs. The use of CNNs for close approach,
rendezvous, and docking for a singular spacecraft would likely exhibit better performance
than the architecture outlined here. However, the unsupervised clustering architecture may
yield better results for identifying and tracking multiple unknown objects in an image at
distances greater than about 20 meters.
Closely related to this research, the AVANTI mission used a density-based clustering algorithm to associate measurements to a single satellite track. After collecting and
processing a number of images to retrieve centroid coordinates for luminous objects in the
FOV, this set of centroids from the series of images was provided to the DBSCAN algorithm
to cluster the data and classify each point as belonging to a specific cluster. Knowing that
the target objects of interest would form tracklets of a projected ellipse in the image plane,
the points in cluster were then fitted with a second order Bezier curve, and any clusters with
a residual fit error less than a specified value were retained. [32][33] It is important to note
that for this mission, the clustering algorithm and curve fitting were performed at every
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time step; an incremental clustering algorithm was not used. This means that a significant
number of images need to be saved to detect the tracklets as the mission progresses. The
DBSCAN algorithm requires the user to define two main parameters, the maximum allowable distance between points in a cluster and the minimum number of centroids given a
classification required to deem that classification group a cluster. The maximum allowable
distance is chosen based on an estimate of the distance between pixels for a specified relative
orbit. This estimate is used as-is or given a multiplier to account for errors.
The success of the various in-space technology demonstrations listed above has
brought relative visual navigation to the forefront of research for future swarm and formation
missions, both cooperative and uncooperative in nature. By leveraging low SWaP COTS
hardware, visual navigation is also attractive for use on small spacecraft, especially as
processor capabilities continue to advance. Most formation demonstrations have been
performed between only two spacecraft, an observer and a single target. These successful
demonstrations have opened the door for the deployment of spacecraft swarms (with greater
than two members), enabling even more ambitious missions. However, formations with
larger numbers of spacecraft must also address the problem of multitarget tracking, wherein
the spacecraft states cannot be estimated until multiple incoming measurements are properly
associated.
1.3.3. Multitarget Tracking. There are a variety of multitarget tracking algorithms
outlined in the literature, but they can generally be split into three distinct groups: Joint
Probabilistic Data Association Filtering (JPDAF), Multiple Hypothesis Tracking (MHT),
and Random Finite Set (RFS) theory. [34] Not included in these groups is the most basic
MTT scheme, the Global Nearest Neighbor (GNN) approach, which evaluates the joint
association of all measurements to predicted measurements and minimizes the total error.
However, GNN performance is degraded when object tracks are not well separated.
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The JPDAF method extends the PDAF method to account for MTT scenarios, and
assumes a known number of targets. This method jointly estimates the target states by first
creating a validation matrix containing every possible target/measurement association pair,
and then selects from this complete validation matrix the set of feasible associations. An
important note in selecting the feasible associations is that each measurement only has one
source, and conversely each source only generates one measurement. These feasible joint
probabilities are then evaluated to assign the measurements. Each set of data associations
is performed independently of past association probabilities, and the state estimation is
performed separately from the measurement assignments. [34] While this method is wellestablished and widely used, the fact that it requires a known number of targets makes it
unuseful for constantly evolving swarms and formations of spacecraft.
Another well-established method for tracking multiple objects is MHT. In JPDAF,
each measurement/target pair is first considered, but unlike JPDAF, all of these possibilities
are kept as multiple hypotheses for the correct measurement/target associations. This list
of hypotheses is updated at every time step, and each hypothesis is given a track score. As
more measurements are processed the number of tracks grows exponentially, and so the
tree of hypothesis tracks is pruned to manage its size according to the track scores. This
method utilizes deferred decision logic, enabling measurements from previous time steps to
influence the assignment of future measurements, in essence giving the algorithm a history
of what the past data tracks look like to inform the next measurement assignments. [35] While
this method is effective, it can be very computationally expensive. However, Starling-1, a
planned NASA technology demonstration mission, will use MHT for MTT of a formation
of CubeSats. The angles-only navigation experiment, known as the Starling Formationflying Optical eXperiment (StarFOX), will use an MHT framework coupled with a series
of rule-based hypothesis pruning criteria to reduce the computational load. The rules are
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based on known dynamic relationships between the target and observer spacecraft. Ground
testing has thus far shown good results, with reported accuracies of 90% in Monte Carlo
trials. [11]
The final prominent, but still relatively new, MTT method is RFS theory. In RFS the
mutlitarget states are represented as a finite set of single target states, and the measurement
association is coupled with the state estimation. By analyzing the first moment of an RFS,
the probability hypothesis density, the number of targets and their associated states can
be determined. RFS does not require a known number of targets, and can account for a
changing number of targets over time. [36]
Each of these traditional MTT methods has different pros and cons, especially given
the SWaP-C constraints of small spacecraft. However, another data association paradigm,
unsupervised learning (also known as clustering), has the potential to be used for MTT
applications with many of the benefits from all three traditional MTT methods with few of
the drawbacks.
1.3.4. Clustering. Clustering is an unsupervised learning architecture that associates data based on a series of similarity and dissimilarity measures that are used to build
membership functions between each data point and a cluster. Unlike supervised learning,
which is trained on existing sets of data to a desired results for future datasets, unsupervised
learning does not necessarily present a correct answer. Clusters are characterized by the
arithmetic mean of all the data points in that cluster, referred to as the cluster center or
prototype. Clustering algorithms are typically used to analyze large datasets and discover
trends or structures that may be hidden within the data. While early clustering algorithms
such as K-Means clustering required a known number of clusters and performed crisp cluster assignments, advances have resulted in algorithms that can self determine or adjust the
number of clusters and perform fuzzy data point assignments. [37] Due to the lack truth
data to quantify the performance of clustering algorithms, cluster validity indices (CVI)
have been developed. These validity indices provide a quantitative measure of the quality of
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a clustering solution. For most clusters, a good solution tends to be composed of compact
and well separated clusters. Many CVI are thereby composed of intra-cluster compactness
measures and inter-cluster separation measures. CVI can also be used to inform general
clustering characteristics, such as if the clustering solution has resulted in over or under
partitioned data. [38]
As more data are constantly made available in the digital environment clustering
algorithms have been adapted to process streams of data as they are collected, known as
incremental clustering. The incoming streams of data can be used to update the existing
clusters, but the algorithms also find new clusters in the data as they form. The evolution
of the cluster centers over time can also be used to detect changes in nominal operations
or behaviors. These algorithms perform online learning by representing the data as cluster
prototypes, where the statistics from data points processed in the past are retained as a
sort of memory. Incremental clustering algorithms have been employed for a variety of
applications. One application relevant to this work is the grouping of predefined object
trajectories, such as clustering the trajectories of a family walking through an amusement
park. [13] Another application is employing a semisupervised adaptive resonance theory
model to predict ship movements in harbors in order to identify abnormal shipping behaviors. [39][40] Just as clustering algorithms were adapted for incremental clustering, cluster
validity indices have been adapted into incremental cluster validity indices (iCVI). iCVI
provide a time varying measure of incremental cluster performance, again predominately
based on cluster compactness and separation, but evaluated at each time step. Thus, the
iCVI also provides information about the transient nature of the data in addition to the the
evolution of the cluster centers. If a specific cluster suddenly begins to drop in compactness
it may signal a degrading functionality and clusters becoming less separated may mean
two clusters are merging. In some cases, evaluating the slope of the iCVI can be used to
predict when a new cluster is forming. [38] This work has shown that these indices can be
particularly helpful in describing the behavior of objects in a dynamical system.
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There are many similarities when comparing clustering algorithms to traditional
MTT methods. The validation matrix from JPDAF is analogous (though not mathematically
the same!) to the similarity/dissimilarity matrix used in clustering. The deferred decision
logic leveraged in MHT mirrors the effects of fuzzy clustering solutions and the retained
memory of past data points in cluster prototypes, but unlike MHT that requires large trees
of possible hypotheses to be constantly pruned, streaming clustering algorithms can learn
and adapt online using only the newest incoming data points. Finally, the representation
of target states as probabilistic random finite sets is the crisp/probabilistic equivalent of
fuzzy/possibilistic clustering algorithms. These similarities make incremental clustering
an attractive potential candidate for future MTT problems, particularly in the deep space
environment where autonomy and minimal data processing will be a key features of interest.

1.4. DEFINITION OF TERMS AND NOTATION
In an effort to provide clarity to the reader, a standard notation for equations/symbols
is used throughout the text. A boldfaced lower case symbol, such as x or 𝝁, denotes a vector.
Non-bold lowercase symbols indicate that the quantity is a scalar, and in the case where the
symbol have been previously presented as a vector, the non-bold symbol is the magnitude
of that vector, i.e. x =k x k. Boldfaced capitol letters denote that the variable is a matrix,
such as the covariance matrix 𝚺. A subscript of 𝑛 refers to a variable at time 𝑡 = 𝑛, while
subscripts of 𝑖, 𝑗, or 𝑘 are reserved for the derivation of the clustering algorithm and cluster
validity indices. A script left handed superscript defines the frame that position and velocity
vectors are expressed in terms of, such as Ir𝑜 . Any deviations from this notation will be
called out in the text when they occur.
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1.5. ASSUMPTIONS, LIMITATIONS, AND DELIMITATIONS
This work focuses on fully cooperative swarm members with known nominal mission
trajectories, and assumes that each spacecraft is equipped with a control system to maintain
its desired trajectory. A limitation of this study is the restriction of all swarm spacecraft
orbits to be circular, but this constraint can be relaxed and the methods presented applied
to other swarm geometries. The development of the algorithm and the derivations for
parameter initialization assume all swarm members have been deployed and are on their
nominal mission trajectory, but ongoing simulations will evaluate the ability of the algorithm
to perform in various phases of the mission. This method was applied to swarms of up
to five spacecraft and shown to accommodate a changing number of swarm members over
time.
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2. METHODOLOGY

This section provides the mathematical models and theoretical frameworks used
to develop the space object tracking measurement association algorithm. To begin, the
observer and hub formation geometry introduced in Section 1.1 is given in terms of an
observer/hub separation distance and viewing angle. Then, using the two-body dynamics
model and employing standard 3-D to 2-D camera projection equations, the spoke spacecraft
positions at any time are represented in the 2-D (𝑢, 𝑣) pixel coordinate space as viewed from
the observer spacecraft. This process is simplified in this work by defining a new reference
coordinate frame for the generalized circular formation. The 2-D pixel coordinate space
serves as the feature space for the clustering algorithm, which has been modified for space
object tracking from its original application (monitoring quality of life changes in elder care
patients). Following the clustering algorithm model description, the incremental cluster
validity indices chosen to evaluate the clustering performance are outlined. Two indices
were selected to show the contrast between minimum or maximum optimal algorithms, with
one algorithm quantifying cluster performance based on intra and inter cluster distances
and the other based on cluster normality.
There are three main goals to this research. The first is to develop a streaming
clustering algorithm for space object measurement association and demonstrate that it
can perform as well as or better than the current state-of-the-art. This goal was met and is
outlined in Section 3.1, but the clustering algorithm developed requires careful tuning based
on the different mission scenarios presented. That brings rise to the second goal of this
research, which is to perform a parametric study of the clustering parameters and determine
relationships between the clustering parameters and the mission specific criteria. The final
goal is to provide insight into how different cluster validity indices can be interpreted
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to gauge the success of the streaming clustering algorithm for the space object tracking
problem and to establish how changes in behavior patterns are correlated to the cluster
validity indices.

2.1. DYNAMICS AND FORMATION DESIGN
The research presented here was conducted using the two-body problem equations of
motion with the central body as the Moon, though it is expected that the methods presented
would work equally well for any central body. To begin, the classical orbital elements of
the hub spacecraft are denoted as

Kℎ =

h

𝑎 𝑒 𝑖 Ω 𝜔 𝑀

i
(2.1)

where 𝑎 is the semimajor axis, 𝑒 is the eccentricity, 𝑖 is the orbit inclination, Ω is the
right ascension of the ascending node, 𝜔 is the argument of perigee, and 𝑀 is the mean
anamoly. This orbit serves as the reference for both the along-track and generalized circular
(hub-and-spoke) formations. The hub classical orbital elements are converted to inertial
position and velocity using the standard method outlined in [41] and are given as

rℎ =

h

vℎ =

h

I

I

i𝑇
(2.2)

𝑥𝑖 𝑦 𝑗 𝑧 𝑘

𝑥¤𝑖 𝑦¤ 𝑗 𝑧¤ 𝑘

i𝑇
(2.3)

The hub LVLH frame is then defined using the inertial position and velocity as
I

𝑅ˆ =

rℎ

I

rℎ

(2.4)
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𝑊ˆ =

I

r ℎ × Iv ℎ

I

r ℎ × Iv ℎ

(2.5)

𝑆ˆ = 𝑊ˆ × 𝑅ˆ

(2.6)

Both the along-track and generalized circular formations are derived relative to the hub
LVLH frame.
2.1.1. Along-Track Formation. The along-track formation, shown in Figure 2.1,
is designed by selecting the magnitude of the observer-to-hub separation (𝜌) and viewing
angle (𝜙), which correspond to changes in the right ascension of ascending node (RAAN)
and mean anomaly of the hub orbit that then define the observer orbit. Both the hub and
observer spacecraft are on circular orbits. Note that the vector 𝝆 and 𝜙 are defined within
ˆ 𝑊ˆ plane, and 𝜙 is measured from the negative 𝑆ˆ axis.
the 𝑆-

𝑅ˆ

𝐻𝑢𝑏
𝑆ˆ

𝜙
𝝆
𝑊ˆ

𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟

Figure 2.1. Hub and observer spacecraft with the hub LVLH frame shown in red with its
notional orbit shown in black.

The viewing angle 𝜙 is included as a formation design parameter to extend the
observer orbit beyond the basic trailing or in-plane formation. When the observer directly
trails the hub, the viewing angle 𝜙 = 0. This view of the generalized circular formation from
the observer, shown in Figure 2.2(a), results in many occlusions making it more difficult to
distinguish between the individual spacecraft. The addition of the viewing angle provides
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a better view of the generalized circular formation, shown in Figure 2.2(b), and the effect
that the viewing angle has on the ability of the algorithm to track spacecraft is quantified in
the parametric study outlined in Section 2.5.

Hub
Hub

(a) View when 𝜙 = 0

(b) View when 𝜙 ≠ 0

Figure 2.2. Two views of a generalized circular formation from the observer where (a)
results in many occlusions between spacecraft over the period of the orbit and (b), with a
large viewing angle, reduces the chance of occlusions across an orbit period.

The separation between the observer and hub spacecraft is given in terms of the
hub LVLH frame, where the observer is separated from the hub in the along-track and
cross-track directions. Leveraging the Clohessy-Wiltshire equations and assuming the
intersatellite separation is small compared to the orbit semimajor axis, the separation vector
expressed in terms of the hub LVLH frame is then approximated as
R

𝝆=

i𝑇

h
0 𝜌 cos 𝜙 𝜌 sin 𝜙

(2.7)

Then using the formula for arc length, the change in mean anomaly and RAAN are

Δ𝑀 =

𝜌 cos 𝜙
𝑟

(2.8)

ΔΩ =

𝜌 sin 𝜙
𝑟

(2.9)
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where 𝑟 is the orbit radius. The observer classical orbital elements are then

K𝑜 = K ℎ −

h

0 0 0 ΔΩ 0 Δ𝑀

i
(2.10)

With the observer and hub orbits defined, they can then be propagated forward in time
to generate the measurement data. To maintain a constant time step between measurements,
f and g functions are used to propagate the orbits. The time between measurements is
related to the change in eccentric anomaly by

𝑛Δ𝑡 = 𝐸 𝑡 − 𝐸 𝑡−1 − 𝑒 (sin 𝐸 𝑡 − sin 𝐸 𝑡−1 )

(2.11)

The eccentric anomaly at 𝑡 = 0 is found by solving Kepler’s equation

𝑀0 = 𝐸 0 − 𝑒 sin 𝐸 0

(2.12)

using Newton’s method and then the true anomaly is

𝜈0 = 2 arctan

1+𝑒
1−𝑒

 1/2

𝐸0
tan
2

!
(2.13)

The orbit for each spacecraft is then propagated from 𝜈0 to 𝜈(𝑡) by solving Eq. 2.11 for 𝐸 (𝑡)
and using Eq. 2.13 to find 𝜈(𝑡). Then using the f and g functions

𝑓 =1−

r(𝑡)
[1 − cos (𝜈(𝑡) − 𝜈0 )]
𝑝

r(t)r0
𝑔= √
sin (𝜈(𝑡) − 𝜈0 )
𝜇𝑝

(2.14)

(2.15)
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𝑓¤ =

p



𝜈(𝑡) − 𝜈0
𝜇/𝑝 tan
2

𝑔¤ = 1 −



1
1
1 − cos (𝜈(𝑡) − 𝜈0 )
−
−
𝑝
r(𝑡) r0

r0 (1 − cos (𝜈(𝑡) − 𝜈0 ))
𝑝


(2.16)

(2.17)

The position and velocity for any time are

r(𝒕) = 𝑓 r0 + 𝑔v0

(2.18)

v(𝒕) = 𝑓¤r0 + 𝑔v
¤ 0

(2.19)

2.1.2. Generalized Circular Formation. The generalized circular formation geometry is developed from the Clohessy-Wiltshire equations, and outlined in Sabol et al. [42]
The result is a circular formation of a specified radius where each satellite on the circle
maintains a constant distance from the other spacecraft. The formation, also known as the
“hub and spoke” formation, is centered about a reference orbit (the hub orbit), and can exist
in a ±30° plane inclined from the hub cross-track/along-track plane. The ±30° planes are a
result of applying the constraint

𝑥 2 + 𝑦2 + 𝑧2 = 𝑟 2

(2.20)

(where here 𝑟 is the radius of the formation) in the Clohessy-Wiltshire equations. Leveraging
this geometry, the measurements for the spoke spacecraft can be generated using the observer
and hub position and velocities at each time step. Begin by defining the generalized circular
frame (GCF), shown in Figure 2.3, where the observer and hub spacecraft are moving from
left to right on the page. This frame is centered on the hub spacecraft, with the 𝐺ˆ axis along
the negative hub 𝑆ˆ direction, the 𝐶ˆ axis rotated 30° about the 𝐺ˆ axis from the negative hub
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ˆ
𝑅ˆ ℎ 𝐶

p

𝜎
𝐹ˆ
𝑆ˆ ℎ

𝐺ˆ

𝐻𝑢𝑏

R𝝆

𝑝

𝑊ˆ ℎ

𝑅ˆ 𝑜
R

𝑦ˆ

𝝆ℎ
𝑧ˆ
𝑆ˆ𝑜
𝑥ˆ

𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟
𝑊ˆ 𝑜

Figure 2.3. Generalized circular formation geometry shown in relation to the observer and
hub spacecraft with the observer LVLH frame in red, camera (𝑥𝑦𝑧) frame in black, hub
spacecraft LVLH frame in red, and GCF frame in blue.
𝑊ˆ axis, and the 𝐹ˆ axis completing the orthogonal set. A vector to point p on the circular
path of the circular formation expressed in terms of the GCF frame is given as
G

p=

i𝑇

h
𝑟 cos 𝜃 𝑟 sin 𝜃 0

(2.21)

where 𝑟 is the spoke radius and 𝜃 is the angle measured from the 𝐺ˆ axis, and is shown in
Figure 2.4. This vector can be expressed in terms of the hub LVLH frame by applying the
rotation


 0
sin 𝜎 cos 𝜎 


G
R
p =  −1
0
0  p




 0 − cos 𝜎 sin 𝜎 



(2.22)
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𝐶ˆ

p
𝑆ˆ

𝜃

𝐺ˆ

𝐻𝑢𝑏

Figure 2.4. View of the GCF frame with the 𝐹ˆ axis out of the page.
where 𝜎 is the inclination of the general circular formation, which for this work is taken
to be 30°. It is expected the results would be the same if the -30° case were chosen. The
vector Rp is then rotated from the hub LVLH frame to the inertial frame using the rotation
matrix 𝑇 from above as
I

p = I𝑇 R Rp

(2.23)

2.2. MEASUREMENT GENERATION
With the formations defined, measurements can be generated for the spacecraft
tracking algorithm to process. These measurements consist of the film coordinate locations
(measured in pixels) of objects in images taken by the observer spacecraft. These measurements are recovered by projecting the position of an object from 3-D space into the 2-D
image plane of the camera. To begin, the vector from the observer spacecraft to the point p
is given as
I



𝝆 𝑝 = r ℎ + I p − r𝑜

(2.24)
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where r𝑜 is the Cartesian position of the observer spacecraft expressed in terms of the
inertial frame. Similarly, the vector from the observer to the hub is given as
I

𝝆 ℎ = r ℎ − r𝑜

(2.25)

The two relative vectors from the observer to the point p and the observer to the hub
are expressed in terms of the observer LVLH frame, again using the rotation matrix R𝑇 I
constructed from the observer inertial position and velocity.
R

𝝆 𝑝 = R𝑇 I I 𝝆 𝑝

(2.26)

R

𝝆 ℎ = R𝑇 I I 𝝆 ℎ

(2.27)

Next, the 𝑥ˆ − 𝑦ˆ − 𝑧ˆ camera frame is constructed using the LVLH observer-hub vector,
shown in Figure 2.5. The imaging system camera boresight is fixed along the observer-hub
vector for all simulations, which would be achieved in practice by controlling the observer
spacecraft attitude or by controlling some stand-alone camera fixture.
Two camera pointing angles, 𝛼 and 𝛽 are defined as

𝛼 = arctan

𝛽 = arctan p

R

𝝆ℎ =

𝜌 ℎ𝑊
𝜌 ℎ𝑆

(2.28)

𝜌ℎ𝑅
𝜌 ℎ 𝑆 2 + 𝜌 ℎ𝑊 2

(2.29)

i𝑇

h
𝜌 ℎ 𝑅 𝜌 ℎ 𝑆 𝜌 ℎ𝑊

(2.30)
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𝑅ˆ

𝑦ˆ

𝑅ˆ

𝜌ˆ ℎ

𝑦ˆ
𝑧ˆ

𝜌ˆ ℎ

𝑆ˆ

𝑆ˆ

𝑧ˆ
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟

𝛽
𝛼

𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟

𝑥ˆ
𝑊ˆ

𝑊ˆ

(a) Camera frame when 𝛼 = 0 and 𝛽 = 0

𝑥ˆ

(b) Camera frame when 𝛼 ≠ 0 and 𝛽 ≠ 0

Figure 2.5. Two views of camera frame where (a) shows the camera frame and LVLH frame
alignment when 𝛼 = 0 and 𝛽 = 0 and (b), shows the rotation of the camera frame when
𝛼 ≠ 0 and 𝛽 ≠ 0.
with the appropriate quadrant checks applied to Eqs. 2.28 and 2.29. Note that 𝛽 is exaggerated in Figure 2.5(b) for enhanced visualization. The vector from the observer to the point
p in the camera frame (X) is then given by the series of rotations


 0 0 1 




X
𝝆 𝑝 =  1 0 0 




 0 1 0 






 cos 𝛽 − sin 𝛽 0   1
0
0 





 sin 𝛽 cos 𝛽 0   0 cos 𝛼 sin 𝛼  R 𝝆
𝑝









0
1   0 − sin 𝛼 cos 𝛼 
 0




(2.31)

where the 𝛼 rotation is performed first about the observer 𝑅ˆ axis followed by the 𝛽 rotation
about the camera 𝑥ˆ axis.
Now that the vector from the observer to the point is expressed in terms of the
camera frame, it can be projected to the “film” two dimensional pixel coordinates [u,v],
shown in Figure 2.6. This requires defining a set of camera parameters that includes the
focal length ( 𝑓𝑥 , 𝑓 𝑦 ), image size (𝑙, 𝑤), and the aspect ratio (𝑙 0 : 𝑤 0) [43]. The projection is
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𝑦ˆ

𝑢ˆ
Fp

𝑧ˆ
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟
𝑣ˆ
𝑥ˆ

Figure 2.6. The point p shown in the F film coordinate system (or the image plane) shown
in blue, which lies in the 𝑥-𝑦 plane of the camera frame.
given as

 0   − 𝑓𝑥
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(2.32)

𝑢=

𝑥0
𝑧0

(2.33)

𝑣=

𝑦0
𝑧0

(2.34)
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F

p=[ 𝑢 𝑣 ]

(2.35)

To recover the discreet [𝑢, 𝑣] film coordinate measurements for each time step, the
angle 𝜃 of point p in the GCF frame is related to time through the orbital mean motion, as
the period of one revolution of a spacecraft (i.e, a spoke) along the circular formation is
equal to the orbital period of the hub spacecraft giving

Δ𝜃 = 𝑛Δ𝑡

(2.36)

A measurement is generated for each 𝜃 value for each spacecraft for one orbital
period. To build the generalized circular formation with 𝑁 number of spacecraft, the
starting 𝜃 value for each spacecraft 𝑛 is equally distributed around the circle in the GCF
frame as

𝜃 𝑛 = (𝑛 − 1)

2𝜋
𝑁

(2.37)

Variable zoom is included in the camera projection equations to ensure that the data occupy
as much of the captured image as possible for any given swarm configuration. In practice
the observer spacecraft would have a fixed focal length lens selected by mission designers to
achieve the same effect. In these simulations, the focal length is computed for each scenario
by selecting a desired film coordinate position for an extrema point and back-calculating
the required focal length to achieve the desired projection. In all simulations, there are
two extrema points (points closest to the edges of the image), which are determined by
first projecting the points from the camera frame to the image plane using a standard focal
length. Then the extrema point closest to 𝜃 = 0° on the GCF is used to determine the desired
focal length. Using either of these points results in the same focal length values, so only
one was evaluated here. This point, when projected into the image plane using the method
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outlined above is denoted as

X ∗

𝝆

𝑝

 ∗ 
 𝑥 




=  𝑦 ∗ 


 ∗ 
 𝑧 



(2.38)

The desired 𝑢 film coordinate location is defined as 𝑢 ∗ , and the corresponding 𝑣 pixel
location is
𝑣∗ =

𝑤0 ∗
𝑢
𝑙0

(2.39)

given the aspect ratio (𝑙 0 : 𝑤 0). Then using equations 2.32-2.34, the focal length [ 𝑓𝑥 , 𝑓 𝑦 ] is
given as

𝑙 𝑧∗
𝑓𝑥 = −𝑙 𝑢 −
2 𝑥∗

(2.40)

𝑤  𝑧∗
𝑓 𝑦 = −𝑤 𝑣 −
2 𝑦∗

(2.41)

0

0





∗

∗

This process ensures that for each simulation the GCF occupies the same width of
the image. Figure 2.7 shows two sets of generated data over one orbit period. Each of
the scenarios in Figure 2.7 have two spoke spacecraft (one shown in blue, the other in red)
that complete one orbit period. Even though the observer for each scenario is separated by
a different distance 𝜌, the variable zoom results in each dataset spanning the same width
in the image plane. The “eye” shape of the projected orbit is caused by the cross-track
oscillation of the observer position about the negative hub 𝑆ˆ axis that is an effect of the
difference in RAAN. Increasing the viewing angle 𝜙 increases the separation between the
spacecraft when they cross through the middle of the image.
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(a) Viewing angle 𝜙=15°

(b) Viewing angle 𝜙 =45°

Figure 2.7. Two datasets generated for different scenarios with two spoke spacecraft (one
blue, one red), different observer hub distances, and different viewing angles. Note that
larger viewing angles provide greater spoke spacecraft separations when viewed in the
image plane.
2.3. CLUSTERING
Unsupervised learning, or “clustering,” does not rely on labeled datasets, and is
frequently used to find hidden structures and relationships in large sets of data. In general,
objects are assigned to clusters based on how similar they are to other members of the
cluster. There are a variety of clustering methods and similarity measures, and recently it
has been postulated that streaming clustering algorithms lend themselves better to classification problems than traditional clustering data analytics. [44] For space object tracking,
identifying clusters temporally as data arrive from sensors can be done using new streaming clustering techniques. Using these techniques, data are processed sequentially as they
arrive, and in general only the last data point added to each cluster is saved for use in future
classification. Streaming clustering lends itself well to SmallSat navigation systems that
receive sensor data over time but cannot save all of the data due to the computational/storage
limits of SmallSat hardware. In addition to classifying “good” incoming data, streaming
clustering algorithms can also catalog anomalous data points. This list of anomalous data
points then becomes a mechanism to find new clusters when they form. [45] For spacecraft
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swarm and formation missions, new spacecraft may be periodically added to or removed
from the swarm. Using a streaming clustering algorithm, new spacecraft can be detected
by the algorithm as new clusters, and clusters for objects that leave the swarm or camera
field of view can be removed (referred to as a cluster death).
The framework used to develop the spacecraft tracking algorithm in this study is the
Sequential Possibilistic Gaussian Mixture Mode (SPGMM) method. [14] This algorithm
was adapted and modified from its original form in several ways to facilitate space object
tracking. First, the algorithm was adapted to process multiple inputs at a single time step,
accounting for the fact that each cluster can only be assigned one measurement per time step.
A cost function was also utilized to assign data points to a particular cluster, which is a major
adaptation from the original SPGMM algorithm that only checked if points were within
a certain Mahalanobis distance of an existing cluster. While evaluating the Mahalanobis
distance exclusively for data sets with clusters that are expected to be semi-stationary has
been shown to be effective, this metric has been shown to be insufficient for rapidly moving
object clusters. [46] The cost function that was implemented here for tracking moving targets
includes the Mahalanobis distance measure of a point to the cluster centers, the Euclidean
distance measure between an incoming point and the previous point added to the clusters,
and a cluster direction angle measure that quantifies the angle between an incoming point
and the previous cluster direction. Points are then assigned to the cluster with the lowest
associated cost. Another modification made to the SPGMM algorithm was the inclusion
of a learning rate to enable the cluster means to move through the image plane. These
adaptions to the algorithms are further detailed later in this section.
The SPGMM method is composed of two main elements: searching for clusters
and adding points to clusters. Clusters are initially discovered by running a version of the
Sequential Possibilistic One-Means clustering algorithm on a distribution of points, which
partitions those points into clusters and is a static or batch clustering process. To add
points to clusters as new measurements arrive, they are assigned to existing clusters based
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on a cost function, which is the streaming clustering process. If the points fall within the
Mahalanobis distance and cluster direction threshold, they are added to that cluster and the
cluster statistics are updated. If a point does not meet the threshold to be added to a cluster,
it is added to an anomaly list. The list of anomalies is then periodically searched using
SP1M to discover new clusters within the distribution of points on the anomaly list. This
process is outlined graphically in Figure 2.8.

Run
SP1M-DE

Incoming
X𝑡+1

Calculate
𝐽 (𝐷, 𝐸, 𝐴)

Check d, 𝛼

𝑦𝑒𝑠

Update
𝜇 and Σ

𝑛𝑜

Generate
𝜇𝑐+1 , Σ𝑐+1

Add point
to anomaly
list

Run
SP1M-DE

Figure 2.8. Streaming clustering algorithm (SPGMM) flow diagram for spacecraft measurement assignment.

2.3.1. Static (Batch) Clustering. To search for clusters, the SPGMM algorithm
employs the Sequential Possibilistic One-Means with Dynamic Eta (SP1M-DE) method. [47]
This method is derived from the Possibilistic C-Means algorithm (PCM), in which clusters
are found independently of one another, making it possible to find a nontrivial singleton
cluster, denoted as P1M. [48] SP1M is the result of running P1M sequentially on the data
set until each point is assigned to a cluster or the maximum number of clusters is found.
PCM assigns points to clusters by minimizing the cost function

𝐽 (𝑈, 𝑉, 𝑋) =

𝑐 Õ
𝑛
Õ
𝑖=1 𝑘=1

𝑚
u𝑖𝑘

2

||v𝑖 − x 𝑘 || +

𝑐
Õ
𝑖=1

𝜂𝑖

𝑛
Õ
𝑘=1

(1 − u𝑖𝑘 ) 𝑚

(2.42)
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where 𝑈 is the partition matrix, 𝑉 is the collection of cluster centers, and 𝑋 is the dataset to
be clustered, and 𝑐 is the total number of clusters. The partition matrix is composed of the
set of typicality vectors, u, which contain the typicality measure of each point to a given
cluster center. The individual elements of the typicality vectors are computed as
1

u𝑖𝑘 =
1+

1
 𝑑 2  𝑚−1

(2.43)

𝑖𝑘

𝜂𝑖

where 𝑖 is the cluster number and 𝑘 is the data point. The fuzzifier 𝑚 determines the level of
“fuzziness” of the clustering algorithm, and is defined on the interval 𝑚 ∈ [1, ∞]. Higher
values of 𝑚 result in fuzzier clusters, and 𝑚 = 1 results in crisp clustering results where
the membership 𝑢 is equal to zero or one. As 𝑚 is increased the typicality of each point
in the dataset to each cluster is reduced, and at some value of 𝑚 for any given dataset,
the memberships will become too low to distinguish individual clusters. Determining an
appropriate level of fuzziness is explored in the parametric study outlined in Section 2.5.
The pairwise squared Euclidean distance 𝑑 between each point x and the cluster center v,
is divided by the parameter 𝜂 that defines the range of the cluster, or the distance at which
points should have a typicality of 0.5 or greater. [48] This value of 𝜂 is varied dynamically
within the SP1M-DE algorithm to find the optimal selection for the cluster centers. To
begin, the minimum and maximum values for the range of 𝜂 are defined as

𝜂max =

q

𝜎12 (𝑋) + · · · + 𝜎𝑝2 (𝑋)

𝜂min =

𝜂max
𝑘𝜂

(2.44)

(2.45)

where 𝜂max is the standard deviation (or range) of the dataset and 𝜂min is 𝜂max divided by
some constant 𝑘 𝜂 . The dynamic mechanism of SP1M-DE is to then increase 𝜂 from 𝜂min to
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𝜂max by a value of Δ𝜂, given as

Δ𝜂 =

𝜂max − 𝜂min
𝑁𝜂

(2.46)

where 𝑁𝜂 is a user specified number of increments. In [47] both 𝑘 𝜂 and 𝑁𝜂 were set
as 100. The value of 𝜂 that results in the Pareto optimal average typicality for a cluster
is then used for the remaining portion of the SP1M-DE algorithm. For each iteration of
SP1M-DE, a point x is selected from the dataset as a potential cluster center, v. In many
clustering algorithms, the cluster centers are first selected randomly from the dataset X0 , but
in SP1M-DE they are found probabilistically using the typicalities from previously found
clusters, where the probability of data point x 𝑘 being a cluster center is



1


𝑛






𝑝(𝒙 𝑘 ) = 0



1− max u 𝑗 𝑘


𝑗=1,...,𝑖

Í

 𝑛− 𝑛𝑘=1 max u 𝑗 𝑘

𝑗=1,...,𝑖


if i = 1
if max u 𝑗 𝑘 > 0.5
𝑗=1,...,𝑖

(2.47)

otherwise

where 𝑛 is the total number of points in the dataset and 𝑖 is the number of previously found
clusters. This ensures that if a point has a large typicality measure for an existing cluster, it
is less likely to be chosen as the center for a new cluster.
The typicality for each point in the dataset is computed via Eq. 2.43 beginning with
𝜂 = 𝜂𝑚𝑖𝑛 resulting in an average typicality, ū, across the 𝑘 points for that cluster. Then using
the same point as the cluster center, 𝜂 is incremented by Δ𝜂 and the process is repeated until
𝜂 = 𝜂𝑚𝑎𝑥 . This generates of function of ū with respect to 𝜂, visualized in Figure 2.9.
As was discovered in [49], when the cluster center v is selected as a point from a
dense area of the dataset X0 , the function ū(𝜂) is concave, shown in Figure 2.9(a). However,
if an outlier or noisy point is chosen as the cluster center, then ū(𝜂) is convex, shown in
Figure 2.9(b). To first determine whether a point should be used as an initial cluster center,
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(a) ū vs. 𝜂 is a concave function

(b) ū vs. 𝜂 is a convex function

Figure 2.9. Two figures showing ū as a function of 𝜂 where (a) represents a good choice of
the cluster center v and (b) represents a case when an outlier is selected as v.
the second derivative is calculated to determine whether ū(𝜂) is concave or convex. The
numerical derivative of ū(𝜂) is calculated using the forward finite difference method, where
ū0 =

𝑑 ū Δū
≈
𝑑𝜂 Δ𝜂

(2.48)

which is visualized in Figure 2.10.

(a) ū0 vs. 𝜂 is decreasing

(b) ū0 vs. 𝜂 is increasing

Figure 2.10. Two figures showing ū0 as a function of 𝜂 where (a) represents a good choice
of the cluster center v and (b) represents a case when an outlier is selected as v.
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The second derivative can be calculated numerically by using the forward finite
difference method on 𝑢¯0 (𝜂). However, from Figure 2.10, it can be shown that for the point x
to be a good choice of the initial cluster center v, the difference of the first two consecutive
values of ū0 (𝜂) must be negative, denoted as
Δū0 = ū0 (𝜂2 ) − ū0 (𝜂1 )

(2.49)

Thus, if Δū0 is positive, a new point is immediately chosen as the initial cluster center. If
Δ𝑢¯0 is negative, then the value of 𝜂𝑖 selected for cluster 𝑖 is taken as the “knee point” of
ū0 (𝜂). The knee point is defined as the point of maximum curvature 𝜅,
k ū0 (𝜂) × ū00 (𝜂) k
𝜅 = max
k ū0 (𝜂) k 3



(2.50)

and the value of 𝜂 can be different for each cluster in the dataset. Psuedocode for determining
𝜂 for each cluster is provided in Algorithm 1.
Once an appropriate 𝜂 is selected, the cluster center v is updated to minimize the
cost function from Eq. 2.42 as

v𝑛𝑒𝑤

Í 𝑚
u X0
= Í𝑖 𝑚
u𝑖

(2.51)

until the magnitude of the change in successive values of v𝑖 is less than some threshold 𝜀,

k v𝑛𝑒𝑤 − v𝑜𝑙𝑑 k≤ 𝜀

(2.52)

A commonly used value is 𝜀 = 0.01. Psuedocode for finding the optimal cluster center is
provided in Algorithm 2.
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Algorithm 1 Psuedocode for Finding 𝜂𝑖
1: Input:Xq
0 ← dataset to be clustered
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

𝜂max = 𝜎12 (𝑋) + · · · + 𝜎𝑝2 (𝑋)
𝜂min = 𝜂𝑘max
𝜂
min
Δ𝜂 = 𝜂max𝑁−𝜂
𝜂
while
Select v0 ∈ X0 with 𝑝(X0 )
𝜂 = 𝜂min
for 𝑛𝜂 = 1 : 𝑁𝜂
for 𝑘 = 1 : 𝑁
𝑑𝑖𝑘 =k x 𝒌 − v0 k 2
1
u𝑖𝑘 =
2 /𝜂 1/(𝑚−1)
1+ ( 𝑑𝑖𝑘
𝑖)
end for Í 𝑁
u
ū(𝑛𝜂 ) = 𝑘=1𝑁 𝑖𝑘
𝜂 = 𝜂 + Δ𝜂
end for
for 𝑛𝜂 = 1 : 𝑁𝜂 − 1
ū(𝑛 +1)−ū(𝑛 )
𝑢¯0 (𝑛𝜂 ) = 𝜂 Δ𝜂 𝜂
end for
if ū0 (2) − ū0 (1) < 0
𝜂𝑖 = knee point of ū0 (𝜂)
break
end if
end while

Algorithm 2 Psuedocode to Find Optimal Cluster Center
1: Inputs: (X0 , 𝜂𝑖 , v, u𝑖 )
2:
3:
4:
5:
6:
7:
8:
9:
10:

For cluster
Í 𝑚i:
u x
v𝑛𝑒𝑤 = Í u𝑖𝑚
𝑖
Δv =k v𝑛𝑒𝑤 − v
while Δv ≥ 𝜀
v = v𝑛𝑒𝑤
for 𝑘 = 1 : 𝑁
𝑑𝑖𝑘 =k x 𝒌 − v k 2
1
u𝑖𝑘 =
2 1/(𝑚−1)
1+

11:
12:

𝑑
𝑖𝑘
𝜂𝑖

end forÍ 𝑚
u x
v𝑛𝑒𝑤 = Í u𝑖𝑚
𝑖

13:
14:
15:

Δ𝒗 =k v𝑛𝑒𝑤 − v k 2
end while
v𝑖 = v
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2.3.2. Streaming Clustering. After the initial clusters are found using SP1M-DE,
the data points they are composed of are described by a Gaussian distribution (mean and
covariance), resulting in a Gaussian mixture to describe the entire initialization data set.
Then, for each time step a set of measurements X𝑡 is collected and evaluated to select the
“winning” clusters. The winning cluster for each point is selected by minimizing the cost
function

𝐽 (D, E, A) =

𝐶 Õ
𝑛
Õ
𝑖=1 𝑘=1

d𝑖𝑘
e𝑖𝑘
𝛼𝑖𝑘
+
+
max(d𝑖 ) max(e𝑖 ) max(𝜶𝒊 )

(2.53)

where d𝑖𝑘 is the Mahalanobis distance between an incoming point 𝑘 and cluster 𝑖, e𝑖𝑘 is the
Euclidean distance between an incoming point 𝑘 and cluster 𝑖, and 𝛼𝑖𝑘 is the cluster direction
angle between an incoming point 𝑘 and cluster 𝑖. The Mahalanobis distance matrix D is
given as


d11 d12 . . . 


 . .


..
D =  ..





d 𝐼𝐾 
d 𝐼1



(2.54)

where 𝐼 is the number of existing clusters for a given time step and 𝐾 is the number of
objects detected in an image at that time. D is composed of the individual Mahalanobis
distances

d𝑖𝑘 =

q

(x 𝑘 − 𝝁𝑖 ) T 𝚺𝑖−1 (x 𝑘 − 𝝁𝑖 )

(2.55)
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where 𝑑 is the Mahalanobis distance, x is the (𝑢, 𝑣) centroid, 𝝁 is the mean of the Gaussian
distribution 𝑖 which doubles as the cluster center, and Σ is the covariance of the Gaussian
distribution 𝑖. The Euclidean distance matrix E is similarly defined as


e11 e12 . . . 


 . .



.
.
E=  .
.





e 𝐼𝐾 
e 𝐼1



(2.56)

e𝑖𝑘 =k (x 𝑘 − 𝝁𝑖 ) k

(2.57)

composed of the elements

Finally the cluster direction angle matrix A is defined as


𝛼11 𝛼12 . . . 



 .
.

..
A =  ..





𝛼 𝐼𝐾 
𝛼𝐼1



(2.58)

The cluster direction angle is defined as the angle between the direction of consecutive points, and is checked to ensure that measurements from other objects or anomalies
close to the spacecraft’s trajectory are not added to the cluster, adding robustness to the
algorithm. This angle check can be performed using only the last point added to the cluster
or by averaging the direction of several points in a sliding window to quantify the average
direction that cluster is moving. To begin, only a single point is shown here, but the addition
of a sliding window is detailed in Section 3.1. First, the vector between a point added to a
cluster 𝑖 at 𝑡 = 𝑛 and the previous point is

Δx𝑖,𝑛 = x𝑖,𝑛 − x𝑖,𝑛−1

(2.59)
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and the direction of this vector

s𝑖 , 𝑛 =

x𝑖,𝑛 − x𝑖,𝑛−1
k x𝑖,𝑛 − x𝑖,𝑛−1 k

(2.60)

along with the point x𝑖,𝑛 are saved for the next time step. For each a new point 𝑘 at time
𝑡 = 𝑛 + 1, the vector between the new point and the previous point is

Δx 𝑘,𝑛 = x 𝑘,𝑛+1 − x𝑖,𝑛

(2.61)

with direction

s 𝑘,𝑛+1 =

x 𝑘,𝑛+1 − x𝑖,𝑛
k x 𝑘,𝑛+1 − x𝑖,𝑛 k

(2.62)

Using the dot product definition, the angle between these vectors is


s𝑖,𝑛 · s 𝑘,𝑛+1
𝛼𝑖𝑘 = arccos
s𝑖,𝑛 s 𝑘,𝑛+1


(2.63)

Because the arc cosine function only returns angles 𝛼 ∈ [0, 𝜋], a quadrant check is performed
to recover the correct cluster direction angle. If s𝑖,𝑛 · s 𝑘,𝑛+1 is negative and the 𝑢 pixel
directions of s𝑖,𝑛 and s 𝑘,𝑛+1 are the same (both positive or both negative) then

𝛼𝑖𝑘 = 𝜋 − 𝛼𝑖𝑘

(2.64)

Similarly, if s𝑖,𝑛 · s 𝑘,𝑛+1 is positive and the 𝑢 pixel directions of s𝑖,𝑛 and s 𝑘,𝑛+1 are different
(one positive and one negative) then

𝛼𝑖𝑘 = 𝜋 − 𝛼𝑖𝑘

(2.65)
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After all the elements of D, E, and A are computed, then the elements of the cost matrix J
are

j𝑖𝑘 =

d𝑖𝑘
e𝑖𝑘
𝛼𝑖𝑘
+
+
max(d𝑖 ) max(e𝑖 ) max(𝜶𝒊 )

(2.66)

Point x 𝑘 is assigned to the cluster 𝐼 that has the lowest associated cost j 𝐼 𝑘 . An
important note is that for a given time step, only one data point can be assigned to each
cluster. If more than one point shares a winning cluster, the point assignment with the lower
cost is kept and the other points are reassigned to the cluster with the next lowest cost. This
process is repeated until each cluster has been designated the winner for only one point
from X. If there are more measurements than clusters at a given time step, the point with
the maximum cost is added to the anomaly list and the cluster assignments are reconciled.
Then for each cluster, if the Mahalanobis distance d 𝐼 𝑘 is less than dmax , the Mahalanobis
distance threshold, and 𝛼 𝐼 𝑘 is less than 𝛼𝑚𝑎𝑥 , the cluster direction threshold, the point is
added to that cluster 𝐼 and the cluster Gaussian mean and covariance are updated using

𝝁𝑛+1 = 𝝁𝑛 + 𝜉

𝚺𝑛+1 =

𝒙 𝑛+1 − 𝝁𝑛
𝝁𝑛+1


T

𝝁𝑛+1 − 1 𝚺𝑛 + 𝒙 𝑛+1 − 𝝁𝑛
𝒙 𝑛+1 − 𝝁𝑛+1
𝝁𝑛+1

(2.67)

(2.68)

where |𝜇𝑛+1 | is the cardinality of the winning cluster and 𝜉 is the learning rate for the cluster
mean. The learning rate is adaptive to the Mahalanobis distance of an incoming data point,
and is given by

𝜉 = sin

𝜋
dmax


d 𝐼 𝑘 𝜉max

(2.69)
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where 𝑑max is the maximum allowable Mahalanobis distance and 𝜉max is the maximum
learning rate. The adaptive learning rate enables the algorithm to track the spacecraft
as they move throughout the image plane while retaining information regarding the past
trajectory. A similar learning rate was implemented in [50] to act as a low-pass filter for
data being added to Gaussian mixtures with a probabilistic adaptive formulation, and there
is potential to explore other adaptive learning rate methods from the neural network and
controls fields. Analyzing the nominal spoke spacecraft trajectory enables the initialization
of the maximum mean learning rate 𝜉. The maximum learning is taken as the mean
magnitude of the expected distance between consecutive data points in film coordinates
plus a multiple, 𝑘, of standard deviations from the mean as

𝜉max = Δp + 𝑘𝜎 (Δp)

(2.70)

Incoming points not found to be part of an existing cluster are added to the list of
anomalies that is checked for new clusters if the number of points on the anomaly list reaches
a certain theshold. The search for new clusters is completed by running one instance of
P1M, enabling the algorithm to detect new objects over time. Additionally, each time the
mean and covariance of a cluster Gaussian are updated, all points on the anomaly list are
checked to see if they fit within the updated cluster.
The complete measurement association algorithm is presented as psuedocode in
Algorithm 3. The algorithm is initialized using data from the specified number of images.
In an applied scenario, the time that the observer spacecraft has to initialize is limited. If
initialization is excessively long, the swarm may drift apart following deployment before
any corrective action can be taken. The determination of the amount of data used for
initialization and its effect on the ability of the algorithm to confidently identify clusters
was analyzed in the parametric study outlined in Section 2.5.
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Algorithm 3 Psuedo Code for SPGMM-Based Spacecraft Tracking Algorithm
1: procedure
2: Inputs:
3:
X0 ← initialization dataset ((x,y) centroids from n images)
4:
𝑑max ← maximum allowable Mahalanobis distance
5:
𝜃 max ← maximum allowable angle
6:
𝜉max ← maximum learning rate
7:
𝑀 ← minimum anomaly list size to check for clusters
8:
𝑚 ← minimum number of points to create a new cluster
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

Initialization:
Run SP1M on X0 ← Outputs cluster centers (V) and typicality matrix (U)
Generate Gaussian mixtures based of cluster members found from U
Add any points not meeting minimum typicality for a cluster to anomaly list
Updating Clusters:
for 𝑡 = 0 : end of mission
X𝑡 ← incoming (x,y) centroids at time t
Calculate D using Eq. (2.55) ← select “winning” cluster
Calculate angle 𝜃 between s𝑛 and s𝑛+1 using Eq. (2.63)
if 𝑑 < 𝑑max & 𝜃 < 𝜃 max
Update 𝝁 and Σ of winning cluster Gaussian using Eqs. (2.67) and (2.68)
Check to see if any anomalies fit within updated cluster
else
Add x𝑡 to anomaly list
if size anomaly list > 𝑀
Run SP1M to search for new clusters
if new cluster found & number of points in cluster ≥ 𝑚
Generate Gaussian distribution for points in new cluster
Remove points in new cluster from anomaly list
end if
end if
end if
end for
end procedure
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2.4. INCREMENTAL CLUSTER VALIDITY INDICES
Cluster validity indices (CVI) are a means to quantify the performance of the
clustering algorithms where traditional validation methods such as mean square error cannot
be computed because of the lack of truth or training data. A variety of cluster validity indices
exist for traditional clustering algorithms, and many of these have been adapted to serve as
online incremental cluster validity indices (iCVI) for streaming clustering algorithms. [38]
Most CVI and iCVI measure the quality of a clustering solution based on two metrics: cluster
compactness and cluster separation. A “good” clustering solution results in each individual
cluster being compact and well separated from other clusters in the feature space. Research
has shown that certain iCVI can detect different adverse clustering behaviors (under and
over partitioning).[38] Additionally, some iCVI formulations are minimum optimal where
lower values indicate better clustering, while others are maximum optimal. One incremental
cluster validity index chosen to evaluate the performance of the clustering algorithm (which
was originally proposed to evaluate the SPGMM algorithm) is the Incremental Partition
Coefficient and Exponential Separation index. [51] This scalar maximum optimal index
evaluates clusters on two factors: a normalized partition coefficient and an exponential
separation measure. The partition coefficient, given by
𝑐
Õ
M𝑖,𝑡+1
Partition Coefficient =
𝜇
𝑖=1 M,𝑡+1

(2.71)

is a measure of how compact a cluster is (M𝑖,𝑡+1 ) relative the compactness of the most
compact cluster (𝜇M,𝑡+1 ). The exponential separation, given by

Exponential Separation =

𝑐
Õ
𝑖=1

min{k 𝝁𝑖,𝑡+1 − 𝝁 𝑘,𝑡+1 k}
©
exp −
«

𝑘≠𝑖

𝛽𝑇

ª
®
¬

(2.72)
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measures the separation between a cluster and its nearest neighbor. Because the total index
continually increases, it is more useful to analyze the incremental update to the index,
ΔPCAES, given by
min{k 𝝁𝑖,𝑡+1 − 𝝁 𝑘,𝑡+1 k}
𝑐
𝑐
Õ
M𝑖,𝑡+1 Õ
© 𝑘≠𝑖
ª
exp −
ΔPCAES =
−
®
𝜇
𝛽
M,𝑡+1
𝑇
𝑖=1
𝑖=1
«
¬

(2.73)

that is computed using the only the incoming data point, 𝑥, the cluster means, 𝝁, and an
incremental compactness value, M𝑖,𝑛+1 . M𝑖,𝑛+1 is computed incrementally by

M𝑖,𝑡+1 = M𝑖,𝑡 + u𝑖,𝑡+1

2

(2.74)

where u𝑖,𝑛+1 is given as
1

u𝑖,𝑡+1 =
Í𝑐
𝑙=1




kx−𝝁𝑖 k 2
kx−𝝁𝑙 k

(2.75)

The incremental compactness M𝑖,𝑡 is initialized as the number of points in each cluster. The
total average distance measure for all clusters, 𝛽T,𝑡+1 , is

𝛽T,𝑡+1

𝑐
Õ
k 𝝁𝑙,𝑡+1 − 𝝁𝑡+1 k 2
=
c
𝑙=1

(2.76)

with 𝝁𝑛+1 given by

𝝁𝑡+1

𝑐
Õ
𝝁𝑖,𝑡+1
=
c
𝑖=1

(2.77)

as the average of all the cluster centers. When new clusters are found, this incremental index
will increase noticeably because the denominator of the partition coefficient, 𝜇M , given by

𝜇M = min M𝑖,𝑡+1
1≤𝑖≤𝑐

(2.78)
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will be much smaller than the incremental compactness (M𝑖,𝑛+1 ) of the old clusters. However,
as more data are processed the incremental index will decrease and converge. Because the
partition coefficient in the iPCAES index is always greater than or equal to one, and
exponential separation is always between zero and one, the total index is always positive.
For this reason, larger total index values suggest better clustering results. However, when
analyzing the value of ΔPCAES, smaller updates indicate that the detected clusters are well
partitioned and are stable structures within the data.
While the iPCAES iCVI has been shown to provide useful insight into the performance of the SPGMM algorithm for the spacecraft tracking problem, it (like all iCVI based
on compactness/separation measures) assumes the clusters are generally hyperspheres,
which can lead to errors when the clusters are elongated. For space object tracking where
the object is constantly moving through the image plane, elongated clusters are expected
because of the system dynamics. For this reason, the incremental negentropy index (iNI)
was also evaluated. Instead of using cluster compactness and separation as measures of
clustering performance, the negentropy increment evaluates the normality of clusters. [52]
If a cluster is normally or Gaussian distributed, then it does not make logical sense to
split it into additional clusters. By this principle, clusters that have a higher normality are
better than clusters that are less Gaussian in nature. The normality of a distribution can be
quantified by the negentropy, which is the entropy of the distribution subtracted from the
entropy of a Gaussian distribution with the same covariance. [53] The iNI is a minimum
optimal index, with lower negentropy values indicating better clustering results. [38] Instead
of calculating the difference in iNI at each time step, the total new iNI is given as
q

iNI𝑡+1 =

𝑘
Õ
𝑖=1

𝑡+1
© |𝚺𝑖 | ª 1
® − ln |𝚺 𝒅𝒂𝒕𝒂 |
𝑝𝑖𝑡+1 ® 2
«
¬

𝑝𝑖𝑡+1 ln 

(2.79)
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with |Σ| denoting the determinate of the covariance matrix. The probability of point 𝑥 𝑛+1
falling within the cluster 𝑖 is

𝑝𝑖𝑡+1 =

𝝁𝑖𝑡+1
𝑁 𝑡+1

(2.80)

where 𝝁𝑖𝑛+1 is the cardinality of the winning cluster and 𝑁 𝑛+1 is the total number
of data points processed. For algorithms where the covariance of each cluster is not already
being computed and saved, the incremental covariance update is given as

𝚺𝑡+1 =

𝝁𝑖𝑡+1 − 2
𝝁𝑖𝑡+1

−1

(𝚺𝑡 − 𝛿𝑰) +


T
1
𝒙 − 𝝁𝑡 𝒙 − 𝝁𝑡 + 𝛿𝑰
𝑡+1
𝝁𝑖

(2.81)

Based on results from [38], 𝛿 = 10−𝜀/D , where D is the dimensionality of the data point 𝒙
and 𝜀 is a user-defined parameter, chosen in this work as 𝜀 = 1.

2.5. PARAMETRIC STUDY
The performance of the SPGMM algorithm is highly dependent on a variety of
hyper-parameters and parameters that are pre-defined by the user. Some combinations of
parameters result in perfect clustering results while others result in absolute less than 100%
accuracy for classifications or complete algorithm failures (as defined below). In general,
different mission scenarios will require different combinations of clustering parameters.
The selection of these clustering parameters is much akin to tuning a Kalman filter, where
levels of process noise, residual editing, etc., can greatly impact the overall result. The goals
of this study are to provide insight into how the different clustering parameters are related
and recommendations on how to initialize parameters for optimization for an actual mission
scenario. To achieve both goals simultaneously, the parametric study is combined with a
Monte Carlo-like simulation where for a given mission scenario, 100 different clustering
parameter combinations are assessed. The mission scenarios and clustering parameters that
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are tested are outlined in Table 2.1. In addition to testing each mission scenario with perfect
centroid location data, each scenario is also tested with zero-mean random white noise
added to the measurement data with a standard deviation of two pixels, which is similar to
the noise included in [12].

Table 2.1. Monte Carlo Simulation Parameters and Associated Sample Ranges
Swarm Geometry
Number of Spoke Spacecraft∗
Radius of GCF
Observer-Hub Separation∗
Observer-Hub Viewing Angle
Hub Semimajor Axis

2-5
50-500 [m]
1-100 [km]
0-45°
2000-3000 [km]

Fuzzifier
Maximum Mahalanobis Distance
Learning Rate 𝜎 Multiplier
Initial Data Sample Size
Number to Create New Cluster
Anomaly List Search Size
Cluster Death Rate

1-3
3-20
0-3
5-50
5-50
5-50
5-50

Time Between Measurements∗
Noise Standard Deviation∗

30-330 [s]
0-10 [pixels]

Clustering Hyperparameters

Mission Specific

The parameters from Table 2.1 with an (*) are considered as mission scenario
parameters and are discreet variables, while all other parameters are sampled from a uniform
distribution. The discreet mission parameters are listed in Table 2.2 with the notation
𝑎 : 𝑏 : 𝑐, where 𝑎 is the lower bound, 𝑏 is the increment, and 𝑐 is the upper bound. In the
case of noise, there is either no noise (0), or noise sampled from a normal distribution with
a mean of ten pixels and standard deviation of three.
Because of the addition of variable zoom for the camera projection, variables including observer-hub separation distance and the radius of the generalized circular formation
are not expected to have as much impact as compared to analysis with a fixed or limited
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Table 2.2. Discreet Parametric Study Variables
Number of Spoke Spacecraft
Observer-Hub Separation
Time Between Measurements
Centroid Measurement Mean Noise

2:1:5
1 : 50 : 100 [km]
30 : 60 : 330 [s]
0, 10 [pixels]

zoom lens. Adding this constraint is a recommendation for future as work, in addition to
removing the constraint that the hub orbit be circular. For repeatability, the random number
generator seed for each iteration is saved.

2.6. DATA ANALYSIS
While the iCVI can be used to gauge the performance of the algorithm, a hybrid
cluster validation method can also be used for this work because the true classification
for each data point is known. The true classification is only used to measure cluster
performance, not to inform the choice of any cluster parameters. To begin processing the
clustering results from the parametric study, it is helpful to first define a set of critical failure
modes. While these failure modes do not actually result in algorithm failure (in most cases
it could recover), they help to narrow down which parameter combinations are most likely
to result in success. The failure modes are defined as:
1. SP1M-DE fails to converge
2. SP1M-DE fails to correctly partition the initial dataset into the correct number of
clusters
3. All targets in the image are lost during one orbit period
Failure mode #1 occurs when the initial distribution of points and the selected
fuzzifier cause the SP1M algorithm to oscillate about the optimal value for the dynamic
𝜂 value used to assign points to cluster in SP1M-DE. This is an issue with the underlying
SP1M-DE algorithm, and while not the original goal of this work, a solution to this problem

53
is outlined in Section 3.1. Before implementing the solution, the search for clusters was
ended after 100 iterations searching for the optimal dynamic 𝜂 value. If no value for 𝜂 was
found, the current simulation immediately stops, returns a failure flag, and moves to the
next simulation within that mission scenario. Failure mode #2 is employed to reduce the
total parametric study run time by immediately stopping the algorithm if it fails to find the
correct number of initial clusters. This means it has no chance at being 100% successful
(because from the start some points have been misclassified) and while it could recover,
recognizing the missing clusters as more data are streamed, these cases are disregarded in
the first parametric sweep. The final failure mode, wherein all clusters have been lost is
another case where the algorithm could recover, but is not likely a good set of parameters.
This case most often occurs when the combination of d𝑚𝑎𝑥 and 𝜂𝑚𝑎𝑥 are disproportionate,
making it nearly impossible for the cluster mean to track the objects through the image
plane. While in practice after the objects are lost the new points would be added to the
anomaly list and the objects rediscovered, it again is not an ideal set parameters.
Should a given simulation avoid any of the three critical failure modes, then the
measurement assignments can be evaluated. First the cluster assignment number must be
associated to each space object. Because SP1M selects cluster centers possibilistically and
assigns the cluster number sequentially as clusters are found, many times the data from the
“first” are labeled as belonging to the cluster identified as “2” instead of “1.” An example
of is shown in Table 2.3 where measurements from a generalized circular formation with
three spacecraft are shown for three time steps.
While the assignments from the SPGMM algorithm are out of order compared to
the true assignment, the clustering solution is still correct because all of the data points
from object one are in the same cluster, and similarly for objects two and three. Because
the number of spacecraft for a given simulation is known and the measurements are always
cataloged in a consistent order, the disparity between the truth and SPGMM numerical
assignments can be reconciled by determining the SPGMM cluster number that has been
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Table 2.3. Disparate Numerical Assignments Between True Values and SPGMM Clusters
x1 (1)
x2 (1)
x3 (1)
x1 (2)
x2 (2)
x3 (2)
x1 (3)
x2 (3)
x3 (3)

True
1
2
3
1
2
3
1
2
3

SPGMM
2
1
3
2
1
3
2
1
3

assigned to a given object. This task is more difficult than it may seem, because not every
parameter combination results in 100% accuracy. Therefore, the SPGMM assignment at
the first time step for an object may be different than the assignment at the second, and so
on. This is shown in Table 2.4, where the measurement for object one at 𝑡 = 1 is assigned
to the second cluster and and at 𝑡 = 2 is assigned to the first cluster.

Table 2.4. Different Cluster Assignments for a Given Object
x1 (1)
x2 (1)
x3 (1)
x1 (2)
x2 (2)
x3 (2)
x1 (3)
x2 (3)
x3 (3)

True
1
2
3
1
2
3
1
2
3

SPGMM
2
1
3
1
2
3
2
1
3

To determine the the cluster number used for performance analysis, the mode of the
cluster assignment for a given object for the entire orbit dataset is taken as the “correct”
assignment. Then the precision, accuracy and recall can be computed using the true positive,
false negative, true negative, and false positive rates for each spacecraft. A true positive is
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defined as measurements correctly assigned to a object, false positives are measurements
incorrectly assigned to an object, true negatives are measurements correctly not assigned to
an object, and false negatives are measurements incorrectly not assigned to an object. Then
precision, accuracy and recall are given as
TP
TP + FP

(2.82)

TP + TN
TP + TN + FP + FN

(2.83)

precision =

accuracy =

recall =

TP
TP + FN

(2.84)

Precision is the ratio of true positive classifications to the total number of positive
classifications, and is especially important for space object tracking. A lower value of precision indicates that many measurements not belonging to a a given spacecraft were assigned
to the spacecraft, which would undoubtedly cause large errors in an state estimations following the measurement assignment. Accuracy is the ratio of correct classifications to the
total number of classifications, and provides a general percentage of how many spacecraft
were correctly identified for each simulation. Recall, also referred to as sensitivity, is the
ratio of the true positive classifications to the sum of the true positive and false negative
classification. The recall highlights how attuned the model is to specifically identifying
the correct measurements belonging to a certain spacecraft. A high value for recall is
important, but needs to be paired with a high precision that demonstrates that the algorithm
can reject measurements originating from other objects. For example, if all measurements
are assigned to one spacecraft the recall would be 100%, but the precision would be very
low. Once the statistics of the successful simulations have been calculated, then the cluster-
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ing parameters can be analyzed for patterns that yield high precision, accuracy, and recall
results. Relations between the clustering parameters and mission specifications are also
developed.
In addition to evaluating the quality of the clustering using the known number of
spacecraft, the iCVI can be analyzed to develop an understanding of what iCVI behaviors
correspond to specific dynamic events. As was shown in [51], discontinuities in the slope
of the iPCAES index indicate that a new cluster was formed, and inflection points in the
ΔPCAES curve can provide an early warning that a new cluster is about to be found.
Because the iPCAES index is maximum optimal, an overall increasing trend should be
visible if the clustering algorithm is doing well. The opposite is true for the minimum
optimal iNI index that should show an overall decreasing trend. Additionally, the transient
trends of the iCVI are analyzed to build correlations with the dynamics. For instance, as
the physical separation between objects in the image plane decreases, then the separation
index should also decrease. The result should be an oscillating separation index with a
frequency proportional to the angular frequency of the circular formation multiplied by the
number of spacecraft in the image. For simulations with a learning rate that is too low, the
compactness of the cluster should decrease before the Mahalanobis distance threshold is
exceeded and points are no longer added to the cluster.
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3. PARAMETRIC STUDY RESULTS

Presented in this section are the results of the parametric study described in Section 2.5. Initial analyses are used to perform several parametric sweeps, with each successive
sweep modified to reduce the number of simulations that encounter one of the three critical
failure modes and to increase the precision, accuracy, and recall of the algorithm. The
parametric study results are followed by results from case studies of interest. The case
studies use the information gained from the parametric studies to demonstrate the algorithm
robustness and flexibility when properly tuned. Finally, the results from a high fidelity
mission simulation are presented that demonstrate the algorithm can identify and track
objects propagated using higher order models while only relying on two-body dynamics to
initialize the parameters.

3.1. PARAMETRIC STUDY #1
The parametric studies were conducted using a Matlab® script that first initialized
the hub orbit, determined the observer orbit from the randomly sampled separation distance
and viewing angle, generated data for the given number of spoke spacecraft, and finally
completed the incremental clustering. The outputs of the SPGMM clustering operation
included a success criteria flag, a vector of assigned classes, the ΔPCAES and iNI indices
for each time step, and the number of clusters found by the initial SP1M search. For each
simulation a variety of parameters were saved for performance analysis and to gain insight
into “good” parameter combinations for a set of mission specifications.
The first parametric study was implemented using the samples ranges outlined in
Section 2.5, and resulted in a total of 14,400 simulations. The first characteristic analyzed
was the success criteria flag, which revealed a disappointing result. As shown in Table 3.1,
over 60% of the simulations encountered Failure Mode #2, where the incorrect number of
clusters was found initially by the SP1M search, and the inability of the SP1M algorithm
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to converge caused almost 30% of the simulations to be designated as failures. That left
only 10% of the total simulations to be tested with the data association algorithm, and 2%
of those resulted in a loss of all of the targets.

Table 3.1. Large Percentage of Critical Failures Encountered in First Parameter Sweep
Failure Mode
Percent of Simulations
#1 SP1M Convergence
27.1%
#2 Initial Cluster Search
62.2%
#3 All Targets Lost
2.4%
No Critical Failures
8.3%

The fuzzifier for each simulation is shown in Figure 3.1, with the marker for each simulation
color coded by failure mode. The large number of simulations that encountered Failure
Modes #1 and #2 are immediately apparent, displayed by gray and red markers respectively.
Failure mode #3 is less predominate, displayed in blue, and is present in simulations in
close proximity of or intermixed with simulations that ran successfully, denoted as green.
The bulk of the failures were caused by the internal workings of the SP1M-DE
algorithm. Nearly 30% of the simulations result in the SP1M-DE algorithm not converging.
Upon further analysis of the simulations that did not converge, it was found that the failures
were all caused by the dynamic 𝜂 mechanism. For some combinations of the fuzzifier
and the initial distribution of points X, no selection of v0 resulted in a completely concave
function u(𝜂). An example is shown in Figure 3.2, which appears to be concave, but is
actually convex, between the first and second step of 𝜂. This is more clearly seen in the plots
of the first and second derivative of ū(𝜂), shown in Figures 3.3(a) and 3.3(b) respectively.
This behavior would be normal, expected, and correct if the point selected as the
cluster center was on the edge of one of the tracklets, but often even when the selected
point was in the center of the tracklet the function was still convex for lower values of 𝜂.
Figure 3.4 shows the dataset and the point selected as the cluster center that resulted in
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Figure 3.1. Marker colors denote the failure mode, with Failure Mode #1 gray, Failure
Mode #2 red, Failure Mode #3 blue, and successful simulations green.
the ū(𝜂) plot shown above. This simulation had two spacecraft and was initialized with
six images, resulting in twelve initial pixel centroid locations to cluster. The red star in
Figure 3.4 shows the pixel selected as the initial cluster center is in the middle of the tracklet
for one of the spacecraft, and for the spacecraft identification and tracking application it
should be selected as the initial cluster center. But because the second derivative is negative
between the first and second steps of 𝜂, this point is abandoned and another candidate cluster
center is selected. No point will be better than the point in the middle of each tracklet,
so the algorithm continues searching and iterating through each point until the maximum
iteration limit is reached. The surface level issue is that the value selected for 𝜂𝑚𝑖𝑛 is too
low for certain combinations of fuzzifiers and initial distributions of points, but the root
cause of this issue required further investigation.
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Figure 3.2. Example of ū versus 𝜂 that results in Failure Mode #1.
To begin, formally define ū(𝜂) for a cluster as
Í𝑁
ū𝑖 (𝜂) =

𝑘=1 u𝑖𝑘

(3.1)

𝑁

where 𝑁 is the number of points in the initial dataset. Recall that u is defined as

u𝑖𝑘 =
1+

1
1
 𝑑 2  𝑚−1

(3.2)

𝑖𝑘
𝜂𝑖

Substituting Eq. 3.2 into Eq. 3.1 and differentiating twice with respect to 𝜂 results in

ū00𝑖 (𝜂) = −

1
𝑁 (𝑚 − 1) 2

𝑁
Õ
𝑘=1

(𝑚 − 2)

1
 𝑑 2  𝑚−1
𝑖𝑘

𝜂

1
 𝑑 2  𝑚−1
𝑖𝑘

𝜂

!
+𝑚

1
 𝑑 2  𝑚−1
𝑖𝑘

𝜂

(3.3)

!3
+1

𝜂2
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(a) Example of ū0 (𝜂) for Failure Mode #1 with a positive slope between 𝜂1 and 𝜂2 .

(b) ū00 (𝜂) is positive

Figure 3.3. The derivative and second derivative of ū(𝜂) where (a) shows an almost
imperceptible positive slope between the first and second step of 𝜂 and (b) shows that while
the second derivative is close to zero, it is still positive between those steps resulting in the
function being convex before the third step of 𝜂.
For the function to be concave for all values of 𝜂 when an appropriate point is selected as the
initial cluster center, the second derivative must be negative for all values of 𝜂. Because 𝜂
and 𝑑 2𝑘 are always positive, the denominator of Eq. 3.3 is also always positive. However, the
numerator of the summation can be less than zero if the fuzzifier 𝑚 < 2. If the summation
is negative (cancelling the negative outside the summation), then even for a good selection
of the cluster center the second derivative will be positive. The authors in [47] always set
𝑚 = 2, which is why they never encountered the non-convergence failure. Isolating the
inner term of the numerator and defining the inequality to meet the concavity requirement
results in


𝑑2
(𝑚 − 2)
𝜂

If 𝑚 < 2, then the term (𝑚 − 2)

1
 2  𝑚−1

𝑑
𝜂

1
 𝑚−1

+𝑚 > 0

(3.4)

will be negative, and if


𝑑2
(𝑚 − 2)
𝜂

1
 𝑚−1

>𝑚

(3.5)
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Figure 3.4. Initial dataset clustered with two spacecraft present in six images collected.
then the numerator for point 𝑘 will be negative. Depending on the choice of fuzzifier and
initial distribution of points, then the numerator could be negative for all 𝑘 or negative
for some 𝑘 and positive for others. Note that if 𝑚 ≥ 2, then the second derivative is
always negative, and the function ū(𝜂) will be concave for any point chosen from the initial
distribution, even if it is a on the edge of a cluster. Hence, by the setting the fuzzifier
𝑚 ≥ 2, the non-convergence scenarios can be avoided at the cost of potentially choosing
“bad” points as the initial cluster centers. However, lower values of 𝑚 did show success
in many of the simulations, so a solution was developed to guarantee convergence for any
2 to 𝜂 determines whether or not the function will
value of 𝑚. From Eq. 3.3, the ratio of 𝑑𝑖𝑘

be concave or convex. If this ratio is too large (i.e. 𝜂 is too small), then the function will be
convex for some or all values of 𝜂. In lieu of analytically solving Eq. 3.3 for the value of
𝜂min that guarantees a concave function ū(𝜂), a new mechanism is added to the SP1M-DE
clustering algorithm called “variable 𝜂min .”
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The variable 𝜂𝑚𝑖𝑛 mechanism assumes that at least one point in a set of data should
be a “good” candidate for a cluster center, even if the cluster is a trivial one (wherein all
points in the set belong to the same cluster). The inclusion of a variable 𝜂min guarantees that
the SP1M-DE algorithm can complete one iteration, after which other criteria can be used
to determine if there is truly a cluster within the data set. For this application where it is
assumed that at least one spacecraft is always present an image, the variable 𝜂min mechanism
assures that, even on orbit, the algorithm will converge and not linger in an infinite while
loop. The variable 𝜂min mechanism works by slowly increasing the value of 𝜂min if no point
in the initial dataset results in a concave function ū(𝜂). The while loop from Algorithm 1 is
replaced with a for loop that runs 𝑁 times. If no candidate cluster center is found after the
𝑁 𝑡ℎ iteration, 𝜂min is increased by some increment. The approach taken in this work was to
vary the parameter 𝑘 𝜂 from Eq. 2.45, repeated here for convenience as

𝜂min =

𝜂max
𝑘𝜂

(3.6)

where 𝑘 𝜂 was varied from 50 to 5 by increments of 5, keeping the number of 𝜂 values, 𝑁𝜂 ,
constant. The results of including the variable 𝜂min mechanism are discussed in detail later
in this section, but the most important result is that no simulation encountered Failure Mode
#1. The selection of 𝜂min can (and should) be further refined/improved, but that is saved as
a topic of future work.
The next failure mode to address is the failure of the SP1M-DE algorithm to find
the correct number of initial clusters. While the inability to find the correct number of
clusters is strongly correlated to the selected value of the fuzzifier, the SP1M-DE algorithm
also employs the use of an “alpha cut” for the cluster search stopping criterion. In general
applications, an alpha cut is used to separate the typicalities of fuzzy clustering into crisp
clusters, with the most common value for the alpha cut being 0.5. However, the tracklets
from orbiting spacecraft are elongated and even if a point in the middle of the tracklet
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is selected as the cluster center, the data points on the edge of the tracklet will have a
lower typicality. The stopping criterion encoded in the SP1M-DE algorithm requires that
80% of the points in the initial dataset have a typicality greater than the alpha cut value.
Thus, the algorithm will keep creating new clusters until the maximum allowable number
of clusters is reached (set to six in this work) to increase the typicality of each point and
meet the stopping criteria. The question then becomes whether the alpha cut value should
be changed to reduce the number of failures, or if it should be maintained at 0.5. When
analyzing the typicalities within the SP1M-DE search for some of the failed simulations,
the typicality matrix still reveals an obvious pattern and disparity between the typicalities
of data points belonging to different objects. The data point selected as the center of the
cluster has a typicality of one, and the other data points belonging to that spacecraft would
have typicalities ranging from 0.9 to down to 1 × 10−2 . Meanwhile, points belonging to
the other clusters would have typicalities on the order 1 × 10−6 . Because this large disparity
exists, it is still possible to distinguish the individual clusters even when the typicalities of
points on the edge of the initial tracklets are quite low. For this reason the alpha cut was
made to be adaptive for the SP1M-DE clustering algorithm, referred to as “adaptive alpha.”
For each iteration of P1M, the alpha cut value for that cluster is defined by determining the
alpha value that provides an order of magnitude difference between the typicalities of the
point with the lowest typicality that is still part of the cluster and the point with the highest
typicality that is not part of cluster, given as

O (min(u > 𝛼)) − O (max(u ≤ 𝛼)) ≥ 1

(3.7)

This adaptive alpha cut value increases the flexibility of the clustering algorithm by enabling
it to find the maximum alpha cut value to determine points that belong to a cluster much in
the way a human-in-the-loop would. This is especially important as the time step between
measurements is increased, which requires the fuzzifier to be increased as well, decreasing
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the overall typicalities. Because the typicalities are so low and the alpha cut value is
adaptive, the threshold to check for coincident clusters after each iteration of P1M must also
be adaptive. The threshold is defined as

min k v𝑖 − v𝑎𝑙𝑙 k 2 ≥ 𝜂2

(3.8)

where v𝑖 is the center of the cluster found at the 𝑖 𝑡ℎ iteration of P1M and v𝑎𝑙𝑙 are the
cluster centers saved from prior iterations. Recall that 𝜂 determines the distance where the
typicality would normally be 0.5, but because the typicality threshold is reduced, the cluster
determined from the dynamic 𝜂 in SP1M-DE is too large. Referencing [48], the 𝜂 value to
determine if there is a coincident cluster should be on the order of the intra cluster distance.
A “good” selection of 𝜂 is the average of the squared intra cluster distances, given as

Π(𝛼𝑖 ) = (𝑢𝑖𝑘 ≥ 𝛼𝑖 )

Í
𝜂𝑖0 =

𝑥 𝑗 ∈Π

(3.9)

𝑑𝑖2𝑗

𝐽

min k v𝑖 − v𝑎𝑙𝑙 k 2 ≥ 𝜂𝑖0

(3.10)

(3.11)

where Π(𝛼𝑖 ) represents the indices (𝑘) of the typicality vector u where the typicality is
greater than the alpha cut value and 𝐽 is the number of instances within Π(𝛼𝑖 ).
The addition of both the variable 𝜂min and adaptive alpha to the SP1M-DE algorithm
formulates a new clustering algorithm altogether, referred to here as “Sequential Possibilistic One-Means with Dynamic Variable Eta and Adaptive Alpha” (SP1M-DVEAA). This
algorithm was designed specifically to identify elongated clusters in an image plane, but
has application to a variety of other clustering problems, particularly for users who are
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unfamiliar with clustering algorithms and may struggle with selecting appropriate 𝜂 and
alpha parameters. It is also generally useful for even the most experienced users as it does
not require users to select a value of 𝜂min or alpha, making it more plug-and-play for a
variety of datasets. Instead of selecting 𝜂min or alpha, users choose the maximum 𝑘 𝜂 and the
required order of magnitude difference for the alpha cut. The clustering results are much
less sensitive to these parameters than the typical 𝜂 and alpha selections.
Some useful information was gleaned from the 1194 cases that ran successfully
without any failures. The most valuable included an initial assessment of acceptable
fuzzifier values. Very few simulations with a fuzzifier less than ∼1.4 were successful, and
there is an obvious threshold at a fuzzifier of less than ∼1.1. This corresponds to the value
at where the initial SP1M search results in only one cluster being discovered, indicating
that crisp clustering is a poor choice for this application even though the data are in fact
generated from a crisp number of targets. It is important to note that simulations 1-7200
include no noise, and simulations 7201-14400 include the 10 pixel white noise. This results
in a reduction of successful simulations that is expected, but also reveals that for situations
that may encounter elevated noise levels, a higher fuzzifier value will enable the algorithm
to detect the correct number of clusters.
Figure 3.5 also shows there is a strong correlation between the success of the
clustering and the time step between measurements when overlaid with the vertical lines
indicating the blocks of simulations with a given time step. The time step begins at 30
seconds and is increased by 60 seconds until five and half minutes between measurements
is reached. As expected, as the time between measurements increases the success rate
decreases, but another trend that begins to emerge with the limited number of simulations
is that a higher fuzzifier value increases the chance of success for larger amounts of time
between measurements.
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Figure 3.5. Fuzzifier for each simulation with overlay showing ΔT. The time step begins
at 30 seconds and is increased by 60 seconds at each overlaid black line moving to the
right until five and half minutes between measurements is reached at simulation 7200, and
repeats for simulations 7201-14400.
Surprisingly, in the initial parametric study the number of targets present in the
image did not have a large effect on the ability of the algorithm to avoid the critical failure
modes. As shown in Table 3.2, each number of targets had around 300 simulations that
bypassed critical failures. There is a slight disparity for two targets which can be attributed
to more simulations getting caught in Failure Mode #3. Because of the anomaly list search
function of the algorithm, it is less likely that all spacecraft will be lost at once when there
are more spacecraft present in the image. With five targets more simulations encounter
Failure Mode #2, where the number of initial clusters is incorrect. As more spacecraft are
added to the formation, the feature space (or image plane) becomes more crowded, making
it more difficult for SP1M to distinguish between targets.
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Table 3.2. Instances of failure modes for each number of targets.
Instances of Each Failure Mode
Number of Targets
Failure Mode
2
3
4
5
#1 SP1M Convergence 1261 860
931 851
#2 Initial Cluster Search 1954 2304 2261 2438
#3 All Targets Lost
178
86
56
26
No Critical Failures
207 350
352 285

3.2. PARAMETRIC STUDY #2
The insights from gained from the first parametric study were used to select new
sample ranges for a second parametric study making use of the SP1M-DVEAA algorithm
for finding the initial clusters. The new parameter sample ranges are shown in Table 3.3. In
this study noise was eliminated (but is considered later in the next set of simulations), and
the maximum time between measurements was reduced to two minutes. This time interval
between measurements is reasonable and has been used in other works in the literature. [12]
100 simulations for each mission scenario were again performed.

Table 3.3. Parametric study #2 variables and associated sample ranges.
Swarm Geometry
Number of Spoke Spacecraft∗
Radius of GCF
Observer-Hub Separation∗
Observer-Hub Viewing Angle
Hub Semimajor Axis

2-5
50-500 [m]
50 [km]
0-45°
2000-3000 [km]

Fuzzifier
Maximum Mahalanobis Distance
Learning Rate 𝜎 Multiplier
Initial Data Sample Size
Number to Create New Cluster
Anomaly List Search Size
Cluster Death Rate

1.5-3
3-20
0-3
5-15
5-20
5-50
5-50

Time Between Measurements∗

30-120 [s]

Clustering Hyperparameters

Mission Specific
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The results are shown in Figure 3.6 where the red × symbols represent simulations
that encounter Failure Modes #1 and #2 and green dots represent Failure Mode #3 and
successful simulations. The failure modes were grouped this way to distinguish between
the SP1M-DVEAA and SPGMM spacecraft tracking algorithm failures. It is immediately
obvious that there are far fewer failures due to the initial cluster search than in the first
parametric study, although there are still more failures as the time between measurements
and the number of spacecraft increases. However, these failures can be attributed to the
poor selection of the fuzzifier. Table 3.4 shows that the percent of successful cases is nearly
equal to the number of failures caused by the initial cluster search, and that very few cases
experienced Failure Modes #1 and #3.

Figure 3.6. Fuzzifier for each simulation in the second parametric study where red Xs
represent simulations that encounter Failure Modes #1 and #2 and green dots represent
Failure Mode #3 and successful clusterings.
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Table 3.4. Large Percentage of Critical Failures Reduced by implementing SP1M-DVEAA
Failure Mode
Percent of Simulations
#1 SP1M Convergence
1.5%
#2 Initial Cluster Search
46.7%
#3 All Targets Lost
4.4%
No Critical Failures
47.4%

In examining Table 3.5 the only time Failure Mode #1 is encountered is when there
are only two spacecraft present, meaning that the maximum value for 𝜂𝑚𝑖𝑛 can be increased
further. If the value of 𝜂𝑚𝑖𝑛 is thought of as the sphere of influence for a cluster, then
it is possible that for long periods of time between measurements and a large number of
images used to initialize the algorithm then the tracklet for one spacecraft could span a large
portion of the image plane. These low-density high-span tracklets, while easy for humans
to distinguish between, continue to confuse the SP1M-DVEAA clustering algorithm. For
more than two spacecraft the higher density of points in the image plane more likely results
in the algorithm finding the incorrect number of clusters rather than failing to converge
with all other parameters held constant. However, it becomes more clear that a higher
fuzzifier for longer times between measurements increases the chances that the SP1MDVEAA algorithm will find the correct number of clusters. More so than the time between

Table 3.5. Instances of failure modes for each number of targets.
Instances of Each Failure Mode
Number of Targets
Failure Mode
2
3
4
5
#1 SP1M Convergence
24
0
0
0
#2 Initial Cluster Search 159 162 167 259
#3 All Targets Lost
24 27
8
12
No Critical Failures
193 211 225 129

images, the total span of the initial tracklet is what the drives the algorithm performance.
The variables that affect the span of a tracklet are the time between images, the number of
images used to initialize the algorithm, and the semimajor axis of the hub orbit. The first
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two variables have obvious effects, where longer times and more images result in longer
tracklets. The semimajor axis of the hub orbit determines the angular rate of the generalized
circular formation, where the angular rate is the mean motion given as
r
𝑛=

𝜇
𝑎3

(3.12)

Hence, generalized circular formations with a smaller semimajor axis will have a higher
angular rate and shorter orbit period. This increases the average distance between consecutive [𝑢, 𝑣] pixel centroid measurements, increasing the span of the tracklet. The increase in
span requires a higher fuzzifier value, shown in relation to the semimajor axis in Figure 3.7.

Figure 3.7. Formations on orbits with larger semimajor axes require higher fuzzifier values.

Considering instead the average pixel distance, Figure 3.8 shows that very few
simulations with the maximum average pixel distance and the most images used to initialize
the simulation were successful. Meanwhile, simulations with lower average pixel distances
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and fewer images used for initialization were widely successful. This result is important
because even for larger time between images, if the span of the tracklet is reduced by using
fewer images to initialize, the algorithm performs better. For small spacecraft that may
have less powerful processors, thus increasing the time to process images, the low number
of images processed within an acceptable initialization period is not detrimental to the
algorithm performance. This results in the first applicable insight for mission designers
in that there is no real benefit in taking more time to collect images for the algorithm
initialization if all spacecraft are within the field of view during the initialization phase.
This is especially true for larger numbers of spacecraft where the tracklets may begin to
overlap, and would be better tracked by the streaming clustering SPGMM than the static
clustering SP1M-DVEAA. Of course, Figure 3.8 confirms the fact that with a sufficiently
high fuzzifier even the largest span tracklets can be distinguished. The questions then
become how high is high enough, and can the fuzzifier become too high with the addition
of the adaptive alpha mechanism?

Figure 3.8. Formations on orbits with larger semimajor axes require higher fuzzifier values.
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Parametric study #2 was rerun with the fuzzfier sample range expanded to [15] in
an effort to find the limit where further increasing the fuzzifier ceases to improve the SP1MDVEAA performance for large span tracklets. The results are shown in Figure 3.9 where
the fuzzifier for each simulation is displayed with a marker indicating success or failure.
Recall that for each time interval between measurements, 400 simulations are performed
with 100 per number of satellites. Simulations 1-100 then correspond to a time interval
of 30 seconds with two spacecraft present in the image, and 101-200 corresponds to 30
seconds with three spacecraft, and so on. At simulation 401 the time step is increased to one
minute and again there are two spacecraft in the image. The distinct regions of successful
simulations in Figure 3.9 are delineated by this change in the time interval and number of
spacecraft. Figure 3.9 shows that contrary to Figure 3.6, even for the lowest time step and
only two spacecraft, the fuzzifier can be increased too much. Indeed, no simulation with a
fuzzifier greater then ∼ 4.25 succeeded in finding the correct number of spacecraft within
the initial dataset. However, Figure 3.9 reveals that increasing the fuzzifier enabled more
simulations to find the correct number of clusters (recalling that the maximum fuzzifier was
before limited to 3.0), especially for larger time intervals between measurements.
Even though there is a strong correlation between the fuzzifier and the time between
measurements, there are too many other variables that affect the span of the cluster to rely on
the time interval between images alone to select the fuzzifier for a given mission scenario.
To further facilitate the fuzzifier selection, the span of an initial cluster is defined as

𝑠 = 𝑁Δ 𝑝¯

(3.13)

where 𝑠 is the cluster span, 𝑁 is the number of images used for initialization, and Δ 𝑝¯ is
the average distance between measurements in the image plane. Note the span of the initial
clusters cannot be determined analytically onboard the spacecraft after launch because it
would first require the data to be clustered, and the data cannot be clustered until a fuzzifier
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Figure 3.9. Increasing the fuzzifier past ∼ 4.25 does not further enable the algorithm to
detect large span clusters.
is selected. Recall that the average change in pixels is directly related to the both the
semimajor axis and the time between images, as the semimajor axis determines the angular
rate of the generalized circular formation and the time between images determines what
percentage of the circle an object will pass through during that time. When projected into
the image plane this becomes the span between pixels.
For mission designers the semimajor axis and time interval between images are
mission design variables that should be known. The operational orbit for the swarm would
typically be selected early on to achieve some science or other mission goals, and the time
between images would be dictated by the performance capabilities of the hardware and
software onboard the spacecraft. Figure 3.10 shows that the majority of failures occurs
when the span of the initial cluster exceeds 100 pixels.
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Figure 3.10. Initial cluster spans greater than 100 pixels are more likely to encounter Failure
Mode #2.
With this limitation on the maximum cluster span and given the semimajor axis
and time interval between images, then the maximum number of images to be used for
initialization to stay below the maximum allowable span can be determined as

𝑁max =

𝑠max
Δ 𝑝¯

(3.14)

Of course fewer images can be used for initialization than the number determined by
Eq. 3.14, but from experience it is recommended that no fewer than five images be used. If
fewer than five images are used, then the stopping criterion for the SP1M-DVEAA should
be adjusted. The stopping criteria for the search for clusters used in this work is that 80%
percent of the points from the initial dataset fit within a cluster according to the different
cluster alpha cut values. This 80% limit for only five data points per spacecraft would
mean that four out of five points for each spacecraft had to be correctly identified as part
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of the cluster. If only four images are used for initialization, meaning there are only four
measurements per spacecraft, then even correctly adding three out of the four points to the
cluster would result in the algorithm searching for more clusters than necessary.
Implementing this stopping criterion is unavoidable unless the number of clusters
to identify is known beforehand, and often results in too many clusters being identified by
the SP1M-DVEAA algorithm as shown in Figure 3.11. The maximum number of clusters
SP1M-DVEAA was allowed to search for was set as six, which is a number that can be
set depending on the nominal maximum number of spacecraft expected in the swarm when
it is first deployed. While finding too many clusters is encountered less often with the
SP1M-DVEAA algorithm than with the SP1M-DE algorithm it remains an issue. However,
limiting the initial cluster span should further reduce the chance that points belonging to a
cluster have typicalities that are too low to distinguish with the adaptive alpha cut.

Figure 3.11. SP1M-DVEAA identifies too many clusters more often than it does not identify
enough.
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Now that several insights have been gained into the selection of parameters that avoid
the first two failure modes, the next step is to determine what combinations of parameters
result in high levels of precision, accuracy, and recall for the successful simulations. For
all 1600 cases in the second parametric study, 829 simulations bypassed Failure Modes #1
and #2. Of these 829, only 71 cases resulted in a complete loss of all spacecraft in the
image. Additionally, 32 simulations reached a maximum number of greater than 20 clusters
found throughout one orbit period. This does not imply there were more than 20 clusters
present at once, but rather that the algorithm repeatedly lost the targets, the clusters died
off, and then the targets were reacquired and lost again. This phenomenon occurs when a
low maximum learning rate is paired with a low maximum Mahalanobis coupled with high
average pixel distances. The average/maximum/minimum precision, accuracy, and recall
for the remaining 726 cases are shown in Table 3.6. The average precision without any
parameter tuning is 98.6%, meaning the algorithm is resistant to adding points to the cluster
that do not belong. However, the average recall of 91.0% reveals that the algorithm may be
too hesitant to add points to clusters. The low recall implies that the algorithm is failing
to associate all of the points that belong to a cluster. This lower number could be caused
in part by the method of determining the correct classification. If an object is temporarily
lost and its cluster dies, but then it is re-detected through the anomaly list search, the cluster
will then be assigned a different number. Depending on when the cluster is lost, the cluster
number the object is then most likely assigned to is the first or the second cluster. The
result is a low percent recall because not all points that should have been were classified as
the first cluster but a high precision is achieved because of the lack of false positives. The
balance between the precision and recall is reflected in the average accuracy of 96.8%. For
an untuned algorithm, these results are an excellent start compared to those reported in the
literature, and the maximum precision, accuracy, and recall of 100% were attained in 334
of the 726 successful cases, with another 585 exhibiting 100% precision.
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Table 3.6. The average precision, accuracy, and recall are greater than 90%, and the
algorithm demonstrates the ability to achieve 100% precision, accuracy and recall.
Precision (%) Accuracy (%) Recall (%)
Average
98.6
96.8
91.0
Maximum
100
100
100
Minimum
28.7
64.1
23.8

The average precision, accuracy, and recall are broken down by the number of
spacecraft in Table 3.7. As expected there is a performance drop as the number of spacecraft
increases, but the accuracy for three, four, and five spacecraft is almost identical. This can
be attributed to the fact that the number of simulations that run successfully decreases
as the number of spacecraft is increased, resulting in a smaller sample size to compare
performance metrics. The fact that the cases that did succeed for four and five spacecraft
exhibited nearly the same precision and accuracy as the simulations with three spacecraft
is promising. The recall is the only metric that reliably decreases as more spacecraft are
included in the formation. When there are more spacecraft in the formation the image plane
becomes more crowded, making it more difficult to for the algorithm to determine which
points truly belong in a cluster.

Table 3.7. The average precision, accuracy, and recall do not exhibit obvious patterns as
the number of spacecraft are increased.
# of Spacecraft Precision (%) Accuracy (%) Recall (%)
2
99.8
95.3
90.8
3
98.7
96.6
90.4
4
98.7
97.8
92.7
5
96.3
97.3
89.5

The average precision, accuracy, and recall can also be compared for the different
time intervals between images, shown in Table 3.8. As expected there is a consistent drop in
performance as the time between images is increased, however, the precision is maintained
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at above 90% even for larger time intervals. The low recall indicates that the algorithm has
difficulty maintaining custody of the target spacecraft, which was originally thought to be
the result of a low maximum learning rate coupled with a low Mahalanobis distance.

Table 3.8. The precision, accuracy, and recall decrease as the time between measurements
is increased.
Time Between Measurements (s) Precision (%) Accuracy (%) Recall (%)
30
99.9
99.4
98.4
60
99.5
98.0
93.6
90
97.3
92.2
79.1
120
90.5
87.0
65.1

However, Figure 3.12 shows that there is not a clear learning rate and Mahalanobis
distance that leads to improved recall. There is a group of low recall values for Mahalanobis
distances less than about five, but even when the low Mahalanobis distances are paired
with a higher learning rate, the recall does not improve but gets worse. The remaining
low recall cases are spread out across a variety of learning rate and Mahalanobis distance
combinations. The only discernable pattern from Figure 3.12 is that as the learning rate
increases the recall, in general, decreases.
The maximum learning rate is computed using the average pixel distance, and as
previously noted the recall trended down as the time between measurements was increased.
Plotting the average pixel distance against the Mahalanobis distance, shown in Figure 3.13,
it becomes apparent that the recall is more affected by the pixel distance between the
measurements. Furthermore, selecting a larger Mahalanobis distance or learning rate does
not improve the recall as expected. The only possible conclusion is that some other variable
is causing the algorithm to lose custody of the targets, and the only other variable not yet
evaluated is the allowable angle threshold to add new measurements to a cluster. As already
stated, larger intervals of time result in larger distances between the pixels. However, when
the targets approach 𝜃 = 90° or 𝜃 = 270° in the GCF frame along the circular formation,
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Figure 3.12. Simulations with a high recall are constrained to have a Mahalanobis distance
greater than five and a learning rate less than twenty.
they are moving more quickly in and out of the image than across it. When this happens the
distances between consecutive measurements are very low, but the spacecraft are making
a seemingly sharp turn in the image plane. When the time between measurements is
low, the consecutive incoming points around 𝜃 = 90° or 𝜃 = 270° would still be within
the angle threshold, but for some simulations with increased measurement intervals, the
spacecraft complete the turn in fewer measurements, making the angle between consecutive
measurements higher. For some simulations these increased angles would exceed the angle
threshold, set at 𝜋/5 or 36° . A more elegant solution to this problem is left as a topic
for future work, but the solution applied here is to simply drop the cluster direction angle
constraint from the final check to add points to a cluster, and keep only the Mahalanobis
distance constraint. However, the cluster direction angle is kept as a component of the cost
function.
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Figure 3.13. The recall decreases as the time average pixel distance increases, but is not
strongly correlated to the Mahalanobis distance for Mahalanobis distances greater than four.
The two failure modes to address are when all clusters are lost and when more
than 20 clusters are found throughout the simulation. Failure Mode #3 should occur when
the algorithm reaches a point where it is tracking no objects; this can be caused by poor
parameter selection. This failure mode, like Failure Mode #2, can more often than not
be recovered through the anomaly list search mechanism. However, for the purposes of
this parametric study, the algorithm was stopped if this state was reached the because the
incremental cluster validity indices cannot be computed if there are zero clusters. While
the root cause of loosing clusters is based on poor Mahalanobis distance and learning rate
selection, the situation where there are no live clusters in the feature space only occurs if
the cluster death rate is less than the required number of points on the anomaly list to search
for new clusters. While this may seem to be an obvious oversight in setting the bounds for
the parametric study, it highlights the extent to which all of the clustering hyperparameters
are interelated. Another important set of parameters that must be selected cohesively is the
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anomaly list death rate and the the required number of points on the anomaly list to search
for new clusters. If the anomaly list death rate is lower than the number of measurements
required on the anomaly list to search it for new clusters, then the list may never reach
a searchable size. In the case of Failure Mode #2, the all of the clusters die before the
algorithm has a chance to search for new ones. Figure 3.14 shows that the theoretical limit
to always maintain at least one cluster is a death rate equal to the search list size; the practical
value for the death rate is approximately two times the search list size. This accounts for
multiple searches of the anomaly list as more points are added before the target can be
reacquired and designated as a new cluster.

Figure 3.14. The cluster death rate should be set as two times the anomaly list search size
to avoid losing all clusters.

Finally, the simulations where the total number of clusters found exceeds twenty are
addressed. Only 32 of these cases occurred, and thirty of them were for simulations with
four or five target spacecraft, due to the fact that a for a larger number of spaceraft more total
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clusters can be lost and found throughout the simulations. The key issues are determining
why the targets are lost and why when they are relocated they are subsequently lost again.
There are two possibilities: the first is that the Mahalanobis distance is threshold is lower
than the Mahalanobis distance from the cluster mean to the points on the edge of the initial
tracklet; the second is that the learning rate is so high that the mean “jumps” in front on the
incoming points. When the Mahalanobis distance is too low, not even the first points after
initialization have a chance to be added to the clusters, and when the targets are reacquired
from the anomaly list the same behavior repeats indefinitely. The second possible reason
for targets to be consistently lost is an excessively high learning rate, causing the cluster
mean update to be too large. Recall the mean update equation

𝝁𝑛+1 = 𝝁𝑛 + 𝜉

𝒙 𝑛+1 − 𝝁𝑛
𝝁𝑛+1

(3.15)

When clusters are first found they have a low cardinality, 𝝁𝑛+1 , which can be
thought of as a short memory of previous points. The lower cardinality value acts as a sort
of learning rate in and of itself, enabling new clusters to move more freely than clusters with
a longer memory of points because the denominator of Eq. 3.15 is small. After the learning
rate 𝜉 is also applied, the mean update for new clusters becomes quite large. The balance is
then choosing a learning rate that is high enough to follow clusters throughout the duration
of the mission as the clusters develop larger memories but low enough to maintain young
clusters.
Unfortunately, due to the number of simulations that failed by exceeding the angle
threshold no pattern in the selection of the Mahalanobis distance and learning rate could
be discerned, as shown in Figure 3.15. One notable behavior is that all of the simulations
that exceeded twenty clusters (denoted by black dots) had a learning rate more than three
times the Mahalanobis distance, supporting the hypothesis that exceeding large learning
rates cause clusters to be continually lost. However, because most simulations for larger
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time intervals between measurements experienced a failure from the angle constraint, it is
difficult to extrapolate the trend seen for average pixels distances below ten pixels out to
larger average pixel distances.

Figure 3.15. All simulations that exceeded twenty clusters, shown as black dots, had a
learning rate more than three times the Mahalanobis distance.

The results of the second parametric study revealed a host of insights into the selection of parameters that lead to success, suggesting the following changes to the algorithm.
To begin the range of maximum 𝜂min , given as

𝜂min =

𝜂max
𝑘𝜂

(3.16)

was extended by varying 𝑘 𝜂 from 100 to 2 by increments of 2, keeping the number of 𝜂 values,
𝑁𝜂 , constant to eliminate Failure Mode #1. Based on the results of varying the fuzzifier
between one and five, a constant fuzzifier of three was used for all subsequent simulations.
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To enable the algorithm to detect the correct number of clusters for increasing time intervals
between measurements, the span of the initial cluster was fixed at 100 pixels. The number
of images used for initialization is then given by Eq. 3.14. The second parametric study
revealed that with large intervals of time between measurements, the cluster direction angle
constraint cannot be met for some formation geometries. Thus this constraint was removed
from the final check to add points to a cluster, but the cluster angle direction remains as
a component of the cost function. To give the algorithm a better chance of recovering
lost targets before their previous cluster dies, the cluster death rate was set as two times
the minimum anomaly list length to search for clusters. Finally, the Mahalanobis distance
threshold was set as twice the maximum intra-cluster Mahalanobis distance.

3.3. PARAMETRIC STUDY #3
A final parametric study was performed using the sample ranges in Table 3.9 and
the parameter selection criteria outlined above.

Table 3.9. Parametric Study #3: Variables and Associated Sample Ranges
Swarm Geometry
Number of Spoke Spacecraft∗
Radius of GCF
Observer-Hub Separation∗
Observer-Hub Viewing Angle
Hub Semimajor Axis

2-5
50-500 [m]
50 [km]
0-45°
2000-3000 [km]

Fuzzifier
Learning Rate 𝜎 Multiplier
Number to Create New Cluster
Anomaly List Search Size

3
0-3
5-20
5-50

Time Between Measurements∗

30-120 [s]

Clustering Hyperparameters

Mission Specific
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Looking first at the failure modes encountered, shown in Table 3.10, the number of
failure modes encountered was further reduced from the second parametric study. There
were no instances of Failure Mode #1 because the fuzzifier was set at a value of 𝑚 = 3.
By bounding the initial cluster span to 100 pixels, the number of simulations where the
incorrect number of clusters was reduced to 20.1%.

Figure 3.16 shows that the failures

Table 3.10. Percentage of Critical Failures Encountered in Third Parameter Sweep
Failure Mode
Percent of Simulations
#1 SP1M Convergence
0%
#2 Initial Cluster Search
20.1%
#3 All Targets Lost
0.4%
No Critical Failures
79.5%

are no longer coupled to the time between measurements, but instead are limited almost
exclusively to the simulations with five spacecraft.

Figure 3.16. Nearly all instances of Failure Mode #2 occurred when there were five
spacecraft in the image.
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Of the 321 simulations that failed to find the correct number of initial clusters, 81.0%
of them had five total spacecraft in the image, 2.5% had four spacecraft, and 16.5% had two
spacecraft. When there are five spacecraft in the image, the SP1M-DVEAA tends to find
too few clusters, as shown in Figure 3.17. However, for two or four spacecraft the algorithm
finds too many clusters. In the case of five spacecraft, the image plane becomes crowded,
and it is more difficult to distinguish between clusters because of the low inter-cluster
distances. A case where SP1M-DVEAA finds three spacecraft when there are five present

Figure 3.17. The algorithm underestimates the number of clusters for five spacecraft and
overestimates for two and four spacecraft.

is shown in Figure 3.18(a), where the pixel centroid measurements are shown in black and
the cluster centers found by SP1M-DVEAA are denoted as red asterisks. SP1M-DVEAA
finds the spacecraft in the the lower right of the image uniquely because the tracklet for that
spacecraft is far from the other tracklets. However, the other four spacecraft are merged
into two clusters because the tracklets are in close proximity to each other in the image
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plane. Figure 3.18(b) shows a case where SP1M-DVEAA finds three clusters when there
are only two spacecraft tracklets in the image. The two outer cluster centers are “correct,”
locating the two individual tracklets. Based on the location of the third cluster center
though, the span of the clusters was too long for the end points of the tracklets to have a
sufficiently high typicality. Because the tracklets are nearly overlapping, the edge points
of both tracklets near the center of the image were designated as their own cluster. For
both of these cases the viewing angle is small (6.6 and 0.62 degrees respectively), which
is why the tracklets are so close to each other. Even cases with larger viewing angles fail
in a similar manner. Furthermore, it may not be possible to avoid mission scenarios where
the projected tracklets are in such close proximity. While it is possible the SP1M-DVEAA
algorithm could be further tuned to distinguish clusters in these situations, the recommended
solution is to include a third dimension in the feature space that reintegrates the depth of
each spacecraft that is lost when projecting into the image plane. For resolved imagery
this could be the number of pixels an object takes up in the image, and for unresolved
imagery it could be a measure of the visual magnitude of the bright spot in the image. The
tracklets from Figure 3.18 would then be separated in the third feature space dimension,
giving SP1M-DVEAA a better chance of finding the distinct clusters.

(a) SP1M-DVEAA groups five spacecraft tracklets (b) SP1M-DVEAA splits two spacecraft tracklets into
into three clusters.
three clusters

Figure 3.18. Two figures displaying the how the algorithm generates too few or too many
initial clusters.
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The mean, maximum, and minimum precision, accuracy, and recall values for the
third parametric study are shown in Table 3.11. The average accuracy and recall were
increased from the second parametric study, however the average precision decreased. The
lower precision is a result of relaxing the cluster direction angle constraint, making it easier
for points to be added to the incorrect cluster as the objects pass each other in the image
plane (referred to here as a “transit”). While this results in more points being misclassified
for a short period of time, the cluster mean stays with the correct object after the transit.
However, relaxing the cluster direction angle also leads to a higher average recall because
fewer targets are lost when the spacecraft pass through 𝜃 = 90° and 𝜃 = 270° on the GCF.

Table 3.11. The lower average precision is a result of removing the angle constraint, which
increases the average recall.
Average
Maximum
Minimum

Precision (%) Accuracy (%) Recall (%)
97.3
97.1
93.7
100
100
100
33.3
57.17
28.5

As more simulations continue to succeed in successive iterations of the algorithms,
more behaviors and patterns in the parameter selection become clear. Setting the Mahalanobis distance threshold to two times the Mahalanobis distance of the point on the edge
of initial cluster revealed a new failure mode of the SP1M-DVEAA algorithm. Figure 3.19
shows the Mahalanobis distance plotted against the average change in pixels. The expected
behavior is that the Mahalanobis distance should be constant or increasing as the distance
between consecutive points increases. Figure 3.19 instead shows the Mahalanobis distance
decreasing as the average change in pixels increases. The recall sharply declines once the
Mahalanobis distance is less than 5.5, indicating some underlying anomaly with the initial
point assignments. Even though the span of the initial clusters was limited there are still
instances where the points on the edge of the tracklets are not added to the clusters (such
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as in Figure 3.18(b)). When the Mahalanobis distance is set based on the points that were
actually added to the cluster, then as the average distance is increased and fewer points from
the total tracklets are found to be part of the cluster, the Mahalanobis distance decreases as
the average pixel distance increases. This is the exact trend shown in Figure 3.19. The short
term solution to this issue is to set the Mahalanobis distance based on the learning rate.

Figure 3.19. The algorithm underestimates the number of clusters for five spacecraft and
overestimates for two and four spacecraft.

Figure 3.20 shows that once the ratio of the learning to Mahalanobis distance exceeds
four, the performance begins to decrease. Thus if the Mahalanobis distance is less than six
after the cluster is initialized, the Mahalanobis distance threshold is set as

dmax =

𝜉max
3

(3.17)
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Figure 3.20. A ratio of learning rate to Mahalanobis distance of less then four leads to
higher performance.
However, the true solution lies in selecting a different typicality measure for use in
the SP1M-DVEAA algorithm, one that is better suited for ellipsoidal or elongated clusters,
such as the one presented in Xu et. al. [54] Note in Figure 3.20 that some of the initial
cluster spans exceed the 100 pixel limit, which is due to either rounding when selecting an
integer number of images or maintaining a minimum of five images for initialization. This
minor modification to the Mahalanobis distance is applied and keeping all other parameters
in Parametric Study #3 the same, the new precision, accuracy, and recall are shown in
Table 3.12. There is improvement for all performance metrics, with the average precision,
accuracy, and recall all greater than 98%. The minimum precision, accuracy, recall were
also all increased, and of the 1273 simulations that ran successfully, 1084 had a precision of
100%. Another 872 had a precision, accuracy, and recall of 100%. For many simulations
the only points not correctly identified were those that were not found to be part of the initial
tracklets by the SP1M-DVEAA algorithm.
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Table 3.12. The average precision, accuracy, and recall exceed 95%.
Average
Maximum
Minimum

Precision (%) Accuracy (%) Recall (%)
99.5
99.4
98.7
100
100
100
52.6
72.8
48.3

The performance metrics for each combination of time between measurements and
number of spacecraft are shown in Table 3.13. The precision, accuracy, and recall decrease
as the time between measurements is increased except for two spacecraft with the final time
interval of 120 seconds. Mission scenarios with three spacecraft tend to exhibit higher
accuracy and recall at all time intervals, and higher precision up to 90 second intervals
between measurements. Because the spacecraft are equally spaced on the GCF, scenarios
with two and four spacecraft experience more transits between spacecraft. However, with
three spacecraft these transits are largely avoided because of the initial locations of the
spacecraft on the GCF. In the case of five spacecraft, this lack of symmetry enables the
algorithm to outperform simulations with fewer spacecraft. This is also the reason why the
performance is higher for two spacecraft with a time interval of 120 seconds than with 90
seconds. At the 120 second time interval, the measurements “skip” over the transits where
points are assigned to the incorrect clusters. The role that symmetry plays in the algorithm
performance is an important insight for mission designers, as formations tend to symmetric
for data collection missions. A suggested investigation for future study is to randomly
initialize the spacecraft positions on the hub and spoke formation. As mentioned before,
the addition of a third feature dimension would also reduce the chance of cluster close
approaches when the data tracks are in a three dimensional feature space. The inclusion of
the sliding window for calculating the cluster direction angle would also make the clusters
more resistant to following incorrect data streams after the transit. The results of these
simulations show that the performance loss is small or nonexistent when more spacecraft
are added to the formation, and the excellent performance metrics for five spacecraft indicate
that the algorithm could correctly associate measurements from even more spacecraft.
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Table 3.13. Parametric Study #3 Results for Different Mission Scenarios
ΔT (s)
30
30
30
30
60
60
60
60
90
90
90
90
120
120
120
120

Number of Spacecraft Precision
2
100.0
3
100.0
4
99.58
5
99.94
2
99.93
3
100.0
4
99.59
5
99.98
2
99.88
3
99.55
4
99.22
5
99.75
2
99.96
3
99.52
4
97.16
5
96.80

Accuracy Recall
99.83
99.66
100.0
100.0
99.79
99.58
99.97
99.94
98.96
97.43
100.0
100.0
99.80
99.59
99.99
99.98
97.68
95.43
99.67
99.68
99.59
99.15
99.87
99.60
98.23
96.50
99.63
99.37
98.35
96.29
98.51
96.05

The ability of the algorithm to succeed is highly dependent on the quality of the
initial clustering. As discussed above, if the Mahalanobis distance on the initial clusters was
set as 𝑚 ≤ 6, the Mahalanobis distance threshold was set as 𝜉/3. While this turned out to
be a good selection of the Mahalanobis distance for some cases, it was detrimental to others
as shown in Figure 3.21. This result demonstrates that the parameter selection methods
outlined by this research are preliminary, and further study is necessary to fully understand
the subtleties in the selection of the Mahalanobis distance and the learning rate. However,
choosing parameters based on the methods outlined here yields excellent performance for
most cases, and these methods give future researchers a starting point when applying the
streaming clustering to their own scenarios.
With the selection of the parameters refined and the algorithm achieving high levels
of accuracy, precision, and recall, parametric study #3 was rerun with noisy data. Zero mean
normally distributed noise with a standard deviation of two pixels was added to the pixel
centroid measurements that were generated as described in Section 2.1.2. When presented
with noisy measurements, approximately 20% more simulations encountered Failure Mode
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Figure 3.21. The algorithm fails to recover in many cases when the SP1M-DVEAA fails to
associate points on the edges of the tracklets.
#2, where the incorrect number of clusters were found by SP1M-DVEAA. This further
highlights the need for another feature dimension or a different typicality measure.

The

Table 3.14. Percentage of Critical Failures Encountered with Noisy Data
Failure Mode
#1 SP1M Convergence
#2 Initial Cluster Search
#3 All Targets Lost
No Critical Failures

Percent of Simulations
0.0%
38.13%
0.0%
61.8%

algorithm performance, shown in Table 3.15, did suffer when noisy measurements were
processed. There was a 12.8% decrease in the average precision, a 6.8% decrease in average
accuracy, and a 13.2% decrease in average recall. The low precision reveals that when the
data are noisy the algorithm is more prone to adding points to clusters that do not belong.
After reviewing the results from the low performing cases, it was found that the clusters
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begin following the incorrect data streams during spacecraft transits. This behavior is more
pronounced in the presence of noisy data than with the true measurements because during
a transit, the cluster means and the incoming points are in close proximity. A standard
deviation of two pixels can drastically change all of the components of the cost function
resulting in incorrect assignments. This makes the need for the sliding window in the
computation of the cluster direction angle even more apparent.

Table 3.15. The precision, accuracy, and recall suffer when noise is added to the measurement data.
Average
Maximum
Minimum

Precision (%) Accuracy (%) Recall (%)
86.7
92.6
85.5
100
100
100
20.0
50.0
30.6

When a sliding window is implemented, the average cluster direction across the 𝑤
points in the window given as

s̄𝑖,𝑛

𝑤
1Õ
s𝑖,(𝑛− 𝑗+1)
=
𝑤 𝑗=1

(3.18)

is used to calculate the cluster direction angle,


s̄𝑖,𝑛 · s 𝑘,𝑛+1
𝛼𝑖𝑘 = arccos
s̄𝑖,𝑛 s 𝑘,𝑛+1


(3.19)

which is quadrant checked as was outlined in Section 2.3. With this inclusion, a single point
with a large cluster direction angle cannot steer the cluster off course.
When a sliding window of 𝑤 = 5 was included in presence of noise, the precision,
accuracy, and recall were all improved, shown in Table 3.16. The average precision and
recall increased by approximately 10%. and the minimum precision and accuracy increased
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by approximately 15%. The cost of adding the sliding window for the cluster direction angle
calculation to the algorithm is minimal, making it a worthwhile addition for the increased
performance.

Table 3.16. The inclusion of the sliding window to calculate the cluster direction angle
increases the precision, accuracy, and recall when noise is added to the measurement data.
Precision (%) Accuracy (%) Recall (%)
Average
96.9
98.0
96.0
Maximum
100
100
100
Minimum
34.6
64.9
35.4
The final test of the algorithm is to assess its ability to reject anomalous points from
being added to any clusters. To test this, the same set of simulations from above was used,
with the inclusion of the sliding window performed with one anomalous data point included
at each time step. The anomalies are sampled from a uniform distribution spanning the
entire image field of view. An example of a data set with anomalies is shown in Figure 3.22,
and these anomalies can be thought of as instances where a star or other another bright object
was detected in the image. As was implemented in [12], the incoming data should first be
filtered to eliminate points that belong to known stars from the onboard star catalog. Then, in
practice, the only remaining points would be potential space objects. However, no filtering
mechanism was applied in this research. The performance statistics for the simulations
with anomalous measurements are shown in Table 3.17 alongside the performance statistics
from the prior studies. As expected, the precision with anomalous measurements is less
than the precision of other studies due to some anomalous measurements being added
to clusters when they have a lower cost than the correct measurement. If an anomalous
point is in closer proximity to the cluster mean than true measurements, then the both the
Mahalanobis and Euclidean distance metrics in the cost function will favor the anomaly
over the true point. This makes the algorithm biased towards selecting points that are closer
to the cluster mean regardless of the cluster direction angle. Making improvements to the
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Figure 3.22. The trajectories of two spacecraft with anomalous measurements.
cost function, such as adding weights to the different distance and angle metrics, is left as a
topic of future work. Even though there is a drop in accuracy, the average accuracy is still
greater than 90% with 75% of the cases exhibiting an accuracy greater than 95%. While a
direct comparison is not possible because of the different formations tested, the results listed
here show an improvement in performance from the literature, which reports for similar
noise levels a precision of 99.99%, an accuracy of 93.22%, and a recall of 90.14% for 400
cases tested with a 60 second interval between measurements. [12] The performance of the
spacecraft tracking SPGMM algorithm can be further increased if the recommendations for
improvement listed throughout this section are implemented.
Table 3.17. The average accuracy is greater than 90% for increasingly adverse situations,
and the average precision and recall are greater than 85%.
Precision
Accuracy
Recall

True Data
99.5
99.4
98.7

Noise Noise w/ Sliding Window Anomalies
86.7
96.9
88.7
92.6
98.0
93.9
85.5
96.0
92.9
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4. INCREMENTAL CLUSTER VALIDITY INDICES RESULTS

While evaluating the performance of the algorithm based on the precision, accuracy,
and recall is useful for tuning the algorithm, these metrics cannot provide a real-time
indication of the clustering performance when truth data are unavailable. This section
outlines how incremental cluster validity indices (iCVI) can be used to gauge the quality of
the clustering solution throughout the duration of the mission, and links patterns in the iCVI
to different failure modes and successes that are reflected in the overall precision, accuracy,
and recall. In addition to indicating how well the clustering algorithm is performing,
transient trends in the iCVI can also be directly related to the system dynamics that provide
additional insights and early warnings to mission operators. Understanding the behavior of
the iCVI will enable appropriate responses to be programmed into the overall GNC system,
making the system more autonomous. Each of the chosen iCVI (iPCAES and iNI), were
evaluated for three simulations: one simulation with 100% accuracy, a simulation with less
than 100% accuracy and a simulation where a new cluster is formed. These simulations were
propagated for two orbit periods to show the long-term behavior of the iCVI. Additional
results highlight the unique pros and cons of each iCVI.

4.1. IPCAES INDEX ANALYSIS
The Incremental Partition Coefficient and Exponential Separation (iPCAES) index
is a max-optimal index that quantifies clustering performance based on the incremental
measures of intra-cluster compactness and inter-cluster separations. The change in the
iPCAES index, ΔPCAES, is always positive, and smaller updates in the index indicate wellformed clusters (compact and separated). Large ΔPCAES updates occur when the clusters
suddenly become more compact or more separated. Because the total iPCAES index is
always increasing, it is instead more useful to analyze the update, ΔPCAES. This can be
thought of as the psuedo slope of the iPCAES curve.
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To begin, the ΔPCAES index is shown for a simulation with two spacecraft that
exhibits perfect classification accuracy. Shown in Figure 4.1, the ΔPCAES index oscillates
over time, with three noticeable peaks over two orbit periods. These peaks occur when a
spacecraft approaches 𝜃 = 90° and 𝜃 = 270° on the GCF. Relative to the camera frame, the
spacecraft are moving largely along the camera boresight (𝑧) direction at these points, and
when projected into the (𝑢, 𝑣) film coordinate feature space the spacecraft trajectories slow
down because the (𝑥, 𝑦) position changes relative to the camera frame are small. As the
trajectories slow down the clusters become more compact, resulting in a larger ΔPCAES
update. The semimajor axis of the formation in this simulation was 2409.1 km making the
orbit period about three hours. The average time between peaks in the ΔPCAES index is 1.5
hours, which is half of the orbit period. This is expected as the spacecraft approach 𝜃 = 90°
and 𝜃 = 270° twice per orbit. However, recall that the spacecraft are equally spaced around
the GCF, so in the case of two spacecraft while one spacecraft is at 𝜃 = 90° the other is at
𝜃 = 270° making the overall maximum compactness and separation to occur at roughly the
same time.
This finding holds when there are three spacecraft, shown in Figure 4.2, where
there are six instances per orbit when a spacecraft approaches 𝜃 = 90° or 𝜃 = 270°. For
three spacecraft it is more difficult to discern the peak locations because the maximum
compactness and maximum separation for each spacecraft do not occur at the same time.
For example, if one spacecraft is at 𝜃 = 90°, then one of the remaining two spacecraft is
approaching 𝜃 = 270° and the other is departing 𝜃 = 270°. The period for the orbit shown
in Figure 4.2 is 2.7 hours, and the average time between peaks in Figure 4.2 is 0.48 hours,
which is approximately one sixth of the orbit period. Thus, if the number of spacecraft in
the GCF formation is known, then the semimajor axis can be approximated by analyzing
the frequency of oscillations in the ΔPCAES index.
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Figure 4.1. The ΔPCAES index increases rapidly as the spacecraft approach 𝜃 = 90° and
𝜃 = 270° on the GCF.
Notice that for three spacecraft, the mean ΔPCAES index decreases over time. This
is the result of the clustering algorithm learning the behavior of the formation. As more
points are added to the clusters, the denominator of the second term in the mean update
becomes larger, given as
𝝁𝑛+1 = 𝝁𝑛 + 𝜉

𝒙 𝑛+1 − 𝝁𝑛
𝝁𝑛+1

(4.1)

making the impact of the learning rate less effective than when there are fewer points in the
cluster. The flexibility the algorithm has at the beginning enables the cluster means to move
more freely and converge on the target trajectories, and this flexibility corresponds to large
changes in the ΔPCAES index as the clustering solution improves over time.
With an understanding of the behavior of the ΔPCAES index when all measurements
are correctly associated, deviations from this behavior can be used to identify incorrect
measurement associations. The ΔPCAES index of a simulation with two spacecraft that
achieved 98% accuracy is shown in Figure 4.3, and it is immediately clear when the

101

Figure 4.2. For an odd number of spacecraft in the GCF, the peaks in ΔPCAES curve are
less prominent.
misclassifications occurred. At around five hours there is a small increase in the ΔPCAES
index when the index should be decreasing, as the spacecraft are approaching 𝜃 = 0° and
𝜃 = 180° on the GCF. At these points, both spacecraft are moving quickly through the
middle of the image when a transit occurs. The ΔPCAES in Figure 4.3 confirms that several
points are misclassified during the transit, and the index increases because the points are
added to the clusters with the lowest Euclidean distances. The result is that the clusters
suddenly become more compact when they should be getting less compact. After the transit,
the compactness decreases and the behavior of the ΔPCAES curve returns to normal.
The final scenario to evaluate for the ΔPCAES index is one in which a new cluster
is discovered. A simulation with three spacecraft in the GCF was used, but the SP1MDVEAA algorithm only detects two spacecraft initially. The initial dataset and cluster
centers are shown in Figure 4.4, where it is nearly impossible to distinguish between the
two data tracklets in the top left of the image. The ΔPCAES index is shown in Figure 4.5,
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Figure 4.3. The slight increase in the ΔPCAES index at approximately five hours corresponds to the misclassification of points during a transit of the spacecraft.
where the index begins at ∼2 and slowly decreases until the new cluster is found at twenty
minutes. The relatively high initial value of the ΔPCAES index (∼2.4) compared to the
indices presented for simulations that began with the correct number of clusters (< 0.4) is
an immediate indication that the initial clustering solution is poor. When the new cluster is
discovered, the index increases by a factor of five in a single time step then slowly decreases
to levels seen in the successful cases. The sudden increase indicates that forming a new
cluster made the clusters more compact and more separated. While it takes time for the
index to settle after the addition of a new cluster, it provides a continued metric to discern
whether forming the additional cluster was “good.”
The iPCAES index is an especially useful iCVI for object tracking because the
two components of the measure, compactness and separation, correspond to real-world
phenomenon outside of the feature space. If the compactness for a certain cluster is
decreasing, then the velocity of the corresponding object may be increasing, and if a cluster
becomes more compact then the velocity of the object in the feature space may be decreasing.
This feature has the potential to detect maneuvers or deviations from the expected orbit for
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Figure 4.4. A figure showing the tracklets of two spacecraft merged into one cluster.
a given spacecraft. Additionally, if the compactness of a cluster decreases and shortly
thereafter a new cluster is discovered in a similar vicinity, it could inform mission designers
that the (previously) single spacecraft has successfully deployed multiple spacecraft. If
the observer spacecraft is deployed from the launch vehicle first, it could initialize before
the other spacecraft are deployed, detecting a single cluster that is the deployment vehicle.
Then, the deployment of other spacecraft could be detected as the compactness of the
deployment vehicle cluster decreases, acting as an early indication that the observer should
search for new clusters. The separation between clusters also has physical meaning, wherein
decreasing separation between clusters corresponds to decreasing distances between objects
in the feature space.
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Figure 4.5. There is a sudden increase in the ΔPCAES index when a new cluster is discovered
at ∼20 minutes.
4.2. INCREMENTAL NEGENTROPY INCREMENT INDEX RESULTS
The Incremental Negentropy Increment (iNI) index is a min-optimal index that
gauges the quality of the clustering performance based on the normality of the clusters
using a measure of the negentropy of the clusters relative to the negentropy of the entire
dataset. Because it is min-optimal, lower values of the negentropy index indicate better
clustering results.
Figure 4.6(a) shows the iNI of a simulation with two spacecraft that achieved 100%
accuracy. Unlike the iPCAES index, where the update to the index, ΔPCAES, was evaluated,
Figure 4.6(a) shows the total iNI at every time step. At the beginning of the simulation
the iNI fluctuates as the cluster mean settles on the trajectory, and as time goes on the
iNI decreases overall, indicating good clustering results. As with the ΔPCAES index, the
iNI oscillates as the spaceraft move along the GCF. The iNI increases as the spacecraft
pass through 𝜃 = 0° and 𝜃 = 180° on the GCF because the clusters become elongated (less
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normal) as the spacecraft speeds increase through the middle of the image. As the spacecraft
approach 𝜃 = 90° and 𝜃 = 270° and the cluster covariances contract the iNI decreases. The

(a) The iNI index for two spacecraft across two orbits. (b) The iNI index for three spacecraft across two orbits.

Figure 4.6. The iNI index for two simulations where (a) shows the iNI index for two
spacecraft has distinguishable oscillations while (b) shows that the iNI for three spacecraft
is smoothly decreasing.

average time between the peaks in Figure 4.6(a) is 1.6 hours, and the orbit period of this
simulation is 2.8 hours. The result is an approximate estimate of the orbital period, with
an error of approximately 14%. However, in the case of three spacecraft, the oscillations
that occur in the individual iNI for each spacecraft are lost in the total index because the
spacecraft clusters reach minimum and maximum normality at different times on the GCF.
This is shown in Figure 4.6(b), where the index smoothly converges to approximately three
without any distinct peaks.
The next property of the iNI index to evaluate is its ability to detect misclassifications.
The same simulation that was evaluated for the ΔPCAES index with two spacecraft that
achieved an accuracy of 98% was evaluated for the iNI index. As shown in Figure 4.7,
the misclassification of points that occurs at approximately five hours is still visible in the
iNI index curve, but the change in the index is much less pronounced than the curve of the
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ΔPCAES index. This small change in the iNI index is the result of only nine points being
misclassified, and so these few points do not have as much of an effect on the normality of
the cluster.

Figure 4.7. The iNI index is less sensitive to misclassifications.

The final scenario to evaluate for the iNI index is the characteristics of the curve when
a new cluster is discovered. The same scenario from the ΔPCAES index was used where
the SP1M-DVEAA algorithm only discovers two spacecraft initially, but the streaming
clustering algorithm is able to distinguish the third object after around 20 minutes. As
shown in Figure 4.8, the iNI index exhibits similar behavior to the ΔPCAES index, as the
index decreases by a value of 0.7 in one time step. Because the iNI in min-optimal, this drop
indicates the quality of the clustering solution increases when the the data for the missing
object are assigned to a separate cluster. The other decreases in the iNI for this simulation
occur following spacecraft transits when points are misclassified, as the overall accuracy
for this simulation was 93%.
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Figure 4.8. There is a sudden drop in the iNI index when a new cluster is found at ∼20
minutes.
While the iNI index provided similar insights as the ΔPCAES index, it lacks the
strong connection to physical phenomenon that the compactness and separation measures
provide. Furthermore, the deviation of the iNI from nominal behaviors was less pronounced
when points were misclassified or when a new cluster was discovered. The iNI index may
provide greater insights for different object tracking scenarios, where objects tend to move
less in the feature space, thus forming more normal clusters.

4.3. STK EXPERIMENTS
In order to test the ability of the algorithm to perform within the larger state estimation chain, shown in Figure 4.9, a series of experiments were performed using Analytical
Graphics Inc. System Tool Kit (STK) software. Realistic spacecraft models were designed
and imported into STK, which propagates the spacecraft trajectories using a high fidelity
propagator. Throughout the propagation, images are captured of the STK graphical render-
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ing from the view of the observer spacecraft. The observer camera was modeled in STK
using a “sensor” object, which is constrained to point along the observer-hub vector. This
maintains the spoke spacecraft within the defined field of view throughout the simulation.
The images collected from STK include the spacecraft, background stars, and nearby celestial objects (such as the Earth and Sun). After all of the images are collected from STK,
they are sequentially processed by the SPGMM spacecraft tracking algorithm. At each time
step, an image was processed to extract the centroid locations of objects within the image
using a basic image segmentation algorithm. Note that the image segmentation algorithm
introduces noise into the pixel centroid measurements, unlike the data from the parametric studies where the pixel coordinates were exact projections from the true spacecraft
trajectories. The extracted centroid measurements were then used as the measurements
for the SPGMM spacecraft tracking algorithm, which assigned the measurements to the
appropriate clusters or the anomaly list.

(𝑖𝑚𝑎𝑔𝑒)

Capture
Image

(𝑢, 𝑣)

Detect
Objects

(𝑐𝑙𝑎𝑠𝑠)

Identify
Objects

State
Estimation

Figure 4.9. Multitarget tracking via visual navigation process flow.

In order to generate realistic image data, spacecraft models were designed and
rendered for importing into STK. Each spoke spacecraft was modeled as a 6U CubeSat
using the CAD software SolidWorks, and were exported as STL files. The models used for
this simulation were extremely basic, and consisted of a solid extrusion with an aluminum
material finish. The models include no solar cells/panels, and have no other deployable
features. These “bare-bones” models were used to show that the algorithm can perform
correct identifications using only general features, and reduces the need for complex feature
detection algorithms. The STL files exported from SolidWorks were then imported into
the open source rendering software Blender to include additional surface finishes. Within
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Blender the STL files were scaled to maintain the proper CubeSat dimensions. After the
objects were scaled, the surface color, reflectivity, and absorptivity values were defined,
which were set to capture glare and glint that is common to space objects. Other surface
finishes and UV maps can be applied in Blender, with the effect of varied surface properties
as a topic of interest for future work. The fully rendered model was then exported as a .DAE
file to be imported into STK. This procedure is adapted from an STK tutorial. [55]
The formation used in these simulation was a GCF in a lunar orbit with four
spoke spacecraft at a radius of 20 meters. Initial conditions for the spoke spacecraft were
generated using the method outlined in by Sabol et al. [42]. These initial conditions were
saved as ephemeris files and loaded in to STK for trajectory propagation using the HighPrecision Orbit Propagator (HPOP) setting, which includes the effects of third-body gravity,
atmospheric drag, full gravitational field models (based upon spherical harmonics), and
solar radiation pressure. [56] To perform the object identification, the observer spacecraft
was separated from the hub by approximately 50 meters and modeled as a 1U spacecraft
with a camera on one face. The boresight of the camera is aligned along the vector from
the observer spacecraft to the formation hub. The attitudes of all of the spoke satellites,
were constrained with one axis nadir pointing and were not rotating relative to the observer
spacecraft (i.e. the camera has an unchanging view of each spacecraft). An example GCF
with four spoke spacecraft and an observer spacecraft is shown in Figure 4.10.
To increase the fidelity of the images captured within STK, several advanced rendering settings were modified. First, the default star model was replaced with the Bright
Star v5 Mag6 model, which includes 5080 stars with a range of brightness magnitudes. The
number of pixels and translucency for the display of each star are then interpolated between
a set of values, with the brightest stars sized at five pixels with zero translucency and the
dimmest stars sized as 0.1 pixels with 80% translucency. The stars are also colorized to
capture the varying hues within the pixels. Secondly, to facilitate the generation of data,
the “flashlight” feature was enabled within STK. This feature illuminates objects within the
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Figure 4.10. Generalized circular formation with Six spokes and an observer spacecraft.
simulation along a user-defined vector. In this simulation the flashlight was set as white
light directed along the observer/hub vector. The use of the flashlight is a “placeholder” that
simulated more advanced navigational aids such as fiducial markers or beacons to enable
the object detection while in eclipse. Finally, the spacecraft were colorized red to more
easily segment the image to generate the test data (as object detection is not the focus of this
research). The natural dynamics of the hub-and-spoke formation result in the four spoke
satellites remaining in full view of the observer spacecraft camera throughout the duration
of the simulated mission.
The centroid location data that are the inputs to the clustering algorithm were
captured in a series of steps. First, an animation was captured from STK with a time
step between frames of fifteen seconds and a resolution of 1280×720 (representative of the
potential capability of SmallSat hardware). Then the red objects (the spoke spacecraft) were
exclusively detected by using the Matlab® regionprops() image segmentation function that
returns the centroid locations corresponding to each detected object. [57] These centroid
locations were then presented to the clustering algorithm according at each time step. A
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Figure 4.11. Sample image generated from STK.
sample image is shown in Figure 4.11. Note that the spacecraft in the image are quite small,
and at the maximum relative distance of approximately seventy meters, the spacecraft
occupy nearly the same number of pixels (∼five) as the brightest stars. The initial orbit
parameters for the hub and the observer spacecraft that were input into STK are given in
Tables 4.1 and 4.2. Note that thought the orbits are circular and the argument of perigee
and true anomaly are not defined, STK still accepts them as inputs and uses their sum to
define the argument of latitude.

Table 4.1. Initial orbit parameters for formation virtual hub.
Virtual Hub Initial Orbit Parameters
Semimajor Axis

3474.8 km

Eccentricity

0

Inclination

5.1°

Argument of Perilune
RAAN
True Anomaly

227.4°
139.535°
358.1°
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Table 4.2. Initial orbit parameters for observer spacecraft.
Observer Spacecraft Initial Orbit Parameters
Semimajor Axis

3474.8 km

Eccentricity

0

Inclination

5.1°

Argument of Perilune
RAAN
True Anomaly

227.4°
139.534°
358.1°

4.3.1. Experiment 1. For this experiment the hub was not considered for identification, and served only as a virtual reference point for the four satellites in the formation.
To demonstrate the ability of the clustering algorithm to detect and track new objects, the
fourth spoke spacecraft does not appear until midway through the simulation. The object
simply “appears” in the formation instantaneously, but future work will include the use of
a maneuver to show the transfer of the spacecraft into the formation.
Results show that the developed object identification and tracking algorithm is
capable of detecting and correctly classifying multiple space objects in an image. The
SPGMM algorithm was initialized with fifteen images, which at the beginning of the
simulation shows three of the four spokes. The algorithm detected these three objects and
created the first three clusters, shown in Figure 4.12(a). In this figure, the red dots indicate
the initial cluster means, and the three colored tracks (blue, magenta, and green) show the
spacecraft trajectories. The algorithm then proceeded to add new points to the clusters and
track the three spacecraft trajectories over time shown in Figure 4.12(b), where the colored
portions of the trajectories represent the fifty most recent points added to the cluster, with
the gray-scale trail acting as a visual representation of where the trajectory has been. When
animated, this figure shows the colored heads of the trajectories moving through the image
leaving a gray-scale trail as they evolve over time.
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(a) Spacecraft trajectories after 1,000 seconds.

(b) Spacecraft trajectories after 3,000 seconds.

(c) Spacecraft trajectories after 16,000 seconds.

(d) Spacecraft trajectories after 17,500 seconds.

Figure 4.12. The results of the SPGMM algorithm detecting and tracking four objects. (a)
shows the objects initially detected with cluster means shown as red dots and the trajectories
are shown as the blue, pink, and green traces;(b) shows the trajectories after 3,000 seconds
have elapsed; (c) shows the fourth spacecraft has been detected (dark blue trace); and (d)
shows the finished result of the algorithm with anomalies shown as black asterisks.
Note that during this time, the Earth, Sun, and other bright stars were captured
within the dataset, but all of these points were correctly added to the anomaly list. When the
fourth spoke appeared in the image, its data points were initially added to the anomaly list,
but once the list reaches the minimum number of points to attempt to cluster, SP1M-DE was
autonomously invoked and the fourth spacecraft was identified. The size of the anomaly list
used to initiate a new cluster search in this work was set as twenty, with the required number
of points to constitute the creation of a new cluster set at ten. The algorithm then continued
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to track all four spacecraft for the remainder of the simulation, shown in Figure 4.12(c).
Figure 4.12(d) shows the end result of running the algorithm, with each spacecraft cluster
uniquely identified by color and all detected anomalies shown as black asterisks. Note
that the two large anomaly tracks across the image (the Earth and Sun) were not clustered
because the data points are too far apart and when SP1M-DE is run, it cannot find ten points
sufficiently close to constitute a cluster. These results show that without any additional user
input aside from setting the initial parameters, the algorithm is able to learn and track four
objects in an image. The fourth object was easily detected without advance warning to the
algorithm to expect a new object. Furthermore, the adaptive mean enables the algorithm to
track incoming points while still “remembering” where the object has been.
4.3.2. Experiment 2. For this experiment the hub was considered for identification,
and was present with one other spoke spacecraft at the beginning of the simulation. To
further demonstrate the adaptability of the algorithm and its ability to maintain custody of
targets overtime, the simulation was run for sixteen hours, with a new spacecraft appearing
every four hours. In this experiment, the algorithm was initialized with twenty images,
which at the beginning of the simulation contain only the hub and one spoke spacecraft.
The algorithm detected these two objects and created the first two clusters. The algorithm
then sequentially processed centroid data from incoming images to add new points to the
clusters and track the spacecraft trajectories over time.
When the new spoke spacecraft appeared in the image their data points were initially
added to the anomaly list, but once the list reached the minimum number of points to attempt
to cluster, SP1M-DE ran and the spacecraft were identified. The size of the anomaly list used
to initiate a new cluster search in this experiment was again set as twenty, with the required
number of points to constitute the creation of a new cluster set at ten. Figure 4.13(a) shows
the spacecraft trajectories after 4.5 hours, with the hub and two spokes detected, where
the colored portions of the trajectories represent the fifty most recently added points to the
cluster. Note that because the observer spacecraft attitude is fixed along the camera-hub
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vector (and thus the camera boresight as well), the (very small) pink hub cluster in the
middle of the image is stationary. The algorithm continues to detect and track the five
spacecraft for the remainder of the simulation, shown in Figures 4.13(b) and 4.13(c). When
animated, this figure shows the colored heads of the trajectories moving through the 2-D
image plane over time.

(a) Spacecraft trajectories after 4.5 hours

(b) Spacecraft trajectories after 8.5 hours

(c) Spacecraft trajectories after 12.5 hours

(d) Spacecraft trajectories after 16 hours

Figure 4.13. Four instances in time showing the results of the clustering algorithm over
time.

During the simulation, there were times when the glare on the spacecraft made
them undetectable by the image processing algorithm, resulting in data gaps. Figure 4.14(a)
shows the number of spacecraft detected and the true number of spacecraft present, where at
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times up to three objects were undetectable. However, the unsupervised learning algorithm
adapts to the missing data. In the first two instances of missing data, the clustering algorithm
maintained the clusters through the loss of data, primarily due to the adaptive learning rate.
As the incoming data points become farther apart, the learning rate increases, allowing the
cluster to maintain pace with the object until a steady stream of data resumes. In the third
instance of missing data, the algorithm lost the two spacecraft that were undetectable for the
longest amount of time, and those clusters “died.” When the objects were detected again
by the image processing algorithm, the data were added to the anomaly list until the objects
were identified again by the SP1M-DE algorithm. Figure 4.14(b) shows an image taken
during the third instance of missing data, where three of the spokes are a brighter/lighter
red due to glare.

(a) Number of spacecraft detected in an image.

(b) STK image showing spacecraft with glare.

Figure 4.14. Figure showing the number of objects detected within an image at 14 hours.

Figure 4.13(d) shows the end result of running the algorithm, with each spacecraft
cluster uniquely identified by color, where the red asterisks are the final cluster means and
the black ellipses show the final cluster covariances. These results show that without any
additional user input aside from setting the initial parameters, the algorithm was able to learn
and track five objects in the image plane. The newly arriving spacecraft were easily detected
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without advance warning to the algorithm to expect a new object. Furthermore, the adaptive
learning rate enabled the algorithm to track incoming points while still “remembering”
where the object has been.
The iPCAES index computed for this experiment, shown in Figure 4.15(a), also
shows good clustering results, where the vertical lines indicate when a new cluster was
detected by the algorithm. As new points arrive the index decreased (as the clusters become
less compact). When a new cluster was found, the score drastically increased because the
new cluster is very compact, making the denominator of the partition coefficient much
smaller than the numerator. As more points were added to the new cluster and it became
less compact, the index value decreased asymptotically until the next spacecraft appeared.
The convergence of the ΔPCAES index between finding new clusters indicates the clusters
were stable and that the incremental update to the index was consistent as new points were
added to the clusters. The trend of the peaks of the index increased due to the max-optimal
nature of the algorithm, and again is closely correlated to the partition coefficient. Note
that the last two peaks occur when two of the spokes are reidentified shortly after they were
undetectable.

(a) Incremental partition coefficient and exponential
separation index for each data point.

(b) Slope of iPCAES index.

Figure 4.15. The iPCAES index and a zoomed in view of the slope of the iPCAES index.
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While difficult to discern in Figure 4.15(a), before a new cluster is found there is a
knee point in the ΔPCAES index. This can be seen by analyzing the slope of the index,
shown in Figure 4.15(b). The slope was calculated using the finite difference method, given
as
ΔPCAES0 ≈

ΔΔPCAES
Δ𝑡

(4.2)

where the red lines in Figure 4.15(b) indicate when a new cluster was found. As new
incoming data were added to the anomaly list, the slope slightly increased (most clearly seen
between data point 4000 and when the third spacecraft is detected). This knee point can give
spacecraft operators an early indication of when a new spacecraft is joining the formation, or
if a new object is visible within the camera field of view. Finally, the exponential separation
index shows when objects in the feature space are closer together. Figure 4.16 shows the
exponential separation for the hub spacecraft, which oscillates periodically as the spoke
spacecraft pass between it and the observer spacecraft.

Figure 4.16. Exponential separation for hub spacecraft.
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The application of a streaming clustering algorithm has been demonstrated for use
in tracking multiple space objects captured in a series of single monocular images using
data extracted from a high fidelity STK simulation. The unsupervised learning algorithm
is not only able to correctly identify objects as they move throughout the image plane, but
it can also detect and catalog anomalous measurements. The learning algorithm can also
periodically check this catalog of anomalies to determine if a new object has come into
view of the observer spacecraft. The performance of the algorithm was validated using the
iPCAES index, which revealed other interesting attributes, such as when measurements are
being consistently added to the anomaly list and the potential for a new spacecraft to be
detected. The separation index provides an indication of when spacecraft pass closer to one
another in the feature space.
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5. CONCLUSIONS

As an increasing number of formation and swarm missions are deployed beyond
Earth orbit, multitarget tracking algorithms with inherent autonomy will be an important
component of mission success. While there are numerous multitarget tracking algorithms
reported in the literature, the performance of many of these algorithms require advanced
knowledge of the mission specifications and dynamics. The unsupervised learning spacecraft tracking algorithm presented here leverages coarse dynamical representations to initialize the clustering hyperparameters, and includes an adaptive learning rate that enables the
algorithm to adapt to deviations from the expected dynamics. The algorithm was inspired
by the SPGMM algorithm presented in [14], but was modified to facilitate the tracking of
moving clusters. The inclusion of the cost function to assign incoming measurements to
each cluster increased the algorithm’s robustness to clusters moving throughout the feature space by including contributions of the Mahalanobis distance, Euclidean distance, and
cluster direction angle. The combination of these three measures more closely resembles
how humans visually track objects, and combines the statistical measure of Mahalanobis
distance with the deterministic measure of Euclidean distance.
In addition to modifying the streaming clustering algorithm to accommodate moving
clusters, the selection of the clustering hyperparameters was also explored for this new
application of object tracking. It was discovered that the SP1M-DE algorithm had a stopping
criterion based on an alpha cut, and failed to find the correct number of clusters for large
initial tracklet spans. For large initial spans, it was found that the while the typicality of these
points did not meet the alpha-cut threshold, they were still at least an order of magnitude
larger than the typicalities of the points belonging to other tracklets. Thus, an adaptive alpha
cut was formulated that maintains an order of magnitude difference in typicality between
the points within the cluster and points outside the cluster. When performing the parametric
study a large number of simulations failed due to the SP1M-DE algorithm not converging.
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It was found that for some distributions of points with a given fuzzifier and minimum value
of 𝜂 the concavity of the average typicality was always convex. After further analysis of
the second derivative of the average typicality function, it was shown this was only possible
for fuzzifier values less than two. To enable the algorithm to converge when a fuzzifier of
less than two was used, a mechanism was incorporated making the minimum value of 𝜂
variable such that a concave function of the average typicality would exist. The variable
𝜂𝑚𝑖𝑛 and adaptive alpha cut were combined to form the Sequential Possibilistic One-Means
Dynamic Variable Eta with Adaptive Alpha (SP1M-DVEAA) algorithm.
By employing the SP1M-DVEAA algorithm, more conclusive results could be
discerned from subsequent parametric studies. While low fuzzifier values worked well for
simulations with two or three spacecraft, they caused SP1M-DVEAA to find the incorrect
number of clusters from the initialization dataset with more more spacecraft in the image.
It was also determined that SP1M-DVEAA rarely found the correct number of objects for
fuzzifiers greater than 4.5, making this the upper limit on the choice of fuzzifier. A fuzzifier
value of three worked well for all numbers of spacecraft tested, and was used in all following
parametric studies. Another insight gained from the parametric studies was that the angle
constraint set in the original SPGMM spaceraft algorithm was too strict to accommodate
large time intervals between measurements, and so this constraint was relaxed. To combat
the ill-effects the relaxation of this constraint caused, particularly in simulations with noisy
data, the sliding window calculation for the cluster direction was included. Finally, it
was noted that Mahalanobis distance thresholds of less than four typically resulted in low
performance, and so the Mahalanobis distance was instead set based on the Mahalanobis
distance of the last point added to the initial cluster and the learning rate. This work has
demonstrated that the learning rate can be set using the average expected distance between
pixels for a given mission scenario, making the insights collected for the spacecraft tracking
problem viable for any object tracking scenario where the average expected distance between
consecutive measurements in the feature space can be modeled.
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The overall performance of the algorithm following the proper selection of parameters based on the results of the parametric was shown to be comparable to the current
state-of-the-art. While direct comparisons could not be made because of different nominal
mission scenarios, the spacecraft tracking SPGMM algorithm achieved an average precision
of 99.5%, an average accuracy of 99.4%, and an average recall of 98.7% for data without
noise. The lower recall indicates that the algorithm is hesitant to add points on the fringe
of the cluster to the cluster and this contributes to the high levels of precision, which is
important for the subsequent accurate estimation of the spacecraft states. Furthermore,
the algorithm maintains high levels of precision, accuracy, and recall as more spacecraft
are included in the formation and when noise is added to the generated measurements.
This work has shown that the algorithm can achieve high accuracy for a variety of mission
scenarios, and it shows the potential to maintain high levels of accuracy when more than
five spacecraft are in the swarm.
In the absence of truth data (which would be the case for autonomous deep space
swarms), this work has shown that incremental cluster validity indices can be used to evaluate
the algorithm performance in real time. Oscillations in the two cluster validity indices
evaluated reflected the changing states of the spacecraft in the swarm, and the frequency of
these oscillations for the GCF were shown to provide a rough estimate of the orbit semimajor
axis. Additionally, sudden increases/decreases in the iCVI were shown to immediately
correspond to incorrect measurement assignments. While incorrect assignments would
eventually be detected in the state estimation filter performance, the change in iCVI could
be used in future applications to correct the measurement assignments before the spacecraft
states are estimated. Finally, the iCVI curve exhibited distinct behaviors when new objects
were found in the image plane, and the changes in the iCVI values could be used to notify
mission operators that a new object has moved into the field of view. The transient behavior

123
of the ΔPCAES index was readily explainable by the system dynamics, making the use of
iCVI that measures compactness and separation a recommendation for applications where
these measures have physical meaning as well.
High fidelity simulations showed the feasibility of deploying the algorithm in the
space environment, where advanced spacecraft models and rendering settings captured the
effects of glare in the simulated imagery. The simulated imagery was processed to generate
the object centroid measurement data, and these data were successfully processed by the
the SPGMM spacecraft tracking algorithm. The algorithm demonstrated two separate
mechanisms of recovering from missing measurements, and also exhibited adaptability as
spacecraft were added to the formations. The ΔPCAES behaviors exhibited when using
the MATLAB® generated data were also present when using the data captured from STK,
further demonstrating the benefits of including the calculation of the iCVI to monitor the
clustering performance.
The results of this research show that the use of unsupervised learning algorithms for
autonomous multitarget tracking has great promise, but there are many additional avenues
of research to explore. To begin, more research is required to optimize the performance
of the SP1M-DVEAA algorithm. While the changes implemented in this work reduced
the number of instances that the algorithm failed to find the correct number of clusters
upon initialization, the algorithm lacks the robustness required for space applications. The
primary area of research recommended is implementing a different typicality measure better
suited to finding hyperellipsoidal clusters, as opposed to the one used in this research that
finds hyperspherical clusters. Another recommendation for future research is to include
data from a third feature vector, such as the number of pixels an object occupies in an image
or the visual magnitude of the detected bright objects. The inclusion of another feature
would provide more separation between the clusters, and the inclusion of a third dimension
would in essence recover the depth information lost when the positions of the spacecraft are
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projected onto the image plane. [58] This would not only improve the initial determination
of the number of objects in the field of view, but would also avoid cluster close approaches,
or transits, as future measurements are streamed.
In addition to improving the initial clustering results, improvements can be made to
the streaming clustering portion of the algorithm as well. Of primary interest is investigating
different formulations of the cost function to determine the cluster assignments. While the
cost function developed and implemented for this resulted in excellent performance, it is
dominated by distance measures that determine the cluster assignment, diminishing the
effectiveness of the cluster direction angle. This could be addressed by applying weights
to the components of the cost function, or formulating a different cost function altogether
may provide a better solution. Along a similar approach is the evaluation of different
learning rate adaptations, and investigating if the maximum value of the learning can be
increased/reduced based on the motion of the objects at a given time. Finally, there is the
potential to employ other streaming clustering architectures, such as adaptive resonance
theory models, which have been used to solve other portions of the multitarget tracking
problem like object detection and noise filtering. [59][60] Another algorithm, Streaming
Soft Neural Gas (StreamSoNG), presented by Wu et al., employs a modified version of
the possibilistic k-nearest neighbor algorithm to make fuzzy assignments as new data are
streamed. The typicality measures for each point are used to update the cluster footprint
(the equivalent of the mean and covariance from this work), incorporating the fuzzy class
assignments into the long term tracking of clusters. Applying this concept to the multitarget
tracking problem would in essence mimic the delayed decision making of multihypothesis
tracking while bypassing the computational burden of maintaining hypothesis tracks. Using
the iCVI behavior to reassign measurements before the spacecraft states are estimated,
similar to the method presented in [61], is another potential avenue of research.
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Finally, a variety of other mission scenarios, formation designs/dimensions, and
dynamical models should be tested to further refine the algorithm and determine the limits
of unsupervised learning with regards to supporting mission operations. Of particular
interest is testing the algorithm when spacecraft perform maneuvers or when a spacecraft
deviates from its nominal trajectory. This could include re-evaluating the selection criteria
for the Mahalanobis distance threshold and learning rate for varying disparities between
the model used to determine the average pixel distance and the actual on-orbit conditions.
Testing the algorithm on formations in libration point orbits is also of interest, as these
orbits are becoming popular candidates for future deep space missions due to advances in
propulsion technologies.
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