We consider the uniform asymptotic expansion for the Gauss hypergeometric function
Introduction
Asymptotic expansions for large λ of the Gauss hypergeometric function 2 F 1 (a + ǫ 1 λ, b + ǫ 2 λ; c + ǫ 3 λ; z) for ǫ r = ±1 (1 ≤ r ≤ 3), finite values of the parameters a, b and c and fixed complex z were first considered by Watson [13] in 1918. More recently, this study was extended in [9, 10] for ǫ r > 0, and also in [2] for the case of two large parameters.
In [9, §3] , the case when ǫ 2 = 0 was considered which, after a rescaling of the parameter λ and setting ǫ = ǫ 1 /ǫ 3 , can be expressed as the function 2 F 1 (a + ǫλ, b; c + λ; z), ǫ > 0.
(1.1)
The method of steepest descents was applied to suitable integral representations valid for 0 < ǫ < 1 and ǫ > 1. The resulting expansion when ǫ < 1 is given in [9, (3.6) ] and has the leading behaviour (1 − ǫz) −b ; this case is also considered in [5] . The asymptotic expansion of (1.1) when ǫ > 1 is given by [9, (3.13) ]
as λ → ∞, whereĜ (λ) = Γ(c + λ)Γ(1 + a − c + (ǫ − 1)λ) Γ(a + ǫλ) , c 0 = 1 and the coefficients c 1 and c 2 are explicitly stated in [9, (3.4) , (3.5) ]. Application of Stirling's formula Γ(a + x) ∼ √ 2π x x+a− 1 2 e −x (x → +∞) shows that
so that the leading large-λ behaviour of (1.1) again reduces to (1 − ǫz) −b ; see also [2] . The above Poincaré-type expansion is subject to an inconvenient restriction (when ǫ > 1), which results from the requirement that in the integral used to determine its expansion the singularity of the integrand at 1/z should lie outside the closed-loop contour. In the case of real z (= x) with 0 < x < 1, which is the situation we consider throughout in the present paper, this restriction corresponds to the condition ǫx < 1. Thus, the result presented in (1.2) does not cover the situation when ǫx > 1 nor that in the neighbourhood of ǫx = 1.
In a recent paper [3] , Harper encountered a case of (1.1) with ǫ = 3 2 and x = 2 3 (so that ǫx = 1) arising in the theory of a gas bubble rising in a solution of a substance that raises the surface tension of the liquid. This case corresponds to a saddle point coincident with an endpoint of integration, for which an expansion can be found by application of Laplace's method; see [3, §3] . A uniform expansion of (1.1) valid in the neighbourhood of ǫx = 1 when b = 1 was considered in [11] by the standard procedure of the method of steepest descents modified to deal with the situation when a saddle point is near a simple pole. This study was incomplete since the case of integer b ≥ 2 was dealt with by the use of a recursion relation and did not cover the case of non-integer values of b.
Our aim in this paper is to derive the expansion of the hypergeometric function 1 in (1.1) when z = x with 0 < x < 1, ǫ > 1 and real b > 0 that holds uniformly in the neighbourhood of ǫx = 1. The integral representation we choose to represent this function is characterised by a simple saddle point situated near an endpoint of the integration path. We shall apply the standard Bleistein expansion to deal with the case. This results in an expansion involving the parabolic cylinder function and its derivative as approximating functions, which describe the transition of the saddle through the endpoint. A drawback with this method is the calculation of the higher coefficients in the resulting uniform expansion. An alternative expansion is obtained following the approach described by Olver in [6, p. 346] , which yields a similar expansion to the Bleistein expansion but which does not present the same inconvenience in the determination of the higher coefficients. In a final section, numerical results are presented to demonstrate the accuracy of the two types of expansion obtained.
The Bleistein expansion of
We consider the function defined in (1.1) as λ → +∞ when 0 < x < 1, ǫ > 1 and the parameters a, b > 0, c are real and finite. From [7, (15.6.1)] we have the integral representation provided c − b + λ > 0, where [7, (5.11.3) ]
as λ → +∞, with the first few coefficients h k (b, c) given by
The above integral can be cast in the form
The phase function ψ(x, t) has a saddle point at ∂ψ(x, t)/∂t = 0; that is, at the point
When ǫx > 1, the saddle point lies in the interval (0, 1) and, since x is assumed to satisfy 0 < x < 1, it is easily verified that the steepest descent path through the saddle point is the integration path 0 ≤ t ≤ 1. When ǫx = 1, t s = 0 so that the saddle coincides with the endpoint t = 0. When 0 < ǫx < 1 the saddle t s < 0, with t s → −∞ as x → 0+. We now introduce the new variable u by
5)
where the point u = α corresponds to the saddle t = t s . The points u = 0 and t = 0 are made to correspond by the choice
since ψ(x, 0) = 0, where the upper or lower sign is chosen according as t s > 0 or t s < 0, respectively; thus α has the same sign as t s . Substitution of the new variable u into (2.3) then produces
where
The function g 0 (u) is decomposed into a sequence of functions g k (u) following the procedure introduced by Bleistein [1] ; for a description of the method see, for example, [4] , [14, p. 360] or [8, p. 62 ]. We write
The coefficients A k (α), B k (α) are given by
Substitution of g 0 (u) given by (2.8) into (2.7), combined with an integration by parts, then yields after repetition of this process for k ≥ 1 the following standard expansion:
Theorem 1. Let ǫ > 1 and the parameters a, b and c be real with b > 0. Further let 0 < x < 1. Then we have the uniform expansion valid in the neighbourhood of ǫx = 1 (α = 0)
The leading coefficients in the above expansion are given by
where, noting that f (x, 0) = 1,
with primes on ψ denoting differentiation with respect to t. The next two coefficients are
where (see Appendix A for details)
with g ′ 0 (0) given in (A.6). The computation of g ′ 0 (α) and g ′′ 0 (α) in specific cases is discussed in Section 6. The higher coefficients A k (α) and B k (α) are more difficult to compute.
3. An alternative uniform expansion of 2 F 1 (a + ǫλ, b; c + λ; x) for λ → +∞ To derive an alternative form of uniform expansion for 2 F 1 (a + ǫλ, b; c + λ; x) we follow the procedure described in [6, p. 346 ]. The function g 0 (u) defined in (2.8) is expanded as a Taylor series about the saddle u = α to yield
where the coefficients p k (α) are continuous at α = 0. Substitution into (2.7) then yields (formally)
Upon replacement of the integration variable by τ = s + χ in S k (χ), it can be shown by Laplace's method that as χ → ∞ (cf. [6, (9. 09), p. 346])
Hence for fixed non-zero α and large χ successive terms of (3.2), taken in pairs, are of decreasing asymptotic order.
It is readily seen that
Higher 
This enables us to express S k (χ) for k ≥ 2 in terms of S 0 (χ) and S 1 (χ), and hence in terms of W b (χ) and its derivative by (3.3), in the form
The coefficients c k (χ), d k (χ) are listed in Table 1 for 0 ≤ k ≤ 7. 
Then if we define the coefficients
After some routine algebra using the values of the coefficients listed in Table 1 , we find the expansion in inverse integer powers of λ given by
where the first few coefficients are and 
as λ → +∞, where the first few coefficients C k (α) and D k (α) are defined in (3.7) and (3.8) .
We remark that the form of the expansion (3.9) has a similar appearance to that in (2.11). Indeed this similarity is even closer since it is shown in Appendix B that the leading coefficients (when formally extended to infinite series) have the values C 0 (α) → A 0 (α),
The main differences between the expansions in Theorems 1 and 2 are: (i) the coefficients C k (α), D k (α) are easier to compute than A k (α), B k (α) and (ii) they do not possess a removable singularity when α = 0.
The expansions at coalescence ǫx = 1
When ǫx = 1 the saddle point is situated at t = 0 and the quantity α = 0. Then for the uniform expansion given in (2.11) we have from (2.13)-(2.16) and (A.5) the coefficients at coalescence given by
Then, after some lengthy algebra, we obtain from (A.6) the values
(4.2) We do not present the details for g ′′ 0 (0) = 2!p 2 (0) and g ′′′ 0 (0) = 3!p 3 (0), where the coefficients p r (α) are defined in (3.1), on account of their algebraic complexity. Their numerical evaluation in specific cases will be discussed in Section 6.
From the properties of the parabolic cylinder function W b (χ) in (3.3) we have the values
.
Then, since ψ(x, 0) = 0, the expansion (2.11) when ǫx = 1 becomes
as λ → +∞. For the alternative expansion (3.9), it is readily seen from (3.4) when χ = αλ 1/2 = 0 we have S k (0) = (b + k − 2)S k−2 (0), so that the coefficients c k (0), d k (0) take the form
This can also be verified to be the case from Table 1 for the first few k-values. Then, when ǫx = 1,
where p 0 (0) = g 0 (0), p 1 (0) = g ′ 0 (0) with g 0 (0), g ′ 0 (0) given in (4.2). The form of expansion in (4.4) is, of course, the same as that obtained by application of the method of steepest descents to the integral (3.2). This procedure produces
which is equivalent to that obtained in [3, Section 2].
The case b < 0
The case of negative (non-integer) values of the parameter b is not covered by the expansions in Theorems 1 and 2. When b < 0 we can employ the contiguous relation [7, (15.5.11) ] expressed in the form
Then, if b ∈ (−1, 0), the above relation expresses 2 F 1 (a + ǫλ, b; c + λ; x) in terms of similar functions with positive second parameter, from which the uniform expansions in either Theorem 1 or 2 can be separately applied. In the same manner, (6.1) can be applied twice if b ∈ (−2, −1) and so on; see also [3, §3.2] . (1 + a+s ǫλ ) (1 + c+s λ )
Observing that
we find upon exponentiation
After straightforward evaluation of the various binomial-type sums that arise, we obtain (provided ǫx = 1)
as λ → +∞, where X := ǫx/(1 − ǫx) and
,
When ǫx = 1, we find from (5.2) upon series expansion of T r (λ) in inverse powers of λ with the aid of Mathematica the following asymptotic expressions for the function F m := 2 F 1 (a + ǫλ, −m; c + λ; x): The complexity of the coefficients of higher powers of λ −1 and higher m-values prevents their presentation.
Numerical results
The coefficients appearing in the expansions in Theorems 1 and 2 depend on the values of the coefficients in the expansion of g 0 (u) in ascending powers of u − α. Apart from the leading coefficients, the algebraic complexity of the higher coefficients in general prevents their presentation. However, in specific cases, where the parameters have numerical values, it is perfectly feasible with the help of Mathemtica to generate many coefficients.
To illustrate, we consider the case a = c = 1, b = 3 2 , ǫ = 2 and x = 0.60, so that from (2.4) and (2.6) the saddle point is at t s = 1 3 and the parameter α = (2 log(25/24)) 1/2 . = 0.285734. Then, from (2.5), we have that
which upon inversion yields
The derivative dt/dw then follows by differentiation of the above expansion. From (2.8) and (3.1), we finally obtain, upon use of the Series command in Mathematica, the expansion
The values of the coefficients p k (α) for k ≤ 7 are displayed in Table 2 , from which those of g The expansion given in Theorem 1 requires the calculation of the coefficients A r (α), B r (α) (r = 1, 2) defined in (2.13)-(2.16). With the parameter values mentioned above, we find the values:
A 0 (α) = 2.3384546881, B 0 (α) = 2.2076726817,
These values of the coefficients have been used in constructing the entry corresponding to x = 0.60 in Table 3 , which shows the absolute relative error 2 in the computation of From (2.9) the function g 0 (u) is specified by
where A 0 (α) = g 0 (α), B 0 (α) = {g 0 (α) − g 0 (0)}/α. Then we have
Following [12, §22.2], we may write this as the Cauchy integral
where C denotes a closed contour in the domain of analyticity of g 0 (s) containing the points 0, α and u in its interior. From (2.10), the next function in the sequence is
Evaluation of the residues then yields
Upon insertion of the expansion g 0 (u) = g 0 (0) + ug ′ 0 (0) + . . . and similarly for g ′ 0 (u), we obtain after some routine algebra
A similar procedure using the expansion g 0 (u) = g 0 (α)+(u−α)g ′ 0 (α)+ 1 2 (u−α) 2 g ′′ 0 (α)+. . . leads to
Then, from (2.15), the coefficients A 1 (α) and B 1 (α) are given by
Values of the coefficients at coalescence α = 0. From (2.13), it follows that To determine the value of g ′ 0 (0) at coalescence, we note that from (2.5)
ψ(x, t) = tψ ′ (x, 0) + 1 2 t 2 ψ ′′ (x, 0) + · · · = −αu + 1 2 u 2 and hence, upon inversion,
Substitution of this last expansion in g 0 (u) in (2.8) then produces g 0 (u) = g 0 (0) 1 + (b + 1) 2α
to yield the value g ′ 0 (0) = g 0 (0) (b + 1) 2α 
