Abstract. In this paper we establish local-in-time existence and uniqueness of strong solutions in H s for s > n 2
Introduction
The Boussinesq equations for the incompressible fluid flows interacting with an active scalar under the external potential force are given by: ∂u ∂t + (u · ∇)u − ν∆u + ∇p = θf, in R n × (0, ∞), (1.1)
2)
∇ · u = 0, in R n × (0, ∞),
u(x, 0) = u 0 (x), θ(x, 0) = θ 0 (x), in R n ,
where n = 2, 3. Here u = u(x, t) = (u 1 (x, t), . . . , u n (x, t)), a map from R n × [0, ∞) → R n , is a vector field denoting the velocity; θ = θ(x, t), a map from R n × [0, ∞) → R, is a scalar function denoting the temperature of the fluid; p = p(x, t) is the scalar pressure; ν ≥ 0 is the kinematic viscosity; κ ≥ 0 is the thermal diffusivity; (u · ∇)u has j-th component u k ∂ k u j (with usual summation convention); and f = f (x, t) is the external potential force i.e. ∇ × f = 0. We denote the above system by B ν,κ when ν > 0 and κ > 0. The global-in-time regularity in two-dimensions of the system B ν,κ is known for a long time [8] , and in three-dimensions one has local existence of weak solutions, much like the Navier-Stokes equations. Due to the parabolicparabolic coupling, it is indeed possible to rewrite the above system in the abstract framework of the Navier-Stokes equations and then use the standard solvability techniques (e.g. see Temam [29] ). In three-dimensions, due to coupling with the Navier-Stokes equations, one can at-most obtain the local-in-time solvability result with arbitrary initial data and global-in-time result for sufficiently small initial data.
On the other hand, three interesting cases arise when we consider the Boussinesq systems (i)B ν,0 , i.e. when ν > 0, κ = 0 (parabolic-hyperbolic coupling), (ii)B 0,κ , i.e., when ν = 0, κ > 0 (hyperbolic-parabolic coupling) and (iii)B 0,0 , i.e., when ν = 0 = κ (hyperbolic-hyperbolic coupling).
One of the main mathematical motivations for studying the above three cases is that the semi-dissipative and the ideal Boussinesq systems are among the most commonly used models to understand the vortex stretching effect for three-dimensional incompressible flows. There are similarities between the three-dimensional Euler equations and the Boussinesq equations with respect to the problem of breakdown of smooth solutions in finite time. In the celebrated paper of Beale-Kato-Majda [4] , it was shown that if a solution to the three-dimensional Euler equations is smooth at the initial stage and loses its regularity after some finite time, then the bound on L ∞ -norm of vorticity inhibits the breakdown of smooth solutions.
In two-dimensions, well-posedness of the Boussinesq system in the above three cases has been studied by several authors under different assumptions on the initial data (e.g. see [1, 9, 10, 11, 12, 14, 20, 21] , to name a few). It is worth to note (see [9] ) that the systems B ν,0 and B 0,κ have unique global solutions in two-dimensions provided the initial data (u 0 , θ 0 ) ∈ H m σ (R 2 ) × H m (R 2 ) with m ≥ 3, m an integer. Similar result for the system B ν,0 was obtained in [21] under lower regularity condition on the initial data for temperature, i.e. when (u 0 , θ 0 ) ∈ H m σ (R 2 ) × H m−1 (R 2 ) with m ≥ 3. Global well-posedness results for B ν,0 with initial data in suitable Besov and Lorentz spaces are due to [20] and [12, 13] respectively. On the other hand, for the system B 0,0 only local-in-time existence results are available even in two-dimensions. It was proved in [11] that if the initial data (u 0 , θ 0 ) ∈ H 3 σ (R 2 ) × H 3 (R 2 ), then local-in-time classical solutions exist and is unique. Moreover, Beale-Kato-Majda type criterion for blow-up of smooth solutions is established in [11] . More precisely, they proved that the smooth solution exists on [0, T ] if and only if ∇θ ∈ L 1 (0, T ; L ∞ (R 2 )).
In three-dimensions, a very few local-in-time existence results and blowup criterion are available (e.g. see [19, 22, 30, 32] ). However, in the very particular case of the axisymmetric initial data, global-in-time well-posedness has been proven in three-dimensions by Abidi et. al. [2] .
In this work, we consider the Boussinesq systems B ν,0 , B 0,κ and B 0,0 in both two and three dimensions and prove local-in-time existence and uniqueness of the strong solutions when the initial data
, where s > n/2 for B ν,0 , and s > n/2 + 1 for both B 0,κ and B 0,0 , n = 2, 3, s ∈ R. We, however, do not establish the global well-posedness for the systems B ν,0 , and B 0,κ in two-dimensions as this result is known in the literature due to Chae [9] . We thereafter investigate the blow-up criteria in two-dimensions for the system B 0,0 and in three-dimensions for the systems B ν,0 , B 0,κ and B 0,0 . We prove when s > n/2 + 1, BM O-norm of the vorticity and that of the gradient of the temperature (i.e. ∇ × u, ∇θ ∈ L 1 (0, T ; BM O)) control the breakdown of smooth solutions of the above systems. However, we later show that under suitable additional assumption on θ 0 , one can completely relax the condition on gradient of the temperature and the condition ∇ × u ∈ L 1 (0, T ; BM O) alone can ensure that the smooth solution persists. To be precise, we will prove the following main results in this paper.
•
, then there exists a unique strong solution (u, θ) to the Boussinesq system B ν,0 with the regularity
, then there exists a unique strong solution (u, θ) to the Boussinesq system B 0,κ with the regularity
, then there exists a unique strong solution (u, θ) to the Boussinesq system B 0,0 with the regularity
ensures that the solution (u, θ) to all the three Boussinesq systems B ν,0 (in three-dimensions), B 0,κ (in three-dimensions) and B 0,0 (in both two and three-dimensions) can be extended continuously to [0, T ] for some T >T .
Construction of the paper is as follows. After giving definitions and properties of various function spaces and inequalities in the next section, we start investigating about the Boussinesq system B ν,0 in Section 3. At first, we consider the Fourier truncated system B ν,0 on the whole of R n , and show that the solutions (u R , θ R ) of some smoothed version of the Boussinesq system B ν,0 exist. In subsection 3.1, we show that the H s -norm of (u R , θ R ) are uniformly bounded up to a terminal timeT which is independent of R. In the following subsection 3.2, we prove that up to the blowup time, the solution (u R , θ R ) is a Cauchy sequence in the L 2 -norm as R → ∞, and by using Sobolev interpolation, (u
Finally we provide the proof of the local-in-time existence and uniqueness of the strong solution in Theorem 3.9. In subsection 3.3, we establish that the BM O norms of the vorticity and gradient of temperature control the breakdown of smooth solutions. In the later part of that subsection, we prove that the condition on the gradient of temperature can be completely relaxed under suitable assumption on the regularity of the initial temperature. Commutator estimates due to Kato and Ponce [23] play crucial role in this part of the calculations. Finally in Section 4, we focus on the other two interesting Boussinesq systems, i.e. on B 0,κ and B 0,0 , and establish similar results (see Theorems 4.1, 4.2, 4.3, 4.4) as obtained for the system B ν,0 in Section 3.
Mathematical framework
We consider the evolution for positive times and the spatial variable belongs to R n for n = 2, 3.
Fractional Derivative Operators.
For s ∈ R, let Λ s denote the Riesz potential of order s which is equivalent to the operator (−∆) s/2 , where ∆ is the Laplace operator and the fractional power is defined using Fourier transform. We define this fractional derivative operator in terms of Fourier transformation as follows
The operator Λ s is also known as the Zygmund operator. The norm on Homogeneous Sobolev space, i.e.Ḣ s (R n ), is given by
and the inner product onḢ
Let J s denote the Bessel potential of order s which is equivalent to the operator (I − ∆) s/2 . We define it in terms of Fourier transformation as follows:
The norm on H s (R n ) is given by
and the inner product on
Clearly, we have the inclusion
Remark 2.1. One of the basic differences in properties of the above defined operators is the following:
Therefore,
is bounded and continuous and hence
We define the spaces
Remark 2.3. Fix s > n/2 and let f ∈ H s σ and g ∈ H s . Then
And H s is an algebra for s > n/2,
provided that q lies in the following range
The above lemma is a special case of the known generalized result (e.g. see Theorem 2.4.5 of [24] ).
Remark 2.5. We deduce the following result using Lemma 2.4. For n = 2, we use Hölder's inequality with exponents 2/ǫ and 2/(1-ǫ), and Sobolev inequality for 0 < ǫ < s-1 to obtain
For n = 3, we use Hölder's inequality with exponents 6 and 3, and Sobolev inequality to obtain
Note that, for both the two and three dimensions, we obtain the same bounds. Lemma 2.6. (Interpolation in Sobolev spaces). Given s > 0, there exists a constant C depending on s, so that for all f ∈ H s (R n ) and 0 < s
H s . For details see [3] and for proof see Theorem 9.6, Remark 9.1 of [27] .
Fourier Truncation Operator.
Let us define the Fourier truncation operator S R as follows:
where B R , a ball of radius R centered at the origin and 1 BR is the indicator function. Then we infer the following important properties:
where C is a constant independent of R.
For the details of the proof of the properties see [18] .
Commutator Estimates.
Let f and g are Schwartz class functions, then for s ≥ 0, we define,
3)
s is the commutator, in which f is regarded as a multiplication operator. Then we have the following celebrated commutator estimate due to Kato and Ponce [23] .
Lemma 2.7. For s ≥ 0, and 1 < p < ∞,
where C is a constant depending only on n, p, s.
For proof see the appendix of [23] .
In particular, for p = 2, s > n/2 and (u,
Fefferman et. al. obtained a refined version of the above estimate in [18] , which will be useful in our context (e.g. when no bound is available for ∇θ H s ). 
where the sup ranges over all cubes Q ⊂ R n , and f Q is the mean of f over Q.
For more details see [17] . Two distinct advantageous properties BMO has compared to L ∞ are that the Riesz transforms are bounded in BM O and the singular integral operators of the Calderon-Zygmund type are also bounded in BM O. Hence, one can show that ∇u BMO ≤ C ∇ × u BMO (see [25] ). 
where ∆ j are the inhomogeneous Littlewood-Paley operators.
For more details see Chapter 3 of [26] , appendix of [31] . We also note here the following known fact
It is well known that the Sobolev space W s,p is embedded continuously into L ∞ for sp > n. However this embedding is false in the space W k,r when kr = n. Brezis-Gallouet [6] and Brezis-Wainger [7] provided the following inequality which relates the function spaces L ∞ and W s,p at the critical value and was used to prove the existence of global solutions to the nonlinear Schrödinger equations.
Similar embedding was investigated by Beale-Kato-Majda [4] for vector functions to obtain the blow-up criterion of the solutions to the Euler equations.
Kozono and Taniuchi improved the above logarithmic Sobolev inequality in BM O space, and applied the result to the three-dimensional Euler equations to prove that BM O-norm of the vorticity controls breakdown of smooth solutions.
for all f ∈ W s,p , where log + a = log a if a ≥ 1 and zero otherwise.
For proof see Theorem 1 of [25] .
Other Useful Inequalities
We state here the inequalities which have been used frequently in this paper.
Lemma 2.14. Young's Inequality. For a, b ∈ R and ε > 0, we have, ab ≤
Lemma 2.15. Bihari's Inequality. Let y and f be non-negative functions defined on [0, ∞), and let w be a continuous non-decreasing function defined on [0, ∞) and w(u) > 0 on (0, ∞). If y satisfies the following integral inequality,
where α is a non-negative constant, then
where the function G is defined by
and G −1 is the inverse function of G and T is chosen so that
For proof, see Lemma 1 of [15] .
Remark 2.16. Throughout the following sections, C denotes a generic constant.
Boussinesq Equations with Zero Thermal Diffusion (B ν,0 )
The viscous, zero thermal diffusive Boussinesq system B ν,0 is given by:
for n = 2, 3, with ∇ · u 0 = 0, and
Applying the Fourier truncation operator S R (defined in subsection 2.2) on the above equations, we obtain the truncated Boussinesq system on the whole of R n as: ∂u
By taking the truncated initial data we ensure that u R , θ R lie in the space
respectively as the truncations are invariant under the flow of the equation [18] . The divergence free condition for u R can be obtained easily as
, for s > n/2. Then for proving F (·, ·) to be locally Lipschitz in u R , we use integration by parts, Hölder's inequality and Sobolev inequality to the term F (u
, and hence
Also by using Plancherel's theorem, we get ∆u R has a bounded linear
Hence by Picard's theorem for Hilbert or Banach space-valued ordinary differential equations, there exists a solution (u 
Proof. Let Λ s denote the fractional derivative operator as defined earlier. Now for s > n/2, apply Λ s to both the equations (3.5) and (3.6):
Taking L 2 -inner product of (3.7) with Λ s u R and L 2 -inner product of (3.8) with Λ s θ R :
We now estimate each term of (3.9) and (3.10).
1.
2. Applying weak Parseval's identity and then using the fact that
. By Hölder's inequality and Remark 2.2, we have,
3. Integration by parts yields,
Again integration by parts and incompressibility condition yield
7. Finally we observe that as in the calculation of the 2nd term,
H s . Now adding both (3.9) and (3.10) and using all the estimates in steps (1)- (7) we obtain,
Similarly taking L 2 -inner product of (3.5) with u R and (3.6) with θ R , and using the estimate,
we obtain the L 2 -energy estimate as,
Now adding equations (3.11) and (3.12), and applying Young's inequality we obtain,
Rearranging we get,
Integrating in t ∈ [0, T ], we have,
Therefore Bihari's inequality (see Lemma 2.15), yields for all 0 ≤ t ≤ T ,
So provided we chooseT < Finally going back to (3.13) and dropping the first term from the left hand side we get for 0 ≤ t ≤T ,
Local Existence and Uniqueness.
In this subsection, we will prove the existence and uniqueness of the local-in time strong solution Boussinesq equations (3.1) and (3.2). Throughout we
for every R > 0. First we will prove the following important result.
Proposition 3.3. The family (u R , θ R ) of solutions of the equations are Cauchy
Proof. Consider the equations (3.5) and (3.6), and take the difference between the equations for R and R ′ where R ′ > R to get:
Taking the inner product of (3.15) with u R − u R ′ and the inner product of (3.16) with θ R − θ R ′ , and calculating in the similar manner as in Proposition 3.2, we obtain 1 2
as sum of three parts:
and estimate each part separately. Note that the third term of (3.18) vanishes, due to weak Parseval's identity, integration by parts, and the divergence free condition of u R .
For the first term of (3.18), using the properties of Fourier truncation operator, we obtain,
Let 0 < ǫ < s − 1. Then H s being an algebra for s > n/2, by Remark 2.5 we obtain,
Estimates of the second term of (3.18) in two and three dimensions are different. In either case, using Parseval's identity, Hölder's inequality, Young's inequality and Remark 2.5, we obtain,
Therefore we obtain,
Similarly, we split the second term on the right hand side of (3.17), i.e.
as sum of three parts 20) and estimate each part separately as before to get,
Now we estimate the first term of the right hand side of (3.17),
Using the estimates obtained in (3.19), (3.21) and (3.22) in (3.17) , and rearranging we obtain,
using the bounds sup
and recalling f R ∈ L ∞ [0,T ]; H s (B R ) for every R > 0, we have from (3.23)
Therefore, ignoring the second term of the left hand side, we obtain
which further yields
Finally applying Gronwall's lemma, we find
as R → ∞.
Proof. From the above Proposition it is clear that u
Observe that from (3.24)
From (3.25), we also note that Y is bounded by
. So taking integration from 0 toT and then tending R → ∞, we can find that ∇u R is Cauchy in
Now using Lemma 2.6, for s ′ < s,
From Propositions 3.2 and 3.3, we obtain
which implies
Similarly, one can show
and thus we obtain, ∆u
Proof. Using properties of the Fourier truncation and Remark 2.3, we get for any s ′ > n/2,
Clearly, from the Propositions 3.2 and 3.3, the right hand side tends to 0 as R → ∞. Similarly, one can prove
Next we will show the convergences of the time derivatives.
Proposition 3.6. For any s > n/2,
Proof. Taking H s−1 -norm on both sides of the truncated equations (3.5) and (3.6) we get,
Using properties of the Fourier truncation operator and Remarks 2.2 and 2.3, we have for s > n/2,
Using Proposition 3.2 and dropping the second term of left hand side, we obtain
Finally squaring both sides, using Young's inequality, and integrating in t ∈ [0,T ], we have, after recalling ∆u
Using Banach-Alaoglu weak− * compactness theorem (see Robinson [28] ), we can extract a subsequence R m → +∞ such that
Similar argument works for
Hence all the terms on the right hand side of (3.26) converge strongly (from Propositions 3.3 and 3.4), we conclude that the convergences of the time derivatives are strong.
Proof. By Banach-Alaoglu weak− * compactness theorem (see [28] or [33] ), the uniform bounds in Proposition 3.2 guarantee the existence of a subsequence such that
which guarantees that the limit satisfies
Proposition 3.8. Let s > n/2 and u 0 ∈ H s σ (R n ) and θ 0 ∈ H s (R n ). Let the solutions (u, θ) of the system B ν,0 have the regularity
Then the solutions (u, θ) of the system B ν,0 are unique in [0,T ].
Proof. The proof of the uniqueness is very similar to the proof of Proposition 3.3. Let (u R , θ R ) and (u 
Now letting R → R ′ then letting R → +∞ we observe,
This guarantees that the limits (u, θ) are unique.
Now combining all the above results, we will prove the main theorem on local-in-time existence and uniqueness of strong solutions for the Boussinesq system B ν,0 .
Proof. First note that, by Proposition 3.7, we already have
So the only part that is left to prove is (u, θ)
Since by Propositions 3.6 and 
, where ∆ j is the non-homogenous Littlewood-Paley operators.
Let ǫ > 0 be arbitrarily small.
. Now for 0 ≤ t 1 < t 2 <T we have, 
So from this result for
So by combining (3.28) and (3.29) we capture θ ∈ C [0,T ]; H s (R n ) . This completes the proof.
Blow-up Criterion
In this subsection we will prove the Blowup criterion of the local-in-time strong solutions of B ν,0 . Here we keep our attention to the three-dimensions, as global solvability in two-dimensions for the system B ν,0 is known due to Chae [9] . We show that the BM O norms of the vorticity and gradient of temperature controls the breakdown of smooth solutions. Later we prove that the condition on the gradient of temperature can be relaxed under suitable assumption on the regularity of the initial temperature. We here assume f = e 3 , where e 3 denotes the 3 rd standard basis vector in R 3 , i.e., e 3 = (0, 0, 1). 30) then (u, θ) can be continuously extended to [0, T ] for some T >T .
Proof. First apply J s to the system B ν,0 to get
Taking the L 2 -inner product of (3.31) with J s u, and that of (3.32) with J s θ, we have
We estimate each term separately. First note,
Using divergence free condition on u and the commutator estimate (2.4) we obtain,
It is straightforward to see that
and divergence free condition on u and commutator estimate (2.4) yield,
We now show that the assumption on ∇θ, as made in Theorem 3.10, can be relaxed completely. In other words, the bound on curl of u is enough to extend the solution continuously to some time T >T , provided θ 0 ∈ H s (R n ) ∩ W 1,p (R n ). Before proving the above result let us note the following vector identity.
Remark 3.12.
where we have used the facts that curl of the gradient of a scalar function is zero (i.e., u × (∇ × ∇θ) = 0) and (∇u)
guarantees that the solution can be extended continuously to [0, T ] for some T >T .
Proof. We consider the equation (3.2) i.e., ∂θ ∂t + (u · ∇)θ = 0, and apply the gradient operator ∇ = (∂ x1 , . . . , ∂ xn ) on both sides and take L 2 -inner product with ∇θ|∇θ| p−2 to obtain,
Using the vector identity in Remark 3.12 we obtain,
The first term of (3.38) gives,
The second term of (3.38) yields,
By applying integration by parts and the divergence free condition of u, we have from the third term of (3.38),
So from the term-wise estimates of (3.38), we obtain,
which further gives due to Gronwall's inequality,
So we have,
Letting p → ∞, ∇ × u(τ ) BMO dτ < ∞, the estimate in (3.39) is bounded. Hence, ∇θ BMO ≤ 2 ∇θ L ∞ ≤ C < ∞. So the bound on BMO norm of curl of u is enough to guarantee that the solution can be extended to [0, T ] for some T >T provided θ 0 ∈ H s (R n ) ∩ W 1,p (R n ).
4. Inviscid (B 0,κ ) and Ideal (B 0,0 ) Boussinesq Systems
In this section we will focus on the Boussinesq systems B 0,κ and B 0,0 , and build similar results as for B ν,0 in the previous section.
The rest of the proof for energy estimate follows from Bihari's inequality and is similar Proposition 3.2, and the blowup time depends on κ. The proofs of the results similar to Propositions 3.3 -3.8 can be done with certain modifications from place to place.
The blow up criteria for the system B 0,κ in three-dimensions can be stated as follows, and the line of proof is exactly similar to Theorem 3.10 and Theorem 3.13. ∇ · u = 0, (4.8)
u(x, 0) = u 0 (x), θ(x, 0) = θ 0 (x), (4.9) in the whole of R n for n = 2, 3. The main result on the local-in-time existence and uniqueness is as follows: Proof. Note that, in this case, there are no bounds on the H s -norms of both ∇u and ∇θ. The estimate for the non-linear term (Λ s [(u · ∇)u] , Λ s u) L 2 remain same as in Theorem 4.1. However, the other non-linear term needs to be taken care separately. As s > n/2 + 1,
Therefore application of Bihari's inequality as in Proposition 3.2 will provide the energy estimates and the blowup time. Proofs of the results similar to Propositions 3.3 -3.8 can be imitated for this case with certain modifications from place to place.
There is no global well-posedness result available for the system B 0,0 even in two-dimensions [11] . So the below Theorem is valid for both two and three dimensions and the line of proof is exactly similar to Theorem 3.10 and Theorem 3.13. 
