This paper investigates periodic bifurcation solutions of a mechanical system which involves a van der Pol type damping and a hysteretic damper representing restoring force. This system has recently been studied based on the singularity theory for bifurcations of smooth functions. However, the results do not actually take into account the property of nonsmoothness involved in the system. In particular, the transition varieties due to constraint boundaries were ignored, resulting in failure in finding some important bifurcation solutions. To reveal all possible bifurcation patterns for such systems, a new method is developed in this paper. With this method, a continuous, piecewise smooth bifurcation problem can be transformed into several subbifurcation problems with either single-sided or double-sided constraints. Further, the constrained bifurcation problems are converted to unconstrained problems and then singularity theory is employed to find transition varieties. Explicit formulas are applied to reconsider the mechanical system. Numerical simulations are carried out to verify analytical predictions. Moreover, symbolic notation for a sequence of bifurcations is introduced to easily show the characteristics of bifurcations, and also the comparison of different bifurcations. The method developed in this paper can be easily extended to study bifurcation problems with other types of nonsmoothness.
Introduction
The dynamic behavior of nonlinear, nonsmooth systems has been recently studied by many researchers for problems arising from mechanical engineering [Hu, 1995] , electrical engineering [Yang & Chua, 2002; Filleb & Russer, 1996] , biology, economics, etc. Such nonsmoothness can be caused by many factors in system modeling. In engineering systems, clearance, constraint, friction and hysteresis are typical examples. Different methodologies have been developed and many results have been obtained. Bernardo et al. [1999] presented a method for studying the local behavior of codimension-one C-bifurcation and gave a complete classification for the bifurcations of piecewise smooth systems. Virgin and Begley [1999] applied the so-called cellto-cell mapping approach to investigate the global dynamic behavior of a double-sided, harmonicallyforced, impact oscillator, characterized by piecewise linear Coulomb damping. It was shown [Virgin & Begley, 1999] that the grazing bifurcation was intimately tied up with the evolution of the basin of an attractor under the change of a system parameter. More complex dynamical behaviors such as multiple oscillatory solutions [Freire et al., 2002] and chaos [Aziz-Aloui & Chen, 2002] are often observed in such a piecewise linear system. However, it has been noticed that periodic motion is one of the most important nonlinear behaviors of such nonsmooth systems and has been extensively studied by many researchers (e.g. see [Cone & Zadoks, 1995; Pasmanabhan & Singh, 1995; Bernardo et al., 2002] and references therein).
In the study of nonsmooth, nonlinear systems, numerical approaches have been widely used and have played an important role in finding the characteristics of concrete nonlinear behavior. However, numerical methods are usually time consuming and difficult to identify the existence of other complex nonlinear phenomena such as bifurcations and chaos. Therefore, it is necessary to develop efficient analytical approaches to study nonsmooth systems. For weakly nonlinear systems, perturbation methods, like time averaging, multiple scales [Yu, 1998 [Yu, , 2002 , etc. can be employed to derive the governing bifurcation equations. Then, with the help of singularity theory [Golubitsky & Schaeffer, 1985] , one can find all possible bifurcation patterns of a nonlinear problem. Periodic bifurcation solutions of several simplified mechanical systems have been successfully analyzed using this approach [Chen & Xu, 1996; Chen et al., 2002] .
The most important property of bifurcations for nonlinear, nonsmooth systems is that the governing bifurcation equations of such a system are also nonsmooth, which greatly increases the difficulty in analysis. For example, a one-degree-offreedom mechanical system with hysteretic nonlinearity described by a piecewise continuous function was recently investigated [Ding et al., 2001] , and it was shown that three different bifurcation equations must be used to describe three cases for which the values of the amplitude of periodic solutions are located in three adjacent intervals. However, we noticed that the authors applied the singularity theory for smooth functions to the three bifurcation equations and simply added all the obtained transition varieties together as the complete set of transition varieties for the nonsmooth bifurcation problem. In this way, they ignored the effect of interval boundaries, which might lead to erroneous results. More precisely, for nonsmooth systems, we have to know if the interval boundaries generate new transition varieties. If the answer is yes, then we must give a proper definition for the transition variety on an interval boundary. Once the problem is properly solved, the singularity theory can be extended to consider a wide range of nonsmooth physical and engineering systems, and is expected to give more insight into the theory of dynamical systems. Unfortunately, however, no method has been reported for properly studying general nonsmooth dynamical systems. This is the motivation of this paper. In particular, we develop a new method to consider periodic bifurcation solutions of nonsmooth systems. We shall first derive formulas for general nonsmooth systems, and then apply them to reconsider the mechanical system [Ding et al., 2001] . A comparison will be given to show that our approach gives new bifurcation patterns and more accurate results, which are confirmed using numerical simulations.
In the next section, the bifurcation problem considered in the paper will be described. In Sec. 3, the transition varieties for general nonsmooth bifurcation problems will be explicitly defined. Then, in Sec. 4 all bifurcation patterns are found for the nonsmooth system, characterized by three piecewise functions, and bifurcation diagrams are presented. Numerical simulation results are also given in this section to show good agreement with analytical predictions. Finally, conclusions are drawn in Sec. 5.
Formulation of the Problem
The mechanical system, used as a nonsmooth system considered in this paper, is shown in Fig. 1 , where F (x) represents the restoring force of the hysteretic damper with the characteristics depicted in Fig. 2 . This system has been studied by Ding et al. [2001] using the singularity theory for bifurcations of smooth functions. However, as we will show, the method used in [Ding et al., 2001 ] is unable to find all bifurcation patterns involved in the nonsmooth system. For convenience and completeness, we briefly outline what has been obtained in reference [Ding et al., 2001] as follows.
The system consists of a mass, a linear elastic spring, a negative damping (van del Pol type) and a hysteretic damper. The dimensionless governing equation of motion can be written as
where x is the displacement of the mass in the vertical direction, λ/4 is the coefficient of the van der Pol damping, and ε is a small positive parameter introduced to make the equation suitable for the application of averaging method. F (x) has the following piecewise function forms in three different cases:
Case I. When x m ≤ a, where x m denotes the maximum displacement,
corresponding to the line I in Fig. 2 .
In this case, the point (x, F (x)) is moving along the loop II → V I → IV → V II → II, as shown in Fig. 2 .
In this case, the point (x, F (x) ) is moving along the loop II → III → IV → V → II (see Fig. 2 ).
To apply the averaging method, one may first assume that the first-order approximate solution to Eq. (1) is given by
where y and γ denote, respectively, the amplitude and phase of motion, then substitute the solution to Eq. (1) and apply the averaging method to obtain the following averaged equations: 
where α = (a, b, c) is a three-dimensional parameter vector, and, Y (y, λ; α) is a piecewise smooth function, described by
Y 2 (y, λ; α) = y 4 − λy 2 + 16 a c π y − 16 a 2 c π for a < y ≤ a + b , in which a > 0, b > 0. Note that here and hereafter we use semicolon ";" to separate other parameters (denoted by α) from the state variable (y) and the bifurcation parameter (λ). Based on the bifurcation equation (7), Ding et al. [2001] computed the transition varieties for the three bifurcations from the following three equations: and considered them as the complete set of transition varieties of the nonsmooth bifurcation equation (7). However, this is not correct because the effect of the nonsmoothness at the interval boundaries is ignored. In fact, for example, we have found in region II (see [Ding et al., 2001] ) that instead of single bifurcation diagram, there exist other bifurcation diagrams, IIb, IIc, etc. (see Fig. 7 given later in Sec. 4), which are qualitatively different from bifurcation diagram IIa obtained by Ding et al. [2001] . This clearly indicates that there exist other types of transition varieties which were not found by the method used in [Ding et al., 2001] . Therefore, naturally, questions such as "what are the complete set of transition varieties?" and "How to correctively define the transition varieties and compute them?" must be answered before any further study can be carried out to the nonsmooth bifurcation problem (7). This motivates the work presented in this paper. To answer the above questions, we first consider the transition varieties of a generalized nonsmooth bifurcation problem in the next section, and then, in Sec. 4, apply the results to find all possible bifurcation patterns of the mechanical system (1).
Classification of Bifurcations in Nonsmooth Systems
In order to make the formulas obtained in this paper to be applicable for more general systems rather than that specified by Eq.
(1), we consider the bifurcation problem defined by the following more general three piecewise, continuous functions:
where λ and α denote the bifurcation parameters and the remaining (k-dimensional) parameters, respectively, and the functions g i , i = 1, 2, 3, are arbitrary smooth functions (not restricted to that defined in Eq. (8)). Note that here the parameters γ i , i = 0, 1, 2, 3, denote the boundaries, which have nothing to do with the phase γ given in Eqs. (5) and (6). The basic classification problem of bifurcations is to explore the parameter space R k with the goal of finding all possible bifurcation diagrams, described by
that occur as α varies. According to bifurcation theory [Golubitsky & Schaeffer, 1985] , for a given value of α, the corresponding diagram is perturbation persistent if the diagram does not change its qualitative characteristics when a small, arbitrary perturbation is added to α. Otherwise, the diagram is perturbation nonpersistent. All the values of α corresponding to nonpersistent diagrams constitute a subset of the parameter space R k , called transition variety (set). In general, the transition set is composed of a series of hypersurfaces in the parameter space. These hypersurfaces divide the parameter space into different regions and the diagrams are equivalent for all values of α within a given region. Thus, all possible types of nonequivalent bifurcation diagrams can be obtained by choosing a point from each of the regions and then drawing the associated bifurcation diagrams. The above discussion describes the procedure of classification, in which finding the transition variety is the key step. Next, we shall present explicit expressions to define the transition variety of the bifurcation problem (9). The basic idea in considering the classification of bifurcations is to transfer a bifurcation problem with constraints to one without constraints. Then, classical singularity theory can be applied to find the transition varieties. In [Wu & Chen, 2001 , 2002 this idea was used to consider bifurcation problems with one single-sided constraint, described by the equation:
The general expressions of the transition varieties for this type of bifurcation were derived and used to find the constrained bifurcation diagrams of ten types of elementary bifurcations. The results given in were also employed to consider periodic bifurcations in a rotor system with nonsymmetric stiffness , where the transition variety and the persistent bifurcation diagrams for this codimension-5 bifurcation problem were computed. In this paper, we follow the same idea to study the bifurcation problems described by continuous, piecewise smooth functions. According to the singularity theory [Golubitsky & Schaeffer, 1985] , the transition variety can be divided into two groups: local group and global group. The local group consists of the transition varieties on which each bifurcation diagram has only one bifurcation point, while the global (nonlocal) group contains the transition varieties where each bifurcation diagram has two bifurcation points at a same value of λ. In order to find the transition varieties, a natural way is to search the bifurcation regions one by one. For the problem defined by Eq. (9), one needs to consider the three constrained subbifurcation problems, described by
where the notation "Interval i" (i = 1, 2, 3) given in brackets denotes the ith interval for the function g i . However, using this procedure, one can only find the transition sets on which the bifurcation point(s) must be located within only one of the three intervals: γ 0 ≤ y ≤ γ 1 , γ 1 < y ≤ γ 2 and γ 2 < y. This analysis neglects global transition varieties on which two bifurcation points are located in any two of the three intervals. Therefore, we need to consider the following additional three subbifurcation problems:
where g(y, λ; α) is given by Eq. (9). It is clear that g 12 denotes a subbifurcation problem for the study of the global transition variety with one bifurcation point on the Interval 1 and the other on Interval 2. g 23 has similar meaning. Note that these two cases combine the adjacent Intervals together to generate either single-sided or double-sided constraint bifurcation problems. For the combination of the Intervals 1 and 3, however, it is not so straightforward since the two Intervals are separated. In order to obtain, similar to g 23 , one sided-constraint subproblem for Intervals 1 and 3, we add g 2 to g 1 and g 3 to form g 123 (i.e. g) which is thus continuous from Interval 1 to Interval 3. Since for this subbifurcation problem, we are interested in the global transient variety with one bifurcation point on Interval 1 and the other on Interval 3, it does not change the final results. However, this treatment greatly simplifies the analysis. Now solving the above six subbifurcation problems (11)-(16) results in the complete solutions for the transition variety of the original bifurcation problem described by Eq. (9). According to the feature of the constraint conditions, we may call the subbifurcation problems, defined by Eqs. (13)- (15), as single-sided constraint bifurcation problems, while that given in Eqs. (11), (12) and (16) as double-sided constraint bifurcation problems. In the next two subsections, these two types of constrained bifurcation problems are considered in detail, and the transition varieties for the bifurcation problem (9) are synthesized in the third subsection. For convenience in formating the subproblems given in the next two subsections we will use β (or β i , i = 1, 2) instead of γ i to denote the boundary value(s).
Bifurcations with single-sided constraints
First, we consider the bifurcation problems with single-sided constraints. For simplicity, we use a general form, given by g(y, λ; α) = 0 for δy ≥ β (δ = ±1) , to represent the three subbifurcation problems (13)-(15). Note in Eq. (17) that the equal sign has been added for convenience in the following analysis, which does not change the property of the functions since the functions are continuous. In order to convert the constrained bifurcation problem (17) into a bifurcation problem without constraint, we introduce the following transformation:
which is then substituted into Eq. (17) to yield
The transition varieties of the new nonconstrained bifurcation problem (19), denoted by , includes three parts: the bifurcation set B, the hysteresis set H, and the double limit point set DL, which are defined, respectively, as follows [Golubitsky & Schaeffer, 1985] :
The above three transition varieties are classified on the basis of geometric characteristics of bifurcations, as shown in Fig. 3 , where the unperturbed bifurcation diagrams are given in the mid-column, while the perturbed ones are depicted in the other two columns. First, note that the following relations can be obtained from Eqs. (18) and (19):
Substituting the above relations into the bifurcation set B [Eq. (20)] results in
from which (noting that δ = ±1) two sets of independent solutions are obtained as follows:
and
For the constrained bifurcation problem (17), these two sets of solutions are equivalent to
and B I : g(β, λ; α) = 0,
respectively. Here the transition varieties given in B R category represent the regular bifurcation set which, except for requiring the bifurcation point to be located in the region defined by the constraint, is the same as the bifurcation set of the associated nonconstrained bifurcation problem g(y, λ; α) = 0; while that given in B I category may be called boundary induced bifurcation set which particularly takes into account the boundary effect. Hereafter, we use the subscripts R and I to denote regular transition varieties and induced transition variety, respectively. Similarly, we obtain the regular hysteresis set H R and the induced hysteresis set H I from Eq. (21) as follows: The regular double limit point set DL R and the induced double limit set DL I can be derived, respectively, from Eq. (22), as: 
Bifurcations with double-sided constraints
In this subsection, we consider the bifurcation problem with double-sided constraints, described by:
By introducing the transformation:
i.e.
one can convert the constrained bifurcation problem (26) into the bifurcation problem without constraints:
where X(x 2 , β) = y is solved from Eq. (27). For this unconstrained bifurcation problem, its general transition variety is also defined by Eqs. (20)- (22), given in the previous subsection.
In order to derive explicit expressions of the transition variety for system (29), we need the following results, obtained from Eqs. (28) and (29):
Now, substituting the above equations into the bifurcation variety (20) yields
which, in turn, generate two sets of solutions:
Similar to the case of one-sided constraints, one can further simplify Eq. (36) to obtain
and B I :
Following the same procedure, one can find the hysteresis variety of the bifurcation problem (29), which also includes two sets of solutions:
and H I :
Finally, the double limit point varieties of the bifurcation equation (26) are described by the following equations:
from which the following three sets of bifurcation solutions are obtained:
Note here that there is one more solution DL II for which the bifurcation curve intersects the constraint boundaries y = β 1 and y = β 2 at a same value of λ. This is because DL II is induced from two boundaries of the constraints (see the inequalities given in Eq. (26)).
Transition variety of piecewise bifurcations
In the previous two subsections, we obtained the results for one-sided and double-sided constraints. Although, based on these results, we can find all transition varieties of the bifurcation problem (9) according to the procedure described above, we will combine the results to find complete solutions for the transition variety of the piecewise bifurcation equation (9) in this subsection for reader's convenience. Based on Eqs. (23)- (25) and (37)- (40), all the transition varieties for the six subbifurcation problems (11)- (16) can be straightforwardly found as follows.
(42)
Here, g may represent g 1 , g 2 or g 3 if not specified by a subscript. Note that the four sets of the bifurcation solutions B I , H I , DL I and DL II are induced by the boundaries of the piecewise function. Moreover, the nonpersistent bifurcation diagrams on the sets D L , DL I and DL II are nonlocal, where there exist two bifurcation points (y 1 , λ 0 ) and (y 2 , λ 0 ), while the bifurcation diagrams on the remaining four sets are local, having only one bifurcation point (y 0 , λ 0 ). Combining the above results leads to a simple statement: the complete set of the transition varieties of the original piecewise bifurcation problem (9) is given by
Bifurcations of the Mechanical Model
Having found the general solutions in the previous section for the transition variety of the generalized constraint bifurcation problem (9), we are now ready to analyze the bifurcation problem (7) for the mechanical system (1). In order to show our idea used in this paper more clearly, we consider the bifurcations of the mechanical problem region by region, based on the results of the constrained bifurcations given in Secs. 3.1 and 3.2, rather than directly using the formulas (41)- (43) given in Sec. 3.3. Hereafter, we use bold-face letters to denote the concrete transition varieties, in order to make it different from their corresponding names used in the definitions (in calligraphic format), given in the previous section. According to the piecewise function Y (y, λ; α) defined in Eq. (8), the solutions are divided into six categories.
(1)
It is obvious that the transition variety of the bifurcation on this interval is empty, because there is no other parameters (except the bifurcation parameter λ) involved.
(2) Y 2 = 0, a < y ≤ a + b. Because Y 2λ = −y 2 = 0 when y ∈ [a, a + b], so both B R and B I are empty sets.
According to the definition, the regular hysteretic transition set is described by Y 2 = Y 2y = Y 2yy = 0. Thus, eliminating y and λ from this set of equations yields
As usual, the obtained solution (λ, y) is called a bifurcation point. For clarity, here and hereafter, we shall denote the bifurcation point, derived from the transition variety equations, as (λ 0 , y 0 ). Since y 0 = 8a/3 ∈ [a, a + b) implies 0 < a < 3b/5, the hysteresis set can be expressed as
Eliminating λ from the two equations Y 2 (a, λ; α) = 0 and Y 2y (a, λ; α) = 0 gives
on which the bifurcation point is (λ 0 , y 0 ) = (a 2 , a). Similarly, from the equations Y 2 (a + b, λ; α) = Y 2y (a + b, λ; α) = 0, one can obtain the following expression:
Next, from the equations:
one can obtain the relation y 1 = −y 2 , which implies that the above equations have no solution for y ∈ [a, a + b). Thus, in this case, DL R is an empty set.
Solving the equations DL
where i = 1, 2. For β 1 = a, Eq. (44) becomes
(for a < y < a + b) .
Because a, b > 0, the first equation of Eq. (45) contradicts with the constraint a < y < a + b. Hence, DL I is an empty set when β 1 = a. Eq. (44) shows that the corresponding transition variety becomes
on which the bifurcation point is given by
Substituting g = Y 2 , β 1 = a and β 2 = a + b into DL II [see Eq. (40)] and eliminating λ in the resulting equations yields
Note that, in this case, the bifurcation curve intersects the boundaries y = a and y = a + b at the same point λ = a 2 .
(3) Y 3 = 0, y ≥ (a + b).
Following the same discussion given in case (2) for Y 2 , one can show that only the set H I has a feasible solution, denoted by
Besides the transition varieties obtained in cases (1)- (3), other global varieties, on which the two bifurcation points are located on different intervals, can be obtained by considering the bifurcations in combined regions, leading to the following three cases.
(4) Y 23 = 0, y ≥ a. The double limit point varieties are
:
where the superscript 23 denotes the consideration on the two intervals Y 2 and Y 3 , and A = 27a 3 − 108a 2 b − 9ab 2 − 2b 3 . On these transition sets, the double limit points are located in intervals Y 2 and Y 3 , respectively, at a same value of λ. The transition varieties obtained above for the mechanical model are shown in the c-a parameter plane (see Fig. 4 ), where Fig. 4(b) is an enlargement of the small boxed region shown in Fig. 4(a) . (Note that in order to have a consistent comparison with the results given in [Ding et al., 2001] , the parameter b is chosen as b = 0.2 throughout this paper.)
The transition varieties divide the parameter plane into fourteen regions. The bifurcations in each of the fourteen regions are qualitatively equivalent as long as the parameters c and a are varied within the region.
All the persistent bifurcations are shown in Figs. 5 and 6, in which the horizontal and vertical axes denote the bifurcation parameter λ and the amplitude of periodic motion y, respectively. The bifurcation diagrams are labeled by the corresponding region numbers used in Fig. 4 . The total of twenty-one bifurcation diagrams represent the fourteen cases classified in Fig. 4(a) , seven of which, with an additional letter "E" in their labels, are enlargements of the boxed regions in the diagrams located just before these diagrams. For example, IIaE is an enlargement of the boxed region in IIa.
Comparing the results with that obtained in [Ding et al., 2001] shows that more qualitatively different bifurcation patterns have been found in this paper. For example, when c > 0, which indicates a hardening-type hysteretic restoring force F (x), except Ia and IIa, the bifurcation diagrams Ib, IIb, IIc, IId, IIe and IIf are newly found in the regions I and II (see Fig. 7 ). This new finding reveals that when c > 0, the bifurcations are extremely sensitive to small variations of the parameters c and a. When c < 0, which implies a softening-type hysteretic resorting force F (x), the bifurcation diagrams are also shown in Fig. 6 , which were not discussed in [Ding et al., 2001] . It can be observed from Fig. 6 that four of the six bifurcation patterns are found in the region c ∈ [−0.4, 0] and a ∈ [0, 0.4], implying that the characteristics of the system can be easily tuned by changing the values of the parameters c and a in this region.
For convenience of analysis and comparison, we introduce a symbolic sequence to better describe the bifurcation characteristics. Each symbolic sequence number consists of three digits, corresponding to the three intervals for y in (0, a], (a, a + b] and (a + b, ∞), respectively. Each of the three digits represents the total number of (stable) periodic solutions, coexisted at the same value of λ. As an example, the symbolic sequences of all bifurcations in regions I and II are shown in Table 1 . For example, the sequence number 100 − 010 − 011 − 001 given for IIc denotes, as the bifurcation parameter λ is increasing, the variation of the number of the stable limit cycles (LC) whose amplitudes are, respectively, located on the intervals (from the In order to confirm the new bifurcation results found in this paper, in particular, for those shown on intervals I and II, which have been studied in [Ding et al., 2001 ], a numerical integration scheme has been used to compute the stable periodic solutions of the original differential equation (1 [Ding et al., 2001] . The other two cases Ib and IIf were not given in [Ding et al., 2001] , but found in this paper. It should be pointed out that all the bifurcation diagrams shown in this paper are obtained using Eqs. (7) and (8) with the aid of computer algebra system -Maple. The dashed curves shown in Ia and IIa are the extension of the upper part of the bifurcation curve, which should be included in the bifurcation diagram if no constraints are imposed. However, due to the constraints considered in this paper, these dashed curves should not be present. This important fact was ignored in [Ding et al., 2001] where the bifurcation diagram showed the part of the dashed curves.
It should be noted that the bifurcation diagram shown in Ib is topologically different from that given in Ia, though they look similar. To explain this, suppose at the beginning of the consideration the bifurcation solution is located on the lowest part of the bifurcation curve. When the parameter λ is increasing, the bifurcation solution is moving to the right along the curve. In Ia, the bifurcation solution jumps to region Y 3 region at the interval boundary, while in Ib, the bifurcation solution jumps to region Y 2 at the interval boundary. A similar situation can also be observed in IIa and IIf. The black circle points shown in Fig. 8 denote the stable periodic solutions, which have been verified by numerical computations using the parameter (λ, c, a and b) values corresponding to these points.
The simulation results for the four sets of representative points, taken from the four bifurcation diagrams (one for each, located on the vertical dotted lines shown in Fig. 8 ), are shown in Fig. 9 for Ia (left column) and Ib (right column), and The numerical results indeed confirm the analytical predictions. Three different initial points, denoted by +, are taken for each case. Due to the coexistence of stable limit cycles, these different initial points may converge to different limit cycles, which can be observed from bifurcation diagrams Ia, Ib, IIa and IIf, as shown in Fig. 8 . For Ia and Ib, two stable limit cycles can exist simultaneously. Hence, one initial point in region Y 2 near the boundary of Y 1 and Y 2 converges to the small limit cycle belonging to region Y 2 ; while the other two initial points (one in region Y 2 and one in Y 3 ) near the boundary of Y 2 and Y 3 converge to the large limit cycle belonging to region Y 2 . For IIa and IIf, there exist three stable limit cycles, two of them in region Y 2 and one in region Y 3 .
Conclusions
Bifurcations of nonsmooth systems have been considered in this paper using singularity theory. Particular attention has been focused on periodic solutions. Based on the results of the constrained bifurcations, general explicit equations for the transition varieties of nonsmooth bifurcation problems described by three piecewise functions are derived.
The explicit formulas have been applied to consider a mechanical system with van der Pol type and hysteretic type nonlinearities. All bifurcation patterns are found in the interested parameter regions. A numerical integration scheme is applied to verify the analytical predictions. It has been shown that for bifurcation problems governed by piecewise functions, the interval boundaries of the function play a very important rule in the analysis. New bifurcation patterns have been found for the mechanical system, which were not reported in literature due to the ignorance of the effect of interval boundaries. The method developed in this paper can be easily extend to consider bifurcations involving more complicated piecewise functions.
