Abstract. We obtain some results concerning the investigation of two-dimensional non-linear boundary value problems with two-point separated linear boundary conditions.
Introduction
There are various methods aimed at the investigation of boundary value problems for ordinary differential equations (and, in particular, of those containing unknown parameters). In [1] [2] [3] [4] [5] , various iteration schemes are used. The works [6] [7] [8] [9] [10] [11] develop the method of averaging of functional corrections and other projectioniterative methods. Topological methods based upon the application of degree theory are used in [12] [13] [14] in studies of the solvability of boundary value problems.
Numerical methods for various two-point and multipoint boundary value problems is dealt with in [15] [16] [17] and in the works cited therein. The numerical investigation of boundary value problems is usually based on the shooting method. In this case, as a rule, one does not deal with the situation where the values of the unknown solution are confined within a given bounded set. This may cause certain difficulties because the regularity conditions for the right-hand side (in particular, the Lipschitz condition) should be assumed globally, i. e., for all the values of the space variables. Complications of this kind can be overcome in some cases by using the numerical-analytic approach.
Amongst the wide variety of methods available for studying boundary value problems, the so-called numerical-analytic methods, which are based upon successive approximations, belong to the few of them that offer constructive possibilities for the investigation of the existence and the construction of the approximate solution for periodic, two-point, multipoint, parametrized boundary value problems [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] .
According to the basic idea of the numerical-analytic methods, the given boundary value problem is reduced to some "perturbed" boundary value problem containing an unknown vector parameter. The solution of the modified problem is sought for in an analytic form by successive iterations. As for the way how the modified problem is constructed, it is essential that the form of the "perturbation term", which depending on the original differential equation and boundary condition, yields a certain system of algebraic or transcendental "determining equations," which determine the numerical values for the initial values of the solutions and the values of the parameters. By studying these determining equations, one can establish existence results for the original boundary value problem.
In this paper our aim to show that, for some types of nonlinear boundary problems, it is useful to introduce certain parametrization techniques. In particular, this allows one to avoid dealing with singular matrices in the boundary condition and to simplify the construction of the successive approximation of the solution in an analytic form.
Problem setting
Let us consider the system of nonlinear differential equations
with the separated boundary conditions
2)
is a closed and bounded domain. The boundary conditions (2.2) can be rewritten in the matrix form
where A = ( 1 0 0 0 ), C 1 = ( 0 0 0 1 ), and d = (
x 2T ) . The matrix C 1 is obviously singular.
Parametrization of the boundary conditions
To work around the singularity of the matrix C 1 , we replace the value of the first component of the solution (2.1), (2.3) at a point T by a parameter λ:
Using the relation (3.1), the boundary condition (2.3) can be rewritten as
where C = ( 1 0 0 1 ) and d(λ) =
. Here, in contrast to C 1 in (2.3), the matrix C is nonsingular.
Remark 1. The original non-linear problem with separated boundary conditions (2.1), (2.2) is equivalent to the boundary-value problem (2.1) with boundary conditions (3.2).
We shall show that the transformed boundary value problem (2.1), (3.2) can be investigated by using some techniques based upon successive approximations. For any x = col (x 1 , x 2 ) ∈ R 2 , we use the notation |x| = col(|x 1 |, |x 2 |) and understand the inequalities between the 2-dimensional vectors component-wise.
Construction of the successive approximations
We first introduce some notation.
2 is a function, I ⊂ R, and z ∈ R 2 , then B I (z, β) denotes the set B I (z, β) := {x ∈ R 2 : |x − z| ≤ β(λ) for any λ ∈ I}.
In (4.1), the min and max operations are understood in the componentwise sense.
We suppose in the sequel that the following conditions hold for the boundary value problem (2.1), (2.2).
(A) The function f is continuous on [0, T ] × D and, for a certain non-negative
, satisfies the Lipschitz condition of the form
for all t ∈ [0, T ] and {x, y} ⊂ D.
(B) The set
is non-empty, where I := {λ ∈ R :
∈ D} and
where E is the unit matrix. (C) The greatest eigenvalue, λ max (K), of K satisfies the inequality
Let us define the set U ⊂ R as follows:
With the given problem we associate the sequence of functions {x m (·, u, λ)} given by the formula
where m = 1, 2, 3, . . . , x 0 (t, u, λ) = col(x 10 , u) =: z, and u ∈ U.
The values of x m (·, u, λ) at the points t = 0 and t = T satisfy the equalities
So functions (4.5) satisfy the boundary conditions (2.2) for any u ∈ U and λ ∈ I.
The following statement establishes the convergence of the sequence (4.5) and its relation to the transformed boundary value problem (2.1), (3.1), (3.2).
(1) The sequence (4.5) converges to the function
is the unique solution of the integral equation
i. e., a solution of the problem
with the initial value at t = 0 equal to x * (0, u, λ) = z = col(x 10 , u). Here,
The following error estimate holds:
where
Proof. We shall prove that, under the conditions assumed, sequence (4.5) is a Cauchy sequence in the Banach space C([0, T ] , R 2 ) equipped with the usual uniform norm. We first show that x m (t, u, λ) ∈ D for all (t, u, λ) ∈ [0, T ] × U × I and m ∈ N. Indeed, using the estimate [23, Lemma 4] 
relation (4.5) for m = 0 implies that
Therefore, by virtue of (4.3), we conclude that x 1 (t, u, λ) ∈ D whenever (t, u, λ) ∈ [0, T ] × U × I. By induction, one can easily show that all functions (4.5) are also contained in the domain D for all m = 1, 2, . . . , t ∈ [0, T ], u ∈ U, λ ∈ I.
Consider the difference of functions
and introduce the notation
Using the estimate from [21, Lemma 2.3] and taking the Lipschitz condition into account, we get
for every m = 0, 1, 2, . . . . According to (4.12), we have
whereβ(z, λ) is given by (4.13). Now we need the estimate where α 0 (t) = 1, α 1 (t) = 2t 1 − t T , andᾱ 1 (t) = α 1 (t). In view of (4.17), (4.19), it follows from (4.16) for m = 1 that
By induction, we can easily obtain 
for all m = 1, 2, . . . , where the matrix Q is given by formula (4.11). Therefore, in view of (4.21), we have
Since, due to conditions (C), the greatest eigenvalue of the matrix Q of the form (4.11) does not exceed the unity, we have
and lim m→∞ Q m = 0. Therefore we can conclude from (4.22) that, according to the Cauchy criterion, the sequence x m (t, u, λ) of the form (4.5) uniformly converges in the domain (t, u, λ) ∈ [0, T ] × U × I. Since all functions x m (t, u, λ) of the sequence (4.5) satisfy the boundary condition (3.2) the limit function x * (t, u, λ) also satisfies these conditions. Passing to the limit as m → ∞ in equality (4.5), we show that the limit function satisfies both the integral equation (4.7) and the integro-differential equation (4.8) . Estimate (4.10) is an immediate consequence of (4.22).
Let us formulate the following statement concerning a control parameter. Consider the Cauchy problem
23)
24) where z ∈ D β and µ ∈ R 2 is control parameter. where ∆ : U × I → R 2 is the mapping defined by the formula (4.9).
Proof. According to the Picard-Lindelöf existence theorem, it is easy to show that the Lipschitz condition (4.2) implies that the initial value problem (4.23), (4.24) has a unique solution for all (µ, u) ∈ R 2 × U. It follows from the proof of Theorem 1 that, for every fixed (u, λ) ∈ U × I, (4.26) the limit function (4.6) of the sequence (4.5) satisfies the integral equation (4.7) and, in addition, x * (t, u, λ) = lim m→∞ x m (t, u, λ) satisfies the boundary condition (3.1). This implies immediately that the function x = x * (t, w, u, λ) of the form (4.6) is the unique solution of the initial value problem
where ∆(w, u, λ) is given by (4.9). Hence, (4.27), (4.28) coincides with (4.23), (4.24) corresponding to
The fact that the function (4.6) is not a solution of (4.23), (4.24) for any other value of µ, not equal to (4.29), is obvious from equation (4.25).
The following statement explains the relation of the limit function x = x * (t, u, λ) to the solution of the transformed parametrized boundary value problem (2.1), (3.2). Theorem 3. Let conditions (A)-(C) be satisfied. Then the pair (x * (·, u * , λ * ), λ * ) is a solution of the transformed boundary value problem (2.1), (3.2) with a parameter λ if and only if the pair (u * , λ * ) satisfies the system of the determining equations
Proof. It suffices to apply Theorem 2 and notice that the differential equation in (4.27) coincides with (2.1) if and only if the pair (u * , λ * ) satisfies the equation
i. e., when the relation (4.30) holds.
In practice, it is natural to fix some natural m and, instead of the exact determining system
to consider the approximate determining system
whence, taking into account condition (3.1), we find approximate values of the unknown parameters (u, λ) ∈ U × I.
An application
Consider the system
where t ∈ [0, 1], with the separated boundary conditions
It is easy to check that the following vector-function is an exact solution of the above problem:
(5.4) Suppose that the boundary value problem is considered in the domain 6) where λ ∈ [−0.5, 0.5]. Using (5.6), the boundary condition (5.5) can be rewritten as 1 0 0 0
The boundary condition (5.3) can be rewritten in the form
where C = E is a nonsingular matrix. Indeed, from the Perron theorem it is known that the greatest eigenvalue λ max (K) of the matrix K in virtue of the nonnegativity of its elements is real, nonnegative and computations show that
Moreover the vectors δ D (f ) and β(z, λ) in (4.4) are such that
Thus, we can proceed with application of the numerical-analytic scheme described above and thus construct the sequence of approximate solutions. Figure 6 . The second components of the exact solution (solid line) and its fifth approximation (drawn with dots).
