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Can Cognitive Science Improve the Training of 
 
Industrial Process Operators?
 
David Gatfield
 
The work tasks of industrial process operators can have far reaching impli-
cations for both the safety of personnel and protection of the environment. The
training of these operators to be competent in their work tasks, therefore, at-
tains a high level of importance. The control of industrial processes often re-
quires operators to undertake complex dynamic tasks. Cognitive science is at-
tempting to explain the cognitive processes that underlie the behavior of
operators when carrying out these tasks. This paper will investigate the current
theories concerning these cognitive processes and will discuss their implica-
tions toward the training of industrial process operators. © 1999 National
Safety Council and Elsevier Science Ltd
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ator undertakes complex dynamic tasks. To de-
termine these elements, a reductionistic approach
is required.
The next major development in training theory
was the application of feedback control principles,
which led to the development of an information
and control model for information processing
(Welford, 1968). This model proposed that the
cognitive process was a sequence of processing
stages from sensory perception, through memory
and decision making to some form of behavioral
output. The role of feedback was seen to be cen-
tral to the learning process within this model.
Differentiation was made between exteroceptive
and proprioceptive feedback and their relative
importance at different stages of the learning pro-
cess (Annett, 1961; Fleishman & Rich, 1963).
Recent training theories have concentrated on
the cognitive strategies that are used to transform
perceived information during the performance of
a task. The ‘way’ in which operators structure the
knowledge to be used, and not the structure it-
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INTRODUCTION
 
Early theorists researching the training of cogni-
tive skills concentrated on learning through rein-
forcement (Thorndike, 1898; Hull, 1943; Skin-
ner, 1953). These theorists looked at the response
of trainees to stimuli and sought to positively re-
inforce correct responses as a way of improving
training performance. Although showing how hu-
man behavior can be adapted to improve perfor-
mance in relation to the response to stimuli, these
theories did not address the training requirements
of complex dynamic tasks such as the diagnosis
of faults within an industrial process. Their ap-
proach was too holistic to be of use in determin-
ing the elements of cognitive processing that this
paper will show to have relevance when an oper-
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self, has being seen to play the pivotal role in the
undertaking any complex dynamic task (Gentner
& Stevens, 1983; Bainbridge, 1992). The influ-
ences upon the formation of this knowledge
structure were seen to be an important part of the
overall cognitive process (Rasmussen, 1986).
This paper will discuss some of the recent the-
ories concerning the way in which complex dy-
namic tasks are carried out, and the implications
of these theories to the training of operators who
undertake these tasks. The discussion will first
concentrate on the cognitive processes involved
and will then relate these to observations of ac-
tual tasks.
 
COGNITIVE PROCESSES
 
The analysis of any cognitive processes involved in
the undertaking of a complex dynamic task is made
difficult by virtue of the fact that cognitive processes
are covert. There have been a number of theories
that place the cognitive processes within an informa-
tion processing model of input-processing-output
(McCormick, Jeanneret, & Mecham, 1969; Miller,
1974; Cunningham, Boese, Neeb, & Pass, 1983).
These theories attempt to distinguish the cognitive
processes occurring at different stages of the infor-
mation processing sequence. Reinartz and Rein-
artz (1989) observed process operators undertaking
complex dynamic tasks during the operation of a
nuclear power plant. These authors attempted to re-
late the overt activities of the operators to the covert
cognitive processes behind them. They categorized
the cognitive processes into five activity groups:
• data/information collecting;
• information processing;
• planning and strategy;
• actions;
• team specific: information distribution, task
allocation, and management.
When different complex tasks are analyzed it has
been found that the same types of cognitive pro-
cessing skills are used (Simon, 1976). This sug-
gests that if it were possible to train operators to
improve their performance in using these cogni-
tive processes, operational performance could be
improved across a range of different complex
tasks.
Some of the common cognitive processes em-
ployed when a complex dynamic task is under-
taken have been identified as:
 
means-end analysis:
 
 comparing the desired out-
come of a task with that which may be
achieved by current actions (Resnick, 1987);
 
subgoal formation:
 
 breaking the task down into
easily managed sections each with its own
goal (Resnick, 1987);
 
generate and test routines:
 
 generating actions to
test hypothesis (Resnick, 1987);
 
symptom matching:
 
 matching symptoms to a re-
lated condition (Rasmussen, 1984);
 
application of heuristics:
 
 applying known rules
or procedures (Patrick, 1989).
These information processing models are highly
discriminating, breaking down the cognitive pro-
cesses into discrete psychological aspects. Be-
cause of their discrete nature, these aspects are
not dependent upon the context of the task in
which they are involved. The failure of these
models is that they do not identify any interaction
between the discrete psychological aspects of the
overall cognitive process. This interaction is
thought to be controlled by some higher-order
cognitive activity (Sternberg, 1980; Feuerstein,
1980).
For example, the psychological aspects asso-
ciated with responding to an industrial process
alarm may be:
• activation (detection of the need for action);
• orienting response;
• information seeking;
• hypothesis testing (Reinartz & Reinartz, 1989).
These aspects follow a logical sequence, but to
direct this sequence some controlling influence
will be required. The processes that make up this
controlling influence have been termed ‘meta-
cognitive’ processes. When attempting to ana-
lyze any complex dynamic task it is therefore
necessary not only to identify the discrete psy-
chological aspects but the controlling metacogni-
tive processes as well (Patrick, 1992).
Brown, Bransford, Ferrara, & Campione, (1983)
view a person’s ability to control the discrete psy-
chological aspects of a task in terms of metacogni-
tive skills. They propose that these skills are used
to keep track of one’s own understanding. They also
relate these skills to the effectiveness of learning
by the organization of attention. However, some
theories have suggested that these metacognitive
skills appear to be dependent upon specific knowl-
edge (Voss, Greene, Post, & Penner, 1983; Glaser,
1984). If these theories are correct then it would
be best to develop these skills within the context
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of their use where the specific knowledge is
available. These theories also bring into question
the degree to which metacognitive skills can be
developed within one context of use and then
transferred for use within a different context.
 
THE ANALYSIS OF COGNITIVE SKILLS
 
If training is to improve the performance of an
operator undertaking a complex dynamic task, it
will first be necessary to analyze the cognitive
skills required by the operator. Patrick (1992)
proposes three areas of study for this analysis:
• identifying the specific knowledge associ-
ated with the task;
• determining alternative representations of the
same knowledge;
• assembling types of knowledge and their
representations into a complete and coherent
model of expert performance.
Knowledge can be categorized into two types,
declarative and procedural (Anderson, 1985).
Declarative knowledge is factual; it can be stated
and made explicit and is not context related. Pro-
cedural knowledge relates to how a task is per-
formed and is often implicit and is context spe-
cific. Anderson (1985) proposes that cognitive
skills are acquired by the transformation of de-
clarative knowledge into procedural knowledge.
He suggests that this transformation initially uses
general problem solving procedures and analo-
gies to allow the operator to develop appropriate
procedures while actually doing the task. He, fur-
ther, proposes that the acquired cognitive skills
are improved through the practice of these proce-
dures. During this practice the procedures are
tuned and each time they are successfully used
makes them more likely to be activated again in
the future. The implication from this process is
that specific procedural knowledge of a complex
dynamic task can only be obtained by practical
training. Theoretical training alone will not allow
the operator to become skilled because they can-
not develop their procedural knowledge.
The procedural knowledge is a set of rules re-
lating to how a task is performed. The construc-
tion of these rules is accomplished by doing the
task (Anzai & Simon, 1979). Even if a trainee is
told in advance the rules that relate to the perfor-
mance of a task, until that task is performed, the
trainee will not be able to internalize them. Cog-
nitive skills are developed by “doing” (Patrick,
1992).
Depending upon the domain in which a task is
undertaken, there will be many different types of
declarative knowledge. This knowledge will be
internally structured by the operator in some way.
Certain theories have indicated that this structure
takes the form of a mental model (Gentner &
Stevens, 1983; Johnson-Laird, 1983). As this
declarative knowledge is transformed into pro-
cedural knowledge the mental model becomes
dynamic (Bainbridge, 1993). The operator uses
knowledge of plant constraints, inferences of pro-
cess state to response required, process time con-
stants, plant variable associations, and typical
event sequences to build this dynamic model.
Gentner and Stevens (1983) propose that these
mental models will provide predictive and ex-
planatory power for the operator to understand
their interaction with the plant.
Depending upon the context in which the trainee
structures any knowledge and their own perspec-
tive of that knowledge, the same knowledge may
be represented in different ways (Ohlsson, 1986).
Wittgenstein (1963) proposed that the aspect of
an object that we perceive is not a property of the
object, but an internal relation between it and
other objects. This can be graphically shown by
looking at reversible figures such as that shown
in Figure 1. How we interpret this drawing af-
fects how particular elements of it are grouped
together.
The way in which we perceive objects may,
therefore, be said to be influenced by the context
in which we see them. The same could be said to
be true of the training process. How the trainee
structures the knowledge he or she retrieves will
determine what interpretation he or she may
place upon it. The trainer must, therefore, be
aware of this so that he or she can prevent any
misinterpretation by guiding the trainees’ trans-
formation of knowledge. It also follows that the
trainee should be made aware of this so that he or
she might question the interpretation of knowl-
edge gained.
Observations by the author during machinery
space simulator training courses have shown evi-
dence of the benefit of trainees questioning their
interpretations of knowledge. When working as a
team, trainees can be taught to review their inter-
pretations of knowledge. Through their individ-
ual perceptions the members of the team will have
different interpretations. By discussing these dif-
ferences of interpretation the trainees often arrive
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at an improved shared interpretation. Fewer mis-
interpretations have been observed when this team
review is carried out.
This team review process uses two alternate
representations of the same knowledge. The
pattern-type representation of the visual stimuli
from the plant instrumentation and the semantic-
type representation of the discussion between the
trainee operators (Bainbridge, 1988). Both repre-
sentations are used together to arrive at an inter-
pretation of knowledge upon which an action
may be based.
The idea that the way in which we group stim-
uli and knowledge causes us to interpret and
structure them in a certain way has been put for-
ward as part of the Gestalt Theory (Wertheimer,
1959). One of Wertheimer’s hypotheses is that in
order to be a successful problem solver, a person
requires the skill to be able to see the overall
structure of a problem. He proposes that the prob-
lem solver first characterizes a certain region of
the problem structure as being crucial. By focus-
ing on the interaction of the different parameters
of the problem with the crucial region the struc-
ture of the problem becomes better understood.
This understanding enables the problem solver to
make reasonable predictions to test his/her hy-
potheses for a solution. The cognitive skill of be-
ing able to structure a complete and consistent
picture of the problem situation is seen as essen-
tial to the success of problem solving behavior.
Gestalt Theory is, therefore, a way of looking
at how cognitive processes are organized and
structured and how this organization and struc-
ture affect the cognitive skill of a person.
In the process of analyzing cognitive skills,
reference can be made to a model of best perfor-
mance. This is the model of how an expert in a
particular field performs within that field. The
expert will use numerous types of knowledge in
many different ways when undertaking the
skilled performance of a complex dynamic task
(Singleton, 1989). In an example of an operator
diagnosing a fault with an industrial process, Sin-
gleton observes the following:
• most of the information used during the di-
agnosis does not come from stimuli or cues,
but from their absence;
• the operator relies on a hybrid model of the
plant using heuristics, mental pictures, and
symbolism;
• there is little conscious guidance to the cog-
nitive process, it takes more the form of a
chain of events, each cognitive or physical
event leading on one to another.
The overt nature of operators’ interaction with
the stimuli or the absence of stimuli from the
plant has been observed by the author during ex-
ercises within a machinery space simulator. The
author has observed that operators will mostly
take actions to test hypotheses concerning the
plant, based on the implicit information given by
the lack of an abnormal stimuli or cue. Single-
ton’s (1989) observation that most information
comes to the operator by virtue of an absence of
stimuli can, thus, be confirmed.
In an attempt to categorize the types and lev-
els of knowledge used when an expert undertakes
a complex dynamic task, Rasmussen and Lind
(1981) put forward five levels of abstraction to
represent the functional properties of a system:
a) system purpose—objectives, constraints, inputs/
outputs
b) abstract function—representation of system
function such a ‘mass energy flows’
c) generalized function—process description —
feedback loops, heat transfer
d) physical function—mechanical, electrical or
chemical processes
FIGURE 1 The ‘wife/mother-in law’ reversible figure.
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e) physical form—actual physical appearance of
the system
They imply that these levels of abstraction can be
used when considering the plant in different unit
sizes, from a whole plant overview, down to indi-
vidual equipment component parts, to follow the
operators cognitive processes. During observa-
tions of the performance of a complex dynamic
task Rasmussen (1986) plots the level of abstrac-
tion being applied to the particular plant unit in
an attempt to map the cognitive sequence of
events. Although this methodology is useful in
showing that different types and levels of knowl-
edge are used when undertaking a complex dy-
namic task, this map fails to incorporate the
metacognitive processes that make the map dy-
namic. Our observations of these complex tasks
are limited to the overt behavior of the operator
and the articulation of the cognitive process by
the operator.
Another view of the structures of knowledge
is given by Bainbridge (1992). She looks at the
structures at a higher cognitive level than Ras-
mussen, relating them to memory function and
metacognition. She proposes three ways in which
knowledge is used in cognitive processing:
a) knowledge of permanent or potential charac-
teristics of some part of the external world
(long term memory or knowledge base);
b) temporary inferred knowledge about the present
or predicted state of the external world (short
term memory, operational memory, working
memory);
c) knowledge of the outcomes and properties of
the operators own behavior (meta-knowledge).
The concepts of a knowledge base, working mem-
ory, and meta-knowledge can be useful in trying
to understand the cognitive processes that occur
when undertaking a complex dynamic task.
Bainbridge (1992) suggests that skilled operators
build up and maintain an overview of the present
state of the plant in their working memory. She
proposes that they will form an idea about the
way they expect the plant to perform dynami-
cally and will formulate plans for any future ac-
tions they may need to take to maintain plant
safety and performance. This overview will pro-
vide the context for the operator’s future decision
making.
In order to maintain this overview, Bainbridge
(1992) proposes that reference is made to the
knowledge base held within the operator’s long
term memory. This includes experiential knowl-
edge, which is important for testing hypotheses
relating to future actions. The operator’s previ-
ous experience is the basis for the explanatory
hypotheses he or she suggests (Bainbridge, 1995).
Because of the many different ways in which
complex dynamic tasks within an industrial pro-
cess environment can be undertaken, the operator
has a degree of flexibility in choosing the way in
which he or she undertakes any given task. There
may indeed be different appropriate working
methods even within the framework of laid down
operating procedures. If the knowledge of alter-
nate working methods is available to the opera-
tor, the behavior of the operator in choosing one of
these methods is an aspect of meta-knowledge.
The way an operator will behave is a product of
their past experience (Bainbridge, 1992).
This has implications for training in that by
giving operators experience with safe and effi-
cient behavior by choosing different working
methods, they will have a greater knowledge
base to assist them in making future choices.
 
COGNITIVE GOAL MODULES
 
In a previous section, reference was made to sub-
goal formation as being a cognitive process em-
ployed when a complex task is undertaken. Evi-
dence for this has come from studies of operators
actually undertaking complex dynamic tasks
where records have been made of the verbal in-
teraction between the operators (Pew, Miller, &
Feeher, 1981; Rasmussen, 1986; Reinartz & Re-
inartz, 1989). In these studies the authors pro-
pose that the moment to moment thinking of the
operators can be inferred by their verbal com-
mentary as the operators interact with the indus-
trial process to achieve the goals of the task.
By an analysis of the verbal transcripts of op-
erators responding to a process fault, Pew et al.
(1981) inferred that a number of different types
of cognitive processes occurred such as interpre-
tation, expectation, intention, and action. A dis-
tinction was made between the task goals and the
cognitive goals involved in meeting the task
goals. For example, the task goal may be to
maintain a steam pressure of 20 bar. The cogni-
tive subgoals involved in meeting this may be to
find out what the pressure is now, is this within
acceptable limits, and how can the pressure be
restored (Bainbridge, 1992). The overall task
goal is therefore broken down into manageable
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cognitive goal modules (i.e. subgoal formation
takes place). It is the identification of these cog-
nitive processing modules that the studies of op-
erator’s verbal commentaries have tried to achieve.
Although the specific goals associated with these
modules may vary from task to task, the cogni-
tive processing within the modules can be seen to
be applicable to any task.
The studies referred to above have put for-
ward many possible cognitive processing mod-
ules, each of which has a particular cognitive
goal. This goal is related by Bainbridge as “to
build up a temporary structure of information
about the current state of the task.” Some of the
proposed modules are:
identify;
predict state;
review task goals;
review present state;
review action availability/effect;
evaluate state;
predict task goals;
infer present state.
The modules make reference to information
available from the operator’s knowledge bases
and the operator’s mental models within their
working storage memory, as well as directly
from the plant itself.
Figure 2 shows the proposed interaction of the
‘identify’ module with the operator’s working
storage and knowledge bases.
We can see from this model that, in order to
identify the stimulus from the plant or to obtain
information to use in the testing of hypotheses
relating to the stimulus, reference is made to the
operator’s knowledge bases. Required responses
to the state of the plant and set procedures to be
followed to make these responses are also refer-
enced from the knowledge base. Information
about the previous and predicted state of the
plant is also used by the processing module,
drawn from the operator’s working storage mem-
ory, where a mental model of the plant is main-
tained.
Depending upon the knowledge held concern-
ing the stimulus received, it may be necessary to
draw upon further information from the working
storage to complete the identification of the stim-
ulus. If the stimulus is identified from the knowl-
edge base, this information can be passed to the
working storage to be incorporated into the dy-
namic mental model of the state of the plant.
Also, any predefined responses to the stimulus
held within the knowledge bases can be incorpo-
rated into the model.
The way in which these cognitive processing
modules are structured together into some ratio-
nal sequence will constitute the working method
of the operator. In order that this structure of
modules will achieve the necessary task perfor-
mance the operator must have the associated
knowledge bases and be able to maintain an
overview of the state of the task (Norman, 1986).
 
TRAINING
 
The sequence of cognitive processing modules
an operator uses in undertaking a task shows the
operator’s strategy for achieving the task. If these
sequences can be mapped through the observa-
tion of operators within a plant simulator, ways
of improving the strategy may become apparent
to the instructor and these can form the basis of a
training solution. Initially, operators may be
trained to follow set rational processing module
sequences to achieve set task goals. More experi-
enced operators could be trained to reduce the
number of processing modules in their sequences
by the use of appropriate preset responses and
prelearned cues, allowing certain modules to be
circumvented (Rasmussen, 1986). If the process-
ing module sequence can be mapped, the opera-
tors choice of subgoals can be analyzed and com-
pared against models of expert behavior. Any
significant deviation can be addressed as part of a
training program. Patterns of errors that become
evident through viewing operator’s performance
at a macroscopic level are useful when designing
these training programs (Patrick, 1992).
The strategies used by operators to achieve
their subgoals can also be analyzed by the obser-
vation of operators within a plant simulator. By
analyzing an operator’s strategy when using a
cognitive processing module, such as retrieving
the current state of the plant, it may be possible
to infer the training requirements of the operator
(Samurcay & Rogalski, 1988).
There have been a number of training pro-
grams produced that aim to improve the higher
order cognitive skills of the trainees within spe-
cific context (Woods, 1983; Wales & Nardi, 1985).
These programs use a number of techniques to
try and improve the trainees higher order cogni-
tive skills such as problem solving. Some of the
techniques used are:
 Sum
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FIGURE 2 Cognitive processing module relationships with working storage and knowledge bases (after Bainbridge, 1992).
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• extensive practice of solving problems;
• teaching the use of heuristic strategies;
• use of graphical representations to show the
structure of problems;
• having trainees justify their solutions to one
another;
• having trainees evaluate other trainees solu-
tions;
• allowing trainees to make and correct errors
(Resnick, 1987).
Other studies have been directed at trying to gen-
erate training programs to improve general prob-
lem solving skills that would be transferable into
different contexts of application (de Bono, 1985;
Covington, 1987). These programs aim to im-
prove the trainees planning of their cognitive and
metacognitive strategies. They use a different set
of techniques to the contextualized programs,
namely:
• considering multiple sides of an issue (lat-
eral thinking);
• considering consequences;
• selecting goals and planning strategies;
• prioritizing factors involved in a situation;
• generating and evaluating evidence;
• using perceptual rather than logical thinking
(Resnick, 1987).
The idea behind the use of perceptual thinking is
to make problem solving strategies more practi-
cal and less theoretical. However, system faults
do not always present adequate stimuli to allow a
successful problem solving strategy to be formed
by perceptual thinking alone. In these cases, a
strategy involving a logical thinking process us-
ing theoretical knowledge bases may be required
to solve the problem by developing a new work-
ing method from first principles.
Despite the claims made by these programs,
there has been little research to provide the em-
pirical evidence necessary to prove their efficacy
in facilitating the learning of transferable cogni-
tive skills.
The simulation of industrial processes is com-
monly used to train process operators. Industrial
process control is increasingly undertaken using
distributive control systems having a computer
interface through which the operator monitors
and controls the process. Training the operators
of these processes in fault diagnosis and recovery
management, therefore, lends itself to computer
based training (CBT) as a computer is their usual
method of interface with the process. Fault diag-
nosis and recovery management are cognitive
skills as they require the operator to process
stimuli before choosing a response, the brain
contributing something that was not in the origi-
nal stimuli (Bainbridge, 1992).
The plant simulator is a useful tool in the
training of industrial process operators as it al-
lows errors to be made without endangering life,
the environment, or property. Errors being an ex-
tra source of information about the process, the
task, and how to do it (Frese & Altmann, 1989).
 
CONCLUSION
 
The concept of cognitive goal modules has been
shown to be a useful tool in the analysis of the
training needs for industrial process operators
who undertake complex dynamic tasks such as
fault diagnosis and recovery management. This
paper has shown that the cognitive skill of an op-
erator is dependent upon the operator’s ability to
select goals and to formulate subgoals as part of
an overall task strategy. By the observation of op-
erators undertaking these tasks, an analysis of the
operators’ sequence of cognitive processing mod-
ules and subgoal formation can be made. From
this analysis, a training program can be designed
to target deviations from expert performance so
as to improve the skill of the operator.
Theories have been discussed proposing that
the cognitive skill of an operator relies upon the
operator’s knowledge base and their ability to
maintain a dynamic mental model of the state of
the plant within working storage memory. Al-
though the same types of higher order cognitive
processing skills are used across different com-
plex tasks, because of this reliance upon specific
contextualized knowledge bases, transferability
to different contexts is not assured unless other
relevant knowledge bases are already present.
The paper identifies a number of common
cognitive processes used when undertaking com-
plex dynamic tasks. The nature of these pro-
cesses, such as the application of heuristics, would
appear to make them suitable for improvement
by training methods such as repeat practice. How-
ever, caution must be drawn to the fact that these
processes are discrete psychological aspects and
as such any training dealing with these aspects in
isolation would appear too reductionistic to achieve
an overall improvement in cognitive skills. For
this to happen, the controlling metacognitive pro-
cesses would have to be considered as well. This
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paper has shown that cognitive skills such as
problem solving are built up from a whole net-
work of interacting cognitive processes from the
discrete psychological aspects such as subgoal
formation, to the metacognitive processes such
as cognitive goal module sequencing.
It would appear from the evidence within this
paper that cognitive science can improve the
training of industrial process operators, but only
if that training is designed within the correct
scope. If too holistic, the relevant cognitive pro-
cesses may be overlooked. If too reductionistic,
the controlling metacognitive processes may be
overlooked.
Considerable research is still required before
cognitive science can have any certainty about
the cognitive processes involved when an opera-
tor undertakes a complex dynamic task. Until
there is this certainty, any training program will
have to rely upon patterns of errors to ensure ef-
fective design strategies, and the assessment of
operator performance against models of expert
behavior to measure improvement. Plant simula-
tors would appear to be an ideal tool for carrying
out this research. They offer the facility for pre-
senting operators with a range of complex tasks.
These tasks could be controlled by the researcher
and would be repeatable. By making video re-
cordings of the operators undertaking the tasks, a
detailed analysis of the implied cognitive pro-
cesses could be made. However, research would
first have to show if the influences of being
within a simulated environment significantly af-
fected the cognitive processes of the operator
when compared to studies carried out with opera-
tors undertaking tasks within a real plant.
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