Abstract-Scenario programs have established themselves as efficient tools towards decision-making under uncertainty. To assess the quality of scenario-based solutions a posteriori, validation tests based on Bernoulli trials have been widely adopted in practice. However, to reach a theoretically reliable conclusion, one typically needs to collect massive validation samples. In this work, we propose new posteriori bounds for convex scenario programs with validation tests, which are dependent on both realizations of support constraints and performance on outof-sample validation data. The proposed bounds enjoy wide generality in that many existing theoretical results can be incorporated as particular cases. To facilitate practical use, a systematic approach for parameterizing posteriori probability functions is also developed, which is shown to possess a variety of desirable properties allowing for easy implementations and clear interpretations. By synthesizing information about support constraints and validation tests, less conservative estimates of reliability levels can be attained for randomized solutions in comparison with existing posteriori bounds. Case studies on controller design of aircraft lateral motion are presented to validate the effectiveness of the proposed posteriori bounds.
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I. INTRODUCTION
T HE widespread presence of uncertainty has always been a crucial issue in design, analysis and optimization of complex systems, and the ignorance of uncertainty can lead to decisions that are fragile in the real-world uncertain environment. In the past decades, decision-making under uncertainty has raised immense research efforts across various communities, particularly in systems and control. Typical examples include robust optimal control, where control inputs are designed to yield uniformly satisfactory performance under model mismatch, unmeasured disturbance, and measurement noise [1] , [2] . Likewise, in filter design for fault detection, such effects have been taken into account in order to avoid high false alarm rates [3] .
Stochastic programming has been established as a powerful tool to handle uncertainty-perturbed decision-making problems formulated in a probabilistic manner [4] . By introducing chance constraints, partial constraint violations can be tolerated and less conservative decisions can be attained [5] . Despite such merits, chance-constrained programs are Manuscript received Month xx, xxxx. C. Shang is with Department of Automation, Tsinghua University, Beijing 100084, China (e-mail: c-shang@tsinghua.edu.cn).
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generally not endowed with tractable solutions due to the nonconvexity and multi-variate convolution integrals, except for very few special cases [6] , [7] . To tackle this conundrum, a viable albeit approximate option is the scenario approach, or the randomized algorithm, where chance constraints are substituted by deterministic constraints defined on a finite number of past samples of uncertainty. As a data-driven decision-making approach, it has found wide applications in operations of smart grid [8] , service systems [9] , supply chain management [10] , [11] , and control design [12] , [13] . A key issue of the scenario approach is to determine an adequately large sample size to secure the satisfaction of chance constraints by the optimal solution with suitably high confidence [14] , [15] .
Due to the inherent randomness of scenario sampling, the optimal solution of a scenario program is itself a random variable; hence, the quality of the randomized solution, especially the violation probability, is a fortiori uncertain. Therefore, for robust and secure decision-making, a fair evaluation of the risk of the randomized solution must be performed before its implementation in real-world situations. If the risk is considered to be too high, the solution will not be accepted, and further refinement is necessary. Towards this goal, the simplest approach is to carry out validation test on a collection of new instances of the uncertainty. If few violations are seen on the validation set, the solution is believed to offer a high protection level, and vice versa. Technically, the probabilistic guarantee is established based on finite-sample bounds for Bernoulli trials. The validation strategy is also adopted in the so-called sequential scenario approach originally developed by [16] , [17] , which solves a sequence of reduced-size scenario programs that are more computationally affordable [18] , [19] , [20] . After obtaining the candidate solution in each iteration, validation test is performed to verify whether its violation probability is smaller than a pre-specified threshold. If so, the sequential algorithm terminates and a final solution is returned.
Recently, an emerging line of research has concentrated on the so-called "wait-and-judge" scenario approach [21] , [22] , [23] , which enables a posteriori assessment of the reliability of scenario-based solutions by counting the number of decisive support constraints. It has been found that, for general scenario programs that are not fully supported, the estimation of the violation probability can be flexibly adjusted based on the number of decisive scenarios that are observed in solving the scenario program. In comparison with prior violation probabilities, significant improvement can be achieved by the wait-andjudge approach, and it is unnecessary to develop upper-bounds of the number of support constraints in advance [21] , [22] . Meanwhile, it is especially advantageous under the limited arXiv:1903.11734v1 [math.OC] 27 Mar 2019 availability of data samples since a reliable estimation of solution's risk can be obtained without resorting to validation data. However, this scheme still exhibits some practical limitations. For example, one faces a dilemma under a moderate sample size. If all samples of uncertainty are included in the scenario program, a better characterization of the solution's reliability can be obtained, which will in turn lead to over-pessimistic solutions [24] , [25] . If the scenario program is instantiated only by a fraction of scenarios, valuable information within unused scenarios has to be discarded. Moreover, the wait-and-judge theory does not apply to the situation with ever-increasing availability of scenarios. In many practical situations, new instances of uncertainty could keep arriving after the scenariobased decision is implemented, and one desires to update his/her belief on the decision's risk, which is, however, not allowed in the present wait-and-judge theory.
In this article, we seek to fill these knowledge gaps by establishing a general class of posteriori probabilistic bounds for scenario-based solutions validated on out-of-sample realizations of uncertainty, which depend on both the number of decisive support constraints and the violation frequency on validation data simultaneously. In this way, it enables a flexible adjustment of our belief in posteriori violation probabilities by synthesizing information from both decisive support constraints and out-of-sample performance on validation data. They turn out to incorporate some existing prior bounds and posteriori bounds as special cases, thereby enjoying widespread generality. To make practical use of the proposed posterior bounds, an efficient approach is presented to parameterize the violation probability as the function of both the number of decisive support constraints and the violation frequency. We show that they bear clear interpretations, because of their consistency with the intuition that our trust on the violation probability could be adapted to the performance of validation tests, thereby remarkably enhancing the practicability of scenario approaches. Most importantly, we prove that the proposed bounds are always no worse than the generic wait-and-judge approach, thereby revealing the peculiar value of validation tests at a deeper theoretical level. By flexibly parameterizing violation probabilities, a refinement procedure is also developed to yield Pareto optimal posteriori bounds, which is particularly beneficial when structural information of scenario programs is available. Finally, we illustrate the main results of this work with case studies on linear quadratic regulator (LQR) design of aircraft lateral motion, where the proposed bounds significantly outperform both the wait-and-judge approach and the posteriori bounds for Bernoulli trials. Comprehensive comparisons indicate that the excellence fundamentally owes to a sophisticated fusion of support constraint information and validation test information. For small validation sample size, it mainly relies on support constraint information and largely improves upon bounds for Bernoulli trials; under large validation sample size, validation tests tend to have a dominating effect and contribute to reliable assessments.
The layout of this paper is organized as follows. In Section II, the technical background of scenario programs is introduced. Section III formally states the main results of this work, and discusses some practical implementation issues. An illustrative example is provided in Section IV, followed by concluding remarks in the last section.
Notations and Definitions. N 0 is the set of non-negative natural numbers, and the set of consecutive non-negative integers {j, · · · , k} is denoted by N j:k . The p-norm of a matrix is denoted by · p , while · represents the Euclidean norm of a vector by convention. The trace operator on a square matrix is denoted by Tr{·}. The indicator function of a subset S is defined as 1 S (s). Given a positive integer N , a non-negative integer m ≤ N , and t ∈ (0, 1), the binomial cumulative probability function is defined as B N (t; m) := m i=0 
II. PRELIMINARIES A. Scenario Programs
Assume that ∆ is a probability space, which is associated with a σ-algebra F and a probability measure P. δ is a random outcome from the triplet (∆, F, P). Moreover, denote by (∆ m , F m , P m ) the Cartesian product of ∆ equipped with the σ-algebra F m and the m-fold probability measure
In general, the analytic form of P is unknown in practice, but we are allowed to sample a set of independent scenarios {δ (1) , · · · , δ (m) } from P m . Here, we refer to ω m := {δ (1) , · · · , δ (m) } ∈ ∆ m as a multisample, based on which the following scenario programs can be defined:
when m > 0, and
with m = 0 as a degenerate case. In this work, we focus on convex scenario programs, where as regularity conditions, the set X is assumed to be convex and closed, the objective function J(x) is convex, and f (x, δ) is lower semi-continuous and convex in x ∈ R d with the value of δ fixed. Given a candidate decision x ∈ X , its violation probability is defined as:
and the corresponding reliability level is 1 − V (x) [2] . Meanwhile, the following assumption is made throughout the paper, which is fairly standard in generic convex scenario programs [12] , [15] . Note that in order to secure the uniqueness of x * m , the tie-break rule can be trivially employed [14] . In this way, the optimal solution x * m to SP m [ω m ] is essentially a random variable defined over ∆ m . Under Assumption 1 and the conventional assumption on the measurability of V (x * m ), a celebrated probabilistic guarantee in literature is that when m > d, the tail probability of V (x * m ) is dominated by the binomial distribution function [15] :
Note that d is the total number of effective decision variables in the optimization problem. The bound (2) has a deep kinship with the concept of support constraints, which we will make heavy use of in this paper. 
The definition of support constraints differs from that of generic active constraints, which are characterized by {i : f (x * m , δ (i) ) = 0}. For convex scenario programs, support constraints are always active constraints, but the converse no longer remains true [21] . Meanwhile, under the availability of sufficient scenarios (m > d), the number of support constraints is always upper bounded by the so-called Helly's dimension, which is no larger than d [14] . For fully-supported problem where the number of support constraints is exactly d with probability one (w.p.1), (2) then becomes an equality [15] ; in other cases, it inevitably induces conservatism.
Another useful assumption is made as follows.
Assumption 2 (Non-Degeneracy, [21] It is worth underlining that Assumption 2 is quite mild for general convex scenario programs, because it excludes anomalous situations where the solution defined by support constraints lies exactly on boundaries of other constraints with a nonzero probability.
B. Confidence Intervals for Violation Probability with Validation Tests
Given a candidate solution x, a usual approach to assess its violation probability V (x) is to perform Bernoulli trials with some independent validation scenarios {δ (1) , · · · ,δ (M ) }. There are two possible outcomes in each trial, i.e. "success" and "failure", which are characterized by f (x,δ (l) ) ≤ 0 and f (x,δ (l) ) > 0, respectively. By summarizing results of Bernoulli trials, the empirical violation frequency on the validation dataset can be obtained.
Definition 2 (Empirical Violation Frequency)
. Given a set of M independent scenarios {δ (1) , · · · ,δ (M ) }, the empirical violation frequency of a solution x are calculated as:
That is, the number of scenario-based validation constraints that are violated by x.
With x fixed, r M is a random variable on P M , which embodies useful information for estimating the binomial proportion, i.e., the true violation probability V (x). In the context of stochastic programming, a small violation probability is always desired, and hence an upper-bound for V (x) based on r M shall be constructed to quantify the risk of an unreliable solution. This can be achieved by adopting the following onesided bounds for estimating the binomial proportion from a series of Bernoulli trials [2] .
[One-Sided Chernoff Bound, [26] ] Given a solution x and a pre-defined confidence level β * ∈ (0, 1), it then holds that:
where the posterior violation probability
) is a random variable depending on the realization of r M .
Theorem 2.
[One-Sided Clopper-Pearson (C-P) Bound, [27] , [28] , [29] ] Given a solution x and a pre-defined confidence level β * ∈ (0, 1), it then holds that:
where the analytic form of η M (·) is expressed as:
The above probabilistic bounds are referred to as posterior bounds, in the sense that they provide certificates on V (x) after the value of r M is revealed [2] . Their use in validating scenario-based solutions can be illustrated as follows. Considering the case where there are M = 100 samples for validating x, and r M turns out to be 10, setting β * = 10 −6 , one then obtains the one-sided Chernoff bound ρ 100 (10) = 0.3628 and the one-sided C-P bound η 100 (10) = 0.3045, respectively, indicating that the violation probability V (x * N ) does not exceed 36.28% (or 30.45%) with a very high confidence of 1 − 10 −6 (i.e. 99.9999%). Note that the calculation of ρ M (r M ) is easier than that of η M (r M ). However, it is known that ρ M (r M ) is generally more conservative than η M (r M ), and it is possible that ρ M (r M ) have values greater than one, especially when the value of r M is large; by contrast, η M (r M ) is always between zero and one, thereby enjoying better practicability.
III. MAIN RESULTS

A. Posteriori Confidence Level Based on Violation Probability Function
For applications of the scenario approach, one typically derives the optimal solution x *
with N > d, and then assesses it based on M validation scenarios to obtain the empirical violation frequency r * M . Since both the one-sided Chernoff bound and the one-sided C-P bound are applicable to any candidate solution x, we can certainly use them to evaluate x * N 's reliability as a function r * M . However, the optimal solution x * N as well as the number of support constraints s * N have some inherent randomness, whose realizations embody useful information about reliability. In this section, we present a more general theory to concurrently tackles two classes of randomness. To be more precise, the posteriori violation probability (s * N , r * M ) is considered as a function of both s * N and r * M . With a group of functions { (k, l)} pre-specified for k ∈ N 0:d , l ∈ N 0:M , the following finite-sample probabilistic guarantee can be established as one of our main results.
where β * is the optimal value of the following variational problem, defined based on functions { (k, l)}:
Proof. The proof bears resemblance to Theorem 1 in [21] and hence we only provide details for key steps herein. First, the following group of generalized distribution functions is defined:
Next, we show that the posteriori violation probability
, which serve as the backbone of the whole machinery. Notice that the following events do not overlap with each other:
Then we can make the following decomposition:
We define the events on the probability space ∆ N +M :
which indicates that the violation probability of x * N is larger than (k, l), and there are k support constraints and l violated validation constraints, respectively. In this way,
holds. Next we derive analytic expressions for P N +M {E k,l }. By fixing the indices of support constraints, we have:
where
It has been proved by [21] that, in the probability space (∆ N , F N , P N ), the following events are equal up to a zero probability set:
which implies that:
where the last equality is due to the fact that by fixing violation probability v,
is the probability of observing exactly l violated validation constraints. By using the definition of F k (v) in (9) and taking integral over the interval ( (k, l), 1], (12) can be attained. Substituting (11) and (12) into (10) yields:
Next we show that the RHS of (13) is actually upperbounded by β * given in (8) . The idea is to take generalized distribution functions {F k (v)} d k=0 as decision variables subject to the following joint moment conditions [21] :
Therefore, we have:
where β is the optimal value of the following variational problem:
Here, C stands for the set of all generalized distribution functions. However, (14) is a generalized moment problem with infinite moment constraints, making the optimization problem difficult to solve analytically. Hence we turn to the following truncated problem:
whose optimal value is β K . Because only K constraints are involved in (15), (15) is a relaxation of (14), and hence we have β K ≥ β , ∀K. Meanwhile, the value of β K is non-increasing with K. By deriving the Lagrangian function and optimizing over
, we obtain the following dual problem [30] :
where λ 0 , · · · , λ K are dual variables and β * K is the optimal value. Therefore, it holds that β ≤ β K ≤ β * K , ∀K ∈ N 0 due to weak duality. We define the polynomial of degree K as g(t) = K m=0 λ m t m , which admits the following properties:
By defining t := 1 − v and plugging (17) into (16), (16) then becomes:
Denoting by D the feasible region of problem (8), it has been proved in [21] that the set (
Therefore we can conclude that:
This completes the proof.
Theorem 3 enjoys wide generality in assessing posteriori violation probabilities of scenario-based solutions, since it holds for any convex scenario programs irrespective of the probability distribution P. Note that the randomness arises from sampling of both N scenarios and M validation samples, and s * N is a random variable defined on ∆ N only, whereas r * M is defined on the whole probability space ∆ N +M , because it depends on both x * N and validation data. Next we show that with independence of { (k, l)} on k and/or l imposed, Theorem 3 turns out to unify many existing theoretical results, including the wait-and-judge approach in [21] , the one-sided C-P bound (5) in Theorem 2, as well as the generic probabilistic guarantee (2) in [15] . First, the following result reveals itself as an obvious corollary of Theorem 3, which enforces the posteriori violation probabilities { (·, ·)} to depend on s * N only.
Under Assumptions 1 and 2, it then holds that:
where β * is the optimal value of the following variational problem:
into (8) yields the proof.
As an established bound in the wait-and-judge approach, Corollary 1 requires that all available scenarios shall be involved in the optimization problem in order for the quality of the optimal solution x * N to be reliably assessed. However, there are two primary issues induced. On one hand, incorporating too many scenarios in the optimization problem inevitably leads to over-conservative decisions, and sometimes one may prefer trading feasibility for performance [31] . On the other hand, valuable information within validation tests cannot be utilized in conjunction with (18) . In this sense, Theorem 3 bears a more profound philosophy than Corollary 1 does, because the information about support constraints and empirical validation tests can be synthesized to adjust our belief on the posteriori violation probability. In this way, a decision maker is allowed to flexibly choose N and M , and eventually attain an estimation of reliability level without sacrificing data information.
Interestingly, the classic one-sided C-P bound (5) can be also recovered as a special case of Theorem 3. This is achieved simply by disentangling the dependence of (k, l) on k. Before proceeding, we need the following preparatory lemma.
Lemma 1.
For fixed values of m and N (m < N ), B N (t; m) is a strictly decreasing function in t ∈ (0, 1).
Proof. See [18] .
is a feasible solution to the variational problem (8) , and it holds that:
which further implies the one-sided C-P confidence interval with x * N fixed:
Proof. By inspecting Lemma 1 and (6), it can be readily
where the inequality is due to Lemma 1. Hence for t ∈ [0, 1], we have
Therefore,
which shows the feasibility of g(t). This finally yields
The derivation of conditional validity (14) from (19) is not obvious. Upon observing x * N , we can construct an alternative convex scenario program SP N [ω N ] whose optimal solution x * N always equals x * N . This can be constructed, for example, as:
where 0 denotes a zero matrix with appropriate dimension. Hence, the probability measure Q of x * N is a Dirac delta
holds obviously, and we have:
Based on Corollary 1, one can easily cast the generic probabilistic guarantee (2) as a corollary of Theorem 3 by trivially assuming constant violation probabilities. 
Proof. See Corollary 1 in [21] .
B. Derivation of Posterior Violation Probability
It has been shown that Theorem 3 is a generalization of many important probabilistic bounds in scenario optimization, with particular options for { (k, l)} used. Hence, the freedom in choosing { (k, l)} endows the proposed scheme with remarkable power in evaluating the solution's reliability based on all possible realizations of s * N and r * M . One typically wishes to ensure that the event V (x * N ) ≤ (s * N , r * M ) occurs with a suitably high confidence, and in order to explicitly control the risk of a wrong assertion V (x * N ) > (s * N , r * M ), it is desirable to first assign β * , which is typically small, and then determine function { (k, l)} in reverse. In principle, there are infinitely many functions { (k, l)} that lead to the same confidence level β * . To this end, we develop a class of functions in this subsection, reveal their interpretable properties in practical use, and establish relationships with existing results.
Theorem 4. Define the following polynomial function in t:
where β ∈ (0, 1) is the confidence level, and weighting parameters {a m } satisfy
(i) h N,M (t; k, l) has only one solution in the interval (0, 1) for all k ∈ N 0:d and l ∈ N 0:M .
(ii) Letting the root be t N,M (k, l) and N,M (k, l) = 1 − t N,M (k, l), it then holds that:
(iii) The choice of above functions { N,M (k, l)} gives rise to the following probabilistic guarantee:
Proof. (i) First we define the following polynomial:
is a strictly decreasing function in t ∈ (0, 1). In addition, according to Lemma 1, −B M (1 − t; l) is also strictly decreasing in t when l < M , and B M (1 − t; l) ≡ 1 when l = M . Therefore, in both cases,h N,M (t; k, l) must be strictly decreasing in (0, 1). Meanwhile, we notice that
Hence,h N,M (t; k, l) has exactly one root in (0, 1), and so does h N,M (t; k, l).
(ii) From the definition it is obvious that B M (1 − t; l) < B M (1−t; l+1), which impliesh N,M (t; k, l) >h N,M (t; k, l+ 1). Sinceh N,M (t; k, l) is strictly decreasing in t ∈ (0, 1),
(iii) We first parameterize a candidate solution to (8) as:
Then we will show that g(t) is essentially a feasible solution to (8) with (k, l) set as N,M (k, l). Its k-th order derivative can be computed as:
where N,M (k, M + 1) = 1 is taken for granted for notational clarity. Considering the case where t falls within a certain interval [1 − N,M (k, l + 1), 1 − N,M (k, l)), we have:
The last inequality is due to the fact that
, and hence g(t) is feasible for problem (8) , which indicates β * ≤ β. Finally we have:
The following remarks are made in order.
Remark 1. The utilization of posteriori probabilistic bounds { N,M (k, l)} does not require any distributional information of uncertainty. Such a distribution-free characteristic makes the proposed bounds particularly suitable for data-driven decisionmaking.
Remark 2. The monotonicity property (24) is consistent with our intuition that the lower the empirical violation frequency, the lower the posterior violation probability. This can be also evidenced from the intuitive example in Fig. 1 , where { N,M (k, l)} with d = 10, N = 50, M = 50, and α m ≡ 1/(N + 1) are profiled. Meanwhile, it is easy to prove that { N,M (k, l)} are increasing in k, which preserves the interpretation of generic wait-and-judge approach [21] that less support constraints indicate potentially higher reliability of randomized solutions.
Remark 3. Obviously, the above theorem contains Theorem 2 in [21] as a special case with M = 0 (no validation tests) and a m ≡ 1/(N + 1), ∀m ∈ N 0:M , where the bound (k) depending only on the actual number of support constraints is tantamount to N,0 (k, 0). Nevertheless, the present proof machinery has a significant departure from that in [21] , which is no longer applicable to the present circumstance where validation test results have been included and general nonnegative coefficients {a m } are considered.
Note that functions { N,M (k, l)} and {t N,M (k, l)} determined in Theorem 4 depend on values of N and M . For notational simplicity, we will use { (k, l)} and {t(k, l)} in the sequel when no confusions are caused. Meanwhile, we use { (k)} to denote the posteriori bound in the wait-andjudge approach [21] that depends on s * N only. Now we are ready to develop an important result, which reveals at a deep theoretical level the significant value of validation tests in improving posteriori performance bounds.
Corollary 4.
With values of {a m } and β fixed, it then holds that: (27) Proof. The second equality can be obtained by substituting the identity B M (1 − t; M ) = 1 into (22) , and the inequality stems from the monotonicity (24).
Corollary 4 bears profound implications that introducing validation tests always make posterior probabilities no larger than those established only on support constraints [21] . The lower posterior violation probability (·, ·) is, the stronger assertion about the reliability we can make under the same confidence level. Hence, even if all validation tests fail, i.e. r * M = M , the resulted posteriori bound (s * N , M ) still yields as strong conclusion as (s * N ) does in the wait-and-judge approach [21] . If at least one validation constraint is satisfied (l < M ), strictly stronger conclusions can then be drawn. This highlights the value of validation samples in effectively reducing potential pessimism in robustness quantifications of scenario-based solutions, which can also be seen in Fig. 1 , where (k, l) is always upper-bounded by (k, M ).
Next we deal with the computational issue. Although { N,M (k, l)} do not have analytic expressions, one only needs to perform bisection to numerically search the root of h N,M (t; k, l) in (0, 1) to compute { N,M (k, l)}, as implied by Theorem 4(i). The pseudo code for calculating { N,M (k, l)} for all k and l is outlined in Algorithm 1, which can be readily implemented with numerical softwares. In order to reduce the search space, the monotonicity property (24) is utilized, and the enumeration of l is made from M to 0. For a particular choice of k and l, one only needs to execute the inner-loop in Algorithm 1 with LB = 0 and U B = 1.
Algorithm 1 Bisection Method for Computing Posteriori Probabilities
Input data: Integers d, N and M , confidence level β, and coefficients {am}. Output data: Posteriori probabilities { N,M (k, l)}. Initialization: set numerical accuracy γ, and t(k, M + 1) ≡ 0, ∀k.
while U B − LB ≥ γ do 5:
ifh N,M (tnew; k, l) ≥ 0 7: LB = tnew; 8:
U B = tnew; 10: Then we study the incremental monotonicity property of the generic one-sided C-P bounds {η M (l)}, which is well inherited by { N,M (k, l)}. This can be precisely stated as follows. Suppose that upon obtaining a randomized solution x * N , k support constraints have been found, and l violations have occurred on M validation data samples {δ (j) }, giving rise to the posteriori probability η M (l). Afterwards, a new validation sampleδ (M +1) arrives, based on which validation test results can be updated. Accordingly, the updated posteriori probability should be
Before proceeding, the following lemma is presented. Proof. For i ∈ N 1:N , it is obvious that
This completes the proof of Lemma 2.
Then the following relationships hold between {η M (·)} and {η M +1 (·)}.
Theorem 5. It holds that:
Proof. (30) immediately follows from (6) . Because η M (l) is the root of B M (η, l) = β * in (0, 1), and B M (η, l) is strictly decreasing in η, it remains to show that:
A straightforward usage of Lemma 2 results in (31), along with the inequality
In view of Theorem 5, a rational adjustment of our belief on safety level of x * N can be made once more validation samples become available. If constraint violation is witnessed on the new validation sample, the reliability level of x * N should be discounted, which can be formally stated as η M +1 (l + 1) > η M (l). By the same token, if x * N agrees with the new validation constraint, our belief on the safety level of x * N shall be strengthened, that is, η M +1 (l) < η M (l). Similarly, such properties are also possessed by the established bounds { N,M (k, l)}, which are stated as follows.
Theorem 6.
With values of {a m } and β fixed, the roots of {g N,M (t; k, l)} satisfy
thereby indicating the following formulae:
The proof is similar to that for Theorem 5, and is hence omitted for brevity.
C. Refinement of Posteriori Bounds
Obviously, posteriori violation probability functions { (·, ·)} are parameterized by coefficients {a m }. A natural question is whether posteriori violation probabilities { (·, ·)} can be improved by deliberately choosing coefficients {a m }. This can be formally cast as the following multi-objective optimization problem:
where τ > 0 is a small positive number to ensure (23) . Clearly, (36) is non-convex and is hence difficult to solve. Next we seek to devise a tailored algorithm. Suppose that there is a set of coefficients {a m } feasible to (36) . The following theorem provides a sufficient and necessary condition for making improvements over the current choice of {a m }.
Theorem 7.
Given N , M and β. Assume that {a m } and {a m } satisfying (23) are different coefficients of polynomials
Proof. It is known thath N,M (t; k, l), whose root is t (k, l), is strictly decreasing in (0, 1). Therefore, when t (k, l) ≥ t(k, l), it holds thath N,M (t(k, l); k, l) ≥ 0, which leads to (37) . The reverse is also true, which completes the proof.
To derive refined coefficients {a m } based on current ones {a m }, it suffices to ensure (37) for all k and l and lift the LHS of (37) as much as possible. This can be achieved, for instance, by simply solving the following linear program (LP):
which turns out to ensure optimality in a Pareto sense.
Theorem 8. The optimal solution {a m } to the LP (38) is a Pareto optimal solution to (36).
Proof. The proof can be made by contradiction. With {a m } fixed, the roots {t(k, l)} will be uniquely determined. Suppose that there exists a different set of {a m } that dominates {a m }. Then it can be easily deduced that {a m } is also feasible for (38) and leads to a higher objective value than {a m }, which contradicts the optimality of {a m }.
By resolving an LP, it not only returns Pareto optimal violation probabilities, but also provides abundant flexibility to integrate user preference into design of posteriori bounds. For example, different weights can be used in the objective of (38) to emphasize on particular options of k and l. Meanwhile, due to the inherent robustness of scenario-based solutions, large l has a low incidence, and one may be interested in sacrificing performance under large l for enhanced performance under small l, which can be achieved by ruling out constraints and terms in the objective indexed by large l. It can be easily proved that the aforementioned choices eventually result in different Pareto optimal solutions to (36) . This gives rise to a systematic refinement procedure with great potential in incorporating prior knowledge and user preference.
In particular, the developed refinement procedure allows for effective usage of a prior upper-bound ζ ≥ max s * N on the Helly's dimension by exploiting structural properties of constraints, see e.g. [32] , [33] , which is beneficial for further reducing conservatism of posteriori bounds. This can be done by replacing d in (38) by a tighter upper-bound ζ < d, which lead to a smaller number of posteriori bounds to co-optimize. As an illustrative example, we consider a structured convex scenario program where uncertainty enters into the constraint multiplicatively, i.e. f (x, δ) = max 1≤i≤3 g i (x)
T q(δ), where g i (x) ∈ R 2 and d = 20. According to Proposition 1 in [32] , a tighter upper bound of s * N is established as ζ = 3×2 = 6 < d. For simplicity the case without validation tests is considered, i.e. M = 0. Then three different groups of violation probabilities are computed under N = 200, β = 10 −6 : (i) the trivial wait-and-judge bounds { (k)} in [21] with a m = 1/(N + 1), (ii) the refined bounds { 20 (k)} with d = 20 as the upper limit of s * N , and (iii) the refined bounds { 6 (k)} with d replaced by ζ = 6. These bounds are visualized in Fig. 2 ; for fairness in quantifying improvements, we also plot the theoretical lower limit LB (k) that posteriori bounds cannot go below, calculated as η N (k − 1) [21] . Notice that { 20 (k)} improves upon { (k)} for k ≥ 5, since the gap between { 20 (k)} and LB (k) becomes smaller, thereby indicating the effectiveness of refinement. For 0 ≤ k ≤ 6, { 6 (k)} outperforms { 20 (k)} with significantly reduced gaps. This comes at the price of much more conservative certificates for k > ζ = 6, which however does not show up for this structured scenario program. This showcases the power of the proposed refinement strategy in leveraging structural information of scenario programs for reducing conservatism of posterior probabilities. Although it has been stated in [21] that a posteriori inspection of the support constraint set yields bounds of the same order of magnitude as priori bounds induced by knowing in advance a tighter upper-bound ζ, the proposed scheme has the potential of further excavating the advantages of knowing ζ and reducing the gap, which ultimately owns to flexible parameterizations by {a m }.
IV. CASE STUDIES ON LQR DESIGN OF AIRCRAFT LATERAL MOTION
A. Problem Setup
In this section, we adopt a simulation example of controller design of aircraft lateral motion from [34] to demonstrate the developed theory. The system is described by the following state-space model:
where system states x(t) = [x 1 (t) x 2 (t) x 3 (t) x 4 (t)]
T are the blank angle and its derivative, the sideslip angle, and the yaw rate, respectively. Control inputs u(t) = [u 1 (t) u 2 (t)]
T include the rudder deflection and the aileron deflection. System matrices A(δ) and B(δ) are influenced by uncertain parameters δ, as given by:
It is assumed that a 10% perturbation of δ is added around its nominal valueδ, which is uniformly distributed. The control goal is to design a state feedback controller u = Kx such that real parts of eigenvalues of the closedloop system are smaller than −γ < 0. That is, the system is stabilized with a desired decay rate γ > 0. In this case we choose γ = 0.5. A possible formulation of the controller design problem is given by the following semi-definite pro-gram (SDP), which involves an infinite number of linear matrix inequalities (LMIs):
where P ∈ R 4×4 and Y ∈ R 2×4 . θ = 0.01 is a small positive number to ensure the positive definiteness of P . The control gain K can be finally computed as K = Y P −1 . To approximately solve (39), we turn to the following scenario program with a total of d = 18 free decision variables in matrices P and Y :
are randomly collected scenarios of uncertain parameters. To solve the large-scale SDP (40), we use cvx package in MATLAB equipped with the MOSEK solver [35] .
B. Results and Discussions
In the simulation phase, we randomly generate N = 500 independent scenarios {δ 
) is no more than 2.68%, which is much tighter than the prior bound. In contrast, (s * N ) = 0.0486 with support constraints information used only [21] , which gives a weaker conclusion by a factor around 2. If the one-sided C-P bound (5) for Bernoulli trials is adopted, we obtain η M (r * M ) = 0.0376. Hence in this instance, by synthesizing information from both the set of support constraints and validation tests, a stronger conclusion can be drawn about the violation probability, thereby considerably alleviating the conservatism.
Next, to make a fair comparison between Table I. Many interesting observations can be attained from Table I . First, in all cases the proposed bound yields the smallest mean and standard deviation of the gap, indicating its significantly reduced conservatism. When N is fixed and M is small, the one-sided C-P bound tends to be quite conservative, while the proposed bound achieves the best performance by synthesizing information of s The significant benefits essentially arise from the nonfully-supportedness of scenario programs. Table II reports abundant validation scenarios, as also evidenced in [2] . In this sense, the proposed method enjoys desirable applicability in practical situations, where validation scenarios arrive in an incremental manner, or M is not too large. 
V. CONCLUDING REMARKS
In this work, we proposed a general class of posteriori probabilistic bounds for convex scenario programs with violation probability of scenario-based solutions assessed on additional validation scenarios. The posteriori violation probability turned out to be a function of both the number of support constraints and violation frequency on validation datasets. It can assess the feasibility of scenario-based solutions with randomness overall considered, which arises from both sampling N scenarios for formulating the problem and sampling M scenarios for validation. It has been shown the established result contains the existing bounds in scenario optimization as special cases, thereby enjoying wide generality. For practical use, we developed a class of posteriori violation probabilities under prespecified confidence level, which bear a number of desirable properties, including computational convenience, outperformance over existing bounds, incremental monotonicity, etc. A systematical refinement procedure was further put forward, which help reducing the conservatism, especially when tight prior upper-bounds of the Helly's dimension are available. Comprehensive case studies demonstrated the efficacy of the proposed posteriori bounds in assessing robustness of solutions to convex scenario programs.
