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Abstract
Political districting is an intractable problem with significant ramifications for political rep-
resentation. Districts are often required to satisfy some legal constraints, but these are typically
not very restrictive, allowing decision-makers to influence the composition of these districts with-
out violating relevant laws. For example, while districts must often comprise a single contiguous
area, a vast collection of acceptable solutions (i.e., sets of districts) remains. Choosing the best
set of districts from this collection can be treated as a (planar) graph partitioning problem. Such
problems are typically intractable, and hence, heuristics such as local search have been adopted
to generate good (though suboptimal) solutions in a reasonable time-frame. When districts must
be contiguous, effectively applying local search requires an efficient computational method for
evaluating contiguity constraints in each iteration; common methods for assessing contiguity can
require significant computation as the problem size grows. Practical districting problems, such
as those encountered when designing United States Congressional Districts, may need to allocate
a very large number of census blocks among a relatively small number of districts, leading to
significant computation when assessing contiguity.
This dissertation introduces the geo-graph, a new graph model that ameliorates the computa-
tional burdens associated with enforcing contiguity constraints in planar graph partitioning when
each vertex corresponds to a particular region of the plane called a unit. Through planar graph
duality, the geo-graph provides a scale-invariant method for enforcing contiguity constraints in
local search. Furthermore, geo-graphs allow district holes (which are typically considered unde-
sirable) to be rigorously and efficiently integrated into the partitioning process. These benefits are
realized by exploiting unused facets of the underlying structure of districting problems by both
(1) integrating knowledge about the duality between unit boundaries and unit adjacencies, and
(2) integrating zone-level knowledge into unit-level decisions through a rigorous link that exists
ii
between holes and contiguity.
The geo-graph provides fast algorithms that assess zone holes and zone contiguity during lo-
cal search; the time complexities of these algorithms depend only on the number of zones being
created and the number of units whose boundaries share at least one point with the boundary
of the unit that local search seeks to transfer in the current iteration. These factors do not nec-
essarily increase with the number of units under consideration, and hence, these algorithms are
scale invariant from a theoretical perspective. Moreover, this dissertation finds that these factors
scale well in several practical problem instances, suggesting that benefits of the geo-graph can be
significant in real-world districting problems.
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Chapter 1
Introduction
The boundaries of United States Congressional Districts must be redrawn every ten years in
response to population shifts measured by the national census. This process is an example of
political districting, which is the process of dividing a geographic region into a set of districts,
often for the purposes of electing political representatives. While relevant laws constrain some
facets of the districting process, these constraints are typically not very restrictive, and therefore
decision-makers are able to exert influence over district composition. Since these districts have
significant ramifications on political representation, many groups (e.g., political parties, public
interest groups) have conflicting views on how these districts should be created. For example,
political parties may favor districts that are most likely to elect their candidates, while public in-
terest groups may prefer districts where elections will be more competitive. Butler and Cain (1992)
discuss the underlying principles that guide redistricting, while di Cortona et al. (1999) provide
numerical measures of some common redistricting objectives. Since different groups would like
to quickly identify districting options that are most in line with their objectives, they can view
districting as a constrained optimization problem. Bozkaya et al. (2011) present a case where the
districts produced by an optimization approach were adopted by the city of Edmonton, Canada,
demonstrating the practical applicability of optimization-based redistricting. Due to the diversity
of districting objectives, a general districting algorithm cannot be tailored to a specific type of
objective.
The redistricting process is typically discrete in nature, as the entire region is first discretized
into a large but finite set of small areas (called basic units or simply units) which are then combined
to form districts. One common requirement is that these districts be contiguous. The discrete
nature of such problems, coupled with the presence of contiguity constraints, makes a graph the
natural choice to model this problem. A graph,G = (V,E), comprises a set of vertices, V , and a set
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of edges, E, with each edge joining two vertices. In districting applications, vertices represent the
basic units and edges join pairs of adjacent units (i.e., units with a common boundary). Under this
construction, the graph G is planar (i.e., it can be embedded in the plane such that no two edges
intersect other than at a common endpoint). A district is considered contiguous if the subgraph
induced by its vertices is connected. Grouping the units into districts becomes a graph partitioning
problem that seeks to optimizes the objective specified by the designer.
Graph partitioning is an intractable discrete optimization problem. While many types of
graph partitioning problems exist, many that appear relatively simple have been shown to be
NP -complete in the general case (Garey et al., 1976). Heuristics such as local search have been
adopted to generate good (though suboptimal) solutions in a reasonable time frame. Local search
begins with and iteratively perturbs an initial solution until a stopping criterion is met; under
this paradigm, search time depends on (1) the number of iterations until the stopping criterion is
met, and (2) the amount of time to execute each iteration. Both of these facets are influenced by a
solution’s neighborhood (i.e., the set of solutions that can be generated by perturbing the current
solution); a large neighborhood may permit exploration of a large set of solutions in each iteration,
but evaluating the quality of these solutions requires additional computation. Computation can
be reduced when the underlying architecture of the problem informs the choice of neighborhood.
In graph partitioning, the neighborhood can be adapted to take advantage of the structure of
the graph and its constraints. One key feature of districting is that each vertex corresponds to a
particular region of the plane (i.e., the associated unit). This relationship suggests a second graph
whose edges draw the boundaries of these regions and whose vertices are the points where three
or more boundary segments intersect. Both graphs are related through planar duality, and can be
simultaneously embedded in the same plane (Whitney, 1932). Though only the original graph will
be partitioned, geometry from the second graph can illuminate decisions made about the original
graph when they are superimposed. Outside of districting, this correspondence between vertices
and regions of the plane can also be observed in other geographic zoning applications (e.g., Ricca
and Simeone, 2008; Kalcsics et al., 2005; D’Amico et al., 2002), as well as image segmentation (e.g.,
Wang, 1998; Shi and Malik, 2000). This dissertation will adopt the more specific term “zone” in
place of the more general “partite set” or the more restrictive “district” to signify that the vertices
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in each partite set correspond to a particular zone of the plane. Similarly, “zoning” will be used in
place of “districting”.
When local search perturbs a partition (typically by transferring a single unit to a different
zone), the contiguity of the new zones must be evaluated. One simple approach is to execute a
graph search on each of the affected zones, rejecting the perturbation if any search fails to visit all
of its vertices. Verifying the contiguity of zone i in this approach requires O(|Vi|) time, where Vi
is the set of units in zone i. In practice, zoning problems may need to consider graphs with an ex-
tremely large number of units. For example, United States Congressional Districts are constructed
from census blocks whose populations are measured each decade during a national census. In the
year 2000, California was divided into 533, 163 census blocks, from which 53 districts were con-
structed, while Texas allocated its 675, 062 census blocks among 32 districts. Among the 43 states
that had to be divided into districts, Hawaii had both the fewest census blocks (18, 990) and the
fewest districts (two), still a very large zoning problem. Of the 43 multi-district states, the average
number of census blocks per district in a state varied from 9, 495 (Hawaii) to 45, 685 (New Mex-
ico), with an average of 22, 516 blocks per district United States Census Bureau (2000, 2011b). In
these practical applications when Vi contains many vertices, assessing contiguity in O(|Vi|) time
can limit the decision-maker’s ability to appropriately consider their options.
This dissertation introduces the geo-graph model, a graph-theoretic framework for geographic
zoning that reduces computation by integrating knowledge about connectivity from both global
(i.e., zone) and local (i.e., unit) perspectives. This integration is accomplished by evaluating a
zone’s holes. A zone is said to have a hole if it is possible to draw a closed curve through its in-
terior such that at least one point enclosed by this curve is not a part of the zone; when zones
are contiguous, this implies that any zone cannot be an enclave of another zone. While a hu-
man designer can easily identify these holes visually, until recently no computational method for
recognizing them had been proposed (Tavares-Pereira et al., 2007). The geo-graph both provides
such a computational model, and applies knowledge about these holes to develop scale-invariant
methods for assessing zone contiguity in local search. In particular, when a single census block
v ∈ V is moved from its current zone to a different zone in each iteration of local search, the geo-
graph allows the impact on contiguity of both zones to be assessed by examining only the set of
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census blocks, R(v), whose boundaries share at least a single point with v, which will typically
be much smaller than the set of census blocks in Vi. For example, if census blocks were arranged
in a rectangular grid pattern, then |R(v)| ≤ 8, independent of the grid dimensions. Consider the
process of creating United States Congressional Districts in Kansas after the 2000 census, where
173, 107 census blocks were grouped into four districts, for an average of 43, 276 census blocks per
district (United States Census Bureau, 2000, 2011b). On average, R(v) contains only 7.09 census
blocks in this graph, significantly reducing the number of vertices that may need to be examined
while assessing contiguity.
Chapter 3 shows how examining the vertices in R(v) to assess contiguity during local search
requires O(m(G)|R(v)|) time using a standard graph search algorithm to execute up to m(G)
searches on subgraphs of R(v), where m(G) is the number of zones; graph search can enumer-
ate the holes of a particular zone in O(m(G)2) time by examining an auxiliary graph that sum-
marizes zone-level contiguity and requires O(|R(v)|) time to update after local search transfers
unit v. These algorithms are based on simple search, and can be implemented using “off the
shelf” algorithms and data structures. More efficient algorithms are proposed in Chapter 4, as-
sessing contiguity in O(|R(v)|) time and enumerating the holes of all zones (rather than just one)
in O(m(G)2) time. The improvements are realized by eliminating redundancies that naturally
arise during the simple search algorithms.
By design, the geo-graph algorithms described in this dissertation determine whether a par-
ticular local search transition is feasible under contiguity or hole constraints, not whether the tran-
sition is beneficial to the goals of the designer; the latter decision is left entirely to the designer.
Therefore, the geo-graph can be applied to zoning problems without regard to their objective (e.g.,
maximum competitiveness, maximum population balance) or mechanism for choosing a feasible
transition at each local search iteration (e.g., steepest descent, tabu search, simulated annealing).
This modularity allows the geo-graph model to be incorporated into a large number of zoning
problems; it also means that using a geo-graph will not affect the quality of solutions generated
by local search, but will allow these solutions to be generated more quickly.
This dissertation is organized as follows. Chapter 2 discusses existing work in graph parti-
tioning that motivates the development of the geo-graph. Chapter 3 defines the geo-graph and
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presents efficient algorithms for assessing zone contiguity and zone holes during local search.
These algorithms are based on standard graph search. Chapter 4 further refines these algorithms
to eliminate redundancies that naturally arise in these graph search approaches, leading to more
efficient contiguity and hole assessment algorithms. Chapter 5 applies these algorithms to the
design of United States Congressional Districts to estimate their ability to reduce computation
in practical districting problems. Chapter 6 presents concluding remarks and discusses areas of
future work.
5
Chapter 2
Background
Graph partitioning seeks to divide the vertex set of a graph into two or more subsets; this
division is frequently presented as an optimization problem, where the partition is generated ac-
cording to domain-specific constraints and objectives. Most geographic zoning problems consider
contiguity and balance constraints, where a set of zones is considered balanced if it distributes
some quantity evenly among its zones. For example, balance in political districting requires dis-
tricts to be approximately equipopulous, while sales districts must balance workload among their
salesmen. Political districting objectives are influenced by factors such as population demograph-
ics, voting patterns, geography, district shape, and integrity of communities of interest (Butler and
Cain, 1992), depending on the goals of the designer. The political districting process of assigning
n units to k zones can be characterized by the mathematical program
max
γ∈Γ
obj(γ)
s.t. Lp ≤ Popj(γ) ≤ Up ∀ j = 1, 2, . . . , k,
Connj(γ) = 1 ∀ j = 1, 2, . . . , k,
Emptyj(γ) = 0 ∀ j = 1, 2, . . . , k,
where γ represents the assignment of the units to their zones, with Γ representing the set of all such
assignments (i.e., |Γ| = kn), obj(γ) is a maximization objective reflecting the goals of the designer,
Popj(γ) is the population of zone j under the assignments in γ with upper and lower bounds Up
and Lp defining the feasible range for the balance constraint, Connj(γ) is an indicator function
that equals one when zone j is contiguous and zero otherwise, and Emptyj(γ) is an indicator
function that equals one when zone j is empty (i.e., no units have been assigned to it) and zero
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otherwise; note that Emptyj(γ) = 0 is automatically satisfied if Lp > 0. This program can be
realized as a binary integer program when the state variable γ is represented as an n×n matrix of
binary variables, γi,j , that takes a value of one if unit i is assigned to a zone centered at unit j, and
zero otherwise, where these units are taken from the set of units, V . This formulation is adapted
from Drexl and Haase (1999); for i ∈ V , element γi,i is equal to one if and only if there is a zone
centered at vertex i, otherwise it is zero. Note that each zone contains exactly one “center”; other
than being contained within the zone, this center does not necessarily have additional meaning
with regard to the shape of the zone. The resulting binary integer program is
max obj(γ) (2.1)
s.t. Lpγj,j ≤
∑
i∈V
piγi,j ≤ Upγj,j ∀ j ∈ V, (2.2)
∑
j∈V
γj,j = k, (2.3)
∑
j∈V
γi,j = 1 ∀ i ∈ V, (2.4)
γi,j ≤ γj,j ∀ i, j ∈ V, (2.5)∑
v1∈
⋃
s∈S N(s)−S
γv1,j −
∑
v2∈S
γv2,j ≥ 1− |S| ∀ j ∈ V and S ⊆ (V −N(j)− j), (2.6)
γi,j ∈ {0, 1} ∀ i, j ∈ V, (2.7)
where for each unit i ∈ V , pi is its population and N(i) is the set of units adjacent to it. The
constraint in Equation 2.2 enforces population balance, while Equation 2.3 requires that there are
exactly k zones, Equation 2.4 ensures that each unit is assigned to exactly one zone, Equation 2.5
mandates that each unit is assigned to a zone whose center has been established, Equation 2.6 en-
forces zone contiguity, and Equation 2.7 defines the binary nature of γi,j . Enforcing the constraints
in Equation 2.6 requires a number of inequalities that increases exponentially with the number of
units, making it intractable for large problems. A fluid flow approach to contiguity yields a mixed-
integer program formulation that avoids this exponential increase by adding continuous decision
variables measuring flow volume, though this formulation is also intractable in large problems
(Shirabe, 2005, 2009). While many variations of graph partitioning exist beyond political district-
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ing, most are similarly intractable. For example, the Minimum Cut Into Equal-Sized Subsets problem
ask whether the a graph, G = (V,E), with two marked vertices, v1, v2 ∈ V , and a positive inte-
ger, W ∈ Z+, can have its vertex set divided into two subsets, V1 and V2 (with V1 ∩ V2 = ∅ and
V1 ∪ V2 = V ), such that v1 ∈ V1, v2 ∈ V2, |V1| = |V2|, and |{xy ∈ E : x ∈ V1, y ∈ V2}| ≤ W (i.e., the
“cut” refers to edges that have edges in different sets). Though this problems lacks the contigu-
ity requirement inherent to geographic zoning problems, Minimum Cut Into Equal-Sized Subsets
has been shown to be NP -complete (Garey et al., 1976). While the structure and objectives of a
political districting problem vary according to the goals of the designer, Altman (1997) shows that
one of the most basic districting problems, in which one must identify contiguous districts whose
maximum population difference is minimized, is NP -hard.
Heuristic approaches have been developed to mitigate the intractability of these graph parti-
tioning problems. The most well-known graph partitioning heuristic for minimum cut problems
is the Kernighan-Lin algorithm (Kernighan and Lin, 1970), which initially partitions the vertices
into two sets of equal cardinality and iteratively improves this partition by determining a series
of vertex trades, where one vertex from each set is transferred to the other, thereby maintaining
an equal number of vertices in each set. Fiduccia and Mattheyses (1982) refine this algorithm
by replacing vertex trades with single vertex transfers; balance is enforced by bounding the car-
dinality of each set rather than enforcing strict equality. Both algorithms reduce computational
effort by recycling objective computations across iterations. When a single vertex is transferred,
as in the Fiduccia-Mattheyses algorithm, the minimum cut objective is only affected by edges that
change from “cut” to “uncut” or vice versa; these edges will be a subset of those incident to the
transferred vertex, which typically make up a small portion of the entire edge set.
Graph partitioning problems become more complex when one imposes contiguity constraints,
such as in many geographic zoning problems (e.g., Hansen et al., 2003; Nygreen, 1988; Wang,
1998; Becker et al., 1998). Conceptually, zone contiguity requires that, for every pair of points in
the interior of a zone, one can draw a curve between them that only passes through the interior
of that zone. While enforcing zone contiguity with inequality constraints is intractable, graph
contiguity can be assessed through a graph search algorithm; beginning at one vertex, this search
determines whether all other vertices can be visited by traversing the edges of the graph. Though
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attractive in its simplicity, the time complexity of evaluating graph contiguity for a planar graph
is linear in its number of vertices, and the associated computation can be substantial when the
graph is large.
Ricca et al. (2011) focus on political districting problems, particularly to recent approaches
using local search and computational geometry and, in their concluding section, discuss the dif-
ficulties that arise from adding strict contiguity constraints to a model. If the current zones are
contiguous, and local search transfers one vertex, v ∈ V , from its current set (the sending set) to
another set (the receiving set) in each iteration, then all zones but these two will remain contiguous
after this transition. The receiving set will remain contiguous if and only if at least one of the
edges incident to the transferred vertex has a vertex of the receiving set as its other endpoint; this
condition can be checked in O(|N(v)|) time.
Contiguity of the sending set is more difficult to assess; when local search removes a single
unit from district j, it must ensure that removing this unit does not cause district j to be split
into multiple pieces. From a graph theory perspective, this requirement is equivalent to requiring
that the vertex corresponding to that unit is not a cut-vertex of the subgraph induced by Vj . The
cut-vertices of this subgraph can be assessed in many ways. The set of all cut-vertices of Vj can
be enumerated by using a depth-first search algorithm (Tarjan, 1972; Horowitz and Sahni, 1978).
However, such an algorithm runs in O(|Vj |) time, and hence, requires significant computation
when Vj contains many units. Moreover, this approach can expend considerable computation
evaluating vertices that either cannot be transferred (e.g., a vertex whose neighbors are all con-
tained in district j) or whose transfer is undesirable with regard to the objectives of the designer.
Ricca and Simeone (2008) discuss an alternative approach focused on the effect of removing
only particular units of interest. This approach marks the neighbors of v that are in the sending
set, temporarily removes v from the sending set, and begins a search of the sending set at one
of the marked vertices. The sending set remains contiguous if and only if this search visits all of
the marked vertices. While this search requires O(|Vj |) time, where Vj ⊂ V is the sending set, it
may visit relatively few vertices when the sending set remains contiguous. However, when this
set becomes discontiguous the search will visit every vertex in one of its remaining components
before arriving at this conclusion. Furthermore, there are cases when the search may need to visit
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Figure 2.1: Example 6 x 8 grid region with two zones
every vertex in the sending set even when the sending set does not become discontiguous. For ex-
ample, consider the hatched zone in Figure 2.1. Each vertex in the hatched zone has two hatched
neighbors; if this vertex is removed, the only path between these neighbors passes through every
vertex in the hatched zone. As the number of vertices in the graph increases, the average size of
each partite set will grow accordingly, and the computational cost of a search-based approach that
may need to visit nearly all of the vertices in the sending set will limit the effectiveness of parti-
tioning algorithms in large zoning problems. Moreover, many searches may be required in each
iteration of local search. A more efficient method for identifying cut-vertices is needed to apply
local search to large districting problems. To reduce the computational burden of assessing conti-
guity, Macmillan (2001) discusses how contiguity of the sending set can be assessed by examining
the “switching points” that occur on the boundary of the transferred unit, noting the zone holes
can influence this analysis; the geo-graph model rigorously integrates zone holes into contiguity
analysis of the sending set, developing a formal graph theory framework that analyzes contiguity
by only examining units that share a boundary point with the transferred unit.
The concept of zone holes is similar to that of zone contiguity in that holes are defined by curves
drawn in the interior of a zone. A hole occurs when one can draw a simple closed curve in the inte-
rior of a zone, such that the entire area enclosed by the curve is not part of that zone; in geographic
zoning, these holes are typically considered undesirable (e.g., di Cortona et al., 1999; Ricca, 2004;
Tavares-Pereira et al., 2007). While holes can be easily identified by a person viewing the zones as
drawn on a map, identifying them computationally is more challenging and has not been rigor-
ously incorporated into graph partitioning algorithms (Tavares-Pereira et al., 2007). From a topo-
logical perspective, a compactness objective tends to penalize zones that violate contiguity and
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(a) Unit boundaries with faces labeled (b) Unit boundaries with superimposed dual graph
Figure 2.2: Construction of the dual for a general region
hole constraints (di Cortona et al., 1999), and hence, often leads to zones that do not violate these
constraints. In political districting, compactness is typically encouraged as a surrogate for more
germane objectives, such as preserving the integrity of natural communities of interest (Butler
and Cain, 1992), and impedes overt tampering with districts for political gain, commonly called
gerrymandering. Therefore, maximum compactness objectives frequently appear in optimization
approaches to political districting, where many numerical indices of a district’s compactness have
been proposed (e.g., di Cortona et al., 1999; Bozkaya et al., 2003). However, compactness is not
typically a districting requirement from a legal standpoint, and its inclusion can bias a local search
algorithm, leading the search away from optimal solutions that satisfy contiguity and hole con-
straints, but whose districts are not compact. While compactness may encourage desirable district
attributes in many cases, optimizing these attributes directly eliminates the bias that compactness
injects into the optimization process. Efficient methods for directly evaluating contiguity and hole
constraints are needed.
To identify zone holes, one must know how the units are arranged in the plane. In a geo-graph
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(a) Unit boundaries with faces labeled (b) Unit boundaries with superimposed dual graph
Figure 2.3: Construction of the dual of a 3 x 4 grid-shaped region
with n units, each unit corresponds to one of n finite subregions of the plane. Drawing the unit
boundaries in the plane divides the plane into n+ 1 areas, with the additional area corresponding
to the infinite area outside the unit boundaries; it is assumed that this infinite area is contiguous.
This drawing can be interpreted as an embedded planar graph whose dual can be embedded on
the same plane (Whitney, 1932). This embedding of the dual graph is constructed as follows:
one vertex of the dual graph is placed in the interior of the area of each unit, and an edge is
drawn between two vertices of the dual graph for each unbroken segment of border that they
share in the original graph (excluding isolated points); since there may be several such segments,
the dual may be a multi-graph. Each dual edge connects its endpoints by traveling through the
interiors of their corresponding areas of the original graph, crossing at a single point on their
common border (except the border’s endpoints). For example, Figures 2.2(a) and 2.3(a) depict two
example regions whose dual graphs are superimposed in Figure 2.2(b) and 2.3(b), respectively.
The dual graph summarizes the entities (i.e., subregions) and adjacencies that are used when
creating zones. By this construction, both graphs are simultaneously embedded in the same plane.
Their superimposition can provide additional information about the structure of the graph, and
will be useful when assessing contiguity constraints and holes in graph partitioning.
Geo-graph partitioning is very similar to general graph partitioning with connectivity con-
straints. For example, Chlebı´kova´ (1996) presents a 4/3-approximate algorithm for partitioning a
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graph into two connected subsets with an objective of balancing the weight of these subsets by
maximizing the minimum weight between them; the weight of a subset is defined as the sum of
the (non-negative) weights of its vertices. When the graph is partitioned into three subsets, Sal-
gado and Wakabayashi (2004) provide a 2-approximate algorithm. These problems are typically
NP -hard. Becker et al. (1998) restricts analysis to rectangular grids and present an approximate
algorithm that runs in O(|V |3p2) time, where p is the desired number of partite sets; this problem
remains NP -hard even when the grid has only two rows. The balance objective applied to these
problems is similar in form to population-balancing constraints that are often applied to political
districting problems. However, these problems often seek to optimize additional characteristics
of the districts, such as compactness of their shape or competitiveness of the resulting elections.
The structure of the plane graph represented by a geo-graph is more general than a grid graph,
but more specific than a general graph that may not be planar. The geo-graph model is ideal for
geographic zoning, as it exploits the plane nature of the graph while remaining compatible with
the diverse set of objectives that may be of interest.
When local search perturbs a geo-graph partition by transferring a single vertex v ∈ V from
one zone to another in each iteration, the iterative evolution of this graph can be modeled as a
dynamic graph. In general, a dynamic graph is one that evolves over time as edges and vertices
are added or removed. Dynamic graph algorithms track the structure of the evolving graph so
that queries about its properties can be answered more quickly than assessing them from scratch
(Henzinger and King, 1999; Demetrescu et al., 2010). In general, dynamic graphs support two
categories of operations: updates that alter the structure of the graph and queries that inquire about
the properties of the graph. A number of dynamic graph algorithms have been proposed in the
literature; these algorithms vary in the type of graphs on which they operate (e.g., planar, di-
rected), how these graphs can be modified (e.g., edge deletion and addition, vertex deletion and
addition), and the graph properties that can be tracked and queried (e.g., connectivity, bipartite-
ness, minimum spanning tree). In general, algorithms that allow edges to be inserted and deleted
are termed fully dynamic, while those that allow for edges to be inserted or deleted (but not both)
are termed partially dynamic (Demetrescu et al., 2010); fully dynamic algorithms that also permit
insertion and deletion of vertices are termed completely dynamic (Frigioni and Italiano, 2000).
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Geographic zoning applications emphasize zone contiguity, and hence, dynamic graphs that
support connectivity queries are most relevant. For a particular pair of vertices v1, v2 ∈ V in
a graph G = (V,E), such queries are of the form “is there a path from v1 to v2 in G?” Reif
(1987) develops a partially dynamic algorithm (supporting edge deletions) that updates G in
O(g|V | + |V | log |V |) time (where g is the genus of G) and queries connectivity in O(1) time;
Henzinger and King (2001) improve these times with a fully dynamic algorithm that requires
O(|V |1/3 log |V |) amortized time per update and O(1) time per connectivity query. Henzinger
and King (1999) develop a fully dynamic algorithm that updates G in O(log3 |V |) amortized time
and queries connectivity in O(log |V |/ log log |V |) time; Holm et al. (2001) improve updates to
O(log2 |V |) time, while Thorup (2000) improves updates to O(log |V |(log log |V |)3) time and con-
nectivity queries to O(log |V |/ log log log |V |) time. By restricting analysis to planar graphs, Epp-
stein et al. (1993) develop a fully dynamic algorithm that updates in O(log |V |) time for edge
insertions, O(log2 |V |) time for edge deletions, and O(log |V |) time for connectivity queries. For
plane graphs, Eppstein et al. (1992) maintain a spanning forest in O(log |V |) time for each update
and query operation, where updates can change the weight of an existing edge and add or remove
edges that are consistent with the embedding of the current plane graph.
Frigioni and Italiano (2000) consider an alternative formulation for dynamic planar graphs.
They consider planar graphs that are subgraphs of some global graph. Any vertices or edges that
are added to the graph must appear in this global graph. For example, such graphs can represent
communication networks where processors (vertices) and links (edges) can undergo failure and
repair. This behavior, called switching, is such that operational processors and links are considered
on, and those that have failed are considered off. The connectivity of the communication network
is equivalent to the connectivity of the subgraph induced by the graph elements that are switched
on. Connectivity information can be updated and queried in O(log3 n) time (Frigioni and Italiano,
2000).
The partitioning process modeled by a geo-graph shares many similarities to the switching
model, in that each zone comprises a subgraph of G. Adding or removing units from this zone
is equivalent to switching those units on or off; this model can maintain connectivity about k
zones using k separate subgraphs. However, these subgraphs do not evolve independently; each
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vertex is switched on in exactly one subgraph, so when a vertex is switched on in one subgraph
it must be simultaneously switched off in another. A closer relationship is revealed by combining
these subgraphs into a single switching model that allows units to be switched to more than two
possible settings. For example, consider k possible switch settings where the units switched to
setting j are those that compose zone j. When one unit is transferred from its current zone to
another zone in each iteration, zoning can be considered a dynamic graph partitioning problem.
In such a problem, a query operation would correspond to asking “can vertex v be transferred
to zone j without violating contiguity constraints?” and an update operation would carry out
a transfer for which this query is true. The geo-graph algorithms presented in this dissertation
show how the time complexities of these queries and updates depend only on the number of
units sharing at least a point on the boundary of the transferred unit, and the number of zones.
These parameters will not necessarily increase with the number of vertices in G, and hence, may
be scale invariant in practice.
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Chapter 3
The Geo-Graph Model
This chapter introduces and defines the geo-graph modeling framework, then supports this
model by developing algorithms that allow zone holes to be identified computationally and re-
duce the computation required to assess contiguity during local search when compared with tra-
ditional simple search approaches. This reduction in computation is demonstrated by comparing
the performance of the geo-graph algorithm with the performances of simple breadth-first and
depth-first searches on the census blocks in the state of Kansas. The key contributions of this
chapter are algorithms that assess zone holes in a geo-graph in O(m(G)2) time and contiguity in
O(m(G)|R(v)|) time once holes have been enumerated, where m(G) is the number of zones and
R(v) is the set of units sharing at least a single point on the boundary of a unit that local search
seeks to transfer to a different district. While the geo-graph contiguity algorithm requires far less
computation than simple search in practice, it remains rooted in simple search; the improvements
are realized by reducing the size of the graph that must be searched. Similarly, a geo-graph enu-
merates holes using simple search on a zone-level auxiliary graph; the number of zones is typically
much smaller than the number of units in a geo-graph, and hence, this search requires relatively
little computation. By relying on “off the shelf” algorithms and data structures, these geo-graph
algorithms may be particularly useful to practitioners.
This chapter is organized as follows. Section 3.1 formalizes the structure and notation used in
the geo-graph model, whose compatibility with practical districting problems is discussed in Sec-
tion 3.2. Section 3.3 proposes a computationally efficient method for identifying zone holes within
the geo-graph paradigm, while Section 3.4 reveals the formal relationship between contiguity
and hole constraints to develop computationally efficient methods for evaluating zone contiguity
in local search. Section 3.5 discusses the particular case of creating United States Congressional
Districts in Kansas to demonstrate how using the geo-graph model reduces the amount of com-
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putation required to assess contiguity when compared with simple search methods in practical
districting applications. Finally, Section 3.6 discusses these results and draws conclusions about
how geo-graphs can improve existing local search approaches to partitioning planar graphs with
many vertices. Proofs of all theorems, lemmas, and corollaries are included in an appendix at the
end of the dissertation.
3.1 Geo-graph Definitions and Terminology
Geo-graphs provide a modeling framework for planar graph partitioning problems when each
vertex corresponds to a particular finite area (i.e., unit) of the plane. This section defines the geo-
graph, focusing on how the boundaries of these units dictate its structure. The geo-graph, G =
(V,E,B, z), augments the usual vertex and edge sets with two functions: a boundary function, B,
and a zoning function, z. The zoning function, z, partitions the vertex set by assigning each vertex
to a single zone. The number of such zones is defined by m(G), and therefore z is a function from
V to the set of zones, defined as M(G) ≡ {1, 2, . . . ,m(G)}. Further, for a set of zones K ⊆ M(G),
let the set of vertices in these zones be defined as V (K) ≡ {v ∈ V : z(v) ∈ K}; if k ∈ M(G),
then the notation V (k) will be used rather than V ({k}). The contiguity of a zone is equivalent to
the connectivity of the subgraph induced by the vertices in that zone. To this end, geo-graph G is
called zone-connected if, for every zone k ∈M(G), the subgraph induced by V (k) is connected.
The boundary function defines the relationship between the vertices in V and their corre-
sponding units by associating each vertex, v ∈ V , with the simple closed curve, B(v), that con-
stitutes the boundary of that unit. Two assumptions are made about these curves. First, drawing
these curves on the plane divides the plane into exactly |V |+1 regions; therefore, any point on the
plane that does not fall on or inside one of the B(v) curves must belong to the single infinite area
outside of the geographic region. Second, B(v) is a single curve for each v ∈ V , which prevents
any unit from comprising discontiguous pieces or containing any holes. If either assumption is
violated, these violations can typically be reconciled by either adding units to fill in empty areas
(when the curves divide the plane into more than |V | + 1 regions) or merging two or more basic
units (when B(v) consists of more that one curve). In general, these assumptions are not very
restrictive, and will be suitable for many applications.
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While the vertices in V correspond to |V | of the regions of the plane defined by B, the re-
gion corresponding to the infinite area outside of these units is considered through an additional
dummy vertex, v0, with the function B extended such that B(v0) denotes the simple closed curve
that separates the infinite area outside the region from the the units. Though v0 serves a different
purpose than the vertices in V (e.g., it does not represent a unit, and will not be a part of any
zone), and is therefore excluded from V , there are cases when explicit consideration of v0 will be
useful. For this reason, define the augmented set of vertices as V0 = V ∪ {v0}; furthermore, v0
is always assigned to a dummy zone, z(v0) = 0, and the augmented set of zones is denoted by
M0(G) = {0, 1, 2, . . . ,m(G)}. With the addition of v0, the geo-graph G is exactly the dual of the
curves prescribed by the boundary function, B.
Through duality, the boundary function implicitly defines the edge set, E, for the geo-graph,
and the neighborhood of vertex v ∈ V is defined in the standard way as N(v) ≡ {x ∈ V0 : vx ∈ E}.
However, these adjacencies only reflect vertices that share segments on their common border.
Though units sharing isolated points on their common border should not be considered adjacent
for the purposes of contiguity, knowing what pairs of units share such isolated points provides
valuable information about the arrangement of units in the plane. Therefore, the augmented neigh-
borhood of v is defined as R(v) ≡ {x ∈ V0 : B(x) ∩B(v) 6= ∅}. By design, N(v) ⊆ R(v), as the aug-
mented neighborhood provides a less restrictive definition of adjacency. For example, vertex v7 in
Figure 2.3(b) has N(v7) = {v3, v6, v8, v11} and R(v7) = {v2, v3, v4, v6, v8, v10, v11, v12}, and N(v7) is
a strict subset ofR(v7), whereas vertex v7 in Figure 2.2(b) hasN(v7) = R(v7) = {v5, v6, v8, v10, v11}.
In general, both neighborhoods are symmetric; for any two vertices x, y ∈ V in any geo-graph,
both of the following hold: x ∈ N(y) if and only if y ∈ N(x), and x ∈ R(y) if and only if
y ∈ R(x). Furthermore, the set of zone neighbors of vertex v in zone k ∈ M0(G) is defined by
Nk(v) ≡ N(v) ∩ V (k), and v is called neighbor-connected in zone k when Nk(v) is contained in a
single component of the subgraph induced by R(v) ∩ V (k).
To support both neighborhoods, the definition of a path must be extended. A path, P =
(p1, p2, . . . , pj), is defined as a sequence of vertices where pi−1 ∈ N(pi) for 2 ≤ i ≤ j and no
vertex is repeated. If this sequence has p1 ∈ N(pj), then P is called a cycle (typically denoted
by C); each edge can appear only once in a cycle, and hence, a two-vertex cycle must contain
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two distinct edges between these vertices. A strand is similarly defined as a sequence of vertices,
S = (s1, s2, . . . , sj), where si−1 ∈ R(si) for 2 ≤ i ≤ j and no vertex is repeated; if s1 ∈ R(sj), then
S is called a closed strand (typically denoted by CS). Following from the restriction on cycles, a
closed strand can be composed of only two vertices when there are at least two distinct segments
(or isolated points) on the shared boundary of their units. When discussing the visitation order
of the vertices in a path or strand, the forward order (i.e., from p1 to pj or s1 to sj) is assumed by
convention.
While R(v) enumerates the set of vertices whose units share at least a single point on B(v),
the curve specified by the boundary function also determines the order in which these vertices are
encountered while traveling around B(v). As B(v) is a simple closed curve, cutting this curve at
two distinct points yields two simple curves that connect those two points but do not otherwise
intersect. Each perimeter of vertex v ∈ V lists the sequence of units encountered while traveling
along one of these curves. Since the same vertex may be encountered more than once over one of
these curves, the perimeter may not conform to the definition of a path. Rather, each perimeter
is a walk, which is defined in the same way as a path, but may repeat vertices and edges (West,
2001). These perimeters can be constructed as follows:
Definition 1. For any vertex v ∈ V , choose any x1, x2 ∈ R(v); choosing x1 = x2 is permissible when
B(v)∩B(x1) is not a single segment or isolated point. Define an x1, x2-perimeter on v as an x1, x2-walk
that is constructed as follows:
1. Let a1 be the point onB(v)∩B(x1) where an edge between these two vertices crosses the shared border
(or an isolated point on the shared border), and let a2 be the point on B(v) ∩ B(x2) where an edge
between these two vertices crosses the shared border (or an isolated point on the shared border). If x1 =
x2, then a1 and a2 must be distinct, and cannot both appear on the same segment of B(v) ∩ B(x1).
Let L ⊆ B(v) be a curve that connects a1 and a2 on B(v). Let t = a1 be the current position on L,
W = (x1) be the sequence of vertices encountered between a1 and t along L, and r = x1 be the most
recently visited vertex on P .
2. Advance t along L until it reaches either a2, or a point p where one or more boundary curves intersect
L. If it reaches a2, return the walk W . Otherwise, the curves intersecting L at p must be B(r) ∩
B(w1), B(w1) ∩ B(w2), . . . , B(wm−1) ∩ B(wm) for some sequence of vertices w1, w2, . . . , wm ∈
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R(v). Append this sequence of vertices to the end of the walk W , update t = p and r = wm, and
repeat Step 2.
If v0 ∈W , then W is called broken.
To demonstrate, consider the two v8, v13-perimeters on v11 in Figure 2.2(b). The perimeter
that travels clockwise around the boundary of v11 is (v8, v9, v12, v13), while the perimeter that
travels counter-clockwise around the boundary is (v8, v7, v10, v13). Neither perimeter is broken. In
contrast, the v1, v10-perimeters on v5 in Figure 2.3(b) are (v1, v2, v6, v10) traveling clockwise and
(v1, v0, v9, v10) traveling counter-clockwise; the counter-clockwise perimeter is broken.
Duality gives the edges of a geo-graph a specific embedding in the plane, and hence, each
cycle is associated with a simple closed curve composed of its edges. This curve separates the
plane into two regions: the region inside the closed curve, and the infinite region outside. A
similar closed curve can be defined for each closed strand; as for a cycle, this curve is composed
of curves drawn between neighboring vertices in the strand. This curve corresponds either to
an edge connecting these two vertices, or to a curve segment that passes through the interiors of
the units associated with the vertices and one of the isolated points on their shared border. If the
closed curve associated with a closed strand does not intersect itself, then this is a simple closed
curve, and the closed strand is called tangle-free; a cycle is one example of a tangle-free closed
strand. By dividing the plane into two regions, the simple closed curve associated with a tangle-
free closed strand can classify all vertices in the graph based on which region the vertex occupies.
Definition 2 defines the set of vertices that are internal and external to a tangle-free closed strand.
Definition 2. For any tangle-free closed strand CS ⊆ V and any vertex v ∈ V − CS , v is said to be
internal to CS if and only if vertex v is located inside the simple closed curve associated with CS . Define
Int(CS) as the set of vertices that are internal to this curve, and Ext(CS) = V0 − (Int(CS) ∪CS) as the
set of vertices that are external to the curve. By definition, v0 ∈ Ext(CS), as v0 represents an infinite area
that cannot be contained within the finite area internal to the curve.
Figure 3.1 depicts the edges of a single cycle on the vertices of the region shown in Figure 2.2. The
cycle has the vertex sequence C = (v1, v3, v9, v12, v11, v10, v6, v4). Based on the simple closed curve
drawn by the edges of C, its internal vertices are Int(C) = {v5, v7, v8}, and its external vertices
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Figure 3.1: The edges of a cycle C = (v1, v3, v9, v12, v11, v10, v6, v4), with Int(C) = {v5, v7, v8} and
Ext(C) = {v0, v2, v13}
are Ext(C) = {v0, v2, v13}. It should be noted that, though they are related, the terms internal
and interior are not equivalent. Consider any tangle-free closed strand: while the interior of the
area enclosed by its curve contains an infinite number of points, the internal vertices of the strand
occur at a finite set of those points. Based on the definition of internal vertices, a zone will be
called surrounded when its vertices lie completely within the curve drawn by a cycle of vertices
from another zone.
Definition 3. A zone k ∈ M(G) is called surrounded if there exists a cycle of vertices, C ⊆ V (j), for
some j ∈ M(G) − k, such that V (k) ⊆ Int(C). In this case it is said that C surrounds zone k; more
generally, zone j is said to surround zone k.
This definition demonstrates a relationship between zone holes and surrounded zones. When
a zone is surrounded, it must appear in a hole in the surrounding zone, since the curve associated
with the surrounding cycle only passes through the interior of the surrounding zone, and the
entire area of the surrounded zone lies inside that curve. Furthermore, due to the restrictions
on the boundary function, B, holes and surrounded zones are interchangeable; any hole must
be filled with one or more zones. One obstacle remains in declaring equivalence between holes
and surrounded zones: there are only finitely many simple closed curves associated with cycles,
while there are an infinite number of simple closed curves that can be drawn in the interior of a
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zone. Later in this chapter, Lemma 6 will show that a hole exists if and only if it lies within the
simple closed curve associated with a cycle, demonstrating that holes and surrounded zones are
equivalent.
For a zone k ∈M(G), let Π(k) ⊆M(G)− k be the set of zones surrounded by zone k. For each
zone in j ∈ Π(k), there must be a closed curve through the units of zone k such that all of the units
of zone j are enclosed by this curve. If another zone j′ ∈ Π(k) − j must also be enclosed by this
curve (for any such curve), then j and j′ are said to be in the same pocket of zone k. Definition 4
shows how the set of surrounded zones Π(k) can be decomposed into classes of pockets.
Definition 4. Let G = (V,E,B, z) be a zone-connected geo-graph. Define Π(k) ⊆ M(G) − k as the set
of zones surrounded by zone k ∈M(G). Furthermore, define {Π1(k),Π2(k), . . . ,Πpi(k)(k)} as the pocket
set of zone k, such that
⋃pi(k)
i=1 Πi(k) = Π(k) and Πi1(k) ∩ Πi2(k) = ∅ for 1 ≤ i1 < i2 ≤ pi(k), where for
each 1 ≤ j ≤ pi(k) and p, q ∈ V (Πj(k)), there is a p, q-strand, S, such that S ⊆ V (Πj(k)).
As Theorem 1 will show, knowing the pocket set of each zone allows zone contiguity in local
search to be assessed by only examining the vertices in R(v) when vertex v is being transferred.
Lemma 9 shows how the pockets of a zone can be efficiently identified by examining an auxiliary
graph, H(G), defined in Definition 5, that summarizes the inter-zone adjacencies of geo-graph G.
Definition 5. For any zone-connected geo-graph G = (V,E,B, z), define the zone-level auxiliary graph,
H(G) = (V ′, E′). This auxiliary graph has V ′ = M0(G), such that vertex k in H(G) corresponds to zone
k in G. For any two vertices, k1, k2 ∈ V ′, there is an edge k1k2 ∈ E′ if and only if there exist vertices,
x1, x2 ∈ V such that z(x1) = k1, z(x2) = k2, and x1 ∈ R(x2).
The structure of H(G) will evolve as local search transfers units between the zones, and there-
fore the pocket set of each zone will also evolve. Section 3.3 discusses how the structure of the
auxiliary graph can be updated in O(|R(v)|) time after vertex v migrates to a different zone in
local search.
3.2 Compatibility with Practical Political Districting
By emphasizing zone contiguity in large graph partitioning problems, the geo-graph model is
specifically tailored to solve practical political districting problems. This section demonstrates its
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suitability by examining the construction of United States Congressional Districts.
Every two years, voters in each district elect a representative to the United States House of
Representatives. Under the “one person, one vote” principle, the populations of these districts
must be approximately equal. Every ten years, a national census measures population shifts in
the country; district boundaries must be redrawn to accommodate these shifts. First, population
shifts at the national level are used to apportion seats among the states based on state populations;
states may gain or lose seats if their population rises or falls relative to the other states. Second, if
a state is apportioned multiple representatives, it must partition its area among the same number
of contiguous districts. Each district must be contained entirely within an individual state, and
hence, each state’s redistricting process is independent of the other states. While there are rare
occasions when other constraints arise, such as legally mandated “majority minority” districts
that prevent a geographically concentrated minority populations from being diluted among sev-
eral districts, these two constraints (contiguity and equal population) are the primary factors in
political redistricting.
The input data required to use the geo-graph model are available through government sources.
To assess contiguity, the geo-graph requires both the standard and augmented neighbor sets for
each unit (i.e., N(v) and R(v) for each v ∈ V0). Using geographic information system (GIS) soft-
ware (e.g., ArcGIS), these data can be extracted from GIS shapefiles published by the United
States government (United States Census Bureau, 2010b); while some census blocks may not have
boundaries that are simple closed curves, these violations are rare, can be identified using GIS
software, and can be repaired with only superficial impact to the solution space. Population data
for enforcing population balance constraints, as well as demographic, voting pattern, and shape
data used to compute objective values within the optimization process are also available from
publicly-accessible databases (e.g., United States Census Bureau, 2010a; Minnesota Population
Center, 2004; Missouri Census Data Center, 2010; Public Mapping Project, 2011).
The United States Census Bureau collects and publishes population data for census blocks,
which are the smallest geographic units considered in the census. In geographic terms, cen-
sus blocks are typically bounded by entities such as roads, rivers, and other natural frontiers.
These data can be clustered to form more coarse levels of detail (e.g., block groups, census tracts),
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but census blocks represent the finest level of detail for population data, and therefore provide
the most flexibility when designing districts. Each state contains a very large number of census
blocks: between 17, 483 (Delaware) and 675, 062 (Texas) during the 2000 Census (United States
Census Bureau, 2011b). By contrast, each state is divided into a relatively small number of dis-
tricts; at 53 districts, California had the most after the 2000 Census, while seven states (Alaska,
Delaware, Montana, North Dakota, South Dakota, Vermont, and Wyoming) each encompassed
a single district (United States Census Bureau, 2000). In the remaining 43 states, the number of
census blocks per district ranges from 9, 495 (Hawaii) to 45, 685 (New Mexico), with an average of
22, 516 census blocks per district. In all cases, the number of census blocks exceeds the number of
districts by a factor of more than 9, 000. The size of the solution space in each districting problem
is astronomical. Among the states apportioned more than one seat, Hawaii has both the fewest
seats (two) and the fewest census blocks (18, 990), yet there are 218989 − 1 > 105700 ways to gener-
ate these districts when contiguity and balance constraints are neglected. While limiting choices
to only contiguous and balanced zones significantly reduces this number, the set of feasible solu-
tions remains enormous. Furthermore, assessing contiguity in local search using a simple search
method may need to visit every unit in the examined district. For problems on the scale of United
States Congressional Districts, this approach will prevent local search from exploring the solution
space quickly, and hence, a more efficient method to assess zone contiguity is needed.
3.3 Identifying Surrounded Zones
While the basic structure and properties of a geo-graph were discussed in Section 3.1, this
section further develops these properties and demonstrates how they can be used to solve large
zoning problems efficiently. For example, while defining surrounded zones may be interesting
from a theoretical perspective, the results presented in this section show that surrounded zones
(1) are equivalent to holes, and (2) can be identified in a computationally efficient way. By contrast,
the only avenue afforded by the definition of surrounded zones is to enumerate the cycles com-
posed of vertices from a single zone and determine whether another zone is internal to each. Such
a combinatorially exhaustive approach would require a Herculean degree of computation. The
results presented in this section bridge the gap between theoretical novelty and computational
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practicality.
Though this section deals primarily with surrounded zones, the focus on contiguity constraints
is not abandoned, as these concepts are naturally intertwined. For example, when local search re-
moves vertex v from zone z(v), the remainder of the zone is contiguous if and only if the subgraph
induced by V (z(v))−v is connected. Lemma 1 shows that assessing the connectivity of this graph
is equivalent to identifying a cycle in V (z(v)) for each pair of vertices in Nz(v)(v). While finding
such a cycle for each pair of vertices can also be computationally expensive, the equivalence of
these two conditions will be needed in the proofs of several later theorems and lemmas.
Lemma 1. Let G = (V,E,B, z) be a zone-connected geo-graph. For any v ∈ V , the subgraph induced
by V (z(v)) − v is connected if and only if for every pair of vertices x, y ∈ Nz(v)(v), there is a cycle
C ⊆ V (z(v)) on which x, v, y appear consecutively.
When a vertex appears on a tangle-free closed strand, its boundary curve and the curve asso-
ciated with the strand will intersect. Both are simple closed curves, with two intersection points
defined where the strand curve enters and exits the boundary. If the boundary is cut at these two
points, the two simple curves that remain are exactly those associated with the two perimeters on
the vertex; one can show that one of these perimeter curves lies inside the simple closed curve as-
sociated with the tangle-free closed strand and one lies outside (either perimeter curve may also
intersect, but not cross, the curve associated with the strand). Lemma 2 extends the perimeter
curve classifications to the vertices that are visited along these perimeter curves.
Lemma 2. Let G = (V,E,B, z) be a geo-graph, CS ⊆ V be a tangle-free closed strand on which x, v, y ∈
V appear consecutively, and W1,W2 ⊆ R(v) be the two x, y-perimeters on v.
A. For some j ∈ {1, 2}, Wj ∩N(v) ⊆ C ∪ Int(CS) and W3−j ∩N(v) ⊆ CS ∪ Ext(CS)
B. If C = CS is a cycle, then for some j ∈ {1, 2}, Wj ⊆ C ∪ Int(C) and W3−j ⊆ C ∪ Ext(C).
Furthermore, Wj is unbroken and therefore is a x, y-walk on R(v) ∩ (C ∪ Int(C)).
While this lemma allow one to classify some vertices as internal and external to a tangle-free
closed strand, Lemma 3 shows how classifying one vertex as either internal or external to such
a strand allows other vertices to be classified in a methodical and straightforward way, and al-
lows these classifications to be extended to entire zones. For example, Lemmas 3A and 3B allow
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the classification of one vertex to be extended to other vertices in either its neighborhood or aug-
mented neighborhood, depending on the whether CS is a cycle.
Lemma 3. Let G = (V,E,B, z) be a geo-graph, with CS ⊂ V being any tangle-free closed strand, and
x ∈ V − CS . The following properties hold:
A. For every y ∈ N(x)− CS , y ∈ Int(CS) if and only if x ∈ Int(CS).
B. If C = CS is a cycle, then for every y ∈ R(x)− C, y ∈ Int(C) if and only if x ∈ Int(C).
C. If C = CS is a cycle and B(x) ∩B(v0) 6= ∅, then x /∈ Int(C).
D. If y ∈ V − CS such that x ∈ Int(CS) and y ∈ Ext(CS), then each x, y-path, P , has P ∩ CS 6= ∅.
E. If C = CS is a cycle and y ∈ V − C such that x ∈ Int(C) and y ∈ Ext(C), then each x, y-strand,
S, has S ∩ C 6= ∅.
F. If G is zone-connected with z(x) = i for some i ∈ M(G), C = CS is a cycle, and C ⊆ V (j) for
some j ∈M(G)− i, then zone i is surrounded by C if and only if x ∈ Int(C).
While conceptually simple, these lemmas are powerful; for example, Lemma 3B allows every
vertex in V −C to be classified by classifying only one vertex in each component of the subgraph
induced by V −C, rather than classifying each vertex individually. However, a method to actually
classify any particular vertex as internal or external to a cycle is not clear without drawing the
curve traced by the cycle, determining the area it encloses, and checking whether the vertex is
contained in that area; carrying out this analysis could require significant computation.
Rather than create a cycle and then ask whether a particular vertex is internal or external to
it, one can designate a set of vertices and ask whether it is possible to construct a cycle to which
these vertices are internal. For specific types of vertex subsets, Lemma 4 can answer this question.
If a tangle-free closed strand is sought (rather than a cycle), Lemma 5 is used.
Lemma 4. Let G = (V,E,B, z) be a geo-graph. If there is a subset of vertices, U ⊆ V , such that for every
u1, u2 ∈ U , there is a u1, u2-strand on the vertices of U , and B(u)∩B(v0) = ∅ for all u ∈ U , then there is
a cycle, C ⊆ ⋃u∈U (R(u)− U), such that U ⊆ Int(C).
Lemma 5. Let G = (V,E,B, z) be a geo-graph. If there is a subset of vertices, T ⊆ V , such that for every
t1, t2 ∈ T , there is a t1, t2-path on the vertices of T , and B(t) ∩ B(v0) = ∅ for all t ∈ T , then there is a
tangle-free closed strand, CS ⊆ ⋃t∈T (N(t)− T ), such that T ⊆ Int(CS).
26
The ability to construct a surrounding cycle in Lemma 4 shows one way to identify surrounded
zones. Lemma 6 demonstrates that it is possible to draw a simple closed curve through the inte-
rior of a zone such that another zone lies entirely inside this curve if and only if the first zone
contains a cycle that surrounds the second zone. Therefore, only curves traced by cycles need
to be considered when identifying holes. This result is similar to using edges to verify contigu-
ity; though edges only represent finitely many of the infinite number of simple curves that can
be drawn between two units, these other curves do not need to be considered when assessing
contiguity.
Lemma 6. Let G = (V,E,B, z) be a zone-connected geo-graph with distinct zones i1, i2 ∈ M(G). There
is a cycle, C ⊆ V (i1) such that V (i2) ⊆ Int(C) if and only if every vertex in V (i2) is contained in the
area bounded by a simple closed curve, L, that passes through the interior of the area associated with zone
i1 (i.e., the union of the areas of the units associated with vertices in V (i1)).
While the previous lemmas in this section refer to single vertices or single zones that are
surrounded by a cycle, Lemma 3B can show that, if two augmented neighbors are in different
zones, then if one vertex is internal to a cycle, the other will also be internal; if the graph is zone-
connected, Lemma 3F can show that this cycle either surrounds both zones or neither zone. This
observation leads directly to the classification of surrounded zones into pockets, as in Definition
4, which are applied in Lemma 7.
Lemma 7. Let G = (V,E,B, z) be a zone-connected geo-graph. For any zone j ∈ M(G), let C ⊆ V (j)
be a cycle in zone j. For any 1 ≤ i ≤ pi(j), if there is a vertex x ∈ V (Πi(j)) such that x ∈ Int(C), then
V (Πi(j)) ⊆ Int(C).
To demonstrate how pockets are identified, consider the two examples in Figure 3.2. In both
cases, there are three zones: D1, D2, and D3, where zones D2 and D3 are surrounded by zone D1
(i.e., Π(D1) = {D2, D3}). In Figure 3.2(a), each surrounded zone is in a separate pocket of zone
D1, since there is no shared point on their common borders (i.e., pi(D1) = 2, Π1(D1) = {D2} and
Π2(D1) = {D3}). From the perspective of holes, one can draw a simple closed curve through
the interior of zone D1 that encloses only one of the surrounded zones. By contrast, the two
surrounded zones share a single point on their border in Figure 3.2(b), and therefore both zones
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(a) Zone D1 has two pockets (i.e., pi(D1) = 2),
with Π1(D1) = {D2} and Π2(D1) = {D3}
(b) Zone D1 has one pocket (i.e., pi(D1) = 1),
with Π1(D1) = Π(D1) = {D2, D3}
Figure 3.2: Identification of pockets in a zoning problem with zones D1, D2, D3, with Π(D1) =
{D2, D3}
are in the same pocket of D1 (i.e., pi(D1) = 1 and Π1(D1) = Π(D1) = {D2, D3}). Furthermore, no
simple closed curve drawn through the interior of zone D1 can enclose only one of these zones; it
must enclose both zones or neither zone.
Following from the example in Figure 3.2(b), two surrounded zones must be in the same
pocket of a surrounding zone if their is at least one common point on their shared boundary.
Any point on the boundary of a zone must also be a point on the boundary of one of the units in
that zone, which implies that these pockets can be defined in terms of the augmented neighbor-
hoods of the units in geo-graph G. Definition 5 shows that an auxiliary graph to G, defined as
H(G), can efficiently translate these inter-vertex relationships into their corresponding inter-zone
relationships.
In addition to concisely summarizing classes of surrounded zones, the auxiliary graph also
allows these surrounded zones to be identified in a computationally efficient way. Lemma 8 shows
that one can identify whether zone i ∈ M(G) surrounds zone j ∈ M(G) − i by removing vertex
i from H(G) and beginning a graph search at vertex j; if this search does not visit vertex 0, then
zone i surrounds zone j. Lemma 9 extends this result to show that the pocket set of zone i can be
identified by removing i from H(G) and enumerating the components of the remaining graph.
Lemma 8. Let G = (V,E,B, z) be a zone-connected geo-graph, with associated auxiliary graph H(G) =
(V ′, E′). For any pair of zones, i, j ∈ V ′ − 0, there is a cycle, C ⊆ V (i) in G, such that C surrounds zone
j, if and only if there is no j, 0-path in H(G) that does not pass through i.
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Lemma 9. Let G = (V,E,B, z) be a zone-connected geo-graph, with associated auxiliary graph H(G) =
(V ′, E′). For any zone k ∈M(G), let T1, T2, . . . Tm be the components of the subgraph induced by V ′ − k
in H(G), with 0 ∈ Tm. Zone k has pi(k) = m − 1 pockets, with pocket set defined by Πi(k) = Ti for
1 ≤ i ≤ pi(k).
Lemma 9 suggests a computationally efficient method for identifying surrounded zones. The
auxiliary graph H(G) has m(G) + 1 vertices and potentially
(
m(G)+1
2
)
edges, and hence, a simple
graph search algorithm (e.g., depth-first search) can enumerate these components in O(m(G)2)
time. In zoning applications the number of zones is typically much smaller than the number of
units, and hence, surrounded zones (and the pockets in which they reside) can be identified with
relatively little computation. Furthermore, the complexity of these computations does not grow
with the number of vertices in G as long as the same number of zones are being created; pocket
identification is scale invariant to how finely or coarsely the region is divided into units.
One obstacle in implementing the auxiliary graph, H(G), is that its edges are determined by
the zoning function z, and hence edges may be added or removed as units migrate from one zone
to another during local search. To allow H(G) to evolve as units are transferred, the auxiliary
graph can be implemented using a square matrix with dimension |V ′|, such that element (i, j)
of this matrix is equal to |{(x, y) ∈ V0 × V0 : x ∈ V (i), y ∈ V (j), x ∈ R(y)}|, the number of
pairs of augmented neighbors such that one is in each of zones i and j. Then, edge ij ∈ E′ if
and only if element (i, j) of this matrix is greater than zero. This implementation is attractive
from a local search perspective, as this matrix can be updated efficiently each time a vertex is
moved to a new zone, requiring only one addition and one subtraction for each vertex in its
augmented neighborhood. When vertex v is transferred to a new zone, the entries of the matrix
can be updated in O(|R(v)|) time. As with identifying pocket sets, such computations will be
scale invariant to the number of units being considered, as long as the size of the augmented
neighborhoods remains consistent at different scales. For example, if the units are arranged in a
grid pattern, then |R(v)| ≤ 8, regardless of the grid’s dimensions. The change in the average size
of R(v) for a practical political districting problem will be discussed in Section 3.5.
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3.4 Main Results
When local search partitions a geo-graph, G = (V,E,B, z), into contiguous zones, enforcing
contiguity can be computationally expensive, even when each iteration transfers only one vertex
v ∈ V from its current zone to a different zone. This expense comes when evaluating the conti-
guity of zone z(v), which will lose vertex v. A natural question is: under what conditions will
this approach become computationally expensive, and can these expenses be controlled? The re-
sults presented in this section demonstrate how these expenses can be controlled by considering
surrounded zones, to the extent that they become scale invariant to the number of vertices in the
graph.
To see how surrounded zones can inform contiguity assessments, note that the graph search
method used by Ricca and Simeone (2008) verifies contiguity by finding an x, y-path on V (z(v))−v
for each pair of vertices x, y ∈ Nz(v)(v). Appending v to each path produces a cycle C ⊆ V (z(v))
on which x, v, y appear consecutively. Therefore, Int(C) must either contain (1) only vertices of
V (z(v)) − v, in which case there is an x,y-path on R(v) ∩ V (z(v)) ⊆ V (z(v)) − v by Lemma 2B,
or (2) at least one vertex that is not in V (z(v)), in which case C surrounds a zone by Lemma 3F.
In the first case, a path can be found that passes only through vertices in R(v); by considering
surrounded zones, Theorem 1 shows that both cases can be assessed by examining vertices in
R(v).
Theorem 1. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . The subgraph induced
by V (z(v)) − v is connected if and only if Nz(v)(v) is contained in a single component of the subgraph
induced by R(v)∩ V (Π(z(v))∪ {z(v)}), and for every 1 ≤ j ≤ pi(z(v)), Nz(v)(v) is contained in a single
component of the subgraph induced by R(v) ∩ V (M0(G)−Πj(z(v))).
To see how these conditions verify contiguity, consider the example region whose units are
depicted in Figure 3.3(a). The units in the unhatched zone compose a single cycle that surrounds
the hatched zone. Suppose that vertex v1 ∈ V is to be transferred from the unhatched zone to
the hatched zone. For the first condition of Theorem 1, R(v1) ∩ V (Π(z(v1)) ∪ {z(v1)}) contains
five vertices in R(v1): three hatched units in the row above v1 and the two unhatched units to
either side. The subgraph induced by these vertices has a single component, which therefore
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(a) Unit v1 can be removed from
the unhatched zone
(b) Unit v2 cannot be removed
from the unhatched zone
(c) Unit v1 cannot be removed
from the unhatched zone
Figure 3.3: Assessing contiguity constraints in a 6 x 6 grid-shaped region with two zones
must contain both unhatched neighbors of v1; conceptually, this condition allows graph search
to pass through the surrounded zone, rather than traveling around it. For the second condition,
pi(z(v1)) = 1, and R(v1)∩ V (M0(G)−Π1(z(v1))) contains both unhatched neighbors of v1 and the
vertex v0. As in the first condition, the subgraph induced by these vertices has a single component
which includes both vertices in Nz(v1)(v1). Having satisfied these two conditions, Theorem 1 can
conclude that the unhatched zone will remain contiguous after v1 is removed. By contrast, if
the next transfer were to move vertex v2 ∈ V to the hatched zone (Figure 3.3(b)), this transfer
would satisfy the second condition of Theorem 1 but violate the first, since the unhatched zone
no longer surrounds the hatched zone. To see how the second condition can be violated, consider
the example depicted in Figure 3.3(c), where v1 is to be transferred to the hatched zone. The first
condition of Theorem 1 is satisfied, since the hatched zone is surrounded by the unhatched zone.
However, R(v1) ∩ V (M0(G) − Π1(z(v1))) contains the three unhatched neighbors of v1, as well
as v0. The subgraph induced by these vertices has two components: one containing v0 and the
two horizontal neighbors of v1, and a second containing only the unhatched neighbor positioned
above v1. Since the unhatched neighbors of v1 are not all contained in one component, the second
condition is violated, and Theorem 1 can be used to conclude that the unhatched district will
become discontiguous if v1 is removed.
Theorem 1 shows that assessing contiguity of zone z(v) after the removal of v can be accom-
plished by only examining the vertices in R(v). To ensure that transferring v to its new zone will
neither eliminate zone z(v) nor cause its new zone to become discontiguous, additional condi-
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tions must be added. Theorem 2 presents a complete set of conditions for identifying feasible
local search transitions. Using geo-graphs, this vertex transfer is represented by creating two zon-
ing functions: zone z1(v) contains v before the transition, and zone z2(v) contains v afterward.
Theorem 2. LetG1 = (V,E,B, z1) andG2 = (V,E,B, z2) be two geo-graphs describing the same region,
where z2(x) = z1(x) for every x ∈ V − v, z2(v) = k for some k ∈ M(G1) − z1(v), G1 has V (j) 6= ∅
for every j ∈M(G1), and G1 is zone-connected. Geo-graph G2 is zone-connected with V (j) 6= ∅ for every
j ∈M(G2) if and only if the following conditions are satisfied:
• Nz1(v)(v) is contained in a single component of the subgraph induced by R(v) ∩ V (Π(z1(v)) ∪
{z1(v)}) in G1,
• For every 1 ≤ j ≤ pi(z1(v)), Nz1(v)(v) is contained in a single component of the subgraph induced
by R(v) ∩ V (M0(G1)−Πj(z1(v))) in G1,
• Nz1(v)(v) is not empty in G1,
• Nz2(v)(v) is not empty in G1.
The conditions established by Theorem 2 will not reject a feasible transition, nor will they allow an
infeasible transition. The first two conditions of Theorem 2 are taken from Theorem 1 to establish
that zone z1(v) remains contiguous. The third condition ensures that zone z1(v) is not eliminated
by the transition (i.e., it still contains at least one vertex), while the fourth guarantees that zone
z2(v) is contiguous. Both conditions can be verified by examining the vertices in N(v) ⊆ R(v),
and therefore local search transitions can be classified as feasible or infeasible by only examining
vertices whose unit boundaries share one point or more with the boundary of the unit being
transferred.
While Theorem 1 considers the case when there may be surrounded zones, the conditions it
checks become simpler when there are no surrounded zones. The following corollary establishes
this simplification using the neighbor-connectedness of v in zone z(v) (i.e., Nz(v)(v) is contained
in a single component of the subgraph induced by R(v) ∩ V (z(v))).
Corollary 1. Let G = (V,E,B, z) be a zone-connected geo-graph with no surrounded zones. For any v ∈
V , the graph induced by V (z(v))− v is connected if and only if v is neighbor-connected in z(v) ∈M(G).
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Like Theorem 1, this corollary determines whether it is possible to remove v from zone z(v) with-
out disconnecting it. Theorem 3 adds conditions to guarantee that v can be added to its new zone
without disconnecting or eliminating any zones, or creating any surrounded zones. This set of
conditions can be used in geographic zoning applications that forbid the creation of holes.
Theorem 3. LetG1 = (V,E,B, z1) andG2 = (V,E,B, z2) be two geo-graphs describing the same region,
where z2(x) = z1(x) for every x ∈ V − v, z2(v) = k for some k ∈ M(G1) − z1(v), G1 has V (j) 6= ∅
for every j ∈ M(G1), and G1 is zone-connected with no surrounded zones. Then geo-graph G2 is zone-
connected with no surrounded zones and V (j) 6= ∅ for every j ∈ M(G2) if and only if the following
conditions are satisfied:
• v is neighbor-connected in zone z1(v) in G1,
• Nz1(v)(v) is not empty in G1,
• Nz2(v)(v) is not empty in G1,
• The subgraph induced by V ′ − z2(v) in H(G2) is connected.
Only the fourth condition differs in purpose from the conditions in Theorem 2; this condition
guarantees that no surrounded zones will be created by moving v to zone z2(v). Though Theo-
rem 3 identifies feasible local search transitions when surrounded zones are forbidden, the ability
to make such a transition depends on the existence of a current feasible solution. While zone-
connected geo-graphs are fairly simple to generate computationally, creating geo-graphs that lack
surrounded zones is more difficult. Initial feasible solutions could be constructed by hand, but
translating these handmade solutions into a format usable in local search could be tedious, par-
ticularly when the number of units is large. An automated method avoids this obstacle. The final
theorem in this chapter provides a method for constructing zone-connected geo-graphs without
surrounded zones. In particular, it shows how a new zone can be added to a geo-graph without
being surrounded.
Theorem 4. Let G1 = (V,E,B, z1) be a zone-connected geo-graph with no surrounded zones with
m(G1) = k, and let v ∈ V be any vertex such that:
• v is neighbor-connected in z1(v), and Nz1(v)(v) is not empty,
• either there are two vertices, x1, x2 ∈ R(v), such that z1(x1) 6= z1(x2), or B(v) ∩B(v0) 6= ∅.
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Define the function z2, such that for all x ∈ V −v, z2(x) = z1(x), and z2(v) = m(G1)+1. Then the graph
G2 = (V,E,B, z2) is a zone-connected geo-graph with no surrounded zones, with m(G2) = m(G1) + 1.
Clearly, the only way to create a one-zone geo-graph is to place all units in the same zone. Using
Theorem 4, new zones can be iteratively added to this single-zone solution until the desired num-
ber of zones is achieved. While the geo-graphs created by this mechanism will be very simple (i.e.,
m(G)−1 zones with one unit each, and one zone with |V |−m(G)+1 units), this starting point can
be appropriately randomized by executing a number of randomly-selected feasible transitions to
reach a more reasonable initial state for local search.
Theorems 2 and 3 demonstrate how local search transitions that transfer v ∈ V to a new zone
can be classified as feasible or infeasible by examining only the vertices in R(v). These examina-
tions can be performed using “off the shelf” data structures and search algorithms. If an adjacency
list realization of the planar subgraph induced by R(v) for each v ∈ V is stored, along with an ad-
jacency matrix representation of the auxiliary graph H(G), assessing the conditions of Theorem 2
for vertex v requiresO(m(G)2 +m(G)|R(v)|) time; enumerating the pockets of zone z1(v) requires
O(m(G)2) time using search, the first two conditions of Theorem 2 require O(m(G)|R(v)|) time to
search up to m(G) subgraphs of R(v) corresponding to these pockets, and the the last two condi-
tions requireO(|N(v)|) time. Similarly, assessing the conditions of Theorem 3 for vertex v requires
O(m(G)2 + |R(v)|) time; the first three conditions can be assessed in O(|R(v)|) time, while the last
condition requires O(|R(v)|) time to construct H(G2) from H(G1) and O(m(G)2) time to test the
contiguity of V ′ − z2(v) in H(G2). Finally, the conditions of Theorem 4 for v ∈ V can be assessed
in O(|R(v)|) time. While more efficient algorithms and data structures could improve these times,
these simple implementations show that the time required to assess these conditions for vertex
v ∈ V is influenced primarily by the number of zones and the size of R(v), neither of which will
necessarily increase as the number of vertices increases.
3.5 Numerical Example
The benefits conferred by the geo-graph are entirely in the form of increased computational
efficiency; using a geo-graph will not change the path that local search takes through the solution
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space, but will reduce the amount of computation required for local search to traverse this path.
While the previous sections have discussed the theoretical contributions of the geo-graph model,
its contributions when creating geographic zones depend on the characteristics of the zoned re-
gion. This section considers the creation of United States Congressional Districts in the state of
Kansas following the 2000 Census, which involves dividing this state and its 2, 688, 418 residents
into four districts. Basic units are available at several granularities, including counties and census
blocks. Kansas contains 105 counties and 173, 107 census blocks; while census blocks clearly pro-
vide a much larger solution space from which districts can be chosen, exploring this solution space
requires significantly more computation than exploring the solution space afforded by counties.
Geographic adjacency data were obtained from United States Census Bureau (2010b), while pop-
ulations from the 2000 Census and district assignments for the 109th United States Congress were
extracted from Missouri Census Data Center (2010).
Regardless of whether the basic units of G are chosen to be counties or census blocks, the
number of zones remains constant; four United States Congressional Districts will be constructed
from these units. Of particular interest, then, is how shifting from counties to census blocks im-
pacts the size of R(v). Each county has 3 to 8 units in R(v), with a mean of 5.73 units, variance
of 1.13 units2, and median of 6 units. Each census block has 2 to 44 units in R(v), with a mean
of 7.09 units, variance of 6.60 units2, and median of 7 units. Though moving from counties to
census blocks represents more than a thousand-fold increase in the number of units, the average
size of R(v) only increases by 24%. The distribution of |R(v)| for census blocks exhibits a much
longer tail than the distribution for counties. However, relatively few units exhibit large values of
|R(v)|; 80% of census blocks have |R(v)| ≤ 8, 90% have |R(v)| ≤ 10, and 99% have |R(v)| ≤ 16.
While some additional computation could be required to assess contiguity for census blocks, this
additional computation is likely very small when compared to the growth in the number of basic
units.
Of the 173, 107 census blocks in Kansas, 1, 764 have boundaries that are not a single simple
closed curve; these blocks violate the requirement that each unit in a geo-graph must have one
simple closed curve for its boundary. A preprocessing step must be applied to eliminate these
violations before the geo-graph model can be used. Of these 1, 764 blocks, 1, 704 have holes. Such
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violations can be addressed by merging these blocks with the blocks that reside in their holes. This
merging reduces the size of the solution space without eliminating any feasible solutions; if the
blocks in such a hole cannot form a district on their own, then they must be in the same district as
the block that surrounds them. In Kansas, the maximum population contained in any single hole
is 738 people, about 0.1% of the population in the least populous district in Kansas, and certainly
less than even the most lenient lower bound on district population. The 60 remaining units have
multiple pieces; these violations can be addressed in several ways with only superficial impact on
the solution space. After addressing these violations, 170, 445 blocks remain, with the other blocks
eliminated through merging. The statistics reported in the previous paragraph reflect the set of
preprocessed census blocks.
Both simple search and geo-graph search evaluate district contiguity, and hence, will return
the same outcome for any vertex v ∈ V (i.e., whether zone z(v) remains contiguous after removing
unit v). Therefore, the only difference between these algorithms is how much computation they
require to reach this outcome. While the size of R(v) influences the time complexity of contiguity
assessments for geo-graph search, the actual amount of computation required to carry out these
assessments provides a more meaningful comparison with a simple search approach that runs in
O(|V (i)|) time when local search removes a block from zone i ∈M(G). Since both methods assess
contiguity by searching some subgraph of G, the number of edges visited during these searches
is a good measure of computation. For simple search, it is assumed that the subgraph induced by
each V (i) is stored separately, and hence, simple search only visits edges with both endpoints in
V (i). For geo-graph search, it is assumed that the subgraph induced by each R(v) is stored, and
hence, geo-graph search only visits edges with both endpoints in R(v). However, any individual
geo-graph search can only visit a subset of the vertices in R(v) (i.e., those not contained in a
particular set of zones); since vertices outside of this subset are also contained in R(v), geo-graph
search may visit edges with (1) both endpoints in the desired subset, or (2) only one endpoint in
the subset and the other endpoint elsewhere in R(v). Each search terminates successfully (i.e.,
z(v) remains contiguous) when it visits all of the vertices in Nz(v)(v), and unsuccessfully (i.e., z(v)
becomes discontiguous) if it cannot visit all of these vertices; for geo-graph search, this termination
is due to Theorem 1, while for simple search this termination is proposed by Ricca and Simeone
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Table 3.1: Statistics for the number of edges visited by geo-graph search, simple breadth-first
search, and simple depth-first search (all statistics but sample size measure numbers of edges)
Statistic Geo-graph Simple (BFS) Simple (DFS)
Mean 7.92 11, 449 91, 894
Std. Dev. 5.98 57, 789 129, 562
Min. 1 0 0
Max. 73 396, 660 396, 660
Median 7 37.5 5105.5
Sample size 1, 940 1, 940 1, 940
Table 3.2: Statistics for the number of additional edges visited by simple breadth-first and depth-
first search as compared to geo-graph search under different conditions (all statistics but sample
size measure numbers of edges)
All blocks Simple visits fewer Cut-vertex Not a cut-vertex
BFS DFS BFS DFS BFS DFS BFS DFS
Mean 11, 441 91, 886 −1.23 −1.28 168, 428 168, 428 72.9 86, 343
Std. Dev. 57, 788 129, 560 0.64 0.75 151, 739 151, 739 171.3 126, 012
Min. −6 −6 −6 −6 −6 −6 −2 −2
Max. 396, 658 396, 658 −1 −1 396, 658 396, 658 3, 877 396, 648
Median 30 5, 099 −1 −1 198, 860 198, 860 28 3, 672
Sample size 1, 940 1, 940 94 60 131 131 1, 809 1, 809
(2008). While Theorem 1 requires an additional search for each pocket of z(v), the current districts
in Kansas have no pockets, and therefore only a single geo-graph search is required for each block.
Under the district assignments of the 109th United States Congress, both search methods are
applied to each census block in Kansas to determine whether removing that block violates district
contiguity. A block v ∈ V is omitted if (1) all of its neighbors are in district z(v) (i.e.,Nz(v) = N(v)),
or (2) the block has at most one neighbor in district z(v) (i.e., |Nz(v)(v)| ≤ 1). In the former case,
the block cannot be moved into a new district; such a transition would cause this new district to
become discontiguous. In the latter case, v satisfies Lemma 1 trivially; one can conclude that v can
be removed from zone z(v) without conducting a search. Under these restrictions, 1, 940 of the
170, 445 census blocks in Kansas require search. This proportion is relatively small, as the existing
districts are noticeably compact, with relatively few blocks on the district boundaries. This high
level of compactness is also noticeable in the outcomes of these searches, as 1, 809 of the 1, 940
census blocks tested can be removed without violating district contiguity.
Executing a geo-graph search on all 1, 940 blocks required approximately 0.00289 seconds of
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CPU time on a 2.67 GHz quad-core processor running Windows 7 (computations were executed
using a single core, as the implementation was not parallelized). By contrast, simple search re-
quired 2.96 seconds using breadth-first search (BFS) and 22.3 seconds using depth-first search
(DFS); times are averaged over ten repetitions for BFS and DFS, and over 1,000 repetitions for
geo-graph search. Table 3.1 summarizes the number of edges visited by each type of search. Un-
like the statistics in Table 3.1, search times for simple search do include time to visit edges with
only one endpoint in the subgraph, but these additional edges compose less than 1% of the edges
visited in these searches, and hence, have minimal impact on computation time. Both BFS and
DFS are implemented using a list of vertices to be explored; for BFS this list is a queue, while
in DFS it is a stack. When a vertex is explored, the search visits each neighbor and adds it (if
applicable) to the appropriate end of the list of vertices to be explored, and hence, an edge is
considered visited when either of its endpoints is explored. From Table 3.1, it is clear that the
geo-graph search visits a much smaller number of edges: 7.92 edges on average, as compared to
11, 449 edges (BFS) or 91, 894 edges (DFS) for simple search. Furthermore, the number of edges
visited by geo-graph search is better controlled than simple search; each geo-graph search visits
between 1 and 73 edges, while simple search may visit up to 396, 660 edges. This discrepancy
can be explained by the size of the subgraph being searched. Each geo-graph search considers a
subgraph of at most 44 blocks (the maximum value of |R(v)|), while each simple search considers
a subgraph with thousands of vertices.
For vertex v ∈ V , each search continues until it visits the set of vertices in Nz(v)(v); in simple
search, this set constitutes a very small portion of the blocks in a district, and hence, the number
of edges visited is highly dependent on the path that the search takes though the district. This
observation also explains why DFS visits, on average, many more edges than BFS: DFS tends to
travel away from v and, by extension, away from the blocks in Nz(v)(v). Of the 1, 940 searches,
DFS visits fewer edges than BFS in only 263. For both types of simple search, the median number
of edges visited is much smaller than the mean, implying a skewed distribution where many
searches visit relatively few edges and some searches visit a very large number of edges. Table
3.2 directly compares the number of edges visited in each type of search, showing that some of
this skewness is explained by the outcome of each search; geo-graph search visits far fewer edges
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that simple search when removing the block violates contiguity, with more modest savings when
contiguity is maintained. This table also shows that simple search visited fewer edges than geo-
graph search for less than 5% of the investigated vertices, yielding only marginal improvement of
1.23 to 1.28 edges on average. Taken together, these results demonstrate the ability of geo-graph
seach to visit relatively few edges when assessing district contiguity when compared to simple
search.
3.6 Conclusion
The geo-graph model introduced in this chapter provides an efficient structure for large graph
partitioning problems when each vertex corresponds to a particular area of the plane, such as
those encountered in geographic zoning problems. The geo-graph model supplies scale-invariant
procedures to (1) evaluate the contiguity of the each partite set during local search, and (2) nu-
merically identify any holes that appear in each partite set. The scale invariance of contiguity
assessments is tightly tied to the size of the augmented neighborhood, R(v); the key result is that
contiguity can be assessed by examining only these vertices. The size of R(v) does not necessarily
increase with the size of the graph; from a practical perspective, Section 3.5 shows that moving
from counties to census blocks in the state of Kansas increases the number of units by a factor or
more than 1, 600 (from 105 counties to 170, 445 census blocks), while the average size of |R(v)| only
increases by a factor of 0.24 (from 5.73 units to 7.09 units), demonstrating that the units considered
in practical problems may scale well even when they are not strictly scale invariant. In contrast,
the time complexity of assessing contiguity with simple search grows linearly with the size of
the graph, discouraging practitioners from considering large districting problems that occur in
practice.
The geo-graph model has been tailored to integrate duality-related correspondences between
the plane graph summarizing unit adjacency and the plane graph describing unit boundaries.
While this tailoring restricts this model from being applied to more general graphs, the compu-
tational savings provided by this tailoring can be substantial when the model can be applied.
Furthermore, this structure remains modular to other aspects of partitioning. It does not restrict
the user to a particular type of optimization objective, nor does it assume that any constraints
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other than contiguity will be imposed; though it enumerates the holes in each zone, these holes
need not play a role in the actual optimization process. Modularity in objectives is particularly
important in political districting, as different stakeholders in the districting process may want to
consider a wide variety of different and conflicting objectives.
The time consumed to assess contiguity constraints makes up a portion of the total time spent
in local search. As the number of units increases, using geo-graphs to evaluate these constraints
will reduce computation. From a broader perspective, increasing the number of units also leads to
larger solution neighborhoods and possibly more search iterations to algorithm termination. Geo-
graphs cannot affect these facets of local search. Though geo-graphs can eliminate unnecessary
computation associated with increasing problem size by exploiting the geometry of the problem,
the growing computational costs required by other facets of the problem may be unavoidable,
and hence, choosing an appropriate granularity for the problem at hand remains a critical skill for
successfully finding solutions of high quality.
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Chapter 4
Efficient Contiguity and Hole Algorithms
While the geo-graph search contiguity and hole algorithms presented in Chapter 3 assess holes
and contiguity with relatively little computation, these algorithms can be further improved by
eliminating redundancies that naturally arise within these searches. While Lemma 9 shows that
the pockets of all zones in a geo-graph can be enumerated in O(m(G)3) time using m(G) separate
searches on the auxiliary graph, H(G), these searches ignore relationships between these holes.
For example, if there are three zones j1, j2, j3 ∈ M(G), it cannot be that both j1 surrounds j2 and
j2 surrounds j1. Moreover, holes exhibit transitivity; if j1 surrounds j2 and j2 surrounds j3, then
it must be that j1 surround j3. This chapter will present an algorithm that enumerates the holes of
all zones in O(m(G)2) time.
Theorem 1 shows that one can evaluate whether vertex v is a cut-vertex of zone z(v) by search-
ing up to m(G) subgraphs of R(v) in O(m(G)|R(v)|) time; however, these subgraphs are not inde-
pendent, and hence, these searches can be made more efficient by exploiting their dependencies.
For example, consider the augmented neighborhoods of the shaded units in Figure 4.1; vertices
from two pockets (labeled “A” and “B”) appear in these neighborhoods. Suppose the vertices in
pocket “A” are removed from the augmented neighborhood in Figure 4.1(a); units v5 and v7, which
are in the same zone as the shaded unit, are in the same component of the remaining subgraph.
While vertex v1 does not appear in this component, this vertex is only an augmented neighbor of
the shaded unit, not a strict neighbor, and hence, its isolation does not violate the conditions of
Theorem 1. Removing the vertex of pocket “B” also leaves units v5 and v7 in the same compo-
nent. Similarly, removing either pocket “A” or “B” in the example shown in Figure 4.1(b) does
not split the neighbor set {v2, v3, v6, v7, v8} among multiple components, and hence, also satisfies
the conditions of Theorem 1. In each case, verifying these conditions with independent searches
may requires that edges be revisited in each search. For example, the edges v6v7, v7v8, and v2v3
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v1 v2(A) v3
v4(A) v5
v8(B)v7v6
(a) An augmented neighborhood arranged in a grid pat-
tern
v2
v3
v4(B)v5(B)
v6
v7
v8 v1 (A)
(b) An augmented neighborhood arranged in a circular
pattern
Figure 4.1: Augmented neighborhoods for two shaded units, each containing vertices from two
pockets (labeled “A” and “B”)
will be visited while assessing the augmented neighborhood in Figure 4.1(b) when pocket “A”
is removed, and again when pocket “B” is removed. This chapter will present an algorithm that
evaluates all of the conditions in Theorem 1 in O(|R(v)|) time.
This chapter is structured as follows. Section 4.1 develops an efficient hole identification algo-
rithm that exploits the geographic nature of the zoning problems. Section 4.2 discusses ways to
eliminate the redundant exploration that arises when assessing each condition of Theorem 1 in a
separate search, and proposes an efficient algorithm that eliminates such redundancies. Finally,
Section 4.3 discusses the role that these algorithms play in practical political districting problems.
Proofs of all lemmas, theorems, and corollaries are included in an appendix at the end of the
dissertation.
4.1 Efficient Hole Algorithm
In a geo-graph, G, the pockets of all zones are defined by the structure of the auxiliary graph
H(G), as shown in Lemma 9. As vertices migrate between zones during local search, edges will
be added and removed from H(G), and hence, pockets must be reassessed as H(G) evolves. This
section explores the links between pockets, cycles in G, and the structure of H(G) which leads
to an algorithm that constructs the pockets of every zone in G in O(m(G)2) time, improving on
theO(m(G)3) approach that identifies holes usingm(G) independent searches, wherem(G) is the
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number of zones in G. Though the structure of H(G) will evolve, Lemma 10 shows that it will
always remain connected. A direct result of this lemma is that for any j ∈M(G), each component
of V ′ − j in H(G) contains at least one zone adjacent to j, and hence, zone j has fewer pockets
than it has neighbors in H(G).
Lemma 10. Let G = (V,E,B, z) be a geo-graph. The auxiliary graph H(G) is connected.
By definition, a geo-graph, G = (V,E,B, z), is a planar embedding of its vertices and edges.
Each cycle C ⊆ V is associated with a simple closed curve in the plane. This curve divides V into
three sets: the vertices on the curve (i.e., C), the vertices inside area enclosed by the curve (i.e.,
Int(C)), and the vertices outside this area (i.e., Ext(C)). Therefore, two important parameters for
each cycle are the number of vertices that appear on it (i.e., |C|) and the number of vertices that
are internal to it (i.e., |Int(C)|). Each represents the size of the cycle in a different domain: the first
is independent of the planar embedding, while the second arises because of this embedding. Note
that these two parameters are not necessarily related. For example, a Hamiltonian cycle passes
through every vertex and has no internal vertices, while a cycle will also have no internal vertices
yet pass through relatively few vertices if it is composed of the edges bounding a non-infinite face
of the embedded graph. However, Lemma 11 shows that any cycle passing through only two
vertices must have at least one internal vertex.
Lemma 11. If G = (V,E,B, z) is a geo-graph with two-vertex cycle C = (v1, v2) (i.e., there are two
distinct edges between v1 and v2), then Int(C) 6= ∅.
In general, cycles can pass through any number of vertices. Given any cycle C, it is possible
to create new cycles by choosing a path P that does not intersect C except at its two endpoints. A
geo-graph embedding has no edge crossings, and hence, each edge in P must lie entirely inside
or outside the area enclosed by C. Definition 6 terms such paths composed of one or more edges
located inside this area as internal edges and internal paths, respectively. Lemma 12 examines the
cycles that arise from combining C with P , and relates their internal vertices to Int(C).
Definition 6. Let G = (V,E,B, z) be a geo-graph with cycle C ⊆ V . For any c1, c2 ∈ C, let P be a c1,
c2-path. Path P is an internal path of C if and only if P − {c1, c2} ⊆ Int(C) and P ∩ Int(C) 6= ∅. Path
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P is an internal edge of C if and only if P comprises a single edge connecting c1 to c2 that passes through
the area enclosed by the edges of C.
Lemma 12. LetG = (V,E,B, z) be a geo-graph with cycle C ⊆ V where P is an internal path or internal
edge of C with endpoints c1, c2 ∈ C. If P1 and P2 are the two c1, c2-paths on C, and C1 and C2 are the
cycles formed by combining P with P1 and P2, respectively, then Int(C1) ∪ Int(C2) = Int(C) − P and
Int(C1) ∩ Int(C2) = ∅.
The O(m(G)2) algorithm for identifying pockets consists of two phases: an inward pass and
an outward pass. The inward pass begins at zone 0 (the infinite area outside the zoned region)
and proceeds inward from the region boundary. When this pass encounters a zone j ∈ M(G), it
determines which of the unencountered zones are surrounded by zone j, but not surrounded by
any unencountered zones. The first pass also computes the number of pockets pi(j) for zone j.
The second phase begins at each zone and travels outward to the region boundary, assigning this
zone to the correct pocket (if any) of the zones that it encounters. As the inward pass executes, it
expands a set of zones F ⊆ V ′ called a barrier, whose structure is shown in Definition 7.
Definition 7. Let G = (V,E,B, z) be a zone-connected geo-graph. A set of zones F ⊆ V ′ in the auxiliary
graph H(G) is a barrier if and only if 0 ∈ F , the subgraph induced by F in H(G) is connected, and for
every f1, f2 ∈ F , there is no f1, f2-path, P , such that P − {f1, f2} ⊆ V ′ − F and |P | > 2.
The first two conditions on the structure of a barrier (i.e., 0 ∈ F and F is connected) are
relatively simple to evaluate. The third condition, however, can be more difficult to assess. Clearly,
F = {0} is a barrier; it satisfies this condition since no two distinct f1, f2 ∈ F can be chosen. Given
a current barrier F , Algorithm 1 demonstrates how to identify a new set of zones, Φf ∈ V ′ − F ;
by Lemma 13D, adding this set of zones to F produces a new larger barrier. The composition
of Φf is defined by zone f ∈ F . This set initially contains the neighbors of f that are not in F ,
and grows by iteratively adding zones in V ′ − F that are that are adjacent to at least two zones
currently in Φf ; the set of zones added in each iteration is defined by Y in Algorithm 1. The set of
zones Φf exhibits a number of useful properties relative to itself and to the current barrier F , as
shown in Lemma 13. To demonstrate the execution of Algorithm 1, consider the example depicted
in Figure 4.2. By visual inspection of Figure 4.2(a), these zones have no holes. Setting F = {0} and
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(a) Region boundaries with zones labeled (b) The auxiliary graph, H(G), for this region
Figure 4.2: Region with seven zones and no holes, and its auxiliary graph
choosing f = 0, Algorithm 1 produces Φ0,0 = {1, 4, 7} according to the auxiliary graph depicted
in Figure 4.2(b). Iterating over the while loop in Algorithm 1 produces Φ0,1 = {1, 3, 4, 5, 7} and
Φ0,2 = {1, 2, 3, 4, 5, 6, 7}, at which point the algorithm terminates. Therefore, Φ0 = M(G), and by
Lemma 13A there are no surrounded zones.
Algorithm 1: Determine Φf for some f ∈ F
Input : Barrier F ⊆ V ′, and some f ∈ F
Output: Φf ⊆ V ′ − F
i← 0;
Φf,i ← {x ∈ V ′ − F : xf ∈ E′};
Y ← {y ∈ V ′ − (F ∪ Φf,i) : ∃x1, x2 ∈ Φf,i, yx1, yx2 ∈ E′};
while Y 6= ∅ do
i← i+ 1;
Φf,i ← Φf,i−1 ∪ Y ;
Y ← {y ∈ V ′ − (F ∪ Φf,i) : ∃x1, x2 ∈ Φf,i, yx1, yx2 ∈ E′};
Φf ← Φf,i
Lemma 13. Let G = (V,E,B, z) be a zone-connected geo-graph with barrier F ⊆ V ′, f ∈ F , and Φf
constructed from Algorithm 1. The following results hold.
A. For every x ∈ Φf , x is not surrounded by any zone in V ′ − F .
B. For every x ∈ Φf , there is a x, f -path in H(G) that only contains vertices in Φf ∪ {f}.
C. For every x ∈ Φf , either x is surrounded by zone f (if f 6= 0) or x is unsurrounded (if f = 0).
D. F ∪ Φf is a barrier of G.
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E. For every k ∈ V ′ such that k surrounds f , k ∈ F , and Φf ∪ {f} ⊆ Πj(k) for some j ∈
{1, 2, . . . , pi(k)}.
F. For every f ′ ∈ F − f and x ∈ Φf , f ′ surrounds f if and only if f ′ surrounds x.
The example depicted in Figure 4.2 is relatively simple, since there are no surrounded zones
and the entire set M(G) enters the barrier after executing Algorithm 1 with f = 0. In general, a
geo-graph may contain a number of surrounded zones and it may take up to m(G) iterations of
Algorithm 1 to add all of M(G) to the barrier. The remaining lemmas presented in this section
show how repeating Algorithm 1 can identify all of the pockets in a geo-graph. Once Φf has been
added to F to form F ′ = F ∪Φf , all of the neighbors of f inH(G) will appear in F ′, and executing
Algorithm 1 with the same choice of f will yield Φf = ∅. Therefore, once Φf has been added to F ,
zone f is considered finalized in F , since it cannot be used to further increase the size of F . There-
fore, the choice of f in Algorithm 1 should be restricted to zones that have not been finalized.
The order in which the zones are finalized is called the finalization sequence; though many pos-
sible finalization sequences may exist for a particular geo-graph, choosing different finalizations
sequences affects neither the output nor the time complexity of the algorithms presented in this
section. The sequence of barriers corresponding to a finalization sequence is termed an iterated
barrier (Definition 9).
Definition 8. Let G = (V,E,B, z) be a zone-connected geo-graph with barrier F ⊆ V ′. A zone f ∈ F is
finalized if and only if Φf has been added to F .
Definition 9. Let G = (V,E,B, z) be a zone-connected geo-graph. Define a sequence of barriers such
that:
1. F0 = {0}
2. For any j ≥ 0, let F ′j ⊆ Fj be the set of vertices in Fj that have not been finalized before iteration j.
If F ′j 6= ∅, then choose any fj ∈ F ′j and construct Fj+1 = Fj ∪ Φfj .
The sequence of barriers (F0, F1, . . . , Fi) is called an iterated barrier of G, and the sequence (f0 ≡
0, f1, . . . , fi−1) is called the finalization sequence of the iterated barrier.
The ultimate goal in developing a finalization sequence and iterated barrier is to reveal the
structure of the pockets in a geo-graph. Lemma 14 shows some of these pocket properties; in
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particular, these results allow all of the zones in Φf to be assigned to the pockets of zone f when
it is finalized in the iterated barrier. Determining these assignments is the goal of the inward pass
of the O(m(G)2) algorithm for identifying pockets. Toward this goal, Lemma 14A generalizes the
result of Lemma 13A; Lemma 13A shows that no zone x ∈ Φf can surround a zone contained
in the iterated barrier when f is finalized, while Lemma 14A generalizes this result to show that
zone x cannot surround any zone in the iterated barrier when x is finalized. This distinction is
important, as new zones may be added to the iterated barrier between the finalization of f and the
finalization of x, thereby reducing the possible pool of zones that x can surround. This property
will also be important in the outward pass of the efficient hole algorithm. Lemma 14B provides
equivalent conditions for determining the unsurrounded zones in a geo-graph, which generalizes
the earlier result found when analyzing the pockets of the geo-graph in Figure 4.2. Finally, Lemma
14C enhances the result of Lemma 13C. The latter shows that f surrounds all of the zones in Φf
(when f 6= 0), while the former assigns each zone to a particular pocket of f .
Lemma 14. LetG = (V,E,B, z) be a zone-connected geo-graph with iterated barrier (F0, F1, . . . , Fi) and
finalization sequence (f0, f1, . . . , fi−1).
A. Zone fj does not surround any zone in Fj′ for j′ = 0, 1, . . . , j.
B. For every zone f ∈ V ′ − 0, f is unsurrounded if and only if f ∈ F1.
C. For any j′ ∈ {1, 2, . . . , i − 1}, two zones x1, x2 ∈ Φfj′ ,0, are in the same pocket of j′ if and only if
there is an x1, x2-path on Φfj′ ,0
The results of Lemma 14 place an upper bound on the total number of pockets in a geo-graph.
By combining Lemmas 14A and 14C, it is clear that pi(f) is equal to the number of components
of the subgraph induced by Φf,0 in H(G), and therefore it must be that pi(f) ≤ |Φf,0|. Lemma 15
extends this fact to bound the total number of pockets among all of the zones in a geo-graph at less
thanm(G); a geo-graph can have at mostm(G)−1 pockets among all of its zones. On average, each
zone will have less than one pocket. Note that this bound is tight, as one can construct examples
where
∑m(G)
k=1 pi(k) = m(G)− 1, such as the region depicted in Figure 4.3, which has six zones (i.e.,
m(G) = 6). From Figure 4.3(a), zone 1 has five pockets (i.e., pi(1) = 5), each containing exactly one
of the remaining zones, and no other zone has a pocket (i.e., pi(j) = 0 for j = 2, 3, 4, 5, 6). Similarly,
vertex 1 is the only cut-vertex of the auxiliary graph H(G) shown in Figure 4.3(b), and its removal
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(a) Region boundaries with zones labeled (b) The auxiliary graph, H(G), for this region
Figure 4.3: Region with six zones and five total holes, and its auxiliary graph
produces six components, which leads to pi(1) = 5 by Lemma 9. Therefore,
∑6
k=1 pi(k) = 5, which
is maximal by Lemma 15.
Lemma 15. Let G = (V,E,B, z) be a zone-connected geo-graph. The total number of pockets in G is
bounded by
∑m(G)
k=1 pi(k) < m(G).
Algorithm 2 shows how Algorithm 1 can be repeated to create an iterated barrier and assign
the zones in Φf to the correct pocket of each zone f ∈ V ′. This algorithm takes as input the aux-
iliary graph H(G) of a zone-connected geo-graph G, and returns three outputs. The first output
is the pocket matrix, pmatrix, with dimension m(G) ×m(G), such that pmatrix[i, j] = k( 6= 0) if
and only if zone i is in the kth pocket of zone j, and pmatrix[i, j] = 0 if and only if zone i is not
surrounded by zone j (by definition, pmatrix[i, i] = 0). This output is only partially specified in
Algorithm 2, which implements the first (inward) pass of the efficient hole algorithm; this matrix
will be completed in the second (outward) pass. It is necessary to note that this is only one possi-
ble data structure to represent the pockets of the zones. Algorithms for alternative data structures
can be developed.
The second output of Algorithm 2 is the vector npocket of size m(G), such that npocket[k] =
pi(k) for k ∈ {1, 2, . . . ,m(G)}when the algorithm terminates. The final output is a vector parent of
size m(G), where that parent[k] = f means that k ∈ Φf when f is finalized. The values contained
in the parent will define the structure of the second phase of the efficient hole algorithm, as they
dictate how the outward pass progresses from each zone. In producing these outputs, Algorithm
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2 will terminate and assign the zones in Φf to the correct pockets for each f ∈M(G), as shown in
Lemma 16.
Lemma 16. Let G = (V,E,B, z) be a zone-connected geo-graph with auxiliary graph H(G) = (V ′, E′).
Algorithm 2 terminates, finalizes all of the vertices in V ′, and assigns the vertices in Φf to the correct pocket
for each zone f ∈ V ′.
With the exception of initializing pmatrix in Line 1 (which runs inO(
∑m(G)
j=1 |Π(j)|) time when
only resetting non-zero elements of the matrix, or O(m(G)2) time when resetting all elements),
Algorithm 2 runs in O(|E′|) time. Within the outermost while loop, the section from Lines 10-28
identifies the vertices in Φf as shown in Algorithm 1, with the added task of assigning each vertex
in Φf to the correct pocket of f . Since each zone is finalized exactly once by Lemma 16, Line
10 will consider each zone once and each edge twice during all loop iterations. Once the set of
zones Φf,0 has been identified for a particular f , graph search can identify the components of the
subgraph induced by Φf,0 on Line 12 in O(|Φf,0|+ |E′(Φf,0)|) time, where E′(Φf,0) is the set of all
edges with at least one endpoint in Φf,0. Over all iterations, each zone can appear in Φf,0 at most
once, and each edge will be checked at most twice during these searches. This search exhausts
one component before beginning a new component; as it visits vertices in Φf,0, this search can
assign each zone to a pocket equal to the current component count (Line 16), and set the number
of pockets of f to the number of components identified at the end of the search (Line 13).
From Lines 17-28, Algorithm 2 expands Φf by identifying zones in Y as in Algorithm 1, while
also assigning these new zones to the correct pockets of f . Consider the following method for
completing this task: for each zone in Φf,0, iterate over its adjacent edges. If the other endpoint of
an edge is not in either F or Φf,0 then mark this zone with the label f ; if the zone is already marked
with f , then (1) add it to a list of vertices in Y , (2) mark it as being in Φf , and (3) assign it to the
same pocket as the zone at the other end of the current edge. If Y is empty after iterating through
all of the zones in Φf,0, then Φf = Φf,0; otherwise, let Φf,1 = Φf,0 ∪ Y , set Y = ∅, and continue
iterating through the edges adjacent to zones in Φf,1 − Φf,0 to generate a new set Y , terminating
when no zones are added to Y . Since each zone will enter exactly one Φf , over all iterations this
procedure will visit every zone exactly once and every edge in E′ exactly twice. Based on the
analysis above, Algorithm 2 will run in O(|V ′| + |E′|). Since H(G) is connected, |E′| ≥ |V ′| − 1,
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Algorithm 2: First phase (i.e., the inward pass) of the efficient hole algorithm
Input : The auxiliary graph H(G) = (V ′, E′) for a zone-connected graph G = (V,E,B, z)
Output: Matrix pmatrix of size m(G)×m(G)
Vector npocket of size m(G)
Vector parent of size m(G)
1 Initialize pmatrix[j1, j2]← 0 for all j1, j2 ∈ {1, 2, . . . ,m(G)};
2 Initialize npocket[j]← 0 for all j ∈ {1, 2, . . . ,m(G)};
3 Initialize parent[j]← 0 for all j ∈ {1, 2, . . . ,m(G)};
4 if ← 0;
5 Fif ← {0};
6 F fin ← ∅;
7 while Fif − F fin 6= ∅ do
8 Choose f ∈ Fif − F fin;
9 ix ← 0;
10 Φf,0 ← {x ∈ V ′ − Fif : xf ∈ E′};
11 if f 6= 0 then
12 Let A1, A2, . . . , Ak be the components of the subgraph induced by Φf,0;
13 npocket[f ]← k;
14 for j ← 1 to k do
15 for y ∈ Aj do
16 pmatrix[y, f ]← j;
17 Y ← {y ∈ V ′ − (F ∪ Φf,ix) : ∃x1, x2 ∈ Φf,ix , yx1, yx2 ∈ E′};
18 while Y 6= ∅ do
19 if f 6= 0 then
20 for y ∈ Y do
21 Choose x ∈ Φf,ix such that xy ∈ E′;
22 pmatrix[y, f ]← pmatrix[x, f ];
23 ix ← ix + 1;
24 Φf,ix ← Φf,ix−1 ∪ Y ;
25 Y ← {y ∈ V ′ − (F ∪ Φf,ix) : ∃x1, x2 ∈ Φf,ix , yx1, yx2 ∈ E′};
26 Φf ← Φf,i;
27 for x ∈ Φf do
28 parent[x]← f ;
29 if ← if + 1;
30 Fif ← Fif−1 ∪ Φf ;
31 F fin ← F fin ∪ {f};
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and hence, the run time of Algorithm 2 can be simplified to O(|E′| +∑m(G)j=1 |Π(j)|). Later in this
section, it will be shown that the sum in this expression simplifies to O(m(G)2) time.
For each f ∈ M(G), Algorithm 2 assigns the zones in Φf to the correct zones of f , but each
pocket may also contain zones other than those in Φf ; by Lemma 14A, these zones cannot appear
in the iterated barrier when zone f is finalized. These zones are assigned to the pockets of f
during the second phase (i.e., the outward pass) of the efficient hole algorithm, which is detailed
in Algorithm 3. The inward pass of this algorithm began at zone 0 and proceeded into the region
being zoned, while the second pass will begin at each zone and progress outward to zone 0. The
structure of the outward pass is determined by the parent vector generated in Algorithm 2. The
elements of this vector can be considered as the edges of a directed graph; for each zone f ∈M(G),
this edge points from f to parent[f ]. Beginning at f , following these edges provides a directed
path from f to 0; the sequence of zones encountered in this path is called the finalization path of f ,
as defined below. Moreover, each zone’s finalization path is also equivalent to a list of the zones
that surround it, as shown in Lemma 17.
Definition 10. Let G = (V,E,B, z) be a zone-connected geo-graph with iterated barrier (F0, F1, . . . , Fi)
and finalization sequence (f0, f1, . . . , fi−1). For each zone x ∈ V ′ − 0, define parent[x] = f to be
such that x ∈ Φf when f is finalized by the iterated barrier. Furthermore, define the finalization path
of x, designated by P f (x) = (p1, p2, . . . , pj), such that p1 = x, pj = 0, and pi = parent[pi−1] for
i = 2, 3, . . . , j − 1.
Lemma 17. LetG = (V,E,B, z) be a zone-connected geo-graph with iterated barrier (F0, F1, . . . , Fi) and
finalization sequence (f0, f1, . . . , fi−1). For any pair of zones x, x′ ∈ V ′ − 0, zone x′ surrounds zone x if
and only if x′ appears on the finalization path of x.
For zone f ∈ M(G), Lemma 17 determines the set of zones that surround it. However, zone
f must still be assigned to one of the pockets of each zone on its finalization path. Suppose
that P f (f) = (p1, p2, . . . , pj). For each i ∈ {2, 3, . . . , j − 1}, Lemma 16 shows that Algorithm
2 assigns zone pi−1 to the correct pocket of zone pi. Lemma 13E shows that all of the zones
surrounded by zone pi−1 (i.e., Π(pi−1)) are contained in the same pocket of pi as pi−1. Therefore, if
pi−1 ∈ Πki−1(pi) for i ∈ {2, 3, . . . , j}, then p1 ∈ Πki−1(pi) as well. Moreover, all pocket assignments
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can be determined by traversing the finalization path of each zone. Algorithm 3 follows this
procedure to finish assigning zones to pockets as necessary.
Algorithm 3: Second phase (i.e., the outward pass) of the efficient hole algorithm
Input : The following outputs from Algorithm 2:
Matrix pmatrix of size m(G)×m(G)
Vector parent of size m(G)
Output: Matrix pmatrix of size m(G)×m(G)
1 for k ← 1 to m(G) do
2 f current ← parent[k];
3 while f current 6= 0 do
4 if parent[f current] 6= 0 then
5 pmatrix[k, parent[f current]]← pmatrix[f current, parent[f current]];
6 f current ← parent[f current];
Algorithm 3, when executed after Algorithm 2, will produce the correct pockets of the geo-
graph as shown in Lemma 18A. For each zone k ∈ M(G), its number of pockets will be stored in
element j of the npocket vector, and its pocket assignments will be stored in column j of matrix
pmatrix. Both of these data are required to assess the conditions of Theorem 1. Moreover, for any
two zones k1, k2 ∈ M(G), storing the pocket assignments allows one to determine whether k1 is
surrounded by k2 (and, if so, the pocket of k2 that contains it) in O(1) time.
Lemma 18. Let G = (V,E,B, z) be a zone-connected geo-graph with auxiliary graph H(G) and iterated
barrier (F0, F1, . . . , Fi) with finalization sequence (f0, f1, . . . , fi−1).
A. Executing Algorithm 3 after Algorithm 2 correctly determines all of the pockets of each zone inM(G).
B. The sum of the lengths of all finalization paths is at most (m(G)2 + 3m(G))/2, which occurs when
the finalization paths have length 2, 3, . . . ,m(G) + 1.
Algorithm 3 executes in O(m(G)2) time. Algorithm 3 assigns values of pmatrix by travers-
ing through the finalization path of each zone and, as Lemma 18B shows, these path lengths can
have (m(G)2 + 3m(G))/2 total length. This maximal sum occurs when the finalization paths have
length 2, 3, . . . ,m(G) + 1, which occurs when H(G) is a path. In general, E′ contains as many
as
(
m(G)+1
2
)
= (m(G)2 + m(G))/2 edges, and hence, running these two algorithms in sequence
requires O(m(G)2) time. Figure 4.4 shows an example when the sum of the lengths of the final-
ization paths is maximum by Lemma 18B. This example consists of zones whose boundaries are
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(a) Region boundaries with zones labeled (b) The auxiliary graph, H(G), for this region
Figure 4.4: Region that maximizes the sum of finalization path lengths
defined by nested rectangles; while Figure 4.4(a) shows four zones, this nesting can theoretically
be extended to any number of zones. Figure 4.4(b) shows that H(G) is a path with |E′| = m(G),
where the finalization path in of each zone k ∈ M(G) in this example is identical to the k, 0-path
in H(G). The sum of the finalization path lengths is (m(G)2 + 3m(G))/2. When the path in H(G)
elongates by considering more nested zones, |E′| grows linearly with m(G), while the sum of the
lengths of the finalizations paths grows quadratically in m(G), and hence, Algorithm 3 does not
run in O(|E′|) time. From an alternative perspective, removing zone k ∈M(G) from H(G) (other
than the smallest nested zone) produces two components: one containing {0, 1, 2, . . . , k − 1} and
one containing {k + 1, k + 2, . . . ,m(G)}. Therefore, the column of the pocket assignment matrix
pmatrix of this example graph corresponding to zone k ∈M(G) will have m(G)−k non-zero ele-
ments, since there are m(G)− k zones in the single pocket of zone k. All columns of pmatrix have
a total of
∑m(G)
k=1 (m(G)− k) = (m(G)2 − m(G))/2 non-zero elements. Therefore, the O(m(G)2)
run time required to traverse the finalization paths is not specific to the choice of implementation
for Algorithm 3; any algorithm that assigns these values individually will require O(m(G)2) time.
Furthermore, this analysis shows that the number of non-zero entries in an existing pmatrix is
O(m(G)2), which is equivalent to the summation
∑m(G)
j=1 |Π(j)|. Therefore, the run time of Algo-
rithm 2, previously shown to be O(|E′| + ∑m(G)j=1 |Π(j)|), is also O(m(G)2), and hence, running
Algorithms 2 and 3 determines the pockets of a geo-graph in O(m(G)2) time.
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4.2 Efficient Contiguity Algorithm
Verifying the conditions of Theorem 1 with simple search requires searching up to m(G) sub-
graphs of R(v); since geo-graph G is planar, each search can be resolved in O(|R(v)|) time, or
O(m(G)|R(v)|) time to complete all searches. Each of these searches begins with the vertices in
R(v), removes a subset of its vertices, and checks whether Nz(v)(v) is contained in a single com-
ponent of the subgraph induced by the remaining vertices. The first condition of this theorem
removes all vertices not contained in any pocket of zone z(v), while the second condition removes
all of the vertices from one pocket. These subgraphs may share many common vertices; every
subgraph will contain the vertices of R(v) ∩ V (z(v)), and any other vertex will appear in all but
one of the subgraphs. Conceptually, verifying these conditions is similar to graph biconnectivity.
A connected graph is called biconnected if and only if removing any single vertex does not split
the remaining subgraph into more than one component. Similarly, the conditions of Theorem 1
are satisfied if any only if removing some subset of the vertices of R(v) does not split Nz(v)(v)
among multiple components of the remaining subgraph. This section develops an algorithm to
evaluate all of the conditions in Theorem 1 in O(|R(v)|) time by transforming them into a single
biconnectivity evaluation on a related graph called the pocket graph. The structure of the pocket
graph and the process by which it is constructed will also be discussed.
To simplify notation in the conditions of Theorem 1, the set of zones that are not surrounded
by zone z(v) are collected into a set called the null pocket of z(v), Π0(z(v)) ≡ M0(G) − (Π(z(v)) ∪
{z(v)}); the null pocket is equivalent to the connected component Tm in Lemma 9. Adopting this
notation allows the two separate conditions of Theorem 1 to be rewritten as a single condition,
as shown in Corollary 2. This single collection of conditions on subgraphs of R(v) will be col-
lectively referred to as the pocket conditions. While the null pocket is defined in opposition from
the other pockets from a surroundedness perspective, considering all pockets together provides a
convenient partition of M0(G) by noting that M0(G) = {z(v)} ∪ (
⋃pi(z(v))
j=0 Πj(z(v))) for any v ∈ V .
Therefore, the term “pocket” in this section can refer to the null pocket unless explicitly stated
otherwise, and the collective term “pockets” includes the null pocket.
Corollary 2. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . The subgraph induced by
V (z(v))−v is connected if and only ifNz(v)(v) is contained in a single component of the subgraph induced
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by R(v) ∩ V (M0(G)−Πj(z(v))) and for every j ∈ {0, 1, 2, . . . , pi(z(v))}.
Since vertices may appear in multiple subgraphs in the pocket conditions, evaluating these
conditions with search may redundantly explore edges between repeated vertices. For example,
vertices in zone z(v) are not removed in any pocket condition; if two vertices in R(v) ∩ V (z(v))
are adjacent, then the edge between them may be visited during each search. To avoid these
redundant visits, such vertices are grouped into connected neighbor components.
Definition 11. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . Let the neighbor
components of v be defined as T1(v), T2(v), . . . , Tα(v)(v), the components of the subgraph induced by
R(v)∩V (z(v)). Furthermore, order these components such that Ti(v)∩Nz(v)(v) 6= ∅ for i = 1, 2, . . . , α′(v)
and Ti(v) ∩Nz(v)(v) = ∅ for i = α′(v) + 1, α′(v) + 2, . . . , α(v) for some 0 ≤ α′(v) ≤ α(v).
For example, in the augmented neighborhood depicted by Figure 4.1(a), one possible neighbor
component ordering is T1(v) = {v3, v5}, T2(v) = {v6, v7}, and T3(v) = {v1}, with α′(v) = 2 and
α(v) = 3. From Definition 11, it is clear that if α′(v) is equal to one, then all pocket conditions are
satisfied, since R(v) ∩ V (z(v)) ⊆ R(v) ∩ V (M0(G) − Πj(z(v))) for every j ∈ {0, 1, 2, . . . , pi(z(v))}.
Furthermore, if α′(v) = 0, then v is the only unit in zone z(v), since G is zone-connected; its
removal would eliminate zone z(v), and therefore such a transition should not be allowed. Even
if α′(v) ≥ 2, the number of pocket conditions that must be checked can be reduced by noting that
the subgraph induced by R(v) is connected, and therefore the pocket condition for any pocket
that does not have at least one vertex appearing in R(v) is satisfied automatically. Each pocket
of z(v) that does have at least one vertex in R(v) will contribute a vertex to the pocket graph,
which will be defined later in this section; this set of pockets will be represented by V pi(v) = {j ∈
{0, 1, 2, . . . , pi(z(v))} : V (Πj(z(v))) ∩ R(v) 6= ∅}. The vertices in each pocket exhibit a transitive
property, as shown in Lemma 19, which will be useful when evaluating pocket conditions.
Lemma 19. Let G = (V,E,B, z) be a zone-connected geo-graph. For any zone k ∈ M(G), j ∈
{0, 1, 2, . . . , pi(k)}, and vertices v1, v2 ∈ V (M(G) − k) such that v1 ∈ R(v2), if v1 ∈ V (Πj(k)), then
v2 ∈ V (Πj(k)).
One limitation of assessing each pocket condition independently is that individual vertices of
R(v) may appear in many or all of the subgraphs to be searched. In fact, verifying the pocket con-
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dition corresponding to pocket j ∈ {0, 1, 2, . . . , pi(z(v))} requires searching a subgraph containing
all of the vertices in R(v) except those in V (Πj(z(v))). Lemma 20 translates this pocket condition
into an equivalent condition on only the vertices in V (Πj(z(v))) by examining the perimeters of v.
Lemma 20. LetG = (V,E,B, z) be a zone-connected geo-graph. For any v ∈ V and j ∈ V pi(v), Nz(v)(v)
is contained in a single component of the subgraph induced by R(v) ∩ V (M0(G) − Πj(z(v))) if and only
if for every pair of vertices x1, x2 ∈ R(v) ∩ V (Πj(z(v))) (including cases when x1 = x2) there is an x1,
x2-perimeter on v, call it W , such that W ∩N(v) ⊆ N(v) ∩ V (Πj(z(v))).
While Lemma 20 relates the pocket conditions to conditions on the perimeters of v, the se-
quence of units encountered on these perimeters may not be known for many applications. For
example, geographic information system (GIS) software may be able to extract adjacency data for
the basic units (e.g., census blocks, counties) that define the region being zoned, but may not be
able to extract the order in which adjacent units are visited as one travels along a unit perimeter.
To analyze the conditions of Lemma 20 using graph search, the following lemma translates this
condition on perimeters to a condition on paths in R(v).
Lemma 21. Let G = (V,E,B, z) be a zone-connected geo-graph. For any v ∈ V and j ∈ V pi(v), if
Nz(v)(v) is contained in a single component of the subgraph induced by R(v) ∩ V (M0(G) − Πj(z(v))),
then for every pair of vertices x1, x2 ∈ R(v) ∩ V (Πj(z(v))), there is an x1, x2-path, P , such that P ⊆
R(v) ∩ V (Πj(z(v)) ∪ {z(v)}).
The path requirement in Lemma 21 can be applied to any pair of vertices in a pocket, showing
that this pair of vertices is connected by a path that only includes vertices that are either not in
any pocket of z(v), or are in pocket j of z(v). The following definition collects all the vertices that
can be reached by such paths into a set called Θj(v). Lemma 22 relates this set of vertices to the
pocket conditions.
Definition 12. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . For any j ∈ V pi(v), the
neighbor pocket of v for pocket j is defined by Θj(v) = {u ∈ R(v) : for some x ∈ R(v) ∩ V (Πj(z(v)))
there is an x, u-path, P , with P ⊆ R(v) ∩ V (Πj(z(v)) ∪ {z(v)})}.
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v1 (A) v2 v3(B)
v4 v5
v8(A)v7v6(C)
(a) Augmented neighborhood failing Lemma 22
v1 (A) v2 v3(B)
v4 v5
v8(C)v7v6(A)
(b) Augmented neighborhood satisfying Lemma 22, but
failing Lemma 24
Figure 4.5: Augmented neighborhoods including vertices from three pockets (“A”, “B”, and “C”)
Lemma 22. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . For any j ∈ V pi(v), if
Nz(v)(v) is contained in a single component of the subgraph induced by R(v) ∩ V (M0(G) − Πj(z(v))),
then the subgraph induced by Θj(v) has a single component.
For example, the augmented neighborhood depicted in Figure 4.5(a) does not satisfy the con-
ditions of Lemma 22; the neighbor pocket corresponding to pocket “A” contains the vertices
ΘA(v) = {v1, v2, v4, v5, v7, v8}, which induces two components in R(v). In contrast, if the pocket
vertices were rearranged as in Figure 4.5(b), then the conditions of Lemma 22 would be satisfied.
It is clear from the definition that a neighbor pocket can only contain vertices in its corresponding
pocket of z(v), or in some Tk(v) with k ∈ {1, 2, . . . , α(v)}. For any particular neighbor component,
Lemma 23 shows that a neighbor pocket must contain all of the vertices in a neighbor component
or none of these vertices.
Lemma 23. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V , such that tk ∈ Tk(v) for any
k ∈ {1, 2, . . . , α(v)}. For any j ∈ V pi(v), tk ∈ Θj(v) if and only if Tk(v) ⊆ Θj(v).
Consider the construction of T1(v), T2(v), . . . , Tα(v); one straightforward way to construct these
neighbor components is to choose an unvisited vertex in R(v) ∩ V (z(v)) and execute a graph
search algorithm that is allowed to visit vertices in R(v) ∩ V (z(v)). Once this search terminates,
this process repeats if there remain any unvisited vertices in R(v) ∩ V (z(v)). Each search may
encounter edges with one endpoint in the neighbor component and the other endpoint in a pocket
of z(v). Though the search should not visit the pocket vertex associated with this edge, the search
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process can store (1) the set of pockets encountered in this way, and (2) the set of edges from the
neighbor component into each encountered pocket.
Definition 13. LetG = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . Define the set of neighbor
pockets containing Tk(v) as Jk(v) ≡ {j ∈ V pi(v) : Tk(v) ⊆ Θj(v)} for any k ∈ {1, 2, . . . , α(v)}. For
each j ∈ Jk(v), define Ej,k(v) ≡ {xy ∈ E : x ∈ Tk(v), y ∈ R(v) ∩ V (Πj(z(v)))} to be the set of edges
with one endpoint in Tk(v) and the other endpoint in R(v) ∩Πj(z(v)).
Maintaining the sets in Definition 13 is an important part of the efficient contiguity algo-
rithm. For example, the Lemma 22 condition can be tested with search as follows. For any
j ∈ V pi(v), choose any vertex in R(v) ∩ V (Πj(z(v))) and begin a search that can only visit ver-
tices in R(v) ∩ V (Πj(z(v))). However, the first time this search discovers an edge with one end-
point in R(v) ∩ V (Πj(z(v))) and the other endpoint in Tk(v) for some k ∈ {1, 2, . . . , α(v)}, this
search can immediately add the edges in Ej,k(v) to the search rather than exploring the vertices
in Tk(v) individually. If this search does not visit all of the vertices in R(v) ∩ V (Πj(z(v))), then
Lemma 22 implies that Nz(v)(v) is not contained in a single component of the subgraph induced
by R(v) ∩ V (M0(G) − Πj(z(v))), and Corollary 2 shows that removing v from its current zone
causes that zone to become discontiguous.
From a computational perspective, one can determine how often each edge is visited while
assessing Lemma 22 using graph search. When evaluating pocket j ∈ V pi(v), this search will visit
two types of edges: (1) those with both endpoints in R(v) ∩ V (Πj(z(v))), and (2) those with one
endpoint inR(v)∩V (Πj(z(v))) and the other endpoint in Tk(v) for some k ∈ {1, 2, . . . , α(v)}. Each
edge will be visited at most twice. Furthermore, each edge visited in this way will not be visited
by the search for any other j′ ∈ V pi(v)−j. Each of these edges appears in the subgraph induced by
R(v), and hence, the total number of edges visited will be O(|R(v)|) and therefore all searches can
be conducted in O(|R(v)|) time. Furthermore, consider the case of using search to construct the
neighbor components of v. For any k ∈ {1, 2, . . . , α(v)}, constructing neighbor component k will
visit two types of edges: (1) those with both endpoints in Tk(v), and (2) those with one endpoint
in Tk(v) and the other endpoint in R(v) ∩ V (Πj(z(v))) for some j ∈ V pi(v). Each edge will be
visited at most twice, and any edge visited when constructing neighbor component Tk(v) will not
be visited when constructing any Tk′(v) for k′ ∈ {1, 2, . . . , α(v)} and k′ 6= k. Therefore, both the
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neighbor components and neighbor pockets can be constructed in O(|R(v)|) time.
For each k ∈ {1, 2, . . . , α(v)}, the benefits of storing the partitioned edge sets Ej,k(v) relate to
computation time. The benefit of maintaining the set of adjacent zones Jk(v) will relate to the
construction of the edges in the pocket graph. However, Lemma 24 shows that maintaining this
set also allows one to identify additional cases when the pocket conditions are violated.
Lemma 24. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V and α′(v) ≥ 2. For any
k ∈ {1, 2, . . . , α′(v)}, if Jk(v) = {j} (i.e., |Jk(v)| = 1), then Nz(v)(v) is not contained in a single
component of the subgraph induced by R(v) ∩ V (M0(G)−Πj(z(v))).
Though Figure 4.5(b) depicts an augmented neighborhood that satisfies Lemma 22, it does not
satisfy Lemma 24; the neighbor component that contains v4 (suppose it is Tk(v)) has Jk(v) that
contains only pocket “A”, yet k ≤ α′(v) since Tk(v) contains a unit in Nz(v)(v). This conclusion is
consistent with Theorem 1, as removing the vertices of pocket “A” isolates v4 from v2, v5, and v7
in the remaining subgraph. While Lemma 24 relates to those neighbor components that contain
at least one vertex of Nz(v)(v). Lemma 25 shows that each neighbor pocket must contain at least
one such neighbor component.
Lemma 25. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V . For any j ∈ V pi(v), there is
at least one k ∈ {1, 2, . . . , α′(v)} such that Tk(v) ⊆ Θj(v).
The following definition demonstrates the construction of the pocket graph. Its vertex set,
defined earlier, corresponds to the set of pockets with at least one vertex appearing in R(v). The
edges of the pocket graph correspond to pairs of neighbor pockets that contain a common neigh-
bor component. The role of the pocket graph in assessing the pocket conditions will be discussed.
Definition 14. Let G = (V,E,B, z) be a zone-connected geo-graph. Define the pocket graph on vertex
v ∈ V as Gpi(v) = (V pi(v), Epi(v)), whose edges are given by Epi(v) = {j1j2 ∈ V pi(v) × V pi(v) : ∃k ∈
{1, 2, . . . , α(v)}, Tk(v) ⊆ Θj1(v) and Tk(v) ⊆ Θj2(v)}.
The following two lemmas and theorem demonstrate the relationship between the pocket
graph and the pocket conditions. Lemma 26 demonstrates how edges in the pocket graph are as-
sociated with paths between vertices in the associated neighbor pockets, while Lemma 27 shows
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v1 (A) v2 v3(B)
v4 v5
v8(A)v7v6(C)
(a) Augmented neighborhood for the hatched region
B A C
(b) Pocket graph for the augmented neighborhood
Figure 4.6: Augmented neighborhood failing Theorem 5
that any individual pocket condition is satisfied if and only if the vertex corresponding to its
neighbor pocket is not a cut-vertex of the pocket graph. Finally, Theorem 5 shows that satisfying
all pocket conditions is equivalent to the biconnectivity of the pocket graph.
Lemma 26. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V , and the subgraph induced
by Θj(v) has one component for every j ∈ V pi(v). For j1, j2 ∈ V pi(v), j1j2 ∈ Epi(v) if and only if, for
every x1 ∈ Θj1(v) and x2 ∈ Θj2(v), there is a x1, x2-path in the subgraph induced by Θj1(v) ∪Θj2(v).
Lemma 27. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V , α′(v) ≥ 2, and |Jk(v)| ≥ 2
for every k ∈ {1, 2, . . . , α′(v)}, and the subgraph induced by Θj(v) has one component for every j ∈
V pi(v). For any j ∈ V pi(v), Nz(v)(v) is contained in a single component of the subgraph induced by
R(v) ∩ V (M0(G)−Πj(z(v))) if and only if the subgraph induced by V pi(v)− j in Gpi(v) is connected.
Theorem 5. Let G = (V,E,B, z) be a zone-connected geo-graph with v ∈ V , α′(v) ≥ 2, and |Jk(v)| ≥ 2
for every k ∈ {1, 2, . . . , α′(v)}, and the subgraph induced by Θj(v) has one component for every j ∈
V pi(v). The vertex set Nz(v)(v) is contained in a single component of the subgraph induced by R(v) ∩
V (M0(G)−Πj(z(v))) for every j ∈ {1, 2, . . . , pi(z(v))} if and only if Gpi(v) is biconnected.
Figures 4.6(a) and 4.7(a) depict two augmented neighborhoods that satisfy the assumptions for
applying Theorem 5, and whose pocket graphs are shown in Figures 4.6(b) and 4.7(b), respectively.
Figure 4.6(a) is structured similarly to the augmented neighborhood shown in Figure 4.5(a), but
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(b) Pocket graph for the augmented neighborhood
Figure 4.7: Augmented neighborhood satisfying Theorem 5
with units v2 and v5 expanded to become adjacent. This expansion allows the augmented neigh-
borhood in Figure 4.6(a) to satisfy the conditions of Lemma 22, while the augmented neighbor-
hood in Figure 4.5(a) does not. However, neither of these augmented neighborhoods satisfies the
conditions of Theorem 1; removing the vertices in pocket “A” separates the neighbors v2 and v5
into one component of the remaining subgraph, while neighbors v4 and v7 are in a different com-
ponent. Hence, while the augmented neighborhood in Figure 4.6(a) satisfies Lemma 22, its pocket
graph fails to satisfy Theorem 5, leading to a conclusion consistent with Theorem 1. By contrast,
the augmented neighborhood depicted in Figure 4.7(a) does satisfy Theorem 5, consistent with its
satisfaction of Theorem 1.
Biconnectivity of Gpi(v) can be assessed in O(|V pi(v)| + |Epi(v)|) time with existing search al-
gorithms (Tarjan, 1972; Horowitz and Sahni, 1978). Clearly, V pi(v) ≤ |R(v)|, since each pocket in
V pi(v) must contain at least one of its vertices that appears in R(v). However, consider the con-
struction of the edges of the pocket graph. For each k ∈ {1, 2, . . . , α(v)}, the number of pairs of
neighbor pockets in which Tk(v) appears is given by
(|Jk(v)|
2
)
; it is not immediately clear that the
number of edges in the pocket graph will beO(|R(v)|). However, Lemma 28 shows that biconnec-
tivity of the entire pocket graph does not need to be evaluated. Based on the construction of the
pocket graph, the subgraph induced by Jk(v) will be a complete graph. Lemma 28 and Corollary
3 show that all of these edges do not need to be added to the pocket graph; adding the edges
of a cycle through Jk(v) is sufficient (i.e., |Jk(v)| edges are added). The reduced pocket graph,
G
pi
(v) = (V pi(v), E
pi
(v)), is produced by adding only these cycles. Since there must be at least one
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edge connecting a vertex in Tk(v) with a vertex in pocket j for j ∈ Jk(v), the number of edges
added to the reduced pocket graph is at most equal to the number of edges with exactly one end-
point in Tk(v) (and the other endpoint elsewhere in |R(v)|). Since there is no edge with endpoints
in Tk(v) and Tk′(v) for k′ ∈ {1, 2, . . . , α(v)} and k′ 6= k, the number of edges in Epi(v) is at most
equal to the number of edges in the subgraph induced by R(v), and hence, biconnectivity of the
pocket graph can be assessed in O(|V pi(v)|+ |Epi(v)|) ≤ O(|R(v)|) time.
Lemma 28. Let G = (V,E) be a biconnected graph, such that V ⊆ V induces a complete subgraph in
G, and let G = (V,E) be identical to G, except that the subgraph induced by V is replaced with any
biconnected subgraph on V in G. Then graph G is biconnected if and only if graph G is biconnected.
Corollary 3. Suppose that Gpi(v) = (V pi(v), Epi(v)) is constructed by iterating over i = 1, 2, . . . , α(v)
and adding an edge between every pair of zones in Ji(v), while G
pi
(v) = (V pi(v), E
pi
(v)) is constructed
by adding a cycle through the set of zones in Ji(v). Then graph Gpi(v) is biconnected if and only if graph
G
pi
(v) is biconnected.
Algorithm 4 runs in O(|R(v)|) time and returns the correct assessment of the pocket condi-
tions. Line 1 identifies the vertices of the pocket graph and can be executed in O(|R(v)|) time by
iterating through the list containingR(v). Lines 2-10 construct the neighbor components and store
the partitioned edge sets and set of adjacent pockets for each neighbor component, as defined in
Definition 13. This process can be executed in O(|R(v)|) time as described above, as can the con-
struction and assessment of the neighbor pockets in Lines 11-14. The edge setEpi(v) is constructed
in Lines 15-24; the set of edges added is reduced by Corollary 3, and runs in O(|R(v)|) time. Fi-
nally, Line 26 assesses the biconnectivity of Gpi(v) through the function IsBiConnected(Gpi(v)),
which runs in O(|V pi(v)|+ |Epi(v)|) ≤ O(|R(v)|) time using a depth-first search algorithm (Tarjan,
1972; Horowitz and Sahni, 1978). Therefore, the entire algorithm runs in O(|R(v)|) time.
4.3 Conclusion
By integrating contiguity information at both the zone and unit levels, the geo-graph is able to
efficiently evaluate contiguity constraints in local search approaches to graph partitioning. When
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Algorithm 4: Determine whetherNz(v)(v) is contained in a single component of the subgraph
induced by R(v) ∩ V (M0(G)−Πj(z(v))) for every 1 ≤ j ≤ pi(z(v))
Input : Zone-connected geo-graph G = (V,E,B, z) with v ∈ V such that Nz(v) 6= ∅
Output: true or false
1 V pi(v)← {j ∈ {1, 2, . . . , pi(z(v))} : R(v) ∩ V (Πj(z(v))) 6= ∅};
2 Construct T1(v), T2(v), . . . , Tα′(v)(v), Tα′(v)+1(v), . . . , Tα(v)(v);
3 if α′(v) = 1 then
4 return true;
5 else
6 for k = 1 to α(v) do
7 Ej,k(v)← {xy ∈ E : x ∈ Tk(v), y ∈ R(v) ∩ V (Πj(z(v)))};
8 Jk(v)← {j ∈ V pi(v) : Ej,k(v) 6= ∅};
9 if |Jk(v)| < 2 and k ≤ α′(v) then
10 return false;
11 for j ∈ V pi(v) do
12 Construct Θj(v);
13 if Θj(v) has more than one component then
14 return false;
15 E
pi
(v)← ∅;
16 for i = 1 to α(v) do
17 if |Ji(v)| = 2 then
18 Let Ji(v) = {j1, j2};
19 E
pi
(v)← Epi(v) ∪ {j1j2};
20 else
21 Let (j1, j2, . . . , j|Ji(v)|) be any ordering of Ji(v);
22 E
pi
(v)← Epi(v) ∪ {j1j|Ji(v)|};
23 for k = 2 to |Ji(v)| do
24 E
pi
(v)← Epi(v) ∪ {jk−1jk};
25 Let Gpi(v) = (V pi(v), Epi(v));
26 return IsBiConnected(Gpi(v));
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a unit is removed from a zone, knowing the composition of that zone’s pockets allows post-
removal contiguity to be assessed by only examining the units whose boundaries share at least
a single point with the removed unit, as shown in Theorem 1. If these units are examined using
search, Chapter 3 provides simple algorithms to assessing the pockets of all zones in O(m(G)3)
time and conducting these searches in O(m(G)|R(v)|) time. However, each of these two algo-
rithms ignores the underlying structure of the geo-graph. By exploiting this structure, the algo-
rithms presented in this chapter can assess the pockets of all zones in O(m(G)2) time and assess
contiguity in O(|R(v)|) time.
When single-vertex transfer is implemented, geo-graph partitioning shares many similarities
to dynamic graph contiguity. Dynamic graphs are characterized by a single graph under repeated
update and query operations. Update operations make small changes to the structure of the
graphs, typically by inserting or removing an edge or vertex, while query operations request in-
formation about graph properties such as connectivity of the current graph. At least one of these
operations typically runs in polylogarithmic time in the size of the graph by creating and updat-
ing a hierarchical decomposition the elements of the graph. Examples include the sparsification
strategy used by Eppstein et al. (1997) and the balanced piece decomposition used by Frigioni
and Italiano (2000). In contrast, the algorithmic improvements attained in this chapter are derived
from the structure of the graph; the data structures used by these algorithms are based on stan-
dard graph search procedures, and hence, may be attractive to practitioners in their simplicity. By
using only graph structure, rather than data organization, to reduce computation, it is possible
that more insightful data structures may be applied in the future to achieve further reductions in
computation. For example, the current algorithm for determining zone pockets is currently exe-
cuted anew each time the structure of H(G) changes; an algorithm that takes advantage of this
dynamic structure instead of computing from scratch may be able to further reduce computation.
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Chapter 5
Creating United States Congressional
Districts
While geo-graph algorithms developed in this dissertation limit the maximum number of ver-
tices that need to be visited to assess district contiguity during local search, average case assess-
ments are more critical in practice. To estimate the benefit of the geo-graph model in practical
districting problems, Chapter 3 considered the state of Kansas and the partitioning of its census
blocks into the districts of 109th United States Congress. Both simple (breadth-first and depth-
first) search and geo-graph search were applied to the census blocks in these districts, finding that
geo-graph search visited 7.92 edges on average, while simple search averaged 11, 449 edges for
breadth-first search (BFS) and 91, 894 edges for depth-first search. While the results for Kansas are
significant, the computational savings realized by geo-graph search in other scenarios will depend
on several factors, such as how the state’s population is distributed among the units, the sizes of
the augmented neighborhoods of the units, number of vertices in each district, and the number
of cut-vertices in each district. Some of these factors will vary from problem instance to problem
instance, and may evolve as local search progresses. For example, a local search procedure that
favors compact districts would be less likely to produce districts with cut-vertices than one opti-
mizing a different objective. Therefore, applying the geo-graph approach to a diverse set of large
practical districting problems will provide a more complete estimate of how its computational
savings depends on these factors.
This chapter is structured as follows. Section 5.1 considers practical issues that arise when
creating United States Congressional Districts from census blocks and presents ways to resolve
these issues, while Section 5.2 discusses the particular problem instances encountered while cre-
ating United States Congressional Districts in Arizona, Massachusetts, New Mexico, and New
York. Section 5.3 details the experimental procedure used to create these districts in this chapter;
Section 5.4 summarizes the districts generated by this procedure and discusses the computational
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savings provided by the geo-graph. Section 5.5 draws conclusions on the outcomes of these ex-
periments.
5.1 Practical Issues
The geo-graph model makes several assumptions about the geometry of the unit boundaries;
these assumptions must be satisfied if a districting problem is to be modeled with a geo-graph.
First, each boundary must be a single simple closed curve, and second, the boundary curves must
collectively divide the plane into exactly |V | + 1 regions. The latter assumption is true for the
census blocks of each state. Unpopulated areas within the state border, including bodies of water,
are covered by census blocks. However, the boundary of a census block is defined by natural
and man-made geography; while these boundaries are always closed curves, they may consist of
multiple or non-simple curves. Nonetheless, these discrepancies can be (1) efficiently identified
using GIS software, and (2) transformed into units with acceptable boundaries with superficial
impact on the solution space. In most cases, these transformations do not prune any feasible
solutions from the solution space, instead pruning infeasible solutions. The geo-graph model
can be applied to each state after the input data are preprocessed to eliminate the unacceptable
unit boundaries. In the shapefile for each state, each census block is stored as a polygon that is
bounded by one or more simple closed curves called “rings” (Theobald, 2001). The number of
rings for each block can be extracted using GIS software, and any block with more than one ring
must have a boundary violation.
Boundary violations can be broadly categorized into two types: hole violations and piece vi-
olations. Hole violations occur when one boundary ring is nested inside another (e.g., unit v2 in
Figure 5.1(a)), while piece violations occur when two boundary rings are not nested in this way
(e.g., unit v3 in Figure 5.2(a)). While boundary violations may arise in census blocks, they are rare.
For example, of the 350, 169 census blocks in the state of New York during the 2010 census, 6, 225
blocks have hole violations and 263 blocks have piece violations; roughly 1.9% of census blocks
have boundary violations, the majority of which are hole violations. Of the 157, 508 census blocks
in Massachusetts, 4, 747 blocks have hole violations and 125 blocks have piece violations; roughly
3.1% of census blocks have boundary violations, with the majority being hole violations. While
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v2
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v3 v4
(a) Unit containing a hole
v1
v3 v4
v  ∪ v2 5
(b) Hole resolved by merging units
Figure 5.1: Example of a unit containing a hole and its resolution by merging units
neither example contains a single census block exhibiting both types of violations, such violations
are theoretically possible. Nonetheless, these examples demonstrate that while boundary viola-
tions do occur, they are relatively infrequent in practice when compared to the number of units.
Methods for resolving these violations will be discussed, along with their impact on the solution
space.
Hole violations occur when an individual census block contains a hole. As with zone holes, a
unit hole occurs if one can draw a closed curve through its interior such that the area inside this
curve includes one or more points of another unit. For example, unit v2 in Figure 5.1(a) contains
a hole that is filled by unit v5. However, consider the case if unit v5 was moved to the left until
its upper-left corner touched the left outer boundary of v2; the boundary of v2 would still not be
a simple closed curve, but is would not be possible to draw a closed curve through the interior of
v2 that encloses v5. However, a closed curve could be drawn if it was allowed pass through the
interior of v2 and a single point on its boundary (i.e., the point where the corner of the trapezoid
meets the left outer boundary of v2). In this configuration, v5 would be contained in a degenerate
hole of v2, and v2 would still exhibit a boundary violation. While Figure 5.1(a) depicts one hole
that contains one unit, this definition can be generalized consider a unit with multiple holes, each
of which could contain multiple units.
One simple way to eliminate a hole violation is to merge the unit(s) in the hole with the vi-
olating unit, combining all of their land area and their population. This strategy is depicted in
Figure 5.1(b), where units v2 and v5 have been merged into a single unit v2 ∪ v5. While this ap-
proach does prune solutions from the solution space, the pruned solutions tend to be infeasible
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(a) Unit with two point-connected pieces
v1
v3 v4
v2
(b) Pieces combined by opening
Figure 5.2: Example of a unit with two point-connected pieces and their resolution by opening
in practice. In particular, the only solutions that are pruned are those where at least one unit, v, is
located in a hole of another unit, v′, but both units are not assigned to the same zone. In this case,
the entire zone containing v must reside entirely within that hole, since the any paths between v
and a unit outside this hole must pass through v′, and each district must be connected. Moreover,
each district must have roughly the same populations as every other district. While such cases are
theoretically possible, the likelihood of such concentrated population is unlikely in practice. For
example, the maximum population in a hole of any unit of the four states considered in this chap-
ter is 10, 172 people in Massachusetts, where a single census block surrounds all of Nantucket, yet
this hole contains less than 2% of the average district population in the state; such a small popu-
lation would certainly violate any reasonable measure of population balance among the districts.
This example demonstrates that, in practice, a unit-merging strategy can eliminate hole violations
without pruning feasible solutions from the solution space, though infeasible solutions (i.e., those
where the units within a hole are not in the same district as the unit that contains this hole) will
be pruned. This lack of impact on the feasible solution space is important, as hole violations tend
to be more frequent than piece violations, as shown earlier.
Piece violations occur when a census block is not a single contiguous area, but comprises
several disconnected areas (called pieces) that are individually contiguous. Most commonly, units
with piece violations have all of their pieces in holes of another single unit, and are resolved
by merging them with this unit as described earlier. Of the 72 units with piece violations in
Arizona, 56 can be resolved in this way; in New York, 247 of 263 units with piece violations can
be resolved in this way. However, there do exist cases where piece violations cannot be resolved
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in this way; other strategies exist for resolving these violations. Recall that an area is considered
contiguous if any two points on its interior can be connected by a curve passing only through
its interior. Therefore, two areas sharing only isolated points on their common boundary are not
considered contiguous. For example, the two areas marked v3 in Figure 5.2(a) are two pieces of
one unit connected at a common corner point. This kind of violation can be resolved by “opening”
this common point, as demonstrated in Figure 5.2(b). Opening this point combines both pieces
into a single area. Graphically, this resolution is depicted by rounding off the two corners that
pinch together at this common point in Figure 5.2; it can also be applied when more than one unit
appears on each side of the pinched corner without adding or removing any edges from the graph,
and hence, the solution space is not affected by this resolution, due to Theorem 6. This resolution
may reduce the size of R(v) for some units; in Figure 5.2(a), the unit arrangements would include
v1 in R(v4) (and vice versa), but this is not the case in Figure 5.2(b). More generally, any units
that are point-adjacent across the opened point will no longer be point-adjacent after this point is
opened. While this reduction in the size of R(v) will not affect the solution space, it may reduce
the number of vertices that must be analyzed in Theorem 1, though these saving are unlikely to
be substantial in practice due to the small number of units with piece violations.
Theorem 6. Let GB = (VB, EB) be the plane embedding of the graph whose faces are each bounded by
simple closed curves, such that the faces of GB are FB . For any two faces fI, fII ∈ FB that share a vertex
v ∈ VB (but do not share an edge), there is an embedded plane graph, G′B = (V ′B, E′B), with faces F ′B that
are each bounded by simple closed curves, and a surjective function µF : FB → F ′B and a bijective function
µE : EB → E′B such that
1. µF (fI) = µF (fII)
2. Every pair of faces f1, f2 ∈ FB with f1 6= fI, fII has µ(f1) 6= µ(f2)
3. If edge e ∈ EB separate faces fa and fb in GB , then edge µE(e) ∈ E′B separates faces µF (fa) and
µF (fb) in G′B
Proof. Let (e1, e2, . . . , ek) be the sequence of edges incident to v, ordered clockwise, and let the
faces incident to v be (f1, f2, . . . , fk), such that face fj is bounded by edges ej and ej+1 for j ∈
1, 2, . . . , k (for convenience of notation, let ek+1 = e1). Assume, without loss of generality, let
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f1 = fI and fk0 = fII for some k0 ∈ {3, 4, . . . , k − 1}. Since the boundary of each face is a simple
closed curve, no edge ej can be a loop, and every fj must be distinct. Subdivide each edge ej
by adding vertex vj , and rename the subdivided pieces as ej,1 and ej,2, where ej,2 is incident to
v. For each face fj , add an edge cj between vertices vj and vj+1, with cj is contained entirely in
the interior of fj (other than its two endpoints); the edge sequence C = (c1, c2, . . . , ck) is a cycle
whose corresponding curve encloses v. Moreover, cj divides face fj into two faces: call these fj,1
and fj,2, where fj,2 includes v on its boundary. Delete the edges ej,2, combining the area inside
the cycle C into a single area; furthermore, delete the edges c1 and ck0 , combining this area with
the areas of faces f1,1 and fk0,1, and call this combined face f
′
0.
To contract the remaining edges of cycle C, let e′2 = e2,1 and f02 = f2,1, then execute the
following algorithm for i = 3, 4, . . . , k0 − 1.
1. Let uj be the endpoint of ej,1 that is not vj
2. Add the edge e′j = v2uj to the graph and embed it in the area enclosed by face f
0
i−1
3. This edge splits f0i−1 into two faces; call the new face that includes e
′
j−1 as f
′
j−1
4. Delete edge ej,1 to combine the other new face with face fj,1, and call this combined face f0j
When this algorithm is complete, vertices v3, v4, . . . , vk0 each have degree two. Remove these
vertices, combining edges c2, c3, . . . , ck0−1 with edge ek0,1; call this combined edge e′k0 . Similarly,
let e′k0+1 = ek0+1,1 and f
0
k0+1
= fk0+1,1 and execute the above algorithm for i = k0+2, k0+3, . . . , k−
1, then remove vertices vk0+2, vk0+3, . . . , vk−1 to combine edges ck0+1, ck0+2, . . . , ck−1 with edge ek,1
to form edge e′k. Also, rename faces f
0
k0−1 and f
0
k−1 as f
′
k0−1 and f
′
k−1, respectively.
For any face f ∈ FB such that f /∈ {f1, f2, . . . , fk}, there is a face embedded identically in
F ′B ; call this identical face f
′ ∈ F ′B and let µF (f) = f ′. Similarly, for any edge e ∈ EB such that
e /∈ {e1, e2, . . . , ek}, there is an edge embedded identically in E′B ; call this edge e′ ∈ E′B and let
µE(e) = e
′. Let µF (fI) = µ(fII) = f ′0, and for each fi with i ∈ {2, 3, . . . , k0 − 1, k0 + 1, . . . , k}, let
µF (fi) = f
′
i . For each i ∈ {1, 2, . . . , k}, let µE(ej) = e′j .
From these definitions, µF is surjective and µE is bijective. Moreover, µF (fI) = µF (fII), but
otherwise µ(f1) 6= µ(f2) for any f1, f2 ∈ FB with f1 6= fI, fII. For any e ∈ EB , there are four cases:
1. e ∈ {e1, e2}: In GB , edges e1 and e2 separate face fI from faces fk and f2, respectively. In G′B ,
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(a) Unit with two disconnected pieces
v1
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(b) Violation resolved by annexing
Figure 5.3: Example of a unit with two disconnected pieces and their resolution by annexing
edges e′1 = µE(e1) and e′2 = µE(e2) separate face f ′0 = µF (fI) from faces f ′k = µF (fk) and
f ′2 = µF (f2), respectively.
2. e ∈ {e′k0 , e′k0+1}: In GB , edges ek0 and ek0+1 separate face fII from faces fk0−1 and fk0+1,
respectively. In G′B , edges e
′
k0
= µE(ek0) and e
′
k0+1
= µE(ek0+1) separate face f
′
0 = µF (fII)
from faces f ′k0−1 = µF (fk0−1) and f
′
k0+1
= µF (fk0+1), respectively.
3. e = ei for some i ∈ {3, 4, . . . , k0 − 2, k0 − 1, k0 + 2, k0 + 3, . . . , k}: In GB , edge ei separates
face fi−1 from face fi. By the algorithm, the e′i = µE(ei) separates face f
′
i−1 = µF (fi−1) from
face f ′i = µF (fi) in G
′
B .
4. Other edges: By the construction of G′B , any other edge e ∈ EB is on the boundary of face f
in GB if and only if edge µE(e) ∈ E′B is on the boundary of face µF (f) in G′B .
Therefore, for any e ∈ EB that separates faces fa and fb in GB , edge µE(e) ∈ E′B separates
faces µF (fa) and µF (fb) in G′B
When two pieces of a unit are entirely disconnected (i.e., they do not share an isolated point on
their common boundary), these violations can be resolved in different ways, depending on how
these pieces are arranged in the region. For example, consider a multi-piece unit where all but one
of these pieces are contained in holes of other units. If each hole-filling piece is annexed by the unit
that surrounds it, the multi-piece unit becomes a single piece that does not reside in a hole, and
hence, satisfies the boundary assumptions. Moreover, if each hole-residing piece is annexed by a
unit that is adjacent to the remaining piece, then no unit adjacencies are lost during annexation,
and the solution space is unaffected. If such annexation is not possible, it may still be possible
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(c) Violation resolved by splitting
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v  ∪ v2 3
(d) Violation resolved by merging
Figure 5.4: Example of a unit with two disconnected pieces and their resolution by annexing,
splitting, and merging
to resolve the piece violation without pruning feasible solutions. For example, unit v3 in Figure
5.3(a) has two entirely disconnected pieces, each of which is adjacent to the same set of units (i.e.,
units v1 and v2). Suppose that the piece on the right edge of v2 is annexed to v2 as shown in Figure
5.3(b); no adjacencies are lost or gained by this annexation (e.g., v1 remains adjacent to v2 and v3),
but unit v3 has been converted to a single piece. Annexation is, again, able to resolve the piece
violation without affecting the solution space. Note that when only part of a unit is annexed to
another unit, the populations of these units are left unchanged.
There are cases when annexation cannot be applied without affecting the solution space. For
example, unit v3 in Figure 5.4(a) has two pieces, each adjacent to a different set of units; the piece
on the upper boundary of v2 is adjacent to v1 and v2, while the piece on the right boundary of
v2 is adjacent to v2 and v4. While annexing can resolve the piece violation, doing so eliminates
an edge from the graph. Annexing the piece on the right border of v2 (as shown in Figure 5.4(b))
eliminates the adjacency between v3 and v4, while annexing the piece on the upper border of v2
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eliminates the adjacency between v1 and v3. Eliminating an edge in this way typically prunes
feasible solutions from the solution space when each district must be contiguous. Alternative
approaches also exist. Figure 5.4(c) shows v3 being divided into two units (the second labeled v5);
while this approach will not prune any feasible solutions from the solution space, it will introduce
new infeasible solutions (i.e., those where v3 and v5 are assigned to different districts). Additional
computation will be required to avoid visiting a feasible solution during local search. In fact, if
local search only moves one unit in each iteration, neither of the split units can be moved to a new
district, as doing so would assign them to different districts. Instead, unit v3 could be merged
with v2, as shown in Figure 5.4(d). This strategy also prunes feasible solutions from the solution
space (i.e., those where v2 and v3 are assigned to different districts). While these cases cannot be
resolved without affecting the solution space, the scope of their impact depends on the number
of such resolutions that need to be made. In New York, only 7 of 350, 169 census blocks need to
be resolved in this way, while none of the 168, 609 census blocks in New Mexico require these
resolutions. Due to the relative scarcity of these resolutions, any impact on the solution space is
likely to be superficial.
5.2 Input Data
The experiments conducted in this chapter draw data from several public sources. These data
fall into four categories: geographic data describing the arrangement of the census blocks in the
plane, district data assigning these blocks to their current districts, population data measuring
the number of residents in each block, and voting data that describe the political preferences of
these residents. The United States Census Bureau provides geographic data from the 2010 Cen-
sus as shapefiles for use in geographic information system (GIS) software (United States Census
Bureau, 2011a). The sets of neighbors and augmented neighbors for each block were extracted
from these files using the ArcGIS software package. District data for the 111th United States
Congress and population data from the 2010 Census were extracted from Missouri Census Data
Center (2011); two census blocks in Massachusetts (with Geographic Identifier 250250606001015
and 250250701011005) were moved from the eighth district to the ninth district to create a con-
tiguous ninth district. Voting data for the two major political parties (Democratic and Republican)
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Table 5.1: State characteristics for Arizona (AZ), Massachusetts (MA), New Mexico (NM), and
New York (NY)
State AZ MA NM NY
Census blocks (2010) 241, 666 157, 508 168, 609 350, 169
Congressional districts (111th Congress) 8 10 3 29
Population (2010) 6, 392, 017 6, 547, 629 2, 059, 179 19, 378, 102
Blocks per district 30, 208 15, 751 56, 203 12, 075
Unpopulated blocks 126, 924 61, 174 107, 799 107, 362
Blocks containing holes 5, 114 4, 747 3, 310 6, 225
Blocks with multiple pieces 72 125 102 263
Blocks remaining after preprocessing 230, 234 147, 565 162, 565 339, 933
Unpopulated blocks after preprocessing 120, 438 55, 040 103, 380 101, 546
were retrieved from Public Mapping Project (2011), who gather these data at the voting tabula-
tion district level and disaggregate them to the census block level. This methodology can produce
non-integer numbers of votes for each party in a census block, emphasizing the approximate na-
ture of the disaggregation procedure. Nonetheless, if one had access to exact measures of voting
preference, these data could be substituted before applying local search. Furthermore, voting data
for some census blocks are missing in each state; in these cases no political preferences are inferred
and vote counts are assumed to be zero for both parties. In the experimental results reported in
this chapter, voting data in Arizona, New Mexico, and New York were based on data from the
2008 presidential election, while voting data in Massachusetts were based on party registration.
Four states were analyzed in this chapter: Arizona, Massachusetts, New Mexico, and New
York. Table 5.1 describes some of their key characteristics. Among these states, New York has both
the most census blocks (350, 169) and the most districts (29), while Massachusetts has the fewest
census blocks (157, 508) and New Mexico has the fewest districts (three). These district counts
do not take into account the congressional apportionment that occurred after the 2010 Census,
in which Arizona gained one district (to nine), Massachusetts lost one district (to nine), New
York lost two districts (to 27), and New Mexico neither gained nor lost a district (Burnett, 2011).
Therefore, the experiments conducted in this chapter are not applicable to the 2010 redistricting
process (except in New Mexico), but rather demonstrate the ability of the geo-graph model to
efficiently assess contiguity during local search.
Since the number of districts in a state is not necessarily proportional to its number census
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Table 5.2: Statistics on the size of the augmented neighborhood, R(v), among the set of census
blocks in each state (all statistics measured in number of census blocks)
State AZ MA NM NY
Average 6.49 6.56 6.59 6.81
Std. Dev. 16.68 12.57 15.36 9.25
Min. 2 2 2 2
Max. 127 72 219 74
Median 6 6 6 6
blocks, the average number of blocks per district varies by state, from 12, 075 in New York to
56, 203 in New Mexico. This variation is important when assessing contiguity using simple search,
since simple search may need to visit every vertex in a district. The number of census blocks in a
district will depend on the population residing in those blocks, and hence, the actual number of
blocks in each district will vary. By contrast, assessing contiguity with geo-graph search only visits
vertices inR(v) when the block corresponding to vertex v ∈ V is removed from its current district.
While the number of census blocks in each state varies from 157, 508 in Massachusetts to 350, 169
in New York, the average size of R(v) remains very small, from 6.49 census blocks in Arizona
to 6.81 census blocks in New York, as shown in Table 5.2. Though the range of values of R(v)
can be quite large, with one census block in New Mexico having 219 augmented neighbors, these
average values demonstrate that the augmented neighborhood remains quite small on average.
Finally, one complicating factor encountered when creating districts at the census block level is
that many blocks are unpopulated (e.g., blocks that lie entirely in a body of water). The number of
such blocks will depend on how residents are distributed in the state, and can be substantial. For
example, nearly 64% of the census blocks in New Mexico are unpopulated. While such blocks arise
naturally, they can complicate the local search process since they do not affect relevant constraints
and objective that emphasize population characteristics of the districts (e.g., population balance,
competitiveness). The impact of these unpopulated blocks on local search will be discussed in
Section 5.3.
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5.3 Experimental Design
This chapter applies local search at the census block level to identify locally optimal United
States Congressional Districts; several objectives are available, reflecting the wide breadth of ob-
jectives available to district designers. Minimum cut, maximum population balance, and maxi-
mum election competitiveness objectives are considered in this chapter. While each objective is
considered separately in this chapter, practitioners can consider multiple objectives by combining
their individual values into a weighted sum or through other standard methods of multi-objective
optimization. A minimum cut objective, common in graph partitioning problems, provides one
measure of district compactness. Such an objective minimizes the number of edges in the graph
whose endpoints are in different districts, computed by
cut(G) = |{v1v2 ∈ E : v1, v2 ∈ V, z(v1) 6= z(v2)}|, (5.1)
where G = (V,E,B, z) is a geo-graph. Rather than place bounds on district populations, a maxi-
mum population balance objective seeks district assignments where all districts are equally pop-
ulous by minimizing the population imbalance computed by
pbal(G) =
m(G)∑
j=1
(
∑
v∈V
pop(v)/m(G)−
∑
v∈V (j)
pop(v))2, (5.2)
where pop(v) is the population of the census block associated with vertex v ∈ V , and V (j) is the
set of all vertices assigned to district j ∈M(G). Finally, maximum election competitiveness seeks
to balance the number of voters aligned with each political party in each district. If one simply
wishes to minimize the political imbalance (i.e., difference in the number of voters aligned with
each party) in each district, then this objective seeks to minimize
comp1(G) =
m(G)∑
j=1
(
∑
v∈V (j)
party1(v)−
∑
v∈V (j)
party2(v))
2, (5.3)
where partyi(v) is the number of individuals in the census block associated with vertex v ∈ V
aligned with party i, where there are assumed to be two major parties (e.g., the Republican and
Democratic parties in the United States). If, instead, the designer wishes to maximize the number
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of districts with competitive elections, this goal is accomplished by maximizing
comp2(G) =
m(G)∑
j=1
I{|
∑
v∈V (j)
party1(v)−
∑
v∈V (j)
party2(v)|/
∑
v∈V (j)
pop(v) < 0.01k}, (5.4)
where I{.} is an indicator function that takes a value of one when its argument is true and zero
when its argument is false, and an election is considered competitive when the two parties differ
by at most k% of the total district population. These objectives reflect only a fraction of those
that a designer may wish to consider; additional objective are discussed and formulated by, for
example, di Cortona et al. (1999) and Kalcsics et al. (2005).
Algorithm 5 summarizes the steepest descent local search method used in this chapter. Begin-
ning with an initial set of districts summarized by the geo-graphG0 = (V,E,B, z0), this algorithm
iteratively identifies a vertex and zone pair, (v, j), such that moving the vertex v to zone j improves
the objective the most. Only the zone assignments change over these iterations, and hence, at any
iteration i the geo-graph Gi = (V,E,B, zi) only differs from G0 in its zoning function. As this
algorithm iterates, executing Line 6 may require significant computation to determine whether
moving vertex v to zone j both improves the objective and is feasible (i.e., causes no zone to be-
come discontiguous or violate population balance constraints). Since a transfer must satisfy all
three conditions (objective improvement, district contiguity, and population balance) to be con-
sidered, a transfer can be discarded once one of these conditions is violated, and hence, it may
be possible to reduce computation by changing the order in which the algorithm evaluates these
conditions.
Moving vertex v to zone j changes the populations of two districts; the new populations aris-
ing from this transfer can be computed and compared to the feasible population bounds in O(1)
time. Using the efficient geo-graph contiguity algorithm in Chapter 4, zone contiguity can be as-
sessed in O(|R(v)|) time. Determining how this transfer affects the objective will depend on the
type of objective chosen by the designer. Consider each of the objectives in Equations 5.1-5.4; the
impact of transferring a single vertex on the minimum cut objective can be assessed in O(|N(v)|)
time by iterating through the edges adjacent to v and determining whether its transfer causes
them to become cut or uncut, while the impact on maximum population balance and maximum
election competitiveness can be assessed in O(1) time. When considering one of these objectives,
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Algorithm 5: Perform local search on a geo-graph using steepest descent
Input : Zone-connected and population-balanced geo-graph G0 = (V,E,B, z0)
Output: Locally optimal, zone-connected, and population-balanced geo-graph
Gk = (V,E,B, zk)
1 k ← 0;
2 repeat
3 k ← k + 1;
4 BestMoves← ∅;
5 forall the v ∈ V and j ∈M(G) do
6 if ImprovesObj(v, j) ∩ IsFeasible(v, j) then
7 if BetterThanBest(v, j) then
8 BestMoves← {(v, j)};
9 else if AsGoodAsBest(v, j) then
10 BestMoves← BestMoves ∪ {(v, j)};
11 if BestMoves 6= ∅ then
12 Choose (v∗, j∗) randomly from BestMoves;
13 zk(x)← zk−1(x) for all x ∈ V − v∗;
14 zk(v
∗)← j∗;
15 Gk ← (V,E,B, zk);
16 until BestMoves = ∅;
17 return Gk;
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it seems prudent to assess population balance and objective improvement due to a vertex transfer
before assessing its impact on district contiguity, since |R(v)| ≥ |N(v)| by definition. However, if a
more computationally intensive objective were chosen, a different order could become preferable.
While delaying contiguity assessments until necessary provides one avenue to reduce compu-
tations when assessing contiguity, further reductions can be realized by recycling the outcomes
of these contiguity assessments. Each iteration of local search alters the contents of two districts:
one that loses a vertex and one that gains a vertex. If the geo-graph contains more than two dis-
tricts (i.e., m(G) > 2), then at least one district is not altered in that iteration. Suppose that local
search attempts to remove vertex v ∈ V from its current district in one iteration but finds that this
transfer causes that district to become discontiguous, and hence, this vertex was not transferred.
If that district was not altered by local search in this iteration, then the same outcome will arise
if local search attempts to remove vertex v from its current district in the next iteration, since the
graph induced by V (z(v)) remains unchanged. More generally, suppose that zone j ∈M(G) was
last altered in iteration kj of local search, and vertex v ∈ V (j) last had its impact on contiguity
assessed (with outcome q) in iteration kv of local search; if kv > kj , then outcome q can be recycled
when local search tests whether vertex v can be removed from district j, rather than reassessing
this outcome.
The search process is complicated by the presence of a large number of unpopulated census
blocks in each state, as shown in Table 5.1. Under a maximum population balance or maximum
election competitiveness objective, local search will have no incentive to move an unpopulated
census block into a new district, since doing so does not affect either the populations or party af-
filiations in the districts. Therefore, using either of these objectives in isolation may be insufficient
to explore the solution space, as the unpopulated blocks create vast flat plateaus of unchanging
objective values in the solution space that steepest descent local search will not cross. To encour-
age exploration of these plateaus, a secondary minimum-cut objective can be added to maximum
population balance and maximum political balance objectives. To avoid sacrificing the emphasis
on the primary objective, the two objectives are not combined; instead, each solution represented
by a geo-graph, G, produces an ordered pair of objective values f(G) = (f1(G), f2(G)) such that
f1(G) measures the primary objective (i.e., either population imbalance or political imbalance) of
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the districts in G, and f2(G) counts the number of edges cut in G. The objective values of two so-
lutions,G1 andG2, are compared lexicographically, such that the secondary minimum cut objective
is only used to break ties in the primary objective; solution G1 is considered superior to G2 if and
only if either f1(G1) < f1(G2), or f1(G1) = f1(G2) and f2(G1) < f2(G2). Under this formulation,
local search can move unpopulated census blocks between districts to reduce the number of edges
cut by a geo-graph, even though such transfers do not affect the primary objective.
5.4 Numerical Results
Local search was applied to the districts of the 111th United States Congress, using population
data from the national census conducted in 2010. Since these districts were drawn based on the
2000 Census, population shifts that have occurred in the intervening decade led these districts to
become unbalanced from a population perspective. The maximum and minimum district popula-
tions in each state are shown in Table 5.3; while the districts in Massachusetts remained relatively
balanced with a range of 20, 000 people, the districts in Arizona became highly unbalanced with
a range of more than 300, 000 people. To restore population balance, local search was applied to
the districts in each state with a primary objective of maximizing population balance (by mini-
mizing Equation 5.2) and a secondary objective minimizing the number of cut edges (Equation
5.1). Though a geo-graph can be a multi-graph when units share more than one segment on their
common boundary, multiple edges joining two vertices are considered a single edge for the pur-
pose of computing the size of a cut. The ranges of allowable districts populations in a state were
set to the initial range of populations in that state. Transitions were chosen according to steepest
descent, and local search was allowed to run until encountering a local optimum.
Table 5.4 describes the performance of local search when applied to the four states when max-
imizing population balance, with a secondary objective of minimizing the number of cut edges.
Figure 5.5 depicts the changes in these objectives over local search iterations. In general, local
search is able to find local optima that exhibit a high degree of population balance in each state.
Once local search terminates, the districts populations range from 799,001 to 799,003 in Arizona,
654,761 to 654,765 in Massachusetts, and 668,118 to 668,361 in New York, with all districts in New
Mexico attaining the optimal district population of 686,393; in each state, population imbalance
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Table 5.3: Population and voting data of districts of the 111th Congress, measured by the 2010
Census and 2008 party voting data (voting disparity in a district is the magnitude of the difference
between votes for the two major parties)
State AZ MA NM NY
Total population 6, 392, 017 6, 547, 629 2, 059, 179 19, 378, 102
Total Democratic votes 1, 033, 834 1, 515, 999 471, 647 4, 802, 461
Total Republican votes 1, 229, 227 468, 565 346, 386 2, 751, 169
Maximum district population 972, 839 664, 919 701, 939 713, 512
Minimum district population 656, 833 644, 956 663, 956 611, 838
Average district population 799, 002 654, 763 686, 393 668, 210
Maximum district voting disparity 85, 542 184, 088 66, 661 211, 095
Minimum district voting disparity 13, 438 69, 264 3, 165 4, 052
Average district voting disparity 43, 597 104, 743 43, 864 73, 766
Table 5.4: Local search performance when maximizing population balance with a secondary ob-
jective of minimizing cut edges (population imbalance and cut size are computed as in Equations
5.2 and 5.1)
State AZ MA NM NY
Local search iterations 4, 158 296 276 7, 096
Number of contiguity assessments 622, 137 1, 398 5, 424 388, 765
Initial population imbalance 1.045× 1011 4.433× 108 7.926× 108 1.441× 1010
Final population imbalance 4.875 10.9 0 205, 739
Initial cut size 4, 426 3, 811 1, 502 11, 096
Final cut size 12, 822 4, 398 2, 233 26, 624
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Figure 5.5: Progression of population imbalance (population squared) and number of cut edges
over iterations of local search in Arizona, Massachusetts, New Mexico, and New York, with a
primary objective of maximizing population balance and a secondary objective of minimizing cut
edges
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(as measured by Equation 5.2) is reduced by more than 99.99% from its initial value. However, the
number of edges cut by these districts grows over the course of local search, despite a minimum
cut secondary objective. This outcome arises from the comparing objectives lexicographically,
such that local search only seeks to reduce the number of cut edges when doing so does not affect
population balance. A designer seeking to emphasize district compactness more strongly could
employ an objective that reflects their preference.
One goal of comparing objectives lexicographically was that doing so would allow local search
to transfer unpopulated blocks, as these blocks would never be transferred under an objective
based solely on maximum population balance. In three states (Arizona, Massachusetts, and New
Mexico), the result is a two-stage optimization process, where local search first moves blocks to
maximize population balance and then, once no more improvement is possible, begins transfer-
ring blocks to reduce the number of cut edges. While local search still seeks to maximize popu-
lation balance in this second stage, it does not find any opportunities to do so. This outcome is
logical, as little improvement in population balance in possible once this second stage begins. In
contrast, the local search conducted in New York oscillates between these two objectives; once lo-
cal search begins moving blocks to reduce the number of cut edges, it periodically discovers new
opportunities to improve population balance. While the majority of improvement in population
balance (more than 99.99%) occurs before local search begins to reduce cut edges for the first time,
the oscillating behavior demonstrates that lexicographically comparing objectives can allow local
search to exit a local optimum when the solution space contains large plateaus where the primary
objective is static, such as in districting problems with a large number of unpopulated blocks.
Of the four states, New York requires the most iterations of local search to arrive at a local
optimum, which is consistent with its high level of initial population imbalance, coupled with its
large number of census blocks and districts. By contrast, Arizona requires a much larger number
of contiguity assessments during local search than New York despite requiring fewer iterations
of local search; this difference arises from the relatively high proportion of cut-vertices that local
search attempts to move in Arizona when compared to New York. In Arizona, only 2.4% of
the census blocks investigated by local search in Arizona can be removed from their districts,
while 6.4% of the blocks investigated in New York can be removed. By contrast, local searches
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Table 5.5: Number of edges visited while assessing contiguity in local search when maximizing
population balance in each state (all statistics but sample size measure numbers of edges)
State Statistic Basic geo-graph Efficient geo-graph Simple (BFS) Simple (DFS)
AZ
Mean 7.36 7.36 72, 147 72, 948
Std. Dev. 9.59 9.67 77, 021 77, 044
Min. 1 1 0 0
Max. 155 155 453, 428 453, 428
Median 4 4 79, 942 80, 002
Sample size 622, 137 622, 137 622, 137 622, 137
MA
Mean 9.48 10.42 13, 093 24, 512
Std. Dev. 12.44 12.86 30, 165 35, 614
Min. 1 1 0 0
Max. 82 83 114, 510 117, 724
Median 3 4 13 45.5
Sample size 1, 398 1, 398 1, 398 1, 398
NM
Mean 9.84 10.07 45, 300 54, 825
Std. Dev. 9.15 8.96 81, 279 88, 237
Min. 1 1 0 0
Max. 107 107 383, 270 383, 270
Median 7 7 50 194
Sample size 5, 424 5, 424 5, 424 5, 424
NY
Mean 7.53 7.26 57, 779 59, 575
Std. Dev. 8.57 8.24 62, 768 62, 596
Min. 1 1 0 0
Max. 98 98 183, 132 183, 132
Median 4 4 52, 192 73, 478
Sample size 388, 765 388, 765 388, 765 388, 765
executed in Massachusetts and New Mexico can remove 68.2% and 22.3% of their investigated
blocks, respectively. Local search chooses to investigate the contiguity of blocks whose transfer
improves the population balance and minimum cut objectives, and hence, these trends are not
necessarily related to the number of districts or census blocks in each state, but rather, how the
state population is distributed among these blocks and how these blocks are arranged in the plane.
During local search, four methods were used to assess district contiguity: a basic geo-graph
search method that directly verifies the conditions of Theorem 1 using simple search, the efficient
geo-graph algorithm described in Algorithm 4, and simple breadth-first and depth-first search
algorithms applied to the entire district using the approach of Ricca and Simeone (2008). Table
5.5 describes the number of edges visited by each type of search. Consistent with the results
reported in Table 3.1, basic geo-graph search visits far fewer edges than either of the pure simple-
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Table 5.6: Local search performance when maximizing political balance with a secondary objective
of minimizing cut edges (political imbalance and cut size are computed as in Equations 5.3 and
5.1)
State AZ MA NM NY
Local search iterations 17, 727 1, 090 1, 503 57, 570
Number of contiguity assessments 4, 501, 969 23, 758 55, 047 15, 786, 347
Initial political imbalance 2.023× 1010 1.207× 1011 8.269× 109 2.759× 1011
Final political imbalance 8.597× 109 1.194× 1011 7.487× 109 2.271× 1011
Initial cut size 4, 426 3, 811 1, 502 11, 096
Final cut size 22, 493 5, 902 4, 649 71, 786
search approaches; on average, basic geo-graph visits fewer than ten edges in each contiguity
assessment, while simple search visits more than ten thousand edges on average. While efficient
geo-graph search does not produce significant savings over basic geo-graph search, this result is
due to the lack of pockets encountered during local search. The initial districts in each state do not
contain any holes, and local search does not create holes by transferring blocks to new districts,
though such holes were not forbidden by the algorithm. Since the efficient geo-graph algorithm
was developed to avoid additional computation in Theorem 1 when pockets are present, the lack
of pockets encountered during local search prevents these benefits, and hence, the performance of
efficient geo-graph search is comparable to that of basic geo-graph search.
A second experiment was conducted for each state, in which local search sought to minimize
political imbalance (Equation 5.3) as a primary objective and minimize cut edges (Equation 5.1) as
a secondary objective. The general objective trends were similar to those when considering popu-
lation balance, with primary objective improvement coming at the cost of an increase in cut edges.
However, local search required many more iterations to terminate; local search in Massachusetts
required the fewest iterations (1, 090), while New York required the most iterations (57, 570). Ta-
ble 5.6 describes the performance of local search in the four states, with Figure 5.6 depicting how
the objectives evolve over local search iterations. Political balance also differs from population
in their optimal objective values; while it is theoretically possible to perfectly balance population
in a state, the ability to balance political affiliation depends on the overall political affiliations in
the state. If the overall voting data in a state favor one party over the other, as in the four states
considered in this chapter (Table 5.3), then perfect balance will be impossible and this objective
cannot converge to zero. From another perspective, balancing political preferences at the district
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Table 5.7: Number of edges visited while assessing contiguity in local search when maximizing
political competition in each state (all statistics but sample size measure numbers of edges)
State Statistic Basic geo-graph Efficient geo-graph Simple (BFS) Simple (DFS)
AZ
Mean 7.13 6.98 86, 361 86, 916
Std. Dev. 11.61 11.03 129, 567 129, 936
Min. 1 1 0 0
Max. 188 193 452, 520 452, 552
Median 4 4 45, 478 46, 178
Sample size 4, 501, 969 4, 501, 969 4, 501, 969 4, 501, 969
MA
Mean 6.42 6.71 28, 181 31, 189
Std. Dev. 7.17 7.20 33, 896 34, 072
Min. 1 1 0 0
Max. 78 78 114, 580 117, 995
Median 4 4 159 15, 044
Sample size 23, 758 23, 758 23, 758 23, 758
NM
Mean 7.55 9.50 137, 411 144, 715
Std. Dev. 7.99 15.08 166, 864 166, 731
Min. 1 1 0 0
Max. 112 112 383, 268 383, 268
Median 4 5 361 81, 194
Sample size 55, 047 55, 047 55, 047 55, 047
NY
Mean 4.79 4.75 54, 176 54, 475
Std. Dev. 4.76 4.84 60, 002 59, 997
Min. 1 1 0 0
Max. 109 109 183, 118 183, 118
Median 4 4 16, 368 18, 036
Sample size 15, 786, 347 15, 786, 347 15, 786, 347 15, 786, 347
level tends to thwart political balance at the state level; in general, districts are more likely to favor
the party that is favored overall by the state. This influence is seen in the districts produced by
local search in this chapter, as all but one of the districts produced favors the same party as the
overall state voting data. Hence, a designer seeking to balance political affiliation at the state level
would not find the minimization objective in Equation 5.3 suitable. Contiguity assessments in this
second experiment also demonstrate the ability of the geo-graph algorithms to reduce computa-
tion when compared to simple search algorithms. Table 5.7 describes the performance of the four
contiguity algorithms.
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Figure 5.6: Progression of political imbalance (votes squared) and number of cut edges over it-
erations of local search in Arizona, Massachusetts, New Mexico, and New York, with a primary
objective of maximizing political balance and a secondary objective of minimizing cut edges
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5.5 Conclusion
The numerical experiments presented in this chapter indicate that the geo-graph model scales
well in practical districting problems such as those encountered when designing United States
Congressional Districts from census blocks in Arizona, Massachusetts, New Mexico, and New
York. The average sizes of R(v) remain very similar among these states, varying from 6.49 census
blocks to 6.81 census blocks, while the number of census blocks in these states varies from 157,508
blocks to 350,169 blocks. Moreover, the average number of edges visited by geo-graph algorithms
during each contiguity assessment remains very small, with fewer than eleven edges visited on
average in all experiments, while simple graph search (BFS or DFS) visits more than 13,000 edges
on average. These results demonstrate that the geo-graph model can significantly reduce compu-
tation when assessing contiguity during local search approaches to political districting.
The boundaries of census blocks are influenced by several factors, including local geography,
and hence, their boundaries can be quite irregular. A single census block may correspond to a
collection of several disconnected areas, or may consist of a single continuous area that contains
a hole. Either of these cases violate the geo-graph requirement that each unit boundary is a single
simple closed curve, and hence, these violations must be addressed by preprocessing the blocks
before local search begins. While such preprocessing can affect the size and structure of the so-
lution space, the analyses presented in this chapter demonstrate that such impact is negligible in
practice. The majority of observed violations can be addressed without any impact to the solu-
tion space, or by only pruning infeasible solutions, demonstrating that the geo-graph model is
appropriate for a large number of political districting problems.
While using geo-graph algorithms can evaluate district contiguity very quickly during local
search even when the number of units is large, the number of local search iterations can depend
on the choice of objective. For example, local search requires between 276 iterations (in NM) and
7,096 iterations (in NY) to find districts that exhibit a high degree of population balance, while
balancing political preference requires between 1,090 iterations (in MA) and 57,570 iterations (in
NY). This interdependence can arise due to a number of factors, such as underlying differences
between the block-level factors that influence these objectives. For example, it is clear that the
only way to reduce population in an overpopulated district is to shed (populated) census blocks,
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while a district that has an abundance of support for a particular political party can increase party
balance by either shedding blocks with a high degree of support for over-supported party or
gaining blocks that favor the under-supported party.
From a practical perspective, employing a steepest descent approach to local search is appeal-
ing in political districting, as it allows the user to input a proposed initial set of districts and obtain
a locally-optimal set of districts through a series of small changes that monotonically improve the
chosen objective. While one cannot guarantee that resulting districts will be globally optimal, a
user can employ alternative local search approaches such as simulated annealing or applying ran-
dom restarts to the search to prevent the search from being stuck in a single basin of attraction.
By design, the geo-graph algorithms proposed in this dissertation are not tailored to a particular
type of local search, and hence, provide efficient contiguity assessments regardless of how the best
single-block transfer is chosen.
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Chapter 6
Conclusions and Future Work
This dissertation has introduced the geo-graph modeling framework for plane graph partition-
ing where each vertex corresponds to a particular region of the plane, such as in political district-
ing. Political districting problems can be extremely large in practice; constructing United States
Congressional Districts from census blocks is equivalent to partitioning a graph with more than
100, 000 vertices into fewer than sixty partite sets. Requiring districts to be contiguous demands
that each partite set induces a connected subgraph, and evaluating such connectivity constraints
can impose a significant computational burden. The geo-graph reduces this burden by providing
scale-invariant algorithms for assessing district contiguity in local search approaches to district-
ing; these algorithms allow one to determine whether a particular census block can be removed
from its zone by only examining census blocks that share at least a single point on its boundary.
These algorithms exploit an underlying link between district contiguity and district holes, and in
doing so also provide the first algorithms for assessing these holes in the districting literature. By
comparing the geo-graph contiguity algorithms with standard simple search algorithms on sev-
eral practical districting problems, this dissertation has demonstrated that these algorithms can
significantly reduce computation in practice.
While designing districts at the census block level provides the largest set of districting op-
tions, applying local search at this scale does have obstacles. By moving one census block in each
iteration, local search will take relatively short strides across the solution space and may require a
large number of iterations to reach a local optimum. Though the geo-graph algorithms presented
in this dissertation reduce computation arising from contiguity assessments, executing a larger
number of local search iterations will require additional time. An alternative approach could be-
gin with more coarsely-defined units, allowing for greater strides across the solution space, and
decomposing these units into smaller units as local search progresses. For example, one could be-
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gin by defining districts from counties, gradually decomposing these counties into census tracts,
block groups, and, eventually, census blocks. This approach could reduce the number of local
search iterations required to reach distant optima, while the geo-graph algorithms provided in
this dissertation would prevent contiguity-related computations from becoming excessive as the
number of units grows.
The geo-graph algorithms proposed in this dissertation are based on simple-search approaches
that explore one or more subgraphs induced by R(v) when transferring vertex v into a different
district. Though these algorithms reduce computation significantly from traditional simple search
methods, these geo-graph algorithms examine these subgraphs of R(v) from scratch each time
they are assessed. Further computational savings could be realized by examining how these sub-
graphs of R(v) evolve over time, and using knowledge of their evolution to inform future analy-
ses. This approach is similar to that taken by dynamic graph algorithms such as those discussed in
Chapter 2. While the geo-graph contiguity algorithms themselves can be seen as a dynamic algo-
rithm that uses knowledge about the evolution of the zones to assess contiguity more efficiently,
this approach may be extended to use knowledge about how the subgraphs of R(v) evolve to
further reduce computation.
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Appendix A
Proofs of Chapter 3
Proof of Lemma 1.
Necessity: For any pair of vertices s, t ∈ V (z(v)) − v, let P ⊆ V (z(v)) be any s, t-path. There are
two cases:
1. v /∈ P . Then, P will appear in the subgraph induced by V (z(v))− v.
2. v ∈ P . Let x and y be, respectively, the vertices that P visits immediately before and after
v. Define P1 and P3 to be the s, x-path and y, t-path created by P − v. Let C ⊆ V (z(v)) be
a cycle on which x, v, y appear consecutively. Then P2 = C − v leaves an x, y-path on the
vertex set V (z(v))− v. The sequence of vertices given by P1 ∪ P2 ∪ P3 is an s, t-walk on the
vertex set V (z(v)) − v, which contains an s, t-path on the same vertex set. This path will
appear in the subgraph induced by V (z(v))− v.
Since an s, t-path can be created in the subgraph induced by V (z(v)) − v for any pair of vertices,
s, t ∈ V (z(v))− v, the induced subgraph is connected.
Sufficiency: Let P ⊆ V (z(v))−v be an x, y-path. Since x, y ∈ Nz(v)(v), appending v to the beginning
of P creates a cycle on which x, v, y appear consecutively.
Proof of Lemma 2. Let BC be the curve associated with CS . If C = CS is a cycle, let β1, β2 ∈ B(v)
be the two points where BC crosses B(v) and let B1 and B2 be the two curves connecting β1 and
β2 on B(v) such that Wj = {w ∈ R(v) : Bj ∩ B(w) 6= ∅}. Since BC does not cross either B1 or
B2, then each of these curves lies either completely inside or completely outside the area enclosed
by BC . Furthermore, one can draw a curve from any point on B1 to any point on B2 along B(v)
that crosses BC exactly once, and therefore, for some j ∈ {1, 2}, Bj lies completely within the area
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enclosed byBC andB3−j lies completely outside this area. Without loss of generality, assume that
B1 lies completely inside and B2 lies completely outside. For each wj ∈ Wj − C, one can draw a
curve from wj to a point bj ∈ Bj that passes through only the interior of the unit associated with
wj and the single point bj . Since BC does not intersect any of these points, then wj is inside BC
if and only if bj is inside BC . Therefore, W1 ⊆ C ∪ Int(C) and W2 ⊆ C ∪ Ext(C). By noting that
v0 /∈ Int(C) ∪ C, then Wj ⊆ R(y) ∩ (C ∪ Int(C)) is unbroken and, therefore, is an x, y-walk.
If CS is a tangle-free closed strand, then BC and either B1 or B2 may intersect at isolated
points, but neither B1 nor B2 can cross BC , as BC only crosses B(v) (i.e., passes from inside B(v)
to outside B(v)) when v is either the previous or next vertex visited by CS . Therefore, for some
j ∈ {1, 2}, Bj −BC lies completely within the area enclosed by BC and B3−j −BC lies completely
outside this area. Without loss of generality, assume that B1 − BC lies completely inside and
B2−BC lies completely outside. For each wj ∈Wj∩N(v)−CS , one can draw a curve from wj to a
point on bj ∈ Bj∩B(wj) along the edge betweenwj and v. SinceBC does not intersect any of these
points, then wj is inside BC if and only if bj is inside BC . Therefore, W1 ∩ N(v) ⊆ CS ∪ Int(CS)
and W2 ∩N(v) ⊆ C ∪ Ext(CS).
Proof of Lemma 3A. By contradiction, assume that x ∈ Int(CS) and y ∈ Ext(CS). Any edge con-
necting these two vertices must cross the closed curve created by CS . This edge passes through
the interiors of the units associated with x and y and a single point on the interior of a segment on
B(x) ∩B(y). Since x, y /∈ CS , then no portion of the closed curve created by CS can pass through
any of these points, which is a contradiction.
Proof of Lemma 3B. By contradiction, assume that x ∈ Int(C) and y ∈ Ext(C). Let D denote a
curve that extends from x to y that only passes through the interiors of the units associated with
each vertex, crossing at a single point onB(x)∩B(y). This curve must intersect an edge contained
in C. Let e be any such edge. This edge passes through the interior of two units that are adjacent
on C, and one point on a segment of their shared boundary (other than the endpoints of that
segment). Since x, y /∈ C, it must be that the intersection between edge e and curve D occurs at
a point on B(x) ∩ B(y). However, none of the points on e can pass through this point. This is a
contradiction.
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Proof of Lemma 3C. Follows from Lemma 3B, since v0 ∈ Ext(C) and v0 ∈ R(x).
Proof of Lemma 3D. By contradiction, assume that there is an x,y-path P such that P ∩ CS = ∅.
Let p2 ∈ P be the first vertex in P such that p2 ∈ Ext(CS), and let p1 ∈ P be the vertex visited
immediately before it. Since p1 /∈ Ext(CS) and p1 /∈ CS , then it must be that p1 ∈ Int(CS).
Therefore, by Lemma 3A, p2 ∈ Int(CS), which is a contradiction.
Proof of Lemma 3E. By contradiction, assume that there is an x,y-strand S such that S ∩ C = ∅.
Let s2 ∈ S be the first vertex in S such that s2 ∈ Ext(C), and let s1 ∈ S be the vertex visited
immediately before it. Since s1 /∈ Ext(C) and s1 /∈ C, then it must be that s1 ∈ Int(C). Therefore,
by Lemma 3B, s2 ∈ Int(C), which is a contradiction.
Proof of Lemma 3F.
Sufficiency: If zone i is surrounded by C, then x ∈ V (i) ⊆ Int(C).
Necessity: For the purpose of contradiction, assume that there is a vertex, y ∈ V (i) such that
y /∈ Int(C) or, equivalently, y ∈ Ext(C). Since G is zone-connected, let P ⊆ V (i) be an x, y-path.
By Lemma 3D, P ∩ C 6= ∅, and hence P * V (i), which is a contradiction.
Proof of Lemma 4. Let X =
⋃
u∈U (R(u)−U). Choose u ∈ U , and define S as the set of u, v0-strands
in G, and let X ⊆ X be the set of vertices in X such that X = {x ∈ X : there is some S ∈ S such
that x is the last vertex of X visited by S}. For each x ∈ X , there is a S ∈ S, such that S ∩X = x;
such a strand can be constructed by choosing any u′ ∈ R(x)∩U and combining the following two
strands: any u, u′-strand contained in U and the x, v0-strand contained in any strand in S that
visits x and does not visit any vertices in X afterward. For any x ∈ X , let S(x) ∈ S be one such
strand, y1(x) and y2(x) be the vertices visited immediately before and after x on S(x), and W1(x)
and W2(x) be the two y1(x), y2(x)-perimeters on x.
Claim: For any x ∈ X , Wi(x) ∩N(x) ∩X 6= ∅ for i = 1, 2.
Proof: By contradiction, assume that there is some x ∈ X and i = 1, 2 such that Wi ∩ N(x) ∩
X = ∅. Let D = {d1, d2, . . . , dl} be the vertices in Wi ∩ N(x) that are visited, in order, by the
perimeter. By the construction of the perimeter, di ∈ R(di+1) for 1 ≤ i < l, since B(di) and
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B(di+1) share a single point on B(x). Therefore, D contains a y1(x), y2(x)-strand D′ such that
D′ ∩X = ∅. If v0 ∈ D′, then the vertex sequence that combines the u, y1(x)-strand in S(x) and
the y1(x), v0-strand in D′ contains a u, v0-strand (call it S1) such that S1 ∩X = ∅. Otherwise,
the vertex sequence that combines the u, y1(x)-strand in S(x), D′, and the y2(x), v0-strand
contained in S(x) contains a u, v0-strand (call it S2) such that S2 ∩ X = ∅. Either case is a
contradiction, as every u, v0-strand must contain a vertex in X .
Let PX = {p1, p2, . . . , pkX} be a longest path on the vertices of X . Assume, without loss of gener-
ality, that pkX−1 ∈ W1(pkX ). Then, there must be a vertex in pi ∈ PX such that pi ∈ W2(pkX ). Let
C = {pi, pi+1, . . . , pkX} be a cycle. Since pi and pkX−1 are on different y1(pkX ), y2(pkX )-perimeters
on pkX , it must be that y1(pkX ) and y2(pkX ) are on different pi, pkX−1-perimeters on pkX . Since
v0 cannot be internal to C, and the y2(pkX ), v0-strand on S(pkX ) has no vertices in common with
C, then applying Lemma 3B recursively along this strand shows that y2(pkX ) ∈ Ext(C). There-
fore, by Lemma 2, y1(pkX ) ∈ Int(C), and since the u, y1(pkX )-strand on S(pkX ) has no vertices in
common with C, applying Lemma 3B recursively along this strand shows that u ∈ Int(C).
To complete the proof, choose any u′ ∈ U−u and let S′ ⊆ U be a u, u′-strand. Applying Lemma 3B
recursively over the length of S′ shows that u′ ∈ Int(C). Since this can be done for any u′ ∈ U −u,
then U ⊆ Int(C), which is the desired conclusion.
Proof of Lemma 5. Let Y =
⋃
t∈T (N(t)− T ). Choose t ∈ T , and define P as the set of t, v0-paths in
G, and let Y ⊆ Y be the set of vertices in Y such that Y = {y ∈ Y : there is some P ∈ P such that
y is the last vertex of Y visited by P}. For each y ∈ Y , there is a P ∈ P , such that P ∩ Y = y; such
a path can be constructed by choosing any t′ ∈ N(y) ∩ T and combining any t, t′-path contained
in T with the y, v0-path contained in any path in P that visits y and does not visit any vertices in
Y afterward. For any y ∈ Y , let P (y) ∈ P be one such path, n1(y) and n2(y) be the vertices visited
immediately before and after y on P (y), and W1(y) and W2(y) be the two n1(y), n2(y)-perimeters
on y.
Claim: For any y ∈ Y , Wi(y) ∩ Y 6= ∅ for i = 1, 2.
Proof: By contradiction, assume that there is some y ∈ Y and i = 1, 2 such thatWi∩Y = ∅. Let
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P ′ be any n1(y), n2(y)-path contained in Wi(y). If v0 ∈ P ′, then vertex sequence that combines
the t, n1(y)-path in P (y) and the n1(y), v0-path in P ′ contains a t, v0-path (call it P1) such that
P1∩Y = ∅. Otherwise, the vertex sequence that combines the t, n1(y)-path in P (y), P ′, and the
n2(y), v0-path contained in P (y) contains a t, v0-path (call it P2) such that P2 ∩ Y = ∅. Either
case is a contradiction, as every t, v0-path must contain a vertex in Y .
Let SY = {s1, s2, . . . , skY } be a longest tangle-free strand on the vertices of Y . Assume, without
loss of generality, that the vertex visited immediately before skY −1 is in W1(skY ). Then, there must
be a vertex in si ∈ SY such that si ∈ W2(skY ). Assume that si is the last such vertex visited by
SY , and let CS = {si, si+1, . . . , skY } be a closed strand; CS is also tangle-free, since the segment
of curve connecting si to skY by crossing between the interiors of their units at a single isolated
point or interior of a boundary segment on the curve associated with W2(skY ) does not intersect
the existing tangle-free curve connecting si to skY along S. Since si and skY −1 are on different
n1(skY ), n2(skY )-perimeters on skY , it must be that n1(skY ) and n2(skY ) are on different si, skY −1-
perimeters on skY .
Since v0 cannot be internal to CS , and the n2(skY ), v0-path on P (skY ) has no vertices in com-
mon with CS , applying Lemma 3A recursively along this path shows that n2(skY ) ∈ Ext(CS).
Therefore, by Lemma 2, n1(skY ) ∈ Int(CS), and since the t, n1(skY )-path on P (skY ) has no vertices
in common with CS , applying Lemma 3A recursively along this strand shows that t ∈ Int(CS).
To complete the proof, choose any t′ ∈ T − t and let P ′ ⊆ T be a t, t′-path. Applying Lemma 3A
recursively over the length of P ′ shows that t′ ∈ Int(CS). Since this can be done for any t′ ∈ T − t,
then T ⊆ Int(CS), which is the desired conclusion.
Proof of Lemma 6.
Sufficiency: The curve traced by the edges of C satisfies the conditions for the curve L.
Necessity: Let v ∈ V (i2), and define U ⊆ V (M(G) − i1) to be the set of vertices such that there is
an u, v-strand, S ⊆ V (M(G)− i1) for each u ∈ U . Then, for every u ∈ U , R(u)− U ⊆ V (i1).
By contradiction, assume that B(v0) ∩ B(u) 6= ∅ for some u ∈ U . Since the infinite area asso-
ciated with v0 is one contiguous area, it must be that v0 (and, hence, B(v0)) is outside of L, since
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otherwise this infinite area would be contained in the finite area enclosed by L. By the construc-
tion of L, u (and, hence, B(u)) is inside of L. Therefore, any point on B(v0)∩B(u) must take place
on L. Let this point be xu. Since L passes through the interior of the area associated with zone i1,
then there is an  > 0 such that every point within distance  of point xu is also in the interior of the
area associated with zone i1. Since B(u) is a simple closed curve and B(u)∩L 6= ∅, there is a point
inside the area enclosed by B(u) that is within  distance of xu for every  > 0. This contradicts
the definition of L, so the assumption that B(v0) ∩ B(u) 6= ∅ is rejected. Therefore, by Lemma 4,
there is a cycle, C ⊆ V (i1) such that V (i2) ∈ Int(C), which is the desired conclusion.
Proof of Lemma 7. By contradiction, assume that there is some vertex y ∈ V (Πi(j)) such that y /∈
Int(C) or, equivalently, y ∈ Ext(C). Let S ⊆ V (Πi(j)) be an x, y-strand. By Lemma 3E, S ∩C 6= ∅,
which is a contradiction.
Proof of Lemma 8.
Necessity: Let T ⊆ M(G) (with j ∈ T ) be the maximal set of zones such that, for every t1, t2 ∈ T ,
there is a t1, t2-path inH(G) that does not pass through i; by this construction, 0 /∈ T , and therefore
B(t) ∩ B(v0) = ∅ for all t ∈ V (T ). By the definition of H(G), for every v1, v2 ∈ V (T ), there is a v1,
v2-strand on the vertices of V (T ). Let X =
⋃
v∈V (T )(R(v) − V (T )). It must be that X ⊆ V (i); if
there is a vertex x ∈ X such that z(x) 6= i and z(x) /∈ T by the definition of X , then the definition
of T is violated, since z(x) should be included in T . By Lemma 4, there is a cycle C ⊆ X ⊆ V (i),
such that V (j) ⊆ V (T ) ⊆ Int(C), which is the desired conclusion.
Sufficiency: By contradiction, assume that there exists such a j, 0-path in H(G) that does not pass
through i; call this path P . By definition, zone 0 is not surrounded by C. Since zone j is sur-
rounded by C, there must be two consecutive points along P , call them p1 and p2, such that zone
p1 is surrounded by C, and zone p2 is not. Let s and t be vertices such that z(s) = p1, z(t) = p2,
and s ∈ R(t), by the definition of H(G). By Lemma 3F, s ∈ Int(C), and by Lemma 3B, s ∈ Int(C)
if and only if t ∈ Int(C), hence t ∈ Int(C). Therefore, by Lemma 3F, zone p2 is surrounded, which
is a contradiction.
Proof of Lemma 9. By Lemma 8, only the zones in Tm are not surrounded by zone k, and hence
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Π(k) = T1 ∪ T2 ∪ . . .∪ Tm−1 are surrounded by zone k. Furthermore, by the structure of H(G), for
any 1 ≤ i ≤ m−1, and any pair of vertices v1, v2 ∈ V (Ti), there is a v1, v2-strand inG composed of
vertices in V (Ti), but such a strand does not exist for pairs of vertices whose zones are not in the
same component of the subgraph induced by V ′ − k in H(G). Therefore, the desired conclusion
follows from the definition of a pocket set.
Proof of Theorem 1.
Sufficiency: By contradiction, assume that a single component of the subgraph induced by R(v) ∩
V (Π(z(v)) ∪ {z(v)}) does not contain Nz(v)(v). Let x, y ∈ Nz(v)(v) be any two vertices that are
in different components of the subgraph induced by R(v) ∩ V (Π(z(v)) ∪ {z(v)}), and by Lemma
1, let C ⊆ V (z(v)) be a cycle on which x, v, y appear consecutively. By Lemma 2, there is an x,
y-walk P on the vertex set R(v) ∩ (C ∪ Int(C)). Let P ′ be any x, y-path in P ; since x and y are in
different components of R(v) ∩ V (Π(z(v)) ∪ {z(v)}), let t ∈ P ′ be any vertex in P ′ that does not
appear in R(v)∩ V (Π(z(v))∪ {z(v)}). Since t ∈ P ′ ⊆ R(v), it must be that t /∈ V (Π(z(v))∪ {z(v)})
or, equivalently, z(t) /∈ Π(z(v)) and z(t) 6= z(v). Since z(t) 6= z(v), then t /∈ C, which means that
by the definition of P ′, t ∈ Int(C), and hence V (z(t)) ⊆ Int(C) by Lemma 3F. This conclusion
implies that z(t) ∈ Π(z(v)), which contradicts the earlier conclusion that z(t) /∈ Π(z(v)). Therefore,
Nz(v)(v) is contained in a single component of the subgraph induced by R(v) ∩ V (Π(z(v)) ∪ {v}).
By contradiction, assume that, for some 1 ≤ j ≤ pi(z(v)), Nz(v) is not contained in a single com-
ponent of the subgraph induced by R(v) ∩ V (M0(G) − Πj(z(v))). Choose one such j, and let
x, y ∈ Nz(v)(v) be any two vertices that are in different components of the subgraph induced
by R(v) ∩ V (M0(G) − Πj(z(v))). By Lemma 1, let C ⊆ V (z(v)) be a cycle on which x, v, y ap-
pear consecutively. Let W1 and W2 be the vertex sets of the two x, y-perimeters of v, and let
P1 ⊆ W1 and P2 ⊆ W2 be two x, y-paths. Since P1, P2 ⊆ R(v), there must exist some t1 ∈ P1
and t2 ∈ P2 such that t1, t2 /∈ V (M0(G) − Πj(z(v))) or, equivalently, z(t1), z(t2) ∈ Πj(z(v)). Since
t1 ∈ W1 − V (z(v)) and t2 ∈ W2 − V (z(v)), then by Lemma 2, one of {t1, t2} is in Int(C) and the
other is in Ext(C). However, since z(t1), z(t2) ∈ Πj(z(v)), then Lemma 7 implies that if one of
these vertices is internal to C, then both must be internal to C, which is a contradiction. Therefore,
for every 1 ≤ j ≤ pi(z(v)), Nz(v)(v) is contained in a single component of the subgraph induced
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by R(v) ∩ V (M0(G)−Πj(z(v))).
Necessity: By contradiction, assume that the subgraph induced by V (z(v))− v is not connected; let
T1, T2, . . . , Tl be its components. Choose tj1 ∈ Tj1∩R(v) and tj2 ∈ Tj2∩R(v) for any 1 ≤ j1 < j2 ≤ l
and let P ⊆ R(v) ∩ V (Π(z(v)) ∪ {z(v)}) be a tj1 , tj2-path. Let t′j1 be the final vertex of Tj1 visited
by P , and let t′j3 ∈ Tj3 for some 1 ≤ j3 ≤ l be the first vertex of V (z(v)) visited by P after t′j1 (it
is possible that j3 = j2). Since t′j1 and t
′
j3
are in different components of the subgraph induced by
V (z(v))−v, P must visit at least one vertex of V (M(G)−z(v)) between them. By the construction
of P , these vertices must be in V (Π(z(v))); furthermore, they must be in V (Πi(z(v))) for some
1 ≤ i ≤ pi(z(v)), since P provides a strand that connects every pair of them.
Let C ⊆ V (z(v)) be a cycle such that V (Πi(z(v))) ⊆ Int(C). Since v is a cut-vertex of the
subgraph induced by V (z(v)), it must be that C ⊆ Tj4 ∪ {v} for some 1 ≤ j4 ≤ l. Since j1 6= j3,
then j4 must be unequal to at least one of them. Assume, without loss of generality, that j4 6= j1.
Since t′j1 has a neighbor in V (Πi(z(v))), then by t
′
j1
∈ Int(C) and Tj1 ⊆ Int(C) Lemma 3B. Let
Y =
⋃
t∈Tj1 (N(t)− Tj1), and note that Y ∩ V (z(v)) = v. Furthermore, B(t)∩B(v0) = ∅ by Lemma
3C for every t ∈ Tj1 , since t ∈ Int(C). By Lemma 5, there is a tangle-free closed strand CS ⊆ Y
such that Tj1 ⊆ Int(CS). Since CS is a closed strand, then S = CS − v is a strand; since each
s ∈ S has a neighbor in Tj1 and S ∩ C = ∅, then S ∈ Int(C) and hence S ⊂ V (Πi′(z(v))) for some
1 ≤ i′ ≤ pi(z(v)).
Note that by Lemma 3D, Tj4 cannot contain vertices in both Int(C
S) and Ext(CS) since other-
wise, these vertices would not be in the same component of the subgraph induced by V (z(v))− v.
Furthermore, it must be that Tj4 ⊆ Ext(CS) since otherwise, one could construct a s′, v0-strand
that does not contain a vertex of C for some s′ ∈ S. Choose any nj4 ∈ Tj4 ∩ N(v) and nj1 ∈
Tj1 ∩N(v), and hence, nj4 , nj1 ∈ Nz(v)(v). Since nj4 ∈ Ext(CS) and nj1 ∈ Int(CS), by Lemma 3D
any path between them must contain an element of CS . If only paths contained in R(v) are con-
sidered, then these paths cannot pass through v. Since CS ⊆ V (Πi′(z(v)))∪ {v}, then any nj4 , nj1-
path on R(v) contains a vertex of V (Πi′(z(v))). This contradicts the given condition that Nz(v)(v)
is contained in a single component of the subgraph induced by R(v) ∩ V (M0(G)−Πi′(z(v))).
Proof of Corollary 1. Follows directly from Theorem 1, by noting that Π(z(v)) = ∅ when G has no
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surrounded zones. Under this condition, Theorem 1 states that the subgraph induced by V (z(v))−
v is connected if and only if Nz(v)(v) is contained in a single component of the subgraph induced
by R(v) ∩ V (z(v)), which is equivalent to v being neighbor-connected in zone z(v).
Proof of Theorem 2.
Sufficiency:
Nz1(v)(v) is contained in a single component of the subgraph induced byR(v)∩V (Π(z1(v))∪{z1(v)})
in G1: Follows directly from Theorem 1, since V (z1(v)) − v in G1 is the set of vertices in zone
z1(v) in G2.
For every 1 ≤ j ≤ pi(z1(v)), Nz1(v)(v) is contained in a single component of the subgraph induced by
R(v) ∩ V (M0(G)−Πj(z1(v)) in G1: Follows directly from Theorem 1, since V (z1(v))− v in G1
is the set of vertices in zone z1(v) in G2.
Nz1(v)(v) is not empty in G1: By contradiction, assume that Nz1(v)(v) is empty in G1. Since G1
is zone-connected, v must be the only vertex in zone z1(v) in G1. Since v is no longer in this
zone in G2, and no other vertices change their zone, it must be that V (z1(v)) = ∅ in G2, which
is a contradiction.
Nk(z2(v)) is not empty in G1: By contradiction, assume that Nz2(v)(v) is empty in G1. Since
V (z2(v)) 6= ∅ in G1, let x ∈ V (z2(v)) in G1; since x 6= v, x ∈ V (z2(v)) in G2. Since any x,v-
path in G2 must contain a vertex in Nz2(v)(v), no such path exists in the subgraph induced by
V (z2(v)) in G2, which contradicts the fact that G2 is zone-connected.
Necessity:
G2 has V (j) 6= ∅ for every j ∈M(G): There are three cases for j:
1. j = z1(v): In this case, V (j) in G2 contains one vertex fewer than it does in G1.
Since Nz1(v)(v) 6= ∅ in G1, then |V (j)| ≥ 2 in G1. Therefore, G2 has |V (j)| ≥ 1 or,
equivalently, V (j) 6= ∅.
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2. j = z2(v): In this case, V (j) in G2 contains one vertex more than it does in G1.
Therefore, since V (j) 6= ∅ in G1, then V (j) 6= ∅ in G2.
3. j 6= z1(v), j 6= z2(v): In this case, V (j) in G2 is identical to V (j) in G1. Therefore,
since V (j) 6= ∅ in G1, then V (j) 6= ∅ in G2.
Therefore, V (j) 6= ∅ for every j ∈M(G).
G2 is zone-connected: Choose any j ∈M(G) in G2. There are three cases:
1. j = z1(v): As a result of the first two given conditions, the subgraph induced by
V (z1(v))− v is connected by Theorem 1; this is the subgraph induced by V (j) in G2.
2. j = z2(v): V (j) − v in G2 is the same as V (z2(v)) in G1. Since G1 is zone-connected,
the subgraph induced by V (z2(v)) is connected in G1. To show that the subgraph
induced by V (j) is connected in G2, a v, x-path must be found for each x ∈ V (z2(v))
in G2. To construct this path, choose any y ∈ Nz2(v)(v) in G1 and let P ⊆ V (z2(v)) be
a y, x-path in G1. Appending v to the beginning of P provides the desired v, x-path.
Therefore, the subgraph induced by V (j) in G2 is connected.
3. j 6= z1(v), j 6= z2(v): V (j) inG2 is identical to V (j) inG1. SinceG1 is zone-connected,
the subgraph induced by V (j) in G2 is connected.
Therefore, subgraph induced by V (j) in G2 is connected for every j ∈M(G), and hence, G2 is
zone-connected.
Proof of Theorem 3.
Sufficiency:
v is neighbor-connected in zone z1(v) in G1: Follows directly from Corollary 1, since V (z1(v))− v
in G1 is the set of vertices in in zone z1(v) in G2.
Nz1(v)(v) is not empty in G1: Proof of this statement is identical to its proof in Theorem 2.
Nz2(v)(v) is not empty in G1: Proof of this statement is identical to its proof in Theorem 2.
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The subgraph induced by V ′ − z2(v) in H(G2) is connected: By contradiction, assume that this
subgraph of H(G2) is not connected. Let T1 and T2 be two of the components of this subgraph
and assume, without loss of generality, that 0 ∈ T1. Choose any t2 ∈ T2. Then, for every 0,
t2-path in H(G2), this path must pass through z2(v). By Lemma 8, zone z2(v) surrounds zone
t2 in G2, which is a contradiction.
there is a cycle, Cz2(v) ⊆ V (z2(v)) in G2 such that V (t2) ⊆ Int(Cz2(v)). Equivalently, Ck
surrounds zone t2 in G2, which contradicts the fact that G2 has no surrounded zones.
Necessity:
G2 has V (j) 6= ∅ for every j ∈M(G): Proof of this statement is as in Theorem 2.
G2 is zone-connected: Proof of this statement is identical to its proof in Theorem 2, with Corol-
lary 1 used in place of Theorem 1.
G2 has no surrounded zones: By contradiction, assume that there are distinct i, j ∈ M(G) such
that there is a cycle, Cj ⊆ V (j) in G2 such that V (i) ⊆ Int(Cj). Note that, by the given
condition on H(G2) in conjunction with Lemma 8, j 6= z2(v). Therefore, cycle Cj ⊆ V (j) is in
G1, since V (j) in G1 is a subset of V (j) in G2 when j 6= z2(v). There are two cases for j:
1. j = z1(v): Then, V (i) − v in G1 is equal to V (i) in G2. Let x ∈ Nz1(v)(v). Since
V (i) − v ⊆ Int(Cj) in G1, and x ∈ V (i) − v, then by Lemma 3B, v ∈ Int(Cj).
Therefore, V (i) ⊆ Int(Cj) in G1. Equivalently, Cj surrounds zone i in G1, which is a
contradiction.
2. j 6= z1(v): Then, V (i) in G1 is a subset of V (i) in G2. Therefore, Cj surrounds zone i
in G1, which is a contradiction.
Since either cases leads to a contradiction, then G2 has no surrounded zones.
Proof of Theorem 4. G2 is a geo-graph with m(G2) = m(G1) + 1 zones: Since G2 represents the same
map that G1 represents (i.e., they use the same boundary function, B), then G2 is a geo-graph.
Furthermore, since Nz1(v)(v) is not empty, no zones have been lost, and hence G2 has at least as
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many zones as G1. Finally, since there are no vertices in zone m(G1) + 1 in G1, but one vertex in
zone m(G1) + 1 in G2, G2 has one more zone than G1, giving m(G2) = m(G1) + 1 zones.
Zone-Connectedness: For each zone r in the range of z2, one of three cases must hold:
1. r = z1(v). Since v is neighbor-connected in z1(v) for graph G1, then by Corollary 1, the
subgraph induced by V (z1(v)) − v is connected. Since V (z1(v)) − v is the set of vertices in
zone r in G2, zone r is connected in G2.
2. r = k + 1. Since there is only one vertex in zone k + 1, then this zone is connected in G2.
3. r 6= z1(v) and r 6= z2(v). In this case, the subgraph induced by V (r) in G2 is identical to the
subgraph induced by Vr in G1. Since G1 is zone-connected, then zone r is connected in G2.
Since each zone in G2 is connected, then G2 is zone-connected.
No Surrounded Zones: Since G1 has no surrounded zones, any surrounded zone in G2 must be
surrounded by a cycle that did not exist in G, or zone m(G2) must be surrounded. Since no new
eligible cycles have been created, only zonem(G2) can be surrounded. If the basic unit represented
by v shares at least one point with the region boundary, then zone m(G2) is not surrounded, by
Lemma 3C. Therefore, if zone m(G2) is surrounded, then by the requirements of this Theorem,
there are two vertices, x1, x2 ∈ R(v), such that z2(x1) 6= z2(x2).
By contradiction, assume that zone m(G2) is surrounded, and let C be any cycle such that v =
V (m(G2)) ⊆ Int(C), where C ⊆ V (j) for some j 6= m(G2). Assume, without loss of generality,
that j 6= z1(x1); otherwise, substitute z1(x2) for z1(x1) in the rest of the proof. By Lemma 3B, in
conjunction with Lemma 3F, zone m(G2) is surrounded if and only if zone z1(x1) is surrounded,
which contradicts the fact that zone z1(x1) is not surrounded.
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Appendix B
Proofs of Chapter 4
B.1 Pocket Proofs
Proof of Lemma 10. Choose any j1, j2 ∈M0(G) and v1 ∈ V (j1) and v2 ∈ V (j2) and draw any curve
on the plane connecting v1 and v2. The sequence of zones visited by this curve is a j1,j2-walk on
H(G) (since at each point where the curve crosses from one zone to another, it simultaneously
crosses between units in these zones at a point on their common border, and hence, these units are
augmented neighbors). This walk contains a j1, j2-path on H(G); since such a path can be created
for any j1, j2 ∈M0(G), H(G) is connected.
Proof of Lemma 11. Suppose that Int(C) = ∅. Let a1, a2 ∈ B(v1) be the two points where the two
edges between v1 and v2 in C intersect B(v1), and W be the associated v2, v2-perimeter on v1 such
that W ⊆ C ∪ Int(C) as provided by Lemma 2B. Since Int(C) = ∅ and v1 /∈ W , then W = {v2}.
Therefore, the entire segment connecting a1 to a2 alongB(v1) that is associated with this perimeter
must also be a continuous segment on B(v2). Therefore, both edges between v1 and v2 on C must
pass through a single segment on B(v1) ∩ B(v2), which contradicts the definition of edges in a
geo-graph as defined by plane graph duality.
Proof of Lemma 12. Let BC , B1, and B2 be the closed curve composed of the edges in C, C1, and
C2, respectively. Note that the curve associated with P intersects exactly two points on BC , and
therefore divides the area enclosed by BC into two smaller areas: one associated with B1 and
the other associated with B2. Since the areas enclosed by B1 and B2 are mutually exclusive,
Int(C1) ∩ Int(C2) = ∅. For each vertex v ∈ Int(C) − P , v is located inside exactly one of the
these two smaller areas. If it is located within the area enclosed by B1, then v1 ∈ Int(C1), and v ∈
Int(C2) if v is located within the area enclosed by B2. Therefore, Int(C)−P ⊆ Int(C1)∪ Int(C2).
104
Now, choose any vertex v1 ∈ Int(C1); since the area enclosed by B1 is also enclosed by BC ,
v1 ∈ Int(C). Similarly, for any vertex v2 ∈ Int(C2), v ∈ Int(C). Furthermore, since P ⊆ C1 and
P ⊆ C2, P * Int(C1) and P * Int(C2). Therefore, Int(C1) ∪ Int(C2) ⊆ Int(C) − P . Combining
these two expressions gives Int(C1) ∪ Int(C2) = Int(C)− P .
Proof of Lemma 13A. The proof is by induction on the value of i in Algorithm 1.
Base Case: Suppose i = 0. Choose any x ∈ Φf,0. Since the subgraph induced by F in H(G)
is connected, let Pf be a f ,0-path on the vertices of F . Adding x to the beginning of Pf gives a
x,0-path, Px, on the vertices of F ∪ {x}. For any x′ ∈ V ′ − F such that x′ 6= x, Px does not contain
x′, and therefore x and 0 are in the same component of the subgraph induced by V ′ − x′ in H(G).
Inductive Case: Suppose i ≥ 1. Choose any x ∈ Φf,i, and let x1, x2 ∈ Φf,i−1 be such that
x1x, x2x ∈ E′. Choose any x′ ∈ V ′ − F . Since x1 6= x2, it cannot be that x′ = x1 and x′ = x2;
without loss of generality, assume that x′ 6= x1. By the inductive hypothesis, there is a x1,0-path,
P1, such that x′ /∈ P1. Adding x to the beginning of P1 gives a x,0-path that does not contain x′,
and therefore x and 0 are in the same component of the subgraph induced by V ′ − x′ in H(G).
In either case, x cannot be surrounded by x′ by Lemma 8. Since this can be done for any
x ∈ Φf,i with i ≥ 0 and any x′ ∈ V ′ − F (with x′ 6= x), no zone in Φf is surrounded by a zone in
V ′ − F .
Proof of Lemma 13B. The proof is by induction on the value of i in in Algorithm 1:
Base Case: Suppose i = 0. Each x ∈ Φf,0 has xf ∈ E′ which is a x,f -path containing only
vertices in Φf ∪ {f}.
Inductive Case: Suppose i ≥ 1. Choose any vertex x ∈ Φf,i and choose an x′ ∈ Φf,i−1 such that
x′x ∈ E′. Let P be a x′, 0-path on the vertices of Φf ∪{f} by the induction hypothesis. Appending
x to the beginning of this path gives a x, f -path containing vertices of Φf ∪ {f}.
Proof of Lemma 13C. First, consider the case that f 6= 0. Suppose that there is some x ∈ Φf that is
not surrounded by f . Let P be a x, 0-path in H(G) that does not contain f , such that f ′ ∈ F is the
first vertex of F visited by P and P1 is the x, f ′-path contained in P . Note that P1 ∩ F = f ′. By
Lemma 13B, there is a f , x-path, P2, such that P2∩F = f . Appending P2 to the end of P1 provides
a f ′, f -walk that contains a f ′, f -path (note that edge f ′f is not in the walk, and hence, the path
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cannot be (f ′, f)); call this path P ′, and note that P ′ − {f, f ′} ⊆ Φf ⊆ V ′ − F , which contradicts
the definition of F .
Second, consider the case that f = 0. For any x ∈ Φ0, there is an x, 0-path that only includes
the vertices of Φ0 ∪ {0} by Lemma 13B. Therefore, x cannot be surrounded by any zones that are
not included in this path. Furthermore, Lemma 13A shows that x cannot be surrounded by any
zones in Φ0. Therefore, x is unsurrounded.
Proof of Lemma 13D. Zone 0 is in F ∪ Φf , since 0 ∈ F ⊆ F ∪ Φf . The subgraph induced by F ∪ Φf
is connected in H(G), since the subgraph induced by {f} ∪ Φf is connected by Lemma 13B, the
subgraph induced by F is connected by the definition of a barrier, and both subgraphs contain
zone f .
To show that there is no f1, f2-path, P , in F ∪ Φf such that P − {f1, f2} ⊆ V ′ − (F ∪ Φf ) and
|P | > 2, suppose that such a path exists. If f1, f2 ∈ F , the existence of P contradicts the fact that
F is a barrier. Suppose only one of f1, f2 is in F and the other is in Φf . Assume without loss of
generality, that f1 ∈ F and f2 ∈ Φf , and note that f1 6= f , since all of the neighbors of f are in
F ∪ Φf . Construct an f1,f -path P ′ by appending a f2, f -path on {f} ∪ Φf (provided by Lemma
13B) to the end of P . Therefore, P − {f, f1} ⊆ V ′ − F and |P ′| > 2, which contradicts the fact that
F is a barrier.
The only remaining case requires that f1, f2 ∈ Φf . Choose any σ ∈ P − {f1, f2} and let
Σ ⊆ V ′ − (F ∪ Φf ) be the set of zones in the same component as σ in the subgraph induced
by V ′ − (F ∪ Φf ). Let K ⊆ F ∪ Φf be the zones adjacent to Σ such that K = {x ∈ F ∪ Φf : ∃s ∈
Σ, xs ∈ E′}, and note that f1, f2 ∈ K. Moreover, it must be that K ∩ F = ∅, otherwise one can
choose f ′ ∈ K ∩F and create a f1, f ′-path, P ′, such that P ′−{f1, f ′} ⊆ V ′− (F ∪Φf ) and |P ′| > 2,
which has already been found to be a contradiction.
By Lemma 4, there is at least one cycle C ⊆ V (K) ⊆ V (V ′−F ) such that V (Σ) ⊆ Int(C). Since
G is zone-connected, for any cycle C ⊂ V (M0(G) − F ) and j ∈ F , it must be that V (j) ⊆ Int(C)
or V (j) ⊆ Ext(C) by Lemma 3D. Suppose there is some j ∈ F such that V (j) ⊆ Int(C), and let
PF be a j, 0-path on F (since F is a barrier). There must be two adjacent zones j1 and j2 on PF ,
such that V (j1) ⊆ Int(C) and V (j2) ⊆ Ext(C). By Lemma 3B, there can be no pair of vertices
x1 ∈ V (j1) and x2 ∈ V (j2) such that x1 ∈ R(x2), and therefore j1j2 /∈ E′, which contradicts the
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existence of j. Therefore, it must be that Int(C) ⊆ V (V ′ − F ).
Among all cycles C ⊆ V (V ′ − (F ∪ Σ)) with V (Σ) ⊆ Int(C), define cycle Cmin such that
|Int(Cmin)| is minimized and (among those with fewest internal vertices) |Cmin| is also minimized.
Suppose that Cmin has an internal path Pmin ⊆ V (V ′ − (F ∪ Σ)), and let Cp1 and Cp2 be the two
cycles produced according to Lemma 12. Since Int(Cp1 ) ∩ Int(Cp2 ) = ∅, P ∩ Int(Cmin) 6= ∅, and
Int(Cp1 ) ∪ Int(Cp2 ) = Int(Cmin) − P , it must be that |Int(Cp1 )| + |Int(Cp2 )| < |Int(Cmin)|. Choose
any sp ∈ V (Σ) and assume, without loss of generality, that sp ∈ Int(Cp1 ); it must be that V (Σ) ⊆
Int(Cp1 ) by Lemma 3B since every pair of vertices in V (Σ) can be joined by a strand on V (Σ),
which contradicts the definition of Cmin, since |Int(Cp1 )| < |Int(Cmin)|. Therefore, Cmin can have
no internal path on V (V ′ − (F ∪ Σ)). Suppose that Cmin has an internal edge connecting vertices
c1, c2 ∈ Cmin. Let Ce1 and Ce2 be the two cycles produced according to Lemma 12. Choose any se ∈
V (Σ) and suppose, without loss of generality, that se ∈ Int(Ce1); it must be that V (Σ) ⊆ Int(Ce1).
Since |Int(Ce1)| + |Int(Ce2)| = |Int(Cmin)| by Lemma 12, it must be that Int(Ce1) = Int(Cmin)
(otherwise |Int(Ce1)| < |Int(Cmin)|, which is a contradiction), and hence, Int(Ce2) = ∅. Since
Ce1 ⊆ Cmin, it must be that Ce1 = Cmin to remain consistent with the definition of Cmin (otherwise,
|Ce1 | < |Cmin|). Since Ce1 and Ce2 only share the vertices c1 and c2 and Ce2 ⊆ Cmin, it must be that
Ce2 is a two-vertex cycle consisting of c1 and c2, which contradicts Lemma 11, since Int(C
e
2) = ∅.
Therefore, Cmin has no internal edge.
Suppose that Cmin ⊆ V (k) for some k ∈ V ′ − F . It cannot be that both k = f1 and k = f2;
assume without loss of generality that k 6= f2. Since there is a v2 ∈ V (f2) and vs ∈ V (Σ) such
that v2 ∈ R(vs), and vs ∈ Int(Cmin), it must be that V (f2) ⊆ Int(Cmin) and therefore zone
f2 is surrounded by zone k, which contradicts Lemma 13A. Therefore, there are at least two
k1, k2 ∈ K such that V (k1) ∩ Cmin 6= ∅ and V (k2) ∩ Cmin 6= ∅. Choose c1, c2, c3 ∈ Cmin that
appear consecutively on Cmin (it may be that c1 = c3) such that z(c2) 6= z(c3). Let W be the c1,
c3-perimeter on c2 such thatW ⊆ R(c2)∩(Cmin∪Int(Cmin)). Letw ∈W be the last vertex ofN(c2)
visited by W prior to its endpoint c3, with W ′ being the w,c3-walk from w to the end of W . Note
that for every w′ ∈ W ′, c2, c3 ∈ R(w′). If w ∈ Cmin and W ′ contains only w and c3, then Cmin has
an internal edge connecting w and c3, which is a contradiction. If W ′ ⊆ V (V ′ − (F ∪Σ)), then the
walkW ′ contains an internal path of Cmin on V (V ′− (F ∪Σ)), which is a contradiction. Therefore,
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W ′ must contain some vertex ω ∈ V (F ∪ Σ), and hence ω ∈ V (Σ), since Int(Cmin) ⊆ V (V ′ − F ),
Cmin ⊆ V (V ′ − F ), and W ′ ⊆ W ⊆ Cmin ∪ Int(Cmin). Since c2, c3 ∈ R(w′), it must be that
z(w′)z(c2), z(w′)z(c3) ∈ E′ in H(G). Therefore, z(w′) should have been added to Φf at some point
in Algorithm 1, which contradicts the fact that z(w′) ∈ Σ and Σ∩Φf = ∅. This contradiction rejects
the assumption that such a P can exist, and therefore F ∪ Φf is a barrier.
Proof of Lemma 13E. Assume that k ∈ V ′ − F . The subgraph induced by F in H(G) is connected;
since f, 0 ∈ F , then f and 0 are always in the same component of the subgraph induced by V ′ − k
and therefore f is not surrounded by k. This is a contradiction; it must be that k ∈ F . Since f is
surrounded by k, let j ∈ {1, 2, . . . , pi(k)} be the pocket of k such that f ∈ Πj(k). Since the subgraph
induced by Φf ∪{f} is connected by Lemma 13B, then Φf ∪{f} is contained in a single component
of the subgraph induced by V ′ − k in H(G). Therefore, Φf ∪ {f} ⊆ Πj(k) by Lemma 9.
Proof of Lemma 13F.
Sufficiency: Let j ∈ {1, 2, . . . , pi(f ′)} be such that f ∈ Πj(f ′). By Lemma 13E, x ∈ Φf ⊂ Πj(f ′), and
therefore zone f ′ surrounds zone x.
Necessity: Suppose that f ′ does not surround f , and let P be any f , 0-path that does not contain
f ′. By Lemma 13B, there is a x, f -path P ′ that includes only vertices in Φf ∪ {f} and therefore
does not include f ′. Following the sequence of vertices in P ′ and then the sequence in P gives an
x, 0-walk that does not contain f ′; this walk contains an x, 0-path that does not contain f ′, which
contradicts the fact that x is surrounded by f ′.
Proof of Lemma 14A. Let j′ ∈ {1, 2, . . . , j} be the smallest index such that fj ∈ Fj′ . The proof will
be by truncated induction on k.
Base Case: Let k = j′. Then fj ∈ Φfj′−1 . Since the subgraph induced by Fj′−1 in H(G) is
connected and 0 ∈ Fj′−1, fj cannot surround any zone in Fj′−1. Furthermore, fj cannot surround
any zone in Φfj′−1 by Lemma 13A. Since Fj′ = Fj′−1 ∪Φfj′−1 , fj cannot surround any zone in Fj′ .
Inductive Case: Let j′ < k ≤ j, and note that fk−1 6= fj . By the inductive hypothesis, fj cannot
surround any zone in Fk−1. Since fk−1 ∈ Fk−1, then fj cannot surround any zone in Φfk−1 by
Lemma 13F. Since Fk = Fk−1 ∪ Φfk−1 , fj cannot surround any zone in Fk.
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Since the inductive case can be applied through k = j, fj does not surround any zone in Fj .
Furthermore, since Fi ⊆ Fj for i ≤ j, fj does not surround any zone in Fi for i = 0, 1, . . . , j.
Proof of Lemma 14B.
Sufficiency: Suppose that f /∈ F1; define j such that f ∈ Fj but f /∈ Fj−1, and note that j ≥ 2. Let
f ′ ∈ F ′j−1 be the zone finalized in iteration j − 1 of the iterated barrier; it must be that f ∈ Φf ′ .
Note that 0 must be finalized in iteration 0, since F0 = F ′0 = {0}, and therefore f ′ 6= 0, since
j − 1 ≥ 1. Therefore, Lemma 13C shows f is surrounded by f ′.
Necessity: Note that 0 must be finalized in iteration 0, since F0 = F ′0 = {0}, and that F1 = F0 ∪ Φ0.
By definition, dummy zone 0 cannot be surrounded (since it is external to every cycle), and no
vertex in Φ0 can be surrounded by Lemma 13C. Therefore, no zone in F1 is surrounded.
Proof of Lemma 14C.
Sufficiency: Since x1 and x2 are in the same pocket, there must be an x1, x2-path on V ′ − f . Let P
be such a path that contains the fewest vertices in V ′ − (F ∪ Φfj ,0). Assume that P * Φfj ,0 and
let y1 ∈ V ′ − (F ∪ Φfj ,0) be the first vertex that P visits that is not in Φfj ,0, and x′1 ∈ Φfj ,0 be the
vertex visited immediately before y1. Let x′2 ∈ Φfj ,0 be the first vertex in Φfj ,0 visited after y1,
and let y2 ∈ V ′ − (F ∪ Φfj ,0) be the vertex visited immediately before x′2 (it may be that y1 = y2).
Let Y ⊆ V ′ − (F ∪ Φfj ,0) be the maximal set of connected zones that contains y1 and y2, and
Σ = {s ∈ V ′ : ∃y ∈ Y, ys ∈ E′}. It cannot be that f ∈ Σ; this would imply that there is a vertex
y ∈ Y with fy ∈ E′, and therefore y ∈ F ∪Φfj ,0. There can be no f ′ ∈ F−f with f ′ ∈ Σ; this would
allow one to construct a f ′, f -path on (V ′ − F ) ∪ {f ′, f} (by creating a f ′,y1-path, then adding x′1
and f to the end of it). Therefore, Σ ⊆ Φfj ,0, with x′1, x′2 ∈ Σ.
Create cycle CΣ ⊆ V (Σ) with V (Y ) ⊆ Int(CΣ) by Lemma 4. It must be that V (f) ⊆ Ext(CΣ);
otherwise, V (f) ⊆ Int(CΣ) and the curve corresponding to any cycleCf ⊆ V (f) would lie entirely
inside the curve corresponding to CΣ, which contradicts the fact that CΣ ⊆ Int(Cf ) for some Cf
that surrounds zone x′ for each x′ ∈ Σ. It must be that V (x′1) ∩ CΣ 6= ∅; otherwise, V (x′1) ⊆
Int(CΣ), and there can be no vertex pair v1 ∈ V (x′1) and vf ∈ V (f) such that v1 ∈ R(vf ), which
contradicts the fact that x′1f ∈ E′ in H(G). Similarly, it must be that V (x′2) ∩ CΣ 6= ∅. Choose
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some v1 ∈ V (x′1) ∩ CΣ and v2 ∈ V (x′2) ∩ CΣ. Let PΣ be a v1, v2-path on CΣ, and let Σ′ ⊆ Σ be the
sequence of zones visited while traversing this path. This sequence is a x′1, x′2-walk on Σ ⊆ Φfj ,0
in H(G), which contains a x′1, x′2-path. Call this path P2.
Let P1 be the x1, x′1-path contained in P and P3 be the x′2, x2-path contained in P . Then,
following the sequence of zones in P1, then P2, then P3 provides a x1, x2-walk in H(G), which
contains a x1, x2-path. Call this path P ′. For every vertex p′ ∈ V ′ − (F ∪ Φfj ,0) such that p′ ∈ P ′,
p′ ∈ P . Furthermore, P ′ does not contain y1 ∈ V ′ − (F ∪ Φfj ,0). Therefore, P ′ contains fewer
vertices in V ′− (F ∪Φfj ,0) than P , which contradicts the definition of P . This contradiction rejects
the assumption that P * Φfj ,0, and hence, it must be that there is a x1, x2-path on Φfj ,0.
Necessity: Since x1, x2 ∈ Φfj′ ,0, Lemma 13C implies that they are both surrounded by zone j′.
Since a x1, x2-path exists on Φfj′ ,0 (which does not include j
′),both are in the same component of
V ′ − j′ in H(G), and therefore are in the same pocket of j′.
Proof of Lemma 15. Let (F0, F1, . . . , Fi) be the iterated barrier of G corresponding to finalization
sequence (f0, f1, . . . , fi−1), and let Φfj ,0 be defined for each fj as in Algorithm 1. The auxiliary
graph H(G) is connected, and therefore each pocket of zone fj must contain at least one neigh-
boring zone of fj in H(G). By Lemma 14A, fj does not surround any of its neighbors in Fj ; all
of its remaining neighbors are in Φfj ,0, and hence, pi(fj) ≤ |Φfj ,0|. Furthermore, since H(G) is
connected, |Φ0,0| > 0. Therefore,∑m(G)
j=1 pi(fj) ≤
∑m(G)
k=1 |Φfj ,0| <
∑m(G)
k=0 |Φfj ,0| ≤ m(G)
Proof of Lemma 16.
Terminates: Consider the beginning of the while loop on Line 7 of Algorithm 2. Each time this loop
repeats, one new vertex of V ′ is added to F fin on Line 31. Since F fin can contain at most |V ′|
vertices, this loop will repeat a finite number of times. Within this loop, there are five additional
loops. Each vertex of V ′ will reside in at most one Φf,0, and hence the two for loops that assign
the vertices of Φf,0 to their pockets on Line 16 will repeat at most |V ′| times. By noting that each
vertex in V ′ will be added to Y at most once, the while loop beginning on Line 18 and the for
loop within it will each repeat at most |V ′| times. Finally, by noting that Φf ⊆ V ′−F , the for loop
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beginning on Line 27 will repeat at most |V ′ − F | times. Since each loop repeats a finite number
of times, the algorithm will terminate.
Finalizes all vertices: Suppose there is some vertex v′ ∈ V ′ such that v′ is never finalized by Algo-
rithm 2, and let F ′ ⊆ V ′ − v′ be the set of vertices that have been finalized when the algorithm
terminates. Choose any f ∈ F ′; since H(G) is connected, there is a v′, f -path in H(G). Call this
path P . There must be some pair of adjacent vertices, p1, p2 ∈ P , such that p1 ∈ F ′, p2 /∈ F ′, and
p1p2 ∈ E′. Therefore, p2 should have been included in Φp1 when p1 was finalized (by Algorithm
1), which contradicts the construction of the iterated barrier.
Assigns Φf to the correct pocket: For any f ∈ V ′, Lemma 14C shows two vertices in V ′ are in the
same pocket of f if and only if they are in the same component of the subgraph induced by Φf,0
in H(G). Therefore, each vertex in Φf,0 is assigned to the correct pocket of f in Lines 12-16 of
Algorithm 2. Any vertex x ∈ Φf,1 − Φf,0 has two neighbors in Φf,0. Therefore, x will be in the
same component of the subgraph induced by V ′− f as these two neighbors, and therefore should
be assigned to the same pocket as either of them (both neighbors must be in the same pocket). In
Algorithm 2, this assignment occurs in Line 22, and therefore all vertices in Φf,1 are assigned to
the proper pocket. This process can be extended by considering vertices in Φf,2 −Φf,1, then those
in Φf,3 −Φf,2, and so on until the loop terminates. Therefore, all vertices in Φf are assigned to the
correct pocket of f .
Proof of Lemma 17.
Sufficiency: Suppose that x′ is not in the finalization path. By the construction of the finalization
path, x ∈ Φp2 when p2 is finalized. It cannot be that x′ ∈ Φp2 , otherwise x′ cannot surround x
by Lemma 13A; let P be a x, p2-path on {p2} ∪ Φp2 as provided by Lemma 13B. Now, note that
p2 ∈ Φp3 . It cannot be that x′ ∈ Φp3 , otherwise x′ cannot surround x (since it cannot surround
p2 by Lemma 13A, and P provides an x, p2 path on which x′ does not appear); extend P into a
x, p3-path by appending a p2, p3-path on {p3} ∪ Φp3 to it. Continuing this process along P f (x)
extends P to a x, 0-path on which x′ does not appear. Therefore, x is not surrounded by x′, which
is a contradiction.
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Necessity: Let j′ ∈ {2, 3, . . . , j − 1} be such that pj′ = x′ of P f (x). By Lemma 13C, zone x′ sur-
rounds zone pj′−1. By Lemma 13E, zone x′ surrounds zone pj′−2. Iteratively applying Lemma 13E
backward along P f (x) shows that zone x′ surrounds zone x.
Proof of Lemma 18A. Consider any k ∈ M(G) and let P f (k) = (p1, p2, . . . , pj). By Lemma 17, the
only zones that surround k are those in {p2, p3, . . . , pj−1} (note that pj = 0 is ignored, since by
definition it surrounds no zones). For any i ∈ {2, 3, . . . , j − 1}, Algorithm 2 assigns pi−1 to the
correct pocket of pi by Lemma 16; by Lemma 13E, p1 = k should also be assigned to the same
pocket of pi. Algorithm 3 iterates through each zone in M(G) and traverses its finalization path,
making these pocket assignments as it does so. For each zone, Line 2 begins the traversal by
storing in f current the parent of k, which is labeled p2 in the finalization path. The while loop in
Lines 3-6 iterates f current forward through the finalization path of zone k. At each step, the loop
checks whether the parent of f current is equal to zero; if it is not, Line 5 assigns k to the same
pocket of parent[f current] that contains f current. The case where parent[f current] is zero is ignored,
since dummy zone 0 has no pockets and therefore no zones should be assigned to its pockets.
Proof of Lemma 18B. For any k ∈ M(G), let P f (k) = (p1, p2, . . . , pj) be its finalization path. Re-
moving p1 from the beginning of P f (k) produces the finalization path of p2 (unless p2 is zero).
Therefore, if there is a finalization path of length n, then there is also a finalization path of length
n − 1. Also, note that the minimum finalization path lengths is 2, which occurs when k is unsur-
rounded (i.e., P f (k) = (p1, p2) = (k, 0)). Therefore, it is claimed that the sum of all path lengths is
maximized when the lengths of them(G) finalization paths are 2, 3, . . . ,m(G)+1. The set of zones
depicted in Figure 4.4 shows one example of when this can occur. Suppose that k is the maximum
length of a single finalization path. There are three cases:
1. k = m(G) + 1: There are k finalization paths with length 2, 3, . . . ,m(G) + 1. This accounts
for all of the m(G) finalization paths, one for each zone. This is exactly the maximum sum
case hypothesized above, with this sum being
∑m(G)+1
i=2 i = (m(G)
2 + 3m(G))/2.
2. k < m(G)+1: There are k−1 finalization paths with length 2, 3, . . . , k. Each of the remaining
m(G) − k + 1 paths have length at most k; the sum of the path lengths is at most ∑ki=2 i +
k(m(G) − k + 1) < ∑m(G)+1i=2 i, which is the sum when the finalization path lengths are
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2, 3, . . . ,m(G) + 1.
3. k > m(G) + 1: There must be k − 1 finalization paths with length 2, 3, . . . , k. Since k >
m(G)+1, more thanm(G) lengths have been specified. Since there are onlym(G) finalization
paths, each with a single length, this cannot occur.
Therefore, finalization paths with length 2, 3, . . . ,m(G) + 1 produce the maximum sum, with∑m(G)+1
i=2 i = (m(G)
2 + 3m(G))/2.
B.2 Contiguity Proofs
Proof of Corollary 2. Follows directly from Theorem 1 by noting thatM0(G)−Π0(z(v)) is equivalent
to Π(G) ∪ {z(v)}.
Proof of Lemma 19. If v2 ∈ V (z(v1)), then v2 ∈ V (Πj(k)) by definition. Otherwise, since v1 ∈
R(v2), zones z(v1) and z(v2) are adjacent in the auxiliary graph H(G), and hence, are in the same
component of the subgraph induced by V ′ − k in H(G). Therefore, z(v2) ∈ Πj(k) by Lemma 9.
Therefore, v2 ∈ V (z(v2)) ⊆ V (Πj(k)).
Proof of Lemma 20.
Sufficiency: Let v ∈ V and j ∈ {1, 2, . . . , pi(z(v))}. Suppose that there are two vertices, x1, x2 ∈
R(v) ∩ V (Πj(z(v))) whose x1, x2-perimeters on v are W1 and W2, and Wi ∩ N(v) * N(v) ∩
V (Πj(z(v))) for i = 1, 2. For i = 1, 2, let W ′i ⊆ Wi be the subsequence of Wi consisting of only
vertices in Wi ∩N(v) in addition to endpoints x1 and x2. Each W ′i is an x1, x2-strand. Let wi ∈W ′i
be the first vertex visited by W ′i such that wi /∈ N(v) ∩ V (Πj(z(v))). It must be that z(wi) = z(v),
otherwise wi ∈ V (Πj(z(v))) by Lemma 19, which contradicts the definition of wi. Let S be a x1,
x2-strand on V (Πj(z(v))), as provided by the definition of a pocket, and let P be a w1, w2-path on
R(v) ∩ V (M0(G)−Πj(z(v))). There are two cases:
1. v0 /∈ P : Construct cycle C by appending v to P .
2. v0 ∈ P : Let C ′ ⊆ V (z(v)) be such that V (Πj(z(v))) ⊆ Int(C ′), by the definition of a pocket.
Since v0 ∈ P , it must be that B(v0) ∩ B(v) 6= ∅, and hence, v ∈ C ′ by Lemma 3C; otherwise,
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since x1 ∈ R(v) ∩ V (Πj(z(v))), then x1 ∈ Ext(C ′) by Lemma 3B, which contradicts the
fact that V (Πj(z(v))) ⊆ Int(C ′). Furthermore, if wi /∈ C for i ∈ {1, 2}, it must be that
wi ∈ Int(C ′) by Lemma 3B, since R(wi) contains a vertex of V (Πj(z(v))) (appearing before
it on W ′i ). If wi ∈ Int(C ′), then let Pi be the wi, v0-path on P , and let pi be the first vertex
encountered by Pi on C ′, as provided by Lemma 3E; otherwise, let pi = wi and Pi = (wi).
Let P ′ be a p1, p2-path on C ′ that does not include v, and construct cycle C by appending
v to the composite path formed by the w1, p1-path on P1, the p1, p2-path on P ′, and the p2,
w2-path on P2.
In either case,C is a cycle on V (M0(G)−Πj(z(v)))−v0, on whichw1, v,w2 appear consecutively. By
this construction, x1 and x2 are on differentw1,w2-perimeters on v, and hence, one is in Int(C) and
the other is in Ext(C) by Lemma 2B. Therefore, S ∩C 6= ∅ by Lemma 3E, which is a contradiction.
Necessity: Suppose that Nz(v)(v) is not contained in a single component of the subgraph induced
by R(v) ∩ V (M0(G) − Πj(z(v))). Let y1, y2 ∈ Nz(v)(v) be two vertices in different components
of this subgraph, and let Y1 and Y2 be the two y1, y2-perimeters on v. For i = 1, 2, let ui ∈ Yi
be such that ui ∈ V (Πj(z(v))); if such a vertex does not exist, then Yi is a y1,y2-walk on R(v) ∩
V (M0(G)−Πj(z(v))) that contains a path on the same vertex set, which contradicts the supposition
that these vertices are in different components. By this construction, y1 and y2 appear on different
u1, u2-perimeters on v, which contradicts the fact that at least one perimeter (call it W ) must have
W ∩N(v) ⊆ N(v) ∩ V (Πj(z(v))).
Proof of Lemma 21. Choose any x1, x2 ∈ R(v) ∩ V (Πj(z(v))). By Lemma 20, one of the x1, x2-
perimeters on v (call it W ) has W ∩N(v) ⊆ N(v)∩V (Πj(z(v))). Let L ⊆ B(v) be the portion of the
closed curve B(v) that corresponds to the construction of perimeter W . For any w ∈ W , suppose
that w /∈ W ∩N(v). There must be a point bw ∈ B(w) ∩ L otherwise w would not appear on this
perimeter. Every point b ∈ L, bmust lie on someB(x′), where x′ ∈W∩N(v) ⊆ N(v)∩V (Πj(z(v)));
choose x′ such that bw ∈ B(x′). Therefore, B(w)∩B(x′) 6= ∅, and hence, w ∈ R(x′); if w /∈ V (z(v)),
then w ∈ V (Πj(z(v))) by Lemma 19. Therefore, either w ∈ V (z(v)) or w ∈ V (Πj(z(v))). For
any w′ ∈ W , either w′ ∈ W ∩ N(v) (in which case w′ ∈ V (Πj(z(v)))) or w′ /∈ W ∩ N(v) (in
which case w′ ∈ V (z(v)) or w′ ∈ V (Πj(z(v)))). Since W ⊆ R(v), then W is an x1,x2-walk on
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R(v) ∩ V (Πj(z(v)) ∪ {z(v)}), which contains an x1,x2-path on the same vertex set.
Proof of Lemma 22. Let x1, x2 ∈ R(v) ∩ V (Πj(z(v))). By Lemma 21, there is an x1, x2-path, P , such
that P ⊆ R(v)∩V (Πj(z(v))∪{z(v)}), and therefore x1 and x2 are in the same component of Θj(v).
Since this can be done for any choice of x1, x2 ∈ R(v) ∩ V (Πj(z(v))), then V (Πj(z(v))) must be
contained in a single component of the subgraph induced by Θj(v). By definition, each component
of the subgraph induced by Θj(v) must contain at least one vertex x ∈ R(v) ∩ V (Πj(z(v))), and
hence this subgraph cannot have more than one component.
Proof of Lemma 23.
Sufficiency: Let t′ ∈ Tk(v) such that t′ 6= tk. Let P1 be a x, t-path such that x ∈ R(v) ∩ V (Πj(z(v)))
and P1 ⊆ R(v) ∩ V (Πj(z(v)) ∪ {z(v)}) as provided by the definition of Θj(v), and let P2 ⊆ R(v) ∩
V (z(v)) be a t, t′-path, as provided by the definition of Tk(v). Appending P2 to the end of P1
provides a x, t′-walk on R(v) ∩ V (Πj(z(v)) ∪ {z(v)}), which contains an x, t′-path on the same
vertex set. Therefore, t′ ∈ Θj(v). Since this result holds for any t′ ∈ Tk(v), Tk(v) ⊆ Θj(v).
Necessity: Follows directly, since tk ∈ Tk(v) and Tk(v) ⊆ Θj(v).
Proof of Lemma 24. Let Jk(v) = {j}, and let vk ∈ Nz(v)(v) ∩ Tk(v). Since α′(v) ≥ 2, choose any
k′ ∈ {1, 2, . . . , α′(v)} such that k′ 6= k and let vk′ ∈ Nz(v)(v) ∩ Tk′(v). Let P be any vk, vk′-path on
R(v), and let x be the first vertex visited by P such that x /∈ Tk(v). Since vk′ /∈ Tk(v), such an x
must exist, and furthermore, x ∈ R(v) ∩ V (Πj′(z(v))) for some j′ ∈ V pi(v). Since x is adjacent to
some vertex in Tk(v), then Tk(v) ⊆ Θj′(v) by Lemma 23, and hence, j′ ∈ Jk(v). Since Jk(v) = {j},
therefore j′ = j and x ∈ R(v) ∩ V (Πj(z(v))). Since such an x ∈ R(v) ∩ V (Πj(z(v))) can be found
for any vk, vk′-path on R(v), then vk and vk′ cannot be in the same component of the subgraph
induced by R(v) ∩ V (M0(G)−Πj(z(v))).
Proof of Lemma 25. Let j ∈ V pi(v) and choose any x1 ∈ R(v) ∩ V (Πj(v)) and x2 ∈ Nz(v)(v), with
W being a x1, x2-perimeter on v. Let x′2 ∈ W be the first vertex that W visits on Nz(v)(v). Since
x′2 ∈ Nz(v)(v), it must be that x′2 ∈ Tk(v) for some k ∈ {1, 2, . . . , α′(v)}. Let W ′ be the subsequence
of W that begins at x1 and visits the vertices of W ∩ N(v), ending at x′2. Note that W ′ is an x1,
x′2-strand, and every vertex visited along W ′ is in R(v) ∩ V (Πj(z(v))), except for x′2. Let x′1 be
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the vertex that W ′ visits immediately before x′2, and let W ′′ be a shortest sequence from x′1 to x′2
on W . Let x′′2 ∈ Tk(v) be the first vertex that W ′′ visits in Tk(v), and let x′′1 be the vertex visited
immediately before x′′2 . Therefore, x′′1 ∈ N(x′′2). By this construction, B(x′1) ∩ B(x′′1) 6= ∅, and
therefore x′′1 ∈ V (Πj(z(v))) by Lemma 19. By the definition of Θj(v), it must be that x′′1 ∈ Θj(v),
and therefore Tk(v) ∈ Θj(v) by Lemma 23.
Proof of Lemma 26.
Sufficiency: Choose any x1 ∈ Θj1(v) and x2 ∈ Θj2(v). Let k ∈ {1, 2, . . . , α(v)} be such that Tk(v) ∈
Θj1(v) and Tk(v) ∈ Θj2(v) by the definition of the pocket graph, and choose any tk ∈ Tk(v). Let
P1 be a x1, tk-path on the vertices of Θj1(v), and let P2 be a tk, x2-path on the vertices of Θj2(v).
Appending P2 to the end of P1 provides a x1, x2-walk on the vertex set Θj1(v) ∪ Θj2(v), which
contains a x1, x2-path that appears in the subgraph induced by the same vertex set.
Necessity: Choose x1 ∈ Θj1(v) and x2 ∈ Θj2(v), and let P be an x1, x2-path on the subgraph
induced by Θj1(v) ∪ Θj2(v). Suppose that no x′ ∈ P exists such that x′ ∈ Θj1(v) ∩ Θj2(v). Let
x′2 ∈ P be the first vertex that P visits such that x′2 ∈ Θj2(v), and let x′1 ∈ Θj1(v) be the vertex
that P visits immediately before x′2. It must be that x′1 /∈ R(v)∩ V (z(v)), otherwise x′1 ∈ Θj2(v) by
definition. Similarly, it must be that x′2 /∈ R(v)∩ V (z(v)). Therefore, x′1 ∈ R(v)∩ V (Πj1(z(v))) and
x′2 ∈ R(v) ∩ V (Πj2(z(v))), which contradicts Lemma 19. Therefore, there is an x′ ∈ P such that
x′ ∈ Θj1(v)∩Θj2(v). It must be that x′ ∈ R(v)∩V (z(v)), since Θj1(v) ⊆ R(v)∩V (Πj1(z(v))∪{z(v)})
and Θj2(v) ⊆ R(v) ∩ V (Πj2(z(v)) ∪ {z(v)}), and V (Πj1(z(v))) ∩ V (Πj2(z(v))) = ∅. Therefore,
x′ ∈ Tk(v) for some k ∈ {1, 2, . . . , α(v)}, which implies that Tk(v) ⊆ Θj1(v) and Tk(v) ⊆ Θj2(v) by
Lemma 23, and therefore j1j2 ∈ Epi(v) by the definition of the pocket graph.
Proof of Lemma 27.
Sufficiency: Choose any j1, j2 ∈ V pi(v) − j. By Lemma 25, there are k1, k2 ∈ {1, 2, . . . , α′(v)} such
that Tk1(v) ⊆ Θj1(v) and Tk2(v) ⊆ Θj2(v). Choose any x1 ∈ Tk1(v) ∩N(v) and x2 ∈ Tk2(v) ∩N(v),
and let P be an x1, x2-path such that P ⊆ R(v) ∩ V (M0(G) − Πj(z(v))). Initialize P pi = (j1) to
be the sequence of vertices in V pi(v) visited so far along P , a = j1 to be the most recent vertex
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of V pi(v) in P pi, and y = x1 to be the most recent vertex of V visited by P . Begin the following
algorithm:
1. Advance y along P until either encountering a vertex, y′ ∈ P , such that y′ /∈ Θa(v) (in which
case, proceed to Step 2) or reaching the end of P (in which case, proceed to Step 3).
2. Let a′ ∈ V pi(v) − j be such that y′ ∈ Θa′(v). Since there is a y, y′-path on P that passes only
through the vertex set Θa(v) ∪Θa′(v), the edge aa′ ∈ Epi(v) by Lemma 26. Append a′ to the
end of P pi, let a = a′, let y = y′, and proceed to Step 1.
3. If a = j2, then exit the algorithm. Otherwise, note that x2 ∈ Θj2(v), so the y, x2-path on P
contains only vertices in Θa(v) ∪ Θj2(v), and therefore aj2 ∈ Epi(v) by Lemma 26. Append
j2 to the end of P pi and exit the algorithm.
This algorithm must terminate, since P has finite length, and y advances at least one vertex along
P each time Step 1 executes. When the algorithm terminates, P pi contains a j1, j2-walk on V pi(v)−
j, which contains a j1, j2-path on the same vertex set. Since this can be done for any j1, j2 ∈ V pi(v),
the subgraph induced by V pi(v)− j in Gpi(v) is connected.
Necessity: Choose any x1, x2 ∈ Nz(v)(v), let k1, k2 ∈ {1, 2, . . . , α′(v)} be such that x1 ∈ Tk1(v) and
x1 ∈ Tk1(v), and let j1, j2 ∈ {1, 2, . . . , pi(z(v))} be such that Tk1(v) ∈ Θj1(v) and Tk2(v) ∈ Θj2(v).
Since |Jk1(v)| ≥ 2 and |Jk2(v)| ≥ 2, j1 and j2 can be chosen such that j1 6= j and j2 6= j. If k1 = k2,
then there is an x1, x2-path on R(v)∩ V (z(v)), and therefore x1 and x2 are in the same component
of the subgraph induced by R(v) ∩ V (M0(G) − Πj(z(v))). Otherwise, let P pi be a j1, j2-path on
V pi(v) − j. Initialize P = (x1) to be the sequence of vertices visited by the following algorithm,
a = j1 to be the most recent vertex of P pi visited by the algorithm, and y = x1 to be the most recent
vertex of V visited by P . Begin the following algorithm:
1. Let a′ be the vertex that P pi visits immediately after a. If a′ = j2, let y′ = x2. Otherwise,
choose any y′ ∈ Θa′(v). Noting that y ∈ Θa(v), y′ ∈ Θa′(v), and aa′ ∈ Epi(v), Lemma 26
provides a y, y′-path, P ′ ⊆ Θa(v) ∪ Θa′(v). Since a 6= j and a′ 6= j, P ′ ∩ V (Πj(z(v))) = ∅.
Append P ′ to the end of P . If a′ = j2, exit the algorithm. Otherwise, let a = a′ and y = y′,
and repeat Step 1.
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This algorithm must terminate, since P pi has finite length, and a advances one vertex along P pi
each time Step 1 executes. When the algorithm terminates, P contains a x1, x2-walk on R(v) ∩
V (M0(G) − Πj(z(v))), which contains a x1, x2-path on the same vertex set. This can be done for
any x1, x2 ∈ Nz(v)(v), and therefore Nz(v)(v) is contained in a single component of the subgraph
induced by R(v) ∩ V (M0(G)−Πj(z(v))).
Proof of Theorem 5.
Sufficiency: Be Lemma 27, the subgraph of Gpi(v) induced by V pi(v) − j must be connected for
every j ∈ V pi(v). Therefore, Gpi(v) must be biconnected.
Necessity: Choose any j ∈ {1, 2, . . . , pi(z(v))}. If Θj(v) 6= ∅, then j ∈ V pi(v), and the subgraph
of R(v) ∩ V (M0(G) − Πj(z(v))) contains Nz(v)(v) in a single component by Lemma 27, since the
subgraph of Gpi(v) induced by V pi(v)− j is connected. If Θj(v) = ∅, then R(v) ∩ V (Πj(z(v))) = ∅,
and therefore R(v) ∩ V (M0(G) − Πj(z(v))) = R(v). Let x1, x2 ∈ Nz(v)(v) and let W be a x1, x2-
perimeter on v. Since W is a x1, x2-walk on R(v), it contains an x1, x2-path on R(v). This can be
done for any x1, x2 ∈ Nz(v)(v), and therefore Nz(v)(v) is contained in a single component of the
subgraph induced by R(v) ∩ V (M0(G)−Πj(z(v))).
Proof of Lemma 28.
Sufficiency: Choose any vertices v1, v2, v3 ∈ V . Since G is biconnected, let P be a v1, v2-path on G
that does not pass through v3. If P ∩ V = ∅, then P appears in G. Otherwise, let v′1, v′2 ∈ V be the
first and last vertices, respectively, that P visits in V , with P1 and P2 being the v1, v′1-path and v′2,
v2-path, respectively, contained in P . Since the subgraph induced by V in G is biconnected, let P
be a v′1, v′2-path on the subgraph induced by V that does not include v3. Concatenating P1, P , and
P2 provides a v1, v2-walk in G that contains a v1, v2-path in G, neither of which contains v3. Since
this can be done for any choice of v1, v2, v3 ∈ V , G is biconnected.
Necessity: Note thatE ⊆ E. Adding edges to a graph cannot decrease is connectivity, and therefore
the biconnectivity of G implies that G is also biconnected.
Proof of Corollary 3. Define Gpi0 (v), G
pi
1 (v), . . . , G
pi
α(v)(v) as a sequence of graphs such that graph
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G
pi
k(v) is constructed by iterating over i = 1, 2, . . . , α(v). If i ≤ k, edges are added between ev-
ery pair of zones in Ji(v), otherwise a cycle of edges is added through the zones in Ji(v). By
this construction, Gpi0 (v) = G
pi
(v) and Gpiα(v)(v) = Gpi(v). The proofs is by truncated backward
induction.
Base Case: For k = α(v), Gpik(v) is biconnected, since G
pi
α(v)(v) = G
pi(v).
Inductive Case: By induction, assume Gpik+1(v) is biconnected. Note that G
pi
k(v) only differs
fromGpik+1)(v) in the subgraph induced by Jk+1(v), with Jk+1(v) inducing a complete subgraph in
G
pi
k+1(v) and inducing a some other biconnected subgraph in G
pi
k(v) (this subgraph is biconnected
because it includes a cycle). Therefore, Gpik+1(v) is biconnected if and only if G
pi
k(v) is biconnected
by Lemma 28.
By the induction, Gpiα(v)(v) is biconnected if and only if G
pi
0 (v) is biconnected, and therefore
G
pi
(v) is biconnected if and only if Gpi(v) is biconnected.
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