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Abstract—In this work, we explore the potential and optimal
use of transmitter cooperation in wireless interference networks
with deep fading conditions. We consider a linear interference
network with K transmitter-receiver pairs, where each transmit-
ter can be connected to two neighboring receivers. Long-term
fluctuations (shadow fading) in the wireless channel can lead
to any link being erased with probability p. Each receiver is
interested in one unique message that can be available at two
transmitters. The considered rate criterion is the average per
user degrees of freedom (puDoF) as K goes to infinity. Prior to
this work, the optimal assignment of messages to transmitters
were identified in the two limits p → 0 and p → 1. We identify
new schemes that achieve average puDoF values that are higher
than the state of the art for a significant part of the range
0 < p < 1. The key idea to our results is to understand that
the role of cooperation shifts from increasing the probability of
delivering a message to its intended destination at high values of
p, to interference cancellation at low values of p. Our schemes
are based on an algorithm that achieves the optimal DoF value
in any network realization, when restricted to a given message
assignment as well as the use of zero-forcing schemes.
I. INTRODUCTION
Our focus in this work is to analyze information theoretic
models of interference networks that capture the effect of deep
fading conditions through introducing random link erasure
events in blocks of communication time slots. More specif-
ically, in order to consider the effect of long-term fluctuations
(deep fading or shadowing), we assume that communication
takes place over blocks of time slots, and independent link
erasures take place with a probability p in each block. Further,
short-term channel fluctuations allow us to assume that in
each time slot, all non erased channel coefficients are drawn
independently from a continuous distribution; this is known as
the assumption that the channel is generic.
We are interested in understanding the role of transmitter
cooperation (also known as Coordinated Multi-Point (CoMP)
Transmission) in these dynamic interference networks. In
particular, if each message can be assigned to more than
one transmitter, with a restriction only on the maximum
number of such transmitters, without any constraint on their
identity, what would be the optimal assignment of messages
to transmitters and corresponding transmission scheme that
maximizes the average rate over all possible realizations of
the network? To simplify analysis, we consider the linear
interference network introduced in [1], where each transmitter
can only be connected to the receiver having the same index as
well as one following receiver. The channel capacity criterion
we consider is the pre-log factor of the sum capacity at high
Signal to Noise Ratio (SNR), also known as the Degrees
of Freedom (DoF). Because our goal is to understand the
optimal pattern of transmitter cooperation that scales in large
networks, we consider the DoF normalized by the number of
transmitter-receiver pairs, and take the limit as that number
goes to infinity; we call this the per user degrees of freedom
(puDoF).
In [2], the considered setting was studied, where first the
case where each message can only be available at a single
transmitter was analyzed. The optimal assignment of messages
to transmitters, and the value of the average puDoF were iden-
tified as a function of the erasure probability p. In this work,
we extend the work of [2] by studying the case where each
message can be available at two transmitters, and transmitter
cooperation is allowed. The optimal message assignment in
the limits p → 1 and p → 0 were identified in [2] and [3],
respectively. As p → 1, each message is assigned to the
two transmitters connected to its destination, to maximize the
probability of successful delivery. As p → 0, the puDoF
value goes to 45 , and is achieved by splitting the network
into subnetworks; each has five transmitter-receiver pairs. In
order to avoid interference between the subnetworks, the last
transmitter in each subnetwork is inactive. And hence, each of
the first and last messages in each subnetwork is only assigned
to one of the two transmitters connected to its destination, and
the other assignment is used at a transmitter not connected
to its destination, but connected to another receiver that is
prone to interference caused by this message. Further, the
middle message in each subnetwork is not transmitted. We
find, through simulations, in this work that assigning that
middle message to only one transmitter connected to its desti-
nation, and another transmitter not connected to its destination,
leads to better rates than assigning it to the two transmitters
connected to its destination at low values of p. That implies
that a fraction of 35 of the messages are assigned to only one
of the two transmitters connected to their destination, and the
remaining 25 are assigned to the two transmitters connected to
their destination. We show in this work, that at any value of
p from 0 to 1, the assignment achieving the highest puDoF
using an optimal zero-forcing scheme, has a fraction of f(p)
of messages that are assigned to only one of the transmitters
connected to their destination, and another transmitter used for
interference cancellation, and the remaining fraction 1− f(p)
of messages are assigned to the two transmitters connected to
their destination. The value of f(p) decreases monotonically
from 35 to 0 as p increases from 0 to 1, which agrees with the
intuition about the shifting role of cooperative transmission
from canceling interference to increasing the probability of
successful delivery as p increases from 0 to 1.
II. SYSTEM MODEL AND NOTATION
We use the standard model for the K−user interference
channel with single-antenna transmitters and receivers,
Yi(t) =
K∑
j=1
Hi,j(t)Xj(t) + Zi(t), (1)
where t is the time index, Xj(t) is the transmitted signal of
transmitter j, Yi(t) is the received signal at receiver i, Zi(t) is
the zero mean unit variance Gaussian noise at receiver i, and
Hi,j(t) is the channel coefficient from transmitter j to receiver
i over the time slot t. We remove the time index in the rest of
the paper for brevity unless it is needed. Finally, we use [K]
to denote the set {1, 2, . . . ,K}
A. Channel Model
Each transmitter can only be connected to its correspond-
ing receiver as well as one following receiver, and the last
transmitter can only be connected to its corresponding re-
ceiver. In order to consider the effect of long-term fluctuations
(shadowing), we assume that communication takes place over
blocks of time slots, and let p be the probability of block
erasure. In each block, we assume that for each j, and each
i ∈ {j, j + 1}, Hi,j = 0 with probability p. Moreover, short-
term channel fluctuations allow us to assume that in each time
slot, all non-zero channel coefficients are drawn independently
from a continuous distribution. Finally, we assume that global
channel state information is available at all nodes.
B. Message Assignment
For each i ∈ [K], let Wi be the message intended for
receiver i, and Ti ⊆ [K] be the transmit set of receiver i, i.e.,
those transmitters with the knowledge of Wi. The transmitters
in Ti cooperatively transmit the message Wi to the receiver i.
The messages {Wi} are assumed to be independent of each
other. Each message can only be available at two transmitters,
|Ti| ≤ 2, ∀i ∈ [K]. (2)
C. Degrees of Freedom
The total power constraint across all the users is P . In
each block of time slots, the rates Ri(P ) are achievable
if the decoding error probabilities of all messages can be
simultaneously made arbitrarily small as the block length goes
to infinity, and this holds for almost all realizations of non-zero
channel coefficients. The sum capacity CΣ(P ) is the maximum
value of the sum of the achievable rates. The total number of
degrees of freedom (η) is defined as lim supP→∞
CΣ(P )
logP . For
a K-user channel, and a probability of block erasure p, we let
ηp(K) be the average value of η over possible choices of non-
zero channel coefficients. We further define the asymptotic per
user DoF (puDoF) τp to measure how ηp(K) scales with K .
τp = lim
K→∞
ηp(K)
K
(3)
D. Zero-forcing (Interference Avoidance) Schemes
We consider in this work the class of interference avoidance
schemes, where all interference is cancelled over the air. Each
message is either not transmitted or allocated one degree of
freedom. Accordingly, every receiver is either active or inac-
tive. An active receiver does not observe interfering signals.
III. OPTIMAL ZERO-FORCING SCHEME
We make the following definition of a cluster of users within
the K-user network.
Definition 1: We say that a set of users with consecutive N
indices (say having indices in the set [N ] = {1, 2, · · · , N})
form a cluster if all the diagonal links exist, i.e., Hi+1,i 6=
0, ∀i ∈ [N − 1], and the diagonal link between the last
transmitter in the cluster and the following receiver is erased,
i.e., HN+1,N = 0.
A cluster as defined above is given as an input to Algo-
rithm 1. The output of the algorithm is the transmit signals
{Xi, i ∈ [N ]} that employs zero-forcing transmit beamform-
ing to maximize the DoF value for users within the cluster.
For each message Wi, we define four binary variables;
namely bi,j, j ∈ {i− 2, i− 1, i, i+1}. These are initialized
to zero. We look at every message starting from W1 to
WN and evaluate the conditions under which a message can
be sent and decoded at its desired receiver, such that no
interference occurs. If a decision is made to send message Wi
from transmitter j, the corresponding variable bi,j is set to
one. Since message Wi can be sent to its destination using
either transmitter i or i − 1, there are two cases that are
considered in the algorithm. In the following we are discussing
and justifying both cases. Note that users one and two are
considered separately in lines 4-15 since they represent a
special case due to their position at the beginning of the cluster.
Case 1: In the first part of the for-loop starting at line 16,
we check if message Wi can be sent from transmitter i − 1.
This is only possible if message Wi is available at transmitter
i− 1 and transmitter i− 1 does not send Wi−1. Furthermore,
we have to make sure that while sending Wi, transmitter i−1
does not cause interference at receiver i − 1. There are three
possibilities, for which message Wi can be decoded without
interference. The trivial one is that the link between transmitter
i−1 and receiver i−1 does not exist. Another possible scenario
is that receiver i− 1 is not able to decode its desired message
anyway, i.e. Wi−1 is not sent from transmitter i− 2. If these
conditions are satisfied, then the variable bi,i−1 is set to 1.
Otherwise, if Wi does interfere with Wi−1 at receiver i − 1,
we might still be able to remove the interference by sending
a signal from transmitter i − 2 such that it will cancel the
interference at receiver i− 1.
Algorithm 1
1: for i=1:N do
2: Define bi,i−2 = bi,i−1 = bi,i = bi,i+1 = 0
3: end for
4: if H1,1 6= 0 ∧ 1 ∈ T1 then
5: b1,1 = 1
6: end if
7: if 1 ∈ T2 ∧ b1,1 = 0 then
8: b2,1 = 1
9: else if H2,2 6= 0 ∧ 2 ∈ T2 then
10: if b1,1 = 0 then
11: b2,2 = 1
12: else if 2 ∈ T1 then
13: b2,2 = 1; b1,2 = 1
14: end if
15: end if
16: for i=3:N do
17: if (i− 1) ∈ Ti ∧ bi−1,i−1 = 0 then
18: if Hi−1,i−1 = 0 ∨ bi−1,i−2 = 0 then
19: bi,i−1 = 1
20: else if (i − 2) ∈ Ti ∧ [Hi−2,i−2 = 0 ∨
(bi−2,i−2 = 0 ∧ bi−2,i−3 = 0)] then
21: bi,i−1 = 1; bi,i−2 = 1
22: end if
23: end if
24:
25: if Hi,i 6= 0 ∧ i ∈ Ti ∧ bi,i−1 = 0 ∧ bi−2,i−1 = 0 then
26: if bi−1,i−1 = 0 then
27: bi,i = 1
28: else if i ∈ Ti−1 then
29: bi,i = 1; bi−1,i = 1
30: end if
31: end if
32: end for
33: for i=1:N do
34: Set Xi = 0
35: Generate Xi,j , j ∈ {i − 1, i} from Wj using an optimal
AWGN channel point-to-point code (see e.g., [4])
36: if bi,i = 1 then
37: Xi ← Xi +Xi,i
38: end if
39: if bi+1,i = 1 then
40: Xi ← Xi +Xi,i+1
41: end if
42: end for
43: for i = 1:N do
44: if i ≥ 2 ∧ bi−1,i = 1 then
45: Xi ← Xi −
Hi,i−1Xi−1,i−1
Hi,i
46: end if
47: if i ≤ N − 2 ∧ bi+2,i = 1 then
48: Xi ← Xi −
Hi+1,i+1Xi+2,i+1
Hi+1,i
49: end if
50: end for
This is possible as long as the following conditions hold:
First, MessageWi must be available at transmitter i−2 as well
(i.e. (i − 2) ∈ Ti). Furthermore, we have to make sure that
the signal sent for interference cancellation does not cause
interference at receiver i − 2. This is guaranteed, if either
Hi−2,i−2 = 0 or receiver i−2 is not able to decode its desired
message anyway. In this case, not only bi,i−1 but also bi,i−2
is set to 1.
Case 2: Now we consider the case of sending message Wi
from transmitter i (lines 25-31). Here, the trivial conditions
to make this possible are that Hi,i exists, message Wi is
available at transmitter i, andWi is not being delivered through
transmitter i−1. This time, we have to make sure that receiver
i can decode messageWi without any interference. This holds
if transmitter i− 1 is not active. Then bi,i is set to 1. Similar
to the previous case, we can also cancel the interference
from transmitter i − 1 as long as message Wi−1 is available
at transmitter i and Wi−1 is the only message that causes
interference at receiver i. If these conditions hold, both bi,i
and bi−1,i are set to 1.
We now prove the following result to justify Algorithm 1.
Lemma 1: Given any assignment of messages to trans-
mitters, such that each message can only be available at
two transmitters, Algorithm 1 leads to the DoF-optimal zero-
forcing transmission scheme for users within the input cluster.
Proof:
We consider the messages in ascending order from W1 to
WN , and check which transmitter can deliver message Wi
such that it can be decoded at its desired receiver and without
interfering at any previous active receiver. If this is true, we
will transmit the message. Also, if this is possible through any
of the transmitters i and i− 1, then we prefer to transmit Wi
from transmitter i−1. In the following, we prove by induction
that this procedure leads to the optimal transmission scheme.
In a first step, we consider the base case, i.e. we prove that
sending W1 from transmitter 1 is always optimal as long as it
is available and the direct link exists. More precisely, as long
as 1 ∈ T1 and H1,1 6= 0.
We define Ω to be the subset of all linksHi,j through which
a message Wi, i ∈ [K] can be sent and decoded at its desired
receiver, and call it the feasible set. In other words, all links
in Ω satisfy the trivial conditions for transmission; namely
j ∈ Ti and Hi,j 6= 0. Let S ⊂ Ω\H1,1 be an arbitrary set of
links that can be used simultaneously to deliver messages to
their desired receivers while eliminating interference.
Starting with any set S, if H1,1 ∈ Ω, we either add H1,1 to
S or replace the first link in S by H1,1 if there is a conflict.
We claim that this replacement cannot decrease the DoF. This
is because on one hand, the first active receiver in the network
does never observe interference. Also, if we sendW1 from the
first transmitter, this can only cause interference at the second
receiver, but as H2,j , j ∈ {1, 2} is either not in S or it is the
first link in S and hence is replaced by H1,1, the transmission
of W1 does not prevent any other message corresponding to
subsequent links in S from being decoded at its destination.
As a consequence, it is always optimal to transmit W1 from
the first transmitter as long as 1 ∈ T1 and H1,1 = 1.
Next, we extend the proof to all users by induction. The
induction hypothesis is as follows. We consider an arbitrary
link Hi,j ∈ Ω. Let S1 ⊂ Ω be the set of links Hk,l, through
which the subset of messages {Wk, k < i} can be delivered
simultaneously to their destinations, while eliminating inter-
ference. Assume that all links in S1 are chosen optimally,
i.e. the number of delivered messages cannot be increased by
changing any of these links.
Then, we do the induction step. Let S2 ⊂ Ω be any set of
links Hk,l, through which a subset of the messages {Wk, k >
i} can be transmitted simultaneously such that they can be
decoded at their destination. Also, the links in S2 are chosen
optimally to maximize the number of delivered messages. If
it is possible to send Wi through Hi,i−1 without causing a
conflict with any of the messages, that are sent through the
links in S1, the same logic applies to Hi,i−1 as to H1,1 in
the base case. More precisely, if Wi does not interfere at any
previous active receiver and it can be decoded at receiver i
while eliminating interference, Hi,i−1 can be either added to
S2 or replace the first link in S2, in order to obtain an optimal
set of links for the transmission of the messages {Wk, k ≥ i}.
This is possible since again, Wi does not cause interference
at any active receiver with an index k > i, because any of the
links {Hi+1,k, k ∈ {i, i+ 1}}, is either not in S2 or it is the
link that is replaced by Hi,i−1. If it is not possible to send
Wi through Hi,i−1 without causing a conflict with any of the
messages that are sent through the links in S1, but it is possible
to do so through Hi,i, then again the same argument applies
for adding Hi,i to S2. Further, we note that the preference to
send Wi through Hi,i−1 is optimal, since Hi,i−1 may only
cause a conflict with Hi+1,i in S2, while Hi,i may cause a
conflict with any of Hi+1,i and Hi+1,i+1. Therefore, as long
as the aforementioned preference rule is applied, sending a
message Wi through a link Hi,j is always optimal as long
as it is possible to decode Wi at receiver i without causing
interference at a previous active receiver.
This simplifies the optimal algorithm in two ways. On the
one hand, we can go through the links one by one and check if
it is possible to send a message to its desired receiver without
interfering with any of the previous active messages. If it is
possible, we will always decide to send the message. On the
other hand, decisions that we already made do not have to
be changed later, because at each step we make sure to avoid
conflicts with previously activated messages. This procedure
is applied in Algorithm 1, as we illustrate below.
In the following, we derive the decision conditions for the
first three messages in a cluster.
If H1,1 ∈ Ω, sending W1 is optimal, as shown in the base
case of the proof by induction. Hence, set b1,1 = 1.
If H2,1 ∈ Ω, we have two possibilities. If b1,1 = 1, we
cannot send W2 from transmitter 1 as well without causing
interference at the first receiver. Otherwise, if b1,1 = 0, it is
optimal to send W2 from the first transmitter.
If H2,2 ∈ Ω and we are not sending the second message
from the first transmitter, i.e., b2,1 = 0, then there are two
cases to consider. First, if b1,1 = 0, then W1 is not causing
interference at the second receiver and we set b2,2 = 1.
Second, if b1,1 = 1, we have interference from W1 at the
second receiver. However, this interference can be canceled
as long as W1 is available at transmitter 2. If this is true, set
b2,2 = 1 and b1,2 = 1.
In the following, we consider sending message W3 from
the second transmitter if H3,2 ∈ Ω. We first consider the case
where b2,2 = 1. In this case, transmitter 2 is used to deliver
W2 and even if it can be used to deliver W3 as well without
causing interference at receiver 2, this would not increase the
sum DoF of the second and third messages, and hence we
always set b3,2 = 0 in this case. It hence suffices to only
consider the case where b2,2 = 0. There are two cases to
consider here. The first is when we can set b3,2 = 1 and
no interference cancellation for W3 at the second receiver is
needed. This is only possible when either the second receiver
is not active, i.e., when b2,1 = 0, or the second direct link is
erased, i.e., H2,2 = 0. The second case is when we can set
b3,2 = 1 while eliminating the interference caused by W3 at
the second receiver by setting b3,1 = 1. This is only possible
when W3 is available at transmitter 1 and the first receiver is
not active, i.e., b1,1 = 0.
Next, we check the possibilities to send W3 from the third
transmitter if H3,3 ∈ Ω and b3,2 = 0. If the second transmitter
is inactive, then we set b3,3 = 1. Note that the second
transmitter is inactive if b2,2 = 0, since in this case we also
know that b1,2 = 0. Otherwise, if b1,2 = 1, the interference
caused by sending W1 cannot be canceled, because W1 is
already assigned to the first two transmitters and hence, it
cannot be also assigned to transmitter 3. Finally, if b2,2 = 1
and b1,2 = 0, then it is possible to set b3,3 = 1, as long as
the interference caused by W2 at the third receiver can be
canceled through the third transmitter, which is possible only
when 3 ∈ T2.
Since each message can only be available at two trans-
mitters, it is not necessary to consider the users before re-
ceiver i − 2 to decide whether Wi can be transmitted. As
a consequence, the conditions for sending message W3, if
generalized to Wi, basically apply to all following messages
as well. There is only one additional aspect that have to be
considered. If we generalize the case where bi,i−2 = 1 for
interference cancellation, we have to make sure that Wi is not
causing interference at an active receiver i − 2. That means
for i − 2 > 1, not only bi−2,i−2 = 0 but also it is either the
case that bi−2,i−3 = 0 or Hi−2,i−2 = 0.
We now show that Algorithm 1 can be lead to the optimal
zero-forcing scheme in a general K-user network.
Theorem 1: Algorithm 1 can be used to achieve the optimal
zero-forcing DoF for any realization of a general K-user
network.
Proof: If all diagonal links exist, then the whole network
is given as input to Algorithm 1. Otherwise, we scan the
diagonal links Hi,i−1, i ∈ {2, · · · ,K}, in ascending order
with respect to the index i. Let imin be the minimum index such
thatHi,i−1 = 0, then the users with indices {1, 2, · · · , imin−1}
form a cluster. For any other index i such that Hi,i−1 = 0, let
j be the largest index less than i such thatHj,j−1 = 0, then the
users with indices {j, j+1, · · · , i−1} form a cluster. Finally,
for the largest index i such that Hi,i−1 = 0, the users with
indices {i, i+ 1, · · · ,K} form a cluster. The network is now
partioned into clusters; each is given as input to Algorithm 1
that achieves the optimal zero-forcing DoF within the cluster,
which follows from Lemma 1.
The proof then follows by observing that any assignment
of a message outside its cluster can be ignored without loss
in optimality. This follows from [2, Lemma 1] because no
transmitter in a cluster is connected to a receiver outside the
cluster.
IV. SIMULATION
Using Algorithm 1, we can determine the optimal trans-
mission scheme for a given network realization and message
assignment. In this section, we apply this algorithm to compute
the DoF as a function of the erasure probability p for several
network sizes and message assignments. In particular, we find
schemes that outperform those presented in [2] for a wide
range of the open interval 0 < p < 1.
To compute the average puDoF at a certain p for a given
message assignment, we simulate a sufficiently large number n
of channel realizations, where links are erased with probability
p, and apply Algorithm 1 to each realization by partitioning the
network into clusters as in the proof of Theorem 1. The puDoF
value is then computed as the average number of decoded mes-
sages divided by the network size K . In order to ensure that
the computed value holds for large networks, we deactivate
the last transmitter in the network, so that if we have a large
network that consists of concatenated subnetworks; each of
size K , then we can achieve the computed puDoF value in the
large network by repeating the scheme for each subnetwork,
since there will be no inter-subnetwork interference.
The simulation is done for a set of message assignments
with different fractions f(p) of messages that are assigned to
one transmitter connected to their desired receiver and another
transmitter that can be used to cancel interference, while the
remaining fraction of 1 − f(p) of messages are assigned
to both transmitters that are connected to their destination.
Furthermore, we vary the network size K . More precisely, we
use the following assignment strategy:
Ti =


{1, 2} i = 1,
{K − 2, K − 1} i = K,
{i, i+ 1} i = 1 + n ·max
{
2,
⌊
K
f(p)·K−1
⌋}
,
n ∈ {1, 2, . . . ,min
{
f(p) ·K − 2,
⌊
K
2 − 1
⌋}
,
{i, i+ 1} i = 2n, n ∈
{
1, 2, . . . ,
⌈
(f(p)− 12 )K
⌉
− 1
}
,
{i− 1, i} otherwise,
where we use the notation {1, 2, ..., x} to denote the set [x]
when x ≥1 and the empty set when x < 1. First, we choose
K to be 100 and vary f(p) from 150 up to
99
100 , calculating
the puDoF as a function of p for each of these message
assignments. Additionally, we vary the network size and thus
also the message assignment by reducing the fraction by its
greatest common divisor.
As a result, the maximum puDoF that is achievable with
the set of message assignments described above is shown in
Figure 1. Compared to the schemes presented in [2], there
exist message assignments with a better performance. These
are presented in Table I. Note that in [2] it was shown that
assignment with f(p) = 25 is optimal for p→ 0. Interestingly,
we find an assignment with f(p) = 35 (see the green curve in
Fig. 1) that achieves the same puDoF for p = 0, but performs
slightly better on the interval (0, 0.15]. From our results in
Table I, we observe that the optimal fraction f(p) decreases
monotonically from 35 to 0 as p goes from 0 to 1.
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Fig. 1. The plot shows the puDoF as a function of the erasure probability
p found by applying Algorithm 1 to 6000 randomly generated channel
realizations for each value of p ∈ {0, 0.01, 0.02, · · · , 1}. The blue curve
corresponds to the message assignment and transmission strategy presented in
[2], which was shown to be optimal as p → 1. The red curve is the maximum
puDoF that is achievable with the message assignments we considered for our
simulation.
Range of p Best performing message assignment
0 to 0.15 K = 5, f(p) = 35
0.16 to 0.29 K = 100, f(p) = 12
0.3 K = 100, f(p) = 49100
0.31 to 0.32 K = 100, f(p) = 1225
0.33 to 0.58 K = 100, f(p) = 150
0.59 to 1 K →∞, f(p) = 0 (as in [2])
TABLE I
MESSAGE ASSIGNMENTS WITH THE BEST PERFORMANCE OUT OF THE SET
OF ASSIGNMENTS THAT WAS SIMULATED.
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