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ABSTRACT
The surface structures associated with the very early stages of pitting 
corrosion on stainless steels have been studied using a set of such surface 
analytical techniques as XPS, ToF-SIMS and SAM combined simultaneously 
with EDXA.
Two types of 316 stainless steel, having minor variation in chemical 
composition were prepared for this work and passivated chemically in a 
solution of 0.5 M H2SO4 + 0.5 M NaCI + 0.08% H2O2. Survey and narrow 
scan XP spectra were acquired from the samples using a V. G. Scientific 
ESCALAB (II) in Angular XPS format. The survey scans were examined with 
emphasis on the essentials of the background slope caused by electron 
energy losses. The narrow scans of the peaks of significance, i.e., C Is , 01s, 
Cr2p and Fe2p were used for quantitative analysis in which the compositions 
of the surface species were determined. An angular and a depth profile were 
constructed as a basis for obtaining a layer sequence of the surface 
structures. ToF-SIMS analysis of the passive film was undertaken to validate 
the Angular XPS data.
The program GOOGLY has been employed in fitting the oxide and metallic 
components of chromium and iron as well as oxygen and carbon, using the 
intrinsic shape parameter, k . The use of peaks of identical shape, position 
and background for each electron take-off angle facilitates the dependency of 
the residual extrinsic background on angle. The use of a polynomial function, 
that approximates the Tougaard background, has been included in the fitting 
routine. This function has been utilised in defining a background slope 
parameter that assigns different background tails to the components in a 
multiple peak. The rationale behind the use of the extrinsic background is to 
enable surface structures to be placed in depth-wise order with only a minor 
extension to the conventional peak-fitting routine. The work has shown also 
that it is possible to extract information from the background close to the
peak, which can be used to develop a useful approach for the estimation of 
overlayer thickness.
Pitting initiation at non-metallic inclusions on the steel surface, i.e., sulphide 
and mixed oxide particles have been examined by employing the high spatial 
resolution afforded by SAM in conjunction with the depth analysis offered by 
EDXA. Many of the multi-oxide inclusions, composed of silicates, remained 
inert to the solution. A small number that contained calcium silicate and 
oxide, however, showed evidence of attack. Inference was therefore made 
that the corrosion pathway, involving insoluble silicate inclusions, is largely 
dependent on soluble calcium containing phases within the inclusions.
Scanning Auger microscopy has been utilised in demonstrating that the 
relatively high susceptibility of sulphide inclusions to pitting attack in 
corrosive media stems from the alloy distribution. The data obtained supports 
the proposal that depletion of chromium, exclusively in the immediate 
neighbourhood of the sulphide inclusions, leads to favourable ingress of 
aggressive ions.
The GOOGLY program has been used to extend the intrinsic shape and 
background slope consideration to fit the Fblmm Auger peaks of both air- 
formed and passive films on stainless steel. Quantification of the peaks was 
complicated but the fits showed a reasonable correlation with those from 
Angular XPS.
The much-reduced spot size obtainable on a high resolution (V. G. Scientific 
Sigma Probe) XPS instrument has been utilised in a localised 
characterisation of the passive film on stainless steel. The spectra acquired 
from different points on the steel surface have displayed a high degree of 
similarity to each other. The results obtained have been reasonably 
satisfactory.
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CHAPTER 1
Introduction
Pitting corrosion is generally described as the localised breakdown of the 
protective film of a metal surface resulting in a high rate of metal loss in 
small areas, with the rest of the surface remaining almost unaffected. The 
extent of pit formation on an open surface of a metal can lead to 
deterioration in surface appearance or in perforation of the metal causing 
leakage of fluid, and subsequent failure of the component. Though, 
corrosion can have some beneficial effects and thus could be effected as a 
deliberate, process, its detrimental effects could result in a high economic 
impact as well as pose a hazard to health and safety in industrial plants and 
human life. As a result, it has become imperative to undertake intensive 
research into understanding the root causes of the corrosion phenomenon, 
so as to develop appropriate means of combating its deleterious 
consequences.
Pitting corrosion has received considerable attention for many years with the 
use of electrochemical evaluation and electron microscopy being the 
mainstream techniques. In recent times, state-of-the-art surface analytical 
techniques have been used to obtain detailed information about the surface 
chemistry of both the micro regions where pits occur as well as the 
surrounding passive film structure.
Stainless steels are an important class of engineering materials, which are 
widely used in the chemical, process, power, petroleum and off-shore 
industries. The material exhibits a high resistance to pitting corrosion owing 
to the formation of 1.5 - S.Onm of chromium rich oxide, which is self-healing 
and responsible for its ability to exhibit ^ aassivity, by the addition of over 1 2 % 
chromium. Passivity may be substantially complete or it may be partial in the
sense that some areas of the metal surface remain completely passive while 
others are active. In spite of its passivation characteristics, stainless steels 
are susceptible to localised corrosion such as pitting, which can cause rapid 
unexpected failure, while most of the structure remains unaffected.
Pits require an initiation period before they propagate, growing in depth and 
volume. The autocatalytic nature of pitting propagation, which is insensitive 
to structure, has been adequately detailed by previous workers[1,2,3,4]. 
Pitting is generally believed to initiate at inclusion sites in the metal, but 
unlike other forms of localised corrosion, can occur in a system that is 
apparently free from heterogeneities, provided the solution contains an 
aggressive anion such as chloride. When the air-formed film on a metal is 
exposed to the electrolyte, such as salt water, the resulting passive film 
breaks down and corrosion of the metal results. However, the role of the 
chloride ion in promoting oxide-film breakdown to initiate pitting is still not 
adequately resolved. Although, many theories have been proposed, the 
subject still remains one of controversy.
The presence of metallic inhomogeneities in the form of non-metallic 
inclusions, such as MnS and mixed oxide particles, which are introduced in 
the steel production process, causes weak points in the protective oxide film 
and act as sites for pitting initiation. The sulphide inclusions are the most 
well-known pitting initiation sites, but a few workers[5,6] have stated that 
oxide inclusions with or without sulphide shells may also be sites of attack.
Recent work[7,8,9] has shown that corrosion pits can be examined after as 
short an immersion time as ten seconds. At this stage, the pits are still 
covered by the oxide layer initially formed on the metal surface and are in a 
metastable state where depending on the stability of the pit cover, they 
either proceed to propagation or they repassivate. The corrosion pathway, it 
is believed, is dependent on the formation of metal complexes, possibly
involving silicate ions, in the pit covers. These metal complexes make the pit 
covers tenacious thereby trapping concentrated liquid which results in pit 
propagation. When the membrane ruptures, the pit may be exposed to bulk 
solution causing repassivation .
In routine studies of the passivation process, the universal method is to 
stimulate passivation, by raising the steel surface to a suitably high 
electrochemical potential. Moreover, characterisation of the films formed 
during passivation usually involves electrochemical passivation. Passivation 
may be induced also by chemical oxidants, such as nitric acid as used in the 
pioneering studies of passivation by Faraday[10]. Chemical passivation is 
much more convenient for the study of incipient pits after short exposure 
times. It was the use of such solutions that enabled Baker[11] to study pits 
on stainless steels by Auger Spectroscopy. However, there are no recorded 
studies of the chemically induced passive film on stainless steel nor how it 
might compare with that induced electrochemically. In this work, in addition 
to the examination of some of the conclusions concerning pit initiation 
reached by Baker, a study of chemically induced passive films has been 
undertaken.
To fully understand the pitting initiation process, it is important to 
characterise the passive film formed on the metal surface prior to pitting 
attack in both lateral consideration and depth-wise order. Modern 
sophisticated quantitative analysis routines have been developed to enable 
a comprehensive characterisation of the surface structures to be undertaken.
The objective of this work can be expressed as follows;
1) To characterise the chemically induced passive film on stainless steel and 
to compare this with that formed electrochemically.
2) To further develop methods for the assessment of layered structures 
using the information from the energy loss background of the electron 
spectra.
3) To examine pitting initiation at oxide inclusions under conditions which 
initiate pitting at sulphide inclusions.
4) To examine the variation in the characteristics of passive films adjacent to 
inclusion sites.
The aim of this work, therefore, is to achieve the objective outlined above by 
employing the highly surface specific information that can be obtained from 
surface analysis techniques in conjunction with both chemical and 
electrochemical exposure of stainless steel.
Analysis techniques to be employed include both X-ray Photoelectron 
Spectroscopy with its ability to give chemical state information about the 
passive films formed on the steel and high resolution Scanning Auger 
Microscopy fitted with Energy Dispersive X-ray Analysis system, to 
investigate the surface chemistry of inclusion groups. Imaging is obtained by 
Scanning Electron Microscopy. The important chemical information 
obtainable using Auger mapping technique, especially when simultaneously 
combined with EDX mapping and related to high resolution scanning 
electron micrographs, makes it a very important tool in understanding the 
corrosion behaviour of embryonic pits.
CHAPTER 2
Literature Survey
2.1: Corrosion properties of stainless steel
The development of stainless steels is an outstanding example of work in the 
area of passivity that has had an enormous impact on providing technology 
with improved engineering materials. It is the breakdown of the passive film on 
stainless steel that leads to the inability of the metal to perform its assigned 
functions because of such localised corrosion failure modes as pitting. The 
properties of the film that are responsible for its protective nature or, otherwise, 
breakdown leading to pitting are, mainly, its thickness, structure and 
composition.
2.1.1: Passive Film Growth and Thickness
The formation of surface oxide layers on metals in both aqueous and non- 
aqueous electrolytes has produced extensive scientific interest over the last 
century due to the fact that it Is arguably, the most important phenomenon 
responsible for metal-based advancement. When stainless steel is exposed to 
dry cool air, an air-formed film rapidly develops. On exposure to aqueous 
solutions, the air film changes to a form which is vital to its corrosion 
performance from a practical standpoint, for this oxide film is responsible for 
the phenomenon of passivity, i.e. the state of metal surface characterised by 
low corrosion rates with increasing oxidising conditions of the electrolyte[12].
The passive oxide film, which has an almost insignificant thickness, plays a key 
role in corrosion in that pitting initiation and propagation are dependent on its 
properties. It is the breakdown of passivity that leads to the inability of the 
metal to perform its assigned functions because of such localised corrosion 
failure modes as pitting, stress corrosion, corrosion fatigue, and others. The 
film has a thickness in the order of 0.5 to 2.5nm, which can result in a reduction 
of the anodic current density to under 1|uAcm‘^ . The thickness of the passive 
film on 18-8 steel in IN H 2SO 4 was found by Okamoto and Shibata[13] to 
increase in the passive potential range from 0.7 to 1.7nm with a pattern 
showing two distinct stages - a slower rate at lower potentials with a high 
concentration of bound water and a faster rate of growth at higher potentials 
with less amount of bound water. Matsuda et al[14] studied the passive films 
formed on 18-8 stainless steel in N 8 2 8 0 4  solution of pH =jO and stated that the 
film thickness changed from 1.3 nm at -110 mV to 2 5  nm at 790 mV. The 
change of film thickness with respect to potential was 1.1 n m V \ which 
increased to 2.8 nmV^ when the pH was adjusted to 6.45. On exposure to 
chloride containing media, the passive film breaks down and corrosion of the 
metal results.
Factors such as the alloy composition, potential and the environment have 
been shown to influence passive film thickness in stainless steels. Goswami 
and Staehle[15] studied the behaviour of FelOCr and FelOCrlONi alloys in a 
borate buffer solution of pH 8.4, using ellipsometric and coulometric 
techniques, and found that there was a linear dependence of the film thickness 
on potential. Addition of about 5% molybdenum has also been found to give a 
film thickness of 1.7 and 2.6 nm at potentials of -80 mV and 790 mV, 
respectively, in 1 N H2SO4. In the study of the growth kinetics of passive films 
on Fe17Cr alloy by Castle and Qiu[16], using Inductively Coupled Plasma 
Source-Mass Spectroscopy (ICP-MS), it was shown that the passive film
growth was governed by a direct logarithm law in the form, y = k(log(1  + at)), 
the limiting factor being electronic transport. Bulman and Tseung[17] also 
studied the passive film growth on austenitic stainless steel in 5 N H2SO4 by an 
ellipsometric technique and also reported that the passive film growth 
conformed to a direct logarithm law. However, an inverse logarithm law growth 
was reported in Goswami’s investigation and this gained support from the work 
of Kruger and Calvert[18]. In both cases, the limiting factor was the passage 
across the film.
2.1.2: Film structure and composition
A number of workers have studied the structure of the passive film on stainless 
steels and, invariably, supported the two-stage growth proposal[17]. Surface 
analytical techniques have been employed in examining the structure and 
composition of the passive film. The duplex layer structure has been confirmed 
Castle and Clayton[19], who undertook an X.P.S analysis of the passive film on 
18-8 stainless steel. They found that while the outer layer was rich in hydroxyl 
ions, the inner layer was richer in chromium than the substrate. Other workers 
such as Okamoto[20] as well as O'Grady and Brockis[21] have proposed that 
the outer hydrated oxide layer has a gel-like structure with three bridges 
existing between the metal ions, -M -H 2O-M-, -M-OH-M-, -M -0-M -. Further 
evidence of the duplex structure was provided by Oletjord et al[22], who 
studied the passive film on Fe16.7Cr15Ni4.3Mo alloy in 0.1 M HCI + 0.4MNaCI 
and found the outer layer was made of hydrated hydroxide and the inner layer 
was mainly composed of oxide with Cr^ "^  as the most dominant cation 
constituent of the film. Okamoto[2 0 ] stated that selective enrichment by one of 
the alloying elements was the reason for the change in composition.
Both Clayton and Olefjord[24] and MacDonald[25] proposed a bilayer structure 
for the passive film consisting of an inner layer (composed mostly of CfzOs) 
and an outer precipitate layer. In their work on 304 stainless steel exposed to
0.5M H2SO4 solution, Atrens et al[26] proposed that apart from the primary 
passive film extensively examined by the workers mentioned above, there is a 
secondary film formed in the secondary passivity potential region, typically at 
potentials above 940mVscE- The composition of the secondary passive film 
corresponded to a mixed Fe/Cr oxide/hydroxide enriched in Cr^ "^  with a 
composition similar to the primary passive film.
Asami, Hashimoto and Shimodaira[27-31] also studied, by X.P.S analysis, the 
oxide and metal-interface composition of the film, formed by passivation in 1 M 
H2SO4 . They examined the relationship between the Fe^ ,^ Cr^ "" and OH' ion 
contents as a function of the chromium content, and observed that the 
concentration of the ions increased relative to total iron, total oxygen and total 
metal, respectively, at the critical chromium concentration necessary for 
passivation. From their results, as depicted in Figure 2.1 below, they made the 
assertion that chromium enrichment occurs not by selective oxidation of 
chromium inferred by Okamoto[20] but rather by dissolution of iron.
Though Cr^" compounds are the commonest species reported, other 
predominant cations have been found to be present in the passive film. 
Olefjord et al[22,23] found iron present in its di- and tri-valent states. Another 
element, molybdenum, though only a few atomic percent, was present as Mo'^ "^  
at low potentials and Mo®"" at high potentials. Nickel, however, is by and large 
present in the film as metallic state and not in its oxidised state.
On their part, Seo, et al[32] studied the two-layer structure of the passive film 
on iron in borate buffer solutions by Auger electron spectroscopy. They stated 
that while the inner layer corresponded in composition to Fe2Ü 3, and no other
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Figure 2.1: Data showing the composition changes occurring on passivation as 
a function of chromium content of the passive film on iron- 
chromium alloys[33].
ions, the outer layer differed in iron/oxygen ratio and contained elements from 
the passivating bath. They then concluded that the inner layer was formed by 
direct oxidation at the metal surface whilst the outer layer was formed by 
solution phase transport and deposition. The outer layer has been shown by 
XPS measurement of Komo and Nagayama[34] to be highly hydrated FeOOH.
One of the few XPS studies involving chemical passivation was undertaken by 
Ansell et al[35]. Their work concerned the incorporation of elements from the 
electrolyte as decorative passive films formed on stainless steel and Nilomag 
771 (an alloy containing Ni14.2Fe4.6Cu with less than 0.05% Cr), by 
immersing in a solution of 2.5 M chromic and 5 M H2SO4 at 70°C. The 
presence of a high concentration of Cr on the surface of the latter alloy after 
immersion suggested that the chromic acid had taken part in the film formation 
reaction. To investigate the consistency of the structure and composition of 
passive films formed electrochemically in 0.5 M H2SO4 on Fe-Cr and Fe-Cr-Mo 
alloys, XPS and AES analyses were undertaken by a round robin working party 
involving ten European laboratories[36]. All the participating groups, which 
included the Surrey ESCA laboratory, followed a standard procedure concerning 
the conditions for the surface preparation, the electrochemical treatment and the 
method of surface analyses. Their results revealed a significant reproducibilty with 
good agreement obtained in the electrochemical results, the thickness and the 
chemical structure of the films. They suggested that at a passivating potential of 
740 mV, a film thickness in the range 2.1 - 2.4 nm was obtained and that chromium 
was enriched on both alloys, though both the thickness and chromium content of 
the film were not affected significantly by the presence of molybdenum.
It has been generally suggested that in chloride containing media, C f ions 
substitute for the hydroxyl ion in the outer hydroxide layer, the concentration of 
c r  ions increasing with potential in the passive range probably due to the field 
strength being higher at higher potentials[37].
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2.1.3 Effect of alloying elements on corrosion resistance of stainless 
steels.
The passivation behaviour of a corrosion system can be determined from the 
characteristics of the electrochemical polarisation curve for the given system. 
Figure 2.2 shows a typical schematic polarisation curve for a stainless steel in a 
sulphuric acid solution, ip is the passive current density, ipp (or i j  the critical current 
density at which passivation begins, Epp the passivation potential and Eb the 
breakdown or pitting potential. The extent of passivation is influenced by any one 
or more of the following characteristics of the polarisation curve:
1. ip, the passive current density , is reduced
2. ipp, the critical current density for passivation, is reduced
3. Epp, the peak passivation potential, is made more negative
4. Ep, the passivation potential (Ef, the Flade potential) is made more 
negative
5. Eb, the breakdown or pitting potential, is made more positive
6. Et, the transpassive potential, is made more positive.
Alloying components in stainless steel, such as Cr, Ni, Mo, Si, Nb, V, W  and Ti, 
generally enhance the passive film on iron-base alloys, although the effect of each 
element on the characteristics is different. Chromium is the most important alloying 
element in all grades of stainless steels. It has been shown that addition of more 
than 12% chromium to iron in 3 .2 %Na2S0 4  reduces the critical current density, ipp, 
and also decreases the standard Flade potential, Ef. Many investigations[37-39] 
have shown that a minimum of 12% Cr favours the passivation process and 
improves the chemical stability of the steel. These observations are supported by 
the Tamman's rule[40] which predicts that the corrosion resistance of Fe-Cr alloys 
increases abruptly at 12.5%.
11
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Figure 2.2: Schematic anodic polarisation curve for stainless steel
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Nickel, which is added to produce austenitic stainless steels, enhances uniform 
corrosion resistance of the steels. The resistance generally increases with Ni 
content, though in chloride media, it shows no significant influence on the pitting 
potential[41,42]. Chernova and Tomashov[43] showed that in sulphuric acid 
solution nickel could reduce both the peak passivation current and the current 
density. The 18%Cr8%Ni (18-8) austenitic stainless steels are the most popular of 
all the stainless steels due to the superior corrosion resistance afforded it by the 
phenomenon of passivity.
Minor additions of molybdenum significantly improve resistance to chloride 
containing media, dilute non-oxidising acids and crevice corrosion, although the 
mechanism is yet to be understood[44,45]. Mo has been shown to reduce the 
critical current density of passivation and to extend the passive potential range 
resulting in a higher pitting potential in both acid and chloride containing 
solutions[16,44], its effect being dependent on the Cr content; the larger the 
chromium content the greater the effect. Ambrose[45] has investigated the effect of 
chlorides on Fe-Cr-Mo ferritic stainless steels, the results of which suggest that the 
repassivation rate increases with Mo content. It was then proposed that the 
passive film is constantly breaking down and reforming in the presence of chloride 
ions and Mo accelerates the repair of the passive film preventing pitting 
propagation. It was also suggested by Ambrose that repassivation of iron in 
chloride containing solutions is due to stabilisation of the molybdate ion of the 
chloride salt film. This supported the findings of Sugimoto and Sawada[42] that the 
chloride ion as well as the alloyed chromium in ferritic stainless steels Is required 
for the beneficial effect of Mo to be observed. Marcus and Olefjord[36] also 
showed that the main difference in the electrochemical behaviour between Fe-Cr 
and Fe-Cr-Mo alloys is the decrease in dissolution rate in the active potential 
region of the Mo-containing alloy, without any significant effects on the passivation 
potential and the current in the passive state.
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Addition of small amounts of nitrogen (about 0.35%) to austenitic stainless steels 
has been shown to reduce the number of carbide particles, which nucleate pits, by 
forming carbonitrides, which are more resistant to pitting[46,47]. It is believed that 
nitrogen consumes hydrogen ions at active sites to produce ammonium ions and 
subsequently leads to prevention of a reduction in pH at the sites, which would 
have led to pit formation.
Addition of copper can also significantly suppress active dissolution.
It has been shown that the presence of other minor alloying elements, such as Cu, 
W, Ti, Nb, V  and Si, facilitates passivation and increases the pitting resistance of 
stainless steels, though not as effectively as Mo[48,49].
2.2 Pitting Corrosion on stainless steel
2.2.1 Localised Corrosion
The form of corrosion in which certain areas of the metal surface are attacked at 
higher rates than others is termed ‘localised corrosion’. Although corrosion is due 
to the thermodynamic instability of a metal in a specific environment often resulting 
in uniform attack in most metal /  environment systems, there are a variety of 
factors associated with the metal, the environment and the geometry of the system 
that may result in the attack being localised.
Pitting corrosion is one such form of localised attack. Others are crevice corrosion, 
intergranular corrosion, stress corrosion cracking, etc. The forms of localised 
attack that are encountered in practice follow no general theory. However, the 
following factors play an important part in most forms of localised attack;
1. The cathode I anode area relationship
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2. Differential aeration
3. pH changes at the cathodic and anodic sites
4. Corrosion products (films) initially present on the metal surface and
those formed during the corrosion reaction.
Irrespective of whether the attack is uniform or localised, a fundamental principle, 
which governs all corrosion reactions, is that the total rate of anodic reactions must 
equal the total rate of cathodic reactions[1].
Ela = He
la is the anodic current and L is the cathodic current. For uniform attack, and 
assuming there is only a single predominantly anodic and cathodic reaction, then U 
/ Sa = Ic / Sc. When Sa, the area of the anodic reaction equals Sc, the area of 
the cathodic reaction, then ia = ic, where ia and ic are the anodic and cathodic 
current densities respectively.
The larger the ratio ia : ic. the more intense the attack. Thus, localised attack 
usually involves a corrosion cell consisting of a large cathodic area and small 
anodic area, and since L must be equal to L, the effect will become more 
pronounced the higher the rate of the cathodic process and the larger the effective 
area of the cathode.
At an anodic site, the metal forms metal cations
Me ------- ► Me"^ + ne'
The cathodic reduction of dissolved oxygen may result in an increase in pH of the 
solution in the vicinity of the metal, if the solution is basic or neutral
O2 + 2 H2O + 4e - —  ^ 40H '
or, in acidic media,
O2 + 4H^ + 4e -------  ^ 2 H2O
A similar consideration applies if the cathodic reaction involves hydrogen evolution
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2H" + 2e ------- ► Hz
It is also evident that the increase in pH and the presence of dissolved oxygen will 
favour passivation of the metal surface so that its potential will increase and 
effectively become the cathode of the system. If it is assumed that the metal 
hydroxide is the thermodynamically stable phase in the solution under 
consideration, the metal ions will be hydrolysed by water with the formation of H  ^
ions[1]
Me^^+ 2HzO -------► Me(0H)2 + 2H^
thereby lowering the pH of the anolyte with a resultant increase in that of the
catholyte, where the anodic and cathodic sites are separated from one another and 
the solution is relatively stagnant.
It is evident that microheterogeneities can lead to localised attack by forming a 
large cathode : small anode area ratio corrosion cell. Though, generally, localised 
attack is more common in near-neutral solutions in which dissolved oxygen is the 
cathode reactant, it can also occur on a surface of the metal that is apparently 
uniform such as a highly passive metal that depends on a thin protective film of 
oxide for its corrosion resistance. In such cases, submicroscopic defects or
inclusions in the passive film may form pitting initiation sites[1] as outlined in
Section 2.2.4.
2.2.2 Pitting Initiation on stainless steel
Pitting may be divided into 2 main steps; (a) pit initiation or surface breakdown, 
and (b) pit growth or propagation, where the pit size increases in depth and
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volume. Though pitting propagation is well understood in the literature, the 
factors affecting pit initiation are largely unknown.
The corrosion behaviour of stainless steels is determined by the properties of 
the passive film and the presence of an aggressive anion. The surface passive 
film breaks down in the presence of a chloride-containing environment such as 
salt water. The aggressive anions need to have a concentration greater than a 
certain critical value, which is dependent on the alloy and condition of its 
surface to stimulate pitting[2].
Uhlig and Gilman[50], and Kolotyrkin[2] have explained the breakdown of 
passivity in terms of competitive adsorption between chloride ions in solution 
and the adsorbed monolayer of oxygen on the surface of the metal. Uhlig[3] 
has explained that although the metal has a greater affinity for oxygen than 
chloride ions, adsorption of the latter will be favoured by an increase in the 
potential until a value is reached where the adsorbed oxygen at specific sites 
is replaced by chloride ions, which catalyse anodic dissolution. Thus the 
induction period required for pitting, the decrease in the breakdown potential 
with increase in chloride ion concentration and the increase when passivating 
anions are also present in the solution, are all explained in terms of 
competitive adsorption between chloride ions (as well as the passivating 
oxyanions) and the adsorbed oxygen on the metal.
Pitting initiation has been considered to be an interaction between discrete 
species in the environment and the passive film. Several factors account for 
the intensity of localized attack, which leads to growth of deep pits. The pit is 
the anode and the unaffected area surrounding the point of penetration is the 
cathode of a cell whose electrolyte is the corrosive solution.
Another feature of the pitting initiation process, which has received 
considerable attention, is the induction period, t . The tendency of a metal to
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undergo pitting does not depend only on factors such as chloride ion 
concentration as well as any inhibiting anions in the solution as outlined above. 
It is further complicated by the fact that there is an induction period for the 
onset of pitting. Given the right conditions, pit formation starts after the 
induction time which decreases with increase in potential and with chloride ion 
concentration[51]. A number of workers have looked into the effect of the 
induction time on pitting. Among them, SchwG nk[52] established that the 
induction time varied inversely with the chloride ion concentration. Studying the 
behaviour of pit nucléation on iron under a halide containing solution, Janik- 
Czachor[53] found a linear relationship between Inx and 1/E, where E is the 
potential. This argument has been discounted by Wood et al[54] who stated 
that when exposed to an aggressive medium, pitting will initiate 
instantaneously by the action of the attacking anions on flaws on the metal 
surface. Thus, they proposed that x was irrelevant to the initiation process. 
Galvele[55] supported W ood’s proposal by stating that at the base of any crack 
in the surface film, the electrolyte Is freely exposed to the metal.
On metals such as stainless steels, covered by protective films, the surface 
area available for cathodic reactions is very large compared to that available 
for anodic reactions which take place at breaks in the film. As a result, the 
current per unit area of cathode surface remains low, and large areas may be 
exposed to cathodic reaction accelerators in the solution e.g. oxidizing agents 
which depolarize this reaction and thereby stimulate the anodic reaction. 
Anodic dissolution may also be stimulated by, for example, reduction of ferric 
to ferrous ions at cathodic areas[1].
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2.2.2.1 Electrochemical and other parameters for pitting corrosion
Three main factors which influence the tendency of a metal to undergo pitting 
corrosion are 1) the minimum concentration of Cl" ions in solution necessary for 
pitting 2) the breakdown potential Eb of the passive film and 3) the number, 
depth and width of pits in a suitable electrolyte. Pitting has been widely 
demonstrated by varying the Cl" ion concentration and measuring the number 
and depth of pits formed at constant potential.
With reference to Figure 2.1, at potentials below Eb but above Ep, the metal 
remains passive to the electrolyte. Above Ep, both active and passive states 
coexist on the metal surface and pitting occurs. In general, the more positive 
Eb, the higher the resistance of the metal to pitting.
Techniques, which have been employed in determining the breakdown 
potential, Ep, include potentiostatic, potentiokinetic, galvanostatic and chemical 
methods. The potentiostatic and galvanostatic methods have been found to 
give the most reliable values over short induction times for pit nucléation.
When the potential in a pit drops below Ep, the pit loses its high Cl 
concentration[56] and the pit stops propagating. Various workers have shown 
that Eb decreases with increasing extent of propagation. Eb varies with pit 
depth because the deeper the pit, the higher the ability of the pit to retain its 
altered environment[57,58]. This assertion has, however, been disputed by 
Newman and Franz[59] who investigated the behaviour of Ep on a single 
corrosion pit using an electrolyte of 1 M NaCI + 0.04 M NazSzOs. Using the 
charge, Q, as a parameter for pit depth, they showed that Ep was independent 
of By this, they concluded that, though Eb showed a somewhat 
dependence on pit shape, it was not a function of pit volume and for that 
matter, pit depth.
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2.22.2 Chemical Passivation
Chemical passivation is the phenomenon wherein an isolated metal surface 
remains substantially unchanged in a solution with which it has a thermodynamic 
tendency to react. It is a manifestation of anodic passivity induced by the operation 
of a suitable cathodic process on the same metal surface. Evans[60] demonstrated 
that when iron specimens with air-formed films were moved rapidly in aerated 
water, in which stationary iron was made to corrode freely, very little corrosion was 
observed. Also, Bengough and Wormwell[61] showed that similar passivity might 
be induced under stagnant conditions if the solution is saturated with oxygen at a 
pressure of several atmospheres.
The key factor promoting chemical passivation is a rapid rate of oxygen supply to 
the metal surface. Any weak points in the original air-formed film become anodes 
and iron then enters the solution. When cathodic reduction of oxygen on the 
unbroken film occurs at a sufficiently high potential and fast enough, the anodes 
are raised above the passivating potential with a current density beyond the 
passivating current density.
The anodic and cathodic reactions influencing chemical passivation are 
demonstrated below in Figure 2.3. The potential of the metal / solution interface is 
determined mainly by the redox potential and kinetics of the cathodic reaction, the 
rate of which must exceed the critical current, i^ p. The redox potential, itself must 
be more positive than Epp but less than Eb, to overcome the active loop. Oxidising 
agents, such as hydrogen peroxide, can act as cathodic reactants, which when in 
sufficient concentration, effectively raise the open-circuit potential of the metal into 
the passive region. If the concentration of the oxidising agent is too high, the 
potential Is further raised beyond the passive region, thereby accelerating
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L o g  i'corr^H ^corr^02
Figure 2.3: Schematic polarisation curve for chemical passivation on Fe-18Cr- 
8 Ni stainless steel. Anodic polarisation, (curve JKLM); hydrogen 
evolution reaction, (curve HI); low concentration of oxidant, (curve 
DEFG) and high concentration of oxidant, (curve A B C ) [ i ] .
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corrosion. Similarly, if the concentration is too low, such that i < icnt , active 
corrosion occurs.
The principal difference between electrochemical and chemical passivation is that 
in ^ former, all of the metal undergoing passivation is maintained at the same
potential as the working electrode with an auxiliary electrode which is commonlyikeplatinum as^cathodic electrode, whereas in the latter, the same sample plays the 
role of both anode and cathode.
2.2.2.3 Effect of chloride ions on passive film
Chloride has been identified as one particularly aggressive species responsible for 
pitting of stainless steels. Pitting is found to take place when the chloride ion 
concentration is as low as ten parts per million[62]. The corrosion current present 
causes any chloride ions present to migrate to the anode. These ions tend to 
destroy the protective qualities of any films, which may be present and acidity the 
solution in the pit.
The breakdown of passivity by the chloride ion occurs locally, due to minor 
changes in passive film structure and thickness. When the pit goes into the 
propagation stage, a large cathodic region surrounds the small active anodic 
region. The anodic current density increases drastically, and enough metal is soon 
removed to form a depression in the surface, unless corrosion products suppress 
the reaction[62]. Also, when there is sufficient oxygen available, protective oxide 
films form by a combination of the oxygen and the metal ions produced. If the 
oxides formed are not protective, the pit grows resulting in the formation of a 
cavity.
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2.2.2.4 Conditions of pitting attack
Pits will initiate on open surfaces of materials as well as under crevices, the rate of 
attack being higher when the pit is located within a crevice than at a freely 
exposed surface. Once a pit is initiated, it grows by an autocatalytic mechanism, 
which is governed by electrochemical reactions and may lead to perforation of the 
component or may repassivate.
When the solution medium is stagnant, and in the presence of an aggressive 
anion, such as chloride ion, an acid anolyte and alkaline catholyte condition is 
locally set on the surface at separate areas i.e. anode and cathode. This condition 
is a prerequisite for promoting pitting.
aThe autocatalytic nature of pitting is influenced by^gravity effect in that, more pits 
generally grow in the direction of gravity than on, say, vertical surfaces.
Shape of pits:
Depending on the conditions, all kinds of pits may be observed: hemispherical, 
flat-walled, formless, uncovered, covered, etc[63]. It is not clear what sort of 
conditions must be fulfilled to realize the formation of pits of a particular shape. 
It seems that the shape of the pit depends on both the conditions existing 
within the pit - and consequently, upon the composition of the aggressive 
solution - and properties of the given metal, its composition, structures , etc. 
The formation of covered pits indicates that the passive film is scarcely soluble 
both in the bulk electrolyte and in that within the pit. The formation of flat- 
walled pits indicates that there is no ohmic layer within the pits, which would 
maintain equal current density at all points of the pit surface. Formation of 
hemispherical or partly spherical pits suggests that within the pit there probably 
occur processes similar to those accompanying the electropolishing[63].
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Composition of the solution inside the pits;
Knowledge of the composition of the solution within the pit and its changes 
during pitting would throw more light on the mechanism of processes occurring 
in pits. It is generally known that during corrosion, the solution is acidified 
within the pit. However, it is not well known in what proportions the individual 
components of the given alloy dissolve during pitting.
In electrochemistry, the potential below which pits, which have already initiated 
cannot propagate, the protection potential, Epmt, is a limiting factor of pit 
propagation. The origin of the protection potential concept stems from the fact 
that, under conditions of cyclic potentiodynamic anodic polarization, stainless 
steels undergoing active pitting in halide media exhibit a potential where pits 
cease to propagate and repassivate. That is, on attaining the breakdown 
potential, Eb, and the potential is then lowered, the polarization curve is not 
retraced. An electrochemical hysteresis is generated and it intersects the 
potential axis (i=0 ) at a potential Ep t^ at which neither anodic oxidation 
nor cathodic reduction can occur, i.e. pitting is arrested[64]. Pourbaix[64] has 
suggested that Epmt varies with both pH and Cl ion concentration in that Ep t^ is 
nearly close to the actual potential of the metal surface at the bottom of the pit. 
Other workers such as Wilde and Williams[65] have shown that as the pit 
propagates Eprot decreases with time. Kitamura and Suzuki[6 6 ] also observed 
that pit growth occurs only at potentials more noble than the open circuit anode 
potential of the interior of the pit.
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2.2.3; Metastable Pitting and Pit Repassivation 
2.2.3.1: Metastable Pits
In stainless steels, pits, which start to grow but then repassivate after a short 
time, are known as metastable pits[67]. Metastable pitting occurs well below 
the protection potential, (Eprot), previously considered as the point at which 
absolutely no pitting should occur. A metastable pit depends upon the 
presence of a pit cover or membrane. When the membrane is broken, a salt 
film is precipitated inside the pit and it grows. The minimum time required for 
stable pit growth to initiate critically depends on the time for salt film formation.
Frankel et al[6 8 ] showed that pit growth is controlled by the ohmic resistance of 
the porous pit cover. When this cover ruptures to form openings, metastable 
pits repassivate. If the pit cover remains intact for a long period to allow for salt 
film precipitation on the pit surface, pit growth is stabilized. Thus, a strong 
passive layer facilitates pit stability while a weak or stressed layer hinders 
it[6 8 ]. Therefore, through the analysis of metastable pitting, it is possible to 
determine the stability criteria for pitting and to understand the factors affecting 
both the passive and salt films on stainless steels.
The formation of a membrane above a pit, producing an occluded cell is one of 
the key steps in metastable pitting. Inside this occluded cell. Cl' ion 
concentration can reach saturation and precipitation of a salt film can occur, 
leading to stable pitting. Baker and Castle[69] have observed these 
membranes over multi-oxide and MnS inclusions. Auger analysis by Baker 
showed these membranes to be aluminium or silicon oxides with a high 
concentration of chloride (iron chloride as corrosion product). Baker proposed 
the following mechanism in membrane formation and rupture at metastable 
pits[69].
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1) Membrane formation: Most metal silicates are insoluble at low pH but the 
alkali metal silicates are soluble at low pH. During corrosion of the steel, 
solvated ferric chloride will be released as a corrosion product. Reaction of this 
metal salt with silicate ions in solution causes a gelatinous iron silicate 
envelope to form and precipitate onto the metal surface[69].
2) Internal pressure: The blisters examined by Baker were noticed to be raised 
and this was attributed to the build up of internal pressure. This internal 
pressure is believed to be a result of electroosmotic pressure from the large 
difference in chloride concentration from the bulk solution to the covered pit 
and also from the pressure of corrosion products inside the pit trying to 
escape.
3) Pore formation: Pores and holes observed in the membrane could be 
produced from chemical or physical means. A chemical reaction with the high 
concentration of Cl in the pit may, in itself, lead to localised pitting of the 
membrane. Physically, the membrane may rupture due to the tensile stresses 
induced from the build up of internal pressure in the pit.
4) Rupture of metastable pits: Pores or holes in the oxide film will reduce tensile 
stress in the membrane and act as initiation sites for tearing to develop. It is 
also possible that rupture occurs through chemical attack[69]. Once the 
membrane has ruptured the Cl" concentration in the pit can diffuse away, 
returning the concentration of the metastable pit to that of the bulk solution. If a 
salt film has precipitated inside the pit then it will be stable and pitting will 
continue, otherwise the pit will repassivate.
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2.2.3.2 Repassivation of pits
When pits initiate, they remain in an unstable state and may be rendered 
inactive when the ingress of the Cl' ions is insufficient to alter the pH of the pit. 
According to Frankenthal and Pickering[70], pits formed at sites not associated 
with inclusions, do not show any significant growth because of the exposure of 
the pit cavity to the bulk solution. In that condition, the pits repassivate due to 
mixing of the solutions. Thus, when the pits remain covered, there is less 
chance of repassivation to occur.
Rosenfeld and Danilov[71] have showed that pitting is halted when both the pit 
and the surface of the metal are equally accessible to the electrolyte. They 
found that when the pit cover destroyed, the current density over the pit 
dropped to zero with a similar reduction in the potential in the pit, which they 
found equalfecl that of the passive surface outside of the pit in about 2 0  minutes 
after the protecting layer is destroyed. Direct passivation of the pit and a 
resultant equalization of the potentials occurred as a result of free access of 
the bulk solution to the pit.
In Figure 2.4 is presented an illustration of the onset of pitting by sporadic 
increases in current density with increase in potential and time. Figure 2.4(a)
shows that when the potential is raised to a region just below the pitting potential, 
pits form and reheal, characterised by sharp current spikes as a prelude to the 
eventual transpassive state of permanent increase in current. When the potential
is suddenly raised to a value within this breakdown potential range, a similar curve 
is obtained as a function of time, as in Figure 2.4(b). The rapid immersion of a 
steel sample into a chemical oxidant producing a potential in this region, 
comparable to the electrochemically determined potential, can be expected to yield 
the same result, i.e. both transient and permanent pits will ensue. Pits will occur at 
both inclusion sites and weak points in the passive film. Burstein[72] and Frankel 
[67] have showed that transient pits form in this region of unstable pitting,
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Figure 2.4: Polarisation curves from 316 stainless steel measured in 0.1 M HCI 
showing (a) current spikes forming at potentials just below the pitting
potential and (b) current transients forming on exposure to the 
electrolyte^^].
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otherwise called the repassivation potential. According to Burstein, transient pits 
last for no more than a matter of milli-seconds. In that regard, an examination of 
the steel surface after a ten second exposure (as in this work) will have the effect 
of revealing those transient pits which would have nucleated within the preceding 
few milliseconds. Such transient pits are unlikely to be visible at resolutions 
attainable on the scanning Auger microscope. In addition, pits which have initiated 
and remained active for ten seconds or less, though rare events, will be resolvable 
when found. This occurrence makes it important to incorporate search techniques 
in the procedures to be undertaken in the analysis of embryonic pits. Baker[9] has 
outlined such appropriate search routines in his work on pits formed on stainless 
steels.
Pit Propagation;
Pit propagation occurs as the next stage in the pitting corrosion after the 
initiation process. Pit propagation is accompanied by a decrease in the pH of 
the initiated pit and a rapid anodic dissolution of the metal surface. The main 
factors that determine pit propagation are accumulation of Cl" and ions.
It was originally thought that severe dissolution of the pit wall occurs when the 
concentrated liquid in the pit is enriched in Cl" ions. However, Mankowski and 
Szklarska-Smialowj$H73], studying pits grown under potentiostatic control, 
have shown that the rate of pit growth rather decreases with increasing Cl ion 
concentration. They indicated that the pit growth mechanism is diffusion 
controlled and the fact that the chloride ion concentration in slowly growing pits 
is higher than that of quickly growing pits is due to the decreasing tightness of 
the film covering the pit in which also convection and diffusion of the contents 
increases.
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2.2.4 Pitting Initiation at non-metailic inclusions in steels
There have been wide-ranging suggestions in the literature that metallic 
inhomogeneities in the form of non-metallic inclusions act as preferential sites 
for pitting nucléation in stainless steels[4,5,70,74,]. These inclusions, which 
could be MnS or mixed oxide particles, are formed during the steel-making 
process and are randomly distributed throughout the material. Their presence 
at the surface causes a discontinuity in the general oxide film, creating weak 
points at which pits can initiate.
The types of inhomogeneities responsible for pitting initiation are
1) MnS Inclusions (the most preferential)
2) Mixed oxide (i.e., Al/Ti/Mn/Cr oxide) inclusions.
3) Very small particles of oxides (up to 1pm in diameter) containing Si, Al, Mg and 
Cr, with or without sulphide shells.
2.2.4.1 Sulphide inclusions
The presence of MnS inclusions in stainless steel is due to the variation of the 
solubility of sulphur in steel. Sulphur is highly soluble in molten steel. However, 
its solubility in the solid phase is very low. It is precipitated in the form of metal 
sulphide during solidification of the steel and the solidification pattern is 
influenced by its strong segregation tendency. The precipitation of sulphide 
from the sulphur-rich liquid phase is facilitated by existing nuclei, which are 
usually oxides. Oxide inclusions with an outer rim of sulphide are common in 
commercial stainless steels.
The characteristics of a MnS inclusion which make it a favourite site for pitting 
initiation include its average diameter which is generally less than 1 0 pm and
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the absence of a protective oxide film at the site. It also has a high solubility 
product of 1 0 '^^, thus making it thermodynamically stable enough to partake in 
chemical reactions as well as good conductivity of 0 .1  ohm'^cm \  which 
renders it an active participant in a galvanic cell[9].
The view is generally expressed that the most susceptible sites for pit 
nucléation are the Mn, Fe sulphides. However, there are some suggestions in 
the literature that all nonmetallic inclusions are able to provoke pit nucléation. 
The role of sulphide inclusions in the pit nucléation process in Cl containing 
media may be explained as follows:
In steels, the sulphide inclusions occur mainly as manganese and iron sulpK(4f«.
It is known that nonconcentrated strong acids easily dissolve FeS and 
particularly MnS. Since the sulphides often form shells surrounding the oxide 
particles, the dissolution of these shells produces narrow holes or crevices 
from which the pitting corrosion begins. In oxidising media, and particularly in 
neutral solutions in which the sulphide cannot dissolve chemically, i.e., when 
pitting is due to the action of local cells, the sulphides can influence the pit 
formation acting as local cathodes. As pointed by Wranglen[4], in this case, 
FeS may be effective due to its good electronic conductivity.
Previous workers have discussed, in detail, the role of MnS inclusion on pit 
initiation^,7,5,75,76]. Eklund[7%77] published a theory for the initiation of 
pitting corrosion in both stainless and C steels. His conclusions were that 
dissolution of sulphide inclusions produces a “shower” of HS" ions, which 
cause breakdown of the oxide film on the adjacent steel surface, thus initiating 
the formation of micropits. In a similar investigation, Smialowski et al[78] 
studied the pitting corrosion of stainless steels having different types of 
inclusions. They observed that pits had formed where sulphide inclusions were 
present and no pitting had occurred at mixed oxide inclusions. The sulphide
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inclusions are probably the most active sites for pit nucléation, but it must be 
emphasized that in the absence of sulphides, other less active centres can be 
operative too[75]. Pits, which occurred at both sulphide and mixed oxide 
inclusions, have been reported by few workers[8,63]. Baker and Castle[8 ] 
investigated pits formed at mixed Al/Ti/Mn/Cr oxide inclusions of 316 stainless 
steel in 0.5M H2SO4 + 0.5M NaCI + 0.08%H202 and observed that a reduction 
in pH within the pits resulted in partial dissolution of the generally inert oxide 
inclusion. It has been suggested that mixed oxide inclusions may have an 
influence on the corrosion pathway with specific ions from such inclusions 
blocking precipitates at pit mouths or semi-permeable membranes covering the 
growing pit[8 ].
Castle and Ke[75] studied, by A.E.S, the behaviour of inclusions in stainless 
steel, exposed to aqueous solutions, in relation to the surrounding oxide film. In 
their results, they showed that corrosive attack of an inclusion is accompanied 
by release of sulphur, depending on the pH of the solution, which contaminates 
the surrounding metal. Chloride ions are adsorbed at the surface of both MnS 
and oxide inclusions, though the multi-oxide inclusions did not dissolve during 
exposure to 3.5% NaCI solution. They found also that there was a precipitation 
of an iron oxide layer formed by iron dissolving from the matrix. The finding that 
some sulphide Inclusions are more active than others has been supported by 
Tronstad and Sej^ted[80] who suggested that the active inclusions consist 
mainly of sulphides of iron and manganese. According to Wranglen[4], active 
sulphides are surrounded by extremely fine MnS precipitates, which make the 
matrix in their vicinity particularly reactive. In that situation, the sulphur- 
segregated matrix close to the sulphide inclusion develops preferential sites 
that are anodic to the inclusion with the sulphur-free matrix being cathodic. 
Williams and Zhu[81] have postulated an explanation for the high-rate 
dissolution. They proposed that composition changes are induced in the
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sulphide inclusions as the steel cools to the solidification temperature of the 
sulphides. These changes involve substantial chromium depletion of the steel 
in the immediate vicinity of the inclusions and metallic phases rich in iron and 
depleted in chromium precipitate within the inclusion. Thus, around the 
sulphide inclusions, the steel remains unprotected resulting in very high local 
current density when the steel is exposed to an aggressive medium.
2.2.4.2 Multi-oxide inclusions
Pitting initiation at oxide inclusions has merely received modest attention 
compared to sulphide particles because attack occurs only rarely at oxide 
inclusion sites. In the few cases, where pitting initiation at oxide inclusions has 
been reported, the corrosion reactions have been complex owing to the 
variable number of elements involved in both the surface and solution 
chemistry[9].
In stainless steels, multi-oxide inclusions are generally less susceptible to 
pitting initiation than MnS inclusions. Oxide inclusions are electrical insulators 
and electrochemically inert. It is their chemical characteristics, such as 
solubility, which influence their ability to undergo dissolution. While some 
oxides only partially dissolve, most remain largely inert. In the case of inert 
oxides, there are three possible factors that affect metal atoms close to the 
metal oxide-mixed oxide interface[8]. Firstly, electric field strength is attenuated 
by the resistive effect of the poorly conducting metal oxide. Anions in solution 
are attracted to these metal atoms due to their apparently stronger anodic 
character. Secondly, internal stresses occur in the oxide film. This encourages 
the breaking of bonds between metal and oxygen. These bonds will normally 
repassivate but there is the chance that adsorption of aggressive anions may
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also occur, catalysing dissolution of the metal. Thirdly, metal oxide growth next 
to the inert oxide inclusion geometrically creates a micro-crevice in the metal- 
inclusion interface. Localised acidification will occur at the micro-crevice head, 
promoting metal dissolution.
For oxides that partially dissolve, unpassivated metal may be exposed to the 
solution and attacked. Once corrosion starts, solvated ferric chloride ions are 
released. These ions can react with elements released from the inclusion site 
to form deposits or membranes on the surface, leading to an occluded cell[8]. 
Baker and Castle[8], who were among the relatively few workers who have 
demonstrated the role of pitting attack at oxide inclusions in stainless steels, 
showed that aluminium and silicon can participate in these membranes. 
Baker[82] found, by Scanning Auger Microscopy studies on stainless steel, that 
a precipitation of silicate ions as well as chloride corrosion products occurred 
at some mixed oxide inclusions. The chloride deposit was assigned as ferric 
chloride, which reacted with the silicate ions to form an insoluble metal silicate, 
which deposited on the surface.
According to Kolotyrkin et al[83], at temperatures around 20 - 35°, pits on 
stainless steel were nucleated on inclusions of mixed oxides containing, apart 
from oxygen, some two to four elements, such as Si, Ca and, more rarely, Al 
and Mg with traces of 8, K and P. No Ti or Mn appeared in any of these 
inclusions. In the work of Glazfcova et al[6] on Fe-Cr-Ni-Si stainless steel 
containing silicon oxide inclusions, they found that pits nucleated preferentially 
on the silicon oxide particles.
The pitting nucléation processes that are associated with inclusions can be 
summarised into four types[84], as in Figure 2.5. In phenomenon Type (I), the 
metal matrix is protected and remains un reactive. The inclusion is unstable and 
dissolves in the presence of the electrolyte. The mechanism of pitting at multi-
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PIT NUCLEATION PROCESSES
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Figure 2.5: Schematic diagram of the four pitting initiation processes 
associated with inclusions[84].
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phase inclusions is based on Type (II) in which certain unstable phases are 
preferentially dissolved leaving the stable ones unattacked and the adjacent 
matrix un reactive. In Type (III), the matrix in the vicinity of the inclusion, which 
is electrochemically cathodic to the matrix is preferentially dissolved. Type (IV) 
represents the case of disbonding that occurs at the interface between the 
matrix and the inclusion because both remain un reactive in bulk solution. The 
attack from the solution is confined to the crevice formed at the interface.
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CHAPTER 3
Surface Analysis
In recent times, the need to extract surface specific information about the 
chemistry and morphological changes within the top few atomic layers of a 
corroding metal has led to development of state-of-the-art surface analytical 
equipment which give accurate qualitative and quantitative analysis about the 
chemical processes taking place on the surface of the material. To provide a 
plausible explanation of the processes involved in pitting initiation at a site of 
heterogeneity of the passive film on stainless steel, it is important to combine 
chemical state information from spectral analysis with imaging of the area of 
interest so as to render both lateral and depth correlation of the elements 
involved in these surface reactions.
In this investigation, the passive film formed on stainless steel, typically in the 
order of 3nm, has been characterised by X-ray Photoelectron Spectroscopy 
(X.P.S). Apart from providing an ideal depth resolution for such film thickness, 
the technique uniquely offers chemical state information, which is vital in 
assigning the changes in structure of the surface layers that are present. In 
analysing inclusions, which are usually less than 10pm in size, and their role in 
pitting initiation, the high spatial resolution achieved in electron-excited Auger 
Electron Spectroscopy (AES) combined with Scanning Electron Microscopy 
(SEM) and the “bulk” analysis offered by Energy Dispersive X-ray Analysis 
(EDXA) have been utilised to explore the sub-micron changes in surface 
chemistry at these inclusion sites.
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3.1: X-ray Photoelectron Spectroscopy (XPS)
3.1.1: Introduction
In photoelectron spectroscopy, photons (visible, UV, or X-rays) are the 
incoming particles which are utilised in probing the materials and electrons are 
the outgoing particles to be analysed. X-ray Photoelectron Spectroscopy in 
which x-rays are the exciting source involves two phenomena, i.e., the 
photoelectric effect and the radiation's transition.
The photoelectric effect in which x-rays were used as the exciting photo source 
was reported by Hertz in 1887. In the early years of its discovery, the technique 
attracted only limited attention until the 1950’s when Siegba^n and co- 
workers[85] used high resolution spectrometers, which had been developed to 
measure (3-rays, to study electrons ejected by X-rays. This was followed by the 
systematic measurement of the atomic binding energies of many elements with 
improved accuracy. They obtained the first x-ray spectrum from cleaved sodium 
chloride and were the first to observe the chemical shift effect -  the difference 
in binding energy between the same atom in two different compounds - on 
core-level binding energies. The chemical environment was observed to affect 
core-level binding energies, originating the term Electron Spectroscopy for 
Chemical Analysis (ESCA).
The basic equation of X.P.S is
Ek = hv - Eb .................................................................. (3.1)
where Ek is the kinetic energy of the p-rays (photoelectrons), hv the incident 
photon energy and Eb the electron binding energy.
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Commercial X. P spectrometers appeared in 1969 and in the early 1970’s 
reliable ultra-high vacuum (U.H.V) systems were combined with the 
spectrometers. The technique, to date, has developed into a versatile tool for 
chemical analysis of surfaces. Interpretation of the qualitative and quantitative 
ESCA data is usually handled in computer form by dedicated computers. Areas 
of application of ESCA equipment world-wide include microelectronics, 
metallurgy, catalysis, polymer technology and corrosion science[86].
3.1.2 XPS Theory
3.1.2.1 The Photoemission Process
In order to obtain information about the electron energy levels in the sample, a 
radiation source of well-defined energy is used. Magnesium and aluminium Ka X- 
rays are the most common, having energies high enough to excite the core level 
electrons. Mg Ka radiation has an energy of 1253.6eV and linewidth of 0.68eV, 
while Al Ka radiation has an energy of 1486.6eV and linewidth, 0.83eV. These 
photons have a limited penetrating power in the solid, of the order of 1 to 10 pm. 
They interact with atoms in this region by the photoelectron effect, causing 
electrons to be emitted from a depth close to the outer surface of the material. 
Where variation of the energy source is occasionally needed, other characteristic 
x-rays, such as Si Ka, Zr Ka and Ag Ka radiations can be used. The process of 
photoelectron and Auger electron emission is shown diagrammatically in Figure 
3.1.
The binding energy (B.E) of the ejected electron depends on the atomic charge 
distribution. For a photoelectron emitted from electron level, k, the B.E., by 
approximation, is
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Figure 3.1: Schematic of the XPS process showing photoionization of an atom 
by the ejection of a Is  electron.
B.E(k) = h v -K .E -(l)................................................ (3.2)
where hv is the photon energy, h being the Planckkconstant (41.3 x lO^eVs), v is 
the frequency of the radiation, K.E the energy above vacuum level of the 
spectrometer and <|> the energy from Fermi to vacuum level of the spectrometer, 
i.e., the spectrometer work function. Very often, the photoelectron process is 
treated simply as a “one-electron” picture. That is, the emitted electron comes from 
a “one-electron” orbital within the sample without suffering losses in the escape 
process. The binding energy may be regarded as an ionisation energy of the atom 
for the particular shell involved. According to Koopman’s theorem[87j, the simple 
“one-electron" approximation implies that the energy associated with all orbitals is 
the same in the ion when an electron is ejected from an atom as in the neutral 
atom, i.e., all other atoms are frozen in their orbitals during emission.
However, on sudden creation of a positive charge during photoemission, electrons 
on neighbouring atoms respond by moving away from their equilibrium positions so 
as to change the electrostatic potential at the site of the ionised atom, resulting in a 
small change in the binding energy due to extraatomic relaxation contribution (i.e., 
the charge flow from neighbouring atoms\ The sample and the photoemitted 
electron are then left as a joint excited state.
As explained by Olefjord[88], the actual binding energy is the difference between 
the total energy of the initial state and the total energy of the final state after 
electron emission. When the photoelectron is emitted from electron level, k, of an 
atom having n electrons (atomic number Z and n ^ Z), the B E is expressed as
B. E )^ — E(initial,tot^ ) (n) " E(finai,tdal) (n —1 ) ......................... (3.3)
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In other words, the actual binding energy is the difference between the initial state 
of the n-electron system and the final state with (n -  1) electrons, which includes 
the energy carried away by the emitted photoelectron and the energy involved in 
the relaxation of the (n -  1) electron system. Thus, the analysis of the energy 
distribution of the photoexcited electrons yields information about the energies of 
occupied “one-electron” states and the electrons emitted have a specific kinetic 
energy characterising the elements present in the sample surface.
Since there is a variety of possible ions from each type of atom, there is a 
corresponding variety of kinetic energies of the emitted electrons. Moreover, there 
is a different probability, or cross-section for each process. The binding energy, 
B.E(i), of a core hole relative to the Fermi level can be defined more formally in 
equation (3.4) in terms of the relationships involved in the final state effect, 
illustrated in Figure 3.2 below;
B.E (!) = -EHp(i) - Rd"{I) - V(i) - Ro""(i) -  .........-.................. (3.4)
EhfÎs the Hartree-Fock orbital energy for the isolated atom (with zero defined at 
the vacuum level). Rd® is the “dynamic” intra-atomic relaxation energy which 
represents the re-arrangement of the electrons on the atom itself following 
photoemission in the new potential field created by the ejection of the 
photoelectron. V  is the solid-state potential (also known as the Madelung 
potential), due to the pre-photoemission orbital moving from an isolated atom 
into the ionic solid. Rd^ is the “dynamic” extra-atomic relaxation energy which 
relates to the movement of the bonding electrons towards the core hole 
following photoemission. ^ is the spectrometer work function.
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Figure 3.2: Diagram showing how electron relaxation contributes to the final 
state energy.
3.1.2.2 Chemical State Information 
Chemical Shift and Auger Parameter:
Since Siegbahn et al[85] discovered, by XPS, a clearly distinguishable 
chemical difference existed between copper and its oxide, the systematic shift 
in photoelectron and Auger line positions resulting from changes in the 
chemical structure and oxidation state of chemical compounds has been made 
widely available by various authors[86,89] and in reference literature, such as 
National Institute of Standards and Technology (NIST) database[90].
Within the perspective of the initial state effect mentioned in Equation 3.3, the 
loss in electron density for a cation causes an increase in binding energy of a 
few electron volts from the position found for its parent element. Anions show a 
corresponding decrease in binding energy. It is this increase or decrease in 
binding energy - the chemical shift - that provides the information about the 
valence state of the elements. The chemical shifts of core levels are basically 
the same for all levels of a given atom in a given environment[91]. Chemical 
shifts can be used to identify the chemical environment of an element by 
comparison with the binding energy of a set of reference compounds involving 
the same element. Assigning chemical shifts to components of a peak envelope 
can be particularly useful when studying passive films formed on stainless 
steel. Each element in the material exhibits different valence states in the 
layers formed, for example, the 2ps/2 level of Or in the substrate alloy has a 
binding energy of 574.1 eV, while trivalent Or of the same level in the passive 
film has a B.E of 576.6 eV, resulting in a chemical shift of 2.5 eV. Similarly, 
Fe2p3/2 has a B.E of 706.7 eV  in the substrate alloy, on one hand, and 710.2 
eV and 710.7 eV, respectively, In the divalent and trivalent states when present 
in the oxide layer.
From the point of view of final state effect, the change in chemical environment 
of a particular atom involves a spatial rearrangement of the valence charges of
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this particular atom and a different potential created by the nuclear and 
electronic charges on all the other atoms in the compound. In that respect, the 
B.E difference AEi(AB) of a core hole, c, measured for an atom, i, in two 
different compounds, A  and B, and the valence charges, and q ,^ respectively 
(in atomic un its) [92].
AEj(A,B) = Kc(qA - qs) + (V|^ + Vj^)..................................................... (3.5)
The first term in the above relation represents the electron-electron interaction 
between core orbital, c, and the valence charges qA and qg, respectively. Kc is 
the coupling constant which is the two-electron integral between core and 
valence electrons and V  is the Madelung potential, mentioned in Equation 3.4.
Apart from photoelectron peaks, chemical shifts occur with Auger lines as well. 
Auger line chemical shifts are different from photoelectron lines due to the fact 
that in many Auger processes, the initial core hole is filled by electrons arising 
from the band structure of the solid and the degeneracy of these electrons 
creates very wide peaks in which it is difficult to see chemical state information 
for most elements. In that case, the shape of the peak, rather than its position 
is usually the indicating factor in assigning chemical state. This peak- 
broadening effect is more pronounced in certain parts of the periodic table[91], 
i.e., the transition elements.
The Auger shift Is very useful for chemical state information when combined 
with photoelectron chemical shift data resulting in a relative shift. The shift, as 
illustrated in Figure 3.3, arises from the relaxation of the surrounding electrons 
in the solid. The difference in binding energy between the photoelectron and 
the Auger line is called the Auger parameter, a[93,94].
(X = EgP ” EgA — EkA  - E kP ...................................................... (3.6)
where EbP = the binding energy of the photoelectron
EbA  = the binding energy position of the Auger electron
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EkP = the kinetic energy of the photoelectron 
EkA  = the kinetic energy of the Auger electron
The difference is thus accurately determined as it involves no static or ground 
state charge transfer.
With all kinetic and binding energies referenced to the Fermi level,
EkP = h v - E e P ............................................................   (3.7)
E|<A + EbP = hv + a  ........................................................(3.8)
In other words, the sum of the kinetic energy of the Auger line and the binding 
energy of the photoelectron equals the Auger parameter plus the photon 
energy. A  plot showing Auger kinetic energy vrs photoelectron binding energy 
is then independent of the photon energy.
The photoemission process and subsequent sudden creation of a core-hole 
outlined In section 3.1.2.1, above, leads to various final state events. These 
include shake-up and shake-off excitations, multiplet splitting, plasmon 
excitations and inter-band transitions. All these final state processes are 
intrinsic to the parent peak, manifesting themselves in a tail of lower energy to 
the lineshape. In quantitative analysis of the peak generated, a careful 
consideration of the final state effects, as part of the total intrinsic contribution, 
is vital in achieving an accurate calculation of the peak intensity. This section 
deals with some of the main features of the spectrum generated by such 
events.
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Satellite Peaks:
1. X-ray Satellites
For each photoelectron peak emitted by Ka X-ray photons, there are some 
smaller peaks at lower binding energies whose intensity and spacing are 
characteristic of the X-ray anode material. The X-ray satellites have no value in 
chemical analysis. However, for some transition metals, such as Cr2p, the Ka3,4 
satellite of the 2p peak contributes intensity to the 2p3/2 state. In peak fitting, the 
opportunity is taken to subtract this intensity using the known shape and 
intensity of the Ka3.4 satellite peak.
2. Shake-up Satellites
In all photoelectric processes, there is a finite probability that the ion is left in 
an excited state which may be a few electron volts above the ground state. The 
emitted photoelectron has a reduced kinetic energy, the difference being the 
energy difference between the ground and excited state. Consequently, the 
nuclear charge on valence electrons appeaiïto increase by this perturbation 
and the atom undergoes relaxation by substantial reorganisation of the valence 
electrons. This results in the formation of a satellite peak, a few electron volts 
lower in kinetic energy (higher in binding energy) than the main peak. The 
satellite was termed “shake-up” by Siegbahn who ascribed the feature to the 
discrete energy loss associated with the co-operative excitation of a 3d electron 
into a vacant 4s level during photoémission of a 2p electron[95]. In certain 
cases, such as In paramagnetic materials like chromium, the intensity of the 
shake-up satellite may approach that of the main line. A  discrepancy, though, is 
encountered in the case of, for example, the Cu(l) 2p peak where no “shake-
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Figure 3.3; Fe2p spectra showing the importance of the satellites (S) in 
the identification of chemical state as for (a) Fe(ll) and (b) 
Fe(lll) peaks[117].
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up” satellite is present. The variation in satellite intensity, often found from one 
compound to another, may be due to the fact that the unfilled conduction band 
is pulled down below the Fermi level and then populated with bonding electrons 
most likely from the anion (being the oxygen ligand in the case of the Cu(l) 2p 
peak).
The displacements and relative intensities of shake-up satellites can 
sometimes be useful in identifying the chemical state of an element an example 
of which is given in Figure 3.3 for the di- and tri-valent states of the Fe2p 
spectrum.
3) Plasmon Peaks:
When the photoemitted electron excites collective oscillations in the conduction 
electrons of the solid, it suffers a discrete energy loss. This feature is known as 
a plasmon loss peak and it appears in both the photo- and Auger electron 
peaks in the spectrum. Plasmon loss peaks, notable for aluminium, occur at 
about 15 eV from the main peak and are easily recognisable on very clean 
surfaces[96].
4) Multiplet splitting
There is also another class of satellites known as multiplet splitting, which is 
more prevalent in the 3d levels of transition metals. Multiplet splitting of core­
level peaks refers to the probability of having different spin distributions in the 
electrons of the final state ion. Thus, it occurs when two orbitals with uncoupled 
spins exist after a hole is created in a filled level by photoionisation. The two 
orbitals will couple, leading to a splitting in the energy levels. A  typical example 
is the case of the 3s electron in the Mn^  ^ ion. In the ground state, all the five 3d 
electrons are unpaired and have parallel spins. The ejection of the 3s electron 
creates a further unpaired electron and if its spin is parallel to the five 3d
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electrons, then exchange interaction of the electrons occurs. This situation then 
gives rise to a loss of energy, compared to the anti-parallel spin electrons. A 
doublet peak is therefore created where the separation equals the exchange 
interaction energy[97].
In the case of the 2p peaks, such as Fe 2p%%, multiplet splitting effects are 
obscured by the shake-up satellites and, thus, are less noticeable. They can be 
discerned, though, in the 2p peaks of Ni^ '" and Co^ "^  ions, where their absence 
in the other chemical states of the two elements makes it easier to distinguish 
between the states. In some compounds such as FeO, FezOs and Fes0 4  they 
serve as a guide in identifying difference in structure, though when mixtures are 
present, they are not particularly useful[98].
3.1.2.3 XPS background features
The background which accompanies a peak is due to the following contributions.
(i) Tails of neighbouring peaks and
(ii) Bremsstrahlung of the X-ray source, the two contributions being merely trivial.
(iii) Intrinsic losses - Due to electrostatic screening of the core hole created in the 
ionisation process, any peak in a solid is always expected to be accompanied by 
electrons with lower energy. These intrinsic electrons which are related to the 
excitation of alternative final states in or adjacent to the photo-excited atom, form a 
tail on the low energy (high binding energy) side of a peak which extends to about 
50eV below the main peak.
(iv) The analysed electrons would have travelled some distance in the solid. Thus, 
there are also extrinsic electrons which are inelastically scattered from the main 
peak during transport of the excited electrons in the solid[99].
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The resultant asymmetry associated with the main peak can be split into two 
components as:
(a) Tail 1, due to core hole - electron interactions. In a solid metal, there exists a 
distribution of unfilled one-electron levels above the Fermi energy which are 
available for shake-up-type events following core electron emission. In this case, 
the core-level itself is accompanied by a low K.E tail. This effect is observed 
strongly on metal peaky since the higher the density of states at the Fermi level, the 
more likely is this event to be observed.
(b) Tail 2, arising from the generalised background rise in the vicinity of the peak, 
which occurs in both metallic and non-metallic peaks. The asymmetry associated 
with intrinsic, final state losses in the photoelectron emission, can be defined by a 
single shape parameter[100], k , which is independent of the kinetic energy of the 
peak, is similar for different peaks of a given element and does not depend on the 
spectrometer type or operating parameters. In using the shape parameter, k , for 
peak fitting, the principal advantage in curve fitting is that the background rise, 
associated with the intrinsic losses for a given element, is predefined and not 
allowed to increase to fit the background. In that manner, the fitting procedure 
precludes removal of intensity from un-anticipated peaks.
3.1.3 XPS Instrumentation and data system
The main features of an X-ray photoelectron spectrometer consist of an X-ray 
source for excitation, an electron analyser and a detection system, all backed by 
an ultra-high vacuum system.
The excitation source is made up of a heated filament cathode from which 
electrons are accelerated toward a target anode over a potential range from 5 to 20 
kV. On bombarding the target material, which is the anode, emission of X-rays,
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Figure 3.4: Energy diagram in relation to the photoemission of an electron and its 
passage through a simple analyser[96].
Bremsstrahlung radiation (explained in Section 3.3.1) and a photoelectron. To 
minimise the intensity of the Bremsstrahlung, a thin X-ray transmitting window 
(usually made of aluminium) acts as a filter to separate the excitation region from 
the specimen. To obtain as close an approximation as possible to a single, intense, 
monochromatic X-ray line, suitable choice of anode material and operating 
conditions are made. Of the anode materials used, Mg and AI are the commonest 
(AI being the choice preferred in this work), so that either Mg Ka or AI Ka X-ray can 
be generated. The Mg Ka is operated at a maximum power of 480 W  and the AI Ka 
at 1 kW.
The heart of the instrument is the electron energy analyser, which measures 
energies of the emitted or scattered photoelectron. Such electrostatic analysers 
have been of immense importance in all commercial spectrometers. The type 
installed in the VG ESCALAB II, used in this work is the concentric hemispherical 
analyser (CHA), the other type being the cylindrical mirror analyser (CMA). The 
geometry and principle behind their operation are explained In Section 3.4.3.
In Figure 3.4 above, Eb is the difference in ground-state energy computed before 
and after generation of the core-hole state. Eex is the excitation energy, V r is the 
retard potential applied on the analyser entrance grid and W spec is the work 
function of the spectrometer.
3.1.4 XPS Angular Profile
Angle-Resolved X-ray Photoelectron Spectroscopy (ARXPS) is a reliable 
method of achieving a non-destructive depth profile of the material. The basis 
of angular X.P.S is the change in surface sensitivity when the electron take-off 
angle is varied.
If X is the effective attenuation length (EAL) of the emerging electron, i.e., the 
average distance that an excited electron of a given energy travels between
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inelastic collisions, allowing for the direction changes associated with elastic 
collision and U is the intensity from the substrate which, except at low take-off 
angles, is independent of collection angle, and di is the thickness of an outer 
absorbing layer on a substrate (Figure 3.5(a)), below, then the reduction in 
signal from the substrate by the absorbing layer is
ldi/lco = exp(-dAsine)............................................................................ (3.9)
Also, if dz is the thickness of an inner emitting layer (Figure 3.5(b)), then
Id2/L =  1-exp(-d2/Xsin0)........................................................................(3.10)
Thus, the relative signal from a thin overlying layer, dz, covered with a deposit 
of layer thickness, di, is given by
Id2di / loo = exp(-di/XsinO) - exp[(-di+dz)/Xsin8)]..................................(3.11)
This is the case when, for example, examining a thin surface oxide layer on a 
metal surface covered with adsorbed contamination. When the signal from the 
substrate, (1), is attenuated by a layer of its own oxide, (2), then di = dz = d, 
(Figure 3.5(c)), and
lood/ld = exp(-d/;isin0)/[1-exp(-d/A,sin0)]..............................................(3.12)
varying the take-off angle from 0i to 0 2 ,
[lei/ lez] -1  = exp[-di(cosec0i -cosec0z)/ X]..................................... (3.13)
which describes the angular variation of the substrate signal in the presence of 
an overlayer. Equation (3.13) above is of particular significance when 
confirming the order of a series of layers. It provides the basis for postulating 
an angular profile from a speculative concentration profile as in the case of 
passivating layers on metals. Using Equations (3.9) and (3.10) above, the 
relative intensities from a substrate and surface layers at varying take-off
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di/L= exp(-di/A.sin0)
d2/lw— 1-exp(-d2/A.sin0)
c)
lood/ld = exp(-d/^sin0)/[1-exp(-d/^sin0)]
Figure 3.5: Representative cases showing (a) the signal from the substrate with 
adsorbed layer, (b) the signal from the surface layer and (c) the 
intensity as a function of take-off angle for a surface layer covered 
with a contaminant layer. (The key square indicates the layer from 
which the signal is obtained)[96].
angles are given in Table 3.1, where the depth of the surface layer, d, is given 
as multiples of the EAL, X.
Based on this reasoning, Paynter[101] developed an algorithm, ANGULAR, for 
modelling the angular behaviour of the photoelectron signal corresponding to a 
postulated depth profile containing concentration gradients by varying the 
photoelectron take-off angles. The postulated depth profile in ANGULAR allows 
a depth dependence on the relative concentration of the component species to 
be derived.
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3.2: Auger Electron Spectroscopy (AES)
3.2.1: Introduction
Among the surface analytical techniques now widely available for diverse 
applications, Auger Electron Spectroscopy offers unique features which make it 
an important method for analysing materials. The theory behind the technique, 
its instrumentation as well as application, have been adequately accounted by 
many researchers, notably, Briggs and Seah[86].
Pierre Auger[102], while working in the field of radioactivity, discovered the 
process when he used a cloud chamber to investigate photoelectrons emitted 
by noble gas atoms excited by monochromatic X-rays. In his experiments. 
Auger found that besides the photoelectrons, there were other radiationless 
transitions involving electrons generated by atomic relaxation processes. 
These newly found electrons, which have characteristic energies dependent on 
the K, L and M electron shell designations, were then duly named Auger 
electrons.
Lander[103] later took the technique a step forward when he suggested that 
surface analysis could be done with Auger electrons from solid materials (and 
not gases, which Pierre Auger had incidentally used). Then in 1967, 
Harris[104] demonstrated that an Auger electron spectrum, when differentiated 
by an analogue technique, could show surface components clearly with a good 
signal to noise ratio. By so doing, he stripped the spectrum of the background 
due to backscattered and secondary electrons and enhanced the peaks, thus 
making the technique more practical. This was followed later by production of 
Low Energy Electron Diffraction (LEED) apparatus with a retarding field 
analyser (RFA) by W eber and Peria[105]. The surface sensitivity of AES was 
then demonstrated by Palmberg and Rhodin[106] who, on depositing silver
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onto gold, attained a depth of analysis between 0.4 and 0.8 nm for electron 
energies of 72 and 362 eV, respectively.
The most significant advancement in AES came with the advent of the 
cylindrical mirror analyser (CMA) by Palmberg et al[107] in 1969. The signal to 
noise ratio of the analyser was vastly improved over the RFA used until then by 
increasing the transmission and reducing the inherent Shot noise created by 
backscattered electrons reaching the detector. The resolution of the detector 
employed by Palmberg et al was AE/E = 0.5% over an energy range of 0 to 
lOOOeV.
In the early years, the spot size of the electron beam sources used was in the 
order of 500pm. This was greatly improved by MacDonald[108] who combined 
an electron spectrometer with an ion-pumped secondary electron microscope 
and achieved a spatial resolution of less than 5 pm with a beam current of less 
than IpA. This development led to further advancement of the spatial 
resolution pioneered by MacDonald in 1970. A year later, sub-micron resolution 
was achieved by MacDonald and Waldrop[109] who incorporated a computer- 
controlled SEM with a spectrometer to study an iron-copper composite material. 
They employed an electron beam voltage of 25 keV to produce a spot size in 
the order of 300 nm and recorded the first binary Auger electron images. The 
combination of AES and microscopy which yielded the sub-micron spatial 
resolution in MacDonald’s work has come to be known as Scanning Auger 
Microscopy (SAM).
Other researchers played key roles in modifying the technique. Ultra-high 
vacuum (UHV) environment for the spectrometer was introduced in the early 
1970’s by Brandis et al[110], who achieved a vacuum of 3 x 10^ Pa by using a 
diffusion pump as well as leaking an inert gas into the analysis chamber to
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reduce the partial pressure of contaminating gases. More attempts were made 
to improve the vacuum conditions of the spectrometer. Bottoms[111] combined 
titanium sublimation pumps, cryopumps and sputter ion pumps to bring the 
operating vacuum to about 1x10"® Pa. However, a major drawback of these 
vacuum systems was that the commercial SEM’s contain non-bakeable 0-rings 
rendering it necessary to redesign the scanning Auger microscope to cope with 
the vacuum conditions desired.
3.2.2 The Auger Process
When a core electron is ejected from an atom, whether it be by action of a 
primary X-ray or an incident energetic electron, an electron from a higher level 
drops into the vacancy created. Relaxation of the singly ionised atom occurs by 
a release of the excess energy either as a secondary (fluorescent) X-ray, or by 
the ejection of another electron from one of the higher or intermediate levels, 
with whatever kinetic energy is available from the orbital transition. The latter 
effect is known as the Auger effect, mentioned in Section 3.2.1 above. The 
electron ejected by this relaxation process is known as the Auger electron and 
has a kinetic energy characteristic of the atom and the electronic shells 
involved in the process. The other relaxation process, which involves the 
release of an X-ray photon, known as X-ray fluorescence, also has an energy 
characteristic of the atom and electronic shells involved in the process.
Auger electron emission and X-ray fluorescence compete to be the more 
probable relaxation process with Auger electron emission more dominant up to 
atomic number 33, as shown in Figure 3.6. Thus the sum of the probability of 
emission of a photo or Auger electron is unity. Auger electrons are emitted by 
elements with Z > 3. Auger emission is a de-excitation process, which can be 
initiated in a number of different ways, e.g.. X-rays, electrons or ions. By
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convention, however, AES refers to spectroscopy performed with electron 
excitation.
Figure 3.7 is a schematic diagram of the process of Auger emission in a solid 
whose ground state is shown on the left. In the centre, an incident electron of 
Energy Ep has created a hole in the core level K by ionisation. For this to occur 
efficiently, Ep should be greater than 5 Ek. The hole in the K shell is filled by an 
electron from L2.3 releasing an amount of energy (Er - El2.3 ) which can appear 
as a photon of energy
hv = Ek - El2,3........................................................(3.14)
or can be given up to another electron. In this example, the other electron is 
also in the 12,3 shell, and it is then ejected with energy
Ek“ El2,3 " El2,3*................................................... (3.15)
where, 1 2 ,3* is the binding energy not of L 2 . 3  in its ground state, but in the 
presence of a hole in [ 2,3. The doubly ionised final state is shown on the right.
The nomenclature used to describe Auger transitions is either the X-ray 
notation or, less commonly, spectroscopic notation. Using X-ray notation, the 
energy of the ejected Auger electron in the Auger transition depicted in Fig 3.7 
is
Ek L2,3 L2,3 -  E|< - El2,3 " El2.3*...........................................  (3.16)
The emitted Auger electron is escaping from the field of 2 holes. Considering 
the relaxation of the other electrons, a more accurate expression was 
obtained[112].
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Eabc = E a - Vz[Bb(Z)  + E b (Z + 1 )]  - %[Ec(Z) + E c (Z + 1 )]......................(3.17)
The (Z+1) terms arise from the use of Equivalent Cores Approximation to 
represent the relaxation of the core-ionised element Z by the binding energy of 
the neutral atom of the next element in the periodic table, Z + 1 .
In the case of a solid, the Auger transition is represented by
Eklil2.3 (Z) = Ek(Z) “ Eli(Z) - El2,3(Z+1) - (p ............................. (3.18)
where <p is the work function of the material. It corresponds to the difference 
between the vacuum level and the specimen’s Fermi level. Experimentally, the 
measured value of the kinetic energy of Auger electrons contains the term cpA, 
which represents the work function of the analyser directly involved in the 
energy analysis.
The physically correct expression for the Auger energy is represented by
Eabc = Ea - Eb - Ec - F(BC:x) + Rj" + Rx^.............................(3.19)
where F(BC:x) is the energy of interaction between the holes in B and C in the 
final state x and Rx, the relaxation energy. Rj" is the intra-atomic relaxation 
energy, i.e the relaxation energy appropriate to an isolated atom and Rx^’^ is the 
extra-atomic relaxation energy that is due to additional screening electrons 
available from other atoms or from the valence band respectively[97],
3.2.3: Measurement of Auger electron intensity
The Auger energy is a function of only atomic energy levels, so that for each 
element in the periodic table, there is a unique set of Auger energies. Thus, 
analysis of Auger energies immediately leads to an elemental identification. 
Characteristic Auger peaks are superimposed on a relatively high continuum of
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background which is caused by backscattered and secondary electrons and 
are, rather, very weak. This sometimes necessitates displaying Auger spectra 
in the differential mode to remove the background contribution. However, with 
recent developments, the direct spectrum mode has regained prominence. 
Bishop[113] outlined the reasons behind the importance of displaying Auger 
spectra in the direct energy mode as follows;
(1) Some elements show large chemical shifts with quantitative measurements 
in the differential mode, but the overall peak is not changed by the chemical 
state of the element involved.
(2) In Auger mapping, it is easier to correct for topographical effects in the 
direct mode.
(3) The practical advantage of differentiation disappears when the noise in the 
direct spectrum becomes comparable to the peak height. This is due to the 
overall visibility of the peak being better in the direct mode.
(4) At the low specimen currents necessary to achieve high spatial resolution, 
the signal from the analyser drops to a level where direct counting can be used. 
In this condition, the direct mode becomes experimentally the easiest approach 
to adopt.
The Auger signal intensity I(xyz) corresponding to the XYZ Auger transition is 
given by
l=(47i)'^C<oN(lpSec<j)K)(cTP(exp(-zsec0/:^.) (1 + r) dz dco.............................. (3.20)
where
CO = the solid angle subtended by the analyser at the sample.
N = the concentration of the species giving the peak
Ip = the primary beam current
(j) = the angle of incidence of the primary beam
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a = the ionisation cross-section for the core hole 
P = the probability of Auger de-excitation of the core hole 
0 = the electron take-off angle relative to the sample normal 
X = the effective attenuation length of the escaping electron 
K = the probability of an inelastically scattered electron being collected by 
the analyser
z = the depth at which the electron is generated below the surface, 
r = the backscattering coefficient, determining the probability that the Auger 
electron is excited by backscattered primary or energetic secondary 
electrons.
Attempts to develop simple semi-empirical formulae aimed at producing a set of 
usable relative intensities for the calculation of Auger transitions have not been 
successful. The postulated formulations presently available are only applicable 
to accurate predictions of intensities in the free atom and not to the solid state.
The effective attenuation length, X, or escape depth is the distance that an 
Auger electron, once created, can travel before it is scattered so as not to 
appear in the Auger electron peak. Based on a thorough survey of escape 
depths, Seah and Dench[133] provided a set of relations for different cases of 
material over the energy range, 1 eV to 6 keV.
For elements:
X = 538E'^ + 0.41 (aE) monolayers.................. (3.21)
For inorganic compounds:
X = 2170E^ + 0 .72(aE)°^  monolayers............... (3.22)
For organic compounds:
X = 49E^ + 0.11E°-® m g W ....................................(3.23)
where E is the energy of the electron in eV, a  is the monolayer thickness
measured in nanometers.
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3.2.4: Characteristics of Auger Electron Spectroscopy
Auger transitions have characteristic energies, shapes and patterns. Thus 
elemental resolution is good and detection limits are typically 0.1% atomic[97]. 
Spatial resolution in the plane of the surface can be very good due to the use 
of electron beams for AES. AES instrumentation is available with electron beam 
sizes of less than 30 nm. The sensitivity of this resolution is substantially 
degraded since the signal intensity is a function of current striking the sample. 
To achieve high spatial resolution, the electron optics must be operated in a 
fashion that restricts the beam current to the sample.
Auger electrons used for analytical purposes are ejected from the atoms in the 
solid with kinetic energies between 25 and 3,000 eV. Electrons with such 
energies can travel only a short distance within the solid before they lose 
energy by collisions. Typically, a 1,000 eV electron has an inelastic mean free 
path of 1.5 nm and 95% of the electrons which escape from the surface come 
from within a depth equal to three times this value (similar to the photoelectron 
signal in section 3.1.4). Thus, by observing those kinetic energies which 
correspond to Auger electrons escaping, the effective sampling depth is only in 
the order of 5 nm. Depth resolution, normal to the surface, is better than that in 
the surface plane[114] because unlike the X-ray escape volume which 
increases with beam energy, causing greater penetration and lateral scattering, 
the Auger electrons have an invariant escape volume and depend only on the 
size of the primary electron beam (Figure 3.8).
In electron generated spectra, in which only Auger spectra are desired, there is 
bound to be a considerable background consisting mainly of backscattered 
primary electrons and inelastically scattered Auger electrons. This background 
is primarily set by the physics of the process and an important ratio is S/B = 
Signal/Background where, “signal” is the number of Auger electrons emitted
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Figure 3.8: Diagram showing the escape depths of Auger electrons and X-rays 
at varying voltages of the primary electron beam.
(without energy loss) within a given energy band (usually corresponding to the 
base width of the Auger peak) and “background” is the number of secondary or 
scattered electrons from the specimen which fall within the same energy band. 
The background is usually discriminated against by recording the derivative of 
the signal, dN(E)/dE, rather than the signal itself, as mentioned in section 3.2.3, 
above.
An analyser with a high S/B ratio is useful for chemical shift measurements 
because the low background permits direct recording of N(E) spectra and 
hence accurate location of energies at peak centres[115]. By and large. Auger 
spectra are not sensitive to the state of the chemical combination, thus not very 
indicative of chemical shifts. As a result, they are mainly employed in elemental 
analysis.
3.3 Energy Dispersive X-ray Analysis (EDXA)
In this technique, a focused electron beam is employed to impinge on the surface 
of a solid material to produce X-rayrcharacteristic of the target material. As a result, 
an X-ray spectrum is generated which is used to identify the elements present and 
also to estimate their concentration from the quantum energy and intensity of the 
peaks. By varying the energy of the primary electron beam, information from 
different levels up to 2 pm (Figure 3.8) can be obtained. EDXA is a technique that 
has attracted wide application In the microanalysis of both organic and inorganic 
materials and offers additional importance when combined with AES to give 
simultaneous skin and bulk analysis of the materials.
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3.3.1: X-ray emission
On creation of a hole by the ejection of an inner electron, an X-ray emission line is 
produced by the transitions between inner atomic electron energy levels as the 
vacancy is reoccupied by electrons from the outer levels. In EDX, the required 
inner level ionisation is produced by bombardment with electrons of sufficient 
kinetic energy. The quantum energy of the emitted radiation is equal to the 
difference between the potential energy of the atom in its initial and final states.
The energy of a particular line increases with atomic number of the emitting atom, 
due to the increasing binding energy of the inner levels and is uniquely 
characteristic of the emitting element. Since only inner energy levels are involved, 
the energy and intensity of characteristic lines are independent of the physical and 
chemical state of the emitter. There are other features involved in the X-ray 
spectrum. These include the bremsstrahlung or continuous spectrum, which 
consists of photons emitted by electrons suffering deceleration in collisions with 
atoms. The bremsstrahlung extends up to a limiting energy equal to the incident 
electron energy.
The relationship between the intensity of an X-ray line and the concentration of the 
element concerned depends on the composition of the sample and matrix 
corrections are used in deriving standards which give a correlation between 
specimens and their relative intensity levels. The effective spatial resolution 
depends on the spatial distribution of X-ray produced in the analysed region.
3.3.2: Silicon-Lithium detector
A  Si(Li) solid state x-ray detector system for Energy Dispersive X-ray Analysis 
(EDXA), supplied by LINK SYSTEMS (U.K), is installed on the MA500. The 
detector is mounted at 45° to the electron detector and at 60° to the electron beam. 
It has a 10 mm  ^active area and has a sensitive depth of 3 mm. A 1 mm aperture is
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fitted in front of a beryllium window to reduce problems of detector saturation. It has 
a resolution of 158eV FWHM for a peak at 5.9 keV.
3.4: MA 500 Auger Lab and Instrumentation 
3.4.1: Introduction
The main components of an electron spectrometer are: (1) a source of radiation 
to excite the sample; (2) an energy analyser; (3) an electron detector; and (4) 
an ultra-high vacuum system. The entire system also must be shielded from the 
earth’s magnetic field.
The equipment employed for this work is a VG MA500 Scanning Auger 
Microscope backed by a dedicated Link Analytical AN 10000 computer, shown 
in Figure 3.9, for Auger and x-ray analysis.
3.4.2 Electron Gun
The source of radiation employed in AES, over the years, has been much 
improved from the 500pm resolution of the early oscilloscope gun to the 15nm 
resolution afforded by the modern field emission gun. For the MA500 electron 
gun, the earlier tungsten thermionic filament has been upgraded to a directly 
heated single crystal lanthanum hexaboride, LaBe, cathode point-welded to a 
tungsten hairpin filament. The filament is mounted inside a Wehnelt cylinder 
with a single aperture allowing the anodic field to reach the cathodic filament. 
The Wehnelt acts as a grid and controls the beam current using negative 
feedback. The anode which is an aperture at ground potential is situated down 
the column of the gun, shown in Figure 3.10.
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Figure 3.9: V.G MA 500 Scanning Auger Microscope with Link 
Analytical AN 10000 Computer.
LaBe filaments have better brightness than tungsten filaments and last up to 
about 1000 hours, much longer than the tungsten filament. The increased 
brightness infers a smaller spot size for the same probe current and hence, 
better spatial resolution at currents needed for good signal-to-noise Auger 
analysis. To prevent poisoning of the filament, a vacuum of lO'® mbar or lower 
is required and a differential pumping is needed during ion beam profiling.
The electromagnetic condenser lenses, which are bakable to 160“C, and the 
objective lens mounted outside the vacuum system perform electron 
demagnification and defocusing. The scanning coils and stigmators mounted 
inside the objective lens enable a suitable working distance between the 
electron source and the sample. A final adjustable aperture determines the 
diameter of the cone of electrons producing the spot. The MA500 has an 
aperture blade with 3 hole diameters ranging between 150 and 750pm or can 
be removed completely. The spot size attainable with a particular electron gun 
is a function of the primary beam current. Castle[116] has shown that the 
electron beam spot size, d in nm, of the MA500, varies with the specimen 
current according to the relation;
d = 66V i .................................................................. (3.24)
where i is the specimen current in nA. The smallest spot size obtainable with a 
LaBe filament is 20nm at 0.1 nA ( the minimum current required for secondary 
electron image, SEI). For Auger spectrum acquisition, currents of this 
magnitude are insufficient to give good signal intensity. The specimen current 
is increased to about lOnA at the expense of the spatial resolution, the spot 
size being increased to lOOnm thereby making a satisfactory compromise 
between spatial resolution and spectral intensity[117].
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Figure 3.10: Schematic diagram of the MA500 Electron Gun.
3.4.3: Electron Energy Analyser
The energy analyser between sample and detector, has a stringent energy 
requirement. Two types of analyser used in Auger microscopes are the 
concentric hemispherical analyser (CHA) and the cylindrical mirror analyser 
(CMA). The MA500 is fitted with the former type, sometimes referred to as 
spherical sector analyser (SSA), described schematically in Figure 3.11.
The CHA is a 150* analyser with a mean radius of 10cm. It comprises of two 
concentric hemispheres with a negative potential being applied to the outer 
hemisphere and the inner sphere held at a positive potential. Electrons enter 
the analyser and are deflected through 150° to the electron detector 
(channeltron). A magnifying transfer lens is fitted in front of the analyser 
entrance slit which transfers electrons from the sample into the distantly 
mounted analyser. The slit sizes available are 0.5, 1, and 2mm.
The range of energies which reach the detector (the pass energy) is given by
E = H V ................................................................. (3.25)
where V  is the potential difference between the spheres and H is a physical 
constant of the analyser. Prior to entering the analyser, the electrons are 
retarded in kinetic energy by applying a negative potential to a grid mounted in 
front of the entrance slits. Potentials on the analyser hemispheres and 
retarding grid are ramped through the desired energy range to produce a 
spectrum. Depending on the potentials applied, electrons of the desired energy 
will pass through the analyser entrance and are refocussed at the channeltron. 
Electrons with energies which fall outside the pass energy range hit the sphere 
walls and are not detected. The solid angle of acceptance depends on the 
entrance slit size and the separation between the spheres.
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The electrons emitted from the sample are retarded to an energy of HV by the 
potential difference applied between the specimen which is earthed and the 
electrical centre of the hemispheres. If electrons of energy E = eVo are injected 
tangentially to the median surface at radius ro, the transmission becomes
V 2 - V 1 = {(R 2/R 1) -  (R 1/R2)}........................... (3.26)
or Vo = H (V 2 ~ V i)  = AH ........................... (3.27)
where H = 1 / [(R2/R 1) - (R1/R 2) ] .....................(3.28)
If K = kinetic energy of photoelectron
R = retarding voltage
then K = R +  HV + W ......................................... (3.29)
or K = R  + E + W ...........................................(3.30)
where W  is a constant, the work function of the spectrometer.
In practice, the analyser lets through electrons having an energy range (E + 
dE), where dE would be the full width at half maximum height of a recorded 
peak assuming negligible source and specimen line width, i.e. the absolute 
resolution. The relative resolution dE/E of the hemispherical analyser is given 
by
dE/E = Ar/r +  (3.31)
where r = mean radius of the hemisphere
Ar = slit width
a  = half angle of admission of electrons 
E = pass energy
For a given geometry, dE/E is constant, dE increases linearly with E.
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Figure. 3.11; Schematic diagram of the Concentric Hemispherical Analyser
In the CHA manner of operation in the MA500, the specimen is kept at ground 
potential and the electrons transmitted to the analyser by the transfer lens are 
retarded by an amount ReV immediately before entering the analyser. The 
electrons can be decelerated by the retarding potential to a Constant Analyser 
Energy (CAE) or be retarded such that the ratio of kinetic to pass energy is 
kept constant during a spectrum acquisition. This ratio is the Constant Retard 
Ratio (CRR).
In the CRR mode, the pass energy varies with the kinetic energy of the 
electrons. By this way, small peaks at low energies can be readily identified. 
The drawback of the CRR, however, is that quantification is rendered more 
difficult by the variation of resolution across the spectrum. The most commonly 
employed CRR values are 2 ,4 ,  10 and 20.
3.4.4 Detector
The electron multiplier is a widely employed electron detection device, mainly 
due to its sensitivity and convenience. There are several varieties of electron 
multipliers, one of which is the single channel electron multiplier, channeltron, 
utilised in the MA500. It is constructed from a helical glass tube, the inner 
surface of which is coated with a high-resistance conductor which is connected 
to a source of a high voltage (about 3-4kV). The channeltron accepts electrons 
at the low potential end and generates and emits secondary electrons at the 
other end. Typically, it has a gain of up to 10® electrons and such sensitivity 
that it can count individual electrons[t18].
3.4.5: Argon Ion Source
The argon ion source employed in the MA500 is an AG2 Penning discharge 
type. It is suitable for ion etching of samples with argon up to energies of 
10keV. At a gas pressure of 5 X  10^ mbar and a voltage of 10kV, the ion 
source is capable of producing a 200|uA target current.
3.4.7 Ultra High Vacuum
The ultra-high vacuum (UHV) conditions required for the MA500, in the range 
of 10"® to lOM® mbar, are achieved by means of a rotary roughing pump, two oil 
diffusion pumps and a backing pump. The roughing pump reduces the pressure 
to a range of 10"^  to 10 ® mbar from which the diffusion pumps work to create a 
UHV pressure. The backing pump is used in conjunction with the diffusion 
pumps as the discharge pressure of diffusion pumps using oil usually does not 
exceed about 5 X  10'  ^ mbar. Liquid nitrogen traps are also employed to reach 
the required pressure.
3.4.8 Image Acquisition and Presentation
A Link Analytical AN 10000 computer, designed for use on an X-ray micro­
analysis system and modified for use on the Auger spectrometer, is used to 
control the analyser spectrum acquisition parameters such as acquisition time, 
energy range and retard ratio. A  suitable image resolution of 128 x 128 or 256 
X  256 with a precision of 65536 intensity levels, equivalent to 8 or 16 bits is 
chosen for image acquisition as well as both Auger and x-ray elemental 
mapping.
To obtain an Auger electron image to reflect the true chemical changes across 
the area of the specimen chosen for mapping, it is necessary to correct 
topographical contrast due to sample surface shadowing effects. These effects
79
are caused by a reduction in the number of electrons reaching the analyser. 
The two simplest topographical correction algorithms normally used are (i) (P - 
B)/B and (li) (P -  B) / (P + B), where P is the peak image and B is the 
background image. In practice, the background is taken at a channel on the 
high kinetic energy side of the peak as it does not contain inelastically 
scattered electrons (Figure 3.12).
3.5 Scanning Auger Microscopy
Scanning Auger Microscopy (SAM) is the technique of creating elemental maps 
by using the information in the spectrum of Auger electrons excited by an 
electron beam of a scanning electron microscope (SEM). The single electron 
source is utilised for three modes in the microscope:- Scanning electron 
imaging (SEI), AES and EDX.
For SEI, a small spot size and low specimen current (0.1 nA) give good 
resolution but the low current is insufficient to excite enough Auger electrons 
for an Auger spectrum with a good signal/noise ratio and the x-ray spectrum 
will be weak. After an area has been identified by SEI, the spot size is 
increased so that the induced specimen current is between 10-20nA for 
simultaneous AES/EDX. A spatial resolution of about 250nm is induced by 
these conditions. At lower specimen currents, even better resolution is 
achieved. Modern Scanning Auger Microscopes are capable of acquiring 
spectra from spot sizes below 30nm, a significant improvement from the 20 - 50 
pm spatial resolution obtainable in early instruments[119].
The main difference between an Auger and other microscopes is that for SAM 
the state of the top atomic layers is very important to ensure the analysis is the 
true analysis of the surface and not a coating layer masking the surface.
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Figure 3.12: The total electron signal in an Auger spectrum of aluminium oxide.
The different processes contribute electrons in different regions of 
the spectrum[119]
Though the technique is generally applied to surfaces, it is also useful for 
studying local compositional changes which occur at an interface or within the 
bulk of a material, where fracture, peeling or sectioning techniques can expose 
the area of interest[119]. In SAM the data handling processes are of significant 
importance owing to the fact that appropriate corrections are necessary for the 
following considerations:
(1 ) the background beneath each peak can be much higher than the peak itself,
(2) the topographical contribution as well as the Auger electron yield are not 
consistent due to variation in incident and take-off angles with incident beam 
position, even if the concentration of the element being analysed is constant.
(3) during long acquisition times, fluctuation of the incident current may occur.
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CHAPTER 4
XPS Characterisation of stainless steel surface based on intrinsic and 
extrinsic background structures.
4.1: Introduction
It has been stated in Chapter 1, that the main object of this thesis is the 
examination of the very early stages of pitting corrosion by Auger Electron 
Spectroscopy. As mentioned in the experimental section, the use of H2O2 as 
a redox agent offers a unique advantage in stimulating pits on a chemically 
passivated stainless steel sample by raising the effective potential of the 
sample into the passive potential range.
In this chapter, an attempt is made, by measurement of the passive film 
thickness and composition, to compare the film generated in this manner with 
that formed by electrochemical oxidation. XPS is used for this comparison as 
the technique offers much more evidence on the passive film structure than 
AES, which is more suitable for characterising local surface features. By 
understanding the nature of the XPS spectrum of the general area of the 
sample, a comparison can be made with the AES spectrum, the use of which 
is essential for the study of pit initiation and subsequent growth.
XPS permits the composition of the passive film (in the order of 2 to 3 nm) 
and that of the underlying metal substrate to be separately analysed by 
exploiting the chemical state information. This chapter focuses on the layered 
structure formed in the near-surface region when a 316 stainless steel is 
chemically passivated. In addition to Angle-Resolved XPS, use is also made 
of characteristic features of the XP spectrum, such as, intrinsic and extrinsic 
loss features, the shape parameter, k , as well as the background step and 
slope in the immediate vicinity of the main peak, all of which have been 
described in Chapter 3. These characteristic features, which have recently 
gained prominence from various studies carried out at Surrey and Potenza, 
ltaly[1 0 0 ,1 2 0 ,1 2 1 ], have been included in the peak-fitting routine to yield a
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much more detailed analysis of the different species on the passivated steel 
and their chemical states, than previously done in the literature. The object of 
this part of the study is to develop a slope parameter for the background tails 
of component peaks in a cluster. The work demonstrated that the slope 
parameter could be developed into a useful complimentary method of 
obtaining information about the depth distribution and location of elements in 
their different chemical states within the characteristic escape depth of XPS 
analysis.
4.2: Experimental 
Table 4.1: (Material A)
Element Cr Ni Mo Mn C Si S Fe
wt% 17.30 12.15 2.12 1.81 0.048 0.61 0.17 Balance
Table 4.2: (Material B)
Element Cr Ni Mo Mn C Si S Cu Ti Fe
wt% 17.05 11.14 2.39 1.69 0.051 0.27 0.01 0.05 0.03 Balance
4.2.1: Material and specimen preparation:
The chemical compositions of the two types of 316 stainless steel are given 
in Tables 4.1 and 4.2 for Materials A and B, respectively.
The procedure chosen for preparing the samples was similar to that 
employed by a round-robin exercise involving ten European laboratories to 
develop a standard method for the use of surface analytical techniques for 
corrosion studies. This method has been shown to give the least possible 
contamination with organic compounds [36].
84
Specimens of 1 cm  ^were polished with 1 p,m alumina polish on a felt cloth at 
250 r.p.m. They were then degreased with acetone and ultrasonically 
cleaned in milli Q water for 2 mins followed by acetone for another 2 mins. 
To minimise hydrocarbon contamination from the polishing process and other 
possible sources, the specimen was ultrasonically cleaned again in 
isopropanol for 2  mins before exposure to the electrolyte.
4.2.2; Exposure Conditions:
(I) Chemical Passivation Method: - The specimens were exposed at the free 
corrosion potential in a solution of 0.5M NaCI + 0.5M H2SO4 + 0.08% H2O2 
for 10 secs. All experiments were carried out at room temperature between 
22 and 26°C. After exposure to the electrolyte, washing was done by 
dipping into very pure milli Q water for 1 sec and dried by blotting with 
tissue on a lower corner. The specimens were then mounted and entered 
into the UHV system for analysis.
(II) Electrochemical Passivation Method:- The specimen, with an air-formed 
film, was cathodically reduced at 5 mAcm'^ for 5 minutes and then held at 
the free corrosion potential for another 5 minutes to desorb a monolayer of 
hydrogen which might have formed on the surface. With the aid of a 
MINISTAT potentiostat and a saturated calomel reference electrode and 
platinum auxiliary electrode in an electrolyte of 0.5M H2 SO 4 , the specimen 
was polarised at +S40mV for 1 hour by applying the potential in one step 
from the corrosion potential. The sample was withdrawn from the cell after 
polarisation under applied potential. It was then rinsed in Milli Q water, 
dried and mounted on a stub for surface analysis. Figure 4.1 shows a 
typical scan taken on sample Type B by polarisation from -500 to 1100 
mVscE-
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Figure 4.1: Electrochemical polarisation plot of stainless steel (Type B) in 
solution of 0.5 M H2SO4 .
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4.2.3: X.P.S measurement
X.P spectra were recorded using a V.G Scientific ESCA Mkll spectrometer 
with Al Ka excitation (hv=  1486.6eV). The base vacuum during acquisition 
was better than 10‘® mbar. The analyser was operated in the Constant 
Analyser Energy (CAE) mode, with a pass energy of 50eV for survey spectra 
and 20eV for narrow scans. In angle-resolved XPS measurements, four take­
off angles of 75°, 35°, 20° and 15° respectively, relative to the sample 
surface, were used throughout the experiment. The angles were chosen to 
give a linear series in 1/sinO as in accord with the Beer-Lambert 
expression[122].
4.2.4: The importance of chemical passivation and the choice of a suitable 
oxidising agent.
In most electrochemical passivation experiments, the sample under 
investigation is held in a vertical position under applied potentials. Such 
exposure conditions render it impossible to maintain the localised chemistry 
of any pits formed separate from the bulk electrolyte as both the pit and bulk 
electrolytes are liable to mixing. This condition destroys salt film formation at 
the base of the pit, a phenomenon which has been shown to influence the 
stability of membranes covering the pits (Section 2.2.3.1). Withdrawal of the 
specimen from solution under applied potential and the subsequent specimen 
washing procedure further complicate the ensuing pit chemistry and tend to 
contaminate the sample surface, rendering surface analysis of the sample 
unreliable.
To preserve the pits formed in their true form, chemical passivation can be 
effected by exposing the specimen at the free corrosion potential without any 
applied potential. This method enables the specimen to be easily exposed 
and washed in a horizontal position with minimum disturbance to the pit
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chemistry. The use of oxidants in chemical passivation has been shown to be 
a beneficial method of maintaining a true surface of the specimen convenient 
for surface analysis [11]. The idea of introducing a suitable oxidising agent is 
to promote the cathodic reaction, thereby increasing the potential at anodic 
sites until the region of passivity is exceeded and localised dissolution 
occurs. Investigations into controlling the pitting induction time in marine 
environments by additions of small amounts of oxidising agents to the 
solution were initiated at Bayer in Germany by Professor Grafen and co- 
workers[11]. Hydrogen peroxide has proved to be a reliable choice of 
oxidising agent in this approach. The cathodic reaction is represented by
H2O2 + 2 e ' --------- ► 2 0 H
At low pH values (<0), oxygen has a low solubility in aqueous solutions. As a 
result, limiting oxygen current densities are relatively small and do not ensure 
rapid consumption of H  ^ ions near the corroding surface. Hydrogen peroxide 
is more advantageous due to the fact that its solubility in aqueous solutions is 
considerably greater and also its reduction consumes H  ^ ions. It has been 
shown by Bala[123] that H2O2 has a dual effect on the anodic process. Under 
diffusion controlled conditions, it consists in the generation of Me(H2 0 2 )"’""^ 
complexes or the creation of an oxide layer. Its addition under more rapid 
stirring conditions (intermediate kinetic range) has also been shown to 
sufficiently increase iron dissolution rate (at constant potential) in 0.01 M and 
0.1 M H2SO4 solutions as a result of an increase in OH" concentration 
(product of O2 and H2O2 reduction) at the surface which tends to participate in 
the dissolution process[123].
4.3: Analysis of spectra acquired from passivation of stainless steel samples.
By examining spectra acquired from surface analysis undertaken on a 
material, useful information about the identification, relative concentration 
and depth distribution and of an element can be qualitatively extracted from 
such easily observable features as peak shape and its accompanying energy
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Figure 4.2: Spectrum of chromium with a heavy over-layer of aluminum.
The position of the Cr2p peak is only made apparent by the 
change in sIope[124].
loss background. This method provides an extra dimension to the available 
information, beside the quantitative analysis that involves calculations and 
accurate evaluation of peak areas and surface compositions. While the peak 
shape relates to the inherent chemical state of the element, the background 
is generated as a result of the electrons which are inelastically scattered 
during their passage from their point of excitation to the surface of the metal. 
The effect of the energy loss background is more pronounced when 
synthesising the peaks of transition metals, like iron and chromium, which 
normally have a doublet of peaks close to each other, resulting from two 
different spin states of the same orbital energy.
In a composite peak containing differing depths, it is possible to compare the 
proportion of background rise associated with each component. Castle et al 
[124], have shown that the general energy loss structure in XPS and Auger 
spectra contain useful information relating to the layer sequences of surface 
elements. A practical example is the characteristic change in slope related to 
the depth distribution of elements in the near-surface region of a material as 
illustrated in Figure 4.2.
4.3.1: Comparison of spectra from chemical and electrochemical passivation.
Figures 4.3 to 4.7 show wide scans taken on the stainless steel samples. An 
illustration of the effect of the chemical passivation compared to 
electrochemical means on sample Type (A) is shown in Figure 4.3. In terms 
of overall spectrum shape and background, the two spectra after (a) chemical 
and (b) electrochemical passivation appear strikingly similar. In both spectra, 
the Fe2p doublet at 710 eV, has a much steeper energy loss background (on 
the Low energy side) than the Cr2p doublet at 577 eV. The Cr2p peak shows 
a smaller background rise which can be attributed to the presence of 
hydrocarbon contamination overlayer represented by the C Is  peak, but the 
increased rise on the background of the Fe2p peak illustrates that there is a 
greater thickness of overlayer on the source of the iron signal than on the
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source of the chromium signal. The background slope represents the extent 
of inelastic collisions the photoelectron undergoes in transit through the solid 
and therefore the Fe2p signal, having been emitted from a deeper level in the 
film would have undergone a greater extent of energy loss resulting in a 
higher background rise.
The passive film, in both cases, is estimated to be about 2.5nm, which nearly 
compares with the thickness measurements obtained by Marcus and 
Ole1]ord[36] as well as Castle and Qiu [16], with a surface contamination of 
about Inm. The absence of a Ni2p peak at 855eV (masked by the rising 
background of the Fe2p peak) supports the estimated value of the passive 
film thickness considering that the characteristic escape depth of the excited 
photoelectrons is in the order of 3nm.
The importance of hydrogen peroxide in the passivation process is evident in 
the similarity between the two spectra. The electrochemically passivated 
sample was held at a potential of ^40eV for 1 hour to generate the passive 
film. Though no applied potentials were involved in the chemically passivated 
sample, the addition of hydrogen peroxide [Section 4.2.4] promoted the 
formation a passive film comparable in thickness and composition to the 
electrochemically formed film.
4.3.2: Comparison of air-formed and passive film on stainless steel.
A comparison is made of the spectrum obtained from an air-formed film, 
Figure 4.4(a), with that from a passive film formed merely by chemical 
exposure. Figure 4.4(b). The former spectrum shows a fairly clean metal 
surface, using the relative intensity of the C Is  peak as a guide. The Cr2p and 
Fe2p peaks are both accompanied by nearly horizontal background tails, 
suggesting a very thin (less than Inm ) of surface contamination. Iron 
presents a stronger signal in the air-film due to its higher concentration in the
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substrate alloy but the depth distribution of both elements in the film appear 
similar, considering their energy loss background tails.
On exposure to the electrolyte, in the latter spectrum, a number of interesting 
changes are clearly exhibited. First, there is a reduction in the intensity of the 
Fe2p signal, while the Cr2p remains almost unchanged. In addition, the 
background tail on the Fe2p peak has increased in slope, similar to the iron 
signal in Figure 4.3. The passive film formation is accompanied by a 
disappearance of the Ni2p peak, which was clearly visible in the spectrum 
obtained from the air-film. This is consistent with the passive film analysed in 
Figure 4.5(c), although in this case, there is an increase in the intensity of the 
C1s peak, which could be due to an up-take in surface contamination after 
storage for 5 days before the specimen was chemically passivated.
In the air-film, iron is likely to concentrate in the outer region, probably in the 
Fe^  ^ state, as demonstrated by Coad and Cunningham[125]. In the passive 
film, though iron is a minor constituent, the ratio of Fe^  ^ to total iron 
increases. The chromium enrichment, at the expense of the iron in the 
passive film, is characteristic of Fe-Cr alloys[27,28,33].
4.3.3; Effect of argon-ion etching on the passive film.
Figure 4.5 presents an opportunity to examine the effect of argon ion etching 
on the passive film. The survey scan of the film formed on steel Type(A) after 
chemical exposure is shown in Figure 4.5(a). After 1 minute of argon-ion 
etching, the spectrum in Figure 4.5(b) displays a drastic reduction in the C1s 
peak intensity. This is accompanied by an enhancement of not only the Cr2p 
and Fe2p signals at 577 and 710 eV, respectively, but also a distinct Ni2p 
doublet at 855 eV, which was clearly absent in the spectrum obtained before 
the etching was effected. A  close examination of these three peaks shows 
that they are present mainly in a metallic state. From the previous reasoning 
(Section 4.3.1), the presence of such a strong Ni2p signal indicates complete 
removal of the overlying oxide, hitherto present on the steel surface, as nickel 
is excluded from the passive film.
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Figure 4.3: Survey spectra from stainless steel Type (A) showing the
similarity between (a) chemically and (b) electrochemically
formed film.
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Figure 4.4: Survey spectra from stainless steel Type (A) showing comparison
between (a) air-formed and (b) passivated film.
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Figure 4.5: Survey spectra from stainless steel Type (A) showing (a) original 
chemically passivated steel (b) effect of argon-ion etching and (c) 
surface after re-exposure to solution.
It is worth noting the change in the energy loss backgrounds of the principal 
peaks in the spectrum. After etching, the extent of inelastic collisions that the 
emitted photoelectron from a substrate element undergoes is significantly 
reduced as both the superficial contamination and overlying oxide film are 
removed. Consequently, the energy loss background generated does not rise 
as observed in the case of the original passive film.
The etched specimen was stored again for 10 hours to grow an air-formed 
film after which it was re-exposed to the solution for 10 seconds and then 
analysed. The spectrum obtained, Figure 4.5(c), shows that the superficial 
contamination level had increased, evident in the intensity of the C Is  peak. It 
is also clear from the spectrum that the O ls  peak at 530 eV had become 
more intense, accompanied by a reduction in the Cr and Fe signals and even 
more significantly, a complete disappearance of the Ni2p doublet.
It is very useful to compare the changes in the energy loss background tails 
of the Cr2p and Fe2p peaks in the three spectra. Clearly, the chromium 
signal is not affected by the thin contamination film, which is estimated at 
about 0.5nm. The virtually horizontal background on the Cr2p peak 
contrasted with the upward sloping background on the Fe2p peak suggests a 
reduction in the concentration of iron from the passive film thereby enriching 
the film in chromium.
The validity of the features of the spectrum obtained on chemically 
passivating an austenitic stainless steel is displayed in Figure 4.6, which 
shows the survey scans obtained from steel Type(B) with an air-formed film 
(Figure 4.6(a)) and passive film (Figure 4.6(b)). Though steel Type(B) has a 
different chemical composition from Type(A) (Figure 4.3), the spectra 
obtained in the two cases are almost identical. This is evident in the relative 
intensities of the Cr, Fe and Ni 2p peaks as well as the changes in the 
background slopes before and after passivation. It must be mentioned 
though, that the presence of the N a is  peak at 1072 eV in Figure 4.6(b) is not 
a characteristic feature of the passive film. The N a is  signal which is
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Figure 4.6: Survey spectra from stainless steel Type (B) showing
comparison between (a) air-formed and (b) chemically
formed passive film.
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Figure 4.7: Survey spectra showing relative changes in Cr and Fe contents
of (a) air-formed and (b) chemically passivated stainless steel,
Type (B).
associated with the appearance of CI2p and S2p at 199 eV and 165 eV, 
respectively, merely indicates the presence of a residue from the electrolyte. 
The relative changes in the Cr and Fe contents of the air-formed and passive 
films on steel Type(B) are shown in Figure 4.7. The air-film in Figure 4.7(a) 
has a much reduced chromium signal compared to a relatively high iron 
signal. On converting the air-film to a passive film, Figure 4.7(b), Cr2p peak 
has increased considerably in intensity to the detriment of the Fe2p peak. In 
a phenomenological way, the relative changes in Cr/Fe intensity ratios can be 
explained by selective dissolution of Fe from the passive film, as suggested 
by Asami et al[27,28,33].
4.4: Angular XPS characterisation of the passive film on stainless steel.
To establish a model layer-like structure of the different species in the near­
surface region of the steel samples under investigation, an angular XPS  
experiment, based on Paynter’s formalism[101], was carried out as described 
in Section 4.2.3. The Paynter formalism involves repeated trial and error until 
a close agreement is reached between the calculated and experimental data. 
First, a postulated depth profile, based on the expected stoichiometry of the 
species, is constructed and an angular profile is then made from the depth 
profile. The various compositions of the surface for the four take-off angles 
are shown in Table 4.3, after the compositions had been normalised to 
simplify the calculation. The resulting calculated data is given in Table 4.4  
and a presentation of the respective depths and corresponding 
concentrations in atomic (%) is made in Table 4.5.
4.4.1: Experimental and calculated angular profiles
In Figure 4.8, showing both experimental and calculated profiles, it can be 
seen that the agreement between the two is reasonably good with both sets 
behaving in a similar trend. The series in points represent the experimental
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data whereas the lines describe the calculated data. While the concentration 
of C increased sharply from near-normal (8 = 75°) to glancing angle (0 =15°), 
O remained fairly uniform. Also at 0 =15°, there is complete loss of the 
contribution from the substrate metal components, Fe, Cr and Ni, 
accompanied by a corresponding decrease in the level of contribution in the 
surface oxide from Fe and Cr with Ni not contributing to the oxide layer. This 
contrasts with the presence of metallic states at 0 = 75°.
4.4.2; Postulated depth profile
The constructed depth profile shown in Figure 4.9 describes three main 
layers; a superficial contamination region of about 0.5nm thickness, 2.5nm 
thick oxide film and the substrate alloy of Fe, Cr and Ni. In between the 
contamination and oxide layers is a region of 0.2nm thick rugged interface. 
There is also a similar rugged structure between the oxide and substrate 
alloy. It is noteworthy that the concentration of metallic elements in the region 
just below the oxide layer matches the bulk concentration of the alloy. In the 
passive oxide film, Cr is estimated as 18% and Fe, 26% with O making the 
remaining 56%, based on the assumption that Cr exists as Cr20s and Fe as a 
mixture of FezOs and FeO.
The superficial contamination layer was enriched predominantly in 
hydrocarbon (estimated at 70% in the postulated depth profile) and oxygen in 
the high B.E state. It has been suggested by Sugimoto et al[126] that oxygen 
in the passive film exists in two different binding states, i.e.; M-OH or M-O-OH 
type bond at high B.E and M -0  type bond at lower B.E. The latter type is 
combined more firmly to the metal ions compared with the former type 
oxygen. Below this upper layer is the actual passive oxide layer which has a 
higher Cr/Fe ratio than in the substrate alloy, though there appears to be a 
slight uptake in Fe in the first few atomic layers of this region from the 
experimental angular data in Table 4.3.
1 0 0
Table 4.3: Experimental Angular Data in atomic%
e n C 0 Cr(met) Cr(ox) Fe(met) Fe(ox) Ni
15 45.31 40.0 0.02 5.1 0.48 9.09 0
20 40.40 41.17 0.1 6.4 0.57 11.36 0
35 30.48 44.58 0.26 8.83 1.57 13.67 0.61
75 24.3 37.53 1.34 12.08 6.6 16.44 1.71
Table 4.4: Calculated Angular Data in Atomlc%
e n C 0 Cr(met) Cr(ox) Fe(met) Fe(ox) Ni
15 48.80 39.07 0.00 5.26 0.01 6.85 0.00
20 41.46 41.76 0.02 7.13 0.08 9.54 0.01
35 28.78 45.25 0.27 10.11 1.30 14.08 0.20
75 18.85 44.16 1.40 11.33 6.77 16.32 1.16
Table 4.5; Postulated Depth Data in Atomic%
Depth(nm) C o Cr(met) Cr(ox) Fe(met) Fe(ox) Ni
0.00 70 30 0 0 0 0 0
0.4 70 30 0 0 0 0 0
0.6 0 56 0 18 0 26 0
3.1 0 56 0 18 0 26 0
3.4 0 0 9 0 72 0 19
6.0 0 0 17 0 72 0 11
10.00 0 0 17 0 72 0 11
10 1
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Figure 4.9: The model profile of the calculated compositions as a 
function of depth.
4.4.3: Validation of Angular Profile by ToF-SIMS Analysis.
As a supplement to the X. P. S analysis in the earlier sections, the higher 
sensitivity to the top surface layers offered by Time of Flight Secondary Ion 
Mass Spectroscopy (ToF-SIMS) (< 1 ppm) has been utilised to validate the 
layer structure used as a solution to the angular profile and to provide 
additional information about the composition of the first few atomic layers of 
the passive film.
A VG Scientific Type 23 instrument, equipped with a Poschenreider Time of 
Flight analyser was used for ToF-SIMS analysis on two stainless steel 
samples (chemical composition in Table 4.2), which had been chemically 
exposed by the method described in Section 4.1. Static SIMS conditions were 
employed using a pulsed 20 kV % a ^  primary ion beam having a probe 
diameter of ~ 1pm and probe current of 2 nA. A pulse frequency of 5 kHz and 
pulse width of 30 ns was selected and spectra were acquired witblO^ pulses 
rastered over the surface. The secondary ions were extracted with 
accelerating bias voltage on the specimen of ±5 kV, and were mass analysed 
by measuring their flight time from the sample surface to the detector.
Light etching was carried out by rastering the % a ^  beam in continuous (non­
pulsed) mode over an area twice the width of that analysed. After each etch 
period, analysisXwas carried out at the centre of the area by rastering the 
pulsed beam at a higher magnification, in the first experiment, the sample, 
AAH146, was analysed at one-minute intervals after etching.
The negative ion spectra acquired at times of etching corresponding to 0, 1, 
2, 8 and 12 minutes, respectively, at which times significant changes were 
observed, are shown in Figure 4.10. For clarity, the spectra are presented in 
two mass ranges, i.e. 10 to 50 and 51 to 150 Daltons. The interval between 
etching was later reduced to six seconds in the second experiment, sample 
AAAH146, to reveal finer changes in composition.
The major peaks of interest in Figure 4.10 from sample AAH146 correspond, 
respectively, to O' (16 Da), OH' (17 Da), Cl' (35 and 37 Da), SiOz (60 Da),
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s Os" (80 Da), CrOz" (84 Da), FeOz" ( 8 8  Da) and MoOs" (146 Da). It is clear 
that while the O peak intensity increases sharply over the first two minutes of 
etching, the OH' peak intensity reduces significantly, after twelve minutes 
etching, to a very low fraction of its original intensity prior to etching. The Cl' 
peaks also show a rise after one-minute etching and then reduce from the 
second minute to a low intensity after twelve minutes. The peak at 60 Da, 
corresponding to SiOz , becomes prominent after the first two minutes and 
increases over the next ten minutes. This occurrence can be accounted for 
by two possible sources. Silicon is present in the steel as a minor alloying 
element at 0.27 wt. %. It is not uncommon for the oxide of silicon to be formed 
as part of the oxide layer on top of the substrate alloy. In addition, silicate 
particles are present as non-metallic oxide inclusions distributed randomly in 
the steel. The SO 3 peak and NaCI' at 80 and 93 Da, respectively are due to a 
remnant from the passivating electrolyte.
The other main peaks of interest are the CrOz , FeOz and M0 O3" clusters. The 
CrOz and FeOz" peaks both show an increase in similar proportion after the 
first minute after which the CrOz" then shows a higher rise, in comparison to 
the FeOz" peak. It could be inferred that though the passive oxide film exhibits 
a general dissolution of iron, there is a presence of iron oxide in the very top 
surface region. The higher intensity of the fe O z  peak' than that of CrOz"" in the  
first two minutes of etching, is in accord with the XPS finding of Ke[127] that 
on oxidation of an Fe-Cr alloy, the very top surface was richer in iron due to 
considerable formation of iron oxide, with the chromium oxide accumulating 
at or near the base of the thin film of iron oxide. An interesting feature is the 
increase in intensity of the M 0 O3' cluster (main peak at 146 Da) after the first 
two minutes etching. Molybdenum, though only present in the alloy as 2.39 
wt%, has a favourable effect on the stability of the passive film, specifically in 
regard to activating anions, as the overall degree of oxidation of the layer is 
increased, including the strength of the bonds with oxygen, thereby making
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Figure 4.10(a); ToF-SIMS depth profile showing surface ions on chemically
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Figure 4.11: ToF-SIMS depth profile of chemically passivated stainless steel, 
showing the variation of relative concentration of surface ions 
with time of etching in minutes.
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Figure 4.12: ToF-SIMS depth profile showing finer changes in surface ions at 
etching intervals of six seconds.
the displacement of the passivating oxygen by the activating anions more 
difficult[128].
The intensities of the main hydrocarbon fragments (12, 13, 25, and 45 Da) 
have also reduced considerably over the first few minutes of etching. This 
behaviour displayed by the hydrocarbon groups confirms the X.P.S results in 
Section 4.4.2 that the surface contamination occupies only the top 0.5 nm of 
the surface.
The profile of relative concentration of surface ions in variation with time of 
etching is presented in Figure 4.11. The rise in Cl" signal intensity after 
etching coincides with the drop in OH". It is interesting to note that as the 
concentration of the OH peak goes through a minimum of about 17% after 
two minutes of etching, the Cl" cluster reaches a maximum of 15% within the 
same period. The relative concentration of the total hydrocarbon signal 
shows a drastic reduction within the period of etching, in parallel to the 
reduction in the chloride concentration.
The CrOz" and CrOa" concentrations show a steady rise from the first two 
minutes and continue to the end of the depth profile, with the former group 
showing a higher concentration. There is a clear indication that the 
molybdenum component of the passive film behaves in agreement with the 
FeOz signal, as they both show a significant rise after one minute of etching 
to a stable concentration. This is then followed by a reduction in intensity 
after about seven minutes of etching. It can also be inferred from the results 
that the oxide of molybdenum forms as a component of the passive film, 
within the region occupied by the oxide of chromium and iron.
The trends shown by the hydroxide and chloride ions support the findings of 
Olefjord et al[31] and Uhlig[37] that there is competitive adsorption in the 
passive film, between the two anions, with chloride replacing hydroxide ions 
attached to the metal cations (most likely from iron and chromium) in the 
outer layer of the film. However, the presence of molybdate ion in the film
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suggests that any depassivating effect of the Cl" is suppressed with the 
formation of probably a stable chloride of molybdenum.
Figure 4.11 is a ToF-SIMS depth profile showing the finer changes in the 
concentrations of surface ions after etching of sample AAAH146 at six- 
second intervals. It is satisfactory to note that the ToF-SIMS depth profile 
presented in Figure 4.12 provides a good validation of the angular profile of 
Figure 4.9 as the changes in the concentrations of the main ions in the'SIMS 
profile reflect the postulated structures in the angular profile.
This study has highlighted the possibility offered by static SIMS to study the 
structures on chemically passivated stainless steel in complementarity with 
the XPS analysis. In addition, it has offered a basis of reliability for the 
angular profile from which the method of XPS peak-fitting and background 
slope consideration will be undertaken in the forthcoming sections.
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4.5: Curve fitting in ARXPS using Extrinsic and Intrinsic Background structure
The basis of XPS and AES is the excitation and subsequent emission of 
electrons with energies characteristic of the elements in the solid surface. A  
typical electron-energy spectrum contains both unscattered as well as 
elastically and inelastically scattered signal electrons. In A.E.S, for example, 
where an incident electron beam is used to excite the sample, the overall 
spectrum consists of primary and secondary electrons. In XPS, the spectrum 
consists of a series of photoelectron peaks (unscattered electrons) on a 
broad continuous distribution of the x-ray radiation (Bremsstrahlung) and the 
photoelectron peaks are accompanied by an increase in the background 
intensity on the low energy side.
A common characteristic to these techniques employed, is that there is a 
distortion of the original electron energy distribution i.e., the spectrum, 
resulting from energy losses within the photoexcited electron. A  background 
step is created by the energy losses which can be classified as either (a) 
intrinsic or (b) extrinsic to the photoelectron process. To enable accurate 
quantitative analysis to be effected it is imperative to separate the several 
contributions.
Intrinsic loss features are created as a result of excitation of alternative final 
states in or adjacent to the photo-excited atom, forming a tail of electrons of 
lower energy. These intrinsic losses have been defined and fixed for a given 
element and chemical state by the shape parameter, k [1 0 0 ] . Extrinsic loss 
features are due to the transport of excited electrons through the solid and 
have been shown to merge with the general loss background at, about, 50eV  
on the high binding energy side of the main peak[129]. In most data systems, 
they are usually removed to obtain the primary excitation spectrum of the 
elements being analysed.
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Tougaard[99] has shown that the intensity of the extrinsic background at the 
position of the peak is very small, as illustrated in Figure 4.13 using the Cu3s 
peak as an example. The difference between the Tougaard function (Figure 
4.13(ii)), which describes the extrinsic background and the experimental 
spectrum represents the intrinsic losses associated with photoelectron 
excitation of the electronic structure.
In this work, an examination of the passive film on stainless steel has been 
undertaken by Angle-Resolved X.P.S (ARXPS) in which fixed backgrounds 
have been used to fit the metal and oxide components of Fe2p and Cr2p as 
well as the different chemical states identified for O ls  and C Is . The passive 
film on stainless steel which is typically in the order of 0.5 to 3nm is ideal for 
X.P.S, considering that in this analysis technique, the unscattered electrons 
that are analysed originate primarily from a very thin surface layer of the 
sample. The depth resolution is in the order of a few atomic layers, although 
the background generated under the photoelectron peaks is formed by signal 
from a much deeper level.
By using peaks of identical shape and position for each angle, it is easy to 
spot the behaviour of not only any residual extrinsic background but also the 
slope of the background tails on component peaks which depends on take-off 
angle. The angular dependence is due to the presence of a thin 
contamination layer and thus the changing ratio, at any angle, of peak areas 
as well as slope of background tail is dependent on thickness.
4.5.1: Background subtraction methods:
In order to strip the experimental electron-energy spectrum of the inelastically 
scattered electrons, subtraction of either a straight line or an integral Shirley- 
type background[130], as illustrated in Figure 4.13(i) for the Cu3s spectrum, 
is usually applied. The more commonly used background removal method, 
proposed by Shirley, assumes that the total background at any energy is
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proportional to the integrated intensity at higher energy and thus, the 
background is determined by the excited photoelectrons themselves. This 
method assigns the background step, entirely, to extrinsic losses and gives 
purely symmetric Gaussian/Lorentzian peaks. The Lorentzian profile is 
generated by electronic transitions, representing the core-hole life time of the 
excited electron and the Gaussian characteristic is imparted by spectrometer 
effects[131].
The Shirley background method is based on the equation
J(E) = F(E) + k j r  F(E’)dE’ .................................................................... (4.1)
where J(E) is the measured spectrum, F(E) is the shape of the photoelectron 
peak and k is the scattering factor, a constant which matches the background 
to the measured spectrum at the chosen integration point. Though it gives a 
closed boundary to the peak within a narrow window, its main disadvantage 
is that it underestimates the asymmetric shape of the Voigt(G/L) peak. In 
addition, it is sensitive to the part of the spectrum where the background is 
chosen. It must be emphasised that being a result of electrostatic screening 
of the core hole and as such, an integral part of the ionisation process, the 
tail generated in the photoelectron process is an intrinsic feature and must be 
an inclusive component of the peak. The other disadvantage is that for peaks 
within the same energy range of elements emitted from different layers or 
having different oxidation states, the Shirley method results in inaccuracies 
as it does not take the scattering process the electrons are bound to undergo 
into account.
One of the modifications to the Shirley method is that developed by 
Tougaard[99]. The Tougaard method is a more accurate algorithm based on 
a careful analysis of the scattering process. It takes into full account the 
distribution of electrons emitted from different layers within the analysed 
depth and results in the fact that, qualitatively, any primary peak after 
removal of the extrinsic background must be asymmetric, the asymmetry
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Figure 4.13: Cu3s peak fitted with (i) a Shirley and (ii) a Tougaard 
background function.
being a result of the intrinsic losses totally assigned to the Voigt(G/L) peak, 
leaving the residual background as entirely extrinsic. The Tougaard method 
permits the extraction of quantitative information on the in-depth 
concentration profile from a single spectrum within a depth range in the order 
of the inelastic mean free path of the signal electrons.
Its drawback, though, lies in the fact that it is not suitable for a narrow window 
and also it requires a prior knowledge of the energy loss function. However, 
the Tougaard method has proved to be a versatile tool for quantitative 
predictions and peak-fitting in the sense that it emphasises the useful 
information that can be extracted from the background signal of inelastically- 
scattered electrons for characterising the depth distribution of electron 
emitters.
Recently, Graat, Somers and Bottger[132] demonstrated that the Tougaard 
formalism can be employed in calculating the background of inelastically 
scattered electron signal from a known primary excitation spectrum by 
incorporating multiple scattering of electrons up to infinite order and can be 
applied to any depth distribution of the signal-electron emitters.
4.5.2: Peak-fitting Routine
The program used for curve-fitting in this work, GOOGLY (An updated 
version of TRYFIT) was developed by A. M. Proctor[147]. The curve fitting 
routine is done by use of optimisation in either Non-Linear Least Squares 
(NLLS) or SIMPLEX method. In certain cases, the NLLS method can be used 
to obtain good initial parameter estimates and the SIMPLEX is then employed 
to refine those initial guesses since SIMPLEX is a relatively much slower 
optimisation method.
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The peaks fitted can have a profile ranging from 100% Gaussian to 100% 
Lorentzian in shape and the resulting final peak shape is a convolution of all 
contributions which include the natural peak-shape, the exciting X-ray line 
shape and the effect of the spectrometer. The Voigt (G/L) peak symmetry is 
defined by the peak centre, height and width (full width at half maximum 
height or FWHM). Subsidiary peaks induced by x-ray satellites (particularly, 
for the Cr2p and Fe2p peaks) in the exciting radiation are added to modify 
the peak-fitting. This peak tailing procedure separates the two sources of 
asymmetry i.e., that due to conduction band interaction and core- 
hole/electron interactions, referred to as TAIL 1 and that due to the
background rise in the vicinity of the main peak as TAIL 2, where:
TAIL 2 = [Background Height] / [Peak Height]........................................... (4.2)
The TAIL 2 parameter enables the Shirley background to be modified by a 
polynomial, P, in the form:
P = B’o + B'i(D/w) + B'z(D/w)^ + B’3(D /w f ..................................................(4.3)
where, w = Full width half-maximum (FW HM), D = E - Eq (where E - Eo is the 
distance (eV) in points from the peak centre, Eo being the peak centre).
When B’o = 1 and B’i, B’2 , B’3 = 0, the TAIL 2 parameter, returned by the 
program, multiplied by the peak height gives the common point of origin of all 
the tails in the Proctor Polynomial.
A shape parameter, k , to represent the asymmetry which is unassigned in the 
Shirley algorithm, is generated from this point of origin.
K = [Tail 2 X  Peak Height] / [Peak A re a ]........................................................(4.4)
where the peak area includes the contribution from Taill.
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Figure 4.14: (a) Construction of peak and background using a fixed value of 
kappa to define the background step, h.
(b) th e  choice of different values for the linear term in the 
polynomial (Equation 4.5) creates a set of tails with a 
common origin at the centre of the peak and height, h.
[The Cr2p region of a passivated stainless steel].
The use of a fixed value of kappa to define the background step, h, in the 
vicinity of a peak is illustrated in Figure 4.14 (a). The polynomial, therefore, 
accounts for the rise in background caused by extrinsic scattering of the 
excited photoelectron. However, in the case of, for example, a metal and its 
native oxide, each tail will have a separate value of BV This has necessitated 
a reformulation of the polynomial tail into the form,
P = K + Bi(E-Eo) + B2(E-Eo)^..................................................................  (4.5)
thereby yielding a relationship directly in terms of the x-scale units of electron 
volts and not in the dimensionless quantity of peak width in the original 
polynomial, k  has been introduced directly into the polynomial which again 
facilitates the generation of appropriate tails for each peak. An illustration is 
given in Figure 4.14(b), in which the 2p3/2 peak from a Cr2p spectrum of a 
passivated stainless steel, has been fitted with a set of tails generated by the 
choice of different values for the linear term in the polynomial of Equation 4.5. 
The usefulness of k  is that the background rise associated with the intrinsic 
losses for a given element is predefined and not allowed to vary to fit the 
background that happens to be present, k , which is an element-specific 
parameter, is measured at the peak centre and is independent of intensity 
derived from extrinsic scattering. The residual background is, therefore, 
purely extrinsic.
To enable the fitting routine to be run, an input data file is prepared from the 
experimental data by interaction between the user and computer. This input 
file can be edited at any stage of the routine. A parameter file is also created 
to store the initial peak guesses with which the fitting starts and a set of 
variables which allows the program to modify the peak parameters during 
fitting. The parameter file can be altered before the fitting procedure is 
actually allowed to run. A fit to the background can be achieved by linear 
horizontal or non-horizontal tails depending on which terms of the polynomial 
are considered relevant to generate the background profile. Other 
parameters associated with each peak which can be fixed or left to float, are
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the peak centre, the FWHM, the intercept and baseline slopes. On assigning 
the estimated peaks, the program iteratively calculates all the peaks and fits 
them to the measured spectrum.
On completion of the fitting process, a result file containing the final 
parameters, a fit file of the fitted component peaks as well as a plot file which 
enables a hard copy of the final spectrum to be obtained are generated to 
allow storage of the final output parameters and spectra.
Ultimately, there is one of the following results:
(1) CONVERGED when all the input parameters have been optimised.
(2) RESTRAINED CONVERGENCE when one or more parameters have 
been restrained during the calculation.
(3) MAXIMUM NUMBER OF ITERATIONS in which case no convergence 
was achieved during the number of iterations allowed.
(4) DIVERGING CALCULATION where one or more parameters do not 
converge.
4.5.3: Peak fitting with energy loss feature and horizontal background tails.
In this work, both peak function and a background function have been used to 
fit data, i.e., Fe2p, Cr2p, Ni2p, 01s  and C1s spectra. The peak is a Voigt 
function defined by binding energy, FWHM, and G/L mixing ratio. The 
background consists of a Shirley function which has been moderated by the 
polynomial in Equations 4.3 and 4.5 above, respectively.
Considering Equation 4.3, by fixing B’o = 1 and the other B’ terms to zero, 
linear horizontal tails are generated on the component peaks in each 
spectrum, after the peaks themselves have been fully ascribed by k . In this 
case, the residual extrinsic background is represented by introducing a peak­
like energy loss feature so as to match the actual experimental background 
that is present in the spectrum. The idea of using an energy loss feature as a
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residual after fixing the shape of each component peak thereby simulating the 
Tougaard background to account for the extrinsic loss effect was employed 
by Salvi[12Q], who obtained good fits of chromium metal and oxide with 
increasing overlayer thickness of titanium evaporated onto the chromium 
substrate. The spectra in Figures 4.15 and 4.16 below have been fitted by 
this approach.
4.5.3.1: Peak-fitting of Cr2p doublet;
The Cr2p doublet was fitted by the peak-fitting routine outlined in Section 
4.5.2 above and shown in Figure 4.15 for four take-off angles, i.e., 75°, 35°, 
20° and 15° relative to sample surface. A binding energy range of 570 to 
GlOeV was maintained for all the four take-off angles at which the spectra 
were acquired. To obtain the fits, a linear horizontal slope (i.e., B’i = 0 in 
Equation 4.3) was used for the tail of each component peak. The k  values for 
both Cr(0) and Cr(lll) species were adopted from the published values[ad]. 
Both the 2p3/2 and 2pi/2 components of the doublet were fitted together with 
their satellites. The chromium (111) satellite was first shown by Ikemoto et 
al[134]. The 2p3/2 shake-up satellite lies under the 2pi/2 main peak and is 
separated from the 2pi/2 satellite which is about 9.6eV on the high binding 
energy side. This position of the 2p3/2 satellite renders the area ratios of the 
2p-components to vary slightly from the theoretical value of 2:1 for most 
doublet peaks. The residual extrinsic background for each angle is the 
energy loss feature situated between 605 and 610 eV. The metal component, 
Cr(0), almost vanishes at the 15° take-off angle, leaving a mainly oxide 
signal, Cr(lll), which underlines the importance of Cr in the passive film 
structure. As the Cr(0) component is located under the Cr2 0 3  rich passive 
film, the photoelectrons emitted from the metal have to undergo a much 
higher extent of inelastic scattering as they travel through the oxide layer, 
thereby resulting in a significant reduction in the metal signal.
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Figure 4.15: Cr2p spectra at four take-off angles, fitted using horizontal 
background tails and fixed values of kappa.
The fits obtained in Figure 4.15 show that the actual experimental spectrum 
has been well matched. In this approach of A.R.X.P.S, the apparent steady 
rise of the intensity of the energy loss feature does not infer a real increase in 
overlayer thickness but rather, an effective attenuation of the metal signal as 
the take-off angle is decreased towards glancing emission (see Section 
3.1.4). In other words, the Cr2 0 3  layer is most enhanced at the 15° take-off 
angle while the metal substrate is dominant at 75° take-off angle where the 
intensity of the energy loss feature is a minimum.
4.5.3.2: Peak-fitting of Fe2p doublet:
The peak-fitting of the Fe2p doublet by the GOOGLY program, in a manner 
similar to that of Cr2p, is shown in Figure 4.16. A binding energy range of 700 
to 750 eV was used for the Fe2p region. The choice of a linear, horizontal tail 
on each component peak and a fixed shape parameter, k , chosen from 
published values[120], enabled the residual component to be accounted for 
by an energy loss feature which increased in intensity with decreasing take­
off angle.
The location of the satellites for the Fe2p envelope was more complex than 
that encountered for Cr2p. In the case of Fe2p, two satellites each were fitted 
for both 2ps/2 and 2pi/2 Fe(ll) for take-off angles, 75°, 35° and 20°, 
respectively. At 15° an additional satellite was introduced for the Fe(lll) state 
which appeared to be present at a more superficial layer in the passive film 
structure. The Fe(lll) satellite is located very close (0.3eV) to the low B.E side 
of the 2pi/2 Fe(0) peak. At all the four angles, the metal, Fe(G), peak was of a 
much higher intensity than that observed for Cr(0) at all the four angles, 
which is due to the higher concentration of Fe in the substrate alloy. It is also 
obvious that at 75° take-off angle, the intensity of the extrinsic loss 
component is higher than that of the Cr2p peak at the same angle.
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Figure 4.16; Fe2p spectra at four take-off angles, fitted using a horizontal 
background tail and fixed values of kappa.
The ratio of Fe:Cr in the alloy component is about 4:1 and thus, Fe shows a 
much higher scattering effect which is also reflected in the metal components, 
when comparing both Fe and Cr at the near-normal angle. The energy loss 
feature in each cluster was assigned a peak centre and a FWHM which was 
left free to be program-optimised, thereby attaining a height which allows the 
total background of the experimental spectrum to be well matched. The G/L 
mix of the feature was fixed at the same value chosen for the component 
peaks and it was assigned a kappa value of zero. It is interesting to note that 
the influence of the extrinsic background is almost negligible close to the 
peak and only shows a significant rise from a point beyond the peak centre of 
the 2 p3/2 metal component.
From the fitting obtained in Figures 4.15 and 4.16 above, an attempt was 
made to derive a relationship between the height of the residual at high 
binding energy and the take-off angle. This was simply done with the aid of 
two straight lines, AB and BD as shown in Figure 4.17, using the Cr2p at 75° 
take-off angle as an example. AB is taken on the baseline from the centre of 
the peak with the lowest binding energy to the centre of the residual. BD is 
the perpendicular to AB, passing through the peak of the residual at point 0 . 
The gradient of the residual at each angle was then plotted against 1/sin0 to 
yield the relationship in Figure 4.18.
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Figure 4.17: A simple measurement of the gradient of the residual 
feature, using the Cr2p peak at 0 = 75°, as an example.
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4.6: Development of a slope parameter in peak-fitting
In the previous approach adopted for fitting the peaks in Section 4.5.4, it was 
assumed that the background rise on the experimental spectrum beyond the 
main peak can be attributed entirely to a pseudo peak as a residual extrinsic 
background feature with a much enlarged width compared to the FWHM of 
the component peaks in the envelope. When each background is fitted with a 
horizontal tail the resulting information, though satisfying, is purely subjective 
and does not generate a reliable relationship for determining overlayer 
thickness.
A more convenient approach is to approximate the background by using a 
linear non-horizontal (sloping) tail to each peak in the cluster. This is 
achieved by fixing B’o = 1 in Equation 4.3, allowing B’i to vary and be 
optimised by the program, while fixing the other B’ coefficients in the 
polynomial as zero. The spectra for Fe2p, Cr2p, 01s, C Is  at all four angles 
and Ni2p at 75° take-off angle only as shown in Figures 4.19 to 4.23 below 
have been refitted by this approach using the parameters in Table 4.6. Nickel 
was only noticeable in the spectrum in its metallic state only at high (close to 
normal) take-off angles.
Similar to the fits with horizontal tails in Section 4.5.4, the satellite peaks 
were fixed at their published positions and given a kappa value of zero being 
discrete final states within the general intrinsic loss tail of the primary peak. 
The figures obtained generally show good fits using the predetermined kappa 
values and constant tails. Also, the variation of metal : oxide peak area ratio 
for each element is clearly observed after background removal has yielded 
the intensities of each component of the five elements. The B’i values given 
in Table 4.6 relate to the slope of the tail as returned by the program at that 
stage of its development where only a single value of B’i was available for 
any given cluster of peaks. This was obviously a drawback of the GOOGLY  
program as in practice, an overlying layer should have a B'i value which is
127
different from that of an underlying substrate. Furthermore, the program 
assigned the same width, W, to different chemical states of each element, 
though in reality, a metal and its oxide will have different widths. These 
requirements of the program form the basis of the next section.
Nevertheless, the relative importance of the slope to the area of the peak, 
kB’iW, was investigated as a function of the effective thickness d/lsin6, 
where d is the depth of the particular species as postulated in Section 4.4.2, 
above. X is the effective attenuation length. The plot obtained is shown in 
Figure 4.24.
Iron and chromium in their oxide states exhibit the same behaviour given that 
they occupy a similar region of the film structure. As expected, the variation 
with angle for oxygen and carbon is less pronounced than for the metallic 
elements, as they are found in the outermost layers.
In spite of the trends obtained, the relative slope showed no simple 
dependence on overlayer thickness.
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Figure 4.19: Fitting of Cr2p peak on passivated stainless steel at four take-off 
angles with sloping tails having a common B’i coefficient.
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Figure 4.20: Fitting of Fe2p peak on passivated stainless steel at four take-off 
angles with sloping tails having a common B’i coefficient.
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Figure 4.21: Fitting of 0 1s  peak on passivated stainless steel at four take-off 
angles with sloping tails having a common coefficient.
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Figure 4.22; Fitting of C1s peak on passivated stainless steel at four take-off 
angles with sloping tails having a common B'i coefficient.
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Figure 4.23: Fitting of Ni2p peak on passivated stainless steel at four take-off 
angles with sloping tails having a common B’i coefficient.
Table 4.6: Parameters used for fitting Fe2p, Cr2p, 01s  & C1s peaks with 
sloping tails having a common B’i coefficient.
Element FWHM(eV) Sensitivity
Factor
Kappa
[9 = 75°] [0 = 35°]
B’i 
[0 = 20°]
B'i 
[0 = 15°]
Fe2p3/2 (Met) 1.7 3.0 0.106 0.033 0.087 0.108 0.111
Fe2p3/2(Ox) 4.35 3.0 0.095 " " " "
Fe2p3/2(Sat) 4.35 3.0 0.000 " " " "
Cr2ps/2(Met) 1.8 2.3 0.070 0.027 0.063 0.092 0.099
Cr2p3/2(Ox) 3.4 2.3 0.060 " " " "
Cr2p3/2(Sat) 3.4 2.3 0.000 " " " "
NI2p3/2(met) 3.35 4.5 0.048 0.44 - - -
Ni2p3/2(Sat) 3.68 4.5 0.000 " - - -
Ols 1.84 0.25 0.005 0.693 0.831 0.936 0.960
CIS 1.84 0.66 0.004 0.611 0.665 0.764 0.786
(a) Fitting Parameters: FWHM (eV), Kappa and B’i coefficient
Element Height 
[0 = 75°]
Height 
[0 = 35°]
Height 
[0 = 20°]
Height 
[0 = 15°]
Area 
[0 = 75°]
Area 
[0 = 35°]
Area 
[0 = 20°]
Area 
[0 = 15°]
Fe2p3/2
[Metal]
23003 4001 1004 886 63740 11494 2454 2158
Fe2p3/2
[Oxide]
17576 11691 5497 4468 100953 67458 30432 24585
Fe2p3/2
[Sat]
4921 3040 1650 1207 28267 17539 9130 6638
Cr2p3/2
[Metal]
4328 619 143 29 14756 2113 487 98
Cr2p3/2
[Oxide]
15771 9243 3940 3151 70028 41042 17493 13993
Cr2p3/2
[Sat]
2050 1479 670 410 9104 6567 2974 1819
N12p3/2
[Metal]
4516 - - - 20632 " “ -
Ni2p3/2
[Sat]
1020 - - - 4952 - -
O ls  
[Peak 1]
28318 16540 8106 6815 68088 39769 19489 16387
O ls  
[Peak 2]
27752 29772 15401 11927 27752 71584 37030 28677
O ls  
[Peak 3]
10478 13232 9322 10223 25193 31815 22413 24580
CIs  
[Peak 1]
12565 13846 10473 9262 30211 33291 25180 22270
C Is  
[Peak 2]
1759 2492 2095 2223 4230 5992 5036 5345
C Is  
[Peak 3]
503 692 628 741 1208 1665 1511 1782
CIs  
[Peak 4]
628 554 524 371 1511 1332 1259 891
(b) Fitting Pa rame ers: Peak Heights and Peak Areas
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Variation of Relative Slope with Effective Thickness
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Figure 4.24: Variation of relative slope with effective thickness.
4.6.2: Peak-fitting using separate coefficients.
As mentioned in Section 4.6.1, the idea of fitting the peaks with a common Bi’ 
coefficient does not yield a reliable relationship between overlayer thickness 
and electron take-off angle as the extent of inelastic scattering encountered 
by a signal from differing depths within the analysed volume is expected to 
vary. The possibility of including a background component in the fit for two or 
more chemical states was explored by Abu-Talib et al[135,136] in their 
attempt to share the background between the composite peaks. Considering 
the case of a metal oxide, they obtained equally good fits with all the 
background ascribed either on the metal (Figure 4.25(a)) or on the oxide 
(Figure 4.25(b)) for a given mixture. The two figures have been chosen to 
present the two extreme cases for chromium and its oxide with a titanium 
overlayer. This perspective exposes the need for a better understanding of 
the loss structures involved in such composite species as well as a more 
reliable procedure to achieve accurate results in peak-fitting.
A significant contribution to the studies of loss features was made by 
Tougaard[129], who showed that the tail in the immediate vicinity of the peak 
contains useful information. In his program, QUASES[137], Tougaard has 
demonstrated the general shape of the extrinsic structure and how it relates 
to the presence of an overlayer and it is this which gives the theoretical basis 
for the interpretation of the extrinsic background. Moreover, an examination 
of the shape of the Tougaard background function (Figure 4.13(il“) shows that 
the initial part can be approximated by a straight line. Therefore, in relation to 
Tougaard’s approach, this section seeks to establish whether including a 
small part of the background in the peak-fitting routine, using a linear tail, is 
of assistance in assigning a depth-wise sequence to the materials from which 
the individual peaks originate. Curve fitting is normally used to identify two or 
more chemical states and it is likely that the different valence states will lie at 
separate depths and each tail will have a distinctive slope value. To 
approximate the background with each tail having a distinct value of B'i is the
136
CHI S0.=
/  V
Binding Energy
(b) CHI SQ.= ITS.
564 566 568 578 5Ï2 S71 576 S7fl sea ^  581 58S SÇ8 590 532 591 596 
Binding Energy XeVJ
Figure 4.25: Chromium with a titanium overlayer. Equally good fits can be 
obtained if the background is ascribed in any proportion to 
either (a) the oxide or (b) metal peak[136].
Table 4.7; Parameters used in peak-fitting with sloping tails having separate 
Bi coefficients.
Element FWHM(eV) Sensitivity
Factor
Kappa
[0 = 75°]
Bi
[0 = 35°]
Bi
[0 = 20°]
Bi
[0 = 15°]
Fe2p3/2 (Met) 1.70 2.00 0.100 0.0040 0.0170 0.0400 0.0650
Fe2p3/2(Ox) 4.35 2.00 0.095 0.0006 0.0008 0.0009 0.0012
Fe2p3/2(Sat) 4.35 2.00 - 0.0006 0.0008 0.0009 0.0012
Cr2p3/2(Met) 1.80 1.50 0.070 0.0070 0.0300 0.0700 0.1800
Cr2p3/2(Ox) 3.35 1.50 0.060 0.0003 0.0009 0.0011 0.0017
Cr2p3/2(Sat) 3.35 1.50 - 0.0003 0.0009 0.0011 0.0017
01s[Peaks 1 &2] 1.84 0.66 0.005 0.0026 0.0033 0.0037 0.0043
01s[Peak 3] 1.84 0.66 0.004 0.0018 0.0016 0.0022 0.0018
CIs 1.84 0.25 0.004 0.0018 0.0016 0.0022 0.0018
(a) Fitting Parameters: FW HM  (eV). Kappa and Bi coefficient
Element Height
[0 = 75°]
Height 
[0 = 35°]
Height 
[0 = 20°]
Height 
[0 = 15°]
Area 
[0 = 75°]
Area 
[0 = 35°]
Area 
[0 = 20°]
Area 
[0 = 15°]
Fe2p3/2
[Metal]
24458 4571 1031 505 70248 11155 2324 1138
Fe2p3/2
[Oxide]
17640 12201 5836 4795 101369 56634 25847 21235
Fe2p3/2[Sat]
12700 6832 3379 2920 72986 31715 14991 12953
Cr2p3/2[Metal]
4140 574 143 29 7949 1102 274 55
Cr2p3/2[Oxide]
17723 10138 4294 3399 62971 36021 15255 12086
Cr2p3/2[Sat]
2481 1622 730 442 8816 5763 2593 1571
Ols 
[Peak 1]
28098 16911 7952 6510 54350 32710 15381 12593
Ols 
[Peak 2]
27536 30439 15108 11393 53263 58877 29224 22038
Ols 
[Peak 3]
11443 12513 9627 10716 22133 24203 18621 20728
CIs 
[Peak 1]
12774 14449 10404 9289 24708 34758 20123 22347
CIs 
[Peak 2]
1788 2167 2081 2229 3459 5214 4025 5363
CIS 
[Peak 3]
511 867 624 743 988 2086 1207 1788
CIs 
[Peak 4]
639 433 520 372 1235 1043 1006 894
(b) Fitting Parame ers; Peak Heights and Peak Areas
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simplest way of generating a parameter. This provision is afforded in the 
latest version of GOOGLY which allows the individual Shirley type of 
background to each peak to be fixed using a predetermined value of k. The 
fitting of tails in this manner is based on the recast polynomial as in Equation 
4.5 and it allows the tails from peaks of differing widths to be mixed in a 
logical way. In addition, the value of k , related to the origin of the tail, has 
been introduced directly into the polynomial. The data then merge in the post­
peak region to give a simple total background, subsuming the individual 
contributions from each peak.
Spectra from the 2p regions of Fe and Cr together with the 1s of oxygen and 
carbon were fitted using the modified version of GOOGLY. The values of K 
for Fe and Cr are given with other fitting parameters in Table 4.7. The table 
which was used in the fits shown in Figures 4.26 to 4.29, also includes 
suitable K values for oxygen in the passive layer and contamination carbon 
which were determined by trial and error and then held constant throughout 
the angular series.
By this approach, with the parameter B2 set to zero, the area of the peak and 
the slope parameter of the tail (Bi) are the only variables determined by the 
peak fitting. Consequently, by using peaks of identical shape (including the 
intrinsic background) and position, the angular variation is confined to 
variations in the oxide / metal peak areas and in the value of Bi.
In GOOGLY the contribution, T(E), by the tail region of a given peak, to the 
signal in the background, N(E), at any point (E-Eo),is given by;
Tf£)= A Q(E) P  ........................................................    (4.6)
in which A is the Voigt area of the peak, P is the value of the polynomial at 
the given position and 0 (E ) is the integral of a Gaussian, scaled to have a 
value between 0 and 1 across the width of the peak and hence to define the 
Shirley background shape. Thus
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T(E) = A Q (E )[K +  Bi (E-Eo)]............................................................. ...(4.7)
and the contribution made by a given peak to the approximately linear slope 
of the background after the peak, d(TE)/d(E-Eo), is given by:
d(T(E))/d(E-Eo) = ABi.............................................................................. ...(4.8)
since in the linear region 0 (E ) = 1.
When the program is used to fit an overlapping cluster of peaks, it does not
yield unique values of tail slope Bi. The only requirement is that the sum of
all linear components from the individual tails is equal to the best straight line
fit to the tail region of the raw data, i.e. the slope of the line fitting the data in
the tail region is given by the sum of each partial contribution. Since each
be
individual tail originates at a unique individual value of Eo this sum can^taken 
at an overlap region in which each partial tail has reached its linear 
approximation. To obtain the condition for a linear overall slope as a sum of 
partial slopes^ E and Eo need to be separated:
Rearranging Equation 4.7 for the tail region, in which Q(E)=1,
T(E)=A.Bi.E + A (K- BiEJ = A. BiE + C ...................   (4.9)
where C = A(K- BiEo) = Constant
For any peak i,
T(E)i = AiBi.iE + G i...................... ........................................................................... (4.10)
and the slope of the tail for this peak is
dT(E)i/dE = Ai.Bi,i...................   (4.11)
These tails can be summed for all n peaks for the region in which the 
contribution of all values of C| have been incorporated (i.e. beyond the peak 
of greatest binding energy).
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dN(E)/dE = 2 i - 110J (Ai.B,.,)................................................................................ (4.12)
where A  and B ijare the individual values for each component peak.
Examination of Figures 4.26 to 4.29 shows that relatively good fits can be 
obtained using the predetermined kappa values and a tail of constant slope. 
As expected, equally good fits are obtained for sets of tails ranging from 
positive to negative values of Bi as long as the tails on differing peaks 
behave in a complementary manner. The peak areas are reliably derived 
from the fitting procedure and do not depend on the manner in which the tail 
slopes are chosen. The peak areas determined from the fits were used to 
derive the structure postulated in the angular consideration of Section 4.4 
and then the structure was used to guide the choice of the particular values 
of Bi used in assessing the contribution to the tail slopes due to each peak 
component.
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Cr2p, 6 = 35'
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Cr2p, 9= 15'
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Binding Energy (eV)
Figure 4.26: The chromium 2p spectra at four take-off angles, fitted using
linear tails having separate Bi coefficients and the published
values of kappa.
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Binding Energy (eV)
Figure 4.27: The iron 2p spectra at four take-off angles, fitted using linear
tails having separate Bi coefficients and the published values of 
kappa.
01s, e =  75'
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Figure 4.28: The oxygen 1s spectra at four take-off angles, fitted using linear
tails having separate Bi coefficients and a fixed value of kappa.
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Figure 4.29: The carbon 1s spectra at four take-off angles, fitted using linear
tails having separate Bi coefficients and a fixed value of kappa.
4.7: Discussion
The addition of H2O2 to the electrolyte as an oxidising agent has proved to be 
an effective means of transforming the air-film on the steel samples to a 
passive film comparable in both composition and structure to that formed 
elctrochemically. When these films are analysed, the survey scans obtained 
provide, as a simplistic preliminary examination, useful information which 
includes the extent of energy loss on the background of the elements in the 
spectrum. In particular, the relative rise on the background of the Cr2p peak 
when compared to that of the Fe2p peak on passivation reveals the degree of 
enrichment of chromium or, in accord with previous studies[19,27,28,33], the 
selective dissolution of iron from the passive film.
Evaluation of selective dissolution involves solution analysis[16], but in the 
absence of this analysis, the film can be characterised by the extent of 
enrichment for alloying components in the passive film. An enrichment factor, 
f, which is the composition ratio of a given element in the passive film to that 
of the same element in the alloy was disclosed by Castle and Qiu[16]. 
Applying the enrichment factor to the chemical compositions of chromium and 
iron (Table 4.5),
Or / (Or + Fe) in the film 
f(Cr) = — ----------------------------------
Or / (Or + Fe) in the alloy
gives a value of 2, which contrasts with a value of 0.72 for iron. This clearly 
suggests that the film can be considered, primarily, as chromium-rich and 
iron-deficient. With this information in mind, any further analysis of the 
surface structures formed on the steel will be based on the fact that the 
extent of inelastic scattering that the excited photoelectrons are bound to 
undergo will vary between the different elements.
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4.7.1: Passive film structure and composition
The contamination and oxide layer thickness formed on the chemically 
passivated stainless steel were modelled using the program ANGULAR[101] 
and are shown in Figure 4.9, as a postulated depth profile. The examination 
of chemically passivated steel by ARXPS is relatively unusual. However, the 
thickness of the passive layer is 2.5 nm which is slightly thicker than the 
minimum (in the order of 2 .1  nm) found on electrochemically passivated steel 
[36]. The thickness of the contamination layer, at 0.5 nm is not at all unusual. 
It has been adequately established in previous sections that chromium and 
iron are the main elements in the film. It must be mentioned also that nickel 
does not oxidise [19] during passivation but concentrates slightly at the 
metal/oxide interface. This model structure gives a basis from which to 
consider the behaviour of the background for each individual element.
4.7.2: Background structure
The structure mentioned above can be split into three distinct layers, i.e. 
contamination of thickness di, an oxide of thickness 62 and the substrate 
alloy. Considering the contamination layer thickness at four angles, 8 1  to 8 4 , 
a  set of four effective values, di/sin8 w, is obtained which determines the 
background slopes, Bi.oxwe, arising from the oxide component of the element. 
There will also be four effective values for the contamination plus oxide 
thickness, (di+d2)/sin8 w  which will influence the background slope, Bi.metai, 
arising from the metallic component of the element. These two sets of Bi 
values are correlated by the fact that pairs of values, for each value of Q must 
obey the sum given in Equation 4.12. i.e. {AoxideB 1,oxide + AmetaiB i.metai} must 
give the best line through the data points in the tail region.
In order to provide sets of B , values that match this criterion for each angle, a
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method of determining the optimum values of the separate background 
slopes on the metal and oxide components of each cluster of peaks had to be 
derived. The data was first fitted with the slope parameters for oxide and 
metal equal. The value for the oxide slope was then reduced in approximately 
10% steps and the program used to generate an appropriate value for the 
metal slope. This ensured that for all pairs the criterion of Equation 4.12 was 
maintained. As an illustration of the data set thus produced, four pairs of 
values of Bi,oxide, and Bi,meiai for each angle have been plotted against 
appropriate overlayer thickness, d/lsinG, in Figures 4.30 and 4.31, for Cr2p 
and Fe2p, respectively. The overlayer thickness is expressed in- as d, I.e., di, 
for the contamination layer or (di+d2) for a combined overlayer of 
contamination and oxide layer. In order to interpret the plots in Figure 4.30 
and 4.31, it should be recalled that
Bi = {d(T(E)/dE}/A...........................................   4.13
i.e. Bi is the relative slope which depends on the area of the peak and it is 
this parameter which gives a more meaningful interpretation of the 
importance of the sloping background. It can, thus, be deduced that the 
effect of extrinsic scattering is to give a steady increase in the value of Bi.
When the sets of possible values for Bi for the chromium plus chromium 
oxide spectrum (Figure 4.30), are examined, it can be seen that there is one 
set which passes from oxide to metal without a discontinuity in the curve. The 
rationale behind the choice of this particular set for fitting the peaks is that 
the background slope should steadily increase with increasing overlayer 
thickness cumulatively through successive layers, regardless of the 
composition of the layers. It is this set which was chosen for the fitted spectra 
shown in Figure 4.26. A similar set (Figure 4.31) was adopted from the iron 
spectra of Figure 4.27. For clarity, the cross-over point of the iron data is 
shown in the inset of Figure 4.31. In the case of the carbon spectra it was 
assumed that the value of Bi for each component peak should take the same 
value since they are all located essentially at the same depth within the
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contamination layer. The peaks for oxygen were treated differently. Here, the 
high binding energy component was located with carbon in the contamination 
layer and was given the corresponding value of Bi. By fixing this, the value 
appropriate to the oxide and hydroxide components was derived from the 
program. The actual values for all elements and take-off angles are given in 
Table 4.7 and are plotted in Figure 4.32a-b. The slope parameter, Bi, 
represents the slope relative to the peak area and this increases with 
overlayer thickness.
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Figure 4.30: The variation of relative slope, Bi, with overlayer thickness for 
Cr2p.
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Figure 4.31: The variation of relative slope, Bi, with effective thickness for 
Fe2p. The cross-over region is shown enlarged in the inset.
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Figure 4.32: Variation of Bi coefficient with 1/sin0 for (a) oxide layer 
and (b) substrate.
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Figure 4.33: Variation of BiA with 1/sin0 for (a) contamination, (b) oxide 
and (c) substrate layers.
Having obtained a set of valid values for Bi, the values of BiA can be 
obtained. These values are plotted in Figures 4.33a-c, where again, for 
clarity, they are separated into the separate regions of contamination, 
passive film and substrate. Contrary to the values for Bi, the values for BiA, 
which is the absolute slope in counts per eV, decreases with increased 
overlayer thickness. The parallel behaviour shown by O, Or and Fe in both 
oxide and metal is immediately apparent from both Figures 4.32 and 4.33.
4.7.3: A normalised background parameter:
The fact that the values of BiA for the key elements are similar in behaviour 
suggests that a normalisation based on this product would give a more 
general representation of the slope as a function of the overlayer thickness. 
Using standard relationships, the signal derived from the metallic substrate, 
Ametai, can be expressed as:
Ametai = JnS exp(-(di+d2)/lsin0)..........................................................................(4.14)
where the exponential term allows for the attenuation of the signal by the total 
overlayer thickness, J is the photon flux, n the concentration of the given 
element and S, its sensitivity factor. The normalisation in Equation 4.13 can 
be expressed as:
Bi = {d(T£)/dE}/JnS exp(-d/lsine)  ........................................................ (4.15)
Hence:
BinS= {d(TE)/dE}/J exp(-d/?isin8).......................   (4.16)
The right hand side is now independent of the sensitivity factor and 
concentration of a given element and varies only with the depth distribution. 
Thus, for a given photon flux and spectrometer condition the left hand side 
represents a normalisation of the slope parameters and for convenience it will 
be referred to as the function B(d).
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By means of Equation 4.16, the behaviour of B(d) can be explored as a 
function of overlayer thickness. In order to create a unified depth scale, a ‘Z ’ 
function has been introduced to replace ‘d/A,’. Z is the characteristic depth 
parameter, proposed by Seah et al[13S], where
Z, = Di + [1/(cosec0 - 1)]ln{[cosec0 (1-exp(-T|))]/[1-exp(“T|COsec0)]}.......(4.17)
Zi is a weighted depth, relative to the effective attenuation length, and 
corresponds to a virtual depth from which the photoelectrons of a given 
species T can be thought to originate. The dimensionless values, D and T, 
are obtained as d/X and VX where d is the depth of the surface of a given 
layer and t is the thickness of that layer as derived from the modelled depth 
profile of Figure 4.9. Thus:
BinS= {d(T2)/dE} / J exp(-Z /s in0).................................................................... (4.18)
Figure 4.34 shows all the values of B(d) plotted against the appropriate valuer 
of Z|/sin0. The logarithmic plot used to encompass that wide range of values 
also minimises very real departures from a truly universal curve. However, it 
does demonstrate the manner in which the values of B(d) show a broad 
difference of a factor of ten for each layer. This gives clear indication as to 
the benefit which can be obtained from using this parameter to obtain a first 
indication of layer sequence. In part, the departure from a smooth curve 
arises from the multi-layer form of this sample. For example, the fact that 
there is a maximum in value for the oxide layers as a function of angle is 
primarily an indicator of the ‘top hat' distribution of the oxide, sandwiched 
between the contamination layer and the metallic substrate. The B(d) values 
for oxygen fall at the higher extreme of the scatter of points in that particular 
region. An intrusion of a discrete energy loss, at the low energy side of the 
oxygen peaks is responsible for the high B(d) values obtained as the rise of 
data points into this loss peak has the effect of putting an offset into the slope 
determined by the programme. Where this occurs it will be important to
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Figure 4.34: The normalised slope parameter, B(d), as a function of 
thickness.
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Figure 4.35: The survey scan of the passivated steel: note the different 
intensity of background associated with the Cr and Fe 2p 
peaks in the lower figure.
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acquire a wider window of data in order that a line can be fitted across the 
whole of the loss feature. Graat, Somers and Bottger [132] showed in their 
detailed study of the near peak background that each scattering event 
requires an additional self-convolution of the background signal. Their 
demonstration implied that a simple approximation to the magnitude of the 
extrinsic losses using slope alone cannot succeed in giving anything but an 
empirical relationship. The tendency of B(d) to become constant at large 
overlayer thickness is in accord with their view that repetitive scattering 
moves background intensity steadily away from the peak so that the near­
peak region effectively saturates with regard to slope.
The importance of the present interpretation of the background is that within 
a single peak fitting routine for often encountered structures such as an oxide 
on metal it will be possible to assess overlayer thickness and composition 
using a single take-off angle. This will be done by selecting values of Bi 
which satisfy both Equations 4.12 and 4.18, using Figure 4.30 and 4.31 as a 
guide. Unlike the use of metal / oxide peak intensity ratios, as in the Beer- 
Lambert relationship[122], which is only suitable for pure metals having 
homogeneous oxide layers, this approach is more applicable to layer 
structures of multiple compositions.
As indicated in Section 4.6, the new fitting procedure separates the general 
change, with angle, of the background from the changing ratios of the 
component peaks. In particular, the difference between the Iron 2p and the 
chromium 2p peaks shown in the survey scan of the passivated surface in 
Figure 4.35 can be explained by the impact of the very different intensities of 
background derived from the substrate spectra whereas the backgrounds 
arising from the influence of contamination on the oxide are almost equal.
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CHAPTER 5
Examination of non-metallic inclusions undergoing pitting attack by chemical 
exposure to electrolyte.
5.1: Introduction
The XPS analysis of the passive film as detailed in Chapter 4 has highlighted 
the importance of chemical passivation. By this method of exposure, the 
original air-formed film on the steels is transformed to an aqueous chromium- 
enriched oxide film without any applied potentials. The film formed has been 
shown to compare well with the electrochemically passivated steel, in terms 
of both composition and structure.
The presence of non-metallic inclusions, in the form of sulphide and multi­
oxide particles which are introduced in the steel-making process, manifest 
themselves as weak points in the protective oxide film and act as sites for 
pitting attack on the steel. There is ample evidence in the 
literature[4,67,69,11,127,139] that on exposure to chloride-containing media, 
a number of these inhomogeneities act as anodic sites, rendering the 
surrounding steel matrix cathodic. Pitting initiation then takes place and the 
ensuing chemical and structural changes occur in a localised area within a 
few microns of the location of the inclusions. These changes associated with 
the pitting attack include breakdown of the passive film, dissolution of soluble 
components of the inclusions and crevice formation at the metal / inclusion 
boundary. Other reported changes include blister formation over inclusion 
sites with membranes, which may or may not be protective of the entrapped 
pit solution when pores or holes develop in these pit covers. There is the 
possibility for the oxide film to be contaminated by the release of species 
such as sulphur and deposition of corrosion products from the pits formed.
In the last few decades, a vast amount of research has been devoted to the 
phenomenon of pitting corrosion, the outcome of which has provided a widely
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acceptable know-how of the pitting propagation stage. However, the actual 
initiation of the pitting process, which according to Uhlig[37] depends on the 
metallurgical structure of the material remains largely unresolved.
A series of studies has - been carried out in recent years at 
Surrey[11,127,139] to establish the mechanism responsible for pitting 
initiation on steels by employing the high spatial resolution afforded by 
Scanning Auger Microscopy (SAM). As explained in Chapter 3, when SAM is 
combined with EDX, the localised chemistry formed at pits in the order of a 
few microns in size can be characterised in both lateral and depth-wise 
manner.
In accord with Wranglen’s findings[4], Baker[11], Ke[127] and Daud[139] 
established that MnS inclusions are the most susceptible sites for pitting 
attack on steel when the metal is exposed to chloride-containing media. The 
exception shown by their studies was the case of the inclusion having an 
insoluble CuS shell. Contrary to some reports[78] that oxide inclusions do not 
nucleate pits. Baker showed that at a small number of mixed oxide particles 
having Al, Ti, Cr and Mn as the main elements, pitting initiation was observed 
after exposure times as short as ten seconds. In a number of Instances, the 
pits were in a metastable state between initiation and propagation as 
mentioned in Chapter 2. Associated with the pits formed at these multi-oxide 
inclusions was the presence of silicate rich deposits, whose origin and role in 
the corrosion pathway were not clearly understood.
The present chapter is aimed at supplementing the study of pitting inception 
in its embryonic stage with particular focus on the role of oxide inclusions and 
the involvement of the silicate ions in the process. In addition, a section is 
devoted to a more localised characterisation of the chemical changes that 
may occur at different areas on the film, at points within close proximity to 
pitting initiation sites and also analysis at variable points of regular intervals
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from the pit. This part of the study is to provide an insight into the 
examination of the extent of uniformity of the passive film formed on steels.
5.2: Experimental
5.2.1: Material, Specimen Preparation and Test environment
The chemical compositions of the two types of 316 stainless steel used in this 
part of the work as well as the method of specimen preparation employed 
have been detailed in Section 4.2.
For Auger analysis, the exposure conditions were strictly by chemical 
passivation as possible specimen contamination from electrochemical 
passivation had to be avoided. Thus, specimens were exposed at the free 
corrosion potential in a solution of 0.5M NaCI + 0.5M H2SO4 + 0.08%  H2O2 for 
10 secs. To examine the effect of a longer exposure on the steels, one 
sample was exposed for 30 secs. All experiments were carried out at room 
temperature between 22 and 26°C. After exposure to the electrolyte, washing 
was done by dipping into very pure “Milli Q” water for 1 sec and dried by 
blotting with tissue on a lower corner. The specimens were then mounted and 
entered into the UHV system for analysis.
5.2.2: Surface Analysis
Auger and EDX mapping were performed simultaneously on a high resolution 
VG MA500 Scanning Auger Spectrometer. An electron beam energy of 10 
keV, using a tungsten filament and inducing a specimen current of 10 nA at a 
spatial resolution o f 2 0 0  nm, was rastered to produce 128 x 128 pixel maps
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recorded on a Link Analytical AN 10000 computer. For Auger measurement, 
the hemispherical analyser was used with 4-mm slits in the C.R.R mode. A 
retard ratio of 4 was generally used, though in some cases, a C.R.R of 2 was 
found necessary to enhance weak signals. Auger spectra were acquired 
under computer control over a range of 1000 or 1700 eV (depending on the 
elements being considered) with a step size of 2 eV for wide scans and 0.2 
eV for narrow scans. X-ray spectra were acquired over the range 0 - 1 0  keV 
with a channel width of 20 eV. All Auger maps were corrected for 
topographical effects using the (peak - background) / (background) algorithm.
The simultaneous acquisition of Auger and X-ray mapping allowed both skin 
(SAM) and bulk (EDX) information about the features, such as inclusions and 
pitting sites, to be obtained within the same experiment.
In the LINK AN 10000 data system, there are two separate routines, i.e. ADM  
(Acquire Digital Maps) for acquisition of digital images and DIGIPAD (Digital 
Image Processing and Display) for viewing and processing the stored 
images. A maximum number of 32 windows can be selected for Auger peak 
and background as well as EDX peak signals in the disk acquisition mode of 
ADM. The parameters required for ADM include the correct energy channels 
for both peak and background signals, the required dwell time which can be 
gauged from the count rates observed while using the analyser and the 
appropriate retard ratio, which is normally the same as the value chosen for 
spectra acquisition.
It is in the DIGIPAD program that the normalisation of the peak with the 
background signal is effected by a suitable algorithm, as mentioned above for 
the case of this work. In addition, a suitable colour look-up table to represent 
different intensity levels of signal can be selected from a library of colour 
scales.
Secondary electron micrographs were acquired on a HITACHI 3200N  
microscope with incident beam energies ranging from 10 to 20 keV. A number
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of other secondary electron images were obtained from the SEM of the 
MA500 in the framestore of the LINK AN 10000 computer at 256-x 256 pixel 
resolution.
Apart from the analysis of stainless steel samples in this investigation, 
substantial experience was acquired from SAM studies of various other 
materials (which include other stainless steel samples, aluminium and copper 
alloys as well as metal matrix composite samples of different treatments) with 
the approach outlined in Section 5.2.2 above. The general features of the 
many inclusions examined in this work are summarised in a series of 
micrographs presented in the next section.
5.2.3: General features of pitting attack at inclusions after 10 seconds 
exposure.
In this work, over 150 stainless steel samples were examined for evidence of 
pit initiation at inclusion sites. Two types of inclusions were observed;
(1) MnS groups which, due to their more favourable solubility, formed the 
overwhelming majority of pitting sites, though a number of them were 
inactive, and
(2) complex multi-oxide features composed mainly of Al/Ca/Si/Cr/Mn oxide, 
with a few comprising of oxides of Mg and Ti in addition. Some of these 
oxide inclusions contain discrete particles of CaS, which were found to be 
more soluble than the oxide phases.
With the role of the former type of inclusion in pitting initiation adequately 
studied by previous workers, more emphasis in this work was placed on the 
latter type, especially, the few that showed evidence of attack. An overview of 
the inclusions observed will be given in the next three sections. This is 
Intended to illustrate the overall scope of investigation before describing the 
pitting initiation at these types of inclusion.
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Secondary electron micrographs showing examples of the main features 
observed are illustrated in Figures 5.1, 5.2, 5.4*and 5.5, respectively.
5.2.3.1: Inclusions composed mainly of sulphide particles.
Figure 5.1 shows an active inclusion group (identified by EDX analysis as 
mainly MnS with a small oxide particle) which has been attacked after the 
sample had been exposed to the electrolyte for ten seconds. Parts of the 
inclusion have been dissolved, creating a number of holes at their location. 
The darkest particle in the group appears to remain inert and its stability in 
the electrolyte could be ascribed to its composite nature, identified in the X- 
ray elemental map as a mixture of an oxide of aluminium, together with 
manganese sulphide. There appears to be no deposits in the vicinity and the 
surrounding steel remains unaffected.
In Figure 5.2, the micrograph shows an inclusion string of particles, which are 
of dark grey appearance in the micrograph and possibly having a bulk 
composition of, predominantly, MnS from EDX analysis of the inclusion. The 
morphology of the feature shows a relatively smooth surface of the inclusion, 
within the general steel matrix, with no apparent crevices at the metal I 
inclusion interface. There is no evidence of pitting initiation either within the 
inclusion area or in the surrounding matrix, which suggests that the inclusion 
had remained inert to the electrolyte. The Auger and EDX spectra taken from 
such a feature are displayed in Figure 5.3. The distinct Culm m  triplet in the 
Auger spectrum and the weak Cu Ka peak in the X-ray spectrum indicate that 
the Cu is concentrated within a few atomic layers of the surface of the 
inclusion. The inertness showed by this type of sulphide inclusion was first 
observed by Daud[139] who attributed its insolubility to the presence of a 
shell of CuS. Later, Ke[127] and Baker[11], in separate studies, confirmed 
their presence in stainless steels.
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Figure 5.1 : Pits formed at inclusion group composed, mainly, of sulphide 
particles.
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Figure 5.2; An inclusion group that has remained inactive. There are no signs
of pit formation in its vicinity.
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Figure 5.3: Auger and EDX spectra taken from inactive inclusion in Figure 6.2
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5.2.3.2; Inclusions composed of multi-oxide particles.
The string of inclusions in Figure 5.4 illustrates the complex compositions of 
the oxide inclusions observed in this work. The X-ray map shows the 
inclusions, which appear as hard, dark particles to be composed of oxides of, 
at least, six different elements, i.e, Al, Mn, Ca, Si, Mg and Ti. The Fe X-ray 
map clearly shows the particles to be discrete from the stainless steel matrix. 
It can be seen In the micrograph that these non-metallic particles have not 
nucleated pitting attack. From the complexity of their composition, any 
possible pitting initiation will depend on the relative solubilities and 
conductivities of the components.
Figure 5.5 presents a more interesting feature. The inclusion group in the 
micrograph shows a more complex morphology than any of the groups 
previously shown. It is apparent that the particles are of mixed composition 
with regions of lighter appearance at the fringes in the lower part of the 
group. In the upper part of the feature, there is evidence of pitting initiation as 
the large inclusion has dissolved and there are smaller secondary pits in its 
vicinity. These very small dark holes around the upper inclusion suggest that 
a manganese sulphide inclusion had been present at that site before 
attack[11]. Eklund[74,77] suggested that micropits are formed as a result of 
“sulphide showers” produced from parent sulphide inclusions undergoing 
pitting attack.
In the centre of the feature, the white deposits at the edges of the inclusions 
are probably corrosion products from the parts showing signs of attack, 
though there is not much evidence to support that suggestion. In the vicinity 
of the central particles, where the white deposits are present, there are 
aggregates of small spots, some of which appear as holes. These are 
indicative of pitting activity, albeit less pronounced than in the upper 
inclusion. Though the hard, dark particles show no reaction to the electrolyte, 
it could be argued that sulphide rims were present around some of these
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Figure 5.4: Multl-oxide Inclusion group of complex composition. Most of the 
particles show no signs of pitting attack.
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Figure 5.5: Evidence of selective dissolution at a mixed inclusion site.
oxide particles and those sulphide components had been attacked. The 
inclusion group has been selectively attacked, leaving the inert components 
relatively unaffected by the solution. Where pits are present, the entire 
inclusion has been dissolved and the appearance of the pit base matches 
that of the steel matrix where the scratch marks from the polishing process
are clearly visible. |
II
The addition of H2O2 to the electrolyte has been responsible for the pitting '
initiation in that the steel surface undergoes anodic polarisation as the 
potential is, raised above the pitting potential, thereby breaking the original 
air-film down and attacking the inclusion site where components are 
selectively dissolved.
5.2.4: Features observed after 30 seconds exposure to electrolyte.
To investigate the effect of a longer exposure time on pitting initiation, one 
sample was exposed to the electrolyte for a time of 30 seconds. The features 
found were different in appearance from those observed after 10 seconds 
exposure. A  number of such features are presented in Figure 5.6. In Figure 
5.6(a), the inclusion is raised above the surface of the surrounding steel. In 
spite of its apparent inactive nature, a number of holes have been formed in 
its upper periphery, at the inclusion I metal boundary. The upper left hole is 
particularly large (about 1pm wide at its mouth) and deep, indicating 
formation of a stabilised pit, where the stainless steel metal has undergone a 
substantial loss of material to the electrolyte. There is no indication of a 
soluble component of the inclusion and thus, the pit formation could be 
attributed to a weakness or absence of the original passive film at the 
boundary. This would have rendered the unprotected metal highly anodic, 
thereby subjecting it to attack by anions (predictably, the chloride ions) in 
solution. The roughness of the surrounding steel matrix also suggests that
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Figure 5.6: Features observed after a longer exposure time of 30 seconds. 
The pits formed appear to have stabilised.
the passive film had been etched by the longer exposure time. In Figure 
5.6(b), the entire inclusion has been virtually dissolved, exposing its base, 
which appears darker than the steel matrix, due to its topography. The 
morphology presented by the pit suggests that the dissolved feature had the 
appearance of a sulphide inclusion. In the lower area to the right of the pit is 
a formation of a ring of blisters. This seems to indicate a lateral growth of the 
pit formed at the inclusion, undercutting the passive film in the process. It is 
not clear what the contents of the ring are and no pores can be seen. 
However, its presence in the vicinity of the pit suggests a build-up of pressure 
from the pit initiation process under the film. Pickering[140] explained that as 
a result of a drop in potential to the active region of a pit, hydrogen evolution 
might take place. Bargeron and Givens[141], studying the early stages of 
pitting on aluminium, reported blister formation, which they suggested, was 
due to hydrogen evolution from the base of the pit, undercutting the oxide film 
near the pit.
Figure 5.6(c) shows an open, wide depression around a hard inclusion, 
similar in appearance to the inclusion in Figure 5.6(a). The appearance of the 
depression around the inclusion suggests a lateral growth from the inclusion 
area into the stainless steel matrix. It can be argued that the inclusion was 
surrounded by a more soluble non-metallic particle, which had been 
completely dissolved by the 30-second exposure to solution. The formation of 
stabilised pits and etched surface of the steel after the 30-second exposure 
have indicated that a shorter time Is more applicable in preserving the 
corrosion attack in its embryonic form for subsequent surface analysis.
In the sections that follow, secondary electron images as well as Auger I EDX 
maps will be presented of some sulphide inclusions and a number of multi­
oxide inclusions, showing varying extents of pitting activity, after ten seconds 
of exposure in solution.
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5.3: Auger / X-ray maps of pitting initiation at manganese sulphide inclusions:
The inclusion string in Figure 5.7 is shown by the X-ray maps displayed to be 
manganese sulphide. It can be seen from the secondary electron image that 
crevices have been formed at the inclusion site on exposure to the 
electrolyte. The white patches that have spread over the surface around the 
inclusion site appear to be signs of staining from the electrolyte. After 
exposing the sample to the electrolyte, It was quickly washed in “Milli Q” 
water for less than 1 second. This short washing time has been adopted in 
previous studies by Baker and Castle[7,8] to prevent any corrosion products 
that are formed from pitting attack being washed away. It is possible, 
therefore that some remnants of the electrolyte could remain on the sample 
surface after washing. The Cl Auger map, though of low contrast, is in 
agreement with the morphology of the white stain patches around the 
inclusion. It is not clear, though, whether this chlorine signal could also be a 
feature of corrosion product from the attacked inclusion.
It has been proposed by Castle and Ke[75] that during exposure, iron 
dissolves from the matrix side of the microcrevice and results in precipitation 
of an iron “oxide” cap over the pit formed at MnS inclusions. The Fe Auger 
and X-ray maps show that this was not the case with the pitted site. In 
contrast, the O distribution is fairly uniform across the steel and inclusion 
surface, suggesting that a film, which could be a derivative of the passive 
oxide, may exist over the pit. The Auger S signal is very strong within the 
inclusion area but is not significant in its vicinity. The absence of any sulphur 
deposits in the area surrounding the inclusion could be due to the fact that 
any such deposits would not have stabilised after the short exposure time 
and could possibly have been washed away by the post-exposure cleaning 
routine. The Auger and EDX spectra taken from the centre of the inclusion 
are presented in Figure 5.8.
Figure 5.9 relates to an inclusion of mixed composition showing pitting attack 
after 10 seconds of exposure. The secondary electron image shows the
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Figure 5.7: Auger I EDX maps of a dissolved manganese sulphide inclusion.
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Figure 5,8: Auger and EDX spectra taken from dissolved manganese 
sulphide inclusion of Figure 5.7.
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Figure 5.9; Auger / EDX maps of an inclusion composed of MnS together with 
an oxide component.
inclusion to be a string of particles, less than 2 pm in width. It can be inferred 
from the X-ray maps that the inclusion group is composed mainly of 
manganese sulphide. The pitting activity seems to be concentrated within the 
inclusion area, as there is no evidence of corrosion products or deposits in the 
vicinity of the inclusion. There is a good match between the Auger maps of 
both S and Mn, especially, within the inclusion area, which when compared to 
the X-ray maps, indicates that there is no shell or layer covering the site. The 
strong signal in the 0  Auger map is due to the oxide content of the passive 
film, but there is an indication also that the chromium oxide content of the 
inclusion has a more superficial presence. This could be inferred from the 
observation that the chromium signal from the inclusion is richer in the Auger 
map than the X-ray.
5.4: Inception of pitting attack at multi-oxide inclusions.
It has been stated in Chapter 2 that oxide inclusions are less susceptible to 
attack in chloride-containing media than manganese sulphide particles. Thus, 
pitting initiation on stainless steels provoked at their sites is a relatively rare 
event compared to its occurrence at sulphide inclusions. To date, very few 
workers have reported pit formation at oxide inclusions. In fact, Szklarska- 
Smialowska et al[78] pointed out that when there are no sulphide shells 
present on oxide inclusions, they remain inactive to the electrolyte. Castle 
and Ke[75] also found that during exposure to 3.5% NaCl solution, multi­
element oxide inclusions without sulphide shells did not dissolve, though a 
pick-up of chloride ions was noticed in their vicinity. However, Baker and 
Castle[8 ], studying pitting initiation at inclusions of Al/Mn/Ti/Cr oxide In 0.5M  
H2SO4 + 0.5M NaCI + 0.08% H2O2 found that, though most inclusions had 
remained inert to the electrolyte, a few had nucleated pits, some of which had 
associated corrosion products around them.
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5.4.1: Analysis consideration of multi-oxide inclusions.
The relative inactivity of the complex oxide inclusions is due to their 
insulating nature, on one hand, and their electrochemical inertness on the 
other. These characteristics posed problems in Auger analysis undertaken in 
this work. Firstly, the search for evidence of pitting attack at oxide inclusions 
in the SEM mode had to be careful and intensive. Secondly, electrostatic 
charging was often encountered in many instances and much reduced 
specimen current had to be used in an attempt to obtain a reasonable Auger 
signal. The reduced Auger signal intensity caused most maps acquired to be 
impoverished. These difficulties were further compounded by the presence of 
increased levels of hydrocarbon contamination around most oxide particles, 
though the steel surface remained clean. Being relatively hard features on 
the steel surface, they may have entrapped pockets of excess contamination 
from the polishing of the samples, which had not desorbed in the subsequent 
cleaning process. As a result, the cleaning routine had to be intensified, and 
in some cases, argon-ion etching was effected before exposing the samples 
to the electrolyte. Despite the difficulties encountered, as outlined above, a 
number of successful results were obtained and these will be reported in the 
sections that follow.
5.4.2: Auger /  EDX maps of multi-oxide inclusion before exposure to solution.
The set of maps recorded in Figure 5.10 shows a typical multi-oxide inclusion 
before the sample was exposed to the electrolyte. The X-ray maps identify 
the feature to be of complex composition. The central region of the inclusion 
is composed of a mixture of Al, Mn and Cr and the flanks are, clearly, 
composed of a blend of Ca and Si, with Al. The impoverishment of Fe in the 
X-ray map is indicative of a discrete inclusion. In spite of the low contrast of 
the Auger maps, it can be discerned that the surface of the inclusion is rich in 
an oxide of aluminium, with patches of chromium and manganese also
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Figure 5.10: Auger I EDX maps showing the complex composition of a multi- 
oxide inclusion, before exposure to solution.
present. Though most of these inclusions are generally inactive, the different 
oxide phases that constitute them will have varying degrees of solubility, if 
any, in aqueous environment. Therefore, it is expected that on exposure to 
the test solution, the more soluble components will be selectively dissolved.
5.4.3: Auger / EDX maps of multi-oxide inclusions after exposure to solution
It has been stated in Section 5.4.1 that, owing to the stable nature of their 
component phases, the response of the multi-oxide inclusions to the 
electrolyte is expected to be complex. In Figure 5.11, the Cl Auger map 
shows that the effect of the solution on the inclusion has caused pitting attack 
to be initiated at a specific site. The X-ray maps indicate the site as rich in 
calcium and sulphur, but deficient in any of the main components of the other 
parts of the inclusion, such as Al, Mn, Cr and Si. It can be inferred that this 
component (about 2pm in size) is situated at the boundary between the main 
inclusion and the steel, and is composed of a sulphide of calcium. The 
surface of the steel in the immediate neighbourhood of the inclusion has 
been covered with sulphur. The Cl Auger map can be seen to be locally 
associated with the calcium sulphide component of the inclusion and the 
strong S Auger map depicts the surface sulphur to have originated from this 
same particle. Though most sulphide inclusions found in the steel samples 
contain mainly manganese, calcium sulphide formation in steels is not 
unusual. Calcium has a strong deoxidising and desulphurising effect on steel, 
in calcium treated steels, manganese sulphides are reduced In number and 
size, and they are transformed to Ca-Mn sulphides with properties depending 
on the calcium content of the sulphide[142]. The Mn X-ray map, however, 
precludes the presence of MnS. This calcium sulphide easily decomposes in 
aqueous media. It appears to be the only soluble component of the inclusion 
as there is no indication of attack at any other component.
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Figure 5.11: Auger / EDX images of a multi-oxide inclusion showing release 
of sulphur from a component phase.
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Figure 5.12: X-ray images of blister formed over pit at a calcium sulphide 
component of a mixed inclusion.
In Figure 5.12 is shown an oxide of Al, Mn and Cr together with a phase that 
appears to be mainly calcium sulphide. The chlorine signal is strong around 
the perimeter of the blister, coinciding with the dark regions of the blister in 
the micrograph. There is an enrichment of sulphur, which is clearly 
associated with the calcium, though there is also a spread of sulphur around 
the entire site. The chlorine map indicates that the attack was initiated at the 
calcium sulphide phase causing a build-up of a chloride compound under the 
original passive film, raising the film above the surface. The spread of sulphur 
appears to confirm the observation in Figure 5.11 that where there is a 
calcium sulphide phase present in a mixed inclusion, that phase is 
preferentially attacked and sulphur is released and spread around the 
inclusion site. It is worthy of note that the dispersion of sulphur from the 
dissolving calcium sulphide has covered much of the inclusion site unlike the 
ring formation of sulphur compounds around MnS inclusions reported by 
Castle and Ke[75].
An oxide inclusion feature displaying a different morphology from that of 
Figure 5.12 is shown in Figure 5.13. In Figure 5.12, the blister had only 
partially covered the inclusion site. However, Figure 5.13 shows a raised 
feature that has surrounded the entire inclusion. Similar to Figure 5.12, the 
blister has collapsed in the central region where the pit has been formed. The 
composition of the inclusion can only be partially determined from the X-ray 
maps as containing a mixture of Ca and Mg. The depletion of Fe, Cr and Mn 
and the rather strong Cl X-ray signal from the central region, indicates that 
the pitting attack was initiated around the Ca / Mg containing phase. The O 
Auger map shows that the blister is not a surface deposit but rather, part of 
the original passive film. There is a strong presence of sulphur in the raised 
parts of the blister, as revealed by the S Auger map. The Auger map of 
chlorine is weak, but it indicates the possible presence of a corrosion product 
under the blister. The large sulphur deposit in the blister shows an obvious 
surface enrichment, from the S Auger map, and can be inferred to be a 
similar product to that of Figure 5.11, which would have originated from the 
calcium containing phase of the inclusion. The presence of magnesium in
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Figure 5.13: Auger / EDX images showing selective attack at a component 
phase of a multi-oxide inclusion.
the inclusion adds an extra dimension to the complicated composition of the 
oxide inclusions studies in the stainless steel samples. In the previous 
inclusions observed, no magnesium containing phases were detected. 
However, the oxide of magnesium is a relatively soluble component in acidic 
media and like the calcium containing components, contributes to the 
susceptibility of the otherwise stable oxide inclusion to pitting initiation.
Apart from the chemical changes noticed at the inclusions discussed so far, 
there were a few other significant features observed at other inclusion sites. 
These features which showed characteristics of a formation of a silicate- 
containing membrane will be reported in the next section accompanied by 
Auger / EDX images.
5.4.4: Presence of silicate at pitted oxide inclusion sites
In the studies of pitting at oxide inclusions by Baker and Castle[8] silicon rich 
oxide deposits were found close to the pits. These deposits were attributed 
to, probably, a complex metal silicate formed as a result of a reaction 
between the corrosion products and silicon. The origin of the silicon was 
unclear and the inclusions themselves did not contain any silicon 
compounds. In this work, efforts were made to investigate the possibility of 
the silicate components of the multi-oxide inclusions playing a part in the 
corrosion pathway. So far in this investigation, it is the calcium component 
that has proved to be a key player in selective dissolution of the inclusions. 
Nevertheless, the presence of silicon rich features is expected to throw more 
light on the surface chemistry of the pits.
The micrograph in Figure 3.14 shows a dissolved inclusion over which a 
broken membrane is situated. The membrane is only partially covering the pit 
over the central area, revealing the pit base at its sides. The X-ray maps 
show the inclusion to be an oxide of Al, Mn and Si, with high calcium
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Figure 5.14: Auger / EDX images showing the presence of silicate-containing 
membrane over site of dissolved inclusion.
concentration under the membrane. Interestingly, the Auger maps show a 
surface enrichment of silicon around the membrane. The O Auger map shows 
it to be an oxide of silicon. There appears to be a spread of sulphur around 
the site, but it is unclear from the low contrast of the S Auger map whether 
this sulphur is a corrosion product or a residue from the solution. Aluminium 
seems to have played a part in the membrane formation but cannot be 
asserted with any certainty. The presence of the membrane over the pit as 
well as the Ca / Si content and location within the inclusion point to a soluble 
form of silicate. Most oxides of silicon are stable at low pH of solution and, 
thus are not expected to undergo attack. On the other hand, the oxide of 
calcium is more soluble under those conditions. If the silicon is located as a 
mixed phase with calcium, then insoluble silicate ions will be precipitated by 
the preferentially leached calcium ions and these could react with other 
species to form a complex compound over the pit. In spite of its pronounced 
presence in the bulk of the dissolving inclusion (as emphasised in the X-ray 
maps), calcium does not appear to partake in the superficial Auger signals. 
This could be due to Ca^* ions that are leached from the oxide undergoing 
hydrolysis to form the more stable Ca(0H)2 which is precipitated at the pit 
base.
5.4.5: Silicate dispersion at multi-oxide inclusions
The presence of silicate compounds over certain pitted sites on oxide 
inclusions is emphasised by the feature in Figure 5.15. The micrograph 
shows a deep pit formed at an oxide inclusion composed mainly of calcium 
silicate with aluminium and manganese. The membrane over the pit has been 
broken and it appears the pit content has been washed away. It is apparent 
from the edges of the pit that the remnant of the membrane Is attached to the 
passive film over the steel matrix to the left side of the membrane. Under the 
electron beam, the membrane was noticed to undergo drifting after acquiring 
the secondary electron image. This has caused the Auger and X-ray maps to
1 8 8
Auger Cr Auger O Auger Si
m f
Xray Al Xray Ca Xray Cr
Xray Mn Xray Si S. E. I
Figure 5.15: Auger / EDX images of silicate membrane over a pit. The soluble 
phase within the inclusion is responsible for the release of 
silicate.
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Figure 5.16: Auger / EDX images of pits formed at multi-oxide inclusions.
Silicate complexes are formed with elements from the corrosion 
products.
have shifted from the micrograph. Nevertheless, good signals were obtained 
from the site, as shown in the maps. There is no separation between the 
location of the oxide phases in the maps, especially in the X-ray mode. It can 
be inferred that the inclusion under the membrane is composed of an oxide 
comprising mainly of Ca and Si, though AI and Mn are also present at a lower 
concentration. Oxygen is enriched in both the pit area and within the 
membrane (from the O Auger map). Silicon is enriched within about 2 nm of 
the surface of the membrane and appears to have formed a complex 
compound with chromium. The X-ray maps show that chromium does not 
constitute part of the inclusion itself so the most likely source is the passive 
film over the steel matrix. The indication is that the dissolution of the calcium 
silicate phase of the inclusion has precipitated insoluble silicate ions out of 
the inclusion and these silicate ions have then formed a complex compound 
with elements from the passive film and even, possibly, from the solution. 
These silicate compounds cover the site of attack as membranous features, 
which due to their composition display different morphology and structure 
from the passive film.
In Figure 5.16, two open pits have been formed at oxide inclusion sites. The 
inclusions appear to have similar components as the inclusion of fig u re  5.15. 
The absence of calcium in the X-ray map of the upper pit could indicate that 
its calcium (as well as manganese) content had been leached out of the pit. 
The oxide of manganese is soluble under the conditions of the sample 
exposure. It is interesting to note that a silicate compound has formed around 
both pits. The Cl Auger signal is stronger in the upper part where the silicate 
deposit has formed. This gives an indication that pitting attack had actually 
been triggered, causing depressions at the inclusion sites. In addition, the 
presence of chlorine in the Auger map agrees with the earlier assertion that 
the products formed by the leaching of calcium from the inclusions are 
complex and could include other elements not present in the inclusions. The 
Fe Auger map was unsuccessful, but it is possible that the chlorine signal 
originates from iron chloride as a corrosion product.
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5.5: Discussion
With the role of MnS inclusions In pitting initiation widely reported (Section 
2.^4 .1 ), the emphasis in this work is placed on the response of other 
inclusions or inclusion phases which are mainly calcium-containing 
compounds to electrolytic media. In the stainless steel samples studied, 
pitting initiation was observed (besides the MnS inclusions) at two types of 
inclusion. These are (a) calcium sulphide particles which had formed as 
discrete phases within multi-oxide inclusions, as in Figures 5.11, 5.12 and 
5.13 and (b) complex oxides comprising of aggregates of silicates of calcium 
and other metals such as aluminium and manganese.
5.5.1 Susceptibility of calcium sulphide to pitting initiation.
The origin of the calcium sulphide particles has been stated in Section 5.4.3. 
The susceptibility of CaS to pitting initiation is largely due to its ability to 
decompose easily in acidic media. In the study of corrosion of ferritic steels in 
salt fog, Kinoshita et al [143] observed that pitting corrosion was initiated at 
both CaS and (Ca,Mn)S, which either exist as single phase inclusions or 
surround Ca-aluminates. Around the pits were precipitates, which contained 
Ca and S.
Similar to the proposals by Wranglen[4] and Eklund[75], on the mechanism of 
pitting initiation at MnS inclusions, the attack at CaS inclusions involves:
(1) Adsorption of chloride ions on the surface of the CaS inclusion as 
illustrated in Figures 5.11 and 5.12.
(2) Oxidation of sulphur at the interface between the inclusion and the 
solution according to the reaction:
CaS + 4 H2O -------   + s o / -  + 8 H* + 8 e‘
which decreases the pH around the inclusion and at the micro-crevice
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formed at the inclusion / metal boundary
(3) The adsorbed chloride ions then prevent any sulphur-containing ions 
from accumulating at the inclusion site, as a result of which they diffuse to 
the vicinity of the inclusion.
(4) At low pH values, H2S which is formed by the reaction
CaS + 2H* — ► Ca^* + H2S
disturbs the adsorption of O to the surface of the steel and promotes 
corrosion by decreasing the cathodic polarisation of the steel, thereby 
rendering the inclusion anodic.
Thus, the sulphur deposits that were observed in the S Auger maps of Figure 
5.11 and 5.13 can be ascribed to local cathodic activity. Williams and Zhu, at 
a recent international conference on passivity[81], indicated that formation of 
sulphur-rich stains around sulphide inclusions is a necessary preliminary to 
the initiation of a pit. They proposed, by scanning electrochemical microscopy 
measurement, that a very high local current density (> 1 Acm )^ occurs at the 
dissolving inclusion and this leads to a significant local concentration of 
chloride under the sulphur deposit. In the case of Figure 5.13, the 
morphology of the surface sulphur deposit has been influenced by the 
geometry of the collapsed blister around the inclusion site. However, the 
intense chlorine signal in the X-ray map agrees with the proposal put forward 
by Williams.
The phenomenon of cathodic activity around pits has been demonstrated in 
past studies at Surrey. Apart from the annulus of sulphur compound around 
MnS inclusions reported by Castle and Ke[75], Daud[139] observed rings of 
Mg(0H)2 deposited as an annular cathode surrounding pits formed In MgClz 
solution. In this work, the deposits observed around the pits had not 
stabilised to clearly define any real geometry like a ring formation, possibly 
due to the short exposure time of ten seconds. However, the behaviour of the
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calcium sulphide particles studied lends significant contribution to the 
rationale behind pitting initiation on stainless steels.
According to Williams, the high-rate dissolution of sulphide inclusions, 
opposed to oxide inclusions, is due to substantial chromium depletion of the 
steel in the immediate vicinity of inclusion, during processing. The main 
factors involved are variation of diffusion, reaction and cooling rates. The 
chromium depletion is caused by an initial accumulation around 1350°C, 
followed by a rejection of chromium as the temperature of the steel falls 
further after melting. However, the Williams model could not measure the 
variations in composition within and around actual inclusions because of 
insufficient spatial resolution of the analysis technique employed (electron 
probe microanalysis) caused by electron-beam spreading. Consideration was 
therefore given in this work to ascertain the distribution of surface elements 
around both sulphide and oxide inclusions prior to exposure in the electrolyte.
A V.G. MICROLAB (II), with features similar to the V.G. MA500, but with a 
multi-detector system for higher sensitivity was used in acquiring 128 x 128 
pixel Auger maps on one stainless steel sample without exposure to the 
electrolyte and after argon-ion etching to minimise hydrocarbon 
contamination on the sample surface. The maps obtained are displayed in 
Figure 5.17 (sulphide inclusion) and Figure 5.18 (oxide inclusion), 
respectively, it is interesting to deduce
from the maps that in the case of the sulphide inclusion, while Fe and O are 
enriched in the immediate perimeter of the inclusion, Cr shows a substantial 
impoverishment. The oxide inclusion shows a sharp contrast, in that, there is 
a significant presence of both Fe and Cr in its vicinity with the latter being 
even more dominant. The results, as depicted in the Auger maps, support the 
Williams model and, thus, provide supplementary evidence to the reasons 
put forward to explain the preferential solubility of sulphide inclusions over 
their oxide counterparts.
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Figure 5.17: Auger maps of a sulphide inclusion showing chromium
depletion in its immediate vicinity (taken after argon ion etching 
before exposure to electrolyte).
Auger Fe Auger Cr Auger Mn
Auger AI Auger O S.E.I
Figure 5.18: Auger maps of oxide inclusion on stainless steel, after argon 
ion-etching, without exposure to the electrolyte.
[There is a strong presence of Cr in the immediate vicinity of 
the inclusion].
The other pitting nucléation process encountered in this work, though few 
and far between, involves selective attack of the oxide inclusions. The 
complex nature of the chemical composition within the oxide inclusions 
makes it difficult to accurately establish the chemical processes involved in 
pitting initiation at their location. This is partly due to the fact that theoretical 
predictions of the chemical stability of oxides, as provided In the 
literature[144], are based on single-component oxides.
The oxides generally have a low conductivity, compared to the stainless steel 
matrix, and will normally not partake in electrochemical reactions. However, 
the geometry of the inclusions as in Figures 5.6(a) and (c) means that a 
micro-crevice exists at the inclusion / metal boundary where the passive film 
is discontinuous. Metal close to the head of the micro-crevice is exposed to 
aggressive chloride ions from the bulk solution as the inclusion remains 
electrochemically cathodic to the matrix. Subsequently, metal dissolution will 
occur as the pH of the micro-crevice is reduced. In addition, these oxide 
inclusions act as stress-relieving points in the metal oxide, and will introduce 
variations in the potential across the steel surface[11].
In Figure 5.13, the Cl Auger map shows a build-up of chloride at the outskirts 
of the inclusion itself. For a longer exposure time, (Figure 5.6 (a) to (c)) the 
pitting initiated at the micro-crevice propagates in the absence of a salt film at 
the pit base and deep stabilised pits result.
5.5.2: The role of calcium silicate in the response of muti-oxide inclusions to 
electrolyte:
To offer an explanation for the behaviour of the oxide inclusions on exposure 
to the solution, reference is made to activity -  pH diagrams[144], which give 
the influence of pH on their solubility. It must be mentioned, though, that 
these diagrams only give approximate representation of the corrosion 
behaviour of the oxide inclusions and do not account for all the complex
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reactions that are expected to occur. For example, the effect of aggressive 
anions, such as Cl", which is the principal promoter of metal dissolution at the 
inclusion / metal interface, is not taken into consideration. However, activity -  
pH diagrams, in their present state, are a useful tool for the prediction of the 
response of the oxide inclusions to aqueous media. They have been used to 
assist the understanding of the initiation and growth of pits at oxide 
inclusions[8]. In those diagrams, the activity of each main oxide component 
was taken as unity, and its variation with pH as well as that of other 
associated compounds in the reaction, were shown in the data[8].
Almost all the oxide inclusions observed in this work have been found to 
contain silicon, as part of a complex blend of phases, which mainly consist of 
Ca0 -Si0 2 -Al2 0 3 . Considering the behaviour, so far observed, in the presence 
of the solution, there is growing evidence that calcium is a key player in the 
pitting initiation process. Generally, the oxide of silicon is stable in acidic 
media except for alkali solutions which dissolve it as a silicate ion, SiOs "^, and 
the expectation is that such phases will remain inert in the presence of the 
electrolyte. However, certain regions composed of silicon together with 
calcium have undergone dissolution as in Figures 5.14 to 5.16. The alkali 
earth metal silicates are soluble in acidic media. Calcium oxide, itself, is 
unstable in water with respect to its hydroxide. It does tend to be hydrated 
rapidly:
CaO + H2O ---------  ^ Ca(0H)2
However, at low pH, the calcium hydroxide dissociates according to the 
reaction:
Ca(0H)2  ' Ca^* + 2 (0H )'
The hydroxide ions released in the process raise the pH of the micro-pit. If 
the pH is high enough (>13) and there is an oxide of silicon is present within 
the micro-pit, the silicon oxide undergoes hydrolysis
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SiOs + H2O ---- ► SiOs^  + .
Due to the 0.5 M H2SO4 bulk solution, the pH is not expected to rise to such 
high values, in which case, most silicate phases will remain stable. On the 
other hand, with a high concentration of Ca(OH )2  precipitated at the pit base, 
the hydrolysis of Si0 2 is feasible. Hydrolysis of Ca^ "^  ions also takes place
Ca^  ^ + 2 H2O ___, Ca(0H)2 + 2H"
The Ca(0 H)2, being a more stable product than the CaO, is then precipitated 
at the pit base and the SiOs^ then forms complex compounds with products 
from the attack on the metal side of the micro-pit. Baker[11] suggested that 
solvated ferric chloride, released as a corrosion product into solution, reacts 
with silicate ions to form a gelatinous iron silicate that precipitates onto the 
surface. The origin of the silicon was not clearly substantiated as majority of 
the inclusions examined in Baker’s studies showed an absence of silicon as a 
component element. This work has provided sufficient evidence to resolve 
the issue surrounding the origin of silicon associated with the multi-oxide 
inclusions.
The above explanation is consistent with the pits formed in Figures 5.14 to 
5.16. In Figure 5.15, the presence of the chromium signal together with 
silicon and oxygen in the Auger maps, with regard to the membrane over the 
pit, is indicative of the reaction between the SiOg^ and chromium from the 
passive film over the steel matrix to form a complex compound.
These results have confirmed that most multi-oxide inclusions are largely 
inert in electrolytic media. However, depending on their composition, certain 
phases, particularly, the oxide of calcium show selective attack which leads to 
release of insoluble silicates to react with metal salts to form surface 
precipitates.
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5.6: Peak fitting of Auger spectra with GOOGLY program.
The development of a complementary method for fitting peaks from XPS, 
based on the use of the shape and slope parameters, has been established 
and successfully applied to the study of the surface structure on passivated 
steel in Chapter 4. The Williams proposal[81], substantiated by the Auger 
maps in Figures 6.17 and 5.18, indicates that on a surface of a stainless steel 
sample, the alloy composition, particularly the chromium content, close (less 
than 10 pm) to sulphide inclusions varies from that of the general film. This 
variation in composition will affect film thickness measurements when made 
in the neighbourhood of inclusion sites, on a discrete sub-micron basis, by 
high spatial fesolution AES. Consequently, the roles of the shape and slope 
parameters for characterising compositional and thickness variations become 
operational in quantitative analysis of Auger spectra. It is, therefore, 
worthwhile exploring the possibility e f  extending the shape and slope 
parameters approach to Auger spectra.
Quantitative analysis of Auger transitions is more complex than of their 
photoelectron counterparts for reasons mentioned in Chapter 3. The fits from 
Auger peaks are therefore expected to be more complicated to characterise. 
It is envisaged, though, that this idea will form a basis for future investigation 
into the additional quantitative information that can be extracted from Auger 
spectra in relation to fixed inherent peak shapes and background structure 
associated with the spectra.
Auger spectra from one stainless steel sample (a) with an air film and (b) 
after chemical passivation were acquired on a VG MICROLAB (11) Auger 
Spectrometer instrument for subsequent peak fitting. An electron beam 
energy of lOkV, using a tungsten filament at a specimen current of 10 nA was 
employed. Auger spectra were acquired with a hemispherical analyser in the 
constant analyser energy (CAE) mode at 20 eV  for narrow scans. The choice 
of an electron beam excitation was made due to the fact that in X-ray induced
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spectra of a multi-element material such as stainless steel, there is an 
overlap of the regions of Auger principal transitions with those of other 
photoelectron peaks.
For peak-fitting in GOOGLY, only the Fe LMM triplet was chosen due to the 
fact that, for the other main elements present, the oxygen KL2,3L2,3 transition 
has almost identical energies with the Cr LMM triplet, hence interfering 
strongly with the chromium spectrum. An energy range of 550 to 750 eV was 
chosen for the iron spectrum to incorporate the L2,3M2.3M2.3, L2,3M2.3M4.5 and 
L2,3M4,sM4,5 transitions. In comparison, this energy range is four times as wide 
as that used for the peak-fitting of photoelectron peaks, owing to the 
excessive broadening encountered in Auger peaks. Each member of the 
triplet was split into three components, giving a total of nine component 
peaks for the envelope. Group 1 consisted of the highest energy, Group 2 the 
intermediate and Group 3 the lowest energy component of each member of 
the triplet.
After a number of trials, a choice of FW HM values (Table 5.1) was arrived at 
for the three groups, which increased successively from Group 1 to Group 3, 
i.e., 4.5, 7.8 and 7.9, respectively. Also, within each group, the peak area 
ratio between the triplet of peaks was 1 : 1.4 : 1.1 for the air-film and 1 ; 1.5 : 
1.2 for the passive film and this ratio was maintained consistently for all three 
groups.
The value of kappa for iron was initially fixed as the same for the oxide 
component used in fitting the photoelectron peaks, i.e., 0.095 (Table 4.7). In 
the course of the optimisation, this value was found to be too high for the 
Auger peaks so the program was left free to optimise a value for each of the 
three groups. The values returned by the program were 0.09, 0.07 and 0.06 
for groups 1, 2 and 3, respectively. These values were then fixed for 
subsequent iterations.
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Figure 5.19: Fclmm spectra from air-film on stainless steel. The triplet has 
been fitted with background tails having a slope parameter, Bi, 
constant for each group.
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Figure 5.20: Fglmm spectra from chemically passivated stainless steel. The 
triplet has been fitted with background tails having a slope 
parameter, Bi, constant for each group.
Table 5.1 : Parameter used for fitting Folmm Auger triplets of Figures 5.19 and 
5.20.
FWHM
(eV)
Kappa Bi parameter 
(air-film)
Bi parameter 
(passive film)
Group 1 4.5 0.090 0.00086 0.0011
Group 2 7.8 0.070 0.0003 0.0003
Group 3 7.9 0.060 0.0003 0.0003
Madden[145] has showed that unlike photoelectron peaks, shifts from Auger 
peaks are more complex to treat because of the extra hole in the final state. 
The chemically induced changes in Auger spectral shape include the 
appearance and disappearance of peaks, changes in the widths of lines in 
the spectrum and changes in the relative intensities of spectral features[145]. 
These changes account for significant uncertainty in not only the intrinsic 
shape of the peaks, but also the choice in FW HM and peak areas for fitting 
the iron Auger spectra.
Yin and Tsang[146] showed that there is a considerable difference in 
screening between the 3p (inner) and 3d (valence-band) holes. As a result, 
the splitting between the p- and d-orbitals of the L3M2.3M2.3 transition is more 
pronounced than the L3M2,3M4.5 transition of the 3d transition metal series, as 
the number of d electrons increases in the latter and becomes more 
localised. In that respect, the L3M2.3M4.5 transition retains its free-atom 
character as the energy change is imparted to the 3d electron alone, in the 
case of the L3M4,5M4.5 transition, both electrons originate from the 3d band 
and the net change is then shared between both equivalent electrons in a 
one-step process making the transition retain its band character.
The factors outlined above contribute to the uncertainty in assigning regular
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values of peak parameters like kappa, FWHM and peak area to the 
components of the iron Auger triplet of peaks. However, as shown in Figures 
5.19 and 5.20, for the air-formed and passive films, respectively, reasonably 
good fits were obtained with the optimised parameters. The principal 
parameter that clearly distinguishes the two spectra is the background slope, 
Bi, which varies from 0.00086 for the air-film to 0.0011 for the passive film. 
The significance of the rise in value of Bi is that, on transforming to a passive 
film, the substrate iron signal emanates from a deeper level relative to the top 
surface than the same signal relating to the air-film. For reasons stated 
above, Bi values for chromium have not been obtained but it could be 
inferred from the angular profile in Figure 4.9 that on passivation, formation of 
a chromium enriched surface is favoured to the detriment of dissolution of 
iron. Generally, measurement of the electron take-off angle, 0, in the Angular 
XPS technique, does not strictly apply to electron beam induced Auger 
spectra as the small spot size of the beam in relation to local sub-micron 
topography leads to large variations in the actual value of 0 for theoretical 
considerations. Geometrically, the Auger spectra were acquired at 60° 
relative to the sample surface. However, in comparison, the Bi values derived 
from the Auger spectra are equivalent to 90° for those obtained in the 
Angular XPS approach (Table 4.7). It would be useful to relate the Bi values 
of the Fe LMM spectra to the modified slope, B(d), relationship of Figure 
4.34. However, appropriate sensitivity factors of the Auger peaks need to be 
derived to achieve a meaningful incorporation into the method of effective 
thickness estimation established with B(d). In spite of the inherent drawbacks, 
the exercise of peak-fitting the Fe Auger spectra has been worthwhile and 
can be viewed as a validation of the background slope consideration 
explored in Chapter 4.
The spectra of Figures 5.19 and 5.20 do not relate to any particular 
inhomogeneities, having been acquired from the general film on the steel 
surface. Nevertherless, the results from the fits serve as a basis for aiding 
future studies intended for local compositional and thickness measurements
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in the immediate vicinity of inhomogeneities found on the surface of materials 
such as steel.
5.7; Investigation into extent of uniformity of passive film on steel.
As has been shown in the previous section, development of curve-fitting 
techniques in AES may enable layer thickness measurement at localised 
areas on surfaces. In addition, XPS is also undergoing development to 
improve spatial resolution. The spatial resolution available in most XPS  
systems is limited to large areas (in the order of thousands of microns). In 
recent times, however, the advent of high-resolution spectrometers capable 
of smaller area analysis has offered the opportunity of surface 
characterisation by X-ray photons to be carried out at higher spatial 
resolution within the constraints of the analyser optics. With reference, again, 
to the Williams model[81], it has been shown that very close to sulphide 
inclusions in the steel, the alloy composition changes sharply, particularly 
that of chromium distribution. The effect that this and other local changes in 
the metallurgical structure will have on the general passive film can only be 
ascertained fay probing the surface with the aid of a high-resolution analyser. 
It was, therefore, found necessary to undertake a much more localised 
examination of the chemically passivated stainless steel studied in this work 
by probing the film formed with as small a spot size as possible.
The instrument used in this study is a V. G. Scientific Sigma Probe XPS 
instrument recently installed at Surrey. Analysis was done with a 15 pm spot 
size at five different points between two inclusion sites and at 50 pm interval 
between points. The survey Rafter 10 scans) and narrow spectra (after 50 
scans) of the Cr2p and Fe2p regions are presented in Figures 5.21 to 5.23 , 
respectively.
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Considering Figure 5.21, the most observable difference is the change in the 
relative intensity of the 01s (or C k l l )  peak from one point to the other. This 
variation infers that the overlying contamination layer is not uniform and may 
be patchy across the surface. The other peaks of interest, i.e., 01s , Cr2p and 
Fe2p, all display reasonably good similarity in terms of peak shape and 
intensity, background step and slope. Variations, if any, in these features are 
rather too subtle to infer any significant deviation from not only the 
composition but also the film thickness (estimated at about 2 pm by 
comparison with the data of Section 4.4.2), A closer examination of the Cr2p  
and Fe2p doublets is presented in Figures 5.22 and 5.23. The narrow scans 
show even more clearly the identical slopes on the background tail at each 
point. There is no apparent shift in the positions of the components of each 
peak. It could be argued that the metallic chemical state components show 
slight changes in intensity from one point to the other, but these changes are 
too small and inconsistent between the two elements to enable a meaningful 
characterisation to be made of them.
The similarity between the spectra closest to the inclusions (points 1 and 5) 
and those in between (points 2, 3 and 4) is an indication of the fact that on 
forming the passive film after exposure to the solution, any inhomogenieties 
in the surface prior to passivation are fairly well protected by the film. The 
optical resolution of the Sigma probe is not as high enough as that of the 
SEM on the Auger system. This limitation makes it difficult to accurately focus 
on the exact locations of the inclusions. Thus, it is possible that the X-ray 
photon spot was outside the region around the inclusions where changes in 
the alloy composition had been reported in Section 5.5.1.
Since Faraday’s[10] pioneering study of passivation, which he described as 
the formation of an invisible oxide film on a metal surface that prevents 
contact between the metal surface and the solution, one of the closest 
attempts at examining the uniformity or otherwise of the passive film was 
made by Shreir[1] who suggested that the passive film may be either 
substantially complete or partial in the sense that some areas of the metal
207
Bind ing Energy (eV)
35000
Ols
30000 - Fe2p
Cr2p
Cls
'kll
25000 -
■KLL
20000
I3O
Ü
'LMM
< 15000-
Ni2p
10000-
5000 -
Mo3d
1200600400 800 10000 200
Point 5, around 
inc. 2)
Point 4, (50pm 
from Inc. 2)
Point 3, (100pm 
from Inc. 2)
Point 2, (50pm 
from Inc. 1)
Point 1, around 
Inc. 1)
Figure 5.21: Survey spectra from five points around inclusion sites
on chemically passivated stainless steel. The spectra were 
acquired with high resolution analyser.
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Figure 5.22: Cr2p peaks taken from the five points of Figure 5.21.
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Figure 5.23: Fe2p spectra from the five points of Figure 5.21
surface remain completely passive while others are active. Film composition 
and thickness determinations such as those by Asami et al[27] have been 
based merely on an assumption that the film is homogeneous over the entire 
surface. This investigation, being a novelty, has provided qualitative evidence 
that the passive film on stainless steel is considerably uniform in both
Wou>
composition and thickness. W hat still remains to be resolved, however, is^this 
extent of uniformity applies to very close proximity (within about 5 pm) to 
pitted inclusion sites. This will then lead to a quantitative approach of 
characterising the structures on the steel surface on a more localised basis.
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CHAPTER 6
Conclusions
1) The use of hydrogen peroxide as a suitable oxidising agent has been 
shown to transform the air-film on stainless steels to a protective passive 
film without the use of applied potentials. Analysis of X. P spectra from 
steels of two different alloy compositions has shown that the passive film 
formed on chemically passivated steel is comparable in both composition 
and structure with that from electrochemical passivation.
2) Angular XPS has been employed to postulate a depth profile of the 
surface structures on stainless steel chemically passivated in a solution of 
0.5 M H2SO4 + 0.5 M NaCI + 0.08% H2O 2. The ensuing layer structure has 
revealed a good match between the calculated and experimental 
compositions. The three-layer structure obtained consisted of a superficial 
contamination layer, an overlying layer of oxide of chromium and iron and 
a substrate of iron, chromium and nickel, having the original alloy 
composition. This structure is comparable to that formed 
electrochemically.
3) Time-of-flight SIMS analysis has been undertaken on chemically 
passivated stainless steel. The ToF-SIMS depth profile has validated the 
surface structure of the Angular XPS approach. In addition, this part of the 
work has highlighted the role of SIMS in the study of passive films in 
complimentarity with XPS.
4) The examination of the passive film on stainless steel has been employed 
to illustrate the essentials of the background slope consideration. The 
spectra have revealed that the very large extrinsic background associated 
with the iron peak, in comparison with the chromium peak, is a direct 
result of the negative concentration gradient in iron, which is high in the 
substrate metal and low in the overlying oxide. Chromium has been shown
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to display the reverse behaviour with enrichment in the oxide film. This 
trend supports earlier finding in the literature that iron dissolution occurs 
on passivation to the benefit of chromium enrichment.
5) A  very important aspect of this work has been the use of a modified 
polynomial function to develop a slope parameter. This parameter, Bi, 
approximates the Tougaard background function and varies with extrinsic 
background of the spectra. The principal peaks of the spectra, i.e., C1s, 
01s, Cr2p and Fe2p have been fitted with intrinsic background shape, k , 
using the program GOOGLY. The peak fitting showed that the expected 
differences in background slope with electron take-off angle can be 
accounted for by the use of a compound specific modified Shirley 
background, associated with each component of the peak, and the use of 
the polynomial function. Furthermore, the slope of the extrinsic 
background within close proximity to the peak has been shown to 
correlate to the arrangement of layer sequences on the material surface 
and to provide a first estimation of overlayer thickness during routine 
curve fitting.
6 ) The initiation of pitting corrosion on stainless steel has been studied by 
chemical exposure to a solution of 0.5 M H2SO4 + 0.5 M NaCI + 0.08%  
H2O2 for exposure times of 30 and 10 seconds,'respectively. SEM images 
of the 30-second exposure revealed stabilised pits, while the 10 second- 
exposure showed the pits in their very early stages. The high spatial 
resolution afforded by SAM, combined with EDX analysis, has confirmed 
that manganese sulphide inclusions are more easily attacked than multi­
oxide inclusions. Auger / EDX maps showed that most oxide inclusions 
remained inert. However, regarding the few that show evidence of attack, 
the results infer selective attack, which is dependent on their composition. 
Calcium has been shown to be the key element that determines the 
solubility of oxide inclusions, most of which were found to contain varying 
concentrations of mixed silicates. It is proposed that selective dissolution
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of the calcium oxide phase of the inclusions releases silicate ions which 
then react with other ions to form insoluble deposits.
7) An additional insight into the chemical changes responsible for the high- 
rate dissolution of sulphide inclusions has been illustrated by the aid of 
Auger maps. Chromium depletion within a region of less than 5 pm from 
the location of sulphide inclusions has been attributed to higher 
susceptibility of sulphide inclusions to aggressive media. The Auger maps 
also showed that, with respect to oxide inclusions, the chromium 
distribution in their immediate neighbourhood remains unchanged from 
that of the matrix.
8) An attempt has been made at extending the intrinsic shape and 
background slope parameter consideration to fitting peaks from electron- 
beam excited Auger spectra. Though Auger peaks are more complicated 
to quantify, the exercise showed, with particular reference to the FeuMwi 
triplet of peaks, that good fits can be obtained with the resulting slope 
parameter values fairly comparable to those obtained using XPS.
9) The use of a high-resolution (V. G. Scientific Sigma Probe) XPS 
instrument has been made in characterising the passive film on stainless 
steel locally at different points on the surface. The results showed that "the 
film is reasonably uniform. They have also highlighted the need for further 
work in this area to probe more closely the nature of the film around the 
immediate perimeter of non-metallic inclusions on the steel surface. It is 
envisaged that this study would compliment the finding in (7), above, 
concerning the distribution of elements around the inclusions, which has 
been shown to be an important factor affecting pitting initiation in steels.
10) By and large, this work has emphasised the importance of combining a 
set of analytical techniques in probing the surface structures associated 
with the very early stages of pitting corrosion on stainless steels. It is
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envisaged that the various elements of information that have been 
developed and successfully applied to the steels can be extended to a 
wide range of other materials as a useful supplement to the expanding 
database available in the field of surface science research.
As a result of this work, the use of a chemical method of passivation, as an 
alternative to the conventional electrochemical route, has been proven to be 
reliable approach. It has been shown that apart from offering the additional 
benefit of avoiding the use of applied potentials, (which would otherwise 
disturb the surface chemistry of the material on withdrawal of the electrodes 
from the electrolytic medium) the chemical approach produces a passive film 
that is comparable to that formed electrochemically.
Future Work
The use of the modified slope parameter, B(d), has yielded a consistent 
correlation between the chemical state of the elements present in stainless 
steel and their location, as a first indication of layer sequence. It would be 
useful to extend this approach to other elements of homogenous samples 
with the view to deriving a universal relationship that will aid predictions of 
effective thickness in curve-fitting.
In addition, the fitting of Auger spectra, also within the slope parameter 
consideration of the GOOGLY program, can be applied to other elements to 
achieve a useful quantitative routine, based on appropriate sensitivity factors.
The use of high resolution XPS to study the uniformity of passive films could 
be extended to conventional electrochemical passivation, especially in the 
transpassive regime, where film breakdown is dominant.
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FIGURE CAPTIONS
Figure 2.1: Data showing the composition changes occurring on passivation as a function of 
chromium content of the passive film on iron-chromium alloys[33].
2.2: Schematic anodic polarisation curve for stainless steel.
" 2.3: Schematic polarisation curve for chemical passivation on Fe-18Cr-8Ni stainless
steel. Anodic polarisation, (curve JKLM); hydrogen evolution reaction, (curve HI); 
low concentration of oxidant, (curve DEFG) and high concentration of oxidant, 
(curve ABC).
2.4: Polarisation curves from 316 stainless steel measured in 0.1 M HOI showing (a) 
current spikes forming at potentials just below the pitting potential and (b) current 
transients forming on exposure to the electrolyte.
2.6: Schematic diagram of the four pitting initiation processes associated with 
Inclusions [84].
Figure 3.1: Schematic of the XPS process showing photoionization of an atom by the 
ejection of a Is electron.
“ 3.2: Diagram showing how electron relaxation contributes to the final state energy
“ 3.3: Fe2p spectra showing the importance of the satellites (S) in the identification of
chemical state as for (a) Fe(ll) and (b) Fe(III).
“ 3.4: Energy diagram in relation to the photoemission of an electron and its
passage through a simple analyser[96].
“ 3.6: Representative cases showing (a) the signal from the substrate with adsorbed 
layer, (b) the signal from the surface layer and (c) the intensity as a function of 
take-off angle for a surface layer covered with a contamination layer. (The key 
square indicates the layer from which the signal is obtained)[96].
" 3.6: Probability of Auger electron emission and x-ray fluorescence as a function of
atomic number
“ 3.7: A schematic diagram of an Auger emission in a solid (Auger KL1L2.3 transition)
“ 3.8: Diagram showing the escape depths of Auger electrons and X-rays at varying
voltages of the primary electron beam.
“ 3.9: V.G. MA 500 Scanning Auger Microscope with Link Analytical AN 10000
Computer
" 3.10: Schematic diagram of the MA 500 Electron Gun
" 3.11 : Schematic diagram of Concentric Hemispherical Analyser
“ 3.12: The total electron signal in an Auger spectrum of aluminium oxide. The different 
processes contribute electrons in different regions of the spectrum[119].
Figure 4.1: Electrochemical polarisation plot of stainless steel (Type B) in solution of
0.5M H2SO4 .4.2: Spectrum of chromium with a heavy overlayer of aluminium. The position of the 
Cr2p peak is only made apparent by the change in slope[124].
" 4.3: Survey spectra from stainless steel Type (A) showing comparison between (a)
air-formed and (b) chemically formed film.
4.4: Survey spectra from stainless steel Type (A) showing the comparison between
(a) chemically and (b) electrochemically formed film.
4.5: Survey spectra from stainless steel Type (A) showing (a) original chemically 
passivated steel (b)effect of argon-ion etching and (c) surface after re-exposure 
to solution.
" 4.6: Survey spectra from stainless steel Type (B)showing comparison between (a)
air-formed and (b) passivated film.
4.7: Survey spectra from stainless steel Type (B) showing relative changes in Cr and 
Fe contents of (a) air-formed and (b) passivated film.
4.8: The resultant match between calculated and experimental compositions as a 
function of angle. (The “E” in the legend represents the experimental data points 
and the calculated data are shown as lines).
4.9: The model depth profile of the calculated compositions as a function of depth.
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“ 4,10: ToF-SIMS spectra showing surface ions on chemicaiiy passivated stainless
steel after 0,1. 2, 8 and 12 minutes of etching.
4.11 : ToF-SIMS depth profile of passivated stainless steel showing variation of 
relative concentration of surface Ions with time of etching in minutes.
4.12: ToF-SIMS depth profile showing finer changes in surface ions at etching 
intervals of six seconds.
4.13: Cu3s peak fitted with (I) a Shirley and (II) a Tougaard background function.
4.14: (a)Construction of peak and background using a fixed value of kappa to define 
the background step, h.
(b) The choice of different values for the linear term in the polynomial (Equation 
4.5) creates a set of tails with a common origin at the peak centre. [The Cr2p 
peak of a passivated stainless steel].
4.15: The Cr2p spectra at four take-off angles, fitted using horizontal background tails 
and a fixed value of kappa.
4.16: The Fe2p spectra at four take-off angles, fitted using horizontal background tails 
and a fixed value of kappa.
4.17: A simple measurement of the gradient of the residual feature, using the Cr2p 
peak at 0 = 75°, as an example.
“ 4.18: Variation of residual gradient with 1/sin0 for Cr2p, Fe2p and 01s.
" 4.19: Fitting of Cr2p peak on passivated stainless steel at four take-off angles with
sloping tails having a common B\ coefficient.
4.20: Fitting of Fe2p peak on passivated stainless steel at four take-off angles with 
sloping tails having a common B’i coefficient.
4.21 : Fitting of O ls peak on passivated stainless steel at four take-off angles with 
sloping tails having a common B\ coefficient.
4.22: Fitting of Cl s peak on passivated stainless steel at four take-off angles with 
sloping tails having a common B\ coefficient.
4.23: Fitting of Ni2p peak on passivated stainless steel at 75° take-off angle with 
sloping tails having a common B\ coefficient.
" 4.24: Variation of relative slope with effective thickness.
4.25: Chromium with a titanium overlayer. Equally good fits can be obtained if the 
background is ascribed in any proportion to either peak[136].
4.26: The Cr2p peaks at four take-off angies, fitted using linear sioping tails having 
separate Bi coefficients.
4.27: The Fe2p peaks at four take-off angles, fitted using linear sloping tails having 
separate Bi coefficients.
4.28: The Ols peaks at four take-off angles, fitted using linear sloping tails having 
separate Bi coefficients.
4.29: The CIs peaks at four take-off angles, fitted using linear sloping tails having 
separate Bi coefficients.
4.30: The variation of relative slope, Bi, with overiayer thickness for Cr2p.
4.31 : The variation of relative slope, Bi, with overlayer thickness for Fe2p.
4.32: Bi vrs 1/sin0 for oxide layer and substrate alloy.
4.33: BiA vrs 1/sin0 for oxide and substrate alloy.
4.34: B(d) vrs Zj/sin0 for contamination, oxide and substrate alloy layers.
“ 4.35: The survey scan of passivated stainless steel. Note the different intensity of
background associated with the Cr and Fe2p peaks in the lower figure.
Figure 5.1: Pits formed at inclusion group composed, mainly, of sulphide particles.
5.2: An inclusion group that has remained inactive. There are no signs of pit formation 
in its vicinity.5.3: Auger and EDX spectra taken from inactive inclusion in Figure 5.2.
5.4: Multi-oxide inclusion group of compiex composition. Most of the particles show no 
signs of pitting attack.
5.5: Evidence of selective dissolution at a mixed inclusion site.
“ 5.6: Features observed after a longer exposure time of 30 seconds. The pits formed
appear stabilised.
5.7: Auger / EDX maps of a dissolved manganese sulphide inclusion.
5.8: Auger and EDX spectra taken from dissolved manganese sulphide inclusion of
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Figure 5.7.
5.9: Auger / EDX maps of an Inclusion composed of MnS together with an oxide 
component.
5.10: Auger / EDX maps showing the complex composition of a multi-oxide inclusion, 
before exposure to the electrolyte.
5.11 : Auger / EDX images of a multi-oxide inclusion showing release of sulphur from 
a component phase.
5.12: X-ray images of a blister formed over pit at a calcium sulphide component of a 
mixed inclusion.
5.13: Auger / EDX images showing selective attack at a component phase of a multi­
oxide inclusion.
5.14: Auger / EDX images showing the presence of silicate-containing membrane over 
dissolved inclusion site.
5.15: Auger / EDX images of silicate membrane over pit. The soluble phase within the 
inclusion is responsible for the release of silicate ions.
5.16: Auger / EDX images of pits formed at multi-oxide inclusions. Silicate complexes 
are formed with species from the corrosion products.
5.17: Auger maps of a sulphide inclusion showing chromium depletion in its immediate 
vicinity (taken after argon-ion etching, without exposure to electrolyte).
5.18: Auger maps of oxide inclusion on stainless steel, after argon ion-etching, without 
exposure to the electrolyte. [There is a strong presence of Cr in the immediate 
vicinity of the inclusion].
5.19: Fclmm spectra from air-film on stainless steel. The triplet has been fitted with 
background tails having a constant slope parameter, Bi.
5.20: FeLMM spectra from chemically passivated stainless steel. The triplet has been 
fitted with background tails having a constant slope parameter, Bi.
5.21: Figure 5.21 : Survey spectra from five points between two inclusion sites on a 
chemically passivated stainless steel. The spectra were acquired with a 
high-resolution analyser.
5.22: Cr2p spectra from the five points of Figure 5.21.
5.23: Fe2p spectra from the five points of Figure 5.21.
Tables.
Table 3.1: The relative intensities from surface and substrate layers at varying take-off 
angles relative to the sample surface. The sampled depth is expressed as 
multiples of the effective attenuation length, X.
Table 4.1: Chemical composition of material Type (A).
“ 4.2: Chemical composition of material Type (B).
“ 4.3: Experimental Angular Data in atomic%.
" 4.4: Calculated Angular data in atomic%.
“ 4.5: Postulated Depth profile Data in atomic%.“ 4.6: Parameters used for fitting Fe2p, Cr2p, O ls & CIs peaks with sloping tails having 
a common B'i coefficient.
“ 4.7: Parameters used in peak-fitting with sloping tails having separate Bi coefficients.
Table 5.1: Parameter used in fitting FetMw Auger triplets of Figures 5.19 and 5.20.
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