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We consider polynomial time algorithms for finding approximate solutions to the
ground state problem for the following three-dimensional case of an Ising spin glass:
2n spins are arranged on a two-level grid with at most nγ vertical interactions (0 ≤ γ ≤
1). The main results are:
1. Let 12 ≤ γ < 1. There is an approximate polynomial time algorithm with absolute
error less than nγ for all n; there exists a constant β > 0 such that every approximate
polynomial time algorithm has absolute error greater than βnγ infinitely often, unless P
= NP.
2. Let γ = 1. There is an approximate polynomial time algorithm with absolute error
less than n/lg n; there exists a number k > 1 such that every approximate polynomial
time algorithm has absolute error greater than n/(lg n)k infinitely often iff NP 6⊆ ⋂ε>0
DTIME(2nε ). © 1997 Academic Press
1. INTRODUCTION
Spin glasses represent one of the most challenging problems for solid state
and statistical physics. The prototype of a spin glass is a dilute magnetic alloy,
such as 1% of Mn or Fe embedded in Cu or Au.
Many models have been proposed to describe the behavior of these systems
and formal analogies have been made between one of these, the Ising spin glass
model (Barahona, 1982), and symmetric neural networks (Hopfield, 1982). One
of the most interesting open problems about the Ising spin glass model is the
determination of the ground states energy value (ground state problem). Bieche
et al. (1980) solved in polynomial time the ground state problem for an Ising
spin glass on a planar lattice where the interactions can have only two values.
Barahona (1982) proved that for a three-dimensional Ising spin glass with
nearest-neighbor interactions chosen randomly from {−1, 0, +1} there does not
exist any polynomial-time algorithm to compute the energy of the ground state
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unless P = NP. This result of NP-completeness makes it necessary to sacrifice
optimality and look for approximation algorithms which run in polynomial time.
For an Ising spin glass on a two-level grid such that the number of vertical
connections is at most
√
n, where n is the number of spins on each level, a lower
bound on the absolute error for any polynomial-time approximation algorithm
for the ground state problem has been given (Bertoni et al., 1994). In particular,
it has been shown that:
1. There is a polynomial-time approximation algorithm with absolute
error less than
√
n, for all n.
2. There exists a constant α > 0 such that every polynomial-time
approximation algorithm has absolute error greater than α
√
n infinitely often,
unless P = NP.
In this paper, we consider the general case of two-level weighted grids with
nγ ( 12 < γ ≤ 1) vertical connections at most, where n is the number of spins on
each level.
If γ < 1, we design a polynomial-time approximation algorithm with absolute
error nγ, proving that it is optimal up to a multiplicative constant.
If γ = 1, we show that there is a polynomial-time approximation algorithm
with absolute error O(n/lg n). To be more precise, we prove that there is a
parallel algorithm on PRAM CRCW that, with absolute error O(n/lg n), works
in time 0( n
ε+1 lg n
p + lg n), where p is the number of processors. Since in this
case only 
(nβ) (for all β < 1) lower bounds on the absolute error are proved
as a consequence of the conjecture P ≠ NP, the algorithm is not necessarily
optimal. We investigate the possibility of a lower bound n/(lg n)k for some k.
We prove that for every k there is a polynomial-time approximation algorithm
with absolute error less than n/(lg n)k iff NP ⊆ ⋂ε>0 DTIME(2nε ). Therefore,
under the assumption that the structural complexity conjecture that NP 6⊆ ⋂ε>0
DTIME(2nε ) holds, the existence of a lower bound 
(n/(lg n)k) on the error of
arbitrary polynomial-time approximation algorithms follows for a suitable k ≥ 1.
Since these results are obtained by applying methods developed in the field
of combinatorial optimization, in Section 2 we recall some basic concepts and
useful results in this area. In Section 3 we present the ground state problem,
in Section 4 and Section 5 the main results are stated, and in Section 6 they
are proved.
2. PRELIMINARY DEFINITIONS AND RESULTS
In this section some basic definitions and a few recent results about the approx-
imability of “difficult” combinatorial optimization problems are summarized; for
notational simplicity, definitions are given only for maximization problems.
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DEFINITION 2.1. A maximization problem  is defined by the triple 〈In, Sol,
w〉 where In denotes the set of the instances, Sol is a mapping that, given an
instance I ∈ In, provides the set of feasible solutions, and w is the objective
function that associates a nonnegative rational number (solution value) with
every couple 〈I, S〉, where I ∈ In and S ∈ Sol(I).
It is assumed that there is a “natural” notion of size |I| for every instance I
and of size |S| for every feasible solution S ∈ Sol(I) and it is required that:
1. the size of every feasible solution S ∈ Sol(I) is polynomially bounded
in the size of the instance I; i.e., there is a polynomial p such that |S| ≤ p(|i|);
2. the predicate S ∈ Sol(I) can be decided in time polynomial in |I| and |S|;
3. the objective function w can be computed in polynomial time.
For any maximization problem different formulations can be given: a decision
version, an evaluation version, and a constructive version. Formally:
Decision version: given an instance I and a positive rational k, decide
whether the couple 〈I, k〉 belongs to the set {〈I, k〉 | ∃ S w(I, S) ≥ k};
Evaluation version: compute the value w*(I) = maxS∈Sol(I) 〈w(I, S)〉;
Constructive version: find an optimal solution S* that is a feasible solution
such that w(I, S*) = w*(I).
As an example, we give the constructive version of the MAX CUT-3 problem:
MAX CUT-3.
Instance: G = 〈V, E〉 a graph of degree D ≤ 3.
Question: find a subset V1 ⊂ V such that the cardinality of cut(V1) is
maximum, where cut(V1) is the set of edges with one endpoint in V1 and one
endpoint in V \V1.
It is well known (see, for instance, Garey and Johnson, 1979) that, if
the decision version of a maximization problem is NP-complete, there is no
hope of finding “efficient” (i.e., polynomial-time) algorithms to solve both the
constructive and the evaluation version exactly, unless P = NP. Thus, one can try
and find only “good” approximate solutions in polynomial time; two measures
of the quality of an approximate solution are the absolute error and the relative
error.
DEFINITION 2.2. Given a maximization problem  = 〈In, Sol, w〉, let S ∈
Sol(I); the absolute error e(I, S) is
e(I, S) = w∗(I )−w(I, S),
and the relative error is
err(I, S) = e(I, S)
w∗(I )
,
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where w*(I ) = maxS∈Sol(I ) {w(I, S )}.
An approximation algorithm for a maximization problem  = 〈In, Sol, w〉 is
an algorithm A that, having as input a problem instance I, outputs a solution
A(I ) ∈ Sol(I ). We say that A is an approximation algorithm of level ε > 0
(equivalently, an ε-approximation algorithm) if, for every instance I, err(I, A(I ))
≤ ε.
The possibility of finding “good” approximate solutions for a maximization
problem can be formalized by the notion of the polynomial time approximation
scheme (PTAS).
DEFINITION 2.3. A maximization problem  is solved by a polynomial time
approximation scheme if, for every ε > 0, there exist an algorithm Aε, with
running time bounded by a polynomial in the size of the instance I, that outputs
a solution Aε(I ) such that err(I, Aε(I)) ≤ ε.
From the results on the approximability of NP-hard optimization problems
(Arora et al., 1992) and on the reducibility among them (Papadimitriou and
Yannakakis, 1988), it holds that there does not exist a PTAS for MAX CUT-
3, unless P = NP. It can easily be shown that this result can be extended to
connected graphs.
THEOREM 2.1. If NP ≠ P there exists ε > 0 such that, for every polynomial-
time approximation algorithm A for MAX CUT-3, there are an infinite number
of connected graphs I = 〈V, E〉 of degree 3 for which the solution A(I ) has a
relative error err(I, A(I )) ≥ ε.
3. THE GROUND STATE PROBLEM
A n × m two-level grid is a graph 〈V, E〉 such that
• V = {1, . . . , n} × {1, . . . , m} × {1, 2} is the set of nodes, n, m ∈ N;
• every node in V can be seen as an element in N3;
• given nodes x and y, if {x, y} ∈ E then the Euclidean distance between
x and y is 1.
The level l ∈ {1, 2} is the set of nodes of the type (x1, x2, l ); an edge of the
type {(x1, x2, 1), (x1, x2, 2)} is called a vertical edge (see Fig. 1).
Consider an Ising spin glass on a
√
n × √n two-level grid 〈V, E〉 with 2n
vertices. With each node x ∈ V, there is associated a variable σx with values
in {−1, 1}, indicating the spin orientation. With each edge {x, y} ∈ E there is
associated a weight Jxy, chosen in the set {−1, 0, 1}, indicating the interactions
between nearest-neighbor spins. In this way a weighted grid G = 〈V, E, J〉,
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FIG. 1.
where J : E → {−1, 0, 1}, is obtained. The energy of a spin configuration
σ = [σ1, . . . , σ2n] is given by the Hamiltonian
HG(σ ) = −
∑
{x, y}∈E
Jx, yσxσy,
and the ground states are those configurations which minimize HG.
Given 0 < γ ≤ 1, let γ be the class of the weighted grids G = 〈V, E, J〉 just
described, such that if 2n is the total number of nodes, the number of vertical
edges in E is at most nγ.
The problem of finding the ground state for weighted grids of the class γ is
formally defined as follows.
GROUND STATE(γ).
Instance: a
√
n ×√n two-levels weighted grid G = 〈V, E, J〉 ∈ γ .
Question: determine a spin configuration that minimizes the function HG :
{−1, 1}2n → Z defined as
HG(σ ) = −
∑
{x, y}∈E
Jx, yσxσy .
Barahona (1982) has proved that the decision version of GROUND STATE
(12 ) is NP-complete. This implies that, for γ ≥ 12 , GROUND STATE(γ) is NP-
hard; hence, it is interesting to estimate bounds on the error of polynomial-time
approximation algorithms for this problem.
Let H∗G denote the minimum energy value of a spin glass on the weighted
grid G ∈ γ ; i.e., H∗G = minσ HG(σ ). Given a polynomial-time approximation
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algorithm A for the GROUND STATE(γ) problem, we denote the spin con-
figuration given by the algorithm A on input G by A(G) and the corresponding
energy value by HG(A(G)).
In (Bertoni et al., 1994) a result is presented about the approximability of
1/2, obtained from a Turing reduction to MAX CUT-3.
THEOREM 3.1. If P ≠ NP there exists a constant α > 0 such that, for every
polynomial-time approximation algorithm A, there is an infinite number of grids
G = 〈V , E, J 〉 of the class 1/2 for which the following relation holds:
|H∗G − HG(A(G))| ≥ α
√|V |.
4. RESULTS: THE CASE γ < 1
In this section we evaluate the bound on the errors of polynomial-time
approximation algorithms for finding the ground state of the grids in all the
classes γ ( 12 ≤ γ < 1). First of all, we exhibit for GROUND STATE(γ) a
polynomial-time approximation algorithm with absolute error (|V |/2)γ, where γ
is fixed but arbitrary, 12 < γ < 1.
THEOREM 4.1. Given γ (0 < γ < 1), there exists a polynomial-time approxi-
mation algorithm A for GROUND STATE(γ) that, for all weighted grids G = 〈V,
E, J〉 of the class γ , finds a solution A(G) satisfying the relation
|H∗G − HG(A(G))| ≤ (|V |/2γ ).
Proof. Given γ (0 < γ < 1) and a two-level weighted grid G ∈ γ , it is easy
to verify that the associated energy function HG can be expressed as
H(ρ, φ) = H1(ρ)+ H2(φ)+ H3(ρ, φ),
where ρ, φ ∈ {−1, 1}n are the spin configurations of the upper and of the lower
levels, respectively, H1(ρ) is the energy contribution due to edges between nodes
of the upper level, H2(φ) is the energy contribution due to edges between nodes
of the lower level, H3(ρ, φ) is the energy contribution due to vertical edges.
Consider the following algorithm A for the approximate evaluation of the
energy absolute minima.
ALGORITHM A.
Input: a weighted grid G = 〈V , E, J 〉 ∈ γ ;
Step 1. compute ρ* := argmin(H1(ρ));
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Step 2. compute φ* := argmin(H2(φ));
Step 3. if H3(ρ*, φ*) < 0 then σ := ρ*, φ*, else σ := ρ*, −φ*;
Output: σ.
As shown by Bieche et al., (1980), the problem of finding the ground state
of Ising spin glasses on planar graphs can be reduced to a perfect matching
problem and solved in polynomial time (for instance, by Edmonds’ algorithm;
Edmons, 1965). Therefore, Algorithm A works in polynomial time. Moreover,
observe that:
1. H(σ) = H1(ρ*) + H2(φ*) + min{H3(ρ*, φ*), H3(ρ*, − φ*)} ≤ H1(ρ*)
+ H2(φ*), since H3(ρ*, −φ*) = −H3(ρ*, φ*);
2. recalling that H*(G) = minρ, φH(ρ, φ), we obtain:
H∗(G) ≥ H1(ρ∗)+ H2(φ∗)+min
ρ,φ
H3(ρ, φ)
≥ H1(ρ∗)+ H2(φ∗)− (|V |/2)γ ,
since H3(ρ, φ) ≥ − (|V|/2)γ for all ρ, φ.
From inequalities at points 1 and 2 it follows that
|H∗G − HG(A(G))| ≤ (|V |/2)γ .
This algorithm is optimal up to a multiplicative constant, since an 
((|V|/2)γ)
lower bound can be shown. In fact, it holds that
THEOREM 4.2. Given γ ( 12 < γ < 1), if P ≠ NP there exists a constant β > 0
such that, for every polynomial-time approximation algorithm A for GROUND
STATE(γ), there are an infinite number of grids G = 〈V, E, J 〉 of the class γ
for which the following relation holds:
|H∗G − HG(A(G))| ≥ β(|V |/2)γ .
Proof. Consider 12 < γ < 1 and α = (2γ − 1)/4(1 − γ), so γ = (4α + 1)/(4α
+ 2). Let fα be a function that associates with every grid G ′ ∈ 1/2 a grid G
= 〈V, E, J〉 obtained by putting n2α separate copies of G′ close to each other,
where 2n is the number of nodes of G′. It can be easily verified that G belongs
to the class γ : |V| = 2n2α+1 = 2N and the number of vertical edges is n2αn1/2 =
n(4α+1)/2 = n(2α+1)γ = Nγ.
Given a polynomial-time approximation algorithm A for GROUND STATE(γ),
we construct an algorithm A′ for GROUND STATE(12 ) as follows.
ALGORITHM A′.
Input: a weighted grid G ′ = 〈V ′, E ′, J ′〉 ∈ 1/2;
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Step 1. G := fα(G ′);
Step 2. apply the algorithm A to the grid G; A finds a configuration of G
and so n2α configurations of G′, where 2n = |V ′|;
Step 3. Cmin := configuration of G ′, chosen among all those found in the
Step 2, with the minimal-energy value;
Output: Cmin.
Since A works in polynomial time p(n) and the critical Step 2 requires p(n2α+1)
time, A′ works in polynomial time. As algorithm A′ is a polynomial-time
approximation algorithm for grids belonging to the class 1/2, by Theorem 3.1,
we can state that there exists a constant β > 0 such that for an infinite number
of grids G ′ ∈ 1/2
|H∗G′ − HG′(A′(G′))| ≥ β
√
n.
Since HG is the sum of the energies of the n2α grids composing G, |H∗G −
HG(A(G))| is the sum of the absolute errors made on each grid composing G.
With |H∗G ′ −HG′(A′(G ′))| being the minimal error made on an infinite number
of grids of the class 1/2, it follows that
|H∗G − HG(A(G))| ≥ n2α|H∗G′ − HG′(A′(G ′))|
≥βn2αn1/2 = βn2α+1/2 = β(|V |/2)γ
for an infinite number of grids G ∈ γ .
5. RESULTS: THE CASE γ = 1
For every 12 ≤ γ < 1 we have exhibited an optimal (up to a multiplicative
constant) polynomial-time approximation algorithm with error (|V|/2)γ. This
result cannot be extended to the case γ = 1; in fact we show a polynomial-
time approximation algorithm for GROUND STATE(1) with a sublinear O(|V|/
lg |V |) bound on the error. Moreover, we prove that the problem can be solved
at this level of error by an efficient parallel algorithm.
THEOREM 5.1. For all ε > 0, there exists an approximation parallel al-
gorithm Â on PRAM for GROUND STATE(1) that, for all the weighted grids
G = 〈V , E, J 〉 of the class 1, finds a solution Â(G) with error
|H∗G − HG(Â(G))| <
13
ε
|V |
lg |V |
in time O(|V |ε+1 lg |V |/p + lg |V |), where p is the number of processors.
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FIG. 2.
Proof. Let us consider m × m two-level weighted grid S. We call the set of
nodes {(k, x2, l) | 1 ≤ x2 ≤ m, 1 ≤ l ≤ 2} face Fk and the subgrid of S having
nodes of faces Fk and Fk+1 and weighted edges with at least one endpoint in Fk
-block Bk (see Fig. 2).
Let ρ be a vector in {−1, 1}2m; for each face Fk, ρ can be interpreted as an
assignment to the spins of the face Fk. Given the faces Fk and Fk+1 (1 ≤ k < m)
and ρ, φ ∈ {−1, 1}2m, let Hk(ρ, φ) be the energy function of the -block Bk,
under the assumption that the faces Fk and Fk+1 are in the configurations ρ and
φ, respectively.
Now consider the following weighted direct acyclic graph 〈 , , 〉:
• = {s, t} ∪ {1, . . . , m} × {0, 1}2m ;
• s, the source node, is connected to nodes (1, ρ) with weight 0, where ρ
∈ {0, 1}2m;
• each node (k, ρ) is connected to the node (k + 1, φ) with weight Hk(ρ,
φ), where 1 ≤ k < m and ρ, φ ∈ {0, 1}2m;
• each node (m, ρ) is connected to t, the sink node, with weight equal to
the energy of grid S restricted to face Fm.
We observe that the weight of path s(1, ρ1)(2, ρ2) . . . (m, ρm)t is equal to the
grid energy when each face Fk has configuration ρk, 1 ≤ k ≤ m.
Thus determining the minimal-energy configuration of the grid is equivalent
to finding the shortest path in the acyclic graph 〈 , , 〉. The shortest path
problem in acyclic graphs can be solved in time O(| |3/p + lg | |) with p
processors on PRAM CRCW (Han et al., 1992). Since | | = 22mm + 2, the
algorithm complexity is O(26mm3/p + m).
Let Â be the following approximation algorithm for GROUND STATE(1).
ALGORITHM Â.
Input: a weighted grid G ∈ 1 with 2n nodes and ε > 0;
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Step 1. divide G in N = (36/ε2)(n/(lg n)2) adjacent ((ε/6) lg n × (ε/6) lg n)-
subgrids S1, . . . , SN without common nodes (for sake of simplicity we assume
that (ε/6) lg n is an integer);
Step 2. if p < N then assign to processor i (1 ≤ i < p) the subgrids
S(i−1)N/P+1, . . . , Si(N/p); every processor i finds sequentially the minimal-
energy configuration Ck of the grid Sk((i − 1)(N/p) + 1 ≤ k ≤ i(N/p));
Step 3. if p ≥ N then use p/N processors to find the minimal-energy
configuration Ck of each subgrid Sk (1 ≤ k ≤ N );
Output: the configuration C = C1C2 . . . CN of G.
To evaluate the error of Â, observe that HG(C) − H∗G is bounded by
the number of edges connecting adjacent subgrids; since such a number is
2
√
N (
√
N − 1)(ε/3) lg n, a simple bound to the error is
2
√
N (
√
N − 1) ε
3
lg n < 2N
ε
3
lg n = 24
ε
n
lg n
≤ 13
ε
|V |
lg |V | .
To evaluate the time complexity, we can consider only Step 2 and Step 3, the
most time-consuming ones. In Step 2 the algorithm spends O(lg N ) time-steps
to assign N/p subgrids to each processor and, after this, it solves, sequentially,
N/p shortest-path problems. So, the time of Step 2 is bounded by
N
p
O
(
26((ε/6) lg n)
(ε
6
lg n
)3 + ε
6
lg n
)
+ O(lg N ) = O
(
nε+1 lg n
p
+ lg n
)
.
In Step 3 p′ = p/N processors are used to find the minimal-energy configu-
ration for each subgrid; the algorithm spends O(lg N ) time-steps to assign p′
processors to each subgrid; so the time of Step 3 is bounded by
O
(
26((ε/6)lg n)
p′
+
(ε
6
lg n
)3 + ε
6
lg n
)
+ O(lg N ) = O
(
nε+1 lg n
p
+ lg n
)
.
Therefore the time-complexity algorithm is O(nε+1 lg n/p + lg n).
The previous result shows a polynomial-time algorithm for GROUND
STATE(1) with an O(n/lg n) bound to the error. We are not able to show the
optimality of the previous algorithm, but we observe that the existence of a lower
bound 
(n/(lg n)k), for a suitable k, is equivalent to the structural complexity
conjecture NP 6⊆ ⋂ε>0 DTIME (2nε ). More precisely:
THEOREM 5.2. If GROUND STATE(1) ∈ DTIME(2nε ) (0 < ε < 1), there ex-
ists a polynomial-time approximation algorithm A for GROUND STATE(1) such
that ∀G = 〈V, E, J 〉 ∈ 1, |V | = 2n,
|H∗G − HG(A(G))| = O
( ·n
(lg n)1/2ε
)
.
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THEOREM 5.3. Given k > 0, if there exists a polynomial-time approximation
algorithm A for GROUND STATE(1) with absolute error less than an/(lg n)k
(where n is the number of nodes on each level of the instance), then GROUND
STATE(1) ∈ DTIME(2O(n1/k)).
THEOREM 5.4. NP ⊆
⋂
ε>0 DTIME(2n
ε
) if and only if for every k > 0 there
exists a polynomial-time approximation algorithm for GROUND STATE(1) that
makes an absolute error O(n/(lg n)k).
The proofs of Theorems 5.2 and 5.3 are presented in the Section 6; Theorem
5.4 is a consequence of Theorems 5.2 and 5.3 and of the observation that the
decision version of GROUND STATE(1) is NP-complete.
6. PROOFS
Since the decision version of GROUND STATE(1) is NP-complete, then the
constructive version is polynomial Turing reducible to the evaluation version
(Crescenzi and Silvestri, 1990). We need a slightly stronger result.
LEMMA 6.1. If the decision version of GROUND STATE(1) ∈ DTIME(2nε )
then the constructive version of GROUND STATE(1) is solvable in time
O(2nεn lg n).
Proof. Note that for a grid G = 〈V, E, J 〉 ∈ 1 with 2n nodes it holds that
|∑i, j Ji, jσiσ j | < 5n. From this observation, by using a simple binary search
technique, we can design a procedure which solves the evaluation version of
GROUND STATE(1), on instance of size n, recalling the solution of the decision
version of GROUND STATE(1) on lg n + O(1) instances of size n + O(lg n).
Hence, in order to prove the statement, it is sufficient to show a procedure which
solves the constructive version of GROUND STATE(1), on instances of size n,
recalling the solution of the evaluation version on O(n) instances of size n. Let
us now introduce the key-idea on which this procedure is based.
Given the grid G = 〈V, E, J〉 and an edge {x, y} ∈ E, let us define
Gˆ = 〈V, E, Jˆ〉, where the weight-function Jˆ : E → {−1, 0, 1} is
Jˆ i, j =
{
0, {i, j} = {x, y},
Ji, j , otherwise.
Let H∗ = min HG(σ ) and Hˆ ∗ = min HGˆ (σ ).
Let us suppose that Jx, y = 1; there are two cases:
1. Hˆ ∗ ≥ H∗. In this case for every optimal configuration σ of G it holds
that σx = σy. In fact, σx= −σy implies the contradiction:
Hˆ ∗ ≥ H∗ = HG(σ ) = 1+ HGˆ (σ ) ≥ 1+ Hˆ ∗;
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2. Hˆ ∗ < H∗. In this case every optimal configuration σ of Gˆ is optimal
also for G and it holds that σx = −σy. In fact, σx = σy implies the contradiction:
H∗ > Hˆ ∗ = HGˆ (σ ) = 1+ HG(σ ) ≥ 1+ H∗.
If Jx, y = −1, in similar way it can be proved that, if Hˆ ∗ ≥ H∗ then for every
optimal configuration σ of G it holds that σx = −σy, while if Hˆ ∗ < H∗ then every
optimal configuration σ of Gˆ is optimal also for G and it holds that σx = σy.
A procedure for the constructive version of GROUND STATE(1) having as
oracle the evaluation version can now be designed:
Input: a weighted grid G = 〈V , E, J 〉 ∈ 1;
Step 1. initialization: W :={(i, j)|Ji, j ∈ {−1, 1}}; Eq :=∅;
Step 2.
forevery (i, j)|Ji, j 6= 0 do
(i, j) := an element of W ;
W := W\(i, j);
Jˆ := J ; Jˆ i, j := 0;
if Ji, j = 1 then
if H∗J ≥ H∗Jˆ then
Eq := Eq ∪ {σi = σ j };
else
Eq := Eq ∪ {σi = −σ j };
J := Jˆ ;
endif
else
if H∗J ≥ H∗Jˆ then
Eq := Eq ∪ {σi = −σ j };
else
Eq := Eq ∪ {σi = σ j };
J := Jˆ ;
end if
endif
endforevery;
Output: a configuration σ that verifies all the equalities in Eq.
The previous procedure allows us to solve the constructive version of
GROUND STATE(1) on instances G = 〈V, E, J〉 of size |V| = 2n by recalling
O(n) times the evaluation version on instances of size n, given that |E | ≤
4
√
n (
√
n − 1)+ n = O(n).
Suppose there exists a O(2nε ) time algorithm for the decision version
of GROUND STATE(1); we can conclude that there is an algorithm for
the evaluation version working in time O(2nε lg n) and an algorithm for the
constructive version in time O(2nεn lg n).
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Proof of Theorem 5.2. If the decision version of GROUND STATE(1)
belongs to DTIME(2nε ), by Lemma 6.1, there is an algorithm Â that solves
the constructive version of GROUND STATE(1) in time O(2nεn lg n).
Let A be the following approximation algorithm for GROUND STATE(1).
ALGORITHM A.
Input: a grid G = 〈V, E, J 〉 ∈ 1, with |V | = 2n;
Step 1. Let N = (lg n)1/ε; divide G into n/N separate squared subgrids
with 2N nodes each, so that every vertex of G belongs to one subgrid;
Step 2. Apply the exact algorithm Â to each subgrid of G;
Step 3. C := configuration of G corresponding to the configurations found
by Â for each subgrid;
Output: C.
Algorithm A works in polynomial time; the computation time required for the
execution of the critical Step 2 is
n
N
O(2N
ε
N lg N ) = O(n2 lg lg n).
Since, generally, the subgrids obtained by dividing G are connected by edges,
an upper bound on the absolute error is given by the number of edges connect-
ing different subgrids. Therefore
|H∗(G)− H(A(G))| < 8√N n
N
= 8 n√
N
= 8n
(lg n)1/2ε
.
Proof of Theorem 5.3. Let A be an approximation algorithm for GROUND
STATE(1) with absolute error less than n/(lg n)k and working in O(nl ) time.
Given an integer h > 0, let fh : 1 → 1 be a function such that G ′ = fh(G)
is obtained putting h2 separated copies of the grid G close to each other. Given
a configuration C of G ′, we denote with s(C) the corresponding configuration
of the sth copy of G.
Let Â be the following algorithm for GROUND STATE(1).
ALGORITHM Â.
Input: a two-level weighted grid G = 〈V, E, J 〉 ∈ 1;
Step 1. G ′ := fh(G), where h2 = 2(2an)1/k/n and n = |V |/2;
Step 2. C := A(G ′);
Step 3. Cˆ := configuration s(C ) such that HG(5s(C)) =
min1≤ j≤h2 HG(5 j (C));
Output: Cˆ .
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Let e(C) = |H∗G ′−HG′(C)| and e(5 j (C)) = |H∗G−HG(5 j (C))|, it holds that
e(C) ≥
h2∑
j=1
e(5 j (C)) ≥ h2e(Cˆ ).
Since, by hypothesis, e(C) ≤ ah2n/(lg(h2n))k , we conclude that
e(Cˆ ) ≤ an
(lg(h2n))k
= an
(lg 2(2an)1/k )k
= 1
2
< 1;
that is, e(Cˆ ) = 0.
Finally, it is easy to verify that Algorithm Â works in time O(2l(2an)1/k ),
hence in time 2O(n1/k ).
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