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Abstract
Figure 1: 3-dimensional beam profile for a two-stage quadrupole focusing system
This thesis investigates the design of quadrupole probe forming lens systems with resolution 
in the nanometre range. To achieve sub-micron resolution, big improvements must be made 
in focusing, lens aberration, and reduction of scattering processes. This thesis presents the 
results of a theoretical investigation into the performance of two-stage magnetic quadrupole lens 
systems with an intermediate focus. Such systems are capable of far greater demagnification 
than single-stage systems, but the challenge is to find a two-stage system with an acceptable 
ratio between demagnification and aberration. The results of a systematic survey of two- 
stage lens systems using the numerical raytracing technique to accurately calculate the lens 
aberrations of each system are presented.
This thesis also investigates the use of pre-lens electrostatic scanning with magnetic quadrupole 
lenses. It is shown that in spite of the large third order aberration of quadrupole systems, the 
use of dog-leg deflection systems in which the beam always crosses the optical axis at the 
entrance principal plane of the lens, can minimize distortion due to off-axis aberration.
An evaluation of the lens aberrations in microbeam and nanobeam systems caused by stray 
DC magnetic fields is also presented. The relative thickness of the beamline optical elements 
compared to the curvature of the beam in stray magnetic fields causes aberration where the 
beam axis differs from the optical axis of the lens system. Numerical raytracing is used to study 
the influence of stray DC magnetic fields on beam resolution at the sub-micron level.
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Chapter 1
Introduction
Improvement of the spatial resolution of nuclear microbeam systems has been a field of great 
interest since the development of the first collimated ion microbeam in 1953. The necessity for 
this improvement arises from the two fundamental applications of ion microbeams. Firstly a 
focused beam can be used as a sharp pencil to draw patterns on suitably sensitive materials. 
These can be processed to create complex structures which have very small lateral dimensions 
(tens of nanometres) but with straight sides for depths of tens of micrometres. Secondly, the 
beam can be used as a sensitive probe to allow us to do chemical analysis of objects on the 
nanometre scale.
These unique capabilities result from the physics of the interaction between high energy 
protons and the atoms of the samples, which is such that the particles penetrate for long 
distances (around 100 micrometres) without being deflected from a straight line path, yet at 
the same time they transfer enough energy to atoms in the locality of the ion tracks so that 
the solubility may change (to allow structures to be made) or radiation may be emitted which 
allows us to identify the chemical elements present.
The main disadvantage of using high energy protons is that they are difficult to focus 
to small dimensions and at the present stage of development the smallest spot with suitable 
current for analysis that we can achieve routinely is around 1 micrometre for analytical beam 
currents. This development took place in the UK over twenty years ago, and systems based on 
this work are widely used around the world. However, the expected progression to operation 
in the sub-micrometre region has not taken place.
The subject of this PhD is the design and creation of a “Nanobeam” capable of achieving 
resolutions in the order of nanometres, thus breaking this one micron barrier that has limited 
microbeam research in recent years.
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1.1 Motivation
Focusing MeV ions to sub-micrometre dimensions is a major challenge both in fundamental 
physics and in high precision engineering. However, if the diameter of the ion beam can be 
reduced from the present level of 1 micrometre to 100 nanometres or below at analytical beam 
currents, then there are several compelling reasons for doing so: Firstly, a sub-micron beam 
will allow us to probe the chemical composition of samples with a far higher resolution (for 
example, to study the way that trace elements are distributed inside biological cells, or to 
characterise single environmental pollution particles). Secondly, the improvement in resolution 
from micron to sub-micron will give us the ability to use the beam as a ‘sharper5 ultrafine 
‘scalpel’ to write patterns onto materials which can be processed to create the microscopic 
machines and structures which will form part of the nanotechnology revolution. This technique 
of lithography using MeV ions (also called proton beam writing - PBW) offers unique advantages 
of small feature size (< 10??,???.) and long depth (> 10/im), and 3 dimensional capability. Proton 
beam writing is set to become an important process for nanofabrication.
1.1.1 Ion Beam Analysis
One of the great strengths of nuclear microbeam analysis is the ability to carry out several 
forms of spectroscopy simultaneously. By scanning the beam across a sample and by hav­
ing several radiation detectors in the chamber it is possible to carry out simultaneous PIXE 
(Particle Induced X-ray Emission) [34], RBS (Rutherford Back-Scattering analysis) [11], STIM 
(Scanning Transmission Ion Microscopy) [7], IBIC (Ion Beam Induced Charge) [8] and secondary 
electron imaging of the sample. The combination of these techniques together with the micron 
resolution mapping capability allows the measurement of the 2-D distribution of trace element 
concentration (detection limits of a few ppm for elements with atomic masses greater than 
magnesium), major element composition and elemental depth profiles.
Sub-micron probes will allow the extension of this capability to objects with length scales 
smaller than the present 1/im limit. Little is known about the distribution of trace elements 
on this scale, especially in biology, where sub-lOOnm spatial resolution will enable the exciting 
prospect of observing directly metal metabolism on the sub-cellular scale. It is outside the 
scope of this thesis to discuss each of these techniques in depth, but if more information is 
required then a number of detailed books exist on the subject [20], [5].
1.1.2 Proton Beam Writing
Proton Beam Writing (PBW) is a newly emerging advanced lithography technique using fo­
cused beams of MeV protons to expose sensitive materials and fabricate structures by direct 
writing[53]. PBW offers many advantages compared with conventional lithographies: the the­
oretical minimum lateral feature size may be as little as 5 nm, the sidewall angle can be very
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close to 90 degrees for depths of tens of micrometres, it can be carried out in a wide range of 
materials and it is the only direct write lithography capable of forming three-dimensional struc­
tures at a scale of 1/im or less. This technique is so new that the potential of such high aspect 
ratio structures in micro- and nano-technology is still waiting to be explored. Obvious fields 
of application include integrated optics (waveguides, photonic bandgap devices), microfluidics 
and tissue engineering, but as with any novel capability it is likely that real niche applications 
are yet to be discovered.
1.1.3 Single Ions
An application that has not been mentioned thus far is the use of single ions. There is a growing 
interest in the use of aimed single ions as stimuli to probe objects or to fabricate very small 
structures. The energy deposited by single ions in a sample is confined to a track which may 
have a diameter of no more than a few nanometres. Thus by accurately targeting the ions, 
energy, damage, charge, or ions can be deposited in a very localised region, and the response 
of that region to single ions can be investigated.
The effect of cosmic radiation on electronic devices in satellites and spacecraft has been 
a problem in the past and is becoming more important with decreasing feature sizes. The 
radiation induces transient currents in devices, causing single event effects, which can eventually 
lead to the failure of the device. Single ions from a submicron nuclear microprobe can be used 
to target specific circuit elements of the device (transistors, capacitors, etc) and simulate single 
event effects [55].
Single ions can be generated in the nanobeam using a fast beam switch as part of the 
focusing system.
1.1.4 Cellular Irradiation
Charged particle beams consisting of light ions are an important development in radiotheraphy. 
Conventional radiotheraphy uses high energy photons (x-rays). Compared with conventional 
x-rays, charged particle beams can deposit their energy more selectivity. As the particle passes 
through the tissue it loses energy due to inelastic scattering and filially comes to rest through 
nuclear interactions. For protons, the rate of energy loss in the tissue peaks immediately before 
the particle come to rest. This is called the ‘Bragg’ peak. By positioning the Bragg peak at the 
same depth as the tumour it is possible to maximise the dose to the tumour while minimising 
the dose to the surrounding healthy tissue.
During the 1990’s it became apparent [45] that the simple linear-quadratic relationship 
between cellular damage did not hold true at low doses. A group of effects, collectively termed 
the ‘non-targeted’ effects have begun to be discovered. These non-targeted effects include:
• The bystander effect, where cells other than those irradiated are damaged [49].
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• Low dose hyper-sensitivity, where cell lines that are normally radio-resistant show extreme 
sensitivity at low doses of radiation [35].
Investigating the response of cells to single ions or precisely controlled numbers of ions will 
enable the mechanisms by which radiation damage occurs in living cells to be understood. 
For tumour cells, the information will feed directly into improved radiotherapy strategies. For 
healthy cells, it will provide information about how background radiation can initiate DNA 
damage and mutation that leads to cancer.
1.2 Microbeam Performance
To clarify the requirement for greater resolutions, we can quantify the performance of a mi­
crobeam for a given application or analytical technique.
The performance of a microbeam can be given in terms of the rate of counts, R , detected:
R =  YOi (1.1)
Where Y is yield of the ion beam analysis technique in use, Q is the detector solid angle, and 
i is the beam current delivered to the target.
The beam current transmitted to the target is dependent on the brightness of the beam, B, 
and the acceptance of the beamline, A:
i =  BA (1.2)
Where the acceptance of the beamline is determined by the apertures in the system, as a
combination of the initial beam diameter, determined by the object aperture diameters x0}y0 in
s the X and Y planes, and the beam divergence allowed by the collimator aperture. The object 
aperture is imaged onto the image plane by a lens with a short focal length.
Object. Aperture Collimator Aperture Lens Image
The size of the apertures also determines the diameter of the focused image. The displace­
ment of a ray in the image plane can be expressed by a polynomial related to the entrance 
co-ordinates (a:,y,0,$):
Xi =  | p +  < X  I 6 >  e+  < x I OS > 06 +  ...+  <  XI <93 > 03 + .. . + (9, ij>,S, P) (1.3)
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Where xQ is the position of the particle in the object plane, and the <|> terms denote the aber­
ration coefficients, determined by the geometry, magnetic field, and quality of the lens system. 
Beam divergence is denoted by #,</> in the X and Y planes respectively. The term Dx denotes 
the demagnification coefficient in the x-z plane. In the first order approximation, the diameter 
of the beam spot in the image plane is given by the diameter of the object aperture multiplied 
by the demagnification of the beamline. This is referred to as the ‘geometric’ contribution to 
the image dimension. The dominant intrinsic microbeam aberrations are chromatic < x  | 68 > 
and spherical aberration < x \ 63 >, where 8 denotes a fractional momentum shift from the 
mean.
We can vary the proportions of the geometric contribution and the aberrated contribution to 
the final image by varying the dimensions of the object and collimator apertures, for a constant 
spot size in the image plane. Optimisation of aperture dimensions is complex, and is discussed 
in more detail in section 2.5. However if we consider a simple example, making the assumption 
that the only aberration terms to affect the image are chromatic, < x | 68 > and < y \ (f>8 >, 
then it can be shown that optimum transmission occurs when the geometric contribution is 
half the total image dimension. The optimum acceptance in this simple case is given by:
A —  JlsI4_________ DxDy_ / 1
A<** -  64 *2 < 3 I e5 ><  y \(p8> {LA)
Thus an acceptance dependence can be given as a function f(C ) of the aberration coefficients 
of the system:
A =  xvH  =  y (1-5)
Where d is the desired spot size dimension in the image plane, and n is dependent on the 
dominant aberration of the system:
• n =  4 for chromatic aberration, < x | 68 >, < y \ (f>8 >.
• n =  | for spherical aberration, < x \ 63 >, < y \ >.
So, it is clear that if we want improved spatial resolution without degradation of the count 
rate then we must investigate the following:
• The Ion source brightness which defines the minimum collimation that retains sufficient 
beam on the specimen.
• The probe forming lens system demagnification which provides the lower limits on the 
probe diameter.
• High yield reactions.
• The detector efficiency, in particular the solid angle, places a limit on the minimum 
usable beam current. The design of the data acquisition system is also important, since 
this limits the maximum rate at which data can be collected and hence the speed with 
which an image can be completed.
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The first two points provide engineering limits on the spatial resolution of a nuclear micro­
probe system. The last two points constrain the time required to make a measurement with 
sufficient statistical accuracy and, importantly, convenience. They are particularly important 
with the advent of new technology detectors with high efficiency for the proton induced x-ray 
emission technique. However, investigation of these last two points does not fall into the field 
of beam optics, and is therefore considered outside of the scope of this thesis.
Several powerful analytic techniques are available for use with modern microbeams, the key 
four of these being:
• Proton (or particle) Induced X-ray Emission (PIXE).
• Elastic (or Rutherford) backscattering (RBS).
• Nuclear Reaction Analysis (NRA).
• Scanning Transmission Ion Microscopy (STIM).
However, as shown in equation 1.1, the performance of a microbeam lies in the yield of the 
applied technique, and as such we should note that the yield, Y, required for good PIXE, RBS, 
NRA analysis is in the order of Y  ~  10-7 with modern detectors, roughly equivalent to lOOpA. 
Whereas, for ion microscopy and single ion techniques Y  =  1, requiring currents in the order 
of femto-amps, allowing a much finer resolution.
1.3 Components of a Microbeam Facility
The important components of an nuclear microprobe facility are the ion source, the accelerator, 
an energy filter, such that a beam can be produced of a monochromatic energy, and a beam- 
transport system to deliver and focus the beam onto the target.
This thesis concentrates on the behaviour of the beam transport system between the object 
aperture and the image plane. However it is necessary to introduce the entire system of a 
nuclear microprobe before beam optics can be discussed.
Figure 1.2 shows a schematic diagram of the Surrey microprobe system up to the object slits, 
starting from the duoplasmatron ion source, to the 2MeV High Voltage Engineering Tandem 
accelerator, and ending at the switcher magnet.
1.3.1 The Ion Source
At the University of Surrey Ion Beam Centre, a duoplasmatron ion source is used. A schematic 
diagram of a duoplasmatron ion source can be seen in figure 1.3. The duoplasmatron source is 
a very efficient high-brightness source and is routinely used at the University of Surrey for the 
production of hydrogen, helium and oxygen ions.
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The free electrons are produced by boiling them off a heated cathode. Atoms of the gas 
are injected into a chamber containing the cathode and a positively charged (20 kV) anode. 
There is a potential difference between the cathode, the heated filament, and the anode. As 
the electrons accelerate toward the anode, they collide with the molecules of the gas, producing 
ions. Negative ions are produced by dissociative electron attachment, whereas positive ions can 
be produced if the energy of the electron is greater than the ionisation energy.
The ions are then focused electrostatically and magnetically by the shape of the electric and 
magnetic fields into a dense plasma in the region just before the anode aperture. The plasma 
bulges slightly through the anode aperture forming an “expansion ball” . The negative ions are 
then selected by an extractor which is at ground potential. A sheath exists at the boundary 
of the plasma core containing negative ions, and they can be extracted by offsetting the anode 
aperture. [19]. The spatial resolution of a nuclear microprobe system is strongly related to 
the brightness of the ion source. The brightness of the beam injected into the accelerator is 
determined by the physical processes taking place in the ion source. For a given ion source the 
brightness cannot be increased by subsequent ion-optics system.
1.3.2 The Einzel Lenses
The Einzel lenses are used to focus low energy ions from the source before they enter the 
MPI (Multi-Purpose Injector) magnet. The Einzel lenses are the only focusing elements before 
the accelerator, and are therefore essential in order to achieve good transmission of the beam 
through the accelerator. A strong lens effect exists at the entrance to the acceleration tube, 
and the Einzel lens are crucial to overcome this, such that beam brightness is not lost during 
injection of the beam into the accelerator.
The Einzel lenses are electrostatic, and therefore their ability to focus ions is dependent on 
the energy of the ions.
Figure 1.2: Schematic diagram of Tandem accelerator and ion source[51]
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Figure 1.3: Duoplasmatron Source [9]
Focus
Figure 1.4: Einzel lens [59]
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1.3.3 The Accelerator
The function of an ion accelerator in an ion microbeam is to accept the ions produced in the 
source, and accelerate them to a high energy and inject them into the energy filter, which in 
most microbeam cases is a switcher magnet, or a 90 degree bend magnet.
It will be shown later in this report that the key requirements of an accelerator for mi­
crobeam operation are low momentum spread and optimum transmission of beam brightness. 
All lens systems suffer from chromatic aberration, which will be discussed in chapter 2. Elec­
tromagnetic lenses tend to over-focus ions whose energy is less than that of the mean-beam 
energy, and under-focus ions whose energy is greater than that of the mean. Thus a beam with 
a large momentum spread will have a resultant beam focus degradation due to the halo caused 
by chromatic aberration. Recent improvements in the terminal voltage stability of modern 
accelerators have meant that the beam delivered from the accelerator is nearly monoenergetic, 
reducing the effect of chromatic aberration. However, historically, the larger energy spread in 
old accelerators meant that many early microbeams were affected by chromatic aberration.
A common debate in the microbeam field examines the relative benefits and disadvantages 
of using single-ended or tandem accelerators for microbeam applications. It is widely accepted 
that the single-ended accelerator generates a higher-beam brightness, and lower energy spread 
than that of tandem accelerators, which is favourable for the reasons discussed above. However, 
tandem accelerators offer a higher-beam energy at the same terminal voltage, combined with an 
external ion source, allowing easier and less time-consuming maintenance [54]. In single-ended 
systems, the ion source must be incorporated within the pressure vessel.
The Tandem Accelerator is a form of electrostatic generator that uses a two-stage principle 
to utilise the terminal voltage twice. These negative ions are accelerated up the accelerating 
tube to the positively charged terminal where they enter a stripping canal with a foil or gas 
stripper, which removes n +1 electrons. Here they emerge as an ion with a charge of ne where 
they continue to be accelerated towards ground potential. Thus the final energy is (n + 1) times 
the terminal potential, and the net result is an ion with the kinetic energy of (n +  l)eV  [38]. 
The stripper, used to change negative ions into positive ions, degrades the brightness of the final 
accelerated beam due to scattering, and can increase the energy spread due to energy straggling, 
but studies of this effect on the Oxford microprobe system by Grime et al. [22] suggest that an 
optimum stripper pressure exists which represents a trade-off between stripping efficiency and 
brightness.
Grime states in [22] that significant factors in the loss of brightness in accelerators are 
from aberrations in the injector region of the first accelerating tube, and in the stripper of 
tandem accelerators. In the stripper, small angle scattering causes the beam to diverge, and 
thus degrades the brightness. The necessity and presence of a stripper in tandem accelerators 
separates their performance in terms of brightness from that of single-ended accelerators, where 
a stripper is not required to generate ions for a second accelerating stage.
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Grime has used the beam optics program MULE to calculate the effect of stripper gas 
density on the normalised emittance of a beam passing through the stripper, and presents the 
results in [22]. His results show an increase in beam emittance as the stripper density increases, 
and consequently a fall in the brightness of the beam.
 \-U---------
1. Cockcroft-Walton Stack
2. Q-snout electrode
3. L.E. Accel tube
4. Gas Stripper
5. Terminal
6. H.E. Accel Tube
7. E/S Quad. Triplet
Figure 1.5: Schematic of the University of Surrey Ion Beam Centre 2MV Tandetron
Accelerator [51]
1.3.4 Terminal Voltage
In early microbeam systems chromatic aberration was the dominant aberration limiting the 
improvement of microbeam resolution. Chromatic aberration in the microbeam stems directly
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from the chromatic spread of the beam delivered from the accelerator. Therefore it is critical 
that the voltage ripple at the terminal is minimized. Three methods of generating high stability 
terminal voltages are discussed.
Van de Graaff
The Van de Graaff belt-charged electrostatic generator as a method for particle acceleration is 
named after its inventor R.J. Van de Graaff. Van de Graaff described his first generator to the 
American Physical Society in 1931 [13]. In the early years of focused ion beams, the simple 
construction and the steady direct voltage made this method favourable as a voltage source for 
positive-ion acceleration.
A schematic diagram of a Van de Graaff electrostatic generator is shown in figure 1.6. 
A rounded high-voltage terminal is supported by an insulating column. A moving belt carries 
charge to the terminal. The belt runs from a motor-driven pulley at ground potential to a pulley 
within the terminal. Electric charge is sprayed on the belt at the grounded end from a fine wire 
or from a row of corona points extended across the width of the belt. This charge is carried by 
the belt into the terminal, and is removed by a corona-point collector, electrically connected 
to the terminal. If the pulley within the terminal is well insulated, it will rise to a potential 
sufficiently above that of the terminal to maintain the necessary corona discharge. The charge 
appears on the outer surface of the terminal, so that the area inside of the terminal is field 
free. Thus the charging process occurs within the grounded base, and the discharging process 
occures within the equipotential terminal. Both these operations are separately controllable, 
and independent of terminal voltage.
Charge carried on the belt produces a steady current i — and this gives a electrostatic 
potential on the terminal. If G is the capacitance of the terminal to ground, the terminal will 
be raised to a potential V by a charge Q =  CV, and the rate of increase of potential with time 
is given by:
The magnitude of the corona spray current is usually controlled by varying the primary ac 
voltage, and in this way determining the potential to which the terminal will rise. It is also 
possible to spray charge of the opposite sign on the descending belt within the terminal, and 
collect it at the grounded terminal. In this manner, the charging current is doubled.
Current can return to ground from the high voltage terminal by many paths. The useful 
current is the beam of accelerated ions down the accelerating tube. However, stray ions may 
strike the tube walls and hence be accelerated up the column to produce X-raj s^ on striking the 
ion source. Frequently a resistive load is built in the insulating colum, uniformly distributed 
along the length of the accelerator tube to form a potential divider
CHAPTER 1. INTRODUCTION
Figure 1.7: A horizontal Van de Graaff accelerator for 4Mev protons [38]
CHAPTER 1. INTRODUCTION 18
Pelletron Charging Chain
The Pelletron charging chain is a trademark of National Electrostatics Corporation (NEC). 
The Pelletron charging chain is in essence similar in principle to that of the Van de Graaff 
charging belt. However, instead of a belt, a Pelletron chain is made of metal pellets connected 
by insulating nylon links. The metal pellets are charged by electrostatic induction from an 
electrode.
Positive charge is induced onto each up-going pellet by an inductor while they are in contact 
with the grounded drive pulley. Since the pellets are still inside the inductor field as they leave 
the pulley, they retain a net positive charge. The chain then transports this charge to the 
high-voltage terminal, where the reverse process occurs. When it reaches the terminal, the 
chain passes through a negatively-biased suppressor electrode which prevents arcing as the 
pellets make contact with the terminal pulley. As the pellets leave the suppressor, charge flows 
smoothly onto the terminal pulley, giving the terminal a net positive charge. [52] [25].
A single-ended Pelletron accelerator located in a temperature-controlled environment can 
be voltage stabilized to within 75 to 100 V/h using a rotating vane generating voltmeter and a 
capacitor pickup to provide error signals and a corona probe to make corrections [17].
Cockcroft-Walton Voltage Multiplier
The first successful acceleration of particles using the voltage multiplier method was achieved 
by Cockcroft and Walton in 1932 [12]. Today the principle of accelerating particles using a 
voltage multiplier principle is commonly referred to as “a Cockcroft-Walton stack” .
The principle of a voltage multiplier is that capacitors are charged in parallel and discharged 
in series. It operates on alternating current, using one half cycles to charge the capacitors, and 
the other half-cycle to transfer the charge, as directed by the rectifiers, resulting in a steady 
direct voltage [38].
The output voltage multiplication factor N is equal to the total number of capacitors in the 
multiplication stage, assuming no current drain. With finite current drain, the output voltage 
is reduced below the optimum, and ripple is present in the output. Lorrain gives the results in 
the following form [41]:
v  =  NVi~ W c { N 3+  +  H  M
Where V is the output voltage, K. is the input voltage, frequency / ,  capacitance C and load
current I.
The ripple voltage is given by equation 1.8
± v  =  W c N { N + 2 )  (L8)
Table 1.1 shows a comparison of manufacturers specifications for terminal voltage ripple for
a Pelletron and Tandetron accelerator. Tandetron 2MV
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Figure 1.8: A Cockcroft-Walton Voltage Multiplier Circuit
Accelerator Manufacturer Terminal Voltage Ripple (±V)
1MV Pelletron (Single ended) 
2MV Tandetron (Tandem)
NEC[17]
HVEE[10]
75
30
Table 1.1: Manufacturers specifications for Terminal Voltage Ripple
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1.3.5 The Switcher Magnet
The switcher magnet used in the Surrey Tandetron Accelerator facility serves two purposes. 
Firstly, it allows the beam from the accelerator to be directed into one of four beamlines. Sec­
ondly, it acts as as a momentum filter for ions which enter the selected beamline. The magnetic 
field of the switcher magnet separates ions with respect to their momentum by deflection angle. 
As such, only ions with the desired momentum will pass through the object slits of the chosen 
beamline.
If the energy stability of the accelerator is insufficient to form a good focus with the lens 
system, then it is common to employ slit-stabilisation systems in which the charge collected 
when the beam strikes either the outer or inner jaw of the object slit with respect to bend angle 
can be fed back to the control system of the accelerator to adjust the accelerating potential 
appropriately. However, the terminal voltage stability of the Tandetron accelerator used at the 
University of Surrey Ion Beam Centre is of sufficiently high specification that this technique is 
unnecessary.
1.4 The History of Ion Microbeams
Zirkle and Bloom were the first to develop a collimated microbeam, in 1953, at the University 
of Chicago [62]. The system operated by passing a 2MeV proton beam from the vacuum of 
an accelerator, through a thin mica window, and then through a 2.5/im scratch on one of a 
pair of optically flat jaws, with which they targeted animal cells [20]. However, although the 
beam intensity in this design was ideal for their purpose, it was far too low for the analytical 
techniques discussed in chapter 1.1. Thus, a significant time period ensued before the first 
attempts to use collimated microbeams for positional analysis. These attempts appeared in the 
same issue of Nature in 1966, by two groups, Pierce, Peck and Cuff at Harwell, UK, and Mak, 
Bird and Sabine, at Lucas Heights, Australia [36]. The resolution of these collimated probes 
quickly improved to below 100/jm, but it was realised that the brightness of the beam delivered 
from the ion source must be improved if collimated beams were to achieve better resolution. 
Ferguson suggested at this time that the beam from a moderate size collimator might be tightly 
focused by a quadrupole lens. This does not increase the brightness of the beam, but accepts 
a greater of volume of beam into a spot size on target of the same (or smaller) diameter. This 
suggestion really defines the starting point for focused ion microbeams, and this thesis will 
focus exclusively on microprobe systems using quadrupole lenses for beam focusing.
The first focused ion microprobe was constructed at Harwell in 1969, and achieved a spatial 
resolution of around 2.2/nn with a beam current of 250pA [31]. The Harwell microprobe used 
Dymnikov’s Russian Quadruplet geometry, which included the ability to scan the beam [36].
Dymnikov’s design, which became known as the “Russian Quadruplet” , was first investi­
gated as a replacement for round lenses in high energy electron microscopes. This system was
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built at Harwell in 1969 [19]. The “ Russian Quadruplet” configuration consists of two succes­
sive identical doublets, in which the polarity of the lenses in the second doublet is reversed 
from that of the first lens such that the fields in the identical lenses of the two doublets are 
rotated through 90 degrees relative to each other [15]. Figure 1.9 shows the beam envelope of 
the Harwell Microprobe with its Russian Quadruplet lens configuration. The beam envelope 
was traced using MULE, a matrix based optics code developed by G.W. Grime.
Figure 1.9: Harwell Microprobe Beam Envelope
The Harwell Russian Quadruplet was capable of achieving demagnifications of -5.6 in both 
the X and Y planes. [20]. Due to the low aberrations associated with this geometry, the image 
diameter was determined largely by the object aperture, which was an 18/mi pinhole, thus 
forming an image of 4/mi.
Variations of the Russian Quadruplet geometry were used by several other microbeam lab­
oratories around the world, most notably the Melbourne system, which differs in that the outer 
two lenses are two-thirds the length of the outer lenses giving a demagnification of -20 in both 
planes [36]. Figure 1.10 shows the beam envelope for the Melbourne Microprobe geometry.
In the early 1980’s Grime and Watt developed the high excitation coupled triplet lens, 
achieving the first microprobe with a resolution of 1 micron [57]. In beam optics this repre­
sented the next significant breakthrough, which came as a result of a survey of many different 
lens configurations. In the Oxford Triplet configuration, the first and second lens share a power 
supply, and thus have equal but opposite excitation. The demagnification of the Oxford Triplet 
configuration is far higher than the previous system, but the aberrations are also large. The 
effect of the large aberrations can be controlled by reducing the angular divergence of the 
beam [36] [20] [57]. The beam envelope for the Oxford High Excitation coupled triplet lens 
configuration is shown in Figure 1.11. The Oxford Triplet system has demagnifications of 68
CHAPTER 1. INTRODUCTION 22
and -15 in the x and y planes respectively. It is reported that the Oxford Scanning Microprobe 
could achieve 0.5/im resolution for beam currents of 25pA. [21]. Today, most of the existing 
quadrupole microprobe systems are similar in configuration to those we have discussed, employ­
ing a combination of between two and four lenses, ranging from the simple doublet to systems 
similar to the Oxford or Melbourne configuration.
It can be seen on figure 1.121 that until recently few systems have been able to improve
1Please Note: Figure 1.12 does not attempt to detail the resolution of all existing microbeams. The au­
thor lias included only those microbeams capable of achieving resolutions near the leading edge of microprobe 
development for the age.
Figure 1.10: Melbourne Microprobe Beam Envelope
Figure 1.11: Oxford High Excitation Coupled Triplet Beam Envelope
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Resolution of Microbeam Systems 
Year
Figure 1.12: Resolution of microbeam systems at analytical beam currents since 1953 [20]
significantly upon the l/i?n resolution achieved at analytical beam currents by Grime and Watt 
in the 1980's [57]. Currently, the leading microbeam system in the world in terms of resolution 
is at the National University of Singapore. This beamline has achieved resolutions of 290 x 
400nm with its high-excitation triplet of magnetic quadrupole lenses, at a beam current of 
50pA [58], and smaller resolutions at much lower beam currents. However the new CENBG 
nanobeam line developed at the University of Bordeaux is expected to achieve resolutions of 
300nm in high current mode, and below lOOnm in STIM mode[2].
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1.4.1 The One Micron Barrier
The fundamental limitations facing the improvement of spatial resolution in microbeam facilities 
can be divided into two groups: The limiting factors which are intrinsic to the physics of 
microbeam design, and those which arise due to the practical limitations for the construction 
of a microbeam facility.
Intrinsic resolution limitations belong mainly to scattering processes, in the form of slit 
scattering, and gas scattering, and the aberrations of the lens system.
Slit scattering occurs when slits are used to create an aperture though which the beam can 
pass. The problem is most significant at the object aperture due to the large volume of beam 
that falls on this aperture compared to the region of the slit where scattering occurs. In an 
ideal slit design, any beam striking the slits would be completely stopped, however, this is not 
the case. At the leading edges of the slit, an area exists that is ‘transparent’, i.e. this area 
has insufficient thickness to completely prevent an ion from traversing it. Thus some ions are 
allowed to pass through this transparent region of the slit, and suffer an energy loss combined 
with a random change of direction. These ions will be over-focused by the lens system, and 
will result in highly aberrated rays. This is possibty the most significant limitation facing 
microbeam design today.
This effect is shown in figure 1.13. If it is assumed that the slits are composed of identical
Figure 1.13: Slit Scattering
slit jaws where the jaw lias a circular edge, as shown in figure 1.13 
slit is defined by the the range of the ions in the slit material, p. 
slit presented to the beam is:
Where R is the radius of the slit jaw.
Scattered flux p2 
unscattered flux 2Rd
then the area of transparent 
The height of this region of
(1.9)
(1.10)
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Therefore the ratio of scattered beam to unscattered beam is given by equation 1.10. If the 
design of the slit jaw is optimum, then the length of the transparent region is fixed. Thus the 
ratio of scattered to unscattered beam can only be improved if the separation of the jaws is 
increased, which requires beamlines with high demagnifications.
Gas scattering is a process that occurs over the whole length of the beamline whenever 
an ion collides with a residual particle due to incomplete vacuum. The result is a general 
beam broadening. Gas scattering can be significant in the bore aperture of a quadrupole lenses 
system, where the small bore diameter of the lens forms a restriction against good pumping. 
It is important to ensure that this region is well pumped.
The practical limits challenging the design of microbeams today are engineering issues en­
compassing the design and construction of not just the microbeam itself, but the infrastructure 
of the facility supporting the microbeam. This thesis covers many of the issues related to 
the design and beam optics of the microbeam system, but two engineering issues that are 
fundamental to achieving sub-micron resolution must be mentioned here:
• Quadrupole field purity
• Quadrupole power supply stability
Both of these issues have been solved in modern microbeam systems. Modern quadrupole lenses 
are cut to micron precision from a single stress- relieved billet of high quality magnet iron. 
Thus lens aberrations caused by deviation from perfect four-fold simmetry are now negligible. 
Quadrupole power supplies are available which have stability of one part in 100 thousand which 
is adequate for submicron precision.
The most important engineering limitations of the construction and facility are:
• Vibration
• Stray magnetic fields
Vibration of the microbeam can result in minute variations of the target with respect to the 
object aperture, or optical elements. If the target is moving in respect to the beam axis, the 
result will be that the positional accuracy of the beam on the target is degraded, and thus 
the effective ability to focus the beam to a given position on the target. Sources of these 
parasitic vibrations may originate from sources both internal and external to the laboratory. 
Some common sources of vibration in the Surrey experimental hall are:
• Vacuum pumps, especially rotary pumps, or other devices with moving parts.
® Foot-fall within the laboratory, especially upon the steel cable-trays integral to the labo­
ratory floor surface.
® The passage of trains on the section of railway that runs closest to the Ion Beam Centre.
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• The passage of motor vehicles over the speed-bumps located on the University perimeter 
road.
Another fundamental practical limitation of high resolution microbeam design is the pres­
ence of stray magnetic fields within the experimental hall. If a stra}' field is present near 
the beamline, then the magnitude of its influence at the target can be directly related to the 
strength of the field. The layout of electronic equipment in the experimental hall should be 
carefully considered to minimise sources of stray magnetic fields. The proximity of the source 
of the stray field to the object aperture is also critical, by virtue of the fact that this provides 
the stray field within the maximum lever arm over which to deflect the beam before it reaches 
the target. A more detailed investigation of stray fields will follow in chapter 8.
In summary, we have discussed a variety of factors, both intrinsic and practical, which 
will challenge the designer of a nanobeam. However, we have not thus far mentioned the 
fundamental beam optics as a limitation in the resolution of nanobeam design.
The pursuit of the optimal design with respect to beam optics is equivalent to the holy 
grail for microbeam designers, since it allows the designer not only to reduce the aberrations 
limiting the system, but also to reduce the influence of the intrinsic and practical limitations 
mentioned above. For this reason the study of beam optics forms a significant part of this thesis 
on nanobeam design.
Chapter 2 
Beam Optics
2.1 Liouville’s Theorem
The art of beam optics is matching emittance to acceptance. To understand the term ernit- 
tance, we must first understand what a beam is. To completely specify a particle within a 3 
dimensional Cartesian coordinate system, we need to know its three co-ordinates, x,y,z, and 
and the three momentum components, px-,Py,Pz- All this information can be represented as 
a point within 6 dimensional phase space. As the particle travels in the beam, it will move 
around within this phase space. Thus, a beam is represented by a group of points within phase 
space, one for each particle in the beam, and for a beam of finite dimensions, the representative 
points will lie within a 6 dimensional hypervolume.
Liouville’s theorem states that:
Under the action of forces which can be derived from a Hamiltonian, the motion 
of a group of particles is such that the local density of the representative points in 
the appropriate phase space remain constant. [1]
For beam optics, Liouville’s Theorem imposes restrictions on what can be done without loss of 
beam current, because of the need to conserve the 6 dimensional hypervolume. If we choose the 
z axis as the direction of propagation, then it is possible to make a conceptual simplification if 
we assume that the three components of motion are mutually independent in real space, and 
thus in phase space the motion is confined to three planes, (x', px) >(y, Py) arid (z,pz) which can 
all be treated separately, hence Liouville’s Theorem can be simplified to mean that the areas 
of the regions containing the representative points in each plane remain invariant [1]. Another 
simplification is possible if we assume that the axial momentum of the beam remains constant 
and the magnitude of transverse momenta is far less than that of the axial momentum. This 
is true whenever the beam is not accelerated on the z axis, i.e in beamlines. In this case, the 
angular divergence of a beam relative to the beam axis is equal to the ratio of the transverse 
and axial momenta, and thus px is replaced by 6 and py is replaced by (f> and pz can be dealt
27
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with as a fractional momentum spread. In simple terms the implication of Liouville’s theorem 
is:
If you confine the beam in space you make it more divergent and if you try to 
make the beam more parallel, the diameter has to be bigger.
If the 6 dimensional phase space of the beam is projected onto a two dimensional plane, 
then a beam can be characterised by the area it occupies, A, in that phase-space, its emittance 
E, defined by equation 2.1, where A is the acceptance defined in equation 1.2.
® =  7  (2.1)7r
The 7r term in the equation comes from the elliptical nature of phase-space contours. Ellipses 
are used to describe beams in phase space due to the relation that a single particle travelling in 
an infinitely long converging quadrupole will trace an elliptical path in the phase space due to 
harmonic oscillation. A more detailed explanation of emittance and phase space contours can 
be found in [1]. The term acceptance refers to an phase space volume defined by the apertures 
or slits of the beamline.
It is clear that the emittance of a beam is invariant only when the axial momentum of the 
beam pz is constant. This is an acceptable assumption when discussing the emittance of the 
beam within the beam-line. However, if we wish to compare emittances from the ion source 
and accelerator where the beam is within the accelerating field, then we must multiply the 
emittance by a factor proportional to the axial momentum to maintain its invariance. The 
resulting term is named normalised emittance, En.
En =  E(KE)^  (2.2)
Where K E  is the kinetic energy of the beam in units of MeV, The units of normalised emittance 
are mm.mrad.MeVE
2.2 Emittance - Acceptance Matching
When the emittance of the beam exceeds the acceptance defined by the slits or apertures of the 
beamline system, then only a fraction of the injected beam can be transmitted. However, for 
optimum transmission the phase-space ellipse for the emittance of the system must be brought 
into coincidence with the phase-space ellipse for the acceptance of the beamline. The procedure 
for achieving this is known as ‘matching’.
The emittance of a beam is invariant due to Liouville’s theorem, but the shape and orienta­
tion can be modified. In field-free drift regions of the beamline, the displacement of a ray from 
the beam axis will change, but the divergence of the ray will remain constant. Over a drift of
length I the phase space ellipse will be transformed by the slant relation:
(x,0) -> (a;+  10,0) (2.3)
This effect is shown in figure 2.1. The location of a “waist” in the beam can be identified where
CHAPTER 2. BEAM OPTICS 29
Figure 2.1: Slanting of the emittance phase space ellipse in a field-free drift space
the slant of the phase-space ellipse is zero.
The action of a thick lens on the phase-space ellipse of a beam in shown in figure 2.2. If a 
divergent ray entering the lens is focused sufficiently to become convergent then the phase-space 
ellipse is reflected across the displacement axis. The width of the phase-space ellipse may also 
be reduced depending on the length and excitation of the lens.
By means of an appropriate combination of drift spaces and lenses, any ellipse can be 
transformed into any other ellipse having the same area, and thus optimum transmission can 
be achieved.
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Figure 2.2: Action of a thick converging lens on the emittance phase space ellipse
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Figure 2.3: Field lines in a magnetic quadrupole lens
2.3 The Quadrupole Field
In order to understand the nature of a quadrupole focusing system, it is necessary to discuss the 
nature of the magnetic field associated with a quadrupole magnet. An ideal normal quadrupole 
magnet is a magnet, which, within its aperture, produces a two-dimensional magnetic flux 
density parallel to the plane and such that:
Bx =  G.y By = G.x (2.4)
where G, the magnetic field gradient is defined by:
G =  —  ~  (2.5)
f'0 r£
where:
Bp =  the magnetic field at the pole tip 
r0 =the quadrupole aperture radius 
nl =the total ampere turns per pole
The field lines within a quadrupole magnet are rectangular hyperbolae, asymptotic to axes 
inclined at 45 degrees to the x and y axes of the beam, as shown in figure 2.3. Hence the 
displacement from the origin gives rise to a linear defocusing or focusing action on the charged 
particle beam.
It is also possible to construct electrostatic quadrupole lenses, in which the force on a 
charged particle is parallel to the field lines. However, electrostatic quadrupoles arc not widely 
used since the pole voltages required are proportional to the particle energy, which could be 
problematic for high energy ions.
To obtain a net focusing effect along both x- and y-axes, focusing and defocusing quadrupole 
magnets can be used alternately in series [19].
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For matrix methods of calculation, discussed in section 3.1, a simple profile for the longi­
tudinal field of a quadrupole lens will be used. Since the fringing fields of the quadrupole lens 
are challenging to model analytically, a simple rectangular field profile will be used, based on 
an effective length marginally greater than the mechanical length to provide some empirical 
correction for the effect of the fringing fields upon the field profile of the quadrupole magnet. 
Three dimensional quadrupole fields are described in more detail in section 3.2.2. Fringing 
fields will also be examined in section 3.2.3.
2.4 Aberrations
The position of a particle in the image plane can be expressed by equation 2.6.
Xi =  | p +  < x I 0 > 0+ < x  I 85 > 85 +  ...+ < x I 83 > 83 +  ... +  f(x,  y, 0, <f>, 5, P) (2.6)
Where xQ is the position of the particle in the object plane, and the < | > terms denote the 
aberration coefficients. The dominant aberrations for microbeam systems are shown in table 
2.1, and an explanation of the parasitic aberration is provided in figure 2.4.
Due to lens aberrations, the final position of a particle having passed through a lens system 
is not only dependent on the initial position of that particle in the object plane, but also on the 
path taken by that particle through the magnetic or electrostatic fields comprising the system, 
and the momentum shift from the mean.
Quadrupole lenses suffer from many different types of imaging aberration, and the final 
resolution of the microbeam is a trade-off between a high demagnification, or large system 
aberrations. In a perfect lens, the image would be a prefect reproduction of the object, demag­
nified by the demagnification coefficients Dx, Dy. However, each ray enters the system with a 
initial position in the x and y planes, :c, y> and an initial divergence, #, </>. As such, each ra}' 
experiences slightly different forces upon it, due to a range of aberrations, and thus its final 
position will not only be determined by the demagnification, but also by the combined effect 
of the aberrations.
Wollnik illustrates the influences of lens aberrations excellently in [60], as shown in figure
2.5.
2.4.1 Astigmatism
We have already described the quadrupole lens, we know that a single quadrupole will form 
a line focus. The term astigmatism refers to the difference in line foci positions between the 
x and y planes for a quadrupole system. Hence for a focused system, the astigmatism terms 
should be zero.
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Order Coefficient Type
1st Intrinsic < x | x >
< y 1 y >
< x | 6 >
< y | <j> >
Magnification
Astigmatism terms, zero for correctly focused system
Oth Parasitic < X | Un > 
< y \ V n >
<C X j CXn
y I fin ^
Translation
Tilt
1st Intrinsic < x | 05 > 
<y\(j )5>
< x | x5 > 
< y \ y S >
Chromatic
1st Parasitic <C. X | (j>pn ^
<y \ 6p n >  
< x | 6en >
< y  \ fan >
Rotation Terms
Due to excitation changes
3rd Intrinsic < x | 0Z >
< x 1 9 fa > 
< y \ 9 2(j)>
< y | fa >
Spherical
Table 2.1: Dominant Aberrations in Quadrupole Systems
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2.4.2 Parasitic aberrations
The dominant parasitic aberrations listed in table 2.1 arise due to misalignment of optical 
elements from the beam axis. Since each element can be independently misaligned, the parasitic 
terms listed in table 2.1 carry a n subscript, where n denotes the number of the quadrupole to 
which the aberration relates. Translation is the transverse misalignment of a quadrupole from 
the optical axis. The terms < x \ Un > and < y \ Vn > indicate translation in the xz and yz 
planes respectively. Tilt occurs in the xz plane when a quadrupole is rotated about its y axis, 
and in the yz plane when a quadrupole is rotated about its x axis. X tilt and y tilt are denoted 
by < x | > and < y \ f3n > respectively. Translation and tilt aberration coefficients contain
no dependence on the angular divergence of the beam, and are thus considered aberrations of 
the zeroth order. Hence the effect of translation and tilt is a simple tranverse displacement 
of the image from the beam axis, as shown in figure 2.5. Both translation and tilt can be 
easily removed by quadrupole alignment procedures. Rotational misalignment occurs when a 
quadrupole is rotated about the beam axis, as shown in figure 2.4. Rotation misalignment 
terms are denoted by < x \ (f>pn > and < y \ 0pn >. Rotational misalignment is simple to 
remove since the rotation of one quadrupole lens within a system is sufficient to compensate for 
the rotational misalignment of the other lenses, ft is easy to identify rotational misalignment 
since the cross-coupling nature of the misalignment gives an rhombus shaped beam-spot that 
appears to rotate as the aberration is minimised. A fourth parasitic aberration arises from 
excitation changes to a quadrupole, causing an aberration which is angle dependent to the first 
order. This aberration is denoted by < x \ 6en > and < y \ (j)£n > where e denotes a percentage 
change in the excitation of a quadrupole.
Figure 2.4: Displacement and misalignment aberrations of quadrupole lenses
CHAPTER 2. BEAM OPTICS 35
no aberrations
   only aberrations
of 0 order
only aberrations 
of 1 order
element in the image plane
Figure 2.5: Intensity distributions in the image plane for systems causing aberrations of the 
zeroth, first, second or third order. [60]
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2.4.3 Chromatic Aberration
Chromatic aberration is caused by the dependence of the focusing force in a quadrupole lens 
on the momentum of a particle. Thus for beams with large momentum spread, particles within 
the beam of different momenta will experience different axial forces resulting in a broadening of 
the beam spot. Energy or momentum change of a particle is ususally expressed as a fractional 
shift in momentum from the mean:
a' =  ( 2 .7)
mv
2.4.4 Spherical Aberration
Spherical Aberration arises from the fact that particles travelling in the lens with a divergence 
from the beam axis experience a slightly different force from particles moving parallel to the 
axis, as assumed in the paraxial approximation. Thus it is not possible to make the assumption 
that the axial velocity remains constant or that the force is radial. The effect of spherical 
aberration is that rays of different initial divergence are focused to different positions on the 
z axis. This can be seen in figure 2.6. The cross-terms, < x \ 9(f)2 > and < y \ 92(f) > are 
responsible for drawing the beam spot out into the characteristic cross shape associated with 
spherical aberration in the Oxford Triplet lens geometry; This is illustrated by figure 2.7 which 
shows the beam spot due to a number of rays traced from a single point in the object plane, 
referred to as the ”point-spread” .
2.5 Optimisation
The recent discussion of aberration leads us to the conclusion that, apart from the simple 
demagnification term in equation 2.6, the dominant terms defining the beam diameter in the 
image plane are all dependent to some degree on the entrance divergence of the beam, and not 
the object size. It is therefore clear that the beam spot observed on target will be composed 
of the demagnified object, referred to as the geometrical component of the image due to its 
dependence on the object, and a halo of aberration, referred to as the aberrated contribution to 
the image, which is dependent on divergence. None of the present applications of microbeams 
require that the image is a quality reproduction of the object, but are merely concerned with 
focusing maximum beam current into the minimum beam spot diameter. Therefore, the best 
focus will be a combination of the geometrical and aberrational contributions, chosen to max­
imise the overall acceptance whilst ensuring that all rays pass within a certian diameter in the 
image plane.
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Image Plane of Bordeaux-Rossendorf Microbeam System
Rays of differing divergences - Beam envelope
Z axis (m)
Figure 2.6: Simulation of rays of varying divergence in image plane for Bordeaux-Rossendorf 
Nanobeam; The difference in focal position is due to spherical aberration.
-250 -200 -150 -100 -50 0 50 100 150 200 250
X  (um)
Figure 2.7: Simulation of a beam spot due to “point-spread” for the Surrey Microbeam
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2.5.1 Jamieson and Ryan’s Figure of Merit
The somewhat complex relationship between demagnification, aberration, and optimum beam 
current necessitates that a figure of merit is defined such that microbeam geometries can be 
compared easily by some figure that adequately explores the parameter space describing a 
microbeam geometry. Jamieson and Ryan define such a figure in [50], which they have used to 
explore the possibilities for the design of the CSIRO-GEMOC quintuplet microbeam system.
This figure of merit is designed to reflect the maximum beam current into a given spot 
size under the effects of spherical aberration, since it recognises the favourable effect of greater 
demagnification, and also the unfavourable increases in spherical aberration, often associated 
with greater demagnification.
It is easy to derive this figure of merit based on a few simple assumptions. If a uniform 
beam-brightness distribution is assumed, such that the beam-current is proportional to the 
phase-space accepted by the system, defined by the object and collimator apertures, then we 
can find a ratio of geometric and aberrational terms necessary for the optimum focusing of 
current into a given beam spot-size.
If we assume that spherical aberration is the dominant aberration of any microbeam sys­
tem, and that chromatic aberration and the spherical aberration cross-terms are of negligible 
importance, then the position of a ray in the image plane can be defined by the contribution 
of geometric and aberrational terms in respect to the object co-ordinates of the ray.
This can be described by equation 2.8 where the image size is the sum of the geometric and 
aberration coefficients in quadrature.
*K g)2+(H*3>*3)2 <2-8)
If we make the x coordinate at the object the subject of this equation, then we can derive the 
beam current through the system as a function of the accepted divergence for a set image size.
*0 =  O , yfx l - ( (x\6*)93)2 (2.9)
I  oc xqOq (2.10)
1 <x Asa/s? -  ((.r I 03}03)20o (2.11)
It is clear from figure 2.8 that this relationship has a maximum value, beyond which the
aberration component has gained such significance that the current focused within the given
image size cannot be maintained. Differentiating twice to prove that solution is a maximum 
shows that an ratio exists between the contribution from geometric and spherical aberration 
for the maximum beam current into a given spot-size. This ratio, when only the spherical
aberration term is considered, gives a ratio shown in equation 2.12.
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Input d ivergence
Figure 2.8: Beam current as a function of input divergence for a given image size, from equation 
2.11
-jy- : {x  | 6>3) 6>3 =  \/3 (2.12)
Jamieson states in his derivation of the figure of merit [50] that for a good focus the geometric 
term is about double that of the aberration term. We can see from equation 2.12 that this is 
an acceptable engineering approximation.
If equation 2.8 is rearranged to include this newly defined relationship, it gives:
*< =  ( | £ )  + ( 2 <*|03)0 3) 2 (2.13)
Thus yielding expressions for £0 and 90 respectively.
zo =  0.89DxXi (2.14)
=  °'68GtH)3 (215)
Substituting back into equation 2.10, it is clear that maximum current corresponds to a maxi­
mum figure of merit given by 2.16.
Q =  7 DxDy (2.16)
V ( x I 0s) (y I ^3)
The Q value provides an acceptable method to evaluate the optimisation of these parameters, 
since systems with a high figure of merit, or ’Q1 value potentially offer a superior performance.
The equation for this figure of merit is given in equation 2.16.
To recap on the assumptions made:
1. The assumption of a uniform beam brightness distribution, thus beam current is propor­
tional to the total phase space accepted by the system
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2. Chromatic aberration and spherical aberration cross-terms are of negligible importance.
3. The assumption that for a good focus the geometric term is approximately double that 
of the aberration terms.
The first assumption means that the flux-peaking phenomenon, discussed in [31] is ignored. 
This phenomenon reduces the sensitivity of the probe to angle dependent aberrations which 
means that a system is likely to have better performance than indicated by the figure of merit, 
but the optimisation via the figure of merit will still produce an optimised performance. Of 
more significance is the assumption that the spherical aberration cross-terms are of negligible 
importance. For a truly useful figure of merit, the spherical cross-terms must be included. 
Jamieson and Ryan state in the same paper [50] that reduction of the spherical cross-terms was 
their guiding philosophy in the design of the CSIRO-GEMOC nuclear microprobe.
2.5.2 Acceptance Optimisation
The spherical aberration cross-terms can make a significant contribution to the point spread 
function. The author has developed a method for evaluating a system based on its spherical 
aberration coefficients including cross-tenns. This is based on optimising the acceptance for a 
system with a given spot size in the image plane. If we assume that the final beam profile is a 
convolution of the various components, the position of a ray in the image plane as a function 
of geometric and spherical components can be expressed as:
=  j ( ~ y + ((m#3)#3)2+ ( w w ) 2
=  J (| 0 2 +  (fel W 3)2) +  (M 02< W ) 2 (2.17)
This can be expressed in terms of object co-ordinates where r represents the radius of the 
spot-size in the image plane:
x0 =  s/~Dl(r2 -  (zl#3)2^  -  Jx\e^
Vo =  (r2 -  (j/|^ 3)2^ 6 -  {x\82cl>)%Si<j>2) (2-18)
Therefore, the acceptance of the system, A =  x0y06(f), is:
A =  e<j>ojDl (r2 -  {x\8*)20s -  (x\f)<j>2)2e2^ ) j D l  (r2 -  ( j /| # W  -  (x\e2</>)W<l>2) (2.19)
The optimal value of acceptance can be found when the following conditions are satisfied:
dA n , dA
Xi
Vi
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d2A n n—  < 0 and ^  < 0
A plot of the acceptance function for an Oxford Triplet geometry is shown in figure 2,9. 
However, the algebraic solution of these terms is not simple, and a numerical optimisation 
method has been used in the survey to find the optimal value of the acceptance function.
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(a) Oxford Triplet
(b) Two-stage triplet - triplet system
Figure 2.9: A plot of the acceptance function for two beamline geometries. The vertical scale 
is in units of /im2.mrad2. The horizontal scale is in units of mrad.
Chapter 3
Calculating The Motion of Particles in 
Magnetic and Electric Fields
3.1 Matrix Methods
3.1.1 Introduction
There are two main methods for analysing the theoretical behaviour of microbeam systems: 
matrix methods, and raytracing. Raytracing techniques are far more accurate than matrix 
methods, and will be discussed in the next chapter. However, matrix methods are computa­
tionally much faster than raytracing, and thus provide a quick way to compare the suitability of 
microbeam geometries for microbeam applications. This is useful because it can use many iter­
ations of a minimizer routine to find the quadrupole excitations required to give the best focus, 
which would be time-consuming if each iteration was computed by the raytracing technique. 
Thus matrix methods can provide a good starting point for the raytracing technique.
3.1.2 The Matrix system
If a particle enters a microbeam system with the entry coordinates Xi, yi describing the particles 
transverse position in the object plane, and 6i,(f)iy which describe the particles divergence from 
the axis of beam propagation in x-z and y-z planes respectively, then the coordinates of the 
particle after travelling through the system can be represented as a polynomial series where the 
coefficients express the aberration coefficients of the microbeam system, as shown in Equation 
3.1.
43
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Xf =  m n X i +  m u yi +  m 139i +  + . . .
y f  =  m 2iXi 4- m 22yi +  m 2sdi + m 240; + m 25<5 + . . .
Of =  rn^Xi -1- m 32yi +  m 33$i +  m 340 i + m 335 + . . .
(f)f ~  ntAiXi +  m A2yi 4- m 43^  +  m 440 i +  m 45<5 + . . .
(3.1)
Where the mnn terms represent the first order aberration coefficients described in table 2.1. 
These equations may be written in matrix notation:
(3.2)
Xf mu mi2 mi3 m14 mi5 ................  x{
yf m2i rn22 m23 m24 m25 ................  yi
Of m31 m32 m33 m34 m35   Bi
(f)f m41 ?n42 m43 m44 m45 ................  ^
Equation 3.2 gives the exit coordinates for a particle leaving a system, but it does not 
express the higher order aberration coefficients directly, which is useful in the comparison of 
probe forming systems. This can be achieved by formulating a new matrix:
xf
VS
Of
4>f
rp 2
Xf
x fV f
x f ef
P ll Vl2 Pl3 Pl4 Pis 
P21 P22 P23 P24 P25
Pij
P n n
Xi
yi
Oi
4*i
X
X
(3.3)
The p matrix elements shown in equation 3.3 can be derived by simple algebra from the 
elements of the m matrix shown in equation 3.2. Equation 3.4 shows the xj term.
=  (mn Xi +  muyi +  mI3&i + m14rj>t +  mwSif (3.4)
The second order transfer matrix will be a 20 x 20 matrix, and the third order matrix will be 
55 x 55.
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3.1.3 First Order Matrices
The system matrix for a microbeam system can be built up from the transfer matrices for each 
element within a system. Simple microbeam systems are composed of both drift spaces and 
quadrupole lenses. The transfer matrix for a drift space is shown in equation 3.5.
xf
Vf
Of
cf)f
1 0 L 0 
0 1 0  L 
0 0 1 0  
0 0 0 1
Xi
Vi
0i
4*i
(3.5)
Where L is the length of the drift.
The field profile of a quadrupole lens is described in equation 2.4. From this an expression 
can be obtained for the equation of motion of the particle in the lens:
= ~dvx
dt m
dvy e
dt ~  m m
(3.6)
Using equation 3.6 an equation for x and y positions as a function of the axial position z 
can be derived, assuming that the force applied to the particle is always normal to the axis of 
propagation. This is known as the paraxial approximation and is the reason why first order 
matrices cannot calculate spherical aberration.
d?x
dz2
d2y
dz2
k2
= -k*x
k y 
e 
mvt
(Gmvz)
(3.7)
A uniform quadrupole lens with length I is represented by the following matrix:
0* /
Vf
Of
(f)f
cos kl 
0
~k sin kl 
0
0
cosh kl 
0
k sinh kl
£ sin kl 
0
cos kl 
0
 ^sinh kl 
0
cosh kl
Xi
Vi
0i
(3.8)
One of the fundamental inaccuracies of using matrix methods to calculate microbeam sys­
tems is the inability to accurately model the fringing field of the quadrupole lens, i.e. the field 
which extends beyond the geometric length of the quadrupole lens. Banford states in [1] that 
the following expression for effective length is a reasonable approximation that agrees well with 
empirical measurements.
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le l0 4“ l .lf lo
Where la is the geometric length, and a0 is the bore radius of the lens.
(3.9)
3.1.4 Focused Systems
For a focused microbeam system, all rays from a single point in the object aperture should 
ideally arrive at a single point in the image plane. The image distance must be calculated such 
that the image plane is in the same position in both the xz and yz-planes, otherwise the system 
is astigmatic.
The image distance can be calculated by considering the microprobe system in two sections:
1. The system from the object aperture up to the end of the effective length of the final 
quadrupole lens.
2. The drift length from the final lens to the image plane.
Thus:
xf
Vf
0/
1 0 lx 0
0 1 0  ly
0 0 1 0
0 0 0 1
Xi
Vi
0i
<i>%
(3.10)
mu 0 mis 0 
0 m 2 2 0 ?7124
msi 0 m33 0
0  m 24 0 77144
For a simple first order system, the motion in the xz and yz planes in a pure quadrupole field 
is independent, hence all the cross terms in 3.10 are zero.
Since the condition for a focused system is that the x and y positions in the image plane 
are not dependent on the divergences 0 and the system is focused when < x/0 > =  0 and 
< y/4> > — 0, thus, the image distances can be calculated:
, _  ~m13
l X  — m33
-7712 4
l y 77144
Hence, the demagnifications are given by:
Ac - 77in + J«m31 
D y =   —------
m 22 +  l y T n  42
(3.11)
(3.12)
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3.1.5 Principal Planes
If an optical system has ail object perpendicular to the axis at the object plane, then it could 
be said to give a geometrically similar image, perpendicular to the axis at the image plane. The 
geometrical similarity will be in the form of a transverse magnification, m, i.e the object will 
be magnified at the image. The principal planes are the points where m =  +1. These planes 
intersect the axis at the principal points, P and P’, as shown in figure 3.1. H and IT are the 
conjugate points in the principal planes, such that H'P' =  HP by definition. [40]
The principal planes have the property that a ray crossing the axis at P leaves the lens at P 
with the same angle with respect to the beam axis. This is important for beam scanning since 
it allows the deflection sensitivity in the image plane to be calculated if the principal planes of 
the system are known.
The position of the principal planes can be found simply using matrix methods if one con­
siders the system as 3 matrices; the object drift matrix, the system matrix, and the image drift 
matrix, and then solves for the magnification term in the drift matrices.
H H'
i
Figure 3.1: Image formation by a perfect system [40]
The principal planes of the Surrey Microbeam are marked in figure 3.2. H and H denote 
the entrance and exit principal planes respectively, and the subscripts refer to the plane of 
motion. The Surrey Microbeam has an Oxford Triplet lens geometry, and thus the principal 
planes occur as described by Grime, Watt and Takacs in [23]. The axial crossing of the beam 
profile in the x-z plane within the first quadrupole lens causes the exit principal plane Hx to 
occur beyond the image plane. The proximity of IIX to the image plane compared to II' in 
the Oxford Triplet geometry means that beam scanning in the X-Z direction requires a greater 
entry angle to the entrance principal plane in comparison to beam scanning in the Y-Z plane 
to achieve similar beam deflection in the image plane.
The concept of principal planes is important in the design of beam scanning systems, par­
ticular pre-lens scanning where the beam may enter the lens off-axis. Calculations by Grime 
using the OXRAY software [23] show that for the Oxford proton microprobe the major aber­
rations introduced by pre-lens scanning are second order terms < x \ 62 > and < y \ (j)2 >.
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Using a dog-leg configuration magnetic scanning system lie observed that the < y \ 4>2 > term 
passes through zero as the axial crossing point is moved through the entrance principal plane in 
the Y-Z plane. The implication of this is that if the beam were to enter the entrance principal 
plane off-axis, then aberrations would be introduced into the systems, and the beam-spot would 
degrade as the system was scanned away from the axis. There are no measurements of this 
effect in the literature.
3.1.6 Calculation of Aberration Coefficients using Matrices
We have seen that calculation of the first order properties of a microbeam system using matrices 
is a relatively straightforward process. Calculation of the second order properties is somewhat 
more complex, although expressions for chromatic aberration are easy to derive from the first 
order properties by variation of the k-value to incorporate spread of energy within the beam. 
The effect of a momentum spread 8 on the k-values for 5 «  1 can be expressed as:
=  — 2  ^ (3.13)
A£ =  ke (1 — <5) (3.14)
Where k1 denotes the effective k value, and the m and e subscripts denote the magnetic and 
electrostatic cases respectively. Substituting the above equations into the matrices for each
aurrey
SURREY MICROBEAM
z —a x is  (m )
Figure 3.2: Beam profile of the Surrey Microbeam, with principal planes marked, calculated 
using the matrix based beam optics software PRAM [30]
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active element in a system, the following second order aberration coefficients may be extracted:
=  /
=  /
-  /
(x\ x5)
(x 1 OS)
{y1 y$)
(y 14>s)
(o\xS)
(0\6S)
(<f>1 yS)
<«*14>s)
fklsinkl (3.15)
sinkl , , , (3.16)— Icoskl
Icoshkl (3.18)
k
—fklsinhkl (3.17)
sinhkl 
k
f  [klcoskl +  sinkl] (3.19)
fklsinkl (3.20)
—fk  [klcoslikl +  sinhkl] (3.21)
—fklsinhkl (3.22)
(3.23)
where f  — 0.5 for magnetic quadrupoles, and f  — I for electrostatic quadrupoles.
Heck [24] has derived a method for calculating second order aberrations due to misalignment 
of optical elements. The process adopted by this method is the formation of transformation 
matrices such that the co-ordinate frame can be manipulated to suit the misaligned element.
This method is not straightforward, and the reader is referred to Heck’s article on this subject
for further information.
Calculation of the third order aberrations using matrix methods requires complex algebra. 
The potential distribution in a quadrupole lens is symmetric about the centre of the lens, and 
so the potential must be an even function of radius, i.e:
f(x , y) -  - y )  (3.24)
Since the force on the particle is proportional to the force must be an odd-function of 
radius [19]. Thus it is clear that after the first order focusing, the next imaging aberration 
to appear will be of third-order, of which spherical aberration is the most important. The 
nature of spherical aberration was discussed in section 2.4.4. To model the effect of spherical 
aberration, one must model the change in axial velocity as a particle departs from the axis, thus 
abandoning the para-axial approximation upon which we based the first-order equations. To 
further complicate the process, the fringing fields of each element must be fully modelled, since 
these regions include higher-order harmonics which may affect the third order aberrations.
3.1.7 The Dymnikov method
Dymnikov, Fishkova, and Yavor [14] have derived a set of approximations for spherical aberra­
tions in individual quadrupole lenses based on a short lens approximation, and an expression 
for the spherical aberration of a system as the compound effect of the individual spherical 
aberration for each lens, which is reviewed in the book by Breese, Jamieson and King [5]. A 
brief review of the method is provided here.
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The displacement of a ray in the image plane due to spherical aberration is:
Xi =  < x | #3 > #Q+ < x | 6 (f)2 > #o0o 
Vi =  <  V I 0 3 >  0 o +  < y \ 6 2( j ) >  #o0o
(3.25)
(3.26)
However, in stigmatic quadrupole lens systems the cross terms are related, as shown in equation 
3.27.
< x  I 9(f)2 > M y  = <  y I #20 > M x (3.27)
Where M x and M y are the horizontal and vertical magnifications of the system respective^. 
Thus only three independent spherical terms exist.
The spherical aberration coefficients of a thin quadrupole lens have been derived by Dym- 
nikov et al. [32].
c* = li[i}2 (3-28)
„  ib a?, a ?' ,
Cs =  - y  - f f  (3.29)
^ LJxJy.
=  (3'30)
D s = C s (3.31)
Where:
ax and ay are the lens object distances in the respective planes. 
fx and f y are the lens focal lengths in the respective planes.
L is the lens effective length, described in chapter 3.1.
0 is a correction factor for the the shape of quadrupole fringe fields. A full explanation
of this can be found in the work by Jamieson in [32]. For rectangular lens field profiles it
is acceptable to approximate 0  =  1 .
C p and C s represent a component of the spherical aberration coefficient of the lens for 
the pure, and cross-term respectively in the x-z plane.
D v and D s represent a component of the spherical aberration coefficient of the lens for 
the pure, and cross-term respectively in the y-z plane.
Dymnikov’s coefficients can be related to equations 3.25 by the following relations:
<  | #3 >  =  M XC P 
<  x  | 9(f)2 >  =  M XC S
< y [ #20 > M yC s
< y I 03 > =  MyDj. (3.32)
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Yavor et al. also defined a formula for the summation of the spherical aberration coefficients
for a system of such lenses [32].
k
71=1
k
Cs{k) — n C s / (3.34)
71=1
fc
Where the n-sub-prefix denotes the nth lens and and My(n_i) are the combined magni­
fications of the first (n — 1) lens in the system, as given by equation 3.37.
Where {Mx and iMy are the magnifications of the ith lens.
The author has developed a software package called ELUM for calculation of particle tra­
jectories using first order matrices, and calculation of the spherical aberration coefficients for 
a beamline using the Dymnikov method. A comparison of aberration coefficients calculated 
by ELUM using the Dymnikov coeffients, and calculations using numerical raytracing for a 
single quadrupole lens are presented in section 3.2.3. It has been found that the Dymnikov 
coefficients significantly underestimate the spherical aberration of a quadrupole lens when a 
high lens excitation is used.
3.2 Raytracing
3.2.1 Introduction
Numerical raytracing provides a method to calculate the higher order aberrations of a mi­
crobeam system based on numerical methods instead of the analytical algebraic method dis­
cussed in the previous section. There are few software packages available for numerical raytrac­
ing suitable for microprobes, a comparison of raytracing softwares will be presented in chapter
Raytracing involves tracing the path of a single particle through a mathematical represen­
tation of the real fields step by step through the system, allowing the calculation of the effects 
of complex field distributions. This is achieved by solving the differential equations of motion
My(n— 1 )  —  n i = i  i M y
(3.37)
(3.38)
4.
for a representative set of particles within a numerical model of the fields in the system.
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It is necessary to specify a series of simultaneous first-order differential equations, repre­
senting the equations of motion for a particle in magnetic and electrostatic fields, where the 
axis of the beam is the independent variable.
The motion of a particle in a electrostatic or magnetic field is given by the equation of 
motion:
d— (mu) =  e(E  +  v x B)  (3.39)
Where mv is the relativisitic momentum of the particle given as
mv =  m0u(l — \v\2/c2)~  ^ (3.40)
with the rest mass of the particle (kg), v the velocity of the particle (???,s-1), c the velocity 
of light (?ris_1), B the magnetic field (T) and E the electrostatic field (Vrn-1).
The axial distance, z, can be made the independent variable by substitution, thus the 
expansion of equation 3.39 gives:
-(VyBZ VZBy T Ex)
~{vzBx vxBz T  -E y)
'{vxBy Vy Bx T Ez)
dvx e
dz mv..
dvy e
dz mv.T3 e
dz mv.
dx Vx
dz vz
dy
=  Hv
dz Vz
(3.41)
The initial conditions are simply the positions and velocities of the ray at the object. The 
velocities can be found from the energy and divergence of a ray at the object:
I" I = c(1 “  T I T S ^  (3-42)
1 m o c2 /
Vz
(3.43)
These equations must be solved numerically to determine the position and velocity of the 
particle at the desired point along the beam axis. Usually this point corresponds with field free 
region in the image space of the beamline system. For a full solution, initial conditions for the 
position and velocity vectors are necessary.
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Most strategies for the solution of the equations 3.2.1 operate by stepping in discrete values 
along the beam axis using a Taylor series expansion to extrapolate the next value of the solution 
to each equation from the preceding values.
/ h2 „
yN =  yN„  i +  hyN _ 1 +  +  ••■ (3.44)
where yn represents the value of each of the components after the nth step in >2 , and h is the 
size of the increment in z.
Significant computation effort can be saved in numerical raytracing with no loss of accuracy 
if an adaptive stepsize routine is used.
The stepsize adjustment procedure begins by calculating the desired error level for each 
component of the solution, and then comparing this to the observed error at each step. The 
desired error is given by:
Ei ~  a^bs^ i +  r^el \ Vi | (3.45)
Where eabs is the absolute error, and eTei is the fractional error. Di is actually a vector of the 
desired accuracies for the solution of each differential equation, and si is a vector of scaling 
factors for the absolute error allowed in each component.
If the observed error Ei exceeds the desired error level D{ by more than 10% the then 
stepsize is reduced by the expression given in equation 3.46:
hnew — hold * £ * ( - — ) (3.46)
Where S' is a safety factor of 0.9, and q is the consistence order of the method to used to solve 
the ordinary differential equations. Alternatively, if the observed error level is less than 50% of 
the desired error level, the stepsize can be increased:
/  Ei \ W&j
hnew ~  hold * S * f —  J (3.47)
Careful choice of the maximum allowed error for a single step determines both the overall 
accuracy, and the speed of computation, however it is in the nature of this approach that errors 
propagate through the system with each step taken. This is especially critical if we consider 
quadrupole fields and deviations from the axis in error conditions.
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3.2.2 Field Distributions of Cylindrical Harmonics
The common magnetic and electrostatic elements of a microbeam can be described easily using 
cylindrical field harmonics, i.e. dipole, quadrupole, octupole.
The magnetic scalar potential derived from a two dimensional Laplace equation for a mul­
tipole with perfect fourfold symmetry and no variation of field with length takes the form
<KM) =  &2n(sin 20)rn (3.48)
n=2,6,10...
Where n is the multipole index such that n =  2 represents a quadrupole, n — 3 represents a 
sextupole, n =  4 represents an octupole etc. However, for accurate modelling of a quadrupole 
field, the model must be extended to 3 dimensions to account for the cylindrical harmonics 
and variation of the field with respect to the optical axis of the beam. Using a cylindrical 
polar co-ordinate system, where the origin is the centre of the element being modelled, and the 
z-axis is the optical axis of the element, an equation for the magnetic fields of an element with 
cylindrical harmonics of order n can be formed.
In this region a magnetic scalar potential may be defined by
B =  -V ip  (3.49)
with
VB =  - V 2 i/> =  0 (3.50)
Lobb [39] shows the solution of Laplaces equation in two dimensions to be the Fourier series 
given in equation 3.52.
ld_
r dr'
drp
Tlh
1  d2ib n . .
rjr(r,8 ) =  ^ p n( - ) ( - ) nsin(n0 -  Xn) (3.52)
7X CLn—1
where pn and Xn are constants, and the scaling parameter a has been inserted for convenience.
oo oo
CO S(n 0  +  Xn) ^ 2  Cln+ 2 i(z) rn+21 (3.53)
n—1 i=0
oo
Br =  C0SM  +  7n) +  ^‘)an+2i{z)rn + 2 '1 1
n=l z—0
oo oo
B0 =  — ^ 2  sin^^ +  7n) ^ 2  nan+2i(z)rn + 2 i~ 1
n=l i=0
oo oo
Bz =  '22J COS(n# +  7n) ^22 a>n+2i{ z )r n + 2 1
77=1 7=0
(3.54)
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The left-hand side sum terms of equation 3.54 can be replaced by an excitation parameter
a .
Br — Cn cos(nO +  j n) y^(n  +  2 i)an+2i{z)rn +21 1
i=o 
oo
Be =  - C n si\\{ne +  qn) nan+2i{z)rn^ 2l~l
2=0
OO
Bz -  Cncos(n#+  %) ^ u ^ +2i(2 )rn+2‘
i—0
(3.55)
The excitation parameter 6 yn can then be related to the pole-tip field of the quadrupole:
Cn =  S t — «S_ 1  (3-56)
Where /cn is the relative strength of the harmonic of order n, which may be obtained either by 
calculation[3], finite element modelling, or by spectrum analysis of rotating coil measurements
[18].
The coefficients an in equation 3.54 are derived from the axial field gradient distribution 
f n(z) given by:
(-l)Xn!
4 H\(n +  i)!
jm
(AW)dzm
an+2i ~  '^ (an+2i)
(3.57)
The phase term yn accounts for the relative alignment of the componments.
3.2.3 Fringing Fields
The function fn(z) controls the shape of the fringing field. This function is based on the 
function used by Enge [16] for modelling dipole fringing fields. Grime and Watt suggest in [19] 
the modification of the numerator to match the uniform field region at s =  0
AW  = i V S )  (3-58>
Where:
Pn(s) — Cq T CiS + C2 S2 +  C3 S3 +  C4S4 +  C5S0 
\ z -z  i|s =
ClQ
(3.59)
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Where zi is the beginning of the fringing field on the z axis of the element, and a0 is the bore 
radius of the element.
The coefficients Cq to C5 can be chosen to fit the shape of the fringing field.
The effect of the fringe field length parameter, z1} is merely to truncate the fringing field, 
resulting in a sharp-cutoff. This has the effect of saving calculations, but does not accurately 
represent a quadrupole fringing field. Therefore, this parameter should be chosen such that the 
fringing field has sufficient length to avoid any significant discontinuities in the field profile.
The OM50 and OM52 quadrupole lenses are two precision quadrupole lenses produced by 
Oxford Microbeams Ltd. The physical properties of these lenses is given in Table 3.1.
Profile Bore diameter (111111) Geometric Length (111111)
OM50 15.0 1 0 0 . 0
OM52 7.5 55.0
Table 3.1: Physical properties of the OM50 and OM52 quadrupole lens
Figure 3.3: Measured longitudinal field profile away from the centre of an OM52 lens at a radius 
of ^3 111111 away from the lens axis [6 ]
Table 3.2 shows the Enge fringe field coefficients for the five fringe field profiles shown in 
figure 3.6. Profile 1  is a rectangular field profile for an OM50 quadrupole lens. Profile 5 is the 
measured fringe field profile for a OM50 quadrupole lens.
All the aberration coefficients in table 3.2 were calculated for a OM50 quadrupole lens with 
a pole tip field of 0.1 Tesla, an object distance of 1 metre, and a image distance of 0.1 metres, 
measured from the centre of the lens.
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Beam Axis Z  (m ) Beam Axis Z (in)
(a) Entry Fringe (b) Exit Fringe (nose)
Figure 3.4: Measured longitudinal entry field profile away from the centre of an OM52 lens at 
a radius of mm away from the lens axis, compared to fitted profile calculated using Enge 
coefficients. [6 ]
Beam Axis Z (m)
Figure 3.5: Measured longitudinal field profile away from the centre of an OM50 lens at a radius 
of ~3 mm away from the lens axis [26]
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Beam Axis Z (m)
Figure 3.6: Quadrupole fringe field profiles. Fringe field profiles numbered in the legend corre­
spond with fringe field profiles from table 3.2.
Beam Axis Z (m)
Figure 3.7: Quadrupole fringe field profiles
CHAPTER 3. CALCULATING THE MOTION OF PARTICLES
Profile zO (mm) cO cl < x | 0s > < x | 0 (j>2 > < y | 0 2 (f) > < y | (j)3 >
1 50 0 0 -0.00169 -0.0064 0.00343 0.0126
2 40.2 - 6 3.5 -0.00441 -0.0438 -0.0001 0.0128
3 30.7 - 6 2 . 0 -0.00458 -0.0454 0.00113 0.0142
4 3.11 - 6 0.9 -0.00418 -0.0462 0.00103 0.0158
5 28.8 - 1 0 3.09 -0.0051 -0.0467 0.00273 0.0143
Table 3.2: Spherical aberration coefficients for a variety of quadrupole fringe field profiles, 
shown in figure 3.7.
Aberration Coefficient Rectangular Fields Measured Fringe Fields
A Qs V 80.088 82.847
-23.908 -24.188
< X I 03 > 108.89 332.18
< x | dcj)2 > 70.217 5.9812
< y \ 6 2cp> -234.05 -396.3
< y \ 4 ? > -288.34 -1733
Figure of Merit Q -60.695 -24.089
Table 3.3: Aberrational effect of fringe fields on Oxford Triplet
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Aberration coefficients published in the literature for the Oxford Triplet lens system and 
other beamline geometries are likely to have been made using the Enge coefficients suggested in
[19] of c0 =  —6 , Ci — 3.5, C2 _ 4  =  0 to model the fringe field region of an Oxford style quadrupole. 
However recent unpublished finite element analysis calculations by Sebastien Incerti [26] sug­
gests that a better fit for an Oxford OM50 lens is given by the Enge coefficients of profile five in 
table 3.2. Calculations made using incorrect fringe field profiles, or worse, a rectangular fringe 
field profile are likely to greatly underestimate the spherical aberration coefficients of beamline.
The aberration coefficients calculated by the software packages ELUM, TRAX, and XART 
for a single OM50 quadrupole lens shown in figure 3.8 are particularly significant with respect to 
assessing the accuracy of the Dymnikov coefficients. The software package ELUM, discussed in 
section 3.1.7 uses Dymnikov coefficients to calculate the spherical aberration of the quadrupole 
lens. TRAX and XART both use numerical raytraying to calculate the path of particles through 
the magnetic field of the quadrupole lens, and calculate the spherical aberration coefficients 
from the position of the particles in the image plane. TRAX and XART are examined in more 
detail in chapter 4. It is clear that for the OM50 quadrupole lens the Dymnikov coefficients 
significantly underestimate the spherical aberration when the pole-tip field of the lens exceeds
0.3 Tesla. Below 0.3T, the Dymnikov coefficients can be at best considered an approximation. 
In this range, the Dymnikov coefficients overestimate the spherical aberration, particularly for 
the pure spherical aberration terms < x \ 0s >, < y | cjp >  by upto a factor of two. For most 
microbeam systems using 3MeV protons, the pole-tip fields required to find a focus at common 
working distances (> 100mm) rarely exceed 0.3T. For example, the Surrey Microbeam uses an 
Oxford Triplet lens geometry which requires OM50 quadrupole pole-tip fields of 0.219T and
0.1959T to give an focus after an working distance of 160mm for a 3MeV proton beam.
3.2.4 Locating the Image Plane
An important aspect of numerical raytracing is the ability of the focusing algorithm to find the 
best focus of the beam in the image plane. A numerical minimiser is used to find the set of 
lens excitations that give the minimum value of a function representing the focus conditions.
The image plane can be located using numerical raytracing simply by tracing an axial ray 
and a paraxial ray from a point at the object, and determining the point in the x-z and y-z 
planes respectively where these rays intersect. A focus can be achieved at a given position on 
the beam axis by using a numerical minimiser to find the set of lens excitations that minimise 
the separation of the image points in both planes from the specified position on the beam axis. 
This technique may be referred to as “image” focusing, since it finds the first-order location of 
the image plane.
However, every ray that traverses the beamline model will suffer aberration. If the “image” 
focusing technique is repeated for many paraxial rays of differing divergences, the location
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Pole tip field (T)
(c) <  x\6(f)2 >
Pole tip field (T)
(d) <  y\02(f) >
Figure 3.8: Aberration coefficients for a single quadrupole lens, for a 3MeV proton, calculated by 
different methods. ELUM, TRAX, XART denote calculations by the named software packages 
for a rectangular field profile. “Fringe” denotes calculation using XART, and the fitted OM50 
lens profile. Units mrad).
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of the image plane will be spread due to the aberrations of the system. The implication is 
that the point where a ray crosses the beam axis is dependent on the divergence of the beam. 
Therefore, for highly aberrated systems (such as two-stage systems), a first-order technique 
such as “image” focusing may not be sufficient to find a good focus. To locate the image plane 
with accuracy, “radius” focusing must be used. If many rays are traced through the system 
over a range of equal and opposite divergences then a waist is formed in the region of image 
space where all rays intersect. If the radius of displacement from the axial ray of all traced rays 
is measured as a function of distance along the path of the axial ray, a minima will be found. 
This is know as the “curve of least confusion” . A curve of least confusion for a Oxford Triplet 
system is shown in figure 3.9. The minimum radius of this curve of least confusion will give the 
optimum focal position for the set of rays traced. XART traces 7 rays over a divergence range 
of 3 orders of magnitude; If the maximum divergence is chosen such that the displacement of 
this ray from the axial ray at the desired position on the beam axis is approximately equal to 
the desired beam spot radius, then this technique is satisfactory.
Beam Axis Z (m)
Figure 3.9: Curve of least confusion in the image space of an Oxford Triplet system
3.2.5 Calculation of Aberration Coefficients
Coefficients for any aberration term to any order can be calculated using numerical raytracing. 
If the desired variables are used to set the conditions of the system or ray, then sufficient rays 
of different values must be traced such a polynomial of the variables can be fitted to the image 
plane displacement and divergence of each ray.
An equation can be given in general terms for the polynomial formed by the variables for
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which aberration coefficients will be fitted:
X —  Cqoo +  ClOOffi +  C oi0^2  +  C 0 Q I V 3  +  <^200^1 +  • • • +  Q i i 2i 3 . . . i r ^ l 1'y22'L’33 • • • VT  "b
,*T (3.60)
where
0 < i\ < ni
0 <  %i ^ ?l2
0 i>T — tit
(3.61)
(3.62)
where n is the maximum order to which each variable is fitted and is the coefficient
< x\vliV 2 ■. • vlp >, and T is the total number of variables.
N simultaneous equations are required to fit a solution for all the unknown aberration 
coefficients in equation 3.60. These equations are obtained by tracing N rays each with a 
unique set of values for each variable. The total number of rays, iV, required to fit a solution 
is:
T
n = n < * + j ) <3-63)
k=l
The N rays are chosen by stepping each variable through +  1 values forming a grid 
of values for all variables. Recording the displacement of each ray, xm in the image plane, for 
each value of each variable mVk forms a results matrix of the form:
X  =  \ x ix2x 3 ... xm.. . x n \t  
The N simultaneous equations may also be written be written in matrix form:
X  =  V -C x
Where V is a matrix containing the polynomial functions of each variable:
1  1 ^ 1  \V2 1 ^ 3  . . .
1  2 ^ 1  2 ^ 2  2 ^ 3  • • •
(3.64)
(3.65)
V =
1 mVl
1 N Vi . . .
and Ctr is a matrix of the aberration coefficients:
m u l  m u2 m u3
(3 .6 6 )
c x = Cooo C100 C010 Cool C200 • • • (3.67)
CHAPTER 3. CALCULATING THE MOTION OF PARTICLES 65
The solution of equation 3.65 for Cx is obtained by multiplying both sides of the equation by 
the inverse of V. Thus:
Cx =  y - 1 • X  (3.68)
Similarly, a solution can be obtained for the aberration coefficients < y \ > ,<
0 | v\lv% •.. Uyf > ,<  (j) | v\lV2 .. . vlrp > by recording the image co-ordinates for each ray traced
in the matrices Y ,©,<!>, and applying the inversion matrix V~l to give CyiCo)C(j))
Chapter 4 
Comparison of Beam Optics Software 
Packages
4.1 Introduction
An number of software packages exist capable of raytracing MeV ions through-quadrupole fields 
with sub-micron accuracy. Two popular choices for this purpose are GEANT4, and TRAX. 
The comparison between these two packages really represents a comparison between the old, 
well tested software, and the new relatively untested software GEANT4.
4.2 TRAX
TRAX arose as a development of OXRAY, which was developed in Oxford by G.W. Grime 
in the 1980’s. It was written in the Fortran programming language, and utilises a number of 
algorithms from the Nuclear Algorithms Group to solve the differential equations of motion, 
and fit the aberration coefficients, as described in the previous chapter. The capabilities of 
TRAX include the accurate modelling of magnetic and electrostatic dipoles, quadrupoles, and 
octupoles. Trax also includes a simplistic model of slit scattering, although the author has no 
experience with this part of the code. The advantages of TRAX are the ease of use of the 
software, and its advanced optimisation engine, allowing the user to specify a wide-range of 
parameters related to the geometry of the simulation, and excitation of elements, and optimise 
these parameters as a function of beamsize or position in the image plane.
However a number of factors are expediting the approach of the end of the TRAX software 
life-cycle. The hardware required to execute TRAX has become obsolete, and it is now only 
with the kind permission of Richard Bryan at the Molecular Biophysics Lab at the University 
of Oxford, that the author is able to access the necessary hardware to execute TRAX. Also the 
inability to modify and recompile the source code for TRAX has meant that it is not possible 
to update the software to incorporate new features.
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4.3 GEANT4
GEANT4 is the latest version of the CERN simulation program GEANT. GEANT4 exists as a 
set of C++ libraries and classes for the modelling of particle interraction and transport designed 
for the high energy physics community. The GEANT4 community is a vibrant and active 
community and the uses of GEANT4 have quickly expanded into many fields stretching from 
medical physics to astrophysics. The classes for modelling of magnetic and electrostatic fields 
included in GEANT4 make it ideal for raytracing applications such as beam optics. GEANT4 
is a comparably young software, and no literature has been published as yet to verify its results 
for the raytracing of MeV ions through quadrupole fields with experimentally collected results.
In order to use GEANT4 for microbeam simulation, Sebastien Incerti of Centre d’Etudes 
Nucleaires de Bordeaux-Gradignan (CENBG) developed and implemented new Quadrupole 
field modules. A comparison of these raytracing codes was carried out as a collaboration be­
tween the University of Surrey, and CENBG [28]. The results of this paper will be summarised 
in this chapter.
4.4 XART
XART is a raytracing software written by the author specifically for the survey of two-stage 
systems described in chapter 5. The vast parameter space requiring investigation in the survey 
of two-stage systems demanded a fast but accurate solution, with enough flexibility to adjust 
the simulations to the needs of the survey. GEANT4 and TRAX both provide the required 
accuracy, but what GEANT4 lacks in speed, TRAX lacks in flexibility. XART aims to fill that 
gap. XART was inspired by TRAX, and takes it name from TRAX, but similarly to GEANT4, 
has been designed as a C++ library. This gives the user great flexibility to build simulations 
of novel beamline designs without the constrictions of limited set of commands.
4.5 Comparison
To compare the ray-tracing techniques, a geometry for simulation was chosen. This geometry 
was chosen because it was a system under study in Bordeaux for implementation for a sub­
micron resolution beamline at the time of the study. This geometry is referred to as the 
Bordeaux-Rossendorf geometry, and utilises an intermediate image, forming a two-stage system. 
This system uses a quadrupole doublet to form an intermediate focus and crossover which is 
then further demagnified by a quadrupole triplet chosen for its low spherical aberration. The 
geometry of the system is shown in figure 4.1. This system has demagnifications of 65 in the 
X-Z plane and 100 in the y-z plane, with a 250 mm working distance. The study [28] found 
that pole-tip fields calculated with both raytracing softwares to form an image at the specified
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distance were in good agreement, with agreement to 4 decimal places between TRAX and 
GEANT4 for pole-tip fields specified in kilogauss.
No fringing fields were modelled for the quadrupole fields, and thus the two dimensional 
field profile for each length was rectangular. This was done so that a direct comparison of 
the ray-tracing abilities of each program could be compared, avoiding any differences in the 
procedure for specifying fringing fields in the two programs.
Bordeaux-Rossendorf setup
Quadrupolt Ltni
Bon Radius: 7.5 mm
Geometric Ltnglh: 100 mm
Figure 4 .1 : Beam Geometry for Bordeaux-Rossendorf Nanobeam: Labels indicate position on the 
beam axis of the centre of an optical element
Figure 4.2: Beam Envelope for Bordeaux-Rossendorf Nanobeam Geometry
Beam-spot profiles were also compared for TRAX and GEANT4. For this simulation, two 
different object and collimator aperture geometries were chosen to reflect different applications 
of the nanoprobe. For STIM applications, a maximum beam divergence before the first lens 
of 0.001 mrad was chosen, and for PIXE applications an maximum divergence of 0.1 mrad 
was chosen. A set of rays for simulation was chosen with a Gaussian distribution in 0 and cf) 
was chosen with a zero mean. The standard deviations of beam divergence were calculated
CHAPTER 4. COMPARISON OF BEAM OPTICS SOFTWARE PACKAGES 69
from FWHM’s for STIM of 2 x O.OOlrarad = 2.354/t and for PIXE, 2 x 0.1 mrad =  2.354a, 
with a Gaussian momentum spread distribution chosen to match the new Singletron facility at 
CENBG, assuming S =  10-3%.
The resultant beam-spot for STIM and PIXE simulations is shown in figure 4.3.
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_  0 . 0 5 r ---------------------------------------
X ( m)
0 .0 4  0 .0 5  X(m)
| STIM spot - XART |
1 _  0 .0 5 n —i :I-io» - 04 r
: 0 .0 3  7
0 .0 2  | -
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Figure 4.3: beam spots for the Bordeaux-Rossendorf Nanobeam Simulation (units in /mi)
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Simulation Code Quadrupole
1
Pole Tip Fiel 
2
d (T), Quadru 
3 & 5
pole number 
4
TRAX
GEANT4
XART
0.089839699
0.089839725
0.089839699
0.12378958
0.12378900
0.12378958
0.074001049
0.074000895
0.074001049
0.046833947
0.046833945
0.046833947
Table 4.1: Comparison of quadrupole pole tip fields in the Bordeaux-Rossendorf system for 
TRAX,GEANT4 and XART
Aberratio
TRAX
n Coefficient 
GEANT 4
fim.mrad
XART
Dx
Dy 
(re |#3)
(x\ef) 
(y\o2<t>) 
(y l^3)
63.557 
99.409 
3.0893E+3 
3.5789E+2 
2.2920E+2 
1.4896 E+2
63.356
99.411
3.0893E+3
3.5625E+2
2.2980E+2
1.4939E+2
63.560
99.412
3.0888eT03
3.5856e+02
2.2896e+02
1.4900e+02
Table 4.2: Comparison of dominant intrinsic aberration coefficients in Bordeaux-Rossendorf 
system for TRAX,GEANT4 and XART
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TRAX, GEANT4 and XART are capable of calculating the intrinsic aberrations to any 
order. TRAX uses a Householder transformation to calculate the aberration, using the now 
obsolete Fortran NAG routine F04AMF. As in input to this routine TRAX traces an number of 
rays from a point source with varying divergences, such that the routine has enough equations 
for all the unknown coefficients. For this comparison, we traced the 32 rays as chosen by TRAX 
for a fifth order fit. A fifth order fit was chosen to give a reasonable degree of accuracy to third 
order for comparison of the spherical aberration coefficients. These rays were traced by both 
TRAX and GEANT4, and a comparison made of their positions in the image plane, and the 
coefficients were fitted with using a simple polynomial fitting routine.
In conclusion, the agreement with TRAX, GEANT4 and XART was found to be accept­
able. TRAX is the benchmark standard in ray-tracing softwares, but it needs'to be verified at 
nanometre precision. GEANT4 will be capable of this detailed simulation to include effects not 
implemented in TRAX or XART, such as slit-scattering and gas scattering. The author hopes 
that XART will prove a suitable replacement for TRAX for simulation of nanobeam optics. 
Full details of the comparison between TRAX and GEANT4 can be found in the paper by 
Incerti et al [28].
Chapter 5 
Two Stage Systems
It has been shown that to achieve a higher resolution, one can limit the emittance of the system, 
thus reducing the angle dependent aberrations, or the geometric image, or both, but this will 
result in a loss of beam current transmitted through the system, thus degrading the analytical 
capabilities of the microbeam. To improve the resolution of the microbeam without loss of 
current, either the beam delivered from the accelerator must be improved, or the performance 
of the lens system must be improved.
Systems of 4 or more lenses with an intermediate image may provide the high demagni­
fication to low aberration ratio required for the nanobeam generation of lens systems. The 
reason that few papers have been published 0 11 the concept of two-stage optics for microbeam 
systems may be simply because until the recent improvements in accelerators and construction 
of quadrupole lenses, other factors may have been considered more urgent, such as investigation 
into techniques for reduction of chromatic, spherical and sextupole aberration (introduced by 
pole misalignment in poorly constructed quadrupoles).
Chapter 2 describes the history of microbeam geometries so far. The work of Grime and 
Watt in [19] on calculated properties of systems of up to 4 lenses indicates that the opportunities 
for improvement of lens systems containing no more than 4 lenses and two coupled power 
supplies have been well explored. The work of Grime and Watt was not exhaustive, nor based 
upon a figure of merit, which makes comparison between geometries difficult. However it should 
be noted that there are no other publications within the last 25 years that have investigated 
the whole range of single-stage geometries with such accuracy.
This chapter presents the results of a systematic survey of two-stage lenses for nanobeam 
design. The scope of the survey is bound by a number of practical limitations for nanobeam 
design. The survey encompasses systems of up to 8 quadrupole lenses and 4 independent power 
supplies arranged as two groups of up to four lenses constrained to form an intermediate image, 
The parameter space for this survey is vast, and even restricting the quadrupole lengths to 
those commercially available and to the 7.2m beam length available in the University of Surrey 
Ion Beam Centre laboratory, several million system geometries have been considered. A matrix 
based beam optics software has been developed which surveys the parameter space to deter­
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mine the optimum value of a figure of merit based on the ratio of demagnification to spherical 
aberration. This uses the analytical approximations for spherical aberration in quadrupole 
lenses derived by Dymnikov, Fishkova, and Yavor [14]. Matrix calculations for beam optics 
are straightforward, and are explained in section 3.1. Calculation of the Dymnikov coefficients 
is explained in section 3.1.7. The performance of selected systems with good figures of merits 
have been further investigated using numerical raytracing software and the results are presented.
5.1 Characteristics of Two Stage Focusing Systems
The key characteristic of two-stage focusing systems is the intermediate image formed by the 
first stage of the lens system. This intermediate image acts as a virtual object, from which the 
final image is formed by the second stage lens system.
The position of a ray in the image plane given the object coordinates for a system consisting 
of a single stage can be expressed as:
< x \ 6 > OT < x | OS > OS +  ...+ < x | 03 > 03+ < x | 0,(f>2 > 0(f)2 ... (5.1)
-Dx
Where xq is the position of the ray in the object plane. Dx is the system demagnification 
in the x-z plane. < x \ 0 > 0 and < x \ OS > OS represent the astigmatism and chromatic 
aberration terms respectively. < x \ 0 3 > 0 3 and < x | 0 (f)2 > 0 (f)2 are the spherical aberration 
term and the spherical aberration cross term respectively.
Spherical aberration is the dominant aberration under microbeam condtions, therefore it 
is convenient to simplify the equation by assuming that chromatic aberration and spherical 
aberration cross-terms are negligible:
X 2 =  ^ d 2 +&3 {W2 +S2d3i) (5'2)
where S\ t2 represents the (x \ 0 3)0 3 spherical aberration term, in the first or second-stage as
denoted by the subscript. A similar expression exists for the Y-Z plane. Using this expression
to form the entrance coordinate to the second stage of the focusing system, an expression for 
transport through both stages is obtained.
The equation describes the effective spot size for two-stage systems which form an inter­
mediate image. It can be seen that the resolution of a two-stage system is crippled by the 
spherical aberration in the second stage since this term is multiplied by the cube of the first 
stage demagnification.
Spherical aberration is the dominant intrinsic aberration limiting the reduction of mi­
crobeam resolution today. Optimisation of nanobeam performance with regard to spherical
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aberration, including the spherical aberration cross-terms < x \ 9(f)2 >,< y \ 92(f) >, is the 
major aim of this survey. All other aberration terms are assumed to be negligible in this 
survey.
5.2 Procedure
It is clear that optimisation of a microbeam design involves the exploration of a wide parameter 
space to find the optimum set of system attributes to give the smallest focus. If we wish to 
evaluate the performance of all systems within this wide parameter space then an organised 
approach to this exploration becomes crucial.
Grime and Watt [19] identified 10 unique systems employing between 2 and 4 lenses, with 
no more or less than two power supplies, as shown in figure 5.1.
TRIPLET QUADRUPLET
Figure 5.1: Single stage geometries
Thus there are ten possibilities of lens configurations for each stage of the two-stage system, 
yielding 100 possible lens configurations.
The survey examines a number of parameters for each of these lens configurations (figure 
5.2):
1. The working distance of the first stage. The intermediate image distance is arbitrarily 
fixed at the mid-point of the beam-line and the object distance of the first stage is varied 
to suit.
2. The drift space between the first and second quadrupoles of the first stage.
3. The drift space between the second and third quadrupoles of the first stage (if the first 
stage is a triplet or quadruplet geometry).
4. The drift space between the third and fourth quadrupoles of the first stage (if the first 
stage is a quadruplet geometry).
5. The drift space between the first and second quadrupoles of the second stage.
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6. The drift space between the second and third quadrupoles of the second stage (if the 
second stage is a triplet or quadruplet geometry).
7. The drift space between the third and fourth quadrupoles of the second stage (if the 
second stage is quadruplet geometry).
8. The system balance. The demagnification and spherical x and y terms of the second stage 
can be swapped if the excitations of the second stage are inverted.
9. The excitation mode of each stage. For each quadrupole geometry, the possibility for 
beam cross-overs means that a number of excitation modes exist. Quadrupole excitations 
are chosen upto the specified maximum pole-tip field such that for each geometry all 
excitation modes are explored.
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Figure 5.2: Parameters of variation
The survey is confined by a number of practical limitations:
1. The space requirements of the Surrey Ion Beam Centre laboratory dictate that the object 
to image distance of the beamline cannot exceed 7.2 metres.
2. The working distance of the beamline must be long enough to support a practical end- 
stage and detector geometry for all planned applications of the nanobeam. Therefore the 
working distance of the final lens should not be less than 0.1 metres.
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3. Four independent quadrupole power supplies are available.
4. Six precision quadrupole lenses are available, and thus the survey is limited to systems of 
no more than 8 quadrupole lenses.
A system of recursive loops is used to iterate through each survey parameter. As each 
unique geometry is selected, a numerical minimiser attempts to focus the system by reducing 
the astigmatism terms < x \ 6 > 0 ,< y \ cf> > $. At each stage the system is evaluated by 
the figure of merit and system acceptance. When the recursive loop is exhausted, the next 
geometry from the list of possible stages is loaded.
A significant number of steps is required in each parameter, such that an optimum system 
can be identified. If each parameter is varied in 10 increments, this will yield in excess of 10 
million possible system configurations. Accurate modelling of each geometry using numerical 
raytracing techniques is far too slow to explore the vast parameter space for two-stage systems. 
For this reason, it is preferable to use the matrix approximations to the third order aberrations 
derived by Dymnikov et al [14], as decribed in section 3.1.7, which provide a fast and easy 
method for approximating the spherical aberration coefficients of each geometry. However, the 
inaccuracies of the Dymnikov method for calculating spherical aberration, examined in section 
3.2.3, mean that this method is likely to overestimate the spherical aberration of the two- 
stage system depending on the excitation mode of each stage. This overestimation will cause 
a bias towards low demagnification, low aberration systems. To verify the results a further 
survey using numerical raytracing with XAHT on the highest performance systems identified 
in section 5.3 is presented in section 5.4.
5.3 Results, Using Dymnikov coefficients
CHAPTERS. TWO STAGE SYSTEMS
Figure 5.3: Procedure for survey of two-stage systems.
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Figure 5.4: The sum of the demagnifications Dx +  Dy versus the figure of merit Q, for the 
two-stage systems evaluated using the Dymnikov coefficients.
Results from this survey using the Dymnikov coefficients indicate that a low demagnification second 
stage is common in systems which achieve a high figure of merit. The results also indicate that there 
is little to be gained from using a quadruplet stage. In both the high excitation and low excitation 
modes the quadruplet systems produce an unfavourable ratio of demagnification to aberration, doing 
nothing to justify the cost of an extra lens. Table 5.1 shows each two-stage geometry from figure 
5.1 in the most compact form. The ‘minus’ sign shown before the second stage system in column 
1 of table 5.1 indicates that the polarity of the second stage has been inverted. In some cases this 
inversion can provide a closer balance for the demagnifications of the system. Aberration coefficients 
and performance can vary depending on the lens spacing of the system. This is presented in detail in 
section 5.4, where raytracing has been used to survey each system.
5.4 Results, using Raytracing
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Table 5.2 shows the aberration coefficients and performance of the highest performance 
systems identified in the survey of two-stage systems, which have been re-evaluated using 
numerical raytracing such that the aberration coefficients can be calculated with a greater 
accuracy. Each system is shown in the most compact lens spacing geometry. The performance 
response of the four highest performance systems identified in table 5.2 to changes in the 
spacing of the quadrupole lenses in each stage are presented in the following sections of this 
chapter. The performance response of the remaining systems are presented in appendix A. In 
the survey using the Dymnikov coefficients methods, the intermediate image position was a 
variable considered for optimisation, nominally the halfway point between the object aperture 
and the final image plane. For the re-evaluation, a fixed intermediate image position of 4.274 
metres from the object aperture was chosen such that a Wien filter positioned between the 
object and collimating aperture could have sufficient free drift space to discriminate between 
scattered and unscattered particles from the object aperture. This Wien filter will be described 
in more detail in chapter 7.
In the following sections, the axis legends denote the variable that has been changed in the 
relevant simulation. Table 5.3 shows which legend corresponds to which variable. Beam profiles
Legend Variable or Coefficient
CEN 2 Centre of first quadrupole lens in first stage
CEN 3 Centre of second quadrupole lens in first stage
CEN 4 Centre of third quadrupole lens in first stage
CEN 5 Centre of first quadrupole lens in second stage
CEN 6 Centre of second quadrupole lens in second stage
CEN 7 Centre of third quadrupole lens in second stage
Dx Aberration Coefficient < 6\0 >
Dy Aberration Coefficient < (f)\4> >
Sx Aberration Coefficient < x\0 3 >
Ty Aberration Coefficient < y\(jP >
Ux Aberration Coefficient < x\9(f)2 >
Vy Aberration Coefficient < y\92(j) >
Q Figure of Merit, Q
A Calculated system acceptance for lOOnm beam spot diameter
Table 5.3: Explanation of legends for survey results using raytracing
shown in the following section always show 6 quadrupole lenses contained in the simulation. 
For systems containing less than 6 lenses, the excitation of the unused lens is zero.
CHAPTER 5. TWO STAGE SYSTEMS
5.4.1 Doublet - Doublet Geometry
Figure 5.5: A Doublet-Doublet system.
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Figure 5.6: System aberration and performance as a function of quadrupole positions in the
first stage lens of a Doublet - Doublet system.
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Figure 5.7: System aberration and performance as a function of quadrupole positions in the
second stage lens of a Doublet - Doublet system.
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5.4.2 Triplet 1 - Doublet Geometry
Figure 5.8: A Triplet 1 - Doublet system.
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Figure 5.9: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 1 - Doublet.
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Figure 5.10: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 1 - Doublet.
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5.4.3 Triplet 2 - Doublet Geometry
Figure 5.11: A Triplet 2 - Doublet system.
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Figure 5.12: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Doublet.
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Figure 5.13: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Doublet.
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Figure 5.14: System aberration and performance as a function of quadrupole positions
second stage lens of Triplet 2 - Doublet.
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5.4.4 Triplet 3 - Doublet Geometry
Figure 5.15: A Triplet 3 - Doublet system.
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Figure 5.16: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Doublet.
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Figure 5.17: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Doublet.
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Figure 5.18: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Doublet.
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5.5 Why not a Three Stage System?
It is obvious from examination of equation 5.2 that expansion to incorporate a third stage will 
result in demagnifications and aberrations far higher than those achieved by two-stage systems.
It may be possible to create a three stage system that will satisfy the compromise relation­
ship of demagnification and aberration in such a way that the performance will exceed those 
achievable by two-stage systems. However the practicalities of constructing a device make this 
unrealisable at the present time. Firstly, the high-demagnifieations will require a large drift 
length between the object aperture and the collimating aperture to allow any reasonable angular 
definition of the beam. Any such beamline with this blend of extremely high demagnification is 
likely to require an extremely parallel beam to make any use of its high demagnification quali­
ties. Thus the problem lies in the significant additional length required by a further stage. Not 
only will this increase the overall length of the beam path, thus broadening the beam spot due 
to increased gas scattering, but the added length will make the beamline increasingly vuner- 
able to stray magnetic fields due to the increasing lever arm effect. Similarly, the three stage 
system will have an increased response to parasitic aberrations in the first stage, since these 
will be amplified by a further two stages, with increased length. If the implications of these 
parasitic effects are insufficient to discourage the reader, then one must bear in mind a third 
critical constraint; The divergence of the beam at the exit of the second stage will be great, 
and unless the final two stages are particularly short - somewhat negating their performance 
improvements, then the diameter of the beam as it enters the the magnetic lens of the final 
stage will be great. Acceptance of this beam in the final stage will require magnetic lenses with 
a vast bore diameter. The practicalities of constructing such a lens to the required accuracy to 
prevent aberrations due to pole imperfection must be questioned.
5.6 The need for high quality resolution standards
Measuring beam resolution at the nanoscale requires the fabrication of high quality resolution 
standards. The standard procedure for measuring beam resolution for a microprobe involves 
the scanning of a 2000 grade copper grid, with bar spacings of 12.5/iin.
The beam spot diameter is measured by sweeping the beam across a bar of the grid. Stan­
dard edge-convolution shows that if the beam is gaussian in profile, and the bar of the grid is 
sharp, then the full width, half maximum value will be given by the distance between 10% and 
90% of the convolution height. The convolution height is measured experimentally in counts of 
backscattered particles of the beam which strike the copper grid, by the RBS technique.
However, the reality is not so simple. Firstly, the beam profile is not strictly gaussian. The 
beam profile is determined by the nature of the beam delivered by the accelerator and the 
aberration coefficients of the lens system. Secondly, the copper grid bars are not ‘sharp’, and 
this will produce inaccurate results when measuring beam profiles at the sub-micron level.
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Micro-machined resolution standards measure the quality of their standards in terms of 
‘sidewall verticality’, where 90° represents the perfect ‘sharp5 cut-off.
5.7 Selection of design candidate for the Surrey Hori­
zontal Nanobeam
The purpose of this survey of two-stage systems was to identify the optimum lens geometry of 
a two-stage system for the design of a high performance nanobeam at the University of Surrey 
Ion Beam Centre. A number of practical design considerations for this nanobeam have set 
limitations for this survey:
• An image distance of 7.142 metres is a constraint fixed by the limit of the space available 
in the Surrey Ion Beam Centre Tandetron Accelerator laboratory.
• Three small bore OM52 quadrupole lenses, and three large bore OM50 quadrupole lenses 
are available for this project. The physical properties and fringe field profiles for these 
lenses are detailed in section 3.2.3. The larger beam envelope in the second stage of any 
two-stage system suggests that the larger bore OM50 quadrupole is used in the second 
stage to maximise the acceptance of the system over a range of beam spot diameters in 
the image plane.
• The intermediate image distance is fixed at 4.274m from the object aperture to satisfy two 
design specifications. Firstly, the first-stage must have sufficient drift length after a Wien 
filter situated between the object and collimator apertures. The energy discrimination 
performance of this Wien filter is directly a function of post-filter drift length. The design 
of this Wien filter will be described in Chapter 7. Secondly, the second stage must have 
sufficient space to incorporate an electrostatic dog-leg scanning system, and an “anti­
halo” aperture before the entrance of this scanning system. The dog-leg scanning system 
minimises aberration incurred when the beam is deflected away from the beam axis at 
the entrance to the second-stage lens. The principle and design of this scanning system is 
described in chapter 9. The choice of drift length between the intermediate image and the 
entrance to the second-stage lens is a trade-off between minimising the width of the beam 
envelope in the second stage lens, and optimising the halo-discrimination performance of 
the anti-halo aperture.
• A custom designed end-chamber for Proton Beam Writing applications allows a short 
working distance in the final stage of 100mm.
It is clear from the results of this survey that the second stage of the nanobeam design 
must be a low aberration stage, specifically a doublet configuration. The high demagnification 
Triplet 1 - Doublet geometry presented in section 5.4.2 consisting of a Oxford Triplet first stage
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and a doublet second stage has several key advantages to recommend it as the design candidate 
for the Surrey Horizontal Nanobeam:
• A high demagnification system allows a larger object aperture to be used under optimum 
acceptance conditions for the beamline. Slit scattering is a fundamental limitation to 
nanobeam resolution. The opportunity to increase object aperture dimensions reduces 
the ratio of scattered flux to unscattered flux accepted into the beamline by the object 
aperture.
• A high demagnification system requires a more parallel beam under its optimum accep­
tance condition since it allows a large object aperture. Such a system will received en­
hanced performance from the flux-peaking phenomenon described by Jamieson[31]. This 
phenomenon reduces the sensitivity of the probe to angle dependent aberrations which 
means that a system is likely to have better performance than indicated by the figure of 
merit.
• The high-demagnification Oxford Triplet first stage will act as a superior energy filter 
device than that of the lower demagnification systems. The benefits of this are twofold: 
firstly, and particles scattered from the collimator aperture will be over-focused by the 
first stage of the lens system, and will form a halo around the unscattered beam. This 
halo can then be prevented from enetering the second stage of the lens system by an 
“anti-halo” aperture situated just before the entry to the second stage lens system. The 
performance of this anti-halo aperture is improved by the high-demagnification of the 
first stage. Secondly, although chromatic aberration is nearly negligible due to terminal 
voltage stability of the Surrey Tandetron accelerator, the energy selection qualities of 
the first stage lens system and anti-halo aperture are also enhanced by the use of a high 
demagnification first stage.
• Working distance can be extended to allow for larger detector geometries from the end 
chamber at the expense of system demagnification. With this high-demagnification choice, 
overall demagnification at extended working distance of up to 200mm is still higher than 
the other high performance geometries presented in this section at the nominal 100mm 
working distance. The beam profile and specification of the long working distance adap­
tion of this geometry is presented in figure 5.19.
The results of the survey of this system show that there is nothing to be gained from 
increasing the spacing of the lenses in either the first or second stages. The acceptance of 
the system is not sensitive to changes in the spacing of the first stage, including the working 
distance of the first stage. It is reasonable to conclude from this that the response of the 
system will not be strongly sensitive to changes in the position of the intermediate image within 
the practical constraints of intermediate image location. However, the system performance is
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Figure 5.19: A Triplet 1 - Doublet system with a long working distance of 200mm
strongly related to the final working distance of the second stage, as all microbeam systems are 
since this determines the final demagnifications of the system. The minimum working distance 
achievable is limited by the end chamber design.
There are many practical advantages to be gained from using a compact lens geometry for 
both stages:
• Since the overall length of the system is limited to 7.142 metres, the additional length 
saved in a compact lenses design can be used to improve the performance of apertures 
in the object - collimator length of each stage. Not only will this improve the energy 
selection resolution of the Wien Filter by allowing extra drift length after the filter for 
unselected particles be dispersed, but it will also provide a similar enhancement to the ■ 
anti-halo aperture after energy selection in the first stage lens.
• The narrow bore OM52 lenses used in the first stage of the design are susceptible to 
greater gas scattering within the lens since this small bore diameter creates a restriction 
to effective pumping. This effect will be reduced in a compact first-stage lens.
• Beam scanning in a compact lens can achieve greater displacements from the beam axis 
in the image plane before scanning is confined by the width of the beam envelope within 
the lens bore since there is a shorter drift length between lenses over which a divergent 
ray can stray from the beam axis.
5.8 Conclusion
The results presented in this chapter show that the system performance of the surveyed two- 
stage systems is not greatly dependent on the quadrupole spacing of the first lens. By changing
CHAPTER 5. TWO STAGE SYSTEMS 107
the lens spacing of the first stage it is possible to decrease aberration and demagnification in 
one plane, but this causes a comparable increase in aberration and demagnification in the other 
plane. Thus the system performance measured in the image plane is not sensitive to changes in 
lens spacing in the first stage, although a greater balance between the overall demagnifications 
of the system can be achieved if this is desired by the beamline designer.
The performance response of two-stage systems has a greater dependence 0 11 the lens spacing 
in the second stage. As with single-stage systems, all the surveyed two-stage systems exhibit 
higher performance with a shorter working distance in the final stage, due to the increased 
demagnifications achievable with short working distances. The response of two-stage systems 
to the lens spacing of the first two lenses in the final stage varies depending on the particular 
geometry used. However systems which exhibit greater performance with a compact second 
stage may be preferable due to the decreased response of compact lenses to parasitic aberrations. 
A compact lens is advantageous in reduction of parasitic aberration and gas scattering within 
the lens bore. These effects are reduced due to the shorter path over which particle trajectory 
deviations caused can stray from the beam axis. Compact lens geometries also benefit from 
the minimum beam displacement within the lens bore when scanning the beam, resulting in 
greater scanning areas being achievable.
Chapter 6 
Backward Raytracing and Aperture 
Shaping
6.1 Introduction
The collimating or “beam-defining” aperture in MeV microbeam systems is used to control 
the angular divergence of the beam leaving the object and accepted into the lens system. 
High demagnification lens systems suffer from strong angular aberration. Such apertures have 
traditionally been elliptical or square geometry in Microbeam systems. This chapter studies the 
use of backward raytracing to realise the optimum aperture shape to minimise these angular 
aberrations. A shaped aperture may be able to prevent the most aberrated rays from being 
accepted into the lens, thereby improving the relation between beam current and beam spot 
diameter in the image plane. It has been shown in section 2.5 that a relationship exists between 
probe size on target and transmitted beam current through the acceptance volume defined by 
the object and collimator apertures. The beam current is directly proportional to the acceptance 
volume, whereas the beam dimension at the target is defined by:
1. The geometrical contribution, defined by the diameter of the object aperture, and the 
system demagnification.
2. The aberrated contribution, dominantly the spherical aberration terms, limited by the 
diameter of the collimator aperture.
An improved aperture shape can be found using numerical ray-tracing techniques. The distri­
bution of rays traced backwards from within the image beam spot diameter to object plane 
will determine the unique aperture shape for the system due to the contributions of all of its 
aberration coefficients. This method can be used to determine the shape of the object and colli­
mator apertures to give the optimum balance between the geometric contribution and aberrated 
contribution to beam spot size.
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6.1.1 Terminology
When forward raytracing, rays enter from the object plane of the system and arrive at the 
image plane, and thus the image plane shows an “image” of the object aperture shaped by the 
various aberration and geometric terms. In this chapter the concept of “backward5 raytracing 
is introduced, whereby rays are traced using numerical raytracing through the simulation of 
the beamline from the image plane towards the object plane, and in this manner the object 
plane is the image plane. To avoid confusion the use of the terms “object” and “image55 will 
remain consistent with the forward system in this chapter.
6.2 Simulation
6.2.1 Backward Raytracing
When rays are traced backwards through the beamline optical system, the result is a distribu­
tion of rays in the object plane which fall inside the desired beam spot diameter when traced 
forward. However, the angular and spatial distribution of this set of rays in the object plane 
may form a phase-space ellipse that is not realisable as a combination of two apertures. The 
phase-space ellipse contains all rays traced backwards to the object plane, but may be warped 
such that it is no longer elliptical. If an outer boundary is drawn around the limits of the 
phase-space ellipse this region may enclose undesirable rays that will not fall within the desired 
beam spot diameter when traced forwards. Therefore the boundary of the phase-space ellipse 
must be chosen carefully by setting the limits of the object aperture.
6.2.2 Process
• Reverse beamline.
• Generate rayset from within the desired beam spot size at the image plane.
• Trace rays backwards using raytracing to the object plane, with any apertures or restric­
tions in the beamline.
• Record and examine all rays which pass through the object plane, and determine maxi­
mum possible size of object aperture.
• Remove rays from rayset which fall outside of object aperture in object plane.
• Trace remaining rays in the forward direction to the collimator plane, and determine 
limits of collimating aperture appropriate to the rayset in this plane.
When converting the reverse ray hit locations in the object plane to the rayset for forward 
tracing from the object plane to the collimator plane it is necessary to reverse the sign of the 
angular component of the ray.
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6.3 Results
6.3.1 Designing apertures for the Surrey Vertical Nanobeam, l/ im  
spot diameter
The Surrey Vertical Nanobeam is a single stage beamline system with a triplet of OM52 lenses 
in the popular Oxford Triplet geometry. The beam profile from object to image of this beamline 
is presented in figure 6.1.
Figure 6.1: Beam Profile of the Surrey Vertical Nanobeam
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Figure 6.2: Input Rayset in Image plane (reverse)
Figure 6.3 shows the distribution of rays in the object plane in the forward direction. The 
reversal process from a rayset in the backwards direction to a rayset in the forwards direction 
requires that the sign of the divergence of each ray in both planes is reversed. The y — 9 phase 
space ellipse in the object plane shown in figure 6.3.1 is strongly warped due to the strong 
spherical aberration in this plane.
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Figure 6.3: Ray distribution in the object plane (forward)
Figure 6.4: Forward traced ray distribution in the collimator plane.
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CHAPTER 6. BACKWARD RAYTRACING AND APERTURE SHAPING 113
The “tails” of this phase shape ellipse belong to a subset of rays which exist beyond the 
limits of the object aperture. These rays have sufficient divergence in the opposite direction 
to their axial offset that when traced forwards they pass through the collimator aperture and 
enter the lens such that they are focused into the beam spot diameter. The range of accepted 
divergences for this subset of rays decreases with increasing displacement from the beam axis 
in the object plane. The dimensions of the object aperture cannot be increased to accept these 
rays without also accepting undesirable rays from outside the range of accepted divergences, 
shown as rays 5 & 6 in figure 6.6.
Figure 6.3.1 shows that these regions to do not exist in the x — 9 phase-space ellipse of rays 
in the object plane, due to the decreased spherical aberration in this plane.
The maximum region that can be accepted is limited by the extents of the central linear 
region of the phase space ellipse. Therefore the appropriate object aperture dimensions for a 
1 jim  beam spot diameter at the target are 80/ira, 15/i?n in the x and y planes respectively. 
This is closely related to the demagnifications of the Oxford Triplet system, indicating that 
the optimum ratio between the geometric and aberrated components of the beam spot strongly 
favours the geometric component for this beamline geometry and beam spot diameter.
Figure 6.4 shows the distribution of rays in the collimator plane when the rayset has been 
traced forwards through the new object aperture dimensions, removing the warped regions of 
the phase-space ellipse shown in figure 6.3. The shape of the collimating aperture can then be 
chosen such that these rays are accepted into the lens. In this case an elliptical aperture is 
appropriate, with a diameter of 150/mi in the horizontal direction and 400/jm in the vertical 
direction. The oval shape of the collimator aperture is important in the limitation and removal 
of the spherical aberration cross-terms < x\9(p2 >,< y\0 2(j) >, which are of greatest influence at 
the diagonal extents of rayset in the collimator plane.
Figure 6.5 shows the distribution of rays in the image plane after forward raytracing through 
both the object and collimator aperture. The rayset distribution is entirely confined to the 
desired beam spot diameter.
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6.3.2 Designing apertures for the Surrey Horizontal Nanobeam, lOnm 
beam spot diameter
Compared to the majority of two-stage systems, the Oxford Triplet geometry examined in the 
previous section does not suffer from particularly strong aberration. The following figures show 
a repeat of the backward raytracing process for the high-demagnification two-stage system using 
a triplet 1 - doublet geometry described in chapter 5. The requirement is a lOnm beam spot 
diameter in the image plane. The beam profile of the Surrey Horizontal Nanobeam two-stage 
system is shown in figure 6.7. A design feature of the Horizontal Nanobeam is the presence 
of an “anti-halo” aperture in the pre-lens drift space of the second stage. The purpose of 
this aperture is to remove the halo of particles scattered from the collimator aperture of the 
system, and over focused by the first stage lens. The backward raytracing technique can be 
used to completely specify this aperture in the same manner that the collimating aperture of 
the Vertical Nanobeam is specified in the previous section. The positions of all apertures for 
this beamline are indicated on figure 6.7.
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Figure 6.7: Beam Profile of the Surrey Horizontal Nanobeam Design Candidate
The high demagnifications of the two-stage system require a very parallel rayset for optimum 
performance, hence there is little difference in diameter between the collimator and object 
apertures. This requirement for a parallel beam rotates the phase space ellipse in the object 
plane in the counter-clockwise direction, as shown in figure 6.3.2. The process of backward 
raytracing has been repeated, but with the aim of achieving a lOnm beam spot diameter.
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Figure 6.11: Forward traced ray distribution in the plane of the anti-halo aperture.
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Figure 6.12: Forward traced ray distribution in the image plane.
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6.4 Conclusion
This chapter has proven the use of the backward raytracing technique in the optimisation of 
object and collimating aperture dimensions to find the optimum acceptance of a beamline. It 
is a simple and effective method, although it does require human interaction to determine the 
width of the undistorted phase-space ellipse in the object plane. In terms of processor time, the 
requirements of this method are greater than those of the numerical optimisation of acceptance 
discussed in section 2.5.2. Indeed, to trace a ray in two directions consecutively is a good test 
of accuracy for any raytracing software.
The advantage of the backward raytracing method over the numerical optimisation is that 
it provides extra information into the precise shape of collimating aperture required to limit 
all the aberrations of the system, whereas the numerical optimisation method is limited to 
spherical aberration coefficients. Furthermore, the numerical optimisation method is limited to 
the assumption of a rectangular beam spot shape in the image plane. The backward raytracing 
method also has the ability to calculate the optimum aperture dimension at any point along 
the beam axis, which is particularly useful for designing beam “halo” removal apertures for 
two-stage systems.
The shaped aperture technique offers the interesting possibility of lithographic aperture 
fabrication in thin foils. If used in conjunction with an Wien filter in the object drift space, 
such apertures would only require sufficient thickness to provide an energy loss greater than 
the resolution of the Wien filter.
Chapter 7
The Use of the Wien Filter to 
Eliminate Object Slit Scattering
7.1 Introduction
A fundamental issue in the construction of proton microbeam focusing systems with sub mi­
crometre resolution is the design of the initial object aperture. This defines the spatial extent of 
the beam which the lens subsequently transforms with reduced size onto the image plane, and 
depending on the demagnification of the lens may have dimensions less than 10 micrometres. 
However, the long range of MeV protons in matter (e.g. for 3MeV protons in Ta) means
that such slits are (a) very difficult to fabricate, and (b) seriously affected by penetration of 
the ions. Figure 7.1a shows SRIM2008[61] simulations of the paths of 3MeV protons in 50[im 
tantalum foil. Figure 7.1 shows a scale drawing of a 5fim hole in 50/zm tantalum foil, with the 
regions marked where particle penetration will cause slit scattering. The range of the protons 
within the tantalum foil allows particles penetrating the rim of the hole to be scattered into the 
lumen of the slit, and similarly particles penetrating the edge of the aperture to be transmit­
ted through the foil with reduced energy. The problem is most significant for the first object 
aperture, since the current and diameter of the beam falling on the aperture at this point are 
usually orders of magnitude greater than the transmitted beam.
Microbeam designers have been aware of this problem since the earliest designs. Slit jaw 
profiles to minimise scattering were investigated by Nobiling et al. in the 1970s [47] as part of 
the design of the Heidelberg microbeam. Slit assemblies for microbeam systems often made from 
high density alloys which can be polished to a fine finish, for example, in the University of Surrey 
Microbeam system [51] tungsten carbide cylinders are used to form the slit jaws. However, it 
is clear that whatever the detailed profile of the occluding metal edge, slit scattering becomes 
increasing important as the aperture is reduced.
Incerti et al. [27] have modelled the effects of collimator and gas scattering using the 
GEANT4 simulation package and reported that if no further measures are taken, scattering
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Figure 7.1: A scaled drawing of a 5/im diameter hole in 50fim tantalum foil. Simulation of 
the paths of 3MeV protons in tantalum are shown to indicate the magnitude of the problem of 
scattering from slit edges.
from the edge of a 5fim circular aperture contributes about 5% of the total beam flux reaching 
the image plane and this is spread into a halo of several mm diameter. In the Bordeaux design, 
this is largely removed by the careful positioning of an additional collimator following the object 
aperture. This chapter contains an investigation into the use of an energy selective Wien filter
[37] to effectively remove all scattered particles before they enter the lens system.
The problems of fabricating very small apertures has led nanobeam designers to seek systems 
with very high demagnification (in order to maximise the object diameter). However, the Wien 
filter also offers the interesting possibility of using sharp-edged object apertures of arbitrary 
shape fabricated lithographically in thin foils, which only require sufficient thickness to provide 
an energy loss greater than the resolution of the Wien filter. The transparency zone be much 
smaller than what could be made using conventional methods, which will provide additional 
flexibility in the design of nanobeam systems for both continuous beam and single ion modes.
7.2 Wien Filter Design
In the Wien filter, crossed magnetic and electrostatic fields are arranged normal to the path 
of a charged particle so that at all points along the path of the particle, the resultant forces 
cancel out at a certain velocity v, where E is the electrostatic field strength (km -1), B is the 
magnetic field strength (T) and q is the charge (C).
F =  Eq — Bvq =  0 (7.1)
In the non-relativisitic approximation this means that a singly charged particle of energy T 
MeV is transmitted with no deflection when:
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Arrip denotes the mass of the particle (kg) and e is the electron charge (C).
In order to derive the energy dispersion of the Wien filter, consider the geometry shown 
in figure 7.2, in which a Wien filter of length L is illuminated with a beam diverging from 
the object slit with full angle ©, and the deflected beam is intercepted by the collimator slit 
of width d, a distance Ls downstream of the exit of the filter. Note that the collimator slit 
can be the divergence limiting slit of the microbeam lens, and that an additional collimator 
at the entrance to the Wien filter will be required to define 0  (assumed to be larger than the 
divergence angle defined by the lens collimator).
Now replace T with T + A, and if E$ is the electrostatic field for zero deflection at energy T, 
then it can be shown that the deflection, X  of an axial ray in the plane of the Lens Collimator, 
is given by equation 7.3.
4 x 1012 (L/ 2 + i s ) ';p rA (7.3)
Note that this does not depend on the ion mass.
In order to completely remove particles with energy shift A, the extreme ray in the beam 
must be moved at least as far as the opposite edge of the lens collimator, and so we can derive 
an inequality which defines the smallest electrostatic field required to remove ions of a energy 
displacement AMin'
1E0L > — (Lc0  + dc) .— 4 x 1012T2 (7.4)
,.Q. (L/ 2 + L.)
Table 7.1 shows how this inequality translates into practical values in a typical geometry: 
This shows that assuming a maximum practical potential difference of 40kV, an energy loss 
of 15keV (- 0.5%) for 3MeV protons can be discriminated, corresponding to approximately 
200nm thickness of gold foil.
7.3 Raytracing investigations
In order to investigate whether the Wien filter has any adverse influence on the performance of 
a microbeam system, a system with the geometry specified in caption to Table 7.1 was placed
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into a model of the well known Oxford Triplet system [57], and the performance was simulated 
using raytracing. The potential difference on the Wien Filter was set to 40kV and the magnetic 
field was optimised to give no deviation for 3MeV protons (a value of 0.084T).
Figure 7.3 shows the point spread function of the system with and without the Wien filter. 
This shows the expected result that the additional broadening of the spot for ions of the correct 
energy is negligible. The Wien filter relies on an exact balance between the magnetic and 
electrostatic force components over the entire length of the device. If the forces are unbalanced, 
for example in the fringing field regions, the filter will still provide energy discrimination, but 
the beam will emerge with either an angular or lateral displacement of the axis. This will 
be dependent on beam energy and is undesirable. This effect is shown in figure 7.4, which 
indicates the path of the central ray in a system in which a mismatch of fringing field has been 
modelled by symmetrically increasing the length of the magnetic field by 1 mm relative to the 
electrostatic field and retuning the filter to give an emerging beam parallel to the axis. The 
diagram indicates that the beam is displaced by 120/im. Similar effects are observed for small 
geometric misalignments between the electrostatic and magnetic field.
In practice, small differences in effective lengths of the two fields will be corrected empirically, 
by using adjustable iron shims at the end of the magnet pole pieces. Figure 7.4 shows a 
simulation of beam axis displacement due to mismatched fields.
■^min
(keV)
Equivalent thickness of gold 
(/im)
Plate potential difference 
(kV)
B
(T)
1 0.014 558 1.17
2 0.029 279 0.58
5 0.071 111 0.23
10 0.143 55 0.11
20 0.286 27 0.058
50 0.714 11 0.02
100 1.429 5.5 0.012
200 2.857 2.79 0.006
Table 7.1: Plate voltage and magnetic fields required to achieve the energy discrimination 
shown in the first column for 3MeV protons in a practical Wien filter geometry with Lc =  
3m, Ls =  lm, L — 0.75m, d =  100/im and 0  =  0.5mr. The field is assumed to be generated 
by plates separated by 20mm. The second column shows the approximate thickness of gold 
required to cause this energy shift (assuming a stopping power of 70keV/fim).
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Figure 7.3: Point spread function, with and without the Wien filter.
Figure 7.4: Transverse displacement of the beam axis by 120gm due to 1mm field mismatch 
within the Wien filter.
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7.4 Conclusion
This chapter has shown that the use of a Wien filter in the object space of a nuclear microbeam 
focusing system can eliminate halo due to object slit scattering and allows the use of micrometre 
sized object apertures of arbitrary shape formed in thin metal foils. This introduces new 
flexibility into the design of sub-micron MeV ion focusing systems.
Chapter 8 
The Influence of Stray Magnetic Fields
8.1 Introduction
Stray DC fields in the microbeam laboratory environment are unavoidable. To achieve good 
beam-spot resolution the optical elements of the beamline must be aligned to the path taken 
by the beam in the presence of such stray DC fields, otherwise the particles will enter the 
lens system off-axis, causing large parasitic aberrations. A study by Jamieson has shown that 
stray DC fields arising from misalignment of the stainless steel beamtube passing through 
the bore of the magnetic quadrupole lenses of the Melbourne microprobe leads to significant 
sextupole aberration[31]. Such a field may be cancelled by correct alignment of the beam-tube 
and lenses. However, the beam may be influenced by other stray DC fields in the laboratory 
causing curvature of the beam path, making alignment of such a relatively long beam-tube 
impossible.
The Earth generates a magnetic field in the order of 50/iT, and with common microbeam 
lengths greater than 5 metres this results in a deflection in the order of millimetres. The 
established experimental technique of dipole minimisation, as described by Grime and Watt [19], 
is to align the optical elements of the focused system to the true path of the ions through 
any stray fields, thus ensuring that the ions pass through the optical centre of each element, 
minimizing aberrations caused by misalignment of the beam and focusing system. However, in 
the presence of a stray field, the alignment procedure is only valid for the magnetic rigidity of 
ions for which the beamline was aligned.
The influence of stray AC magnetic fields is far more serious than that of DC magnetic 
fields, but this has been well addressed by Jamieson [31]. Watt states in [56] that studies of 
stray magnetic fields on the resolution of the National University of Singapore nuclear micro­
probe indicate that the presence of a NIM crate within 3.5 meters of the collimator slits can 
degrade beam resolution by around lOOnm when the beam was focused to sub-micron spot 
sizes. Naturally, the influence of stray fields in the object space is attenuated by the demag­
nification of the system, in the same way that the strength of field required for electrostatic 
scanning in the high-demagnification plane is greater than in the low demagnification plane
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for non-symmetric systems. It is clear though that stray magnetic fields of this magnitude 
must be eliminated when considering nanobeam design. Jamieson states in [33] that for the 
new CSIRO-MARC novel quintuplet lens design stray magnetic fields have been the limiting 
factor in achieving greater spatial resolution. Jamieson also notes that the influence of stray 
magnetic fields scales as a square of the total length of the system, and Jamieson found this 
to be a influential factor when choosing between long and short geometries for the design of 
the quintuplet system. Parasitic aberration due to stray fields was measured in Melbourne by 
the beam rocking method, as detailed in [31]. It was found that the stainless steel beam-pipe 
caused such troublesome stray DC fields, introducing sextupole aberration, that the Melbourne 
group replaced the offending beam-tube with an aluminium counterpart. Stray AC fields have 
the effect of bending the beam axis, which is seen in the image plane as a displacement of the 
object. Jamieson gives equation 8.1 for this effect in [31] where the position of a ray in the 
image plane is changed by the external stray field.
=  M q B
2
Where q is the beam particle charge, Bstray is the strength of the stray field which is assumed 
to fill the entire laboratory and be directed transverse to the beam direction, L is the length of 
the beamline upstream of the probe forming lens system, E is the beam energy, and m is the 
particle mass.
The Melbourne group have taken the preventative measure against stray fields of shielding 
the beamline by two layers of mu-metal wrapped on the beam-tube, with an outer shield of 
iron pipe with 1 cm wall thickness. Jamieson reports that the shielding yielded a factor of 10 
improvement on stray fields experienced by the beam [31].
So we are presented with an interesting balance between systems which have high demag­
nification, and the associated high spherical aberration, which will be more tolerant to stray 
fields, in contrast with systems with low demagnification, and low aberration, but must be 
shorter to retain the same tolerance to stray fields.
8.2 The magnetic field of the Earth
The National Geophysical Data Centre, U.S.A[46] provides values for the strength of the Earth’s 
magnetic field in London, UK. These values are the closest available to the University of Surrey 
Ion Beam Centre, and as such should be a good approximations to field strengths in Surrey, 
UK.
The microbeam system used for simulation here uses three magnetic quadrupole lenses in 
an Oxford Triplet geometry [57]. The beamline is 6.367 metres in total length from object to 
image planes.
For this simulation, the beamline is orientated directly from east to west, and a 2.5 MeV
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Latitude 51°285 48”
Longitude - 10’ 12”
Elevation 0.00 m
Declination - 1°54’
Inclination 66°28’
Horizontal Intensity 19,394.4 nT
North Component 19,383.7 nT
East Component -643.5 nT
Vertical Component (Down -f-ve) 44,538.7 nT
Total Field 48,578.2 nT
Table 8.1: The magnetic field of the Earth in London, UK[46]
beam of protons will receive deflections of -3.96 mm and 1.7 mm in the x-z and y-z axis 
respectively due to the Earth’s magnetic field.
To model the Earth’s magnetic field, a magnetic dipole with a pole tip field of 48,578 nT 
has been inserted into the simulation of the Oxford Triplet, and rotated by 1.6 radians about 
the y axis, and 0.41 radians about the x axis giving field strengths equal to those shown in 
table 8.2.
• The first concern is aberration arising from the imperfection in the alignment when rel­
atively thick optical elements are aligned to the curved path taken by the beam in the 
presence of stray DC magnetic fields.
• The second concern is whether chromatic aberration increases due to the changing path 
of a chromatically spread beam in a DC magnetic field.
• The third concern is the degradation of focusing quality of the microprobe when ions of a 
different magnetic rigidity are used to that for which the optical elements of the beamline 
were aligned to.
The third concern is of particular significance, since beam alignment is an arduous process, 
which can take up to 30 minutes in duration for beam spot dimensions in ljim range [19], 
and considerably longer to achieve sub-micron performance. Such a delay may be detrimental 
to experiments requiring an change of ion rigidities between experimental runs. This is very 
relevant to the proton beam writing technique which often requires a range of ion rigidities to 
make multiple depth three dimensional structures.
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8.3 Simulation
Simulation of the influence of stray DC magnetic fields using numerical raytracing is achieved 
by replicating experimental practice for aligning the centre of optical elements to the new beam 
axis. This can be achieved in the following steps.
1. Excitation of all active elements in the simulation are set to zero.
2. A magnetic dipole representing the stray field is added to the simulation, and excited.
3. A para-axial ray is traced, and the ray coordinates are recorded as the ray passes through 
the centre of each optical element, including object and collimator apertures, and the 
final position at the image plane is recorded.
4. The pre-object path of the particle is adjusted such that the particle passes through both 
object and collimating apertures despite the influence of the stray field.
5. The centre and tilt of all optical elements in the simulation are adjusted to the recorded 
positions of the paraxial ray.
6. The excitations of active elements in the simulation are optimised to give a focus at the 
new image position.
8.3.1 Aberration due to imperfect alignment in presence of stray 
DC field
T}'pical magnetic quadrupole lenses used in sub-micron microprobe systems are between 50 
mm and 100 mm in length [6], The curved path of the ions in the magnetic field mean that 
it is impossible for the microbeam operator to align a lens to the path of the ions over the 
whole length of the lens, although the deviation from perfect alignment is small, aberrations 
are introduced into the final image. The sensitivity of various systems to misalignment of 
individual lenses has been thoroughly addressed by Grime and Watt [19]. However, no study 
has been made of the cumulative misalignment of several lenses which may be found in the 
presence of a stray DC field.
Grime and Watt [19] recommend the method of “dipole minimisation” for alignment of 
optical elements in the presence of stray fields. This process requires the microbeam operator 
to form line foci in each plane consecutively with each magnetic quadrupole lens, at each stage 
adjusting the alignment of the lens to minimize any steering of the beam spot away from the ob­
served beam axis. However, it is impossible for the microbeam operator to distinguish between 
tilt and translation misalignment since both are first order aberrations, causing a displacement 
of the image. The final alignment therefore may be some imperfect combination of tilt and 
translation that happens to give a beam spot that appears to coincide with the beam axis.
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The dipole minimisation method only provides for the correction of translation misalignment, 
with any tilt corrected using a straight-edge across all lenses prior to the procedure. There­
fore, the tilt-alignment shown in this section is presented as a best-possible case. However 
this tilt-alignment is unlikely to be necessary to reach the required tolerances for sub-micron 
beam-spots in most microbeam lens configurations.
The procedure for simulation detailed above aligns the tilt and translation of each optical 
element in the simulation exactly to the beam axis at the geometric centre of each element. 
Therefore any aberrations arising from misalignment are due to the curved path of the beam 
in the stray DC magnetic field. Figure 8.1 shows a comparison between point spread functions 
of the beamline with and without the presence of the Earth’s magnetic field.
The first order effect of such misalignment is evident in the slight offset of the centre of the 
point spread function shown in figure 8.1b.
Figures 8.1c and 8.Id show difference point spread functions for beamline aligned in trans­
lation, and translation-tilt respectively. The difference point spread function is generated by 
subtracting the aberration coefficients calculated in the absence of stray fields from those cal­
culated with the aligned matrix, leaving a polynomial of difference terms. This is shown in 
table 8.3.
The degradation in focus quality due to imperfect alignment is characterised by an increase 
in 2nd and 4th order aberration terms in both planes, (x\6 2), (A 4>2), W 2) , ( # 2), particularly 
the cross-coupling terms, (y\0s4!>), (y\6 (j)3).
The aberration (y\04>) is by far the most dominant from the set of misalignment and chro­
matic aberrations introduced by the stray field, and can be reduced by a factor of two by 
correctly aligning each element in tilt as well as translation. Figures 8.1c and 8.Id show that 
the total contribution to the point spread function of the Oxford Triplet system due to stray 
field misalignment, for 2.5 MeV protons with angular divergence of 0.05 mrad is less than 5% 
of the point spread function in the absence of stray DC fields.
1 Aberration coefficients of magnitude less than 1 x 10 3jj/m/mrad/%  have not been shown due to their
negligible influence on the ray coordinate in the image plane.
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Aberration matrix: units: fim /  mrads.
X y 6 $
e -0.025 82.4
<t> 0.631 -31.5
65 -396 -3.95
(f>5 863 4.28
6 3 725 4.83
0 2cf) -3.96E+03 -19.9
6 (f)2 1.51E+03 13
6 6 2 10.2 0.0791
4? -4.8E+03 -23.5
<j>52 -21.4 - 0 . 1 1
Variable Order Range Mean
6 3 0.1 0
4> 3 0.1 0
5 2 0.002 0
Table 8.2: Matrix of aberration coefficients for Oxford Triplet without stray DC field.1
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Aberration matrix: units: /im /  mrads /  %.
X y 0
-2.44 -0.644 -0.0173
0 0.0789 -0.0233
4> -0.146
5 -0.238 -0.767 0.474 0.077
e2 2.24 3.2 0.0365 0.0119
0 (f) -2.44 -20.5 -0.0115 -0.1
05 0.0212 0.0979
<i>2 3.93 4.29 0.0517 0.0183
4>5 -0.0312 -0.119
52 -2.29 -2.21 -0.0278 -0.0118
0 3 0.0137 -0.0337
0 2(f> -0.0501
e25 12.5 10 0.0826 0.0505
0 (f)2 0.0203 -0.0564
0(f)5 -7.58 -45 -0.0657 -0.226
052 0.0821 0.113
cfP -0.012 -0.0633
(f)25 8.54 36.8 0.0737 0.181
(f)52 -0.0426 -0.216
Variable Order Range Mean
0 3 0.1 0
<f> 3 0.1 0
5 2 0.002 0
Table 8.3: Difference Matrix of aberration coefficients for comparison of beamline with and 
without stray DC field, when optical elements have been aligned in translation to the path of 
the 2.5 MeV H+ beam in the stray DC field.1
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Aberration matrix: units: fim /  mrads /  %.
X y 9
-1.21 -0.965 0.0134
e 0.0608 -0.0222
<f> -0.157
8 -0.31 -0.874 0.473 0.0764
e2 1.07 4.79 0.0181 0.0178
Bcf) -3.65 -10.2 -0.0165 -0.0483
68 0.0115 0.0898
4>2 1.96 6.35 0.0259 0.027
4>8 -0.0278 -0.0693
8 2 -2.29 -2.2 -0.0277 -0.0117
0 3 0.0106 -0.0349
6 2 (f> -0.0342
6 2 8 12.6 9.92 0.0832 0.0501
6 (f>2 0.0143 -0.0601
9(f>8 -7.51 -45.4 -0.0652 -0.228
OS2 0.0824 0.113
-0.0128 -0.0412
4>28 8.63 36.7 0.0748 0.18
cj)8 2 -0.0427 -0.218
Variable Order Range Mean
9 3 0.1 0
4> 3 0.1 0
8 2 0.002 0
Table 8.4: Difference Matrix of aberration coefficients for comparison of beamline in stray DC 
field with translation and translation-tilt alignment.1
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8.3.2 Increased chromatic aberration
Table 8.3 shows that chromatic aberration of the beamline is increased beyond the values 
given in the absence of stray fields not only due to over-focusing of the lens elements, but an 
aberration introduced by the angular spread arising from dispersion of the beam in the Earth’s 
magnetic field. This leads to a beam that is spatially spread within the lenses, causing slight 
misalignments for particles not of the mean energy. However this effect is a negligible concern 
for microbeams.
The terminal voltage in 2MV Tandetron accelerator at the University of Surrey Ion Beam 
Centre is specified to be stable to better than 50 volts [51]. For the Oxford Triplet lens 
geometry, and a 2.5 MeV II+ beam from the Surrey 2MV Tandetron, the increase in chromatic 
aberration when aligned to the Earth’s magnetic field is five orders of magnitude less than the 
total magnitude of chromatic aberration in the absence of stray fields.
8.3.3 Focusing performance degradation when changing beam en­
ergy
In practice, when changing beam energy the microbeam operator will experimentally optimise 
beam current at the new beam energy by using any steering elements available before the 
object aperture such that the beam direction is matched to the acceptance defined by object 
and collimator apertures. This corrects for the transverse influence of the stray field before 
the collimating aperture, however this pre-object alignment can only correct the transverse 
offset of the beam to the beam geometric axis such that it arrives at the correct location in 
the collimating plane. The stray field will cause the beam to travel in a curved path, causing 
a angular deviation from the geometric axis leaving the collimating aperture.
Thus, the direction and radius of curvature of the beam leaving the collimating plane changes 
with magnetic rigidity of the beam, causing an effective misalignment of post-collimator ele­
ments. In two-stage systems this may cause considerable misalignment due to the “early” 
position of the collimating aperture in the first stage - causing a large distance from collimating 
aperture to image plane.
There is strong third order aberration associated with path changes due to variation of 
magnetic rigidity, as would be expected from high third order angular response of the Oxford 
Triplet lens system. The aberration terms Ay\^ 4jx) cause a strong parasitic broadening
effect on the focused image, where y is used to denote the magnetic rigidity of the ions.
Displacement effects may be solved relatively easily by the use of fiducial marks on the sam­
ple holder, to provide accurate positions (requiring a recalibration for each change of rigidity). 
Beam broadening effects are more severe, and can only be corrected by the arduous process 
of re-alignment, or by reduction of the angular divergence of the beam, causing a significant 
reduction in beam current transmitted to the target. However, the magnitude of these beam 
broadening effects only becomes significant when the desired beam spot dimension is less than
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Rigidity (Tm) 0.144 0.176 0.204 0.228 0.249 0.322
Mass (amu) 1.0 1.0 1.0 1.0 1.0 4.0
Charge (eV) 1.0 1.0 1.0 1.0 1.0 2.0
Rigidity difference -0.0837 -0.0513 -0.0240 0.0 0.0217 0.0943
(Tm)
Energy (MeV) 1.0 1.5 2.0 2.5 3.0 2.5
Image Displace­ 22.02 11.22 4.56 0.0 -3.234 -11.04
ment X (pm)
Image Displace­ 31.48 16.07 6.54 0.0 -4.834 -15.83
ment Y (fim)
Broadening X (/.tm) 1.042 0.334 0.0778 0.0 0.0749 0.154
Broadening Y (pm) 4.052 1.52 0.494 0.0 0.354 0.693
Point Spread 
Function Figure
8.2a 8.2b 8.2c 8.2d 8.2e 8.2f
Table 8.5: Displacement and Broadening of the image due to change in magnetic rigidity of ion 
from alignment rigidity (0.228 Tm).
lOOnm.
Table 8.5 shows the magnitude of broadening and displacement effects for the Oxford Triplet 
lens geometry due to the stray DC field for a range of ion rigidities for the Oxford Triplet 
beamline aligned for a beam of 2.5 MeV protons.
Figure 8.2 shows the point spread functions for a range of II+ beam energies from 1.0 MeV 
to 3.5 MeV for a system aligned at 2.5 MeV.
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8.4 Conclusion
It is clear that stray DC fields in a microbeam environment do produce intrinsic and chromatic 
beam aberrations, but that the magnitude of these is relatively small in comparison to spher­
ical aberration when optical elements are correctly aligned to the true path of the beam. A 
more concerning effect is focus degradation when changing ion rigidity. This degradation is 
important to the proton beam writing community who commonly use multiple ion energies to 
“write” three dimensional structures. A point of note is that higher ion rigidities particles will 
receive less deflection from the Earth’s magnetic field, and thus aberrations introduced from 
lens misalignment will be reduced. An interesting point is that changes of beam energy can be 
made without changing the beam path in the presence of stray fields, or the focus condition 
of the magnetic quadrupole lenses if a beam of identical magnetic rigidity, but different ion 
species is delivered from the accelerator.
A further consideration relating to beamline construction is that mono-block lens assemblies 
will never achieve perfect alignment due to the inability to align lenses separately, and this may 
make them unsuitable for nanobeam performance systems, depending on the lens geometry 
used, although a possible advantage is that the re-alignment process of the entire assembly is 
far simpler and quicker than that of separated lenses.
Problems with stray DC and AC magnetic fields can be greatly alleviated by using mu-metal 
to shield the beamline from such fields. To shield a beamline effectively any long drift lengths 
should be shielded particularly between the object and collimator apertures. The influence of 
stray fields are most damaging in the vicinity of the object aperture due to the lever effect of 
any deflections introduced to the beam. Mu-metal shielding may prove critical to achieving 
beam spot dimensions in the nanometre range, depending on the geometry of the lens system 
used.
Chapter 9 
Dog-Leg Electrostatic Scanning
9.1 Introduction
t
Scanning the beam in a nuclear microbeam system has been a problem from the inception of 
the technique. The combination of the short space between the lens and the sample (working 
distance) and the large electrostatic and magnetic rigidity means that post lens deflection over 
areas larger than a few tens of microns is impractical. Pre-lens magnetic scanning is commonly 
used, but has disadvantages: The beam diameter increases rapidly at large deflections due to 
the off axis path of the beam through a lens with strong spherical aberration. Magnetic scanning 
is relatively slow and subject to hysteresis. Until recently this was not a serious problem; for 
ion beam analysis with pixel counts of 256 x 256 or less, the off-axis diameter in the popular 
Oxford Triplet was comparable with the pixel size in the data acquisition system.
The development of proton beam writing requiring high pixel counts and cell irradiation 
requiring fast targeting means that these are now significant limitations. Pre-Lens electrostatic 
scanning solves the problem of speed, high voltage amplifiers can operate at very high slew 
rates. However, the relatively high electrostatic rigidity of MeV ions means that large elec­
tric field strength and long deflectors are required. In addition, it is very difficult to overlap 
orthogonal deflectors in the same region without introducing serious unwanted multipole field 
contamination, so X and Y deflectors must be installed sequentially in the beamline. This 
means that the deflectors may be located a significant distance in front of the lens, which in­
creases the problems of distortion and beam broadening. “Dog-leg” scanning uses two sets of 
plates in each plane which are connected in such a way that the beam always crosses the axis 
at the entrance principal plane of the lens. In the geometrical approximation, this means that 
the beam emerges from the lens at the exit principal plane and follows a path of minimum 
displacement through the lens. Using the raytracing program XART sufficient rays were traced 
through the system to enable aberration coefficients relating the applied voltage and the ratio 
of first and second plate excitations to be calculated. The ratio of excitations between the 
first and second plates of the dog-leg scanning system is referred to as the ‘coupling constant’. 
The coupling constant between the plates determines the position at which the deflected ray
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intersects the beam axis. Aberration coefficients have been calculated for both the X-Z and 
Y-Z planes over a range of coupling constants around the geometric optimum (crossing at the 
principal plane).
9.2 Simulation
Figure 9.1: Schematic diagram of microbeam system with a linear approximation of dog-leg 
scanning system. H and II' denote the entrance and exit principal planes respectively.
Figure 9.2: Beam Envelope for the University of Surrey Vertical Nanobeam, undeflected, show­
ing principal planes.
-^ 1 L/2 \ Z2
The linear deflection sensitivity was found to be 200/im per kV in the X-Z plane, and 
600/77/2 per kV in the Y-Z plane for a 3Mev H + beam. However, the maximum scannable area
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Figure 9.3: Beam Envelope for a fully scanned beam line in the University of Surrey Vertical 
Nanobeam. Beam divergence is 0.05mrad. Maximum deflection is 600/im in the X-Z plane and 
260//m in the Y-Z plane.
Dog-Leg Scanning Aberration
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Figure 9.4: Scanning aberrations as a function of cross-over distance in the X-Z plane
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is confined by the limits of the beam tube passing through the bore of the quadrupole lens. This 
allows a maximum scanned area of 550/cm x 1.2mm. The most significant imaging aberrations 
induced by the deflection were found to be (x\v29), (x\v92) These represent beam broadening 
with increasing deflection distance. (o:|t>3} is the geometrical distortion term (causing barrel or 
pin-cushion effects depending on the sign of the cross terms. These are plotted as a function of 
the axial crossing point in the figures below. It can be seen that there is a dramatic fall in the 
magnitude of these terms when the beam crosses the axis at the theoretical geometrical entrance 
principal plane, which is at 6.686m in the X-Z plane and 6.97 in the Y-Z plane. Section 3.1.5 
describes the calculation of the principal plane to the first order. However due to the strong 
third order dependence of the Oxford Triplet system, a first order calculation cannot accurately 
determine the position of the principal plane, and therefore numerical raytracing must be used 
to identify the axial crossing location that corresponds with minimum aberration. This point 
is clearly shown in figures 9.4 and 9.5. Equation 9.1 gives the ratio of voltage required between 
the first and second set of plates comprising the dog-leg system to achieve a axial crossing point 
corresponding with the principal plane.
Figure 9.2 shows the undeflected beam profile on the University of Surrey Vertical Nanobeam, 
with the positions of the principal planes marked. Hx,Hy denotes the axial position of the entry 
principal plane for scanning in the horizontal and vertical directions respectively. The Vertical 
Nanobeam has a Oxford Triplet lens geometry, and as such has a much stronger demagnifi­
cation in the horizontal plane, due to the cross-over of the beam profile within the first lens.
Dog-Leg Scanning Aberration
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Figure 9.5: Scanning aberrations as a function of cross-over distance in the Y-Z plane
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Figure 9.6: Point spread functions of scanned and unscanned beams. Beam divergence is 
0.5mrad.
This causes the principal planes to be situated beyond the geometrical length of the lens in 
the X-Z plane. The difference in demagnifications is responsible for the difference in deflection 
sensitivity.
The ray plot shown in figure 9.3 shows the path of the beam though the scanning system and 
lens. An important advantage of the dog-leg scanning technique is the confinement of the beam 
envelope with the bore of the quadrupole lenses during beam scanning. This is particularly 
important with small bore lenses such as the OM-52 lens system used in the University of 
Surrey Vertical Nanobeam. Indeed, dog-leg scanning is the only possible way to achieve beam 
deflection over a reasonable distance ( > 500/zra) with such a lens system, other than post-lens 
deflection. Using single stage scanning the off-axis displacement of the beam as it entered the 
first lens would cause the beam to be deflected into the beam-tube by the greater axial force 
experienced off-axis in a quadrupole lens. The displacement of the beam envelope even when 
the beam enters the lens on axis is clearly shown in figure 9.3.
Figure 9.6 shows point spread functions for the unscanned and fully scanned beams in the 
Surrey Vertical Nanobeam. It can be seen that even when the deflected beam crosses the axis 
at the position corresponding to minimum aberration, significant aberration still exists as a 
direct result of beam deflection. Comparison between figure 9.6 and the point spread functions 
shown in figure 7.3 in chapter8 show a similarity in the aberration caused by beam paths that 
are not symmetric about the geometrical centre of the quadrupole lens.
Chapter 10 
Conclusion
During this PhD, the author has developed a specialised raytracing program (XART), which 
has been extensively verified against existing raytracing softwares TRAX and GEANT4 and 
measurements carried out on our existing beamlines at the University of Surrey Ion Beam Cen­
tre. Using this precise simulation tool, the theoretical barriers to reaching nanometre beam 
size resolution have been investigated. The main achievement is a systematic survey of the 
“figure of merit” (an index expressing the focusing quality of a lens) of two-stage focusing sys­
tems using two sequential lens groups. It has been shown that two-stage systems can achieve 
a far greater ratio of demagnification to aberration than today’s single-stage systems. Other 
aspects of nanobeam performance have been investigated such as the reduction of slit scattering 
by energy filtering, the effects of stray DC magnetic fields, and the minimisation of scanning 
aberrations. The method of designing shaped apertures by backward raytracing has been devel­
oped, and has been proven to be effective in calculating the precise optimum shape of object, 
collimator, and halo-removal apertures for microbeam and nanobeam systems. A thorough 
examination of the two different methods of calculating the spherical aberration coefficients 
that are so important to achieving nanometre beam spot dimensions has been undertaken. The 
limitations of the popular analytical method developed by Dymnikov, Fishkova, and Yavor [14] 
has been discussed. Furthermore, the critical importance of correctly modelling the fringing 
fields of magnetic quadrupole lenses has been identified.
It is hoped that the investigations presented in this thesis will become an integral part of 
beamline design for the next generation of focused MeV ion beam systems.
Great care has been taken in the composition of this thesis not only to report the results of 
the investigations into nanobeam performance, but to present the principles of beam optics in 
a logical sequence, such that a reader new to the topic of beam optics should receive a suitable 
introduction to all the principles that are relevant to modern beamline design. To this end, the 
popular Oxford Triplet lens geometry is used as a case study wherever possible, in the hope 
that the results presented may have relevance to a reader who may have used this popular 
system.
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Future Research
There is a great deal of work left to be done in this field. Of particular importance there are 
two topics which I believe may be greatly beneficial to this topic of nanobeam design.
11.1 Octupole Correction
Octupole lenses can be used to reduce spherical aberration. The principle effect of an octupole 
lens is identical in effect to spherical aberration of a quadrupole lens. Early work in electron 
optics, and work in ion optics by Dymnikov, Fishkova and Yavor in the mid 60’s defined the 
equations for spherical aberration correction using octupole lenses [4]. Jamieson and Legge 
also conducted a study of octupole correction for Russian quadruplet systems and presented 
the results in [32]. A brief review of Dymnikov, Fishkova and Yavor’s calculation is provided 
here. Referring back to equation 3.25 it can be seen that only three independent spherical 
aberration coefficients exist for a system, implying that complete spherical correction is theo­
retically possible with three octupole lens [32].
If octupole lenses are present in the lens system, then the spherical aberration coefficients may 
be rewritten as:
< x | 6 Z > =  < x | 6 s > q +  < x | 6 3 >° (11.1)
< x | 6(f)2 > = < x [ 6(f)2 > q + < x | 6(f)2 >° (11.2)
< y | 62(f> > = < y | 62(f) > q + < y \ 62(f) >° (11.3)
< y I <f>3 > = < y I 03 >q + < y I </>3 >° (ii-4)
where superscripts q and o denote spherical aberration contributions from quadrupoles and 
octupoles respectively.
Using a similar method to equation 3.28, the spherical aberration coefficients for an octupole
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pole lens are defined:
c p =  - ^ [ ( £ + < v ) 6 -< 4 ] (11.5)
c s =  3v>t ixayL 4- dxay (ax 4- &y) L2 +  — 4- 4axay 4~ L3 4- — (aT 4- n;y) L4 4- ~L"2  \ x  ■ — ' ~ y j  —  ■ 2
Where:
7  is the octupole strength parameter, defined by equation 11.6.
_ B0e 
7 ~  »oP
(11.6)
-Bo is the pole-tip field, p is the relativistic beam momentum, and ?o is the octupole bore radius.
Equations 3.28,11.5 and 3.33 reduce to 3 simultaneous equations which can then be used to 
solve three independent octupole strengths to correct the three independent spherical aberration 
coefficients of the system.
The solution of the simultaneous equations presented above relies on the correct spherical 
aberration coefficients to be calculated. Previous calculations on this topic have used the 
Dymnikov coefficients to calculate the spherical aberration. I have shown in section 3.2.3 that 
the Dymnikov coefficients do not yield accurate results for the spherical aberration coefficients, 
particularly for high demagnification systems. Using the raytracing technique, the question of 
Octupole correction may be investigated with a much greater accuracy. It is possible that the 
higher order aberrations introduced by the octupole lenses nullify any advantage gained.
11.2 Pole-tip Shaping for Fringe Field Reduction
In the 1970’s Parzen investigated thoroughly the precise shape of the quadrupole pole-tip to 
reduce the duodecapole, 20-pole and higher order harmonic components of the quadrupole 
field [48]. However, Parzen’s study did not address the shaping of the entry and exit faces 
of the quadrupole pole-tip. Shaping of the pole entry and exit faces may reduce the strength 
of the fringing field of the quadrupole lens. Pole face shaping is frequently used in single 
plane bend magnets to provide imaging qualities, but it is unheard of for magnetic quadrupole 
lenses for MeV ions, perhaps because there were greater issues to address. Major advances 
have been made in the design of magnetic quadrupole lenses in the last two decades, and 
now defects in quadrupole symmetry which cause sextupole, octupole, decapole and higher 
order contamination are no longer an issue. Advances in accelerator technology mean that 
terminal voltages now suffer so little voltage ripple that chromatic aberration is no longer a 
dominant aberration in MeV ion microprobe systems. The correction of spherical aberration 
in quadrupole lenses will be the major challenge of the next generation of MeV nanobeam 
systems. Reduction of the strength of the fringing field in quadrupole lenses may prove critical 
to the reduction of the spherical aberration cross-terms. Figure 3.6 shows the magnetic field
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component Bz which exists solely in the fringe field region of the lens. This field component is 
responsible for coupling ions in the X-Z plane into the Y-Z plane and vice-versa, causing the 
spherical aberration cross terms. To demonstrate the extreme case, the field component Bz has 
been completely removed from the simulation of an Oxford Triplet geometry beamline. The 
point spread function for this simulation is shown in figure 11.1b, and the associated aberration 
coefficients displayed in table 11.2. For comparison, the normal case, where Bz is correctly 
modelled is presented alongside, in figure 11.1a, and the aberration coefficients displayed in 
table 11.1. It is clear that the spherical aberration cross terms < x\9cf)2 >,< y\92(j) > are greatly 
reduced when Bz is removed from the simulation, but in reality it is unlikely that any pole face 
shaping will cause the Bz term to vanish completely.
Aberration matrix: units: /.mi /  mrads.
x y 9 4>
e -0.204 82.4
$ 0.903 -31.4
<f>2 0.0149 7.57E-05
03 725 4.83
o2(f> -3.95E+03 -19.9
6(j)2 1.51E+03 13
<t>3 -4.8E+03 -23.5
Variable Order Range Mean
9 4 0.1 0
$ 4 0.1 0
Table 11.1: Intrinsic aberration coefficients of Oxford Triplet
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Figure 11.1: A comparison of the point spread functions of the Oxford Triplet beamline with 
and without the Bz component of the quadrupole lenses.
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Aberration matrix: units: /mi /  inrads.
X y 9 4>
6 -0.204 82.4
4> 0.904 -31.4
4)2 0.000151
(P 725 4.83
d24> 296 2.02
Ocf)2 577 8.15
4>* -4.8E+03 -23.5
Variable Order Range Mean
6 4 0.1 0
4> 4 0.1 0
Table 11.2: Intrinsic aberration coefficients of Oxford Triplet with quadrupole field component 
Bz removed from simulation
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Appendix A
Survey of Two Stage Sytems using 
Numerical Raytracing
A .0.1 Doublet - Triplet 1 Geometry
Figure A.l: A Doublet - Triplet 1 system.
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Figure A.2: System aberration and performance as a function of quadrupole positions in the
first stage lens of Doublet - Triplet 1.
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Figure A.3: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 1.
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Figure A.4: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 1.
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A .0.2 Doublet - Triplet 2 Geometry
Figure A.5: A Doublet - Triplet 2 system.
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Figure A.6: System aberration and performance as a function of quadrupole positions in the
first stage lens of Doublet - Triplet 2.
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Figure A.7: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 2.
APPENDIX A. SURVEY OF TWO STAGE SYTEMS USING NUMERICAL RAYTRACING165
Dx Dy
6.35 6.4 6.45 6 5 6.55 6.6 6 65 6.7 6.75 6 8 6.85 6 35 6 4 6 45 6.5 6.55 6.6 6 65 6 7 6.75 6.8 6.85
CEN 6 CEN 6
(a) < 6\9 >  (b) < 4>\<f) >
6.35 6 4  645 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85 6 35 6 4  6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8 6.85
CEN 6 CEN 6
(c) < x\63 > (d) < y\(p3 >
Ux Vy
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 6.8 6.85 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 6 8 6.85
CEN 6 CEN 6
(e) < x\9<p2 >  (f) < y\92(f) >
0 0001
lc-05
lc-06
(g) Q (h) Acceptance
Figure A.8: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 2.
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A .0.3 Doublet - Triplet 3 Geometry
Figure A.9: A Doublet - Triplet 3 system.
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Figure A. 10: System aberration and performance as a function of quadrupole positions in the
first, stage lens of Doublet - Triplet 3.
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Figure A.ll: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 3.
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Figure A. 12: System aberration and performance as a function of quadrupole positions in the
second stage lens of Doublet - Triplet 3.
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A .0.4 Triplet 1 - Triplet 2 Geometry
Figure A. 13: A Triplet 1 - Triplet 2 system.
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Figure A. 14: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 1 - Triplet 2.
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Figure A. 15: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 1 - Triplet 2.
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Figure A. 16: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 1 - Triplet 2.
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A .0.5 Triplet 1 - Triplet 3 Geometry
Figure A. 17: A Triplet 1 - Triplet 3 system.
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Figure A. 18: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 1 - Triplet 3.
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Figure A. 19: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 1 - Triplet 3.
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Figure A.20: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 1 - Triplet 3.
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A .0.6 Triplet 2 - Triplet 1 Geometry
Figure A.21: A Triplet 2 - Triplet 1 system.
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Figure A.22: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 1.
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(c) < x\e3 > (d) < y\(f)3 >
(e) < x\9(f>2 > (f) < y\624> >
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Figure A.23: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 1.
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Figure A.24: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 1.
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CEN 6
6.35 6.4 6.45 65  6.55 6.6 6.65 6.7 6.75 6 8  6.85 
CEN 6
(e) < x\9(j)2 > (f) < y\92(j) >
6.35 6 4  6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8  6 85 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85
CEN 6 CEN 6
(g) Q (h) Acceptance
Figure A.25: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 1.
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A .0.7 Triplet 2 - Triplet 2 Geometry
Figure A.26: A Triplet 2 - Triplet 2 system.
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Dx Dy
CEN 2 CEN 2
(a) < 9\9 >  (b) < <j>\4> >
3.98
3 %
3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
(c) < x\03 >
3.98
3.%
3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
(d) < y\<f>3 >
3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95
CEN 2
(e) < x\d(f)2 >
(g) Q (h) Acceptance
Figure A.27: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 2.
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3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(a) < e\e >
Sx
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(c) < x\63 >
Ux
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(e) < x\9(j)2 >
Q
4 1
4.05
4
3.95
3.9
3.85
3.8
3.75
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(g) Q
D>
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
Tv
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(d) < y\4>3 >
Vy
3.5 3.55 3.6 3 65 3.7 3.75 3.8 3.85 3.9 3 95 4
CEN 3
(f) < y\62<t> >
A
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3
(h) Acceptance
1000
100
10
1
10000
1000
100
10
1
100000
10000
1000
100
100
10
1
Figure A.28: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 2.
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(a) < e\e > (b) < cj)\(f) >
100000 6.85
10000 g
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 
CEN 5
6.55 ------- '------- 1------- '------- 1------- 1------- 1------- 1------- 1--------1-------- “  1000
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
(c) < x\e3 > (d) < y\4>3 >
625 63 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
6.55  1------- 1------- 1------- '------- 1------- 1------- 1--------'------- 1-------- ™  1000
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
(e) < x\9(f)2 > (f) < y\e2(j) >
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
(s) Q
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
(h) Acceptance
Figure A.29: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 2.
APPENDIX A. SURVEY OF TWO STAGE SYTEMS USING NUMERICAL RAYTRACING187
Dx Dy
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8 6.85 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85
CEN 6 CEN 6
(c) < x\63 > (d) < y\(f>3 >
Ux Vy
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 6.8 6.85 6.35 6.4 6.45 6.5 6 55 6.6 6.65 6.7 6.75 6.8 6.85
CEN 6 CEN 6
(e) < x\9cf>2 >  (f) < y\02<j> >
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6 85 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85
CEN 6 CEN 6
(g) Q (h) Acceptance
Figure A.30: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 2.
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A .0.8 Triplet 2 - Triplet 3 Geometry
Figure A.31: A Triplet 2 - Triplet 3 system.
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3.98
3.%
3.94
3.92
3.9
3.88
3.86
3.84
382
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
3.98
3.96
3.94
3.92
g  3.9
3.88
3.86
3.84
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
(a) < > (b) < 4>\4> >
3.98
3.%
3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
(c) < a:|#3 >
3.98 
3.96 
3.94 
3.92 
3.9 
3.88 
3.86 
3 84 
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3.9 3.95
(d) < y|03 >
3.98 
3.96 
3.94 
«  3.92
3.9 
3.88 
3.86 
3.84 
3.82
u
3.55 3.6 3.65 3.7 3.75 
CEN 2
3 8 3.85 3.9 3.95
3.98
3.96
3.94
3.92
100000 g  3.9
3.88
3.86
3.84
3.82
3.55 3.6 3.65 3.7 3.75 
CEN 2
3.8 3.85 3 9 3.95
(e) < x\94>2 > (f) < y\d2(j) >
3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95
(g) Q (h) Acceptance
Figure A.32: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 3.
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(a) < e\9 >
(c) < x\6z > (d) < y\(f)3 >
(e) < x\6(j)2 > (f) < y\92(j) >
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
CEN 3 CEN 3
(g) Q (h) Acceptance
Figure A.33: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 2 - Triplet 3.
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Dx Dv
6.25 6.3 6.35 6 4 6 45 6.5 6.55 6.6 6.65 6.7 6.75 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6 65 6.7 6.75
CEN 5 CEN 5
(a) < 6\6 > (b) < (j)\(f> >
Ux Vy
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75
CEN 5 CEN 5
(e) < x\d(j)2 > (f) < y\92<f) >
6 25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75
CEN 5 CEN 5
(g) Q (h) Acceptance
Figure A.34: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 3.
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N 
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6.95
6.9
685
6.8
6.75
6.7
6.65
(a) < 0\9 >
Sx Ty
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8  6.85 6.35 6 4  6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85
CEN 6 CEN 6
(c) < x\83 > (d) < y\(f)3 >
Ux Vy
(e) < x\d(j)2 >  (f) < y\d2(j) >
(g) Q (h) Acceptance
Figure A.35: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 2 - Triplet 3.
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A .0.9 Triplet 3 - Triplet 1 Geometry
Figure A.36: A Triplet 3 - Triplet 1 System
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3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3 9
CEN 2 CEN 2
3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9
CEN 2 CEN 2
(c) < x\63 > (d) < y\(j)3 >
Ux Vy
CEN 2 CEN 2
(e) < x\94>2 >  (f) < y\d24> >
3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 38  3.85 3 9
CEN 2 CEN 2
(g) Q (h) Acceptance
Figure A.37: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Triplet 1.
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Dx Dy
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8
CEN 6 CEN 6
(a) < 9\9 > (b) < (f>\0  >
6.35 6 4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 6.8 6.35 6.4 6 45 6.5 6.55 6.6 6.65 6.7 6.75 6.8
CEN 6 CEN 6
(c) < x\e3 > (d) < y\<t>3 >
Ux Vy
635 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8
CEN 6 CEN 6
(e) < x\94>2 > (f) < y\92(f) >
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8
CEN 6 CEN 6
(g) Q (h) Acceptance
Figure A.40: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Triplet 1.
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A .0.10 Triplet 3 - Triplet 2 Geometry
Figure A.41: A Triplet 3 - Triplet 2 System
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3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.8
3.78
3.76
3.74
3.45 3.5 3.55 3.6 3.65 
CEN 2
3.7 3.75 3.8 3.85
(a) < 9\9 >
3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.8
3.78
3.76
3.74
3 45 3.5 3.55 3.65 
CEN 2
3.7 3.75 3.8 3.85
(c) < x\63 >
3.94
3.92
3.9
3.88
3.86
3.84
3.82
3.8
3.78
3.76
3.74
3.45 3.5 3.55 3.6 3.65 
CEN 2
3.7 3.75 3.8 3.85
(d) < y\4>3 >
(g) Q (h) Acceptance
Figure A.42: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Triplet 2.
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(a) < e\e > (b) < 4>\<j> >
3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 3.5 3.55 3.6 3.65 3.7 3.75 3 8 3 85 3.9 3.95
CEN 3 CEN 3
(c) < x\93 >  (d) < y\4>3 >
(e) < x\64>2 > (f) < y\92(j) >
(g) Q (h) Acceptance
Figure A.43: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Triplet 2.
APPENDIX A. SURVEY OF TWO STAGE SYTEMS USING NUMERICAL RAYTRACING201
Figure A.44: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Triplet 2.
APPENDIX A. SURVEY OF TWO STAGE SYTEMS USING NUMERICAL RAYTRACING202
Dx
68 8 
6 86
6.84
6.82 
^  6.8 
g  6.78 
°  6.76
6.74
6.72
6.7 
668
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8
CEN 6
(a) < 9\9 >
Sx
6.88
6.86
6.84 
682 
r-* 68
g  6.78 
°  676
6.74
6.72
6.7 
668
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 6.8
CEN 6
(c) < x\93 >
Ux
6.88 
6.86 
6.84 
6.82 
^  6.8 
g  678 
°  676 
6.74 
6.72 
6.7 
6 6 8
6.35 64  6.45 6.5 6.55 6.6 6.65 6.7 6.75 68
CEN 6
(e) < x\d(p2 >
Q
6.88
6.86
6.84
6.82 
r . 6.8
g  6.78 
U 676
6.74
6.72
6.7 
6.68
6.35 6.4 645 6.5 6.55 6.6 6.65 6.7 6.75 68
CEN 6
(g) Q
Dy
6.35 6.4 6.45 6.5 6.55 6.6 6 65 6.7 6.75 6.8
CEN 6
(b) < <f>\$ >
Ty
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8
CEN 6
(d) < y\(f)3 >
v>
6.35 6.4 645 65  6.55 6.6 6.65 6.7 6.75 6.8
CEN 6
(f) < y\92(j) >
A
6.35 6.4 645 6.5 6.55 6 6  665 6.7 6.75 68
CEN 6
(h) Acceptance
Figure A.45: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Triplet 2.
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A .0.11 Triplet 3 - Triplet 3 Geometry
Figure A.46: A Triplet 3 - Triplet 3 System
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100 3.75
(a) < 6\9 > (b) < <j>\4> >
3.75------------'- 1 ■ ■ ■ — 1------ 1-------- 1-------- 1--------- 1 ™  10000
3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9
CEN 2
(c) < :r|03 > (d) < y\4)3 >
100000 S
(e) < x\9(f>2 > (f) < y\d2(f) >
(g) Q (h) Acceptance
Figure A.47: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Triplet 3.
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3.45 3.5 3.55 3 6 3.65 3.7 3.75 3 8 3.85 3.9 3.95 4 
CEN 3
(a) < e\e >
S.\
3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4 
CEN 3
(c) < x\93 >
3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4 
CEN 3
(e) < X\9(j)2 >
3 45 3.5 3.55 3.6 3.65 3.7 3.75 3 8 3.85 3.9 3 95 4
CEN 3
(g) Q
Dy
3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4 
CEN 3
(d) < y\cp3 >
vy
3.45 3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3 9 3.95 4 
CEN 3
(f) < y\e2(t) >
A
4 1
4
39
3.8
3.75
3.45 3.5 3.55 3.6
CEN 3
(h) Acceptance
10000
1000
100
10
1
le+07
le+06
100000
10000
1000
100
10
1
0.1
0.01
lc+07
le+06
100000
10000
1000
100
10
Figure A.48: System aberration and performance as a function of quadrupole positions in the
first stage lens of Triplet 3 - Triplet 3.
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6.25 6.3 6.35 6.4 6.45 6.5 6 55 6.6 6.65 6 7  6.75 
CEN 5
(a) < e\e >
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 
CEN 5
6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 665 6.7 6.75
CEN 5 CEN 5
(c) < x|03 > (d) < y\4>3 >
Ux Vy
(e) < x\64>2 > (f) < y|020 >
0.01 
0 001 
0.0001 
le-05 
le-06
(g) Q (h) Acceptance
Figure A.49: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Triplet 3.
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6.35 6.4 6.45 6.5 6 55 6.6 6.65 6.7 6.75 6 8  6.85 
CEN 6
6.35 6 4  645 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85 
CEN 6
(a) < $\d > (b) < 4\(f> >
le+06 6.95
100000 6.85
10000 6.75
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 68  6 85 
CEN 6
6.35 6 4  6.45 6.5 6.55 6.6 6.65 6.7 6 75 6.8 6.85 
CEN 6
(c) < x|/93 > (d) < y\4)3 >
le+08 695
6.9
le+07
6.85
le+06
CE
N 
1
6.8
6.75
100000
6.7
10000 6.65
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6 8 6 85 
CEN 6
6.35 6.4 6.45 6.5 6 55 6.6 6.65 6.7 6.75 68  6.85 
CEN 6
(e) < x\64>2 >
6.35 64  6.45 6.5 6.55 6.6 6 65 6.7 6.75 6.8 6.85 
CEN 6
6.65  1 * 1 * 1------- 1------- 1------- 1------- *-------  ™  le-05
6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6 75 68  6 85 
CEN 6
( g )Q (h) Acceptance
Figure A.50: System aberration and performance as a function of quadrupole positions in the
second stage lens of Triplet 3 - Triplet 3.
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