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ABSTRACT: Many population analysis methods are based on the precept that molecules
should be built from fragments (typically atoms) that maximally resemble the isolated
fragment. The resulting molecular building blocks are intuitive (because they maximally
resemble well-understood systems) and transferable (because if two molecular fragments
both resemble an isolated fragment, they necessarily resemble each other). Information
theory is one way to measure the deviation between molecular fragments and their isolated
counterparts, and it is a way that lends itself to interpretation. For example, one can analyze
the relative importance of electron transfer and polarization of the fragments. We present key
features, advantages, and disadvantages of the information-theoretic approach. We also codify
existing information-theoretic partitioning methods in a way that clariﬁes the enormous
freedom one has within the information-theoretic ansatz.
I. INTRODUCTION
The periodic table of elements is the touchstone of chemistry.
It encapsulates the idea that atoms are the building blocks of
molecules and that the properties of molecules are determined
by the identity of their constituent atoms. Unfortunately, there
is no universally accepted deﬁnition for an atom within a
molecule.1−5 This has induced a proliferation of methods for
decomposing molecules into atomic subsystems. These
methods can be classiﬁed based on whether they partition
the molecule by dividing the wave function in Hilbert space
(e.g., the orbital-based approaches of Mulliken,6−9 Löw-
din,10−12 Moﬃtt,13 Weinhold,14,15 Ruedenberg,16−18 and
Knizia19) or by dividing a molecular descriptor in real space
(e.g., the electron-density-based approaches of Politzer,20
Hirshfeld,21 and Bader22,23). These methods can also be
classiﬁed based on whether they are binary (i.e., points in real
space, or basis functions in Hilbert space, are fully assigned to a
single atom) or fuzzy (i.e., points/basis functions can be shared
by several atoms).
Given this imbroglio, it becomes desirable to establish
guidelines for developing and assessing atoms-in-molecules
(AIM) methods. It is our view that, given the preeminence of
the periodic table in chemistry, AIM should be chosen to
resemble the isolated atoms enshrined in the periodic table to
the greatest possible extent, subject to the deﬁning constraint
that the AIM provide an exhaustive partitioning of the
molecule. If, as is conventional, we choose to use the electron
density as the fundamental descriptor, then we wish to
minimize the dissimilarity D between the electron density of
the AIM {ρA(r)}A=1
Natoms and the corresponding electron density of
the reference proatoms {ρA
0(r)}A=1
Natoms
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=
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subject to the constraint that the sum of the electron densities
of the AIM is equal to the molecular density ρmol(r)
∑ρ ρ=
=
r r( ) ( )
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and possibly other constraints. In this framework, diﬀerent
partitioning approaches are distinguished by their choice of
reference proatoms, dissimilarity measure, and imposed
constraints on the minimization in eq 1. Among these measures
of dissimilarity, those based on information theory are
privileged, because they regard the electron density as a
probability distribution function, rather than merely a function
in Hilbert (or, preferably, Banach) space.24−27 As we shall see,
this imparts desirable features upon information-theoretic
partitionings. Many of these desirable features are inherited
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by the somewhat more general class of dissimilarity measures
known as the f-divergences.28,29
In the next section, we will ﬁrst establish sets of criteria that
make an AIM method or population analysis scheme preferable.
In Section III, we will discuss various information-theoretic
partitioning methods, emphasizing the Hirshfeld family of
methods, where the proatom densities are commonly built
from the electron densities of the isolated atoms and their ions.
In Section IV we brieﬂy overview the other popular ways of
determining the densities and/or populations of AIM that we
use in Section V, where we compare atomic populations from
diﬀerent approaches for a few molecules, which we chose to
demonstrate key strengths and weaknesses of diﬀerent
methods. Then, we will review dissimilarity measures in Section
VI, revealing that information-theoretic partitioning methods
give AIM that are localized and consistent with the idea that the
electron density of the promolecule21
∑ρ ρ=
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can be variationally optimized to get as close as possible to the
electron density of the molecule as a whole. This permits one
to optimize the proatoms’ reference densities. We present a
very general framework that includes many previous partition-
ing methods as special cases. We conclude with some personal
thoughts on information-theoretic AIM methods.
II. DEFINING ATOMS IN MOLECULES WITH
DESIRABLE TRAITS
Because the AIM is not a physically observable object but
merely a human-deﬁned object of conceptual utility, it is
impossible to say that any speciﬁc deﬁnition of an AIM is
“better” than any other. One can only indicate that a speciﬁc
deﬁnition is more useful in a certain context. (Even so, an
atomic partitioning’s utility is often strongly dependent on the
priorities and biases of the assessor.) The perceived utility of a
partitioning method for a given purpose will depend on a
balance between its mathematical features (its desirable formal
properties) and its chemical utility (its ability to reify chemical
intuition and/or elucidate new chemical phenomena). Some
partitioning methods are mathematically beautiful but challenge
many chemists’ intuition. (Bader’s Quantum Theory of Atoms
in Molecules (QTAIM) is one example.22,30,31) Other
partitioning methods seem somewhat contrived mathematically
but apparently give results in excellent agreement with what
chemists expect. (The most recent versions of the Density
Derived Electrostatic and Chemical (DDEC) net atomic
charges are examples.32) To set the stage for developing,
assessing, and comparing partitioning methods, a list of
mathematical, chemical, and computational desiderata is
introduced below. This, admittedly biased, set of characteristics
is what we believe makes the AIM properties reliable. Some of
these features resemble the performance goals set by Manz et
al. in the recent development of the DDEC6 charge-
partitioning algorithm.33,34 The fundamental diﬀerence in our
methodologies is the strategy one employs to comply with
these features; whereas Manz et al. develop methods using a
scientiﬁc engineering/design approach, we aspire to mathe-
matical elegance and sound theoretical reasoning.
II.A. Desirable Mathematical Features. Universality.
The AIM partitioning should be deﬁnable for any system
(including molecules, inﬁnite periodic solids, and inﬁnite
disordered systems; including neutral closed-shell molecules,
charged systems, and systems with unpaired electrons;
including ground and excited electronic states; including
equilibrium geometries and strained structures). The partition-
ing should be computable from any reasonable quantum-
mechanical method (Slater-determinant-based methods, corre-
lated wave function methods, quantum Monte Carlo, etc.) and
any reasonable representation of the molecular wave function
(basis-set expansion, values on a numerical grid, etc.). Using
pseudopotentials and/or taking relativistic eﬀects into account
(using the Dirac equation or one of its simpliﬁcations) should
not be problematic. Going beyond the Born−Oppenheimer
approximation or considering exotic systems should not cause
any problem either. (Consider, e.g., recent work extending
QTAIM to systems composed of various types of quantum
particles.35,36) After the atomic partitioning has been
performed, every atomic propertynot just atomic populations
and higher electrostatic momentsshould be deﬁned in a way
that is consistent with the precepts of quantum mechanics.
Foundation in Quantum Mechanics. The AIM partitioning
method should have a ﬁrm grounding in quantum mechanics.
Ideally one should be able to construct a full quantum
mechanical framework for the atomic subsystems, as attempted
in the QTAIM.22,30,31 Failing this, the AIM partitionings should
at least be rigorously deﬁned in terms of quantum mechanical
observables. (Methods based on quantum-mechanical observ-
ables generally meet the aforementioned stipulation of
“universality.”) Among these, the electron density is special; it
quantiﬁes the probability of observing an electron at a point in
space, so it is conceptually appealing to deﬁne the probability of
observing an electron on an atom (i.e., the atomic population)
using only the electron density. It also ensures that one’s
partitioning has a quantum-mechanical basis and, in particular,
that all quantum-mechanical observables of an AIM can be
computed (using the framework of density functional theory
(DFT)37−39). Extensions of the electron density (e.g., to other
types of particles) allow exotic molecules and non-Born−
Oppenheimer eﬀects to be included.35,36,40−43
Variational Optimality. The AIM should be the “best
possible atoms” in some speciﬁed way. This guides potential
users: if an atomic partitioning method is optimal in the way
one ﬁnds beneﬁcial, it is a good choice for one’s problems. If
not, then one can seek a partitioning method whose philosophy
is more aligned with one’s needs. At a practical level, when
AIMs are deﬁned by a variational principle, it is straightforward
to add constraints. (For example, it is sometimes useful to force
the charges on amino acid residues in a polypeptide to be
integers or to force the charges on some atoms to equal their
values from a molecular mechanics force ﬁeld). It is preferable
for the optimization problem to be convex, so the variational
principle does not have multiple local minima.
Uniqueness. The partitioning should fully and uniquely
specify the AIM. One should not have multiple solutions to the
equations, or multiple minima in the objective function(s)
deﬁning the AIM. This is not only mathematically desirable but
avoids the numerical diﬃculties and computational expense
associated with global optimization. In addition, it eliminates
the biased disposal of undesirable solutions, like discarding
well-deﬁned Quantum Divided Basins (QDB) in QTAIM in
favor of topological atoms.44,45 A unique solution leaves no
room for imposing (possibly controversial) chemical intuition
in selecting the relevant answer.
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Bias-Free. The partitioning method should not require any
input beyond the identity of the system being partitioned and
its wave function. This ensures that the method is immune
from any bias that a user may have and makes it impossible to
fudge results. If reference data (e.g., reference densities or
reference wave functions for atoms) are necessary, these
reference functions should be directly determined by the
identity of the atoms that compose the molecule. That is, the
reference functions should be prescribed by a simple and
physically motivated procedure that is amenable to automation
and which is not subject to human intervention or bias.
Elegance. The principle of Occam’s razor indicates that
among all methods with similar performance, the simplest and
most elegant method is to be preferred. While mathematical
elegance is impossible to quantify, conceptually simple methods
that have a compact mathematical description (even if the
actual implementation is quite complicated) tend to be elegant.
Methods based on variational principles are elegant. Elegant
methods work “out of the box,” requiring no special knowledge
or experience. When intrinsically elegant methods are
combined, elegance is compromised. Elegance is also
compromised when one must engineer corrections or
modiﬁcations to an underlying algorithm to explicitly account
for “boundary cases” or “exceptions.” (Not only is this
inelegant, it is also dangerous: the unfathomable diversity of
chemistry means that no one can possibly anticipate all the
potential problems. If one must explicitly correct for one sort of
problem, there are probably other, unanticipated, problems still
lurking.) In general, an elegant method can be explained
completely in a sentence or two, so much so that one can fully
implement the method from its verbal description.
The next two criteria are most relevant to information-
theoretic partitioning methods, though similar considerations
are sometimes pertinent for other partitioning strategies.
Noninteracting Limit of AIM. If one builds the molecular
density by superposing the densities of the isolated atoms (or
molecular fragments), then the AIMs’ populations should revert
to the populations of the proatoms (or fragments). That is, if
the molecular density is equal to the promolecular density, then
the AIMs’ densities should be equal to the proatoms’ densities.
This requirement imposes size-consistency (partitioning a
molecule composed of noninteracting fragments gives the
same results as partitioning the fragments separately), ensuring
that separated-atom/fragment limits are sensible and that weak
chemical interactions do not induce large shifts in atomic
charges.
Distributive Property of Dissimilarity Measure. Since the
sum of the AIM densities is the molecular density and the sum
of the proatomic densities is the promolecular density, the sum
of the dissimilarities between the AIMs and proatoms should
equal the dissimilarity between the molecule and the
promolecule. That is:
∑ ∑ ∑ρ ρ ρ ρ ρ ρ= =
= = =
⎡
⎣
⎢⎢
⎤
⎦
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A
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A
A
N
A Amol mol
0
1 1
0
1
0
atoms atoms atoms
(4)
Since the raison d’et̂re of atomic partitioning is to quantify
and guide chemists’ intuition about atomic properties, the
ultimate test of an atomic partitioning is its utility and
consistency with respect to chemical observations and the
intuitive framework employed by chemists. This leads to the
following desiderata, reﬂecting the chemical application and
computational practice of atomic partitioning methods:
II.B. Desirable Chemical Features. Chemical Robust-
ness. Atomic charges should be in broad agreement with
chemists’ expectations based on empirically established atomic
electronegativities and oxidation states. That is, the atomic
partitioning method should give sensible results for neutral and
charged molecules (even highly charged molecules) as well as
molecular excited states. Exact integer charges should never
occur, except where required by symmetry or in the inﬁnite
separation limit. Atomic partitioning is commonly combined
with reactivity indicators to determine the regioselectivity of
molecular sites. It is expected for the AIM charges to comply
with experimental data on functional group reactivity. Without
these features, an atomic partitioning method is unlikely to be
useful for elucidating chemical trends.5,46
Transferability. The most important chemical feature is the
transferability of atoms and functional groups between similar
molecular environments. (This is, in fact, the original
motivation for the concept of molecules as being composed
of atoms, and it is the primary reason for the utility of the
periodic table.) Simply stated: atoms and functional groups in
similar environments should have similar properties, and these
properties should vary in a systematic way in response to
changes in the molecular environment.
Conformational Stability. In accord with chemical intuition,
changes in molecular conformation, especially torsional
motions and relatively unhindered rotations around bonds,
should not cause large ﬂuctuations in the charges or other
properties of the atoms. This property is essential when a
partitioning method is used to parametrize a molecular
mechanics force ﬁeld.
Locality and Sensible AIM Densities. The AIMs should be
localized around the atomic nucleus and should not have
intricate structures far from their deﬁning nuclear center. This
requirement is usually necessary, albeit insuﬃcient, for chemical
transferability and conformational stability. It is also expected
that each AIM’s density should have one and only one cusp,
located at the position of the atomic nucleus.47,48 As one moves
away from the atomic nucleus, the atomic density is expected to
decrease monotonically.49 Far from the atomic nuclei, all the
atomic densities should share the same asymptotic decay rate,
in accord with the electronegativity equalization principle.50−53
Accurate Electrostatic Potential. Since the AIMs’ “partial
charges” are most commonly used to identify the positive and
negative regions of a molecule, the electrostatic potential
approximated by the AIM charges should accurately approx-
imate the true molecular electrostatic potential on and outside
the molecular van der Waals surface
∫∑ ∑ρ| − | −
′
| − ′|
′ ≈ −
| − |= =
Z Z N
r R
r
r r
r
r R
( )
d
A
N
A
A A
N
A
A1
mol
1
A
atoms atoms
(5)
where the AIM’s population corresponding to atomic number
ZA at position RA is deﬁned as
∫ ρ=N r r( ) dAA (6)
and the AIM’s partial charge is therefore
= −q Z NA A A (7)
Moreover, if eq 5 is reﬁned by including contributions from the
atomic multipole moments, the electrostatic potential deter-
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mined by the atomic multipole expansion should rapidly
converge to the true molecular electrostatic potential. This, in
practice, means that the AIM densities must be nearly spherical.
Only atomic partitioning methods that accurately reproduce the
long-range portion of the molecular electrostatic potential are
convenient for parametrizing molecular mechanics force ﬁelds.
Partitioning methods that satisfy the distributive property of the
dissimilarity measure, eq 4, tend to give accurate electrostatic
potentials.
This feature is speciﬁcally important, as the primary
quantitative application of AIM methods is the parametrization
of molecular mechanics (MM) force ﬁelds to model electro-
static interactions.53 Much chemical intuition is based on the
picture of a molecule as composed of atomic sites with partial
charges, linked by springlike bonds and bond angles, along with
rocking motions and hindered rotations around bonds. It is
desirable that an AIM partitioning be consistent with this
description. The preceding desirable chemical features are also
strongly linked to the applicability of a partitioning method for
MM parametrization. Note, however, that for degenerate
ground states, one needs not just one molecular density (and
its underlying atomic densities and charges54) but all the
possible degenerate molecular densities to successfully model
the electrostatic potential.54−57
II.C. Desirable Computational/Practical Features.
Computational Robustness. The partitioning method should
be insensitive to changes in computational parameters. For
example, the method should be robust to changes in the
electronic structure method (Hartree−Fock, Kohn−Sham
DFT, post Hartree−Fock, etc.) and changes in the molecular
basis set (even pernicious choices like single-center expansion).
(One exception: if improving the electronic structure method
or the basis set causes the molecular electronic density to
qualitatively change, the atomic properties may also change
qualitatively.) The method should not be overly sensitive to the
choice of initial guess, optimization strategy, and numerical
integration grid. Indeed, ideally all integrals could be performed
analytically.
Computational Eﬃciency. The equations that deﬁne the
atomic partitioning can be solved eﬃciently and rapidly.
Gigantic integration grids should not be required; systems of
(non)linear equations that arise should be well-conditioned and
have unique solutions; iterative procedures should converge
quickly and inexorably to the solution. In addition, partitioning
methods should be applicable to large systems like bulk solids,
biological networks, and molecular dynamic simulations. In this
regard, the possibility for localizing the algorithm or parallel-
izing the method boosts the performance and applicability.
We know of no single method that possesses all of these
desirable properties and, indeed, we suspect that no such
method exists. One is forced to compromise. This is why one of
us has previously advocated an axiomatic approach to atomic
partitioningﬁrst specify the features one ﬁnds most desirable,
then ﬁnd the partitioning method(s) that possess those
features.27
As we shall soon establish, information-theoretic partitioning
methods fulﬁll many of these desiderata: they are universally
deﬁned; they are founded in quantum mechanics (though not
as fundamentally as claimed by Bader’s QTAIM); they are
electron-density based; the AIM are uniquely deﬁned by a
variational principle. Information-theoretic approaches tend to
satisfy the distributive property of the dissimilarity measure and
the noninteracting limit constraints of AIM whenever these
constraints are sensible. While no single information-theoretic
method possesses all of the remaining virtues, most
information-theoretic methods possess the majority of these
features. One exception is the requirement of sensible atomic
densities: information-theoretic methods typically have atomic
densities with very small, but nonetheless spurious, cusps on
other atoms.
III. INFORMATION-THEORETIC PARTITIONINGS
III.A. The Hirshfeld Partitioning. The genesis of
information-theoretic partitioning methods can be traced back
to the 1970 paper of Politzer and Harris, who deﬁned a binary
real-space partitioning of linear molecules based on the
promolecular density.20 They designed their method so that
if the molecular density were equal to the promolecular density,
the AIM charges would match the proatom charges. Inspired by
this work, in 1977 Hirshfeld proposed a fuzzy real-space
partitioning, with the AIM densities
ρ ρ
ρ
ρ
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He proposed this deﬁnition by analogy to the way that the
proﬁt (loss) is shared between the stockholders of a
corporation. That is, if the molecule gains (loses) electron
density at point r relative to the promolecule, then the AIM
gain (lose) electron density in proportion to their contribution
to the promolecular density at point r.21
In 2000, Nalewajski and Parr derived the information-
theoretic AIM by minimizing the Kullback−Leibler divergence
between the AIM and isolated neutral proatoms
⏟ ∫
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leading to the AIM density
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As was pointed out to them by one of the current authors, this
is equivalent to the Hirshfeld deﬁnition, eq 8.25,26 A detailed
derivation of this foundational result is provided in Appendix A.
Before delving into various partitioning schemes originating
from Hirshfeld AIM, it is important to realize that a similar
derivation is feasible by replacing Kullback−Leibler divergence
with any other f-divergence measure, which encompasses all
local measures that are necessary and suﬃcient to derive
Hirshfeld AIM densities.28,29 This prevalence expands the
theoretical framework of Hirshfeld partitioning schemes and is
elaborated upon in Section VI.B.
Nalewajski and Parr’s information-theoretic approach
provides a general theoretical framework for developing new
partitioning methods. These methods diﬀer in their choice of
(1) dissimilarity measure, (2) reference proatoms, and (3)
imposed constraints. Hirshfeld AIM density and charges are
well-deﬁned and unique, but the choice of neutral ground-state
reference proatoms is arbitrary and results in very small charges
for Hirshfeld atoms. In addition, as elaborated in Section VI.A,
Nalewajski and Parr’s formulation does not fully comply with
the spirit of information theory. We note, in passing, that
information theory is broadly useful for conceptual studies of
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chemical processes,58−61 including but not limited to
applications of the Hirshfeld partitioning.62−65
To ﬁx these shortcomings, various Hirshfeld-inspired
partitioning methods have been developed. We will discuss
some of the corresponding algorithms, and the relationships
between them, in the next few paragraphs. Several related, but
more-or-less ad hoc, partitioning approaches do not perfectly ﬁt
into this information-theoretic framework, so they are not
elaborated upon in this paper. Examples of this sort of method
include the ever-expanding family of DDEC methods,32,33,66
Charge Model 5 (CM5) (developed by mapping Hirshfeld
charges onto a new set of charges providing a more accurate
monopole approximation of electrostatic potential),67 and
force-based partitioning68 (which has the advantage of being
completely reference-free).
III.B. Hirshfeld-I and Hirshfeld-Iλ. The ﬁrst, and most
prevalent, variant of Hirshfeld methods is the iterative Hirshfeld
(Hirshfeld-I) partitioning method of Bultinck et al.69 This
method lifts the arbitrary selection of neutral proatoms
criterion and reﬁnes the proatoms self-consistently so that, at
convergence, the proatoms and the AIM have the same
population. To perform Hirshfeld-I partitioning:
1. Initialization (n = 0). Obtain initial AIMs using the
Hirshfeld partitioning, (10), with isolated neutral atom
densities as proatoms. In practice, the Hirshfeld-I method
is insensitive to any reasonable initial guess for the
proatom populations.
2. Iteration. Until the atomic populations converge (e.g.,
until
⏟
ε| − | <
∈
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A
A
n
A
n
atoms
1 )
a. Update each proatom so that it has the same
population as the AIM in the previous step, n − 1:
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b. Repeat the Hirshfeld partitioning, (10), with the
updated proatom densities.
Step 2a uses the fact that the only size-consistent way, and
therefore the only chemically sensible way, to deﬁne a density
with a noninteger number of electrons N is to deﬁne it as a
weighted average of the same system’s densities with the next-
lower-integer number, ⌊N⌋, and the next-higher-integer
number, ⌈N⌉, of electrons.70−73 For example, the density of a
system with 9.4 electrons is a linear combination of the 9-
electron and 10-electron systems with the same external
potential
ρ ρ ρ= += = =r r r( ) 0.6 ( ) 0.4 ( )N N N9.4 9 10 (12)
This elegant reﬁnement results in a set of chemically intuitive
reference proatoms and produces quality AIM charges. In
addition, it provides a simpler information-theoretic interpre-
tation, because, at convergence, the AIM and the corresponding
proatom densities have the same normalization. Numerous
studies testify that Hirshfeld-I fulﬁlls many of the desired
features, including insensitivity to level of theory,74 accurate
electrostatic potential approximation,75 and applicability to
solids.76−78 Hirshfeld-I has been extended to Fractional
Occupation Hirshfeld-I (FOHI)79 to calculate atomic spin
population and FOHI-D80 to calculate the atomic charge and
atomic dipole self-consistently.
However, the Hirshfeld-I method is not perfectit is not
variational, and it gives erratic results for negatively charged
nitrogen atoms, double negatively charged oxygen atoms, and
atoms in high oxidation statesand subsequent work has
attempted to remedy its shortcomings in various ways. The
main issue is that Hirshfeld-I very often requires unbound
proatom densities; that is, (di)anions in which the extra
electron(s) are not bound to the isolated atom, resulting in
AIM densities that extend too far from the nucleus.81 The ﬁrst
attempt to partially solve these issues was the Hirshfeld-Iλ
method, where the Hirshfeld-I form of the proatom density of
NA
0-electron system is stipulated
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;
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but the atomic density and the proatom populations are both
selected by minimizing the information loss under the
constraint that AIM and proatoms have the same population
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Theoretically, Hirshfeld-Iλ selects its proatoms variationally and
adheres to the information-theoretic spirit. (Note, however,
that eq 10 does not hold in Hirshfeld-Iλ.) Unfortunately,
Hirshfeld-Iλ is numerically challenging to converge, because the
objective function is discontinuous at integer proatomic
populations, it is sensitive to the choice of basis set, and the
charges from Hirshfeld-Iλ fail to accurately reproduce the
molecular electrostatic potential.82
III.C. Variational Hirshfeld-I. Lifting the constraint that the
proatomic and atomic populations be equal, but guaranteeing a
correctly normalized promolecule, gives a method we refer to as
variational Hirshfeld-I.
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(15)
Variational Hirshfeld-I seems to give results that are closer to
Hirshfeld-I than Hirshfeld-Iλ, but the optimization is
challenging because of the derivative discontinuity in the
objective function. In addition, the ﬁnal proatoms do not have
the same charges as the AIM, making the information-theoretic
argument less elegant.
III.D. Hirshfeld-E. The poor performance of the Hirshfeld
and Hirshfeld-I partitionings for molecules containing atoms in
high oxidation states motivated the Hirshfeld-E method.83
Hirshfeld-E is based on the decomposition of the N-electron
density as a sum of the Fukui functions73,84−86
ρ ρ= − −f r r r( ) ( ) ( )A N A N A N; ;
0
; 1
0
(16)
∑ρ =
=
fr r( ) ( )A N
k
N
A k;
0
1
;
(17)
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This motivates the idea of using the spherically averaged atomic
Fukui functions of the isolated atom as a basis set for expanding
the proatomic density
∑ρ =
=
c f rr( ) ( )A
k
N
k A k
0
1
;
bound
(18)
where the sum runs over the Fukui functions of all bound
electronic states. In Hirshfeld-E, step 2a in the Hirshfeld-I
algorithm is replaced by 2a′. Update each proatom by
performing a least-squares ﬁt of eq 18 to the atomic density,
subject to the constraint that the proatom and atom have the
same population and that the coeﬃcients of expansion are
nonnegative
⏟ ∫
∑ρ −
ρ
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=∫ = ∑
=
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N
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1
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The Hirshfeld-E method is more robust for highly charged
atomic sites, but like Hirshfeld-Iλ, the charges from Hirshfeld-E
vary erratically with basis set.87
III.E. Iterative Stockholder Analysis and Gaussian
Iterative Stockholder Analysis. Conceptually, the least
appealing aspect of Hirshfeld-I-like partitioning methods is
the need to specify a functional form for the proatom density.
Lillestolen and Wheatley proposed an alternative approach,
called Iterative Stockholder Analysis (ISA) to remedy this
feature.88,89 The main idea in ISA is that the proatom density is
the spherical average of the atomic density.
∫ ∫ρ ρ θ θ ϕ= | − | = −π πr r R r R( ) ( ) sin d dA A A A0 0
2
0
(20)
By doing this, the need for a set of spherically averaged
reference proatom densities is avoided; the reference atom is
built as a set of density values on a radial grid and is updated in
every iteration according to eq 20. The ISA method is
calculated by
1. Initialization (n = 0). Obtain initial AIMs using the
Hirshfeld partitioning, (10), with isolated neutral
proatom densities, or spherically symmetric proatom
densities using, for example, eq 21 or 22.
2. Iteration. Until the atomic populations converge,
⏟
ε| − | <
∈
−N Nmax ( )
A
A
n
A
n
atoms
1
a. Update each proatom by setting it equal to the
spherical average of the atomic density, eq 20.
b. Perform the Hirshfeld partitioning, eq 10, with the
updated proatoms.
Since ISA is a variational method with a unique minimum for
proatom density, the ﬁnal partitioning does not depend on how
one initializes the proatoms.90 Recognizing this, and desiring to
avoid the need for reference atomic densities in the
initialization step, Lillestolen and Wheatley suggested using
the very simple choice
∫ ∫ρ ρ θ θ ϕ= −π πr N r R( )
1
( ) sin d dA A
0
atoms 0
2
0 mol (21)
With this initialization, ISA converges quite slowly, typically
requiring several times more iterations than Hirshfeld-I. To try
to improve matters, we replaced the average density on each
spherical shell with the shell’s minimum density.
⏟
ρ ρ θ ϕ= | − |
θ ϕ
r r R( ) min ( , , )A A
0
,
mol
(22)
While our alternative initialization converges slightly faster, the
improvement is not dramatic. In cases where a database of
atomic densities is available, it is best to initialize the ISA
algorithm with spherically averaged proatom densities or the
AIM density of Hirshfeld or Hirshfeld-I methods.
At a chemical level, ISA is not robust when a central atom is
surrounded by a spherical shell of other atoms. In this case, the
AIM density of the central atom tends to have a blip at the
location of the next shell(s) of atoms. This causes the central
atom to have too large (often wildly too large) population and
leads to an atomic density that is nonmonotonic, violating the
“sensibility” requirement.91 ISA is also not conformationally
stable: a small breaking of the molecular symmetry (so atoms
surrounding the central atom lie on the surface of an ellipse,
rather than the surface of a sphere) causes the density and
population of the central atom to become sensible again.
To overcome these results, one can “hammer down” the
spurious blips in the ISA atomic densities, forcing the atomic
densities to be monotonic by requiring that the (n + 1) point
on a radial grid emanating from the atomic nucleus be no larger
than nth point (unpublished results). Mathematically, this
replaces eq 20 with
⏟ ∫ ∫
ρ ρ θ θ ϕ= −
π π
| − |≤
⎛
⎝⎜
⎞
⎠⎟r r R( ) min ( ) sin d dA
r
A A
r R
0
0
2
0
A
(23)
A more numerically eﬃcient approach is to approximate the
proatomic density from (20) as a linear combination of
monotonically decreasing basis functions like s-type Gaus-
sians.91
∑ρ α≈ −r c r( ) exp( )A
k
k k
0 2
(24)
The coeﬃcients can be determined by least-squares ﬁtting
subject to the constraint ck ≥ 0. This Gaussian-ISA (GISA)
method has sensibly monotonic atomic densities, but it still
tends to exaggerate the population of atoms at the center of a
spherical shell of other atoms. The proatom density, instead of
descending to a small value and then rising again on the surface
of a spherical shell, descends slowly until the spherical shell of
atoms is encountered, and it descends rapidly thereafter.
Because of these slowly descending atomic densities, the atomic
charges are not very transferable, and conformational stability is
low. The results are also quite sensitive to the choice of the
Gaussian expansion functions: for short expansions, results
often seem satisfactory, but in the basis-set limit one recovers
the problematic hammered down version of ISA in eq 23.91 To
further control the behavior of density tails, an extension of the
GISA with nonspherical Gaussian functions and a regularization
of proatom density tails attempts to repair some of the
weaknesses of ISA and GISA methods.92
III.F. Density Derived Electrostatic and Chemical
Partitioning. ISA variants deﬁne AIM that are “as spherical
as possible” by some criterion, and therefore the AIM of ISA-
related methods have small dipole and higher-order-multipole
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moments. This ensures that the charges from ISA-type methods
provide an excellent description of the molecule’s electrostatic
potential. One would like to somehow combine this feature of
ISA with the favorable transferability and conformational
stability features of Hirshfeld-based methods that employ
explicit atomic reference densities. This has been attempted in
Density Derived Electrostatic and Chemical (DDEC) methods
by deﬁning atomic weight function as a weighted-geometric
average of the two methods’ proatomic densities, speciﬁ-
cally:32,33,66,93
ρ ρ= χ χ− ‐w rr r( ) ( ( )) ( ( ))A A A
0;ISA 1 0;Hirshfeld I
(25)
Unfortunately, this method does not fully remedy the problems
of conformational stability and spherical-shell bias associated
with ISA. Subsequent reﬁnements of the DDEC family of
methods have removed these problems, but these reﬁnements
involve a complicated hand-tuning of the method and intuitive
but nonphysical revisions to the proatom densities (especially
for anions) to meet certain performance goals. The resulting
DDEC methods are inelegant by the criteria of “capable of
being compactly described with words alone” and do not satisfy
some of the mathematical requirements we believe it is
desirable for information-based partitioning methods to possess
(e.g., the recovery of the noninteracting limit of AIM and the
satisfaction of the distributive property of dissimilarity
measure). This does not diminish the practical utility of the
latest DDEC methods for applications, especially in the solid
state, where they have been more thoroughly tested than any of
the other approaches we discuss.
III.G. Minimal Basis Iterative Stockholder Partitioning.
The most recent variant proposed by Verstraelen et al. called
Minimal Basis Iterative Stockholder (MBIS) method takes a
new strategy for modeling proatoms.94 It expands each proatom
as a weighted sum of normalized s-type Slater functions, {sA,i
(r, σA,i)|∫ sA,i (r, σA,i) dr = 1}i=1
mA , centered on the atoms
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where σA,i and NA,i denote the width and weight of the ith
normalized s-type Slater function on atom A. The number of
Slater functions mA is dictated by the number of electron shells
in an atom with atomic number ZA; in this regard, the weights
{NA,i}i=1
mA can be perceived as shell populations. (One must limit
the number of Slater functions, because as the number of Slater
functions increases, this method approaches hammered-down
ISA.) The shell widths and populations in MBIS are optimized
alongside the AIM densities by constrained minimization of the
Kullback−Leibler information loss
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The constraint requiring the proatom and AIM to have the
same population makes MBIS appealing from the information-
theoretic point of view but couples the minimization of AIM
and proatoms. However, unlike Hirshfeld-Iλ, the minimization
simpliﬁes to the stockholder formula because of the special
form of the proatoms, and the shell population and shell width
of each atom is given by
∫
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The identities obtained for proatom parameters are speciﬁc to
the Kullback−Leibler divergence measure, and they are used for
optimizing the proatoms self-consistently.
1. Initialization (n = 0). Obtain initial AIMs using the
Hirshfeld partitioning, (10), with proatom densities
modeled in eq 26. The initial value of the NA,i parameter
is set to the number of electrons in the ith shell of atom
A. The initial value of σA,i is set to
a
Z2 A
0 and a
2
0 for the
innermost and outermost shell of atom A, respectively,
where for the intermediate shells, it is assigned by
geometric interpolation
σ = − −−
a
Z2
A i
A
,
0
(1 )imA
1
1
2. Iteration. Until the shell parameters converge:
⏟
⏟
ε
σ σ ε
| − | <
| − | <
∈
∈ ⋯
−
∈
∈ ⋯
−
N Nmax ( ) and
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i m
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n
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A
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1
atoms
{1, , }
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1
A
A
a. Update each proatom by computing its shell
widths σ ={ }A,i AmA1 and shell populations =N{ }A,i A
mA
1
parameters, eq 28.
b. Perform the Hirshfeld partitioning, eq 10, with the
updated proatom parameters using eq 26.
The objective function in eq 27 is not convex, so the choice
of initial guess in step 1 can aﬀect the resulting MBIS charges.
The iterative procedure to reﬁne the proatoms can easily be
implemented with a linear-scaling computational cost for
applications to supramolecular systems. In addition, the Slater
functions describing the valence electron density of AIM allow
better approximations of the electrostatic interaction in force
ﬁelds.94,95
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IV. OTHER POPULATION ANALYSIS METHODS
Although the focus of this work is information-theoretic
population analysis methods, we will compare the results to
other approaches. For each general family of methodorbital-
based population analysis, topological partitioning, and electro-
static ﬁttingwe chose one to compare to what we feel is the
best widely available method of that family.
IV.A. Orbital-Based Population Analysis. Orbital-based
partitioning was pioneered by Mulliken.6−9 Each natural
molecular orbital p can be expressed as a sum of atomic basis
functions
∑ ∑ψ χ=
= ∈
cr r( ) ( )p
A
N
i A
p Ai Ai
1
;
atoms
(29)
where χAi(r) denotes the ith basis function on atom A. To
divide this molecular orbital into contributions from the atomic
basis functions, note that
∫ ∑ ∑ ∑ ∑ψ= | | = *
= = ∈ ∈
c c Sr r1 ( ) dp
A
N
B
N
i A j B
p Ai p Bj Ai Bj
2
1 1
; ; ,
atoms atoms
(30)
where the overlap matrix between the atomic basis functions
has been deﬁned as
∫ χ χ= *S r r r( ) ( ) dAi Bj Ai Bj, (31)
Mulliken proposed decomposing eq 30 into the (net)
populations of the atomic basis functions
ν = | |n c Sp Ai Ai p p Ai Ai Ai; , ; 2 , (32)
and “bonding” populations associated with the overlaps
between diﬀerent atomic basis functions
ν = * + *
= *
n c c S c c S
n c c S
( )
2 Re( )
p Ai Bj p p Ai p Bj Ai Bj p Ai p Bj Bj Ai
p p Ai p Bj Ai Bj
; , ; ; , ; ; ,
; ; , (33)
Here we denoted the occupation number of the pth natural
molecular orbital as np. To assign atomic populations, one
needs to divide the bonding population between the atomic
basis functions between the contributing atoms. In the absence
of any other information, all one can do is divide the bonding
population half-and-half between the contributors, giving the
gross populations of the atomic basis functions.
∑
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(34)
Summing this contribution over all the molecular orbitals and
all the basis functions assigned to a given atom gives that atom’s
population.
∑ ∑ π=
= ∈
n
p
N
i A
p AiA
1
;
orbitals
(35)
This can be recast in matrix language by deﬁning the molecular
density matrix as
∑= *
=
P n c cAi Bj
p
N
p p Ai p Bj,
1
; ;
orbitals
(36)
and then the charge-bond matrix as
=M P SAi Bj Ai Bj Ai Bj, , , (37)
Then the atomic populations are simply
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Similarly, the electron density of the atom in the molecule can
be deﬁned as
∑ ∑ ∑ρ χ χ= *
∈ = ∈
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⎟⎟Pr r r( ) Re ( ) ( )A
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N
j B
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1
;
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(39)
Löwdin noted that the preceding analysis could be simpliﬁed if
the atomic basis functions were orthonormal, SAi,Bj = δABδij, and
he proposed choosing orthogonalized atomic basis functions
{χAi
d } that were as close as possible to the original (non-
orthogonal) basis.10−12 It is not diﬃcult to deduce that the new
basis functions are simply
∑ ∑χ χ=
= ∈
−Sr r( ) ( )Ai
B
N
j B
Ai Bj Bj
d
1
,
1/2
atoms
(40)
In the orthogonalized basis, the atomic populations have the
simple expression
∑=
∈
n PA
i A
Ai Ai
d
,
d
(41)
These methods for assigning atomic populations are extremely
erratic for large and/or unbalanced basis sets. More generally,
Mulliken/Löwdin partitioning fails in any circumstance where
the atomic basis functions are not (well-)localized on the
atomic centers. Consider, for example, that in the extreme case
where one expands the wave function with a complete set of
basis functions centered on a single atom, all the electrons will
be assigned to that atom. To avoid this, it is necessary to ensure
that the molecular orbitals and the one-electron reduced
density matrix
∑γ ψ ψ′ = * ′
=
nr r r r( , ) ( ) ( )
p
N
p p p
1
orbitals
(42)
are expressed in terms of atomic basis functions that have
chemical meaning. The approaches proposed by Weinhold,14,15
Ruedenberg,16,18,96 and Knizia19 achieve this by using atomic
basis functions that resemble atomic orbitals. We will only
consider Weinhold’s approach, called Natural Population
Analysis (NPA), because it is by far the most widely used of
these approaches.
In NPA, one uses the atomic orbitals of the isolated neutral
atoms {ϕAi} as basis functions. The molecular orbitals or,
alternatively, the one-electron reduced density matrix can be
expanded in this new basis
∬ω ϕ γ ϕ= * ′ ′ ′r r r r r( ) ( , ) ( ) dAi Bj Ai Bj, (43)
Because the atomic orbitals are not orthogonal, the trace of this
matrix is greater than the total number of electrons. The basic
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idea in NPA is to use an occupation-weighted version of
Löwdin’s symmetric orthogonalization method. That is, one
chooses the orthonormal basis {ϕAi
d (r)}that resembles the
existing atomic orbital basis functions to the maximum possible
extent, weighted by the occupation of the atomic orbital basis
functions
⏟ ∫
∑ ∑ ω ϕ ϕ| − |
ϕ = ∈
r r rmin ( ) ( ) d
A
N
i A
Ai Ai Ai Ai
r{ ( )} 1
,
d 2
Ai
d
atoms
(44)
with solution,
∑ ∑ϕ ϕ=
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−r D DSD r( ) [ ( ) ] ( )Ai
B
N
j B
Ai Bj Bj
d
1
1/2
,
atoms
(45)
where D is a diagonal matrix with the entries dAi,Bj = ωAi,AiδAi,Bj,
and S is the overlap matrix between the atomic orbitals. The
natural populations can then be determined, using eq 41, or,
speciﬁcally:
∫ ∫∑ ϕ γ ϕ= ′ ′ ′
∈
*n r r r r r r( ( )) ( , ) ( ) d d
i A
Ai AiA
d d
(46)
While this captures the essence of the NPA method, the actual
approach is signiﬁcantly more complicated. For example, the
valence atomic orbitals and the Rydberg atomic orbitals are
orthogonalized separately, and special care must be taken when
treating atomic orbitals with very small occupations.14
In our experience, NPA and other atomic-orbital-based
population analysis methods remove most, but not all, of the
basis-set sensitivity of the unreﬁned Mulliken/Löwdin parti-
tioning strategies. However, these methods are still sensitive to
the quality of the molecular basis set (e.g., they typically work
poorly in the extreme case, where all the basis functions are
located on a single atomic center) and also on the design
decisions that were taken in constructing the atomic basis set.
IV.B. Topological Partitioning. Topological partitioning
methods divide space into regions, each of which is then
associated with an atom. For example, in Voronoi partitioning,
one assigns each point in space to the closest atomic nucleus,
giving atomic regions
Ω ≡ | ≠ | − | < | − |B Ar r R r R{ for every atom , }A A BV
(47)
The atomic weight functions are then taken to be the
characteristic function of the region
=
∈ Ω
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r
r
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and so the atomic densities and atomic populations are deﬁned
as
ρ ρ= wr r r( ) ( ) ( )A A mol (49)
and
∫ ∫ρ ρ= =
Ω
N r r r r( ) d ( ) dAA mol
A (50)
The problem with Voronoi-based partitioning is that it
depends only on the location of the nuclei and not on the
molecule’s electronic structure. Richard Bader realized that
there was a natural way to separate a molecule into atoms using
the topography of the electron density.22,23,97 If one visualizes
the molecular density, it looks like a mountain range, with
peaks coinciding with the locations of the atomic nuclei and
valleys between them. Bader’s partititioning, called the
Quantum Theory of Atoms in Molecules (QTAIM),
corresponds to a watershed analysis of the atoms. Imagine
that a tiny rain-cloud hovered over the location of an atomic
nucleus, and the water from the cloud ﬂowed down the sides of
the mountain of electron density associated with the atom. All
the points in space that were wet by the rain would be assigned
to the atom.
Mathematically, this means that if one takes a point r and
starts to make a steepest-ascent path from that point
ε ρ
ε ρ
=
= + ∇
⋮
= + ∇
⋮
+
r r
r r r
r r r
( )
( )n n n
0
1 0 0
1
(51)
The point is then assigned to the nucleus at the end of the
steepest-ascent path. The boundaries between the atoms
correspond to zero-ﬂux surfaces, where the normal to the
surface of the atomic volumes is orthogonal to the gradient.
ρ∈ ∂Ω ↔ ∇ · =Ωr r n r( ) ( ) 0A A (52)
Equation 52 establishes that the integral of the Laplacian of the
electron density over an atomic region is zero.
∫ ρ∇ =
Ω
r r( ) d 02
A (53)
Equation 53, in turn, makes it possible to deﬁne atomic kinetic
energies (and then, by the virial theorem, atomic energies) for
this atomic partitioning without excessive sensitivity to the way
one chooses to represent the quantum mechanical operators for
the atoms.23,98−101 This ability to deﬁne quantum mechanical
operators for atoms is why this approach is usually called the
QTAIM.22,31,102,103 One should mention that subsequent work
makes it clear that regions called quantum divided basins, which
satisfy the net zero-ﬂux condition (eq 53) but not the local
zero-ﬂux condition (eq 52), can also be used to deﬁne open
quantum subsystems.44,45 Also, subsequent work has shown
that there are mathematically allowable (but arguably chemical
unreasonable) deﬁnitions for the local kinetic energy for which
eq 53 is insuﬃcient to deﬁne unique atomic kinetic
energies.101,104,105 For these reasons, we believe the strongest
justiﬁcation for QTAIM is topological, based on the intuitive
partitioning of space into atomic-density regions.
The mathematical underpinnings of QTAIM are elegant, but
it has a few undesirable properties. For example, sometimes
there are “extra” atoms associated with maxima in the atomic
density that do not coincide with the location of an atomic
nucleus.106−108 Additional nonatomic regions also appear if one
partitions the electron density obtained for a pseudopotential
calculation, because the absence of the electron density from
the atomic cores ruins the mountain-peak structure that the
electron density has in all-electron calculations. In pseudopo-
tential calculations, it is advisible to correct the computed
electron density by adding back the (approximate) electron
density from the atomic core electrons before performing the
QTAIM partitioning. If one does not make this correction, then
spurious atoms and signiﬁcant topological complexity are
induced by the “volcanic craters” associated with the missing
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core electrons. Conversely, sometimes there are missing atoms,
because a light electron-poor atom is embedded in the electron
cloud of a heavier electron-rich atom, so that there is no
maximum in the molecular electron density at the location of
the light atom’s nucleus.
All topological partitioning methods have the problem that
the atomic regions have “pointy boundaries”, where three or
more atomic regions meet. Because the atomic regions and
their associated densities are far from spherical, it is hard to
represent the electrostatic potential of the atom with a point
charge: one typically needs not only atomic charges but also
very high-order atomic multipoles to describe the molecular
electrostatic potential using topological partitioning meth-
ods.109−112
IV.C. Electrostatic Potential Fitting. Electrostatic poten-
tial ﬁtting is an approach that leads to atomic populations/
charges but not to atomic density distributions.113−118
Speciﬁcally, one tries to ﬁnd atomic populations that ﬁt the
electrostatic potential of the electron density at every point r
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atoms
(54)
subject to the constraint that the atomic populations sum to the
total number of electrons.
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It is clearly impossible to satisfy eq 54 at every point, but for
molecular mechanics force ﬁelds it is primarily important that
the electrostatic potential be accurately captured at locations in
the vicinity of the van der Waals surface and up to three or four
van der Waals radii away from the molecule. This suggests that
one chooses atomic populations by minimizing115,116,119
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where w(r) ≥ 0 is a nonnegative weight function that focuses
the optimization on the region of chemical interest and decays
rapidly enough to ensure the existence of the integral that
deﬁnes the objective function.
Diﬀerent methods for electrostatic potential ﬁtting mainly
diﬀer based on the weighting function one uses in eq 56 and
the possible addition of constraints based on intuition about the
likely size of atomic charges, equivalence of the populations of
chemically similar atoms, etc. Recognizing that the atomic
populations/charges from electrostatic-potential ﬁtting would
behave erratically in response to conformation changes unless
the weighting function was perfectly smooth, Hu, Lu, and Yang
proposed the objective function119
σ ρ ρ= − −w r r( ) exp( (ln ( ) ln ) )mol
0
ref
2
(57)
where ρmol
0 (r) is the promolecular density (cf. eq 3), and the
recommended values for the parameters that control the width
and location of the weighting function are
σ = 0.8 (58)
and
ρ = −ln 9ref (59)
respectively. The objective function in eq 56 with the weighting
function eq 57 determines the Hu-Lu-Yang (HLY) popula-
tions.119
Obviously this method can be extended to dipole and higher-
order multipole moments, simply by inserting the appropriate
multipole expansion to approximate the electrostatic potential
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in eq 56. However, electrostatic ﬁtting does not deﬁne an
atomic density and is therefore not a true partitioning method.
It is possible, however, to reverse-engineer atomic densities that
have the correct multipoles and maximally resemble some
atomic reference densities. For example, one can ﬁnd the
electron densities that satisfy
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where the proatom density should be chosen to have the same
atomic population as was assigned by electrostatic-potential
ﬁtting NA
0 = nA, using eq 13. If one has only monopoles, then
this approach is equivalent to Hirshfeld-Iλ but without the
variational optimization over proatom populations.
Unfortunately, the optimization in eq 56 is numerically ill-
conditioned. For example, the objective function in eq 56 is
extremely insensitive to any atomic population that is very far
from the molecular van der Waals region that is sampled by the
weight function w(r); the optimization landscape is therefore
extremely ﬂat, and the atomic populations can change
signiﬁcantly due to small changes in electron density, whether
due to computational parameters (e.g., electronic structure
method or basis set) or geometric changes.
V. NUMERICAL ASSESSMENT
V.A. Computational Setup. To assess the performance of
various information-theoretic partitioning methods (Section
III), compared to more traditional approaches (Section IV), we
selected examples from our own work and from the literature
that reveal speciﬁc, usually unfavorable, features of the diﬀerent
partitioning methods. We also selected a set of small molecules
(CH3
+, CH4, CH3
−, NH4
+, NH3, NH2
−, H3O
+, H2O, OH
−) for
investigating the sensitivity of these methods to the one-
electron basis set and the type of electronic structure theory
method used, and also for assessing how well diﬀerent
partitioning methods recapture chemical trends. Readers
interested in more thorough assessments of population analysis
methods are referred to other, more systematic, stud-
ies.94,117,120−122
All quantum-chemistry calculations were performed using
Gaussian09 (version C.01) software123 employing ultraﬁne
integration grids and stable=opt keyword to ensure that a
(local) minimum of the energy with respect to variations of the
orbitals was found. For the small set of molecules, the
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geometries were optimized at UωB97XD/cc-pVTZ level of
theory, followed by single-point calculations at UHF,
UB3LYP,124−126 and UωB97XD127 levels of theory with
Dunning’s (d-aug-)cc-pVXZ (X = D, T, Q, 5) correlation
consistent basis set series.128−130 The NPA and HLY charges
were generated using Gaussian09. The QTAIM charges were
generated using AIMALL (version 16.01.09 standard) soft-
ware.131 The charges from information-theoretic partitioning
methods were generated using HORTON 2.0.0132 and
ChemTools.133134
V.B. Hirshfeld Partitioning Is Sensitive to the Choice
of Proatom. As noted in Section III.A, the choice of neutral
proatoms in the original Hirshfeld method is arbitrary, and the
Hirshfeld populations from eq 10 change signiﬁcantly when
diﬀerent reference proatom charges are used. This is shown in
Table 1 for LiCl, where neutral and charged proatoms are
chosen. (We chose the proatoms so that the promolecule has
the same number of electrons as the molecule. Note that this is
not implicit in the Hirshfeld method: the traditional Hirshfeld
method uses neutral promolecules for the population analysis
of molecular ions.) The middle column of Table 1 contains the
conventional Hirshfeld charges, but considering the ionic
character of LiCl, the lithium cation and chlorine anion are the
chemically intuitive reference proatoms. That proatom choice
produces the higher, and more chemically appealing, Hirshfeld
charges in the last column. Notice, however, that no matter
what choice one makes for the charges of the proatoms, the
Hirshfeld charges are semi-insensitive to the choice of quantum
chemistry method and basis set.
In the remainder of this paper, however, whenever we refer
to the Hirshfeld partitioning we will be considering only neutral
ground-state proatoms.
V.C. Hirshfeld-I Is Not Variational; Variational General-
izations of Hirshfeld-I Are Not Robust. The Hirshfeld-I
method ﬁxes the sensitivity of (ordinary) Hirshfeld charges to
the choice of proatom and ensures that the molecule and
promolecule always have the same number of electrons.
Although the Hirshfeld-I procedure is not written as a
variational method (cf. Section III.B), this does not mean
that the solution of the Hirshfeld-I procedure cannot be
equivalent to the minimization of the Kullback−Leibler
divergence or, more generally, some other f-divergence
measure.
On the basis of a recent mathematical analysis of the
Hirshfeld-I equations, this does not seem to be the case. There
are many variational principles that are equivalent to the
Hirshfeld-I equations, but they are not written as minimizations
of the divergence between the densities of an AIM and a
proatom. The analysis also shows that the Hirshfeld-I solution
always exists, and it is never unique in a mathematical sense.
However, in most (but not all)34 cases it seems that the
solution is unique in a chemical sense, as the spurious
mathematical solutions correspond to cases where one or
more AIM have zero electrons.
Table 1. Hirshfeld Chargea of the Lithium Atom in the LiCl Molecule for an Interatomic Separation of 2.045 Å
charge of the Li proatom qLi
0
level of theory −1.0 −0.5 0.0 0.5 1.0
UHF/cc-pVDZ 0.2345 0.4028 0.5511 0.7331 0.9828
UHF/cc-pVTZ 0.2196 0.3973 0.5525 0.7446 0.9831
UHF/cc-pVQZ 0.2398 0.4063 0.5519 0.7493 0.9848
UHF/cc-pV5Z 0.2428 0.4073 0.5515 0.7507 0.9853
UHF/aug-cc-pVDZ 0.2692 0.4229 0.5549 0.7551 0.9925
UHF/aug-cc-pVTZ 0.2577 0.4162 0.5523 0.7526 0.9859
UHF/aug-cc-pVQZ 0.2579 0.4152 0.5513 0.7518 0.9851
UHF/aug-cc-pV5Z 0.2587 0.4154 0.5512 0.7517 0.9850
max(q) − min(q) 0.0496 0.0256 0.0037 0.0221 0.0097
UB3LYP/cc-pVDZ 0.1753 0.3507 0.5073 0.6937 0.9683
UB3LYP/cc-pVTZ 0.1612 0.3502 0.5169 0.7143 0.9726
UB3LYP/cc-pVQZ 0.1838 0.3617 0.5184 0.7216 0.9762
UB3LYP/cc-pV5Z 0.1853 0.3617 0.5177 0.7232 0.9763
UB3LYP/aug-cc-pVDZ 0.2100 0.3751 0.5192 0.7295 0.9884
UB3LYP/aug-cc-pVTZ 0.2048 0.3734 0.5193 0.7274 0.9789
UB3LYP/aug-cc-pVQZ 0.2052 0.3727 0.5184 0.7263 0.9775
UB3LYP/aug-cc-pV5Z 0.2053 0.3722 0.5175 0.7251 0.9759
max(q) − min(q) 0.0488 0.0249 0.0120 0.0358 0.0202
UwB97XD/cc-pVDZ 0.2005 0.3760 0.5311 0.7153 0.9769
UwB97XD/cc-pVTZ 0.1846 0.3726 0.5367 0.7326 0.9801
UwB97XD/cc-pVQZ 0.2063 0.3825 0.5364 0.7389 0.9830
UwB97XD/cc-pV5Z 0.2108 0.3841 0.5356 0.7405 0.9837
UwB97XD/aug-cc-pVDZ 0.2364 0.3987 0.5382 0.7447 0.9914
UwB97XD/aug-cc-pVTZ 0.2255 0.3936 0.5374 0.7435 0.9846
UwB97XD/aug-cc-pVQZ 0.2253 0.3919 0.5361 0.7425 0.9837
UwB97XD/aug-cc-pV5Z 0.2259 0.3917 0.5353 0.7418 0.9834
max(q) − min(q) 0.0518 0.0261 0.0072 0.0294 0.0145
aA neutral promolecule has been used, so the chlorine proatom has a charge of qCl
0 = −qLi0 . The same level of theory was used to compute the
molecular and proatomic electron densities. To show how insensitive Hirshfeld charges are to the choice of basis set, we also tabulate the spread in
Hirshfeld charges for the basis sets considered.
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Figure 1a shows that, when one performs the iterative
reﬁnement of Hirshfeld-I charges in the water molecule, one
often causes the sum of the atomic Kullback−Leibler
divergences
∫∑ ρ ρρ=
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to increase. This is in contrast to the ISA method, which is
variational and therefore is associated with steadily decreasing
values of eq 62. We also explored (not shown) the analogue of
eq 62 for other divergences. In those cases, neither Hirshfeld-I
nor ISA was variational.
There are ways to reﬁne Hirshfeld-I to be variational. The
Hirshfeld-Iλ method is one way to do this, but as mentioned in
Section III.B, it gives inferior atomic charges82 and also does
not satisfy the distributive property in eq 4. If one relaxes the
requirement that the AIM and proatoms have the same charge,
variational minimization of eq 62 using the Hirshfeld-I
deﬁnition for the proatom densities gives the variational
Hirshfeld-I method from Section III.C (cf. eq 15). The sum
of the atomic Kullback−Leibler divergences are computed, as a
function of proatom charge, for HCl, CH4, and H2O in Figure
2. Hydrogen chloride is the favorable case, where the minimum
divergence and minimizing proatom charge are somewhat
reasonable. In methane, the method often gets “locked” at an
integer proatom charge (which is conceptually unappealing).
The nondiﬀerentiability of the objective function also
complicates the numerical optimization; the objective function
is only convex between two consecutive integer proatom
charges, and so multiple solutions are possible. (For example,
we observed that at certain levels of theory, LiCl can have two
solutions, with Li proatom charges slightly more/less than +1.)
In water, the objective function is insensitive to the O proatom
charge. This makes the results from variational Hirshfeld-I
sensitive to the level of theory. For example, qualitatively
insigniﬁcant changes in quantum-chemistry method (e.g.,
changing the exchange-correlation functional and/or the basis
set) can change the variational Hirshfeld-I charges signiﬁcantly.
V.D. Iterative Stockholder Analysis Is Sensitive to
Molecular Conformation and Integration Grid. ISA is
variational, but it sometimes gives chemically absurd results.
Especially when there are several atoms arranged on a spherical
shell around a central atom, the central atom tends to become
overpopulated.90 An extreme example of this is the endohedral
fullerene, where a lithium cation is placed inside a buckyball,
Li+@C60. The lithium cation is given an enormous number of
electrons, and its population is very sensitive to the size of the
numerical integration grid, partly because the population of the
lithium “cation” will increase dramatically when one of the
Figure 1. Change in the sum of atomic Kullback−Leibler divergences, eq 62, during the iterative procedure of (a) Iterative Hirshfeld (HI) and (b)
ISA partitioning for H2O at the UωB97XD/cc-pVTZ level of theory.
Figure 2. Objective function in variational Hirshfeld-I, cf. eq 15, as a function of proatom charges for (a) HCl with a minimum at qH
0 = 0.176, (b)
CH4 with a minimum at qC
0 = 0.0, and (c) H2O with a minimum at qO
0 = −0.568, at the UωB97XD/cc-pVTZ level of theory. In all cases, the
minimum is marked with a black diamond.
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radial shells of grid points (nearly) coincides with the position
of the C60 cage. This is clearly seen in Table 2. Table 2 also
shows that Hirshfeld-I, and the more recent versions of DDEC
charges, do not suﬀer from the same problem. The DDEC
methods, however, require very large and costly integration
grids.
ISA charges are also problematic for more typical chemical
problems. For example, the tendency for atoms to show a
spurious decrease in charge whenever they appear at the center
of a (nearly) spherical shell of neighboring atoms causes the
ISA charges to be very sensitive to molecular conformational
changes. This is chemically unreasonable, and it is undesirable
for parametrizing molecular mechanics force ﬁelds, in which the
atomic charges are assumed to be insensitive with respect to
molecular torsions.
To show this, Figure 3a shows the charge on the central
carbon atom in alanine dipeptide versus rotations about the ψ
dihedral angle.135 The ISA charges show a large and unphysical
dependence on molecular conformation. Hirshfeld-I, DDEC3,
and DDEC4 charges are more reasonable, with little
conformation dependence. However, upon closer inspection
(Figure 3b), it is observed that the DDEC4 charges vary noisily,
rather than smoothly, with respect to the torsion. As the
amount of noisiness is small, however, this is more an
aesthethic and philosophical issue than a practical one.
V.E. Sensitivity to Basis Set and Electronic Structure
Method. As mentioned in Section II.C, useful population
methods are insensitive to changes in the basis set and the
electronic structure method. To assess this, we examined the
sensitivity of the most promising and popular information-
theoretic methods for a set of small molecules (CH3
+, CH4,
CH3
−, NH4
+, NH3, NH2
−, H3O
+, H2O, OH
−), three diﬀerent
electronic structure methods (UHF, UB3LYP, and UωB97XD)
and 12 diﬀerent basis sets (d-aug-)cc-pVXZ (X = D, T, Q, 5).
The molecular anions were not bound at the Hartree−Fock
level, so only the DFT methods were used to compute charges
for CH3
−, NH2
−, and OH−. Figure 4 compares the charges
from the most popular and promising information-theoretic
methods to the charges from traditional population analysis
methods based on orbital-based partitioning (represented by
NPA), topological partitioning (represented by the QTAIM),
and electrostatic-potential ﬁtting (using the HLY procedure).
These charges, in addition to the Mulliken charges (which are
not plotted due to their extreme dependence on the basis set),
are presented in Tables S1−S11 of the Supporting
Information).
None of the methods we consider is very sensitive to the
choice of electronic structure method. The traditional methods
are relatively insensitive to basis set, with HLY charges being
almost invariant to basis set and electronic structure method,
NPA charges being slightly more sensitive, and QTAIM charges
showing the greatest dependence on basis set, especially for the
molecular cations. In terms of method/basis-set stability,
however, the best method by far is the conventional Hirshfeld
method. The ISA charges and Hirshfeld-E charges perform well
also, though we note that the Hirshfeld-E has shown
problematic basis-set sensitivity for inorganic oxides.87
The other information-theoretic methods we considered
have signiﬁcant greater basis-set dependence. The MBIS
method performs well for neutral and positively charged
molecular ions, but it is overly sensitive to basis set for
molecular anions. We speculate that this is because the limited
number of Slater functions available mean that the promolecule
Table 2. Hirshfeld-I, ISA, DDEC3, and DDEC4 Charges of
Lithium Atom in Li+@C60 for Diﬀerent Numerical
Integration Gridsa
grid No. of points Hirshfeld-I ISA DDEC3 DDEC4
coarse 93 576 0.9901 −5.0582
medium 152 958 0.9901 −9.0165
ﬁne 320 906 0.9899 −7.8583
veryﬁne 518 558 0.9899 −7.5848
ultraﬁne 526 986 0.9899 −7.6278
insane 1 958 068 0.9899 −7.2861
custom 73 200 000 1.0025 0.9935
aAll calculations are performed at B3LYP//6-31G. In the Supporting
Information (Figure S4), the very strange behavior of the electron
density of the Li AIM for ISA, compared to the results from Hirshfeld-
I, is shown.
Figure 3. (a) Charge on the central (α) carbon atom in alanine dipeptide vs the ψ dihedral angle for Hirshfeld-I (HI), ISA (IS), DDEC3, and
DDEC4. (b) A more detailed comparison between Hirshfeld-I and DDEC4 charges obtained by enlarging the area.
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density in MBIS is a poor approximation to the slowly decaying
molecular density for anions.
As discussed in Section V.C, the Achilles heel of variational
Hirshfeld-I is its extreme sensitivity to method/basis set, and
Figure 4 conﬁrms this: variational Hirshfeld-I is the worst
population analysis methods we considered by this measure.
We wondered whether using a diﬀerent divergence measure
might alleviate this sensitivity, so we also generated results
using the Hellinger−Bhattacharya distance (with ν = 2) as a
divergence, that is, replacing eq 15 with
Figure 4. Comparison between partitioning schemes at diﬀerent levels of theory. For each scheme, three columns plot the charges computed using
12 Dunning basis sets (d-aug-)ccpVXZ with X = D, T, Q, 5 basis functions) at UHF, UB3LYP, and UωB97XD levels of theory, respectively. (Only
UB3LYP and UωB97XD give bound molecular anions, so there are only two columns for each partitioning scheme in the last column of ﬁgures.)
The absolute range of the atomic charges obtained using various basis sets for each level of theory is summarized on the x-axis alongside the
partitioning method. The methods used are Hirshfeld (H), Iterative Hirshfeld (HI), Iterative Stockholder Analysis (ISA), Hirshfeld-E (HE), Minimal
Basis Stockholder Analysis (MBIS), Variational Hirshfeld-I with Kullback−Leibler divergence (eq 15; VHI-KL), Variational Hirshfeld-I with
generalized Hellinger-Bhattacharya distance with ν = 2 (eq 63; VHI-H2), Natural Population Analysis (NPA), Hu-Lu-Yang electrostatic ﬁtted
charges (HLY), QTAIM.
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As seen in Figure 4, however, this revision did not improve the
performance of the variational Hirshfeld-I method.
While the original self-consistent Hirshfeld-I method is not
as exquisitely sensitive to changes in basis set as variational-
Hirshfeld-I, it still shows excessive dependence on basis set,
especially for nitrogen-containing molecules. (However,
Hirshfeld-I is also more sensitive to basis set than one would
like for the hydronium ion, H3O
+.) This problem arises because
the nitrogen anion does not exist in nature, and it also does not
exist at some of the levels of theory we considered. However,
the nitrogen anion is erroneously predicted to be bound for
UB3LYP and UωB97XD for suﬃciently large and diﬀuse basis
sets. The electron density of the nitrogen anion is an essential
ingredient in the Hirshfeld-I procedure, when the charge on the
nitrogen AIM is negative (and greater than minus two); when
the charge on the nitrogen AIM is less than minus one (and
greater than minus three), the electron density of the nitrogen
dianion is also required. The Hirshfeld-I method uses the
electron densities of these basis-set-bound (or otherwise very
weakly bound) anions, and this imparts undesirable basis-set-
sensitivity to Hirshfeld-I. In particular, as seen in the
Supporting Information (Figures S1−S3), the electron densities
of the reference proatoms for the oxygen dianion and the
nitrogen (di)anion are very sensitive to the presence of diﬀuse
functions in the basis set.
V.F. Recovery of Chemical Trends.We expect that as one
reduces the molecules in our set, the charge on the central atom
will decrease. That is, we expect that qC(CH3
+) > qC(CH4) >
qC(CH3
−) for the carbon series, qN(NH4
+) > qN(NH3) >
qN(NH2
−) for the nitrogen series, and qO(H3O
+) > qO(H2O) >
qO(OH
−) for the oxygen series. QTAIM and Mulliken charges
violate the expected trend in all series, and Hirshfeld-I and
Hirshfeld-E violate the trends for the nitrogen and oxygen
series. Variational Hirshfeld-I does not entirely violate our
intuition, but for many methods/basis sets the charge on the
nitrogen atom barely changes when one moves from NH4
+ to
NH3, which seems questionable, and is inconsistent with the
results from most of the other population analysis methods.
The other methods give chemical trends that are largely in
agreement with our expectations. This does not mean that
those methods are ﬂawless, however. For example, Hirshfeld
partitioning is known to give problematic chemical trends for
atoms containing large electron-rich atoms.136
While it is impossible to say what the “right” value for the
charge of an AIM is, there are certain times when the charges
fail to conform to our expectations. For example, it seems that
Hirshfeld charges are usually “too small” in magnitude and that,
conversely, the QTAIM charges are usually “too big”. Likewise
one can argue that the NPA charges seem to be too negative for
the central atom in these molecular anions and that it is
especially counterintuitive to see carbon charges of ca. −0.8
from NPA in methane. The Hirshfeld-I charges in the nitrogen-
containing molecules often seem too negative, probably
because the nitrogen proatom in these species is too diﬀuse.
As mentioned before, the MBIS charges for CH3
− and NH2
−
are very sensitive to basis set. In addition, the MBIS charges for
these species are anomalously negative.
VI. PERSPECTIVE
VI.A. Information-Theoretic Perspective. A reader
familiar with information theory will notice that the
Nalewajski−Parr approach, eq 9, violates the spirit of
information theory insofar as the atomic and proatomic
densities are not necessarily normalized to the same number
of electrons. This leads to nonintuitive results, chief among
them the fact that loss of information that occurs when the
proatom distorts to the atom
∫ρ ρ ρ ρρ=
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is frequently negative when the atom has fewer electrons than
the proatom. While this is mitigated in the Hirshfeld-I family of
methods upon convergence, it is desirable to resolve this
conundrum in the elementary Hirshfeld method.
To resolve the problem, we note that information theory is
usually applied to probability distribution functions that are
normalized to one and speculate that we can use the
(pro)atomic shape function, or density per particle, instead of
the electron density.
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Substituting the shape function into eq 9
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and simplifying gives the expression
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Introducing the number of electrons in the molecule and the
promolecule, Nmol and Nmol
0 , respectively, and deﬁning the
fraction of electrons in the (pro)molecule as
=x N
NA
A
mol (68)
this can be rewritten as
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The last term is a constant and reﬂects the fact that the
information loss can decrease to −∞ if the proatom densities
are chosen to have very many electrons. (This could already
have been inferred directly from eq 9.) It is therefore only
sensible to consider information-theoretic partitionings, where
the promolecule and the molecule possess the same number of
electrons.
The ﬁrst two terms in eq 69 are nonnegative (see Appendix
B) and have direct physical interpretations. The ﬁrst sum, of
which every term is nonnegative, can be viewed as the entropy
of polarization, since it measures the way the shape of the
proatoms’ electron distributions deform upon molecule
formation. The second sum strongly resembles the entropy of
mixing in classical thermodynamics: it measures the eﬀects of
electron transfer between atoms. In Hirshfeld-I the second is
zero at convergence, and in Hirshfeld-Iλ, and Hirshfeld-E this
term is chosen to be zero by added constraints. In variational
Hirshfeld-I, the entropy of mixing is not zero.
There has been signiﬁcant interest in generalizations of the
Hirshfeld partitioning to other measures of the distance
between distributions.28,29,137,138 For example, one can replace
the Shannon entropy (and the Kullback−Leibler divergence)
with analogous nonextensive entropies by Tsallis, Reyni, and
others.28,137,138 Remarkably, these generalized entropies gen-
erally lead back to the Hirshfeld deﬁnition of the AIM, as
encapsulated by eq 10. However, the simpliﬁcation from eq 66
to eq 67 makes essential use of the properties of the logarithm,
and so the rigor of these approaches may be questioned.
Certainly their interpretative power is weakened by the absence
of a decomposition into entropy-of-polarization and entropy-of-
mixing contributions.
All is not lost, however, as long as the distributive rule, eq 4,
holds. If the distributive rule holds, and the promolecule and
molecule are constrained to have the same number of electrons,
then nonextensive entropies and other reasonable measures of
the “distance” between the molecule and the promolecule will
be nonnegative D[ρmol;ρmol
0] ≥ 0. It is still true that individual
atomic contributions, D[ρA;ρA
0], can be negative, but as we
have indicated, this was true even for the venerable Hirshfeld
method. This does not mean that methods based on more
general measures of the deviation between electron densities
should not be used, but merely that for information measures
other than Kullback−Leibler divergence, only D[ρmol;ρmol0],
and not the individual atomic contributions to it, should be
used in interpretation.
VI.B. Generalizations and the Surprising Prevalence
of the Hirshfeld Partitioning. At the end of the previous
subsection, we mentioned that there has been interest in
generalizing the approach of Nalewajski and Parr (cf. eq 9) to
other measures for the deviation between two electron
densities. Generally we can write
⏟
∑ ρ ρ
ρ ρ ρ∑ =
=
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As mentioned before, this deﬁnition should be viewed
skeptically unless (1) the distributive rule in eq 4 holds and
(2) the molecule and promolecule have the same number of
electrons. Restricting ourselves to only variational methods, the
only degrees of freedom are
• The functional used to measure the deviation between
electron densities.
• The deﬁnition of the proatom.
• Whether any constraints are imposed on the minimiza-
tion. For example, we may wish to constrain the
molecule and promolecule to have the same charge or,
more stringently, to constrain the AIM and its proatom
to have the same population.
In this section we will overview some of the choices for the
deviation measure and the proatom deﬁnition that have been
considered in the literature, or in unpublished research by us.
We will pay particular attention to whether these functionals
satisfy the distributive rule and whether they lead to localized
AIM.
1. Measures of the Deviation between Electron Density.
1a. Distance Metrics. A measure of the dissimilarity D[ρ;ρ0],
between any two nonnegative integrable functions is said to be
a distance if it satisﬁes the following requirements.
(i) D[ρ;ρ0] ≥ 0 (nonnegativity; separation of points)
(ii) D[ρ;ρ0] = 0 ↔ ρ(r) = ρ0(r) (distance between
equivalent functions is zero)
(iii) D[ρ;ρ0] = D[ρ0;ρ] (symmetry)
(iv) D[ρ1;ρ
0] + D[ρ2;ρ
0] ≥ D[ρ1;ρ2] (triangle inequality)
In the context of divergence measures, often the ﬁrst
requirement is relaxed, because it is assumed that all probability
distributions are normalized to one, giving
(i′) D[ρ;ρ0] ≥ 0 if ∫ ρ(r) dr = ∫ ρ0(r) dr.
Any functional that satisﬁes (i′) and (ii) is said to be a
divergence measure. Functionals that satisfy (i′), (ii), and (iii)
are symmetric divergence measures. Divergence measures that
satisfy requirements (i) and (ii) are called extended, because
they can be applied to non-normalized probability distribution
functions.
1b. Kullback−Leibler Directed Divergence and Its General-
izations. Most Hirshfeld-related techniques use the Kullback−
Leibler directed divergence in eq 9. The resulting partitioning
methods satisfy the separated-atom limit and the distributive
property in eq 4. However, the Kullback−Leibler directed
divergence does not measure the distance between two electron
densities, because it does not satisfy the triangle inequality, and
it is not symmetric. That is,
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only satisﬁes the (i′) and (ii) properties of a distance metric.
The symmetric (undirected) Kullback−Leibler divergence
treats the density and prodensity equivalently.
∫ρ ρ ρ ρ ρρ
ρ ρ ρ ρ
= −
= +
⎛
⎝⎜
⎞
⎠⎟D
D D
r r
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symKL
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(72)
DsymKL[ρ;ρ
0] satisﬁes properties (i), (ii), and (iii) of a distance
metric. Using the symmetric Kullback−Leibler divergence or
any of the forms that lie between eqs 71 and 72
ρ ρ α ρ ρ β ρ ρ α β= + ≥α βD D D[ ; ] [ ; ] [ ; ] , 0KL, 0 KL 0 KL 0
(73)
gives back the Hirshfeld partitioning.27 One can also
symmetrize the “reference” densities, obtaining the Jensen-
Shannon divergence:
ρ ρ ρ ρ ρ ρ ρ ρ= + + +⎡⎣⎢
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(74)
DJS[ρ;ρ
0] satisﬁes properties (i), (ii), and (iii). Moreover, it is
“almost” a distance, since (DJS[ρ;ρ
0])1/2 satisﬁes the triangle
inequality.139 Finally, we mention the extended Kullback−
Leibler divergence, which satisﬁes properties (i) and
(ii):140−142
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( ) ( ) dKL
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0
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All of these divergence measures recover the Hirshfeld
partitioning, satisfy the separated-atom limit, and fulﬁll the
distributive property in eq 4.
1c. (Generalized) Hellinger−Bhattacharya Distance. If one
wishes to satisfy all four properties (i) to (iv) of a metric one
can use the (generalized) Hellinger−Bhattacharya distance
∫ρ ρ ρ ρ ν= − ≠ν ν ν νD r r r[ ; ] (( ( )) ( ( )) ) d {0, 1}BH 0 1/ 0 1/
(76)
where ν is any real number except zero or one. This is the
popular Hellinger−Bhattacharya distance when ν = 2. This
family of divergences in eq 76 gives back the Hirshfeld
deﬁnition, and it satisﬁes the separated atom limit and the
distributive rule.29 In addition, because this measure satisﬁes
property (i), it does not require any constraint on the
promolecule to have the same number of electrons as the
molecule to be mathematically valid.
1d. α-Divergence; Tsallis and Reyni Forms of the Entropy.
The Kullback−Leibler approach is based on the Shannon
entropy. One can generalize to nonextensive entropies like the
Tsallis entropy
∫ρ ρ α ρ ρ ρ
α
=
−
−
∈
α α α−D r r r r[ ; ] 1
1
[( ( )) ( ( )) ( )] d
R
Tsallis
0 0 1
(77)
or the rescaling of the Tsallis entropy into the α-divergence
∫ρ ρ α α ρ ρ ρ
α
=
−
−
∈
α α α−D r r r r[ ; ]
1
( 1)
[( ( )) ( ( )) ( )] d
R
0 1 0
(78)
Replacing the Kullback−Leibler divergence in eq 9 with these
alternatives always recovers the Hirshfeld partitioning; the
resulting methods satisfy the separated-atom limit and the
distributive rule.
1e. L1-Norm. The L1 distance between electron densities
∫ρ ρ ρ ρ= | − |D r r r[ ; ] ( ) ( ) d1 0 0 (79)
is a distance metric. It it consistent with the Hirshfeld
partitioning, but it does not determine the AIM density
uniquely.27
1f. f-Divergence. All of the divergence functionals in (b)−
(e) are special cases of the f-divergence
∫ρ ρ ρ ρρ=
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where f(x) is any convex function with f(1) = 0. Indeed, one
can show that, for any divergence measure that is a local
functional, the Hirshfeld partitioning is obtained if and only if
the deviation between the atomic and proatomic densities is
measured with an f-divergence.28 One can also show that every
f-divergence satisﬁes the separated atom limit and the
distributive rule. There are many forms of divergence where
it is diﬃcult to determine what the correct function f(x) is, but
because we know these forms give back the Hirshfeld AIM, we
know such an f(x) must exist and that the separated atom limit
and distributive rule will be satisﬁed. For example, the average-
density-weighted-density-distance
∫ρ ρ ρ ρ
ρ ρ
= −
+
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D n
r r
r r
r[ ; ]
( ( ) ( ))
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0 2
1
2
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(81)
recovers the Hirshfeld AIM, and must therefore be an f-
divergence.28
All f-divergences satisfy properties (i′) and (ii). Additional
properties can be satisﬁed by imposing additional restrictions
on the form of the function f(x). For example, extended f-
divergences satisfying properties (i) and (ii) are obtained by
requiring that f ′(1) = 0 (where we are using f ′(1) to denote the
derivative of f(x) evaluated at 1). Any f-divergence can be
converted into an extended f-divergence by deﬁning fext(x) =
f(x) − (x − 1)f ′(1). Symmetrized f-divergences with the form
∫ρ ρ ρ ρρ ρ
ρ
ρ
= +
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⎞
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df
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(82)
are also f-divergences. These divergences satisfy requirements
(i), (ii), and (iii). Any f-divergence can be converted into a
symmetr ized f -d ivergence by deﬁning f s ym(x) =
+ −f x xf x( ( ) ( ))1
2
1 . It is important to note that every
symmetric f-divergence is also an extended f-divergence.
It is sometimes useful to consider the average of the density
and the prodensity to be the reference, leading to divergences
with the form
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This is also an f-divergence and the resulting divergence
satisﬁes properties (i′) and (ii). Any f-divergence can be
converted to an f-divergence with a symmetric reference density
by deﬁning = +( )f x f x( )symref 12 12 . One can satisfy properties
(i), (ii), and (iii) by going to the generalized Jensen−Shannon
form
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wh i ch co r r e spond s to t he cho i c e f g e n J S (x ) =
+ + + −( )( ) ( )f x xf x12 12 12 12 12 1 . For the class of α-divergen-
ces, eq 78, the square root of the f-divergence based on fgenJS(x)
satisﬁes the triangle inequality, and it is therefore a distance
metric.143,144
The L1 norm corresponds to the limiting case where f(x) is
no longer convex, but merely nonconcave, speciﬁcally f(x) = |x
− 1|. This is consistent with the observation that the L1 norm
(1e) is consistent with the Hirshfeld partitioning but is not
uniquely associated with the Hirshfeld partitioning.
1g. Nonextensive Entropy Measures. While the family of f-
divergences are the only local functionals that give the Hirshfeld
partitioning, there are also nonlocal functionals that give the
Hirshfeld partitioning.138 Many of these functionals, like the
Reýni divergence
∫
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are closely related to the α-divergences (1d). Other choices can
be considered generalizations of the f-divergence. For example,
the H-divergences deﬁned by
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(86)
give the Hirshfeld partitioning if (1) h(x) is monotonically
increasing; (2) h(0) = 0; (3) φ1(x) is convex; (4) φ1(1) = 0;
(5) φ2(x) is nonconvex, and (6) φ2(x) > 0.
1h. Kernel Norm/Mahalonobis Distance. Suppose that
K(r,r′) is a positive deﬁnite integral kernel, meaning that
∫ ∫ ′ ′ ′ >g K gr r r r r r( ) ( , ) ( ) d d 0 (87)
for all g(r) ≠ 0. The associated kernel divergence
∫ ∫ρ ρ ρ ρ ρ ρ= − ′ ′ − ′ ′D Kr r r r r r r r[ ; ] ( ( ) ( )) ( , )( ( ) ( )) d dK 0 0 0
(88)
satisﬁes properties (i), (ii), and (iii). Similar to the Jensen−
Shannon divergence, the square root of the kernel divergence
satisﬁes the triangle inequality (iv). The square root of eq 88 is
usually called the kernel norm or the Mahalanobis distance.
Popular choices for the integral kernel are the Dirac delta
function kernel, K(r,r′) = δ(r − r′) (giving the L2-norm)28
∫ρ ρ ρ ρ− = −r r r( ( ) ( )) d0 2 0 2 (89)
and the Coulomb kernel, K(r,r′) = |r − r′|−1,145−148
∫ ∫ρ ρ ρ ρ ρ ρ= − ′ − ′| − ′| ′D
r r r r
r r
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d dK
0
0 0
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Unfortunately, when this divergence measure is used in eq 9
one does not recover the Hirshfeld partitioning but instead a
partitioning with extremely nonlocal AIM densities, because the
deformation densitythe diﬀerence between the molecular
density and the promolecular densityis divided equally
between all the AIM.
ρ ρ
ρ ρ
= +
−
N
r r
r r
( ) ( )
( ) ( )
A A
0 mol mol
0
atoms (91)
The distributive property, eq 4, is satisﬁed for the kernel
divergence.
1i. Bregman Divergence. The Bregman divergence of the
electron density, ρ(r), from a reference pro-density, ρ0(r), is
deﬁned as149
∫
ρ ρ ρ ρ
δ ρ
δρ
ρ ρ
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− −
D C C
C
r
r r r
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( ( ) ( )) d
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where C[ρ] is a diﬀerentiable and convex density functional.
Unfortunately, when the Bregman divergence measure is used
in eq 9, in general one does not recover the Hirshfeld
partitioning. (An exception is the Kullback−Leibler divergence,
which can be expressed as a Bregman divergence.) In general, it
is diﬃcult to express the AIM obtained from the Bregman
divergence, but if one assumes that C[ρ] is twice diﬀerentiable,
then the following density-dependent integral kernel exists and
is invertible.149
∫
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This allows us to generalize the Hirshfeld expression for an
atom in a molecule to the Bregman divergence:
∫ ∑ρ ρ
ρ ρ
= + ′ × ′ ″
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In general, the AIM obtained from the Bregman divergence are
unreasonably delocalized. This is clear when one considers that
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the kernel norm (1h) corresponds to the special case of the
Bregman divergence where
∫ ∫ρ ρ ρ= ′ ′ ′C Kr r r r r r[ ] ( ) ( , ) ( ) d d (95)
and the kernel in eq 93, KρA,ρA0(r,r′) = K(r,r′), is therefore
density-independent.149
2. Possible Proatom Density Deﬁnitions. 2a. Spherically
Averaged Neutral Atoms. In the original Hirshfeld partitioning
(Section III.A), the proatom densities are chosen as the
spherically averaged neutral atom densities. Traditionally the
proatom densities are evaluated using the same quantum
chemistry method and the same basis set that was used to
evaluate the molecular density. Constructing a reference
database of spherically averaged atomic densities for neutral
atoms (and, depending on the partitioning approach taken, also
atomic ions and possibly even atomic excited states) is
conceivable. An advantage of using a method-independent
reference database of proatom densities is that the results are
less sensitive to the level of theory and choice of basis set. This
approach is common in the literature and is often combined
with pragmatic, intuitive, but nonrigorous, adjustments to the
reference electron densities,150,151 especially for negatively
charged proatoms. We prefer an approach where the same
types of calculations are used for the reference proatoms and
the molecule being analyzed. This “consistent” approach is
more intellectually appealing to us, but it also has a practical
advantage: evaluating AIM and proatom densities at diﬀerent
levels of theory will generally cause the divergence between
them to be larger; therefore, the promolecular density will
diverge more from the molecular density, properties of the
promolecule (e.g., the electrostatic potential) will diverge more
from the corresponding molecular properties, and partitioning
of properties into AIM contributions will be less accurate.
It is also possible to forego spherical averaging of the atomic
densities, so that the atomic densities retain directionality.152
For open-shell atoms one then must determine the appropriate
atomic density among the inﬁnite number of possible
degenerate densities. (This includes not only the need to
select the correct orientation of the atomic density but also the
need to select the appropriate representation for the atomic
density. For example, the atomic density for a p-block atom
(groups 13−17 in the periodic table) can be built from
Cartesian p-orbitals, spherical harmonic p-orbitals, etc.)
Minimization of D[ρmol,ΣA=1
Natoms ρA
0 ] with respect to the
nonspherically averaged proatom densities is a nonconvex
optimization problem with many local minima. The choice of
spherically averaged proatom densities, therefore, is numerically
motivated, and potentially compromises chemical properties.
Note, however, that when the proatoms are spherically
symmetric, minimization of ΣA=1
Natoms D[ρA;ρA
0] favors AIM that
are also nearly spherically symmetric. This leads to AIM with
smaller higher-order multipoles, leading to more chemically
intuitive atomic partial charges.
Neutral proatoms seem to be a poor choice for molecules
containing atoms with sizable partial charges. Choosing neutral
proatoms also implies that the promolecule will be neutral,
which is inappropriate for molecular ions.
2b. Atomic Densities with Fractional Charge. In the
Hirshfeld-I, Hirshfeld-Iλ, and variational Hirshfeld-I methods
(Sections III.B and III.C), atomic densities with fractional
charge are used. The mathematically correct way to do this is
given by the zero temperature limit of the grand canonical
ensemble, cf. eqs 11 and 13.70−73 One could also determine the
electron density for the fractionally populated isolated atoms
directly, but this is more expensive (because it requires that one
calculate the isolated atomic densities with the appropriate
charge at each iteration). This also compromises the accuracy
of the method insofar as Hartree−Fock, Kohn−Sham DFT,
and some ab initio wave function methods are much less
accurate for systems with fractional electron number.153−157
Because of the derivative discontinuity of the density at
integer population, using fractionally charged isolated atoms as
proatoms leads to inherently discontinuous optimization
methods for the AIM. This can make it diﬃcult to determine
the AIM and also makes it diﬃcult to exclude the possibility of
ﬁnding a suboptimal solution.
2c. Basis Sets for Expanding the Proatomic Density. In the
Hirshfeld-E method (Section III.D), one decides instead to
approximate the electron density as a linear combination of the
atomic Fukui functions (eq 18). Similarly, in the GISA(Section
III.E), one approximates the electron density as a linear
combination of s-type Gaussians (eq 24). In the MBIS (Section
III.G), the electron density is approximated as a sum of s-type
Slater functions (eq 26). In general, one forces the coeﬃcients
in the expansion to be nonnegative, as this guarantees the
proatom densities to be nonnegative. (For Hirshfeld-E,
ensuring nonnegative proatoms is more subtle, as the Fukui
function can be negative.158−165)
The Hirshfeld-E method is inspired by the representation of
the N-electron density as a sum of successive Fukui functions,
eq 17. One could instead be inspired by the representation of
the N-electron density as the sum of the squares of the atomic
natural orbitals, multiplied by the appropriate occupation
numbers166
∑ρ ϕ= | |
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nr r( ) ( )A N
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N
A k A k;
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1
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2
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The analogue of eq 18 would be to use the spherically averaged
atomic natural orbitals as a basis set for expanding the proatom
densities
∑ρ ϕ= | |
=
cr r( ) ( )A
k
N
k A k
0
1
;
2
orbitals
(97)
The advantage of the orbital-driven approach is that it
precludes the need to perform separate calculations of the
electron density of all possible atomic ions. The disadvantage of
the orbital-driven approach is that in the basis-set limit, the
expansion basis allows one to mimic the (undesirable) features
of ISA, for example, slowly decaying and nonmonotonic
proatom densities.
In general, basis-set expansions that are too short will not
give accurate proatoms, leading to problems like one observed
for MBIS for molecular anions. Basis-set expansions that are
too long will lead to proatoms that are too delocalized, leading
to excessive conformation dependence and unphysical charges
for atoms surrounded by a (nearly) spherical shell of other
atoms like one observed for ISA and GISA. One therefore
needs a natural way to truncate the expansion. One way to do
this is to consider the spherically averaged densities of the
physically bound atomic ions as a basis.
∑ρ ρ= ≥
=
c r cr( ) ( ) 0A
N
N
N A N N
0
1
;
max
(98)
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This naturally prevents some of the problems that aﬄict
Hirshfeld-I, as the densities of unbound atomic (di)anions are
no longer needed.
Because the basis-set expansions we consider are restricted to
nonnegative expansion coeﬃcients, ck ≥ 0, they can be
interpreted as a weighted average of the basis functions.
Clearly one could consider other ways of averaging the basis
functions using, for example, the power mean. Of these choices,
the geometric mean is particularly appealing, as it allows one to
control the asymptotic decay of the proatom density, so that all
the proatom densities might decay at the same rate. (This
would ensure that the AIM densities decay at the same
asymptotic rate, which is one of the desiderata listed in Section
II.B.) For example, instead of an additive combination of
atomic density basis functions like eq 98, one could consider
the multiplicative form:
∏ρ ρ= ≥
=
c r cr( ) ( ( )) 0A
N
N
A N
c
N
0
0
1
;
N
max
(99)
Our preliminary calculations show that eqs 98 and 99 give
promising results and are therefore a favorable tradeoﬀ between
too-restrictive and too-general basis-set expansions.
2d. Spherically Averaged Atomic Density. Given the
inherent freedom associated with specifying an appropriate
atomic basis set for the proatom density, it is appealing to allow
the AIM to specify its own spherical reference proatom,
without any restriction in form. That is the idea behind ISA
(Section III.E), where the spherical average of the AIM density
is used as the proatom, eq 20. Alternatively, this corresponds to
ﬁnding the nonnegative spherical functions {bA(r)}, such that
the divergence between the molecular and promolecular
densities is minimized.
⏟
∑ρ | − |
≥ ==
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥D b r Rmin ; ( )
b r A
N
A A
{ ( ) 0}
mol
1A A
N
1
atoms
atoms
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ISA is therefore equivalent to basis-set expansion in an inﬁnite
basis set, which is why the proatom density from ISA is often
chemically nonsensical.
VII. SUMMARY
The information-theoretic perspective on Hirshfeld’s stock-
holder partitioning is intrinsically useful, but as we saw in
Section VI, it also can be used to guide new strategies for
partitioning molecular densities into their AIM contributions.
The essential features that unite all such methods are (a) a
divergence measure for the dissimilarity between the densities
of the AIM and their proatomic reference densities and (b) a
deﬁnition for the density of a proatom, together with a
procedure for reﬁning/optimizing that density. Within this
framework, there are innumerable possibilities, and we
presented (Section III), reviewed, and assessed (Section V)
some of the most popular of these methods, mainly based on
the criteria we present in Section II.
No existing model possesses all the features we desire, and it
is likely that no such method exists. In Table 3, we attempted to
make a value judgment about the performance of the methods
we considered. Clearly one may disagree with both the criteria
we selected as important, the way we assessed those criteria,
and our ﬁnal oversimpliﬁed assessment.
We believe every popular Hirshfeld-based partitioning
method has at least one serious ﬂaw. The traditional Hirshfeld
method makes the unchemical choice of neutral proatoms,
resulting in charges that are too small and a questionable
information-theoretic interpretation for charged molecules. The
iterative Hirshfeld method (Hirshfeld-I) behaves erratically
when an element with small or zero electron aﬃnity is an
electron-rich AIM. This is particularly problematic for highly
negative AIM, with charges less than minus one. The Hirshfeld-
Iλ and variational Hirshfeld-I are attempts to ﬁnd a variational
approach to determining the AIM that gives similar results to
Hirshfeld-I. These methods can only be viewed as a failure:
they do not improve Hirshfeld-I properties and compound
them with other unfavorable features. The Hirshfeld-E
approach performs well for the molecules we consider, but it
has been found to be overly sensitive to basis set in other
studies. This may be because the successive Fukui functions
that are used as a basis in Hirshfeld-E become nearly linearly
dependent, so that the solution becomes sensitive to small
changes in the basis. The ISA and its GISA give unreasonably
large populations to atoms surrounded by (nearly) spherical
Table 3. Checklist of Desired AIM Traits for the (Generalized) Hirshfeld Partitioning Methods Considered Herea
Features Hirshfeld Hirshfeld-I Hirshfeld-Iλ variational Hirshfeld-I ISA Hirshfeld-E GISA MBIS
Mathematical
Universality √ √ √ √ √ √ √ √
Information-Theoretic √ √ √ √ √ √ √ √
Variational ρA(r) √ √ √ √ √ √ √ √
Variational ρA
0(r) × × √ √ √ × × √
Uniqueness √ ? × × √ × × ×
Bas-Free × √ √ √ √ √ √ √
Chemical
Accurate ESP × √ × --- √ √ √ √
Transferability √ √ √ √ × √ × √
Conformational Stability √ √ × --- × √ × √
Locality/Sensible ρA(r) √ √ √ √ × √ √ √
Chemical Robustness × × --- ? × × --- √
Practical
Computational Robustness √ ? --- --- × × × ?
Computational Eﬃciency √ √ --- --- × √ √ √
a√ indicates that the method complies with the feature; × indicates that the feature is not fulﬁlled by the method. Features that have not been
studied are marked with ---; ? indicates that skepticism is warranted.
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shells of other atoms and have excessive conformational
sensitivity. MBIS analysis ﬁxes these problems by using more
chemical basis functions (s-type Slater functions) and severely
curtailing the length of the basis-set expansion. However, MBIS
does not perform well for molecular anions and, in moving
away from the use of proatoms based on the densities of
isolated atoms, diverges from the original chemical motivation
for information-theoretic partitioning methods. The ever-
growing-and-improving family of DDEC partitioning methods
are inelegant in the sense that we ﬁnd them impossible to
compactly describe in the way we described the other
information-theoretic methods in this paper; nor were we
able to understand the latest DDEC methods well enough to
write our own independent implementation for testing and
veriﬁcation. The practical performance of the latest DDEC
methods (e.g., DDEC4−6) seems mostly good, but whether
this is because the methods have been astutely hand-tuned or
because they have desirable mathematical properties is diﬃcult
to assess for methods as complicated as these. In general, we
consider Hirshfeld-I (which should not be used for compounds
where there are problems with unbound proatomic anions) and
MBIS (which should be used with caution for negatively
charged molecules) to be the best among the methods given
detailed consideration within this paper.
We do believe that better Hirshfeld methods can be
developed. On the basis of the performance of the above
methods, a method using basis functions based on the
spherically averaged isolated atomic densities (as in Hirshfeld-
E) in a variational method based on the Kullback−Leibler
measure (like MBIS) would have appealing mathematical,
chemical, and computational features. Investigations along
these lines are underway in our laboratory.167
■ APPENDIX A
Detailed Derivation of the Hirshfeld Atom in a Molecule
For all of the AIM partitioning methods considered in this
paper, the method of derivation is basically similar. To
demonstrate the procedure, we here provide a detailed
derivation of the Hirshfeld AIM.
According to Nalewajski and Parr (cf. eq 9), the atomic
density that minimizes the Kullback−Leibler directed diver-
gence between the density of the AIM and the density of the
neutral atom, subject to the constraint that the sum of AIM
densities is equal to the total molecular density and leads to the
Hirshfeld AIM. This corresponds to optimizing the Lagrangian
∫
∫
∑
∑
ρ ρ
ρ
ρ
λ ρ ρ
Λ =
+ × −
=
=
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
r
r
r
r
r r r r
[{ }] ( ) ln
( )
( )
d
( ) ( ) ( ) d
A
A
N
A
A
A
A
N
A
1
0
mol
1
atoms
atoms
(101)
where λ(r) is the Lagrange multiplier function that forces the
sum of the AIM densities to equal the molecular density at
every point in space. The Lagrangian is stationary when the
following equations are satisﬁed:
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The second set of equations can be rearranged as
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implying that the ratio between the atomic density and the
proatomic density is the same for all atoms (because ln(x) + 1
is a monotonic function).
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Rearranging this equation and summing over B gives
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Then, using the constraint on the sum of AIM densities (the
ﬁrst equation in eq 102) and rearranging the resulting equation,
one obtains the density of the Hirshfeld AIM.
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To establish that the sum of the divergences of the AIM from
the proatoms is equal to the divergence of the molecule from
the promolecule (cf. eq 4), insert the deﬁnition of the Hirshfeld
AIM (eq 106) back into the objective function for the
variational principle. Rearranging then gives
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where in the last line we used the deﬁnition of the promolecular
density (eq 3)
∑ρ ρ=
=
r r( ) ( )
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N
Amol
0
1
0
atoms
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■ APPENDIX B
In this appendix we establish that any f-divergence, including
the Kullback−Leibler information-theoretic divergence, is
always nonnegative when it is used to compare distributions
that have the same normalization. For a continuous distribution
like the form that appears in the ﬁrst term of eq 69, one has
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Because f(x) is convex, it always lies above its tangent line.
Considering the tangent line at x = 1 and recalling that f(1) = 0,
we then have that
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This is true if (1) the distributions being compared have the
same normalization or (2) if f ′(1) = 0. The condition f ′(1) = 0
deﬁnes the class of extended f-divergences.
The same argument can be applied to discrete probability
distribution functions, as occurs in the second term of eq 69
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In that case one has
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Information-Theoretic Resolution of the Ambiguity in the Local
Hardness. Phys. Chem. Chem. Phys. 2014, 16, 6019−6026.
(59) Liu, S. B.; Rong, C. Y.; Lu, T. Information Conservation
Principle Determines Electrophilicity, Nucleophilicity, and Regiose-
lectivity. J. Phys. Chem. A 2014, 118, 3698−3704.
(60) Liu, S. Where Does the Electron Go? The Nature of Ortho/Para
and Meta Group Directing in Electrophilic Aromatic Substitution. J.
Chem. Phys. 2014, 141, 194109.
(61) Liu, S. B. Information-Theoretic Approach in Density
Functional Reactivity Theory. Acta Phys. Chim. Sin. 2016, 32, 98−118.
(62) Fias, S.; Heidar-Zadeh, F.; Geerlings, P.; Ayers, P. W. Chemical
Transferability of Functional Groups Follows from the Nearsighted-
ness of Electronic Matter. Proc. Natl. Acad. Sci. U. S. A. 2017, 114,
11633−11638.
(63) Zhou, X.-Y.; Rong, C.-Y.; Lu, T.; Liu, S.-B. Hirshfeld Charge as a
Quantitative Measure of Electrophilicity and Nucleophilicity: Nitro-
gen-Containing Systems. Acta Phys. Chim. Sin. 2014, 30, 2055−2062.
(64) Liu, S. B. Quantifying Reactivity for Electrophilic Aromatic
Substitution Reactions with Hirshfeld Charge. J. Phys. Chem. A 2015,
119, 3107−3111.
(65) Echegaray, E.; Toro-Labbe, A.; Dikmenli, K.; Heidar-Zadeh, F.;
Rabi, N.; Rabi, S.; Ayers, P. W.; Cardenas, C.; Parr, R. G.; Anderson, J.
S. M. In Correlations in Condensed Matter under Extreme Conditions: A
Tribute to Renato Pucci on the Occasion of His 70th Birthday; La Magna,
A., Ed.; Springer International Publishing: Cham, 2017; pp 269−278.
(66) Manz, T. A.; Sholl, D. S. Chemically Meaningful Atomic
Charges That Reproduce the Electrostatic Potential in Periodic and
Nonperiodic Materials. J. Chem. Theory Comput. 2010, 6, 2455−2468.
The Journal of Physical Chemistry A Feature Article
DOI: 10.1021/acs.jpca.7b08966
J. Phys. Chem. A 2018, 122, 4219−4245
4242
(67) Marenich, A. V.; Jerome, S. V.; Cramer, C. J.; Truhlar, D. G.
Charge Model 5: An Extension of Hirshfeld Population Analysis for
the Accurate Description of Molecular Interactions in Gaseous and
Condensed Phases. J. Chem. Theory Comput. 2012, 8, 527−541.
(68) Fias, S.; Heidar-Zadeh, F.; Anderson, J. S. M.; Ayers, P.; Parr, R.
G. A Reference-Free Stockholder Partitioning Method Based on the
Force on Electrons. J. Comput. Chem. 2017, DOI: 10.1002/jcc.25114.
(69) Bultinck, P.; Van Alsenoy, C.; Ayers, P. W.; Carbo-Dorca, R.
Critical Analysis and Extension of the Hirshfeld Atoms in Molecules. J.
Chem. Phys. 2007, 126, 9.
(70) Perdew, J. P.; Parr, R. G.; Levy, M.; Balduz, J. L., Jr. Density-
Functional Theory for Fractional Particle Number: Derivative
Discontinuities of the Energy. Phys. Rev. Lett. 1982, 49, 1691−1694.
(71) Yang, W. T.; Zhang, Y. K.; Ayers, P. W. Degenerate Ground
States and Fractional Number of Electrons in Density and Reduced
Density Matrix Functional Theory. Phys. Rev. Lett. 2000, 84, 5172−
5175.
(72) Ayers, P. W. The Continuity of the Energy and Other Molecular
Properties with Respect to the Number of Electrons. J. Math. Chem.
2008, 43, 285−303.
(73) Ayers, P. W.; Levy, M. Perspective on ″Density Functional
Approach to the Frontier-Electron Theory of Chemical Reactivity″ by
Parr Rg, Yang W (1984). Theor. Chem. Acc. 2000, 103, 353−360.
(74) Bultinck, P.; Ayers, P. W.; Fias, S.; Tiels, K.; Van Alsenoy, C.
Uniqueness and Basis Set Dependence of Iterative Hirshfeld Charges.
Chem. Phys. Lett. 2007, 444, 205−208.
(75) Van Damme, S.; Bultinck, P.; Fias, S. Electrostatic Potentials
from Self-Consistent Hirshfeld Atomic Charges. J. Chem. Theory
Comput. 2009, 5, 334−340.
(76) Manz, T. A. Comment on ″Extending Hirshfeld-I to Bulk and
Periodic Materials″. J. Comput. Chem. 2013, 34, 418−421.
(77) Vanpoucke, D. E. P.; Bultinck, P.; Van Driessche, I. Extending
Hirshfeld-I to Bulk and Periodic Materials. J. Comput. Chem. 2013, 34,
405−417.
(78) Vanpoucke, D. E. P.; Van Driessche, I.; Bultinck, P. Reply to
’Comment on ″Extending Hirshfeld-I to Bulk and Periodic Materials″’.
J. Comput. Chem. 2013, 34, 422−427.
(79) Geldof, D.; Krishtal, A.; Blockhuys, F.; Van Alsenoy, C. An
Extension of the Hirshfeld Method to Open Shell Systems Using
Fractional Occupations. J. Chem. Theory Comput. 2011, 7, 1328−1335.
(80) Geldof, D.; Krishtal, A.; Blockhuys, F.; Van Alsenoy, C. Fohi-D:
An Iterative Hirshfeld Procedure Including Atomic Dipoles. J. Chem.
Phys. 2014, 140, 144104.
(81) Heidar-Zadeh, F.; Ayers, P. W.; Bultinck, B. Fractional Nuclear
Charge Approach to Isolated Anion Densities for Hirshfeld
Partitioning Methods. J. Mol. Model. 2017, 23, 348.
(82) Ghillemijn, D.; Bultinck, P.; Van Neck, D.; Ayers, P. W. A Self-
Consistent Hirshfeld Method for the Atom in the Molecule Based on
Minimization of Information Loss. J. Comput. Chem. 2011, 32, 1561−
1567.
(83) Verstraelen, T.; Ayers, P. W.; Van Speybroeck, V.; Waroquier,
M. Hirshfeld-E Partitioning: Aim Charges with an Improved Trade-
Off between Robustness and Accurate Electrostatics. J. Chem. Theory
Comput. 2013, 9, 2221−2225.
(84) Parr, R. G.; Yang, W. T. Density Functional Approach to the
Frontier-Electron Theory of Chemical Reactivity. J. Am. Chem. Soc.
1984, 106, 4049−4050.
(85) Yang, W. T.; Parr, R. G.; Pucci, R. Electron Density, Kohn-Sham
Frontier Orbitals, and Fukui Functions. J. Chem. Phys. 1984, 81, 2862−
2863.
(86) Ayers, P. W.; Yang, W. T.; Bartolotti, L. J. In Chemical Reactivity
Theory: A Density Functional View; Chattaraj, P. K., Ed.; CRC Press:
Boca Raton, FL, 2009; pp 255−267.
(87) Verstraelen, T.; Ayers, P. W.; Van Speybroeck, V.; Waroquier,
M. Hirshfeld-E Partitioning: Aim Charges with an Improved Trade-
Off between Robustness and Accurate Electrostatics. J. Chem. Theory
Comput. 2013, 9, 2221−2225.
(88) Lillestolen, T. C.; Wheatley, R. J. Atomic Charge Densities
Generated Using an Iterative Stockholder Procedure. J. Chem. Phys.
2009, 131, 144101.
(89) Lillestolen, T. C.; Wheatley, R. J. Redefining the Atom: Atomic
Charge Densities Produced by an Iterative Stockholder Approach.
Chem. Commun. 2008, 45, 5909−5911.
(90) Bultinck, P.; Cooper, D. L.; Van Neck, D. Comparison of the
Hirshfeld-I and Iterated Stockholder Atoms in Molecules Schemes.
Phys. Chem. Chem. Phys. 2009, 11, 3424.
(91) Verstraelen, T.; Ayers, P. W.; Van Speybroeck, V.; Waroquier,
M. The Conformational Sensitivity of Iterative Stockholder Partition-
ing Schemes. Chem. Phys. Lett. 2012, 545, 138−143.
(92) Misquitta, A. J.; Stone, A. J.; Fazeli, F. Distributed Multipoles
from a Robust Basis-Space Implementation of the Iterated Stockholder
Atoms Procedure. J. Chem. Theory Comput. 2014, 10, 5405−5418.
(93) Lee, L. P.; Limas, N. G.; Cole, D. J.; Payne, M. C.; Skylaris, C.
K.; Manz, T. A. Expanding the Scope of Density Derived Electrostatic
and Chemical Charge Partitioning to Thousands of Atoms. J. Chem.
Theory Comput. 2014, 10, 5377−5390.
(94) Verstraelen, T.; Vandenbrande, S.; Heidar-Zadeh, F.;
Vanduyfhuys, L.; Van Speybroeck, V.; Waroquier, M.; Ayers, P. W.
Minimal Basis Iterative Stockholder: Atoms in Molecules for Force-
Field Development. J. Chem. Theory Comput. 2016, 12, 3894−3912.
(95) Vandenbrande, S.; Waroquier, M.; Van Speybroeck, V.;
Verstraelen, T. The Monomer Electron Density Force Field
(MEDFF): A Physically Inspired Model for Noncovalent Interactions.
J. Chem. Theory Comput. 2017, 13, 161−179.
(96) Lu, W. C.; Wang, C. Z.; Schmidt, M. W.; Bytautas, L.; Ho, K.
M.; Ruedenberg, K. Molecule Intrinsic Minimal Basis Sets. I. Exact
Resolution of Ab Initio Optimized Molecular Orbitals in Terms of
Deformed Atomic Minimal-Basis Orbitals. J. Chem. Phys. 2004, 120,
2629−2637.
(97) Bader, R. F. W.; Stephens, M. E. Spatial Localization of the
Electronic Pair and Number Distributions in Molecules. J. Am. Chem.
Soc. 1975, 97, 7391−7399.
(98) Tal, Y.; Bader, R. F. W. Studies of the Energy Density
Functional Approach. 1. Kinetic Energy. Int. J. Quantum Chem. 1978,
14, 153−168.
(99) Srebrenik, S.; Bader, R. F. W.; Nguyendang, T. T. Subspace
Quantum-Mechanics and Variational Principle. J. Chem. Phys. 1978,
68, 3667−3679.
(100) Bader, R. F. W.; Srebrenik, S.; Nguyendang, T. T. Subspace
Quantum Dynamics and Quantum Action Principle. J. Chem. Phys.
1978, 68, 3680−3691.
(101) Cohen, L. Representable Local Kinetic Energy. J. Chem. Phys.
1984, 80, 4277−4279.
(102) Bader, R. F. W. Principle of Stationary Action and the
Definition of a Proper Open System. Phys. Rev. B: Condens. Matter
Mater. Phys. 1994, 49, 13348−13356.
(103) Bader, R. F. W. Everyman’s Derivation of the Theory of Atoms
in Molecules. J. Phys. Chem. A 2007, 111, 7966−7972.
(104) Ayers, P. W.; Parr, R. G.; Nagy, A. Local Kinetic Energy and
Local Temperature in the Density- Functional Theory of Electronic
Structure. Int. J. Quantum Chem. 2002, 90, 309−326.
(105) Anderson, J. S. M.; Ayers, P. W.; Hernandez, J. I. R. How
Ambiguous Is the Local Kinetic Energy? J. Phys. Chem. A 2010, 114,
8884−8895.
(106) Cao, W. L.; Gatti, C.; Macdougall, P. J.; Bader, R. F. W. On the
Presence of Nonnuclear Attractors in the Charge-Distributions of Li
and Na Clusters. Chem. Phys. Lett. 1987, 141, 380−385.
(107) Cioslowski, J. Nonnuclear Attractors in the Li2Molecule. J.
Phys. Chem. 1990, 94, 5496−5498.
(108) Pendas, A. M.; Blanco, M. A.; Costales, A.; Sanchez, P. M.;
Luana, V. Non-Nuclear Maxima of the Electron Density. Phys. Rev.
Lett. 1999, 83, 1930−1933.
(109) Popelier, P. L. A.; Joubert, L.; Kosov, D. S. Convergence of the
Electrostatic Interaction Based on Topological Atoms. J. Phys. Chem. A
2001, 105, 8254−8261.
The Journal of Physical Chemistry A Feature Article
DOI: 10.1021/acs.jpca.7b08966
J. Phys. Chem. A 2018, 122, 4219−4245
4243
(110) Popelier, P. L. A.; Rafat, M. The Electrostatic Potential
Generated by Topological Atoms: A Continuous Multipole Method
Leading to Larger Convergence Regions. Chem. Phys. Lett. 2003, 376,
148−153.
(111) Rafat, M.; Popelier, P. L. A. The Electrostatic Potential
Generated by Topological Atoms. Ii. Inverse Multipole Moments. J.
Chem. Phys. 2005, 123, 204103.
(112) Rafat, M.; Popelier, P. L. A. Long Range Behavior of High-
Rank Topological Multipole Moments. J. Comput. Chem. 2007, 28,
832−838.
(113) Momany, F. A. Determination of Partial Atomic Charges from
Ab Initio Molecular Electrostatic Potentials: Application to For-
mamide, Methanol, and Formic Acid. J. Phys. Chem. 1978, 82, 592−
601.
(114) Cox, S. R.; Williams, D. E. Representation of the Molecular
Electrostatic Potential by a Net Atomic Charge Model. J. Comput.
Chem. 1981, 2, 304−323.
(115) Singh, U. C.; Kollman, P. A. An Approach to Computing
Electrostatic Charges for Molecules. J. Comput. Chem. 1984, 5, 129−
145.
(116) Besler, B. H.; Merz, K. M.; Kollman, P. A. Atomic Charges
Derived from Semiempirical Methods. J. Comput. Chem. 1990, 11,
431−439.
(117) Chirlian, L. E.; Francl, M. M. Atomic Charges Derived from
Electrostatic Potentials: A Detailed Study. J. Comput. Chem. 1987, 8,
894−905.
(118) Breneman, C. M.; Wiberg, K. B. Determining Atom-Centered
Monopoles from Molecular Electrostatic Potentials - the Need for
High Sampling Density in Formamide Conformational-Analysis. J.
Comput. Chem. 1990, 11, 361−373.
(119) Hu, H.; Lu, Z. Y.; Yang, W. T. Fitting Molecular Electrostatic
Potentials from Quantum Mechanical Calculations. J. Chem. Theory
Comput. 2007, 3, 1004−1013.
(120) Wiberg, K. B.; Rablen, P. R. Comparison of Atomic Charges
Derived Via Different Procedures. J. Comput. Chem. 1993, 14, 1504−
1518.
(121) Sigfridsson, E.; Ryde, U. Comparison of Methods for Deriving
Atomic Charges from the Electrostatic Potential and Moments. J.
Comput. Chem. 1998, 19, 377−395.
(122) Fonseca Guerra, C.; Handgraaf, J. W.; Baerends, E. J.;
Bickelhaupt, F. M. Voronoi Deformation Density (Vdd) Charges:
Assessment of the Mulliken, Bader, Hirshfeld, Weinhold, and Vdd
Methods for Charge Analysis. J. Comput. Chem. 2004, 25, 189−210.
(123) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A.; et al. Gaussian 09, Revision C.01; Gaussian, Inc.:
Wallingford, CT, 2009.
(124) Becke, A. D. Density-Functional Exchange-Energy Approx-
imation with Correct Asymptotic-Behavior. Phys. Rev. A: At., Mol., Opt.
Phys. 1988, 38, 3098−3100.
(125) Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-
Salvetti Correlation-Energy Formula into a Functional of the Electron
Density. Phys. Rev. B: Condens. Matter Mater. Phys. 1988, 37, 785−789.
(126) Becke, A. D. Density-Functional Thermochemistry. 3. The
Role of Exact Exchange. J. Chem. Phys. 1993, 98, 5648−5652.
(127) Chai, J. D.; Head-Gordon, M. Long-Range Corrected Hybrid
Density Functionals with Damped Atom-Atom Dispersion Correc-
tions. Phys. Chem. Chem. Phys. 2008, 10, 6615−6620.
(128) Dunning, T. H. Gaussian-Basis Sets for Use in Correlated
Molecular Calculations. 1. The Atoms Boron through Neon and
Hydrogen. J. Chem. Phys. 1989, 90, 1007−1023.
(129) Woon, D. E.; Dunning, T. H. Gaussian Basis Sets for Use in
Correlated Molecualr Calculations 4. Calculation of Static Electrical
Response Properties. J. Chem. Phys. 1994, 100, 2975−2988.
(130) Kendall, R. A.; Dunning, T. H.; Harrison, R. J. Electron-
Affinities of the 1st-Row Atoms Revisited: Systematic Basis-Sets and
Wave-Functions. J. Chem. Phys. 1992, 96, 6796−6806.
(131) Keith, T. A. AIMAll, Version 16.01.09; TK Gristmill Software:
Overland Park, KS, 2017.
(132) Verstraelen, T.; Tecmer, P.; Heidar-Zadeh, F.; Boguslawski, K.;
Chan, M.; Zhao, Y.; Kim, T. D.; Vandenbrande, S.; Yang, D.; Ayers, P.
W.; et al. HORTON 2.0.0; http://theochem.github.com/horton/,
2015.
(133) Heidar-Zadeh, F.; Richer, M.; Fias, S.; Miranda-Quintana, R.
A.; Chan, M.; Franco-Perez, M.; Gonzalez-Espinoza, C. E.; Kim, T. D.;
Lanssens, C.; Patel, A. H. G.; et al. An Explicit Approach to
Conceptual Density Functional Theory Descriptors of Arbitrary
Order. Chem. Phys. Lett. 2016, 660, 307−312.
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