In this article we compute equations satisfied by the canonical theta null point of the canonical lift of an ordinary abelian variety in characteristic 2. In contrast to the equations studied by J.-F. Mestre et al. ours are valid over an arbitrary 2-adic ring which possibly is of positive characteristic.
Introduction
In this article we compute equations satisfied by the canonical theta null point of the canonical lift of an ordinary abelian variety over a perfect field of characteristic 2. The canonical theta null point is given in terms of the canonical theta structure whose existence is proven in [1] . Among others, we prove the compatibility of the canonical theta structure with a lift of relative Frobenius and give a proof of certain theta identities which are known to be true for complex analytic theta functions. The equations stated in our main theorem are related to the generalised Arithmetic Geometric Mean (AGM) formulas that have been studied by Jean-François Mestre et al. The relation will be made precise in Section 2.
In contrast to the one of J.-F. Mestre, R. Lercier and D. Lubicz our approach is purely algebraic. We remark that the proof of correctness of the AGM based point counting algorithm described in [5] relies on the Lefschetz principle and transcendental methods. Our equations are valid over an arbitrary 2-adic ring which possibly has positive characteristic. Our proof uses the theory of algebraic theta functions developed by D. Mumford (see [7] ). Our method allows us to keep track of the reduction modulo powers of the residue field characteristic. One of the aims of this article is to broaden the understanding of Mestre's point counting algorithm for hyperelliptic curves over a finite field of characteristic 2 in order to generalise it to characteristic p > 2.
Another application of the theory presented in this article is given by the following. According to Shimura's main theorem of complex multiplication the theta constants of a simple complex abelian variety having complex multiplication generate a certain unramified class field of the reflex field of the endomorphism algebra. We propose the use of the arithmetic invariant given by the canonical theta null point with respect to the canonical theta structure (see [1] ) in order compute explicit generators of class fields of CM fields. We illustrate our method by some examples in Section 3. Using the method described in [5] one can approximate the canonical theta null point with given precision by a multi-variate variant of Newton's method. We remark that the 2-adic CM method for genus 2 presented in [2] uses Igusa invariants instead of canonical theta null points.
The main result
For general remarks about our notation see Section 4. Let R be a complete noetherian local ring with perfect residue field k of characteristic 2. Assume that R admits a lift σ of the 2-th power Frobenius automorphism of k. Let A be an abelian scheme over R of relative dimension g having ordinary reduction. Let L be an ample symmetric line bundle of degree 1 on A. Assume that j ≥ 1 and that we are given an isomorphism ] u∈(Z/2 j Z) g denote the theta null point of A with respect to the canonical theta structure. For the definition of the theta null point see Section 5.1. Theorem 2.1. There exists a unique ω ∈ R * such that for all u ∈ (Z/2 j Z) g one has
Theorem 2.1 will be proven in Section 6.2. In case that k = F q is a finite field the scalar ω of Theorem 2.1 is expected to be related to the inverse of the product of invertible eigenvalues of the q-Frobenius endomorphism of A Fq . As a consequence one can recover the characteristic polynomial of the q-Frobenius on A Fq from the system of equations (2) . In Section 3 we demonstrate the use of Theorem 2.1 by computing theta null points for small values of j and g. Take j = 1 and set
and a
Then by Theorem 2.1 one has
These are the formulas that J.-F. Mestre proposed as a generalisation of Gauss' arithmetic geometric mean.
Fields generated by theta null points
Our expectation is that the solutions of the equations of Theorem 2.1 generate class fields of certain CM-fields. In the following we will justify our expectation by giving some examples.
Example
Let E be an elliptic curve over Z q where Z q denotes the 2-Witt vectors with values in a finite field F q where q = 2 d . By σ we denote a lift of the absolute 2-Frobenius of F q to Z q . Assume that E has ordinary reduction and is the canonical lift of E Fq . Let L denote the ample line bundle O(0 E ). There exists a unique isomorphism (Z/2Z) Zq
By [1, Cor.2.2] there exists a canonical theta structure of type Z/2Z for the pair (E, L ⊗2 ). By Theorem 2.1 there exists a unique ω ∈ Z * q such that the coordinates of the theta null point [x 0 , x 1 ] with respect to to the canonical theta structure satisfy the equations
The equations (3) imply that x 1 ≡ 0 mod 2. Hence x 0 is a unit in Z q . We set µ = x 1 /x 0 . Rewriting the equations (3) in terms of µ we get
We set L = End Zq (E) ⊗ Q. Case d = 1. In this special case equation (4) implies that
Up to isomorphism there exist exactly two ordinary elliptic curves over F 2 which are twists of each other. A short calculation shows that L = Q( √ −7) which has class number 1. The polynomial x 2 + x + 2 is reducible over L. We remark that µ = 2ω. Note that as expected ω is the inverse of the invertible eigenvalue of the 2-Frobenius endomorphism of E F2 .
Case d = 2. Equation (4) implies that 0 = (µ 2 + µ + 2)(µ 4 + 4µ 3 + 5µ 2 + 2µ + 4).
Assume that the j-invariant of E F4 is not equal to 1. Then L = Q( √ −15) which has class number 2. The polynomial x 4 +4x 3 +5x 2 +2x+4 generates the Hilbert class field of L.
One can relate µ to the classical invariants λ and j. Let Q q denote the field of fractions of Z q .
Lemma 3.1. The curve E Qq can be given by the equation
A proof of Lemma 3.1 is given in Section 6.3. Lemma 3.1 implies that the j-invariant of E equals −15 3 if E Fq is defined over F 2 .
Let R be a complete discrete valuation ring with finite residue field F q where q = 2 d . We denote the field of fractions of R by K. We assume that i ∈ R with i 2 = −1. This implies that R is ramified over Z 2 . Let R admit a lift σ of the 2-th power Frobenius of F q . Let E be an elliptic curve over R having ordinary reduction. Suppose E is a canonical lift. Let L denote the ample line bundle O(0 E ). Assume we are given an isomorphism
By [1, Cor.2.2] there exists a canonical theta structure of type (Z/4Z) R for the pair (A, L ⊗4 ) depending on the trivialisation (5). By Theorem 5.1 the canonical theta structure induces a closed immersion τ :
denote the image of the zero section of E K under τ . According to Mumford the image of τ in P 
where λ = x0x2 . By symmetry the theta null point lies in the plane y 1 = y 3 . For more details see [7, §5] . By Theorem 2.1 there exists a unique ω ∈ R * such that
Now assume that d = 1. By equation (9) we have x 2 = 2ω. It follows by the equations (8) and (10) that x 1 = x 3 = ω(1 + 2ω). As a consequence we have
where λ is as in (6) . Finally we conclude by equation (9) that
Notation
Let R be a ring, X an R-scheme and S an R-algebra. By X S we denote the base extended scheme X × Spec(R) Spec(S). Let M be a sheaf on X. Then we denote by M S the sheaf that one gets by pulling back via the projection X S → X. Let I : X → Y be a morphism of R-schemes. Then I S denotes the morphism that is induced by I via base extension with S. We use the same symbol for an O R -module and the associated fppf-sheaf. Also we use the same symbol for a scheme and the fppf-sheaf represented by it. By a group we mean a group object in the category of fppf-sheaves. If a representing object has the property of being finite (flat,étale, connected, etc.) then we simply say that it is a finite (flat,étale, connected, etc.) group. Similarly we will say that a morphism of groups is finite (faithfully flat, smooth, etc.) if the groups are representable and the induced morphism of schemes has the corresponding property.
A group (morphism of groups) is called finite locally free if it is finite flat and of finite presentation. The Cartier dual of a finite locally free commutative group G will be denoted by G D . The multiplication by an integer n ∈ Z on G will be denoted by [n] . A finite locally free and surjective morphism between groups is called an isogeny. By an elliptic curve we mean an abelian scheme of relative dimension 1.
Algebraic theta functions
In this section we revisit the theory of algebraic theta functions and state some facts which are necessary in order to prove Theorem 2.1. The theory of algebraic theta functions was developed by David Mumford in [7] , [8] and [9] . For a detailed account to theta functions we refer to [10] , [11] and [12] .
Theta null points
Assume that we are given an abelian scheme A of relative dimension g over a ring R and an ample line bundle L on A. Let K be a finite constant commutative Rgroup of rank d. Assume that we are given a theta structure Θ :
For our notation and the definition of a theta structure see [1, §4] .
Theorem 5.1. There exists a morphism
which is uniquely determined by the theta structure Θ. If L is very ample then the morphism (11) is a closed immersion.
A proof of Theorem 5.1 is given below. In the above theorem P (K) R denotes the homogeneous spectrum of the polynomial ring R[{x u |u ∈ K}]. In the case that R = Z we simply write P (K) . Ordering the points of K determines an isomorphism P
where the latter is defined to be the functor giving the functions on K.
By the existence of the theta structure Θ the line bundle L has degree d. Hence π * L is locally free of rank d. The group G(K) acts on π * L by means of the theta structure Θ.
is locally free of rank 1. We conclude that there exists an isomorphism of
uniquely determined by the theta structure Θ up to multiplication by a unit. The module V (K) has a canonical basis induced by the functions
where z ∈ K. Via the isomorphism β the canonical basis of V (K) induces a basis {s z } z∈K of π * L which is uniquely determined by Θ up to multiplication by a unit. By general theory the basis
R . The latter morphism is uniquely determined by Θ since the isomorphism β and hence the basis {s z } z∈K are uniquely determined up to a unit. This completes the proof of Theorem 5.1.
Definition. The image of the zero section 0 A of A under the morphism (11) is called the theta null point of A with respect to the theta structure Θ.
In the following we will explain how to evaluate sections of π * L at torsion points contained in 
Proof. Consider the morphism
The morphism κ is injective because its kernel is a
The latter module is irreducible. This implies the lemma.
We remark that the composition of the morphism κ, as defined in the proof of Lemma 5.2, with the restriction to V (K) does not preserve the G(K)-action. Note that by Lemma 5.2 the theta null point with respect to Θ is given by [q L (x)] x∈K .
The Isogeny Theorem
In the following we use the notation of Section 5.1 and [1, §4]. Let I : A → A ′ be an isogeny of abelian schemes over a ring R. Assume that we are given ample line bundles L and L ′ on A and A ′ , respectively. Suppose we are given theta structures
where
By abuse of notation we define
Assume that we are given a surjective morphism of groups σ :
There exists a natural isomorphism of groups
The isomorphism (12) composed with the induced isomorphism
gives an isomorphism
We claim that there exists a natural isomorphism
This follows from the Snake Lemma applied to the following commutative diagram of exact sequences
Here the upper exact sequence is obtained by dualising the exact sequence
→ 0 and e is given by x → e(K A ) (x, 1), (0, ·) where e denotes the commutator pairing. The left hand vertical morphism is the natural inclusion. The morphism σ induces an isomorphism σ 1 :
denote the inverse of the isomorphism that one gets by composing σ D 1 with (14). Composing the isomorphism (13) with the isomorphism id × σ 1 × σ 2 we get a theta structure Θ(σ) :
This proves the proposition.
Note that Θ A (σ) does not depend on the choice of α.
Definition. We say that Θ A and Θ A ′ are I-compatible if there exists α as above, assumption ( †) holds and there exists a morphism σ as above such that
Let π A and π A ′ denote the structure maps of A and A ′ , respectively. Since I is faithfully flat the natural morphism L ′ τ → I * I * L ′ is injective. As a consequence there exists an injective morphism ι : π
The morphism ι identifies the sections of π ′ * L ′ with those sections of π * L which are invariant under the translations with points in the kernel of I. As in the proof of Theorem 5.1 we can choose G(K A )-and
Theorem 5.4 (Isogeny Theorem). Suppose Θ A and Θ A ′ are I-compatible. In particular we are given a morphism σ as above such that Θ A ′ = Θ A (σ). There exists a λ ∈ R * such that for all f ∈ V (K A ′ ) we have 
The Multiplication Formula
We use the notation introduced in the preceding sections. Let A π → Spec(R) be an abelian scheme and L an ample symmetric line bundle on A. Suppose n ≥ 2. We set L n = L ⊗n . Assume we are given theta structures
We define a morphism of groups ǫ n :
Note that there is a natural inclusion H(L) ֒→ H(L n ) and the multiplicationby-n induces an epimorphism H(L n ) → H(L).
On G m,R the morphism ǫ n equals the n-th powering morphism. Next we will define a morphism of groups η n : G(L n ) → G(L) using the symmetry of L. Assume we are given (x, ψ) ∈ G(L n ). Since L is symmetric there exists an isomorphism γ : L
nx L inducing the above isomorphism. Since [n] is faithfully flat the morphism ρ is uniquely determined. We set η n (x, ψ) = (nx, ρ). One can check that this definition is independent of the choice of γ. The map η n restricted to G m,R equals the n-th powering morphism.
We denote the Lagrangian structures corresponding to Θ and Θ n by δ and δ n , respectively. Suppose that K ≤ K n and K = {nx|x ∈ K n }. Also we assume that δ n restricted to K ×K D equals δ. As a consequence the multiplication-by-n morphism on K n × K D n induces an epimorphism
We define morphisms
respectively. Here we consider points of
Definition. We say that the theta structures Θ n and Θ are n-compatible if
Now assume that n = 2. Choose
as in the proof of Theorem 5.1.
Definition. Let s and s
Theorem 5.5 (2-Multiplication Formula). Suppose Θ and Θ 2 are 2-compatible theta structures. There exists a λ ∈ R * such that for all f, f ′ ∈ V (K) we have
For a proof of Theorem 5.5 over a field see [7, §3] .
The proofs
In Section 6.1 we prove some compatibility properties of the canonical theta structure. The compatibility is used in Section 6.2 in order to prove Theorem 2.1. A proof of Lemma 3.1 (stated in Section 3.1) is given in Section 6.3.
Compatibility of the canonical theta structure
Let R denote a complete noetherian local ring with perfect residue field k of characteristic p > 0. Assume that R admits a lift of the p-th power Frobenius automorphism of k. Let A π → Spec(R) be an abelian scheme of relative dimension g having ordinary reduction and let L be an ample symmetric line bundle of degree 1 on A. 
Let r ≥ 1 and assume that we are given an isomorphism
The lift of the relative p-Frobenius F :
et with the isomorphism (15) we get an isomorphism
Now assume that A is a canonical lift. As a consequence A (p) is a canonical lift. By [1, Cor. 2.2] there exist for all 0 ≤ j ≤ r canonical theta structures
depending on the isomorphisms (15) and (16), respectively. Lemma 6.1. For 0 ≤ j < r the theta structures Θ j+1 and Σ j+1 are p-compatible to Θ j and Σ j , respectively.
For the notion of p-compatibility see Definition 5.3.
Proof. We use the notation of Section 5.3. We prove the claim for the theta structures Θ j where 0 ≤ j ≤ r. For trivial reasons the theta structure Θ 1 is compatible with the theta structure Θ 0 . Now let j ≥ 1. Obviously the theta structures Θ j+1 and Θ j satisfy the conditions 1. and 2. of Definition 5.3. We claim that
(notation as in Section 5.3). We verify equation (17) for points lying over K j .
Since the proof for points lying over K D j is analogous we do not present it here. By V j : A → A j we denote the j-fold application of the lift of the pVerschiebung. Let V = V 1 . Note that we have A j = A/K j where we consider K j as a subgroup of A via the Lagrangian level structure induced by Θ j . Let
be the sections of theta exact sequences over K j+1 and K j induced by the canonical theta structure. By [1, Prop.4.2] the sections v j+1 and v j correspond to line bundles L (j+1) and L (j) on A j+1 and A j , respectively, endowed with isomorphisms
Let x be a point of K j . We have
By the definition of the canonical theta structure there exists an isomorphism
Consider the isomorphism κ given by the composition
Since x lies in the kernel of V j we have V j • T x = V j and hence T *
The latter equality follows from the fact that β j+1 and κ differ by a unit. Next we will verify that
for points of G(K j+1 ) lying over K j+1 . The proof for points lying over K D j+1 is analogous. Consider a point (1, x, 1) in G(K j+1 ). We have
We claim that the latter isomorphism is induced by τ j . By the definition of the canonical theta structure there exists an isomorphism
where F denotes the lift of the relative p-Frobenius. The composed isomorphism
differs from γ • β ⊗p j+1 by a unit. We conclude that
This completes the proof of the lemma. 
Obviously assumption ( †) holds with Z 1 = 0 and
. By duality we conclude that Z ⊥ 1 coincides with the image of K j in K j+1 . Take σ to be the identity. We claim that Σ j = Θ j+1 (σ). Checking the claim amounts to prove the commutativity of the diagram
where the upper horizontal arrow is induced by Θ j+1 and the morphisms σ 1 and σ 2 are as in the proof of Proposition 5.3. In the following we verify the commutativity of the above diagram for points of the form (1, x, 1 
An analogous proof exists for points of the form (1, 0, l) . Via the morphisms σ 1 and σ 2 we can consider (1, x, 1) as a point of G(K j+1 ). By definition its image under Θ j+1 is given by v(x) where
is the section of the theta exact sequence over K j+1 induced by the isomorphism
(notation as in the proof of Lemma 6.1). We have
where y ∈ H(L j+1 ) is uniquely determined by the condition F (y) = x. On the other hand we have Σ j (1, x, 1) = w(x) where w : K j → G(M j ) is the section of the theta exact sequence over K j induced by the canonical theta structure. The section w corresponds to a line bundle L (j−1) on A (j−1) and an isomorphism
where we set A (0) = A and A (j) = A/K j for j ≥ 1 (compare proof of Lemma 6.1). We have
The composed isomorphism γ j+1 • F * β j • V * j ξ differs from α j+1 by a unit. By the definition of the canonical isomorphism
This completes the proof of the lemma.
Proof of Theorem 2.1
We use the notation introduced in Section 6.1. Now we assume that p = 2. Let 0 A and 0 A (2) denote the zero sections of A and A (2) . Let Θ j (0 A ) = [x u ] u∈Kj and [y u ] u∈Kj denote the theta null points with respect to Θ j and Σ j . Theorem 6.3. Let 0 ≤ j < r. There exists a λ ∈ R * such that for all u ∈ K j we have
Proof. We choose rigidifications ǫ L0 and ǫ M0 of the line bundle L 0 and M 0 . The latter induce rigidifications of L i and M i for all i ≥ 0. Assume that we have chosen Lemma 6.4. Let 1 ≤ j < r. There exists a λ ∈ R * such that for all x ∈ K j we have
Proof. Let ½ ∈ V (K j−1 ) be defined to be the constant function on K j−1 with value 1. Let δ 0 ∈ V (K j−1 ) be defined by δ 0 (x) = 1, x = 0 0, x = 0 where x ∈ K j−1 . Note that there exists a α ∈ R * such that
where V F is defined as in Section 5.2. First we compute the right hand side of (18). It follows by Theorem 5.4 that there exists a λ ∈ R * such that for all x ∈ K j we have V F (½)(x) = λ, x ∈ K j−1 0, x ∈ K j−1 and V F (δ 0 )(x) = λ, x = 0 0, x = 0
Now by Theorem 5.5 there exists a β ∈ R * such that
for x ∈ K j+1 . The latter equality follows from the fact that for all x ∈ K j . We conclude by Theorem 5.4 that there exists a γ ∈ R * such that
for all x ∈ K j+1 . This implies the lemma.
Using the above lemma we can finish the proof of Theorem 6. The latter equality follows by the above discussion and Lemma 6.4. This finishes the proof of Theorem 6.3.
We claim that Theorem 6.3 implies Theorem 2.1. We remark that one may have to work over a finite localétale extension of R in order to trivialise the 2-torsion of A up to the right level. However, the resulting formulas are defined over R. Let σ denote a lift of the 2-th power Frobenius automorphism of k. Note that the pull back of A (2) by the morphism Spec(σ −1 ) is the canonical lift of A k and hence canonically isomorphic to A. Via this canonical isomorphism the pull back of the line bundle M j is isomorphic to L j and the theta structure Θ j coincides with the pull back of Σ j . We conclude that there exists a λ ∈ R * such that σ −1 q Mj (x) = λq Lj (x)
for all x ∈ K j . This proves our claim and completes the proof of Theorem 2.1.
