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Abstract
In a previous paper we constructed all polynomial tau-functions of the
1-component KP hierarchy, namely, we showed that any such tau-function is
obtained from a Schur polynomial sλ(t) by certain shifts of arguments. In the
present paper we give a simpler proof of this result, using the (1-component)
boson-fermion correspondence. Moreover, we show that this approach can
be applied to the s-component KP hierarchy, using the s-component boson-
fermion correspondence, finding thereby all its polynomial tau-functions. We
also find all polynomial tau-functions for the reduction of the s-component
KP hierarchy, associated to any partition consisting of s positive parts.
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1 Introduction
In his paper [6] M. Sato introduced the (1-component) KP hierarchy of evolution
equations of Lax type on the pseudo-differential operator
L = ∂ + u1(t)∂
−1 + u2(t)∂
−2 + · · · , (1)
where t = (t1, t2, . . .) and ∂ =
∂
∂t1
, and the corresponding tau-function τ(t). More-
over for any positive integer s, he also introduced the s-component KP hierarchy
on the s× s- matrix pseudo-differential operator L of the form (1), where ui(t) are
s× s-matrices and t = (t
(k)
j | j = 1, 2, . . . ; k = 1, 2, . . . , s) and ∂ =
∂
∂t
(1)
1
+ · · ·+ ∂
∂t
(s)
1
,
along with certain subsidiary equations (which are absent for s = 1).
In the subsequent paper [2] the tau-function was introduced for the s-component
KP hierarchy, generalizing the one by Sato for s = 1. The theory was further
1
developed in [3]. Since any solution of the s-component KP hierarchy is explicitly
expressed in terms of the tau-function, it is important to construct the latter.
In our paper [4] we constructed all polynomial tau-functions of the 1-component
KP hierarchy, namely, we showed that any such tau-function is obtained from a
Schur polynomial sλ(t) by certain shifts of arguments. In the present paper we give
a simpler proof of this result (Theorem 2), using the (1-component) boson-fermion
correspondence. Moreover, we show that this approach can be applied to the s-
component KP hierarchy, using the s-component boson-fermion correspondence,
finding thereby all its polynomial tau-functions (Theorem 4).
In paper [3] we studied the reduction of the s-component KP hierarchy associated
to any s-part partition λ = {n1 ≥ n2 ≥ · · · ≥ ns > 0}. A special case is the Gelfand-
Dickey n-th KdV, associated to the 1-part partition λ = {n}, for which we found in
[4] all polynomial tau-functions. In the present paper we reprove this result, using
boson-fermion correspondence (Theorem 6). We use the same method to find all
polynomial tau-functions for the λ-reduced s-component KP hierarchy (Theorem
7). In conclusion of the paper we consider, as the simplest example beyond the
1-part partition, the 2-part partition 1 + 1. This produces the AKNS (= non-linear
Schro¨dinger hierarchy) see [3], and we find all its polynomial tau-functions.
2 The fermionic formulation of the KP hierarchy
The groupGL∞, consisting of all complex matricesG = (gij)i,j∈Z which are invertible
and all but a finite number of gij−δij are 0, acts on the vector space C
∞ =
⊕
j∈ZCej ,
via the formula Eij(ek) = δjkei.
The semi-infinite wedge space (see e.g. [5], [3]) F = Λ
1
2
∞
C∞ is the vector space
with a basis consisting of all semi-infinite monomials of the form ei1 ∧ ei2 ∧ ei3 . . .,
where i1 > i2 > i3 > . . . and iℓ+1 = iℓ−1 for ℓ >> 0. One defines the representation
R of GL∞ on F by
R(G)(ei1 ∧ ei2 ∧ ei3 ∧ · · · ) = Gei1 ∧Gei2 ∧Gei3 ∧ · · · ,
and apply linearity and anticommutativity of the wedge product ∧.
The corresponding representation r of the Lie algebra gℓ∞ of GL∞ can be de-
scribed in terms wedging and contracting operators ψ+j and ψ
−
j (j ∈ Z +
1
2
) on
F :
ψ+j (ei1 ∧ ei2 ∧ · · · ) = e−j+ 1
2
∧ ei1 ∧ ei2 · · · ,
ψ−j (ei1 ∧ ei2 ∧ · · · ) =
{
0 if j − 1
2
6= is for all s
(−1)s+1ei1 ∧ · · · ∧ eis−1 ∧ eis+1 ∧ · · · if j = is −
1
2
.
These operators satisfy the relations of a Clifford algebra, which we denote by Cℓ:
(i, j ∈ Z+ 1
2
, λ, µ = +,−):
ψλi ψ
µ
j + ψ
µ
j ψ
λ
i = δλ,−µδi,−j.
2
Let (k ∈ Z)
|k〉 = ek ∧ ek−1 ∧ ek−2 ∧ · · · , (2)
then F is an irreducible Cℓ-module, such that
ψ±j |0〉 = 0 for j > 0.
The representation r of gℓ∞ in F , corresponding to the representation R of GL∞,
is given by the formula r(Eij) = ψ
+
−i+ 1
2
ψ−
j− 1
2
. Define the charge decomposition
F =
⊕
k∈Z
F (k), where charge(|k〉) = k and charge(ψ±j ) = ±1.
The space F (k) is an irreducible highest weight gℓ∞-module, with highest weight
vector |k〉:
r(Eij)|k〉 = 0 for i < j, r(Eii)|k〉 = 0 (resp. = |k〉) if i > k (resp. if i ≤ k).
Let
Ok = R(GL∞)|k〉 ⊂ F
(k)
be the GL∞-orbit of the highest weight vector |k〉.
Theorem 1 ([5], Theorem 5.1) Let 0 6= gk ∈ F
(k). Then gk ∈ Ok if and only if∑
i∈Z+ 1
2
ψ+i gk ⊗ ψ
−
−igk = 0 . (3)
Equation (3) is called the KP hierarchy in the fermionic picture.
Now recall that the orbit Ok of C|k〉 ∈ F
(k) of the group GL∞, for a fixed
k ∈ Z can be decomposed as follows. Let P be the stabilizer of C|k〉, let W be
the subgroup of permutations of basis vectors of C∞ and let Wk be its subgroup,
consisting of permutations, permuting vectors with indices less or equal to k between
themselves. Then one has the Bruhat decomposition:
GL∞ =
⋃
w∈W/Wk
UwP (disjoint union).
Applying this to C|k〉, we obtain that the projectivised orbit POk is a disjoint union
of Schubert cells Cw = Uw · |k〉, w ∈ W/Wk. It is well known (see, e.g. [5]) that each
w · |k〉 corresponds to a partition λ = λ(w), and the corresponding Schubert cell
Cλ = Uw(λ) · |k〉, where U is the subgroup of GL∞, consisting of upper triangular
matrices with 1’s on the diagonal, is an affine algebraic variety isomorphic to C|λ|.
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3 The bosonic formulation of KP
Define the fermionic fields by ψ±(z) =
∑
i∈Z+ 1
2
ψ±i z
−i− 1
2 and the bosonic field
α(z) =
∑
n∈Z αnz
−n−1 =: ψ+(z)ψ−(z) :. Then there exists a unique vector space
isomorphism, called the boson-fermion correspondence, σ : F → B = C[q, q−1] ⊗
C[t1, t2, . . .] such that σ(|k〉) = q
k, σαnσ
−1 = ∂
∂tn
, σα−nσ
−1 = ntn, for n > 0 and
σα0σ
−1 = q ∂
∂q
. Moreover, one has
σψ±(z)σ−1 = q±1z±q
∂
∂q exp
(
±
∞∑
k=1
tkz
k
)
exp
(
∓
∞∑
k=1
∂
∂tk
z−k
k
)
. (4)
Note that Q = σ−1qσ is the following operator on F :
Q|k〉 = |k + 1〉 and Qψ±i = ψ
±
i∓1Q . (5)
For gk ∈ Ok ∪ {0} we write: σ(gk) = τk(t)q
k, where t = (t1, t2, . . .). Such a τk
is called a tau-function. It is well known see e.g. [5] that τk(t) is equal to the
coefficient of |k〉 in exp (
∑∞
i=1 tiαi) gk. Under the isomorphism σ we can rewrite (3),
using (4), to obtain a Hirota bilinear identity for tau-functions, see e.g. [2] or [5].
Let [z] = (z, z
2
2
, z
3
3
, . . .), y = (y1, y2, . . .), and Res
∑
i fiz
idz = f−1, then
Res τk(t− [z
−1])τk(y + [z
−1]) exp
(
∞∑
i=1
(ti − yi)z
i
)
dz = 0. (6)
4 Polynomial solutions of KP
Introduce the elementary Schur polynomials by
exp
(
∞∑
i=1
tiz
i
)
=
∞∑
j=0
sj(t)z
j , (7)
then in [4] we proved the following :
Theorem 2 All polynomial tau-functions of the KP hierarchy are, up to a constant
factor, of the form
τλ1,λ2,...,λm(t; c1, c2, . . . , cm) = det
(
sλj+i−j(t1 + c1,j, t2 + c2j , t3 + c3j , . . .)
)
1≤i,j≤m
,
(8)
where λ = (λ1, λ2, . . . , λm) is a partition and cj = (c1j , c2j, . . .) ∈ C
λj+m−j are arbi-
trary.
Here we will give a simpler proof of this theorem.
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Proof. Fix an integer k. Then the element w(λ)|k〉 in the Schubert cell Cλ of
Ok, corresponding to the partition λ = (λ1, λ2, . . . , λm), is the element
eλ1+k ∧ eλ2+k−1 ∧ · · · ∧ eλm+k−m+1 ∧ ek−m ∧ ek−m−1 ∧ · · · . (9)
If we let an element u ∈ U , an upper triangular matrix with 1’s on the diagonal, act
on this element we obtain the element
f1 ∧ f2 ∧ · · · ∧ fm ∧ ek−m ∧ ek−m−1 ∧ · · · , (10)
where
fj = eλj+k−j+1 +
λj+k−j∑
i=k−m+1
aijei . (11)
Note that we can use Gauss elimination with which we can eliminate certain aij ,
viz., we may assume that aλi+k−i+1,j = 0 for all i > j. This means that we can put
1+2+ · · ·+m−1 = 1
2
(m−1)m constants to zero, all others are arbitrary. Counting
all coefficients which are arbitrary, we find
−
1
2
(m−1)m+
m∑
j=1
(λj+k−j)−(k−m) =
1
2
(m−1)m+
m∑
j=1
λj+
m∑
j=1
(m−j) =
m∑
j=1
λj .
Hence, we find indeed that the dimension of the Schubert cell Cλ is equal to |λ|.
Assume from now on that all aij of (11) are again arbitrary, then we want to calculate
the image τ
(k)
λ (t) of the element (10) under the isomorphism σ. Recall from e.g. [5]
that τ
(k)
λ (t) is the coefficient of |k〉 in
exp
(
∞∑
i=1
tiαi
)
f1∧· · ·∧fm∧ek−m∧ek−m−1∧· · · = f1(t)∧· · ·∧fm(t)∧ek−m∧ek−m−1∧· · · ,
(12)
where, since αi is a derivation of the exterior product, such that αi(ej) = ej−i, we
have
fj(t) = exp
(
∞∑
i=1
tiαi
)
fj
=
∞∑
ℓ=0
sℓ(t)

eλj−j+1+k−ℓ +
λj−j+k∑
i=k−m+1
aijei−ℓ


=
∞∑
p=0
(
sp(t) +
p∑
i=1
aλj−j+1+k−i,jsp−i(t)
)
eλj−j+1+k−p .
(13)
Since ek−m, ek−m−1, . . . appear in (10), we can replace fj(t) by the element (13)
where all es with s ≤ k −m are removed. In other words we may assume that
fj(t) =
λj−j+m∑
p=0
(
sp(t) +
p∑
i=1
aλj−j+1+k−i,jsp−i(t)
)
eλj−j+1+k−p . (14)
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Since, by (7), ∂sa(t)
∂t1
= sa−1(t), equation (14) can be rewritten as
fj(t) =
λj−j+m∑
r=0
∂r
(
sλj−j+m(t) +
∑λj−j+m
i=1 aλj−j+1+k−i,jsλj−j+m−i(t)
)
∂tr1
ek−m+1+r .
(15)
Next, it follows from (7) that
sj(t+ c) =
j∑
i=0
sj−i(c)si(t) . (16)
Note also that the map (s1, . . . , sn) : C
n → Cn is surjective. Hence there exist
constants cj = (c1j , c2j, . . . ), such that
ak−p+1,j = sλj−j+p(cj) . (17)
It follows from (16) that
sλj+m−j(t + cj) = sλj+m−j(t) +
λj+m−j−1∑
ℓ=0
sλj+m−j−ℓ(cj)sℓ(t)
Thus, using (17), we obtain from (15)
fj(t) =
λj−j+m∑
r=0
∂rsλj−j+m(t + cj)
∂tr1
ek−m+r+1 =
λj−j+m∑
r=0
sλj−j+m−r(t + cj)ek−m+r+1 .
(18)
Hence the coefficient of |k〉 in (12) is equal to (cf. [5])
det
(
sλj+i−j(t1 + c1,j , t2 + c2j , t3 + c3j, . . .)
)
1≤i,j≤m
,
which is the desired result. 
Remark 3 Different cij’s can give the same polynomial solutions in Cλ. From
the proof of Theorem 2, it is clear how to obtain a one to one correspondence in
terms of the constants aij, viz. one has to assume that all aλi+k−i+1,j = 0, for all
1 ≤ j < i ≤ m. Using (17) this means that sλj−j−λi+i(cj) = 0, for all 1 ≤ j < i ≤ m,
or stated differently,
cλj−j−λi+i,j = −sλj−j−λi+i(c1j , c2j, . . . , cλj−j−λi+i−1,j, 0) for all 1 ≤ j < i ≤ m.
(19)
This means that for fixed j we find constants cij’s for 1 ≤ i ≤ λj − j + m, of
which we can eliminate all cλj−j−λi+i,j, with j < i ≤ m, by using formula (19)
recursively. Note that for fixed j there are λj − j + m constants cij’s of which
m − j can be eliminated. Thus we have λj constants cij. Hence in total, we have
|λ| = λ1 + λ2 + · · ·+ λm constants. This agrees with the fact that dimCλ = |λ|.
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5 The multicomponent KP
In this section we introduce the s-component KP, where s is a positive integer. In [3]
we introduced a relabeling of the ei to obtain the multicomponent KP. One approach
would be to use this relabeling and describe all vectors (11) of the semi-infinite
wedges (10) in terms of these new relabeled ei’s and determine its corresponding
tau-functions, using the multicomponent bosonization. But in that case the solution
depends on the relabeling and one does not obtain all possible solutions, but one
obtains all solutions related to that relabeling. To obtain all solutions one has to
calculate all solutions corresponding to all possible relabelings. Instead, we will
introduce a new basis of C∞, viz., e
(a)
i where 1 ≤ a ≤ s and i ∈ Z. We assume that
|0〉 is the semi-infinite wedge vector consisting of all e
(a)
i with 1 ≤ a ≤ s and i ≤ 0.
We introduce creation (+) and annihilation (-) operators, ψ
±(a)
i , with, as before,
i ∈ 1
2
+ Z, such that (λ, µ = + or −)
ψ
λ(a)
i ψ
µ(b)
j + ψ
µ(b)
j ψ
λ(a)
i = δλ,−µδabδi,−j.
and
ψ
±(a)
i |0〉 = 0, for i > 0 and ψ
+(a)
i |0〉 = e
(a)
−i+ 1
2
∧ |0〉 .
We have the same charge decomposition, where now the charge of |0〉 is again 0
and the charge of ψ
±(a)
i is ±1. The disadvantage of this approach is that we cannot
describe σ(|k〉), for k 6= 0, explicitly.
The KP hierarchy (3), thus turns into the s-component KP in the fermionic
picture:
s∑
a=1
∑
i∈Z+ 1
2
ψ
+(a)
i gk ⊗ ψ
−(a)
−i gk = 0, gk ∈ F
(k) . (20)
Define the fermionic fields by ψ±(a)(z) =
∑
i∈Z+ 1
2
ψ
±(a)
i z
−i− 1
2 and the bosonic
fields α(a)(z) =
∑
n∈Z α
(a)
n z−n−1 =: ψ+(a)(z)ψ−(a)(z) :, where a = 1, 2, . . . , s. As in
the 1-component case we need additional operators Qa, a = 1, 2, . . . , s, to define the
boson-fermion correspondence. They are uniquely defined by
Qa|0〉 = ψ
+(a)
− 1
2
|0〉 and Qaψ
±(b)
i = (−1)
1−δabψ
±(b)
i∓δab
Qa . (21)
It is straightforward to check that Qa and Qb anti-commute if a 6= b and that
Qaα
(b)
j = α
(b)
j Qa − δabδj0Qa, 1 ≤ a, b ≤ s .
Then as before there exists a unique vector space isomorphism σ : F → B =
C[qa, q
−1
a ; 1 ≤ a ≤ s] ⊗ C[t
(a)
1 , t
(a)
2 , . . . ; 1 ≤ a ≤ s] such that σ(|0〉) = 1, σα
(a)
n σ−1 =
∂
∂t
(a)
n
, σα
(a)
−nσ
−1 = nt
(a)
n , for n > 0 and σα
(a)
0 σ
−1 = qa
∂
∂qa
. Then σQaσ
−1 = ǫaqa, where
ǫaqb = (−1)
1−δabqbǫa and ǫa|0〉 = |0〉. Moreover, one has (cf. [3])
σψ±(a)(z)σ−1 = ǫaq
±1
a (z)
±qa
∂
∂qa exp
(
±
∞∑
k=1
t
(a)
k z
k
)
exp
(
∓
∞∑
k=1
∂
∂t
(a)
k
z−k
k
)
. (22)
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For g0 ∈ O0 ∪ {0}, where O0 = R(GL∞)|0〉 ⊂ F
(0) we write:
σ(g0) =
∑
m1,...,ms∈Z
m1+...+ms=0
τ (m1,m2,...,ms)(t)qm11 q
m2
2 · · · q
ms
s and σ(|0〉) = 1,
where t = (t
(a)
k )a=1,...,s, k=1,2,.... Then as before
τ (m1,m2,...,ms)(t) = coefficient of Qm11 Q
m2
2 · · ·Q
ms
s |0〉 in exp
(
s∑
a=1
∞∑
i=1
t
(a)
i α
(a)
i
)
gk .
(23)
Under the isomorphism σ we can rewrite (20) for k = 0 using (22), to obtain a
Hirota bilinear identity for these tau-functions
Res dz
s∑
a=1
(−1)m1+...+ma−1+q1+...+qa−1zma−qa−2 exp
(
∞∑
i=1
(t
(a)
i − y
(a)
i )z
i
)
×
exp

 ∞∑
i=1
∂
∂y
(a)
i
− ∂
∂t
(a)
i
i
z−i

 τ (m1,...,ma−1ma−1,ma+1,...,ms)(t)τ (q1,...,qa−1,qa+1,qa+1,...,qs)(y) = 0.
(24)
Note that this equation also holds for k 6= 0. As in the 1-component case we want
to describe all polynomial tau-functions of this hierarchy. Of course in this case
this is a collection of tau-functions. The approach is similar. First of all, we let in
(20) k = m, a positive integer, and, as in the one-component case, we would like
to consider gm instead of g0, where m is a positive integer such that a polynomial
tau-function corresponds to an element
f1 ∧ f2 ∧ · · · ∧ fm ∧ |0〉 (25)
where
fj =
s∑
a=1
M
(a)
j∑
ℓ=1
b
(a)
ℓj e
(a)
ℓ , j = 1, . . . , m, with M
(a)
j ≥ 1, b
(a)
ℓj ∈ C. (26)
Note that we may assume this without loss of generality. Indeed, instead of
calculating (25), one could also calculate
f1 ∧ f2 ∧ · · · ∧ fm ∧Q
r1
1 Q
r2
2 · · ·Q
rs
s |0〉 .
This gives the same polynomial tau-function but translated over the lattice
(m1, m2, . . . , ms) 7→ (m1 + r1, m2 + r2, . . . , ms + rs) ,
i.e., now
fj =
s∑
a=1
M
(a)
j∑
ℓ=1
b
(a)
ℓj e
(a)
ℓ+ra
, with M
(a)
j ≥ 1, b
(a)
ℓj ∈ C .
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The first step is to determine (cf. (13))
fj(t) = exp
(
s∑
a=1
∞∑
i=1
t
(a)
i α
(a)
i
)
fj
=
s∑
a=1
M
(a)
j∑
ℓ=1
∞∑
i=0
b
(a)
ℓj si(t
(a))e
(a)
ℓ−i .
(27)
Note that we can remove all e
(a)
i with i ≤ 0 in the above expression, since these
elements already appear in |0〉. Thus
fj(t) =
s∑
a=1
M
(a)
j∑
ℓ=1
M
(a)
j −ℓ∑
i=0
b
(a)
ℓ+i,jsi(t
(a))e
(a)
ℓ . (28)
As before, the coefficient of e
(a)
ℓ , which is equal to
∑M (a)j −ℓ
i=0 b
(a)
ℓ+i,jsi(t
(a)), is the ℓ-th
derivative of
∑M (a)j
i=0 b
(a)
i,j si(t
(a)) with respect to t
(a)
1 . As in the one component case,
we can find constants c
(a)
j = (c
(a)
1j , c
(a)
2j , . . .) such that a sum of elementary Schur
functions can be expressed as one elementary Schur function with shifted t. Thus,
M
(a)
j∑
i=0
b
(a)
i,j si(t
(a)) = b
(a)
M
(a)
j ,j
s
M
(a)
j
(t(a) + c
(a)
j )
and
fj(t) =
s∑
a=1
b
(a)
M
(a)
j ,j
M
(a)
j∑
ℓ=1
∂ℓs
M
(a)
j
(t(a) + c
(a)
j )
∂(t
(a)
1 )
ℓ
e
(a)
ℓ .
Next, define
hj(t) =
s∑
a=1
b
M
(a)
j ,j
s
M
(a)
j
(t(a) + c
(a)
j ) , (29)
then
fj(t) =
s∑
a=1
M
(a)
j∑
ℓ=1
∂ℓhj(t)
∂(t
(a)
1 )
ℓ
e
(a)
ℓ . (30)
Now, τ (m1,m1,...,ms)(t), is the coefficient of
Qm11 Q
m2
2 · · ·Q
ms
s |0〉 = e
(1)
m1 ∧ · · · ∧ e
(1)
1 ∧ e
(2)
m2 ∧ · · · ∧ e
(2)
1 ∧ e
(3)
m3 ∧ · · · e
(s)
1 ∧ |0〉 (31)
in (25) where fj(t) is given by (30). It follows from (25 and(26) that all ma ≥ 0 and
m1 +m2 + · · ·+ms = m. Hence, all the labels of non-zero tau-functions lie in the
convex polyhedron:
{(m1, m2, . . . , ms) ∈ Z
s|mi ≥ 0 and m1 +m2 + · · ·+ms = m} .
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It is straightforward to calculate the coefficient of (31) in (25). As in the 1-component
case it is the determinant of a matrix, whose (m1+m2+ · · ·+ma−1+ i, j)-the entry,
with 1 ≤ i ≤ ma, is the coefficient of e
(a)
ma−i+1 of fj(t). By (30) this coefficient is
equal to
∂ma−i+1hj(t)
∂(t
(a)
1 )
ma−i+1
. More explicitly , since the group orbit in the one and multi-
component case is the same, we only have another realization of the module and
hence the orbit, the calculations prove the following:
Theorem 4 All polynomial tau-functions of the s-component KP hierarchy (24)
are, up to a shift over the lattice, of the form
τm(q, t) =
∑
mi≥0,
m1+...+ms=m
τ (m1,m1,...,ms)(t)qm11 q
m2
2 · · · q
ms
s ,
where m is a positive integer, and τ (m1,m1,...,ms)(t) is given by
τ (m1,m1,...,ms)(t) = det


∂m1h1(t)
∂(t
(1)
1 )
m1
∂m1h2(t)
∂(t
(1)
1 )
m1
· · · ∂
m1hm(t)
∂(t
(1)
1 )
m1
∂m1−1h1(t)
∂(t
(1)
1 )
m1−1
∂m1−1h2(t)
∂(t
(1)
1 )
m1−1
· · · ∂
m1−1hm(t)
∂(t
(1)
1 )
m1−1
...
...
...
∂h1(t)
∂t
(1)
1
∂h2(t)
∂t
(1)
1
· · · ∂hm(t)
∂t
(1)
1
∂m2h1(t)
∂(t
(2)
1 )
m2
∂m2h2(t)
∂(t
(2)
1 )
m2
· · · ∂
m2hm(t)
∂(t
(2)
1 )
m2
...
...
...
∂h1(t)
∂t
(2)
1
∂h2(t)
∂t
(2)
1
· · · ∂hm(t)
∂t
(2)
1
...
...
...
∂msh1(t)
∂(t
(s)
1 )
ms
∂msh2(t)
∂(t
(s)
1 )
ms
· · · ∂
mshm(t)
∂(t
(s)
1 )
(ms)
...
...
...
∂h1(t)
∂t
(s)
1
∂h2(t)
∂t
(s)
1
· · · ∂hm(t)
∂t
(s)
1


. (32)
Here
hj(t) =
s∑
a=1
b
M
(a)
j ,j
s
M
(a)
j
(t(a) + c
(a)
j ) ,
where M
(a)
j are arbitrary positive integers , c
(a)
j = (c
(a)
1j , c
(a)
2j , c
(a)
3j , . . .) and bM (a)j ,j
for
1 ≤ j ≤ m and 1 ≤ a ≤ s are arbitrary constants.
6 The n-KdV
Let n be an integer, n ≥ 2. The n-th Gelfand-Dickey hierarchy, or n-KdV, describes
in the 1-component case the group orbit in a projective representation of the loop
group of SLn. This is not a subgroup of Gl∞, one has to take a bigger group,
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GˆL∞ containing it, as, e.g in [5]. Then the representation R of GL∞ extends to
a projective representation, denoted by Rˆ, of GˆL∞. We obtain the loop algebra
gln(C[x, x
−1]) of gln as follows, see [5]. Let C[x, x
−1] be the algebra of Laurent
polynomials L and denote by u1, u2, . . . , un a basis of C
n. Identifying
x−kuj = enk+j,
we can identify
xkEij =
∑
ℓ∈Z
Eℓn+i,(ℓ+k)n+j .
As explained in [5], Lemma 9.1, the centralizer in GˆL∞ of all operators Λ
j
n =∑
ℓ∈ZEℓ,ℓ+jn, j ∈ Z, is the central extension of the loop group of SLn times the scalar
operators. Furthermore, the orbit in F (k) of the vacuum vector |k〉 under the action
of the latter group is the intersection of GL∞|k〉 with the kernels of all operators Λ
j
n,
j = 1, 2, . . .. Hence all polynomial tau-functions of the n-KdV hierarchy correpond
to the vectors (10) in F (k), satisfying the following condition
rˆ(Λjn)(f1 ∧ f2 ∧ · · · ∧ fm ∧ ek−m ∧ ek−m−1 ∧ · · · ) = 0, j = 1, 2, . . . . (33)
Since, rˆ(Λjn) = αjn, we find that the corresponding polynomial tau-function τk ∈ Ok
satisfies ∂τk
∂tjn
= 0 for j ≥ 1. Using this, we can differentiate the KP hierarchy (6) by
tjn, which gives the n-KdV hierarchy of Hirota bilinear equations on tau-functions:
Res zjnτk(t− [z
−1])τk(y+[z
−1]) exp
(
∞∑
i=1
(ti − yi)z
i
)
dz = 0, j = 0, 1, 2, . . . . (34)
Let Gˆ be the central extension of the loop group of SLn times the scalar oper-
ators. Then equation (34) indeed describes the Gˆ-group orbit of |k〉 for non-zero
tau-functions. Note that σ(Rˆ(A)|k + jn〉) = τk(t)q
k+jn = qjnσ(Rˆ(A)|k〉), j ∈ Z,
and A ∈ Gˆ, since A = (aij) has the property that ai+n,j+n = aij . Thus, see e.g. [5],
Theorem 5.1, τk indeed satisfies (34).
Next, (34) implies that
Res
∂τk(t− [z
−1])
∂tjn
τk(y + [z
−1]) exp
(
∞∑
i=1
(ti − yi)z
i
)
dz = 0, j = 0, 1, 2, . . . . (35)
Now divide this equation by ∂τk(t)
∂tjn
τk(y) and let
Q(t, z) =
1
∂τk(t)
∂tjn
∂τk(t− [z
−1])
∂tjn
, P (t, z) =
τk(t− [z
−1])
τk(t)
.
Then, using pseudo-differential operators, see e.g. [3] or [4], equation (35) implies
(Q(t, ∂) ◦ P (t, ∂)−1)− = 0, which gives that Q(t, ∂) ◦ P (t, ∂)
−1 = 1. Thus P (t, ∂) =
Q(t, ∂), from which one can deduce that ∂τk(t)
∂tjn
is proportional to τk(t). Since we
assume that τk is a polynomial, this scalar must be 0. Hence, σ
−1(τk(t)q
k) is in the
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intersection of GL∞|k〉 with the kernels of all operators Λ
j
n, j = 1, 2, . . .. Therefore
σ−1(τk(t)q
k) is in the Gˆ-orbit of |k〉.
Now equation (34) for j = 1 is the n-th modified KP equation. We assume that
τk(y), the second tau-function in (34), lies to the k-th charge sector and corresponds
to
Fk = f1 ∧ f2 ∧ · · · ∧ fm ∧ ek−m ∧ ek−m−1 ∧ · · · ,
where we may assume that the fj’s are a linear combination of ei’s with i > k −m.
Then τk(t), the first tau-function in (34), lies in the (k + n)-th charge sector (recall
j = 1) and thus corresponds to
Fk+n = Λ
−1
n f1 ∧ Λ
−1
n f2 ∧ · · · ∧ Λ
−1
n fm ∧ ek−m+n ∧ ek−m+n−1 ∧ · · · .
Moreover, in the Grassmannian picture, this n-modified KP equation, means that
the linear span of the factors in Fk is a linear subspace, of codimension n, of the
span of the factors in Fk+n [5]. Thus every fj is a linear combination of Λ
−1
n f1,
Λ−1n f2, . . ., Λ
−1
n fm, ek−m+n, ek−m+n−1 . . .. Thus Λnfj is a linear combination of f1,
f2,. . ., fm, ek−m, ek−m−1, . . ., ek−m−n+1. Hence, one can choose gi, 1 ≤ i ≤ r < s of
the form
gj = eµj +
µj−1∑
i=k−m+1
cijei (36)
such that
f1 ∧ f2 ∧ · · · ∧ fm ∧ ek−m ∧ ek−m−1 ∧ · · · =
c g1 ∧ Λng1 ∧ · · · ∧ Λ
⌈
µ1−k+m−n
n
⌉
n g1 ∧ g2 ∧ · · · ∧ Λ
⌈
µ2−k+m−n
n
⌉
n g2 ∧ g3 ∧ . . .
. . . ∧ Λ
⌈µr−k+m−n
n
⌉
n gr ∧ ek−m ∧ ek−m−1 ∧ · · · ,
(37)
for certain 0 6= c ∈ C. Here ⌈x⌉ stands for the ceiling of x, i.e. the smallest integer
greater or equal to x. One finds these gi as follows. In this construction we assume
that m is minimal. Choose g1 = f1, then all Λ
p
ng1, p ≥ 0, are in the span of the
factors in Fk. Moreover Λ
⌈
µ1−k+m−n
n
⌉
n g1 still contains vectors ei with i > m − k,
but Λ
⌈
µ1−k+m−n
n
⌉+1
n g1 is expressed in the ei with i ≤ m − k, hence it lies in the
span of the factors in |m − k〉 and Λ
⌈
µ1−k+m−n
n
⌉
n g1 does not. Next, choose from the
vectors f2, f3, . . . , fm the first one, say fi2 that is not in the span of Λ
p
ng1, with
0 ≤ p ≤ ⌈µ1−k+m−n
n
⌉, and set g2 = fi2. Again all Λ
p
ng2, p ≥ 0, are in the span
of the factors in Fk and Λ
⌈
µ2−k+m−n
n
⌉+1
n g2 is in the span of the factors in |m − k〉.
Then choose g3 = fi3 , where fi3 is the first f that is not in the span of Λ
p
nga, with
0 ≤ p ≤ ⌈µa−k+m−n
n
⌉, and a = 1, 2, and continue in this way. After r < n choices
this stops.
This makes it possible to obtain all polynomial tau-functions for the n-KdV hier-
archy. To be more precise, in [4] we introduced to each partition λ = (λ1, λ2, . . . , λm)
the set
Vλ = {λ1, λ2 − 1, λ3 − 2, . . . , λm −m+ 1,−m,−m− 1,−m− 2, . . .},
and gave the following
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Definition 5 A partition λ is called n-periodic if the corresponding infinite sequence
Vλ is mapped to itself when subtracting n from each term.
This reflects the condition (33). Thus we obtained the following [4]:
Theorem 6 All polynomial tau-functions of the n-KdV hierarchy are, up to a con-
stant factor, of the form
τnλ1,λ2,...,λk(t; cλ1 , cλ2−1, . . . , cλk−k+1) = det
(
sλi+j−i(t1 + c1,λi−i+1, t2 + c2,λi−i+1 . . .)
)
1≤i,j≤k
,
(38)
where i ≡ i mod n and λ = (λ1, λ2, . . . , λk) is an n-periodic partition. Here the
ci = (c1i, c2i, . . . ) for i = 1, 2, . . . n (where at most n − 1 of such i’s appear) are
arbitrary constants.
7 The (n1, n2, . . . , ns)-KdV
In this section we want to consider a reduction of the s-component KP hierarchy,
which describes again the loop group orbit of SLn, where n = n1 + n2 + · · · + ns,
with n1 ≥ n2 ≥ . . . ≥ ns ≥ 1. The case s = 1 is the n-th Gelfand-Dickey hierarchy.
The case n = s = 2, i.e. n1 = n2 = 1, is the AKNS (or non-linear Schro¨dinger)
hierarchy.
From now on let
n = n1 + n2 + · · ·+ ns, where n1 ≥ n2 ≥ . . . ≥ ns ≥ 1
The identification with gln(C[x, x
−1]) is via
x−ku
(a)
j = e
(a)
nak+j
.
Here the u
(a)
j , with 1 ≤ a ≤ s and 1 ≤ j ≤ na, is a basis of C
n. In this case, it
is convenient to relabel the one-component basis in a periodic way to obtain the
s-component one, i.e., if e
(a)
j = ei, then ei+n = e
(a)
j+na
. As explained in Section 6, an
element of the central extension of the loop group of SLn commutes with all the
elements
Λj := Λjn =
s∑
a=1
Λ(a)jna ,
where
Λ(a)jna e
(b)
ℓ = δabe
(a)
ℓ−jna
and rˆ(Λ(a) jna ) = α
(a)
jna, for j ≥ 1 .
Note that
σΛjσ−1 = Dj :=
s∑
a=1
∂
∂t
(a)
jna
, j = 1, 2, . . . . (39)
This means that the collection of tau-functions τ (m1,m1,...,ms) of the s-component KP
hierarchy satisfies the conditions
Dj(τ
(m1,m2,...,ms)(t)) =
s∑
a=1
∂τ (m1,m2,...,ms)(t)
∂t
(a)
jna
= 0, for j = 1, 2, . . . . (40)
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Thus, letting Dj (only in t not in y) act on equation (24) gives zero on the tau-
functions, but acting on the exponetial it produces in every component a power of
zjna . Hence the (n1, n2, . . . , ns)-KdV hierarchy is given by the following equations:
Res dz
s∑
a=1
(−1)m1+...+ma−1+q1+...+qa−1zma−qa+jna−2 exp
(
∞∑
i=1
(t
(a)
i − y
(a)
i )z
i
)
×
exp

 ∞∑
i=1
∂
∂y
(a)
i
− ∂
∂t
(a)
i
i
z−i

 τ (m1,...,ma−1ma−1,ma+1,...,ms)(t)τ (q1,...,qa−1,qa+1,qa+1,...,qs)(y) = 0,
j = 0, 1, 2, . . . .
(41)
In a similar way as in the 1-component case, see Section 6, one can deduce from
equation (41), for j 6= 0, that (40) holds for polynomial tau-functions.
It is now straightforward to construct all polynomial solutions of this hierarchy.
Without loss of generality we may assume again that m = k in (37). As the gj in
(36), we choose r < n linearly independent functions gj (1 ≤ j ≤ r) of the form
(26). Let
kj = max{⌈
M
(a)
j
na
⌉ − 1| 1 ≤ a ≤ s}, j = 1, 2, . . . , r. (42)
These kj are determined by the property
Λkjgj ∧ |0〉 6= 0, and Λ
kj+1gj ∧ |0〉 = 0 .
Then a polynomial tau-function corresponds to (cf. the right-hand side of (37))
g1 ∧ Λg1 ∧ · · · ∧ Λ
k1g1 ∧ g2 ∧ · · · ∧ Λ
k2g2 ∧ g3 ∧ · · · ∧ Λ
krgr ∧ |0〉 . (43)
Note that r +
∑r
i=1 ki = m. Define hj(t) (related to such a gj) again by (29), then
τ (m1,m1,...,ms)(t) is still given by (32), but with h1(t), h2(t), h3(t), . . . , hm(t) replaced
by (cf. (37) and (39))
h1(t), D1h1(t), D2h1(t), . . . , Dk1h1(t), h2(t), D1h2(t), . . .Dk2h2(t), h3(t), . . . , Dkrhr(t) .
More specifically, an element in the SLn-loop group orbit, where n = n1+n2+· · ·+ns
corresponds to a semi-infinte wedge (43). Then (cf. (27))
exp
(
s∑
a=1
∞∑
i=1
t
(a)
i α
(a)
i
)
(Λpgj) =
s∑
a=1
M
(a)
j∑
ℓ=1
∞∑
i=0
b
(a)
ℓj si(t
(a))Λpe
(a)
ℓ−i
=
s∑
a=1
M
(a)
j∑
ℓ=1
∞∑
i=0
b
(a)
ℓj si(t
(a))e
(a)
ℓ−i−pna
=
s∑
a=1
M
(a)
j∑
ℓ=1
∞∑
i=−pna
b
(a)
ℓj Dp(si+pna(t
(a)))e
(a)
ℓ−i−pna
=Dp(hj(t)) .
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Note that in the above calculations we may replace Dp by D
p, where D = D1,
but this is only because this operator acts on linear combinations of elementary
Schur functions in one set of variables t(a), with a fixed. Thus, τ (m1,m1,...,ms)(t) is the
coefficient of (31) in
exp
(
s∑
a=1
∞∑
i=1
t
(a)
i α
(a)
i
)
g1 ∧ Λg1 ∧ . . . ∧ Λ
k1g1 ∧ g2 ∧ · · · ∧ Λ
krgr ∧ |0〉 =
h1(t) ∧Dh1(t) ∧ . . . ∧D
k1h1(t) ∧ h2(t) ∧ · · · ∧D
krhr(t) ∧ |0〉 .
(44)
Again, as in the s-component KP case, τ (m1,m1,...,ms)(t), is the coefficient of
Qm11 Q
m2
2 · · ·Q
ms
s |0〉
of expression (44). In the same way as in the standard s-component KP case, one
can calculate this coefficient, which is the determinant of a certain matrix. We thus
obtain:
Theorem 7 All polynomial tau-functions of the (n1, n2, . . . , ns)-KdV hierarchy (41)
are, up to a shift over the lattice, of the form
τ(q, t) =
∑
mi≥0,
m1+...+ms=r+k1+···+kr
τ (m1,m1,...,ms)(t)qm11 q
m2
2 · · · q
ms
s ,
where τ (m1,m1,...,ms)(t) =∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂m1h1(t)
∂(t
(1)
1 )
m1
∂m1Dh1(t)
∂(t
(1)
1 )
m1
· · · ∂
m1Dk1h1(t)
∂(t
(1)
1 )
m1
∂m1h2(t)
∂(t
(1)
1 )
m1
∂m1Dh2(t)
∂(t
(1)
1 )
m1
· · · ∂
m1Dkrhr(t)
∂(t
(1)
1 )
m1
∂m1−1h1(t)
∂(t
(1)
1 )
m1−1
∂m1−1Dh1(t)
∂(t
(1)
1 )
m1−1
· · · ∂
m1−1Dk1h1(t)
∂(t
(1)
1 )
m1−1
∂m1−1h2(t)
∂(t
(1)
1 )
m1−1
∂m1−1Dh2(t)
∂(t
(1)
1 )
m1−1
· · · ∂
m1−1Dkrhr(t)
∂(t
(1)
1 )
m1−1
...
...
...
...
...
...
∂h1(t)
∂t
(1)
1
∂Dh1(t)
∂t
(1)
1
· · · ∂D
k1h1(t)
∂t
(1)
1
∂h2(t)
∂t
(1)
1
∂Dh2(t)
∂t
(1)
1
· · · ∂D
krhr(t)
∂t
(1)
1
∂m2h1(t)
∂(t
(2)
1 )
m2
∂m2Dh1(t)
∂(t
(2)
1 )
m2
· · · ∂
m2Dk1h1(t)
∂(t
(2)
1 )
m2
∂m2h2(t)
∂(t
(2)
1 )
m2
∂m2Dh2(t)
∂(t
(2)
1 )
m2
· · · ∂
m2Dkrhr(t)
∂(t
(2)
1 )
m2
...
...
...
...
...
...
∂h1(t)
∂t
(2)
1
∂Dh1(t)
∂t
(2)
1
· · · ∂D
k1h1(t)
∂t
(2)
1
∂h2(t)
∂t
(2)
1
∂Dh2(t)
∂t
(2)
1
· · · ∂D
krhr(t)
∂t
(2)
1
...
...
...
...
...
...
∂msh1(t)
∂(t
(s)
1 )
ms
∂msDh1(t)
∂(t
(s)
1 )
ms
· · · ∂
msDk1h1(t)
∂(t
(s)
1 )
ms
∂msh2(t)
∂(t
(s)
1 )
ms
∂msDh2(t)
∂(t
(s)
1 )
ms
· · · ∂
msDkrhr(t)
∂(t
(s)
1 )
(ms)
...
...
...
...
...
...
∂h1(t)
∂t
(s)
1
∂Dh1(t)
∂t
(s)
1
· · · ∂D
k1h1(t)
∂t
(s)
1
∂h2(t)
∂t
(s)
1
∂Dh2(t)
∂t
(s)
1
· · · ∂D
krhr(t)
∂t
(s)
1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where D = D1 is given by (39) and
hj(t) =
s∑
a=1
b
M
(a)
j ,j
s
M
(a)
j
(t(a) + c
(a)
j ), j = 1, . . . , r .
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Here M
(a)
j are arbitrary positive integers, c
(a)
j = (c
(a)
1j , c
(a)
2j , c
(a)
3j , . . .) , bM (a)j ,j
for 1 ≤
j ≤ r and 1 ≤ a ≤ s are arbitrary constants and kj are non-negative integers defined
by (42).
8 The AKNS hierarchy
The (1, 1)-KdV hierarchy is the famous AKNS hierarchy. Making the change of
variables
xi =
1
2
(t
(1)
i − t
(2)
i ), yi =
1
2
(t
(1)
i + t
(2)
i ),
then the tau-functions are independent of all yi. Setting
q = −
τ (1,−1)
τ (0,0)
, r =
τ (−1,1)
τ (0,0)
, x = 2x1, t = −4ix2
one obtains the Ablowitz–Kaup–Newel–Segur (AKNS) system [1],
i
∂q
∂t
= −
1
2
∂2q
∂x2
− q2r, i
∂r
∂t
= −
1
2
∂2r
∂x2
+ r2q,
as one of the simplest equations in the hierarchy (see e.g. [3] for more details). In
this case there is only one function (29), viz.
h(t) = h1(t) = b1sM1(t
(1)+c(1))+b2sM2(t
(2)+c(2)) and
∂kDjh(t)
∂(t
(a)
1 )
k
= basMa−k−j(t
(a)+c(a)) .
Expressing this in the variables xi, one has
∂kDjh(t)
∂(t
(a)
1 )
k
= basMa−k−j(−(−1)
ax+ c(a))) .
Now let K = k1 + 1, where k1 is as in Theorem 7, then all non-zero tau-functions
τ (p,K−p)(x), where p is an integer, 0 ≤ p ≤ K, and
τ (p,K−p)(x) = bp1b
K−p
2 ×∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sM1−1(x+ c
(1)) sM1−2(x+ c
(1)) · · · sM1−K(x+ c
(1))
sM1−2(x+ c
(1)) sM1−3(x+ c
(1)) · · · sM1−K−1(x+ c
(1))
...
...
...
sM1−p(x+ c
(1)) sM1−p−1(x+ c
(1)) · · · sM1−p−K+1(x+ c
(1))
sM2−1(−x+ c
(2)) sM2−2(−x+ c
(2)) · · · sM2−K(−x+ c
(2))
sM2−2(−x+ c
(2)) sM2−3(−x+ c
(2)) · · · sM2−K−1(−x+ c
(2))
...
...
...
sM2−K+p(−x+ c
(2)) sM2−K+p−1(−x+ c
(2)) · · · sM2−2K+p+1(−x+ c
(2))
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Here x stands for x = (x1, x2, . . .). Note that τ
(p,K−p)(x) = 0, if K > max(M1,M2).
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