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VISCOSITY METHODS FOR LARGE DEVIATIONS ESTIMATES OF
MULTISCALE STOCHASTIC PROCESSES
DARIA GHILLI
Abstract. We study singular perturbation problems for second order HJB equations
in an unbounded setting. The main applications are large deviations estimates for
the short maturity asymptotics of stochastic systems affected by a stochastic volatility,
where the volatility is modelled by a process evolving at a faster time scale and satisfying
some condition implying ergodicity.
1. Introduction
We study the asymptotic behaviour as ε→ 0 of stochastic systems in the form
(1.1)
{
dXt = εφ(Xt, Yt)dt+
√
2εσ(Xt, Yt)dWt X0 = x ∈ Rn,
dYt = ε
1−αb(Yt)dt+
√
2ε1−ατ(Yt)dWt Y0 = y ∈ Rm,
where ε > 0, α ≥ 2, Wt is a standard m-dimensional Brownian motion, the matrix τ is
non-degenerate. This is a model of system where the variables Yt evolve at a much faster
time scale s = tεα than the other variablesXt. The aim is to study the small time behaviour
of the system as ε goes to 0, so time has been rescaled in (1.1) as t 7→ εt. Motivated by
the applications to large deviations that we want to give, we study the behaviour of the
following logarithmic functional of the trajectories of (1.1)
vε(t, x, y) := ε logE
[
eh(Xt)/ε|(X., Y.) satisfy (1.1)
]
,
where h is a bounded continuous function and we characterize vε as the solution of the
Cauchy problem with initial data vε(0, x, y) = h(x) for a fully nonlinear parabolic equation
in n+m variables.
Our first aim is to prove that, under suitable assumptions, the functions vε(t, x, y)
converge to a function v(t, x) characterized as the solution of the Cauchy problem for a
first order Hamilton-Jacobi equation in n space dimensions
(1.2) vt − H¯(x,Dv) = 0 in ]0, T [×Rn, v(0, x) = h(x),
for a suitable effective Hamiltonian H¯ . The existing techniques to treat this kind of pro-
blems have been developped so far mainly under assumptions implying some kind of com-
pactness of the fast variable. We refer mainly to the methods of [4], stemming from Evans’
perturbed test function method for homogenization [22] and its extensions to singular per-
turbations [1, 2, 3]. A standard hypothesis is for example the periodicity of the coefficients
of the stochastic system with respect Yt, which in particular implies the periodicity in y of
the solutions vε. In [7] the author toghether with M. Bardi and A. Cesaroni studied small
time behaviour for the system defined above under this main assumption of periodicity. In
[7] a rather complete analysis is carried out, also the case 1 < α < 2 is considered (which
This work was partially supported by the ERC advanced grant 668998 (OCLOC) under the EU’s H2020
research programme.
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we do not treat in the present paper, see Remark 3) and several representation formulas
for the effective Hamiltonian are given.
Aim of this paper is to consider unbounded fast processes by replacing the compactness
with some condition implying ergodicity, i.e that the process Yt has a unique invariant
distribution (the long-run distribution) and that in the long term it becomes independent
of the initial distribution. A quite natural condition is the following
(1.3) b(y) · y ≤ −B|y|2, if |y| > R, for some B > 0, R > 0,
which is reminiscent of other similar conditions about recurrence of diffusion processes
in the whole space (see for example [6], [38], [39], [40]). The interest in the analysis of
such kind of systems is in part related to the financial applications we have in mind; in
particular, the assumption of periodicity of [7] appears as a technical restriction in order to
model volatility in financial markets, see the empirical data and the discussion presented
in [26] and the references therein.
We study two different regimes depending on how fast the volatility oscillates relative
to the horizon length, namely the supercritical case α > 2 and the critical case α = 2. We
identify the effective Hamiltonians in both cases through the resolution of two different
ergodic problems. For α > 2 the ergodic problem is finding, for any (x¯, p¯) ∈ Rn × Rn, a
couple λ ∈ R and w-viscosity solution of the following uniformly elliptic linear equation
(1.4) λ− tr(ττT (y)D2w(y))− b(y) ·Dw(y) − |σ(x¯, y)T p¯|2 = 0.
Note that λ = H¯(x¯, p¯) is the effective Hamiltonian and we call w the corrector by ana-
logy with the theory of homogenization. In order to prove the existence of the effective
Hamiltonian and of the corrector we approximate the ergodic problem by the so-called
approximate δ-ergodic problem, namely
δwδ(y)− tr(ττT (y)D2wδ(y))− b(y) ·Dwδ(y)− |σ(x¯, y)T p¯|2 = 0.
The main result which allows us to conclude the existence is a δ-uniform local Lipschitz
bound for wδ (see Lemma 4.3). For the uniqueness of the effective Hamiltonian, we rely
on the ergodicity of the process Yt (encoded by the assumption (1.3)) and on the results
of Bardi, Cesaroni, Manca [6], where the effective Hamiltonian is uniquely determined by
the explicit formula
H(x¯, p¯) =
∫
Rm
|σ(x¯, y)T p¯|2dµ(y),
where µ is the invariant probability measure on Rm of the stochastic process
dYt = b(Yt)dt+
√
2τ(Yt)dWt.
In addition, we prove the existence of the corrector, which is not investigated in [6].
For α = 2 the ergodic problem is finding, for any (x¯, p¯) ∈ Rn × Rn, a couple λ ∈ R and
w-viscosity solution of the following uniformly elliptic equation with quadratic nonlinearity
in the gradient
(1.5)
λ−tr(ττT (y)D2w(y))−|τ(y)TDw(y)|2−(b(y)+τ(y)Tσ(x¯, y)T p¯)·Dw(y)−|σ(x¯, y)T p¯|2 = 0.
For the existence of the effective Hamiltonian and the corrector, we proceed analogously
to the supercritical case, in particular we rely on an analogous δ-uniform local Lipschitz
bound for the solution of the approximate δ-ergodic problem (see Lemma 3.3). We prove
the uniqueness of the effective Hamiltonian relying on the results by Ichihara [29], where
ergodic problems for Bellman equations (in the case of a nonlinear quadratic term) are
solved. For a representation formula we refer to [32], where H¯ is written as the convex
conjugate of a suitable operator over a space of measures.
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The main result is the convergence of the functions vε to the solution of the limit pro-
blem (1.2). The main difficulties stem from the unboundedness of the fast variable, and
the methods used in [7] have to be modified since they rely strongly on the periodicity
assumption. Our techniques are based on the perturbed test function method of [22], [4],
with some relevant adaptations to the unbounded setting. We mainly rely on the ergodicity
of the fast process through the use of a Liapounov function (see Section 2, subsection 2.4)
into the perturbed test function. Further difficulties in the proof of the convergence come
from the nonlinearity of the equation satisfied by the vε. Our strategy relies essentially on
a global Lipschitz bound for the corrector, which we prove as a consequence of a global
δ-uniform Lipschitz bound for the solution of the approximate δ-ergodic problems (Propo-
sition 5.1). Note that in order to prove the uniqueness of the limit Hamiltonian we rely on
a local gradient estimate, whereas in the proof of the convergence we need a global bound.
In order to prove Proposition 5.1 and then conclude the convergence, condition (1.3) is
not sufficient and we have to streghten it by considering
(1.6) b(y) = b− y, τ(y) = τ for |y| ≥ R1
for some R1 > 0, where b ∈ Rm is a vector, and τ is bounded and uniformly non-degenerate.
In particular, (1.6) is satisfied by the Ornstein-Uhlenbeck process.
A significant part of the paper is devoted to the proof of Proposition 5.1. This can
be considered one of our main results since it is crucial to prove the convergence and
moreover it is a non standard result, at least to our knowledge, for the type of equations
we consider, namely uniformly elliptic equations either with linear Hamiltonians in the
gradient (supercritical case), or with superlinear quadratic Hamiltonians (critical case).
The proof is in some part inspired by a method due to Ishii and Lions [31] (see also
[20],[12] and the references therein), which essentially allows to take profit of the uniform
ellipticity of the equation to control the Hamiltonian terms. However, we remark that
usually the Ishii-Lions method allows to achieve bounds which depend on the L∞-norm of
the solution (at least if we do not assume any periodicity), whereas our result is a global
estimate in all the space independent of such norm. The fundamental hypothesis which
enables us to achieve our result is the Ornstein-Uhlenbeck nature of the fast process at
infinity encoded by assumption (1.6).
We recall some results in the literature related to gradient bounds for similar kinds
of equations. Gradient bounds for superlinear-type Hamiltonians can be found in Lions
[34] and Barles [9], see also Lions and Souganidis [36], Barles and Souganidis [14] and
more, recently, Cardaliaguet and Silvestre [19] for nonlinear degenerate parabolic equations.
However, we remark that in the previous works the bounds depend usually on the L∞-
norm of the solution. In [14] some results independent of the L∞-norm of the solutions
are established but in periodic environments. We recall also the result of [17] by Capuzzo-
Dolcetta, Leoni, Porretta for coercive superlinear Hamiltonians, where a uniform gradient
bound is proved, but in some Ho¨lder norm and only in bounded domains. Recently, uniform
Lipschitz bounds on the torus for analogous equations as ours (and more general) have been
established by Ley and Duc Nguyen in [33].
Following the approach of [24] and [7], we derive a large deviation principle for the
process Xεt , more precisely we prove that the measures associated to the process Xt in
(1.1) satisfy such a principle with good rate function
I(x;x0, t) := inf
[∫ t
0
L¯
(
ξ(s), ξ˙(s)
)
ds
∣∣∣ ξ ∈ AC(0, t), ξ(0) = x0, ξ(t) = x
]
,
4 DARIA GHILLI
where L¯ is the effective Lagrangian associated to H¯ via convex duality. In particular we
get that
P (Xεt ∈ B) = e− infx∈B
I(x;x0,t)
ε
+o( 1
ε
), as ε→ 0
for any open set B ⊆ Rn. We also apply this result to find estimates of option prices
near maturity and an asymptotic formula for the implied volatility. Since the proofs are
analogous to those of Theorem 7.1, Corollary 8.1 and 8.2 of [7], we omit them. For a
detailed review of the results of this paper and of [7], we refer to [27].
Our first motivation for the study of systems of the form (1.1) comes from financial
models with stochastic volatility, where the vector Xt represents the log-prices of n assets
(under a risk-neutral probability measure) and its volatility σ is affected by a process Yt
driven by another Brownian motion (often negatively correlated). We adopt the approach
of Fouque, Papanicolaou, and Sircar [26], where it is argued that the bursty behaviour of
volatility observed in financial markets can be described by introducing a faster time scale
for a mean-reverting process Yt (as in (1.1), where the process Yt evolves on the faster time
scale s = tεα )). For more details on the financial model and for more references on large
deviations literature, we refer to the introduction of [7].
We finally recall the paper [24], where Feng, Fouque, and Kumar study analogous pro-
blems for system of the form we consider, only for α = 2 and α = 4, in the one-dimensional
case n = m = 1, assuming that Yt is the Ornstein-Uhlenbeck process and the coefficients
in the equation for Xt do not depend on Xt. Their methods are based on the approach to
large deviations developed in [25]. Comparing to [24], we remark that we consider more
general fast processes satisfying (1.6), we treat vector-valued processes with φ and σ de-
pending on Xt in a rather general way and we study all the range α ≥ 2. Also, our methods
are different, mostly from the theory of viscosity solutions for fully nonlinear PDEs and
from the theory of homogenization and singular perturbations for such equations.
Organization of the paper. In Section 2 we give the assumptions on the stochastic
volatility model and we recall some preliminaries. In Sections 3 and 4 we analyse the
ergodic problem and the properties of the effective Hamiltonian in the critical (α = 2) and
supercritical case (α > 2), respectively. Section 5 is devoted to the proof of the Lipschitz
bounds for the solution of the ergodic problems for each regimes. In Section 6 we prove
the comparison principle for the limit equation (1.2) and finally in Section 7 we prove the
convergence result for each regime of the functions vε to the unique viscosity solution of
the limit problem (1.2) with H¯ identified in the previous section.
2. Assumptions and preliminaries
2.1. The stochastic volatility model. We consider fast mean-reverting processes of the
following type
(2.1)
{
dXt = φ(Xt, Yt)dt+
√
2σ(Xt, Yt)dWt, X0 = x ∈ Rn
dYt = ε
−αb(Yt)dt+
√
2ε−ατ(Yt)dWt, Y0 = y ∈ Rm,
where ε > 0, α ≥ 2,φ : Rn × Rm → Rn, σ : Rn × Rm → Mn,m are bounded functions,
Lipschitz continuous in (x, y), b : Rm → Rm is Lipschitz continuous, τ : Rm → Mm,m is
bounded, Lipschitz continuous and uniformly non degenerate, i.e. satisfies for some θ > 0
(2.2) ξT τ(y)τ(y)T ξ = |τT (y)ξ|2 > θ|ξ|2 for every y ∈ R, ξ ∈ Rm.
This assumptions will hold throughtout the paper.
We state now the basic assumptions on b and σ which will hold throughtout the pa-
per. Note that the following assumptions are fundamental to the resolution of the ergodic
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problem and the identification of the limit Hamiltonian, but are not sufficient in order to
prove the convergence result whose proof is given in Section 7. In the following subsection
we will streghten them approprately, as already announced in the introduction.
We assume the following condition on the fast process which ensures the ergodicity
and, in particular, the existence of a Liapounov function. For further remarks, we refer to
subsection 2.4.
(E) There exist B > 0 and R such that
b(y) · y ≤ −B|y|2, if |y| > R;
Moreover, in the supercritical case α > 2, we assume that for every x ∈ Rn, the function
y → σ(x, y) is uniformly non degenerate, that is
(S1) for each x ∈ Rn, there exists ν > 0 such that
|σ(x, y)T ξ|2 ≥ ν|ξ|2, for all y ∈ Rn.
Remark 1. The previous assumption (S1) of uniform non-degeneracy of the volatility is
due to technical issues arising in the proof of the local gradient bound for the solution of
the ergodic problem for α > 2. We refer in particular to the proof of Lemma 4.3.
In order to study small time behaviour of the system (2.1), we rescale time t → εt, for
0 < ε ≪ 1, so that the typical maturity will be of order ε. Denoting the rescaled process
by Xεt , Y
ε
t we get
(2.3)
{
dXt = εφ(Xt, Yt)dt+
√
2εσ(Xt, Yt)dWt, X0 = x ∈ Rn
dYt = ε
1−αb(Yt)dt+
√
2ε1−ατ(Yt)dWt, Y0 = y ∈ Rm.
2.2. Further assumption on the stochastic systems. Now we introduce our main
assumption on the fast process, on which we strongly rely in sections 5 and 7. We assume
that b and τ satisfy the following condition:
(U) there exist b ∈ Rm, τ ∈Mm,m and R1 such that
b(y) = b− y, τ(y) = τ if |y| > R1.
Remark 2. Note that assumption (U) is stronger than condition (E). The reason of such
a stronger assumption are due to the fact that the usual conditions implying ergodicity are
not sufficient in order to prove the global Lipschitz bound for the corrector (Proposition
5.2), which is a key result on which we rely strongly in the proof of the convergence.
For example, assumption (U) is satisfied by Ornstein-Uhlenbeck type processes, i.e.
processes Yt as in (2.1) such that
b(y) = b− y, τ(y) = τ for any y ∈ Rm,
for some b ∈ Rm and τ ∈ Mm,m non-degenerate. The Ornstein-Uhlenbeck process is a
classical example of a Gaussian process that admits a stationary probability distribution
and in particular is a mean-reverting process, namely there is a long-term value towards
the process “tends to revert” .
Moreover, in the critical case α = 2 we assume the following further condition on the
volatility σ:
(S2) for all x ∈ Rn, there exists g : Rm × Rm → R+ such that
||σ(x, y) − σ(x, z)||∞ ≤ g(y, z)|y − z| for all y, z ∈ Rm,
and ∀ε > 0, there exists Rε > 0 such that g(y, z) ≤ ε as |z|, |y| ≥ Rε.
From now on, for convenience of notation, we denote compactly by (S) the set of as-
sumptions (S1) and (S2) as follows
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(S) When α > 2 σ satisfies (S1), when α = 2 σ satisfies (S2).
Remark 2.1. We use (S2) to prove the Lipschitz bound for the corrector in the critical
case (Proposition 5.1). In particular, we need to assume (S2) to treat the correlation term
τ(y)σT (x¯, y)p¯ ·Dwδ, which appears in the ergodic problem for α = 2. On the contrary, for
α > 2 the correlation term do not appear in the ergodic problem (see (4.3) in the following)
and then we do not need assumption (S2).
Assumption (S2) says, roughly speaking, that the Lipschitz constant of σ(x, ·), consi-
dered as a function on Rm for x ∈ Rn fixed, vanishes at infinity. At least to our point of
view, (S2) seems not restrictive in the context of financial models, since it influences the
behaviour of σ only at infinity, which in general is not ”seen” in the financial applications
we are interested in. Examples of sufficient conditions for (S2) are
lim
|y|→+∞
g(y, z) = 0 uniformly in z,
lim
|z|→+∞
g(y, z) = 0 uniformly in y.
For example, the above conditions are satisfied by σ(x, y) = 1(1+|y|2)α , for α > 0. Then
in this case we have (S2) with g(y, z) = C1+|y|+|z| . Without loss of generality we suppose
n = 1 and z ≥ y ≥ 0. Then
σ(y)− σ(z) = 1
(1 + y2)α
(
1−
(
1 +
y2 − z2
1 + z2
)α)
.
From the inequality 1− (1 + x)α ≤ −x for −1 ≤ x ≤ 0, we get
σ(y)− σ(z) ≤ 1
(1 + y2)α
(z − y)(z + y)
1 + z2
≤ 2z
1 + z2
(y − z).
Since we assumed z ≥ y ≥ 0, we can find a constant C independent of y, z such that
2z
1+z2 ≤ C1+z+y , concluding the proof.
2.3. The logarithmic transformation method and the HJB equation. We consider
the following functional
(2.4) vε(t, x, y) := ε logE
[
eh(Xt)/ε|(X., Y.) satisfy (2.3)
]
,
where h ∈ BC(Rn) and (Xs, Ys) satisfies (2.3). Note that the logarithmic form of this
payoff is motivated by the applications to large deviations that we want to give.
A standard result is that vε can be characterized as the unique continuous viscosity
solution of the following parabolic problem. We refer to Da Lio and Ley in [21] for a proof.
Proposition 2.1. Let α ≥ 2 and define
Hε(x, y, p, q,X, Y, Z) := |σT p|2 + b · q + tr(ττT Y ) + ε (tr(σσTX) + φ · p)
+ 2ε
α
2−1(τσT p) · q + 2ε 12 tr(στTZ) + εα−2|τT q|2.
Then vε is the unique bounded continuous viscosity solution of the Cauchy problem
(2.5)

∂tv
ε −Hε
(
x, y,Dxv
ε,
Dyv
ε
εα−1 , D
2
xxv
ε,
D2yyv
ε
εα−1 ,
D2xyv
ε
ε
α−1
2
)
= 0 in [0, T ]× Rn × Rm,
vε(0, x, y) = h(x) in Rn × Rm.
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Remark 3. We treat the range α ≥ 2 and we do not deal with the case α < 2. Indeed,
for α < 2, the ergodic problem is finding (and characterizing it uniquely) λ ∈ R and a
w-viscosity solution of the following equation:
(2.6) λ− 2(τ(y)σ(x¯, y)T p¯) ·Dyw(y)− |τ(y)TDyw(y)|2 − |σ(x¯, y)T p¯|2 = 0,
which is not solvable in general. This is essentially due to the fact that the ergodicity of
the fast process plays no role in (2.6), since the cost (|σT p¯|2) and the drift 2τσT p¯ are both
bounded and the drift b has disappeared. On the contrary, in the case α ≥ 2, this role is
played by the term −b ·Dw where b satisfies assumption (E). Finally we remark that in [7]
the case α < 2 is solved thanks to the periodicity assumption.
2.4. A Liapounov-like condition. In this section we prove the existence of a Liapounov
function for the following operator
Gx¯,p¯(y, q, Y ) = −(b(y) + 2τ(y)σT (x¯, y)p¯) · q − |τT (y)q|2 − tr(ττT (y)Y ),
i.e. we prove that for each (x¯, p¯) ∈ Rn × Rn there exists a continuous function χx¯,p¯ := χ,
such that χ(y)→ +∞ as |y| → +∞ and if G[χ] := Gx¯,p¯(y,Dχ(y), D2χ(y)) then
(2.7) G[χ]→ +∞ as |y| → +∞ in the viscosity sense.
The existence of a Liapounov function is reminiscent of other similar conditions about
ergodicity of diffusion processes in the whole space; see, for example [28],[35], [15], [16],
[37].
Remark 4. We observe that
(2.8) Gx¯,p¯(y, q, Y ) = −Lx¯,p¯(y, q, Y )− |τT (y)q|2
where, for any (x¯, p¯) ∈ Rn × Rn, Lx¯,p¯ is the linear operator
Lx¯,p¯(y, q, Y ) = (b(y) + 2τ(y)σT (x¯, y)p¯) · q + tr(ττT (y)Y ),
which is the infinitesimal generator of the stochastic process
dYt = (b(Yt) + 2τ(Yt)σ
T (x¯, Yt)p¯)dt+ τ(Yt)dWt.
Note that we consider the additional term −|τT q|2 in (2.8) and this is due to the logarithmic
form of the value function vε defined in (2.4), which is in turn motivated by the applications
to large deviations we are interested in.
Now we prove the following lemma.
Lemma 2.2. Let (E) hold. Then for any (x¯, p¯) ∈ Rn × Rn there exists a Liapounov-like
function for the operator Gx¯,p¯.
Proof. Note that a key role in the following proof is played by the behavior of the drift b
at infinity, which is encoded by assumption (E).
We take
(2.9) χ = a|y|2,
and by (E) and the boundedness of τ , we have for |y| ≥ R
(2.10) − b(y) ·Dχ(y)− |τT (y)Dχ(y)|2 ≥ 2aB|y|2 − 4a2T |y|2 − 2a|b||y|,
where T > 0 depends on ||τ ||∞. Then by taking
(2.11) a <
B
2T
,
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the other terms in G being negligible because of the boundedness of τ and σ, we finally get
(2.7).

Remark 5. We observe that condition (E) reminds classical conditions for ergodicity, see
for example [6]. In particular we recall the so-called recurrence condition used by Pardoux
and Veretennikov [38], [39], [40] namely
(2.12) b(y) · y → −∞ as |y| → +∞.
Note that (E) is stronger than (2.12). The main reason is that in our context we need to
have some additional information on the rate of decay of b · y, in particular we need it to
be at least quadratic in order to compete with the quadratic growth (in the gradient term)
of G (see also Remark 4).
3. The critical case: α = 2
3.1. Key preliminary results. For any (x¯, p¯) ∈ Rn ×Rn, the ergodic problem is finding
a constant λ ∈ R such that the following equation
(3.1)
λ− tr(ττT (y)D2w(y))− |τT (y)Dw|2 − (b(y) + 2(τ(y)σT (x¯, y)p¯) ·Dw(y)− |σ(x¯, y)T p¯|2 = 0.
has a viscosity solution w. This kind of ergodic problems have been studied by Ichihara
[29] and Ichihara and Sheu [30]. We refer in particular to Theorem 2.4 of [29], which we
recall in the following proposition.
Denote
(3.2) Φ = {w ∈ C2(Rm) : there exists C < 0 such that w(y) ≤ C(1 + |y|)}.
Proposition 3.1. Let assumption (E) hold. There exists a constant λ∗ ∈ R such that
(3.1) admits a classical solution w ∈ C2(Rm) if and only if λ ≤ λ∗. Moreover, if (λ,w) is
a solution of (3.1) and w ∈ Φ, then λ = λ∗.
Remark 6. We remark that Theorem 2.4 is proved for Hamiltonians which are convex in
the gradient variable, whereas in our case the Hamiltonian is concave. The two cases are
equivalent, since if we have a solution w of (3.1), then −w is a solution of
(3.3) − λ− tr(ττT (y)D2w(y)) +H(y,Dw(y)) = 0,
where
(3.4) H(y, q) = −b(y) · q + |τ(y)T q|2 − 2τ(y)σ(x¯, y)T p¯ · q + |σ(x¯, y)p¯|2.
which is now convex in the gradient and satisfies the assumptions of [29].
3.2. The ergodic problem and the effective Hamiltonian. For δ > 0, we consider
the approximate ergodic problem
(3.5) δwδ + F (x¯, y, p¯, Dwδ, D
2wδ)− |σ(x¯, y)p¯|2 = 0,
where
(3.6) F (x¯, y, p¯, q, Y ) := −tr(ττT (y)Y )− |τT (y)q|2 − b(y) · q − 2(τ(y)σT (x¯, y)p¯) · q.
Under our standing assumptions we have the following results.
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Proposition 3.2. Let assumption (E) hold. For any (x¯, p¯) fixed, there exists a unique
solution wδ ∈ C2(Rm) of (3.5) satisfying
(3.7) − 1
δ
inf
y∈Rm
|σ(x¯, y)T p¯|2 ≤ wδ(y) ≤ 1
δ
sup
y∈Rm
|σ(x¯, y)T p¯|2,
such that
lim
δ→0
δwδ(y) = const := H¯(x¯, p¯) locally uniformly.
Moreover H¯(x¯, p¯) is the unique constant such that (3.1) has a solution w ∈ C2(Rm) sati-
sfying
(3.8) |w(y)| ≤ C¯(1 + log(
√
|y|2 + 1)) for all y ∈ Rm.
Finally w is the unique (up to and additive constant) solution to (3.1) for λ = H¯(x¯, p¯).
Remark 7. The growth estimate (3.8) implies that w solution of (3.1) belongs to the class
Φ defined in (3.2), allowing us to apply Proposition 3.1 and deriving the uniqueness of H¯.
Note that (3.8) is stronger than the growth required in Φ, in particular it would be enough
to prove (3.8) with a linear function of y in the right-hand side.
First, we prove the following local gradient bound for the solution of the δ-ergodic
problem.
Lemma 3.3. Let δ > 0 and wδ ∈ C2(Rm) be the unique bounded solution of (3.5). Then
for all k ∈ N and x¯, p¯ ∈ Rn, there exists C > 0 such that it holds
(3.9) max
y∈B¯k
|Dywδ(y; x¯, p¯)| ≤ C,
where Bk is the ball with radius k and center 0 and C depends on k and p¯.
Proof. We refer to [7] where we proved the result by the Bernstein method under the
assumption of periodicity; the extension to a local bound follows by cut-off functions argu-
ments, following the derivation of similar estimates in [23]. We refer also to [32], Lemma
2.4 for an analogous result. We only note that a key role is played by the coercivity in
the gradient of the ergodic problem, more precisely by the quadratic term in the gradient
|τTDwδ|2. 
Now we prove Proposition 3.2.
Proof of Proposition 3.2. We split the proof into two steps. In step 1 we prove the existence
of a couple (w, λ) ∈ C(Rm) × R solution to (3.1); in step 2 we prove that w ∈ C2(Rm),
(3.8) and the uniqueness of such λ. Note that the uniqueness up to an additive constant
of w follows from Theorem 2.2 of [29].
Step. 1-Existence We use the methods of [5] based on the small discount approximation
(3.5). Note that the PDE (3.5) has bounded forcing term |σT (x¯, y)p¯|2 since σ is bounded.
The existence and uniqueness of a viscosity solution with the δ dependent bound (3.7)
follows from the Perron-Ishii method and the comparison principle in [21]. Moreover wδ ∈
C2(Rm), thanks to the Lipschitz uniform estimate of Lemma 3.3 and by elliptic regularity
theory of convex uniformly elliptic equations, see [42] and [41].
Now we prove that δwδ(y) converges along a subsequence of δ → 0 to the constant
H¯(x¯, p¯) and wδ(y) − wδ(0) converges to the corrector w. The hard part is proving equi-
continuity estimates for δwδ. We proceed by a diagonal argument. By the local Lipschitz
estimates of Lemma 3.3, we have
(3.10) |wδ(y)− wδ(z)| ≤ C1|y − z| y, z ∈ B¯1,
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where for convenience we denote by Ck the constant of Lemma 3.3 in Bk for k ∈ N. Then
δwδ is equicontinuous in B¯1. The equiboundedness follows from the comparison principle
with constant sub and super solutions, namely miny∈Rm |σ(y, x¯)T p¯|2 and maxy∈Rm |σ(y, x¯)T p¯|2.
Then by Ascoli-Arzela theorem, there exists a subsequence δ1nwδ1n of δwδ, converging uni-
formly in B¯1 to a constant λ
1, since by (3.10) we have
|δwδ(y)− δwδ(z)| ≤ δC1|y − z| y, z ∈ B¯1
and then
δwδ(y)− δwδ(z)→ 0 ∀y, z ∈ B¯1 as δ → 0.
By the same argument, δ1nwδ1n is equibounded and equicontinous in B¯2. Then, there exists
a subsequence δ2nwδ2n of δ
1
nwδ1n , converging uniformly in B¯2 to a constant λ
2, such that
λ1 = λ2 =: λ.
Similarly, we construct for all k ∈ N, a sequence {δknwδkn}n converging as n→∞ uniformly
in B¯k to a constant λ
k = λ. Note that the subsequence {δnnwδnn}n converges locally
uniformly to λ. In fact for any k ∈ N we have that {δnnwδnn}n is a subsequence of {δknwδkn}n
for all n ≥ k, from which we deduce that {δnnwδnn}n converges uniformly in B¯k for all k ∈ N.
Now define vδ := wδ(y) − wδ(0). Notice that, for all k, vδ is equibounded in B¯k, since,
by Lemma 3.3, we have
|vδ(y)| = |wδ(y)− wδ(0)| ≤ Ck|y|, y ∈ B¯k
and, again by Lemma 3.3, vδ is equicontinuous in Bk since
|vδ(y)− vδ(z)| = |wδ(y)− wδ(z)| ≤ Ck|y − z|, y, z ∈ B¯k.
By an analogous diagonal argument, we find sequences {vδkn}n such that vδk+1n is a subse-
quence of vδkn , and converges uniformly in B¯k to a function v
k. Moreover for all k ∈ N, we
have
vk+1(y) = vk(y) y ∈ B¯k.
Then, if we define w : Rm → R such that
(3.11) w(y) = vk(y) y ∈ B¯k,
we conclude that
(3.12) {vδnn}n → w locally uniformly.
Now we prove that (λ,w) satisfy (3.1). From (3.5) we get
(3.13) δvδ + δwδ(0) + F (x¯, y, p¯, Dyvδ, D
2
yyvδ)− |σT (x¯, y)p¯|2 = 0, in Rm.
Since vδ is locally equibounded, δvδ → 0 locally uniformly and the claim follows recalling
that δwδ → λ and using the stability property of viscosity solutions.
Finally the corrector inherits the property (3.9) of Lemma 3.3, that is, for all k ∈ N and
(barx, p¯) ∈ Rn × Rn, there exists C > 0 such that
(3.14) max
y∈B¯k
|Dyw(y; x¯, p¯)| ≤ C,
where C depends on k and p¯.
Step. 2-Uniqueness of λ The uniqueness is given by Proposition 3.1, once proved that
w ∈ Φ. The C2 regularity follows from the uniform Lipschitz estimate (3.14) and the
regularity theory of convex uniformly elliptic equations, see [42] and [41].
Note that, in order to prove that w ∈ Φ, we prove the (stronger) growth condition (3.8).
We prove the claim for the upper bound, since the proof of the lower bound is analogous.
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We take the approximate problem (3.5) and we prove that the function g = C log(
√
|y|2 + 1),
for some positive constant C large enough, is a supersolution of (3.5), that is, we prove
(3.15)
δg(y)− (b(y) + 2τ(y)σT (x¯, y)p¯) ·Dg − |τT (y)Dg(y)|2 − tr(ττT (y)D2g)− |σ(x¯, y)p¯|2 ≥ 0.
Take |y| ≥ R where R is defined in (E). By (E) and the boundedness of σ, we have
(3.16)
δg(y)− (b(y) + 2τ(y)σT (x¯, y)p¯) ·Dg − |τT (y)Dg(y)|2 − tr(ττT (y)D2g)− |σ(x¯, y)p¯|2 ≥
2CB
|y|2
|y|2 + 1 −
KC(1 + |p¯|)|y|
|y|2 + 1 −KC
2 |y|2
(|y|2 + 1)2 − |σ(x¯, y)p¯|
2,
where K depends on B > 0 defined in (E) and on ||σ(x¯, ·)||∞. Then, in order to prove that
g is a supersolution of (3.15), we prove that the second term in (3.16) is non negative. We
factorise |y|
2
|y|2+1 and we prove that
(3.17) 2CB − KC(1 + |p¯|)|y| −
KC2
|y|2 + 1 − supy |σ
T p¯|2 |y|
2 + 1
|y|2 ≥ 0.
Note that when y goes to infinity in (3.17) the leading order term is 2CB − supy |σT p¯|2.
Then the claim follows by taking C such that 2CB = 2 + 32 supy |σT p¯|2 and y ∈ Rm \ B¯R¯
for some R¯ > R such that
KC(1 + |p¯|)
|y| +
KC2
|y|2 + 1 ≤ 2,
|y|2 + 1
|y|2 ≤
3
2
.
Up to now we proved that the function C log(
√
|y|2 + 1) is a supersolution of (3.5) in
R
m \BR¯. If maxB¯R¯ wδ ≤ 0 then
wδ(y) ≤ max
B¯R¯
wδ ≤ C log(
√
|y|2 + 1) y ∈ ∂BR¯,
and then by the comparison principle we have
wδ(y) ≤ C log(
√
|y|2 + 1) y ∈ Rm.
Now suppose that maxB¯R¯ wδ ≥ 0 and notice that in this case C log(
√
|y|2 + 1)+maxB¯R¯ wδ
is still a supersolution of (3.5) in Rm \ BR¯. Then, again by the comparison principle, we
get
(3.18) wδ(y) ≤ C log(
√
|y|2 + 1) + max
B¯R¯
wδ y ∈ Rm.
Since wδ satisfies (3.18)
vδ(y) = wδ(y)− wδ(0) ≤ C log(
√
|y|2 + 1) + max
B¯R¯
wδ(y)− wδ(0) y ∈ Rm.
We estimate the term maxB¯R¯ wδ(y)− wδ(0) by Lemma 3.3 and we get
vδ(y) ≤ C log(
√
|y|2 + 1) + CR¯
and thanks to (3.12) we conclude (3.8) by taking C¯ = max{C,CR¯}.

We recall some properties satisfied by H¯ . For a proof we refer to [7], Proposition 3.3.
Proposition 3.4. Let assumption (E) hold.
(a) H¯ is continuous on Rn × Rn;
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(b) the function p→ H¯(x, p) is convex;
(c)
(3.19) inf
y∈Rm
|σT (x¯, y)p¯|2 ≤ H¯(x¯, p¯) ≤ sup
y∈Rm
|σT (x¯, y)p¯|2;
(d) For all 0 < µ < 1 and x, z, q, p ∈ Rn, it holds
(3.20) µH¯
(
x,
p
µ
)
− H¯(z, q) ≥ 1
µ− 1 supy∈Rm |σ
T (x, y)p− σT (z, y)q|2.
Finally we observe that equations like (3.1) have been studied in a non compact setting
by Khaise and Sheu in [32]. They prove the existence of a constant H¯ such that there is
a unique (up to an additive constant) smooth solution w of (3.1) with prescribed growth.
Moreover they provide a representation formula for H¯ as the convex conjugate of a suitable
operator over a space of measures.
4. The supercritical case: α > 2
The ergodic problem is finding, for any (x¯, p¯) ∈ Rn×Rn fixed, a unique constant λ ∈ R
such that the following uniformly elliptic linear equation has a viscosity solution w
(4.1) λ− tr(ττT (y)D2w(y))− b(y) ·Dw(y) − |σ(x¯, y)T p¯|2 = 0.
This kind of erogic problems has been studied in [6], see in particular Proposition 4.2 and
Theorem 4.3.
Proposition 4.1. Let assumption (E) hold. For any (x¯, p¯) ∈ Rn × Rn, there exists a
unique invariant probability measure µ for the process
(4.2) dYt = b(Yt)dt+
√
2τ(Yt)dWt.
Remark 8. For the details we refer to [6], Proposition 4.2. We just observe that the
proof relies strongly on the existence of a Liapounov function as proved in the paragraph
2.4 for the infinitesimal generator of the process (4.2), that is, the operator L(y, q, Y ) =
tr(ττT (y)Y )− b(y) · q.
Consider the approximate δ-ergodic problem for fixed (x¯, p¯, X¯)
(4.3) δwδ(y)− |σ(x¯, y)T p¯|2 − b(y) ·Dywδ(y)− tr(τ(y)τ(y)TD2yywδ(y)) = 0 in Rm.
We have the following proposition.
Proposition 4.2. Let assumption (E) and (S1) holds. For any fixed (x¯, p¯) there exists a
unique solution wδ ∈ C2(Rm) of (4.3) satisfying
(4.4) − 1
δ
inf
y∈Rm
|σ(x¯, y)T p¯|2 ≤ wδ(y) ≤ 1
δ
sup
y∈Rm
|σ(x¯, y)T p¯|2
such that
(4.5) lim
δ→0
δwδ(y) =
∫
Rm
|σ(x¯, y)T p¯|2 dµ(y) := H¯(x¯, p¯) locally uniformly ,
where µ is the unique invariant probability measure of the process (4.2). Moreover there
exists a viscosity solution w ∈ C2(Rm) of (4.1) with λ = H¯(x¯, p¯) satisfying (3.8).
First we prove the following local gradient bound for the solution of the δ-ergodic pro-
blem.
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Lemma 4.3. Let (S1) hold. Let δ > 0 and wδ ∈ C2(Rm) be the unique bounded solution
of (4.3). Then for all k ∈ N and x¯, p¯ ∈ Rn, there exists C > 0 such that it holds
(4.6) max
y∈B¯k
|Dywδ(y; x¯, p¯)| ≤ C,
where Bk is the ball of radius k and center 0 and C depends on k and on p¯.
Proof. We suppose that p¯ 6= 0, otherwise wδ = 0 is the unique solution of (4.3). We observe
that, by assumption (S1), if δ ≤ ξ|p¯|2, 1 is a subsolution of (4.3). Then, for such δ, wδ ≥ 1.
Let y¯ such that wδ(y¯) = minB¯k wδ(y) and denote M := wδ(y¯)− 1 ≥ 0. Let for y ∈ B¯k
(4.7) vδ(y) = log(wδ(y)−M).
Then vδ satisfies on B¯k
(4.8) δ(1 + e−vδ(y)M)− tr(ττTD2vδ(y))− b ·Dvδ(y)− |τTDvδ(y)|2 − e−vδ(y)|σT p¯|2 = 0
and
(4.9) vδ ≥ 0 and vδ(y¯) = 0.
Note that for y ∈ B¯k, we have 1 + e−vδ(y)M ≥ 0 and e−vδ(y) ≤ 1. Then, by the coercivity
of (4.8) and analogously to the critical case (see the proof of Lemma 3.3), we prove that
there esists some positive constant C, depending on k and p¯, such that
(4.10) max
y∈B¯k
|Dyvδ(y; x¯, p¯)| ≤ C.
By (4.7) and (4.9), we have for y ∈ B¯k
Dwδ(y) = Dvδ(y)e
vδ(y) = Dvδ(y)e
vδ(y)−vδ(y¯)
and, by (4.10), we finally get (4.6). 
Proof of Proposition 4.2. For the identification of H¯ and in particular for the proof of (4.5)
we refer to [6], Theorem 4.3. For the existence of the corrector we note that the proof can
be carried out analogously as in the critical case and we refer to the proof of Proposition
3.2. 
We observe that H¯ satisfies the properties (a), (b), (c), (d) of Proposition 3.4, which can
be proved with similar arguments.
5. Gradient bounds
In this section, we prove global uniform Lipschitz bounds for the solution of the ap-
proximate δ-ergodic problems and of the true cell problems. The results are stated in the
following propositions.
Proposition 5.1. Let assumptions (U) and (S) hold. Let wδ ∈ C2(Rm) be the unique
bounded solution of (3.5) for α = 2 and of (4.3) for α > 2. Then for all x, y ∈ Rm we
have
(5.1) |wδ(y; x¯, p¯)− wδ(x; x¯, p¯)| ≤ C|x− y|,
where C is a positive constant, depending on x¯, p¯, ||τ ||∞, ||σ||∞,m, the Lipschitz constants
of τ, b, σ and is independent of δ.
As a straightforward corollary of Proposition 5.1, we get the following global gradient
bound for the correctors.
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Proposition 5.2. Let assumptions (U) and (S) hold. When α = 2 let w ∈ C2(Rm) be a
solution of (3.1) for λ = H¯(x¯, p¯) where H¯(x¯, p¯) is defined in Proposition 3.2; when α > 2
let w ∈ C2(Rm) be the solution (defined in Proposition 4.2) of (4.1) for λ = H¯(x¯, p¯). Then
(5.2) sup
y∈Rm
|Dyw(y; x¯, p¯)| ≤ C,
where C is a positive constant, depending on x¯, p¯, ||τ ||∞, ||σ||∞,m and the Lipschitz con-
stants of τ, b, σ.
The strategy of the proof consists, roughly speaking, in two steps. In Step 1 we prove an
Ho¨lder bound not uniform in δ (see Proposition 5.3). The method is essentially based on
the Ishii-Lions method and relies mainly on the uniform ellipticity of the equation. In Step
2 we prove the global uniform gradient bound stated in Proposition 5.1. We remark that
the proof is non standard mainly because we do not use any compactness or periodicity of
the coefficients, namely our result holds in all the space and is independent of δ.
The proof of Proposition 5.3 and Proposition 5.1 are carried out only for α = 2 since
the case α > 2 is analogous and even simpler.
Note that, thanks to the uniform local estimate previously proved in Lemma 3.3 for
α = 2 and Lemma 4.3 for α > 2 (see respectively Section 3 and 4), the main difficulties
come from the behaviour at infinity, which we treat by the assumptions (U) and (S2).
Step. 1-Global Ho¨lder bounds
The proof of Proposition 5.3 is based on the Ishii-Lions method which allows us to take
profit of the uniform ellipticity. As usual in the Ishii-Lions method, the estimate that we
prove in (5.3) is not uniform in δ. This is the main difference between Proposition 5.3 and
Proposition 5.1 and, mainly for this reason, the proof of Proposition 5.3 is more standard.
Note that in the following proof we do not need assumption (S), which, on the contrary,
is fundamental in the proof of Proposition 5.1.
Proposition 5.3. Let assumptions (U) hold. Let wδ ∈ C2(Rm) be the unique bounded
solution of (3.5) for α = 2 and of (4.3) for α > 2. Then there exists Cδ > 0 and α ∈ (0, 1)
such that
(5.3) |wδ(x; x¯, p¯)− wδ(y; x¯, p¯)| ≤ Cδ|x− y|α for all x, y ∈ Rm,
where Cδ depends on δ, α, ||τ ||∞, ||σ(x¯, ·)||∞, p¯, the Lipschitz constants of τ, b, σ and θ of
(2.2).
Proof. We give the proof for α = 2 since the case α > 2 is analogous and even simpler.
Throughout the following proof we denote either by (a, b) or a · b the scalar product for
any a, b ∈ Rm. For convenience of notation in the following we drop the dependence on
x¯, p¯ by denoting the solution of (3.5) by wδ.
Let δ > 0 and α ∈ (0, 1) be fixed and consider the function
(5.4) wδ(x)− wδ(y)− Cδ|x− y|α,
for some constant Cδ > 0 large enough. Note that Cδ will be choosen suitably at the end
of the proof and will depend on δ, α, ||τ ||∞, ||σ(x¯, ·)||∞, p¯, the Lipschitz constants of τ, b, σ
and θ of (2.2). For clearness of exposition, we keep track only of the dependence on δ.
We suppose that
sup{wδ(x) − wδ(y)− Cδ|x− y|α} =M > 0.
Let R > 0 and consider the function
(5.5) Φ(x, y) = wδ(x)− wδ(y)− Cδ|x− y|α − ψR(x) − ψR(y),
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where
(5.6) ψR(z) = ψ
(√
|z|2 + 1
R
)
and ψ ∈ C2([0,+∞)) satisfies
(5.7)
{
ψ(s) = 2||wδ||∞ + 1 if s ≥ 1
ψ(0) = 0, ψ ≥ 0, ψ′ ≥ 0,
where we note that ||wδ||∞ depends on δ as in (3.7). We claim that
(5.8) MR = supΦ(x, y)→M as R→ +∞.
In fact
MR ≤M for any R > 0.
On the other hand
MR ≥ wδ(x)− wδ(y)− Cδ|x− y|α − ψR(x)− ψR(y) for all x, y ∈ Rm, R > 0,
then
lim
R→+∞
MR ≥ wδ(x) − wδ(y)− Cδ|x− y|α for all x, y ∈ Rm
and we conclude
lim
R→+∞
MR ≥ sup{wδ(x)− wδ(y)− Cδ|x− y|α} =M.
Then we can suppose for R large enough
(5.9) MR ≥ M
2
> 0.
We observe that if
√
|x|2 + 1 ≥ R
Φ(x, y) ≤ −1 < 0
and the same holds when
√
|y|2 + 1 ≥ R. Then, there exists (xR, yR) point of maximum
of Φ such that
(5.10) MR = wδ(xR)− wδ(yR)− Cδ|xR − yR|α − ψR(xR)− ψR(yR).
Note that (xR, yR) depends also on δ and that we omit the dependence. Note also that
(5.11) |xR − yR| > 0,
otherwise by (5.10) we have
MR = −ψR(xR)− ψR(yR)
and we get a contradiction by (5.9) and the definition of ψR.
By (5.8), (5.9) and the definition of ψR, we also have
Cδ|xR − yR|α ≤ 2||wδ||∞ := Aδ.
Then
(5.12) |xR − yR| ≤
(
Aδ
Cδ
) 1
α
.
From now on we omit the dependence on R and we write
(xR, yR) = (x, y).
The main result is the following lemma.
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Lemma 5.4. Under the above notations and assumption (U), there exist positive constants
K,K1,K2,K3,K4 such that
0 ≤ KCδα(α− 1)|x− y|α−2 +KCδα|x− y|α+1 +K1Cδα|x − y|α +K2αC2δ |x− y|2α−1
+K2oR(1)Cδα|x− y|α−1 +K3αCδ |x− y|α−1 +K4|x− y|+ oR(1).
where by oR(1) we mean that oR(1)→ 0 as R→ +∞. Moreover K,K1,K2,K3,K4 depends
only on p¯, ||σ||∞, ||τ ||∞, the Lipschitz constants of τ, b, σ and θ of (2.2).
Proof. Let
(5.13) rx = DxψR = 2R
−1ψ′
(√
|x|2 + 1
R
)
x(
√
|x|2 + 1)−1
and
(5.14) ry = DyψR = 2R
−1ψ′
(√
|y|2 + 1
R
)
y(
√
|y|2 + 1)−1,
then for each δ fixed
(5.15) |rx|, |ry| ≤ oR(1), ||D2ψR||∞ ≤ oR(1),
where oR(1) means that limR→+∞ oR(1) = 0.
We remark that in the rest of the proof we denote by oR(1) any function such that
oR(1)→ 0 as R→ +∞. We also denote
(5.16) s = Cδα|x − y|α−2(x− y).
Note that the function in (5.5) is smooth near (x, y) by (5.11). Then, since wδ is a viscosity
solution of (3.5) and since (x, y) is a maximum point of the function in (5.5), we have
(5.17) 0 ≤ tr(τ(x)τ(x)TD2wδ(x))− tr(τ(y)τ(y)TD2wδ(y)) + L(x, y) +G(x, y) + E(x, y)
+ F (x, y) +D(x, y) + oR(1),
where we used (5.15) to estimate the ψR-terms and we denoted
D(x, y) = δwδ(y)− δwδ(x);
L(x, y) = s · (b(x)− b(y)) + b(y) · ry + b(x) · rx;
G(x, y) = |τ(x)T (s− rx)|2 − |τ(y)T (s+ ry)|2;
E(x, y) = 2τ(x)σ(x¯, x)T p¯ · (s− rx)− 2τ(y)σ(x¯, y)T p¯ · (s+ ry);
F (x, y) = |σT (x¯, x)p¯|2 − |σT (x¯, y)p¯|2.
First we estimate the second order terms in (5.17), by proving the following lemma.
Lemma 5.5. Under the above notations, we have
(5.18) tr(τ(x)τ(x)TD2wδ(x)) − tr(τ(y)τ(y)TD2wδ(y)) ≤ KCδα(α− 1)|x− y|α−2
+KCδα|x − y|α+1 + oR(1),
where K is a positive constant (depending on θ of (2.2) and on the Lipschitz constant of
τ) and by oR(1) we mean that limR→+∞ oR(1) = 0.
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Proof. We observe that, for any orthonormal basis ei, i = 1, · · ·m of Rm, we can write
(5.19)
tr(τ(x)τ(x)TD2wδ(x)) =
m∑
i=1
(τ(x)τ(x)TD2wδ(x)ei, ei) =
m∑
i=1
(D2wδ(x)τ(x)ei, τ(x)ei).
Denote φ(t) = Cδt
α, f(z) = |z|. By the maximum point property and the second term of
(5.15), we get
(5.20) (D2wδ(x)p, p)− (D2wδ(y)q, q) ≤ φ′(f(x− y))(D2f(x− y)(p− q), (p− q))
+ φ
′′
(f(x− y))(Df(x− y), p− q)2 + oR(1)
for any p, q ∈ Rm.
Next we remark that |Df |2 = 1 and therefore, by differentiating this identity, we have
D2fDf = 0. By (2.2), we can set
e1 =
τ(x)−1Df(x− y)
|τ(x)−1Df(x− y)| , e˜1 = −
τ(y)−1Df(x− y)
|τ(y)−1Df(x− y)| .
If e1, e˜1 are collinear, the we complete the basis with orthogonal unit vectors ei = e˜i ∈
e⊤1 , 2 ≤ i ≤ m. Otherwise, in the plane span{e1, e˜1}, we consider a rotation R of angle π2
and we define
e2 = Re1, e˜2 = −Re˜1.
Since span{e1, e2}⊤ = span{e˜1, e˜2}⊤, we can complete the orthonormal basis with unit
vectors ei = e˜i ∈ span{e1, e2}⊤, 3 ≤ i ≤ m.
By (2.2), we have
θ ≤ 1|τ(x)−1Df(x− y)|2 ≤ ||τ ||
2
∞.
Define
r1 = τ(x)e1 t1 = τ(y)e˜1.
Since |Df | = 1 and D2fDf = 0 and by choosing p = r1, q = r1 in (5.20), we get
(D2wδ(x)r1, r1)− (D2wδ(y)t1, t1) ≤ φ′′(f(x− y))(Df(x − y), r1 − t1)2 + oR(1)
= Cδα(α− 1)|x− y|α−2(Df(x− y), r1 − t1)2 + oR(1).
Notice that
(5.21) α(α− 1) < 0.
By (2.2), we have
(Df(x− y), r1 − t1)2 =
(
1
|τ(x)−1Df(x− y)|2 +
1
|τ(y)−1Df(x− y)|
)2
≥ 4θ.
Then
(5.22) (D2wδ(x)r1, r1)− (D2wδ(y)t1, t1) ≤ 4θCδα(α − 1)|x− y|α−2 + oR(1).
Therefore in the right hand side we have a very negative term by a double effect, first
because we will choose Cδ large but also because, by doing so, |x− y| becomes smaller and
smaller and |x− y|α−2 larger and larger.
Now we choose in (5.20) for all i ∈ {1, · · · ,m− 1}
p = τ(x)ei q = τ(y)e˜i.
Since τ is Lipschitz, we get
(D2wδ(x)τ(x)ei, τ(x)ei)− (D2wδ(y)τ(y)e˜i, τ(y)e˜i) ≤ KCδα|x − y|α+1 + oR(1),
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where K depends on the Lipschits constant of τ . Then, by summing the previous equation
on i and adding (5.22), we get
m∑
i=1
(D2wδ(x)τ(x)ei, τ(x)ei)−
m∑
i=1
(D2wδ(y)τ(y)e˜i, τ e˜i) ≤ KCδα(α − 1)|x− y|α−2
+KCδα|x − y|α+1 + oR(1),
when by K we denote a constant depending on the Lipschitz constant of τ and on θ.
Then, by (5.19) with ei defined as above (and e˜i for tr(τ(y)τ(y)
TD2wδ(y))), we finally get
(5.18). 
Then (5.17) becomes
(5.23) 0 ≤ KCδα(α− 1)|x− y|α−2 +KCδα|x− y|α+1 + L(x, y) +G(x, y)
+ E(x, y) + F (x, y) +D(x, y) + oR(1),
Finally we estimate the left terms D,L,G,E, F in (5.23). First note that
D(x, y) = δwδ(y)− δwδ(x) ≤ 0;
First note that, by (5.16) and since b is Lipschitz, we have
L(x, y) ≤ K1Cδα|x− y|α + b(y) · ry + b(x) · rx.
where K1 depends on the Lipschitz constant of b. Note that
b(y) · ry + b(x) · rx ≤ oR(1).
Indeed, the previous inequality holds from the second of (5.15) when x, y are uniformly
bounded in R. Now suppose |x| → +∞ as R → +∞ (the argument being similar if
|y| → +∞). By assumption (U) we have
b(x) · rx = (b− x) · rx
and by (5.13), we have
x · rx = 2R−1|x|2ψ′
(√
|x|2 + 1
R
)
(
√
|x|2 + 1)−1
and since ψ′ ≥ 0 by definition of ψR we have
(5.24) x · rx ≥ 0.
Then by (5.24) and (5.15), we get
(b− x) · rx ≤ oR(1).
Then
L(x, y) ≤ K1Cδα|x − y|α + oR(1).
Now we estimate the G-term. By the first of (5.15), (5.16) and since τ is bounded, we
have
G(x, y) ≤ |τT (x)s|2 − |τT (y)s|2 +K2oR(1)Cδα|x− y|α−1 + oR(1),
whereK2 depends on ||τ ||∞. Note that from now on we denote by K2 a constant depending
on ||τ ||∞ and the Lipschitz constant of τ and which may change from line to line. Since τ
is bounded by (5.16), we have
|τT (x)s|+ |τT (y)s| ≤ K2Cδα|x− y|α−1
and since τ is Lipschitz and by (5.16), we have
|τT (x)s| − |τT (y)s| ≤ K2Cδα|x− y|α.
VISCOSITY METHODS FOR LARGE DEVIATIONS OF MULTISCALE STOCHASTIC PROCESSES 19
Then we get
|τT (x)s|2 − |τT (y)s|2 ≤ K2αC2δα|x− y|2α−1,
and we conclude
(5.25) G(x, y) ≤ K2αC2δ |x− y|2α−1 +K2oR(1)Cδα|x− y|α−1 + oR(1).
Next we estimate E using the boundedness of σ and we get
E(x, y) ≤ K3αCδ |x− y|α−1 + oR(1),
where K3 > 0 depends on p¯, ||τ ||∞, ||σ||∞.
Finally, by the Lipschitz continuity and boundedness of σ, we have
F (x, y) ≤ K4|x− y|,
where K4 depends on ||σ||∞ and the Lipschitz constant of σ and on p¯.
Then, by all the previous estimates, (5.23) becomes
(5.26)
0 ≤ KCδα(α − 1)|x− y|α−2 +KCδα|x − y|α+1 +K1Cδα|x− y|α +K2αC2δ |x− y|2α−1
+K2oR(1)Cδα|x − y|α−1 +K3αCδ|x− y|α−1 +K4|x− y|+ oR(1).
This concludes the proof of Lemma 5.4. 
We divide (5.26) by Cδ|x− y|α−2 and we get
(5.27)
0 ≤ Kα(α− 1) +Kα|x− y|3 +K1α|x − y|2 +K2αCδ|x− y|α+1 +K2oR(1)α|x − y|
+K3α|x− y|+K4C−1δ |x− y|3−α + oR(1)C−1δ |x− y|2−α.
Note that by (5.12), we have
(5.28) |x− y| ≤ A
1
α
δ C
− 1
α
δ ,
then
C−1δ |x− y|3−α ≤ A
3−α
α
δ C
− 3
α
δ ;
C−1δ |x− y|2−α ≤ A
2−α
α
δ C
− 2
α
δ ;
Cδ|x− y|α+1 ≤ A
α+1
α
δ C
− 1
α
δ .
By all the previous estimates and by taking R large enough such that oR(1) ≤ 1, (5.27)
becomes
(5.29)
0 ≤ Kα(α− 1) +KαA
3
α
δ C
− 3
α
δ +K1αA
2
α
δ C
− 2
α
δ +K2αA
α+1
α
δ C
− 1
α
δ +K2oR(1)αA
1
α
δ C
− 1
α
δ
+K3αA
1
α
δ C
− 1
α
δ +K4A
3−α
α
δ C
− 3
α
δ + oR(1)A
2−α
α
δ C
− 2
α
δ .
Then, the claim of the proposition follows by taking Cδ in (5.4) large enough in order
to get a contradiction with (5.29). For example we take Cδ > C¯δ where C¯δ satisfies
Kα(α− 1) +KαA
3
α
δ C¯
− 3
α
δ +K1αA
2
α
δ C¯
− 2
α
δ +K2αA
α+1
α
δ C¯
− 1
α
δ +K2oR(1)αA
1
α
δ C¯
− 1
α
δ
+K3αA
1
α
δ C¯
− 1
α
δ +K4A
3−α
α
δ C¯
− 3
α
δ + oR(1)A
2−α
α
δ C¯
− 2
α
δ < 0.
Note that C¯δ depends on Ki, i = 1, 2, 3, 4 and on δ, α,K.

Step. 3-Proof of Proposition 5.1
20 DARIA GHILLI
Proof. Note that, under the assumption (U), (3.5) reads for |y| > R1
(5.30) δwδ + F (x¯, y, p¯, Dwδ, D
2wδ)− |σ(x¯, y)p¯|2 = 0,
where
F (x¯, y, p¯, q, Y ) := −tr(ττT Y )− |τT q|2 − (b − y, q)− (2τσT (x¯, y)p¯, q).
Note also that throughout the following proof we denote either by (a, b) or a · b the scalar
product for any a, b ∈ Rm.
Let R¯ > R1 be large enough (which will be chosen suitably at the end of the proof) and
take CR¯ the constant of Lemma 3.3 for k = R¯. Then we have for all x, y ∈ B¯R¯
(5.31) |wδ(x; x¯, p¯)− wδ(y; x¯, p¯)| ≤ CR¯|x− y|.
For convenience of notation in the following we drop the dependence on x¯, p¯ by denoting
the solution of (5.30) by wδ.
In this first part of the proof we proceed analogously as in the proof of Proposition 5.3.
The new part of the proof starts from Lemma 5.6. We give a sketch and for all the details
we refer to the beginning of the proof of Proposition 5.3.
We proceed by contradiction and we suppose that
(5.32) sup{wδ(x) − wδ(y)− C|x− y|} =M > 0,
where C is a positive constant large enough, that is C > max{CR¯, CR¯+1}.
Let R > 0 and consider the function
(5.33) Φ(x, y) = wδ(x) − wδ(y)− C|x − y| − ψR(x)− ψR(y),
where
(5.34) ψR(z) = ψ
(√
|z|2 + 1
R
)
where ψ is defined in (5.7). By standard argument (see also the proof of Proposition 5.3),
we prove that
MR = supΦ(x, y)→M as R→ +∞,
then we can suppose for R large enough
(5.35) MR ≥ M
2
> 0,
and by definition of ψR we get that, for R large enough, there exist (xR, yR) such that
(5.36) MR = wδ(xR)− wδ(yR)− C|xR − yR| − ψR(xR)− ψR(yR).
Note also that
(5.37) |xR − yR| > 0.
We prove the following lemma, whose result is essential in order to use assumption (U)
in the rest of the proof.
Lemma 5.6. Under the above notations, we have that, for R large enough, there exists a
point of maximum (xR, yR) of the function Φ such that (xR, yR) ∈
(
R
m \ B¯R¯
)×(Rm \ B¯R¯).
Moreover
(5.38) lim inf
R→+∞
|xR − yR| > 0.
Proof. Let (xR, yR) be a point of maximum of Φ defined in (5.33) (see the above arguments
for the existence). If (xR, yR) ∈
(
R
m \ B¯R¯
)× (Rm \ B¯R¯), the claim is proved. Otherwise,
there are three possible cases (up to subsequences):
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(i) (xR, yR) ∈ B¯R¯ × B¯R¯;
(ii) (xR, yR) ∈ B¯R¯ ×
(
R
m \ B¯R¯
)
;
(iii) (xR, yR) ∈
(
R
m \ B¯R¯
)× B¯R¯.
Suppose we are in case (i). We apply the local estimate on B¯R¯ (5.31) and by the choice of
C in (5.32), we get a contradiction with (5.35).
Now we deal with case (ii) and we observe that case (iii) can be treated analogously.
We prove that there exists zR ∈ Rm \ B¯R¯ such that (zR, yR) is still a maximum point of
the function Φ. Note that we can suppose that yR ∈ Rm \ B¯R¯+1. Indeed, if yR ∈ B¯R¯+1,
we use the local estimate on B¯R¯+1 and by the choice of C in (5.32), we get a contradiction
with (5.35). Let zR, z
′
R be respectively the points where the segment between xR and yR
intersects the boundary of BR¯+1 and of BR¯. Note that
(5.39) |xR − yR| = |xR − zR|+ |zR − yR|
and
(5.40) |xR − zR| = |xR − z′R|+ 1.
Then, by (5.39), we have
maxΦ = Φ(xR, yR) ≤ Φ(zR, yR) + wδ(xR)− wδ(zR)− C|xR − zR| − ψR(xR) + ψR(zR),
and by the local estimate (5.31) on B¯R¯+1 coupled with (5.40), we get
maxΦ ≤ Φ(zR, yR) + CR¯+1|xR − z′R|+ CR¯+1 − C|xR − z′R| − C − ψR(xR) + ψR(zR).
By the choice of C in (5.32) we get
maxΦ ≤ CR¯+1 − C +Φ(zR, yR)− ψR(xR) + ψR(zR)
and, by taking R large enough so that CR¯+1 − C − ψR(xR) + ψR(zR) ≤ 0, we conclude
maxΦ ≤ Φ(zR, yR).
Then, for R large enough, (zR, yR) ∈
(
R
m \ B¯R¯
) × (Rm \ B¯R¯) is a point of maximum of
the function Φ. This conclude the proof of the first claim.
Now we prove (5.38). By contradiction, we suppose that
lim inf
R→+∞
|xR − yR| = 0.
By (5.36) and the definition of ψR, we have
MR ≤ wδ(xR)− wδ(yR).
Now we use Proposition 5.3 and by (5.3), we get
MR ≤ Cδ|xR − yR|α.
Then, since MR →M > 0, we get the following contradiction
0 < lim inf
R→+∞
MR ≤ lim inf
R→+∞
Cδ|xR − yR|α = 0,
concluding the proof. 
From now on we omit the dependence on R and we write
(xR, yR) = (x, y).
We prove the following lemma.
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Lemma 5.7. Under the above notations and assumptions, there exists two positive con-
stants K1,K2 such that
(5.41) C|x− y| ≤ CK1g(x, y)|x− y|+K2|x− y|+ oR(1),
where g : Rm × Rm → R+ is such that ∀ε > 0 there exists Rε such that g(x, y) ≤ ε for
all |x|, |y| ≥ Rε. Moreover K1,K2 depends only on p¯, ||σ||∞, ||τ ||∞ and by oR(1) we mean
that limR→+∞ oR(1) = 0.
Remark 9. Note that C|x−y|, on the left side in (5.41), remains striclty positive for R→
+∞ (by Lemma (5.6)). This term stems from the Ornstein-Uhlenbeck term −(b− y) ·Dwδ
in the ergodic problem (5.30).
Proof. We denote
(5.42) rx := DψR(x) = R
−1ψ′
(√
|x|2 + 1
R
)
x(
√
|x|2 + 1)−1
(5.43) ry := DψR(y) = R
−1ψ′
(√
|y|2 + 1
R
)
y(
√
|y|2 + 1)−1.
We remark that
(5.44) |rx|, |ry| ≤ R−1||ψ′||∞,
where ||ψ′||∞ depends on δ. Similarly we argue for the second derivatives of ψR and we
get
(5.45) ||D2ψR(z)||∞ ≤ oR(1),
where oR(1) means that limR→+∞ oR(1) = 0.
Note that in the rest of the proof we denote by oR(1) any function respectively such
that oR(1)→ 0 as R→ +∞. We also denote
(5.46) s = C
x− y
|x− y| .
Notice that the function in (5.33) is smooth since for R big enough x 6= y by Lemma 5.6.
Then, since wδ is a viscosity solution of (5.30) and since (x, y) is a maximum point of the
function in (5.33), we have
(5.47) L(x, y) ≤ tr(ττTD2wδ(x)) − tr(ττTD2wδ(y)) + oR(1) +G(x, y)
+ E(x, y) + F (x, y) +D(x, y),
where we used (5.44) and (5.45) to estimate the ψR-terms and where we denote
D(x, y) = δwδ(y)− δwδ(x);
L(x, y) = (s, (x− y))− (b− y, ry)− (b− x, rx);
G(x, y) = |τT (s+ rx)|2 − |τT (s− ry)|2;
E(x, y) = (2τσ(x¯, x)T p¯, s+ rx)− (2τσ(x¯, y)T p¯, s− ry);
F (x, y) = |σT (x¯, x)p¯|2 − |σT (x¯, y)p¯|2.
We estimate each term in (5.47). The most important terms is L since it gives rise to
the left order term C|x− y| in (5.41). Indeed by (5.46), we have
L(x, y) ≥ C|x− y| − (µ− y) · ry − (µ− x) · rx
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and notice that by (5.42) and (5.43) we have
x · rx = R−1|x|2ψ′
(√
|x|2 + 1
R
)
(
√
|x|2 + 1)−1
and
y · ry = R−1|y|2ψ′
(√
|y|2 + 1
R
)
y(
√
|y|2 + 1)−1
and since ψ′ ≥ 0 by definition of ψR, we have
(5.48) x · rx ≥ 0, y · ry ≥ 0.
By (5.48) and (5.44), we get
−(b− y) · ry − (b − x) · rx ≥ oR(1),
and then
L(x, y) ≥ C|x− y|+ oR(1).
Then by the previous estimates we get
(5.49)
C|x−y| ≤ tr(ττTD2wδ(x))−tr(ττTD2wδ(y))+oR(1)+G(x, y)+E(x, y)+F (x, y)+D(x, y).
Now we estimate the remaining terms in the right-hand side of (5.49). First note that
D(x, y) = δwδ(y)− δwδ(x) ≤ 0.
By (5.44) and (5.46), we have
(5.50) G(x, y) ≤ oR(1).
Next, by (S) (that is (S2), for α = 2) and the boundedness of σ, we have
E(x, y) ≤ CK1g(x, y)|x− y|+ oR(1),
where K1 > 0 depends on p¯, ||τ ||∞, ||σ||∞.
By the Lipschitz continuity and boundedness of σ, we have
F (x, y) ≤ K2|x− y|,
where K2 depends on ||σ||∞ and the Lipschitz constant of σ and on p¯.
Finally we estimate the second order terms in (5.49) as follows
(5.51) tr(ττTD2wδ(x)) − tr(ττTD2wδ(y)) ≤ oR(1).
where by oR(1) we mean that limR→+∞ oR(1) = 0. The proof of (5.51) is analogous to
the proof of (5.18), Lemma 5.5, Proposition 5.3 and even simpler. Indeed, we use again
the following property: if ei, i = 1, · · ·m is an orthonormal basis of Rm and A is a matrix
m×m, we have
tr(A) =
m∑
i=1
(Aei, ei),
then for any orthonormal basis ei, i = 1, · · ·m of Rm, we can write
(5.52) tr(ττTD2wδ(x)) =
m∑
i=1
(ττTD2wδ(x)ei, ei) =
m∑
i=1
(D2wδ(x)τei, τei).
Denote f(z) = |z|. We recall that the function in (5.33) is smooth at (x, y) = (xR, yR) for
R large enough by Lemma 5.6. Then, since x, y is a maximum point of the function in
(5.33) and by (5.45), we get
(5.53) (D2wδ(x)p, p)− (D2wδ(y)q, q) ≤ C(D2f(x− y)(p− q), (p− q)) + oR(1)
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for any p, q ∈ Rm. Then, in order to prove the claim, it is enough to choose in (5.53) for
all i ∈ {1, · · ·m}
p = τei, q = τei.
Then we get
(D2wδ(x)τei, τei)− (D2wδ(y)τei, τei) ≤ oR(1) for all i ∈ {1, · · ·m},
and by summing the previous equation on i, we get
m∑
i=1
(D2wδ(x)τei, τei)−
m∑
i=1
(D2wδ(y)τei, τei) ≤ oR(1)
from which we conclude (5.51). By coupling all the previous estimates, we get (5.41) and
we conclude the proof of Lemma 5.7. 
Now we conclude the the argument as follows. We use assumption (S) and by taking
R¯ > R1 large enough, we consider |x|, |y| large enough, such that
(5.54) K1g(x, y) ≤ 1
2
.
Now we send R→ +∞ in (5.41) and divide by |x− y| thanks to Lemma 5.6, and we get
(5.55) C ≤ C
2
+K2,
Then, to get a contradiction with (5.55), it is enough to take C large enough such that
(5.56) C > 2K2.
Note that C, R¯ depend respectively only on K2, R1 and in particular, they are independent
on δ.
Then the proof follows by taking C in (5.32), such that C > max{CR¯, CR¯+1, 2K2},
where R¯ > R1 is such that (5.54) holds.

6. The comparison principle
In this section we provide the comparison principle for the limit PDE
(6.1) vt − H¯(x,Dv) = 0 in (0, T )× Rn,
where H¯ is defined in Proposition 3.2 for α = 2 and in Proposition 4.2 for α > 2.
Note that the comparison principle for the limit problem is a crucial ingredient in the
proof of the convergence, which we address in the following section.
Theorem 6.1. Let assumption (U) hold. Let u ∈ BUSC([0, T ]×Rn) and v ∈ BLSC([0, T ]×
R
n) be, respectively, a subsolution and a supersolution to (6.1) such that u(0, x) ≤ v(0, x)
for all x ∈ Rn. Then u(x, t) ≤ v(x, t) for all x ∈ Rn and 0 ≤ t ≤ T .
Proof. The proof is exactly the same to [7] Theorem 3.5, in particular is based on the
properties (a), (b), (c), (d) of Proposition 3.4 satisfied by the effective Hamiltonian H¯. 
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7. The convergence result
In this section we prove the convergence of the vε to the unique solution of the limit
problem (7.3). Throughout this section, let assumptions (U) and (S) hold. Let α ≥ 2. We
recall that vε denotes the unique bounded viscosity solution of
(7.1)

∂tv
ε −Hε
(
x, y,Dxv
ε,
Dyv
ε
εα−1 , D
2
xxv
ε,
D2yyv
ε
εα−1 ,
D2xyv
ε
ε
α−1
2
)
= 0 in [0, T ]× Rn × Rm,
vε(0, x, y) = h(x) in Rn × Rm.
where
Hε(x, y, p, q,X, Y, Z) := |σT p|2 + b · q + tr(ττT Y ) + ε (tr(σσTX) + φ · p)
+ 2ε
α
2−1(τσT p) · q + 2ε 12 tr(στTZ) + εα−2|τT q|2.
We state and prove the convergence result. We will make use of the relaxed semi-limits
which we define as follows. The lower semi-limit v is,
v(t, x) := lim inf
ǫ → 0
{vǫ(tε, xε, yε) |xε → x, tε → t, yε bounded}
and the upper semi-limit v¯ is
v¯(t, x) := lim sup
ǫ → 0
{vǫ(tε, xε, yε) |xε → x, tε → t, yε bounded}.
Since h is bounded, the family vε is equibounded and we have v¯ ∈ BUSC([0, T ]×Rn) and
v ∈ BLSC([0, T ]× Rn). Notice that by definition, we have
(7.2) v¯(x, t) ≥ v(x, t).
Theorem 7.1. Let assumptions (U) and (S) hold. Recall the effective problem
(7.3) vt − H¯(x,Dv) = 0 in (0, T )× Rn v(0, x) = h(x) on Rn
where H¯ is defined by Proposition 3.2 for α = 2 and Proposition 4.2 for α > 2. Then
a) the upper limit v¯ of vε is a subsolution of (7.3);
b) the lower limit v is a supersolution of (7.3);
c) vε converges uniformly on the compact subsets of [0, T )× Rn × Rm to the unique
viscosity solution of (7.3).
Proof. Note that, once a) and b) proved, by the definition of semilimits and by the com-
parison principle (Theorem 6.1) for the effective equation (7.3), we get
v¯ = v = v in [0, T )× Rn
and then, thanks to the properties of semilimits, we get that vε converges locally uniformly
to the unique bounded solution of (7.3). Therefore, the main claims which we have to
prove are a) and b). We prove only a) since the proof of b) is analogous. Moreover, since
the proofs for the critical and supercritical case are similar with some minor (and standard)
adaptations, we treat only the case α = 2.
We take a smooth function ψ, and without loss of generality we assume that ψ is coercive
in the variable x and for all compact K ⊂ [0, T ]×Rn there exists a constant CK > 0 such
that
(7.4) |∂tψ(t, x)| ≤ CK ∀(t, x) ∈ K.
Let (t¯, x¯) be a point of strict maximum of v¯(t, x) − ψ(t, x). Let η > 0 and consider the
function
(7.5) Φ(t, x, y) = vε(t, x, y)− ψ(t, x)− ε(w(y) + ηχ(y)),
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where w is the corrector, solution to the ergodic problem (3.1) for λ = H¯(x¯, Dxψ(t¯, x¯)) and
χ is the Liapounov function, that is
(7.6) χ = a|y|2, a < 1
2T
,
for some T > 0 depending on ||τ ||∞ which we defined in (2.10).
By (3.8) and the definition (2.9) of χ, we have for η fixed
w(y) + ηχ(y)→ +∞ as |y| → +∞.
Then, there exists (tε,η, xε,η, yε,η) ∈ [0, T ] × Rn × Rm point of maximum of Φ defined in
(7.5). We denote
(tε,η, xε,η, yε,η) =: (t, x, y).
Since vε is a solution of equation (7.1), we test it as a subsolution with the function
ψ + ε(w + ηχ) and by writing
|τ(y)T (Dw(y) + ηDχ(y))|2 = |τ(y)TDw(y)|2 + η2|Dχ(y)|2 + 2η(τ(y)TDw(y), Dχ(y)),
we get
(7.7) ψt(t, x)− εtr(σσ(x, y)TD2xxψ(t, x)) − εφ(x, y) ·Dxψ(t, x) − |σ(x, y)TDxψ(t, x)|2
− b(y) ·Dw(y)− tr(τ(y)τ(y)TD2w(y))− 2τ(y)Tσ(x, y)TDxψ(t, x) ·Dw(y)−|τ(y)TDw(y)|2
+ ηGε,η(x, y) ≤ 0,
where, for convenience of notations, we denote
(7.8) Gε,η(x, y) = −b(y) ·Dχ(y)− tr(τ(y)τ(y)TD2χ(y))− η|τ(y)TDχ(y)|2
− 2τ(y)TDw(y) ·Dχ(y)− 2τ(y)σ(x, y)TDxψ(t, x) ·Dχ(y).
We recall that the correctorw is solution of the ergodic problem (3.1) for λ = H¯(x¯, Dxψ(t¯, x¯))
(see Proposition 3.2), that is, w satisfies
(7.9) H¯(x¯, Dψ(t¯, x¯)) = b(y) ·Dw(y) + tr(τ(y)τ(y)TD2w(y)) + |τ(y)TDw(y)|2
+ 2(τ(y)σ(x¯, y)TDxψ(t¯, x¯)) ·Dw(y) + |σ(x¯, y)TDxψ(t¯, x¯)|2.
We use (7.9) in (7.7) and we get
(7.10) ψt(t, x)− εtr(σσ(x, y)TD2xxψ(t, x))− εφ(x, y) ·Dxψ(t, x) + ηGε,η(x, y) + Fε(x, y)
− H¯(x¯, Dψ(t¯, x¯)) ≤ 0,
where we denote
(7.11) Fε(x, y) = (−2τ(y)σ(x, y)TDxψ(t, x) + 2τ(y)σ(x¯, y)TDxψ(t¯, x¯)) ·Dw(y)
− |σ(x, y)TDxψ(t, x)|2 + |σ(x¯, y)TDxψ(t¯, x¯)|2.
In the following lemma we prove that (x, t, y) are uniformly bounded in ε and that
x, t → x¯, t¯ as ε → 0. Note that we split the proof of the equiboundedness of (t, x, y) into
(i) and (ii) in the following lemma only for convenience of exposition.
Lemma 7.2. Let η > 0 be fixed. Under the above notations and under the assumptions of
Theorem 7.1, we have
(i) (x, t) are uniformly bounded in ε;
(ii) y is uniformly bounded in ε;
(iii) (x, t)→ (x¯, t¯) as ε→ 0.
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We split the proof into three steps; in Step 1 we prove (i), in Step 2 we prove (ii) and
in Step 3 we prove (iii).
Proof of Lemma 7.2.
Step. 1 (Proof of (i)) For all x′ ∈ Rn, y′ ∈ Rm and t′ ∈ (0, T ) we have
vε(t, x, y)− ψ(t, x)− ε(w(y) + ηχ(y)) ≥ vε(t′, x′, y′)− ψ(t′, x′)− ε(w(y′) + ηχ(y′)),
that is
ψ(t, x) + ε(w(y) + ηχ(y)) ≤ 2 sup
ε
||vε||∞ + sup
ε
[ψ(t′, x′) + ε(w(y′) + ηχ(y′))]
then
(7.12) sup
ε
[ψ(t, x) + ε(w(y) + ηχ(y)))] <∞.
Note that (7.12) implies
(7.13) sup
ε
ψ(t, x) <∞.
Indeed, (7.13) follows immediately from (7.12) if |y| is bounded in ε; when |y| → +∞ it
follows since ε(w(y) + ηχ(y))) is positive thanks to the definition of χ and the logarithmic
growth of w proved in (3.8). Then the uniform boundedness of x and t follows from (7.13)
and the coercivity of ψ.
Step. 2 (Proof of (ii)) We proceed by contradiction, supposing |y| → +∞ as ε → 0 and
we get a contradiction with the equation (7.10) by applying Lemma 7.3, whose proof is
postponed at the end of the proof of a). We just observe that it essentially relies on (i) of
Lemma 7.2 proved in step 1, on the quadratic growth of the Liapounov function χ and on
the uniform estimate of the gradient of the corrector w (Proposition 5.2).
Lemma 7.3. Let assumptions of Theorem 7.1 hold. Let Gε,η(x, y) and Fε(x, y) be defined
respectively in (7.8) and (7.11) and let η > 0 be fixed. Then, if
(7.14) |y| → +∞ as ε→ 0,
then we have
(1) limε→0Gε,η(x, y) = +∞.
(2) | limε→0 Fε(x, y)| ≤ C′, for some constant C′ > 0.
Then the uniform boundedness of y follows by coupling (1) and (2) of Lemma 7.3 with
equation (7.10) and observing that φ and σ are bounded, t, x are uniformly bounded in ε
and the time derivative of ψ is bounded by (7.4).
Step. 3 (Proof of (iii)) Note that, by Step 1 and Step 2, we can suppose that there exists
(t˜, x˜, y˜) such that, up to subsequences
(7.15) (t, x, y)→ (t˜, x˜, y˜) as ε→ 0.
Since, for all t′, x′, y′,
vε(t, x, y)− ψ(t, x)− ε(w(y) + ηχ(y)) ≥ vε(t′, x′, y′)− ψ(t′, x′)− ε(w(y′)− ηχ(y′)),
using the uniform boundedness of y and the definition of upper semi-limit we get
v¯(t˜, x˜)− ψ(t˜, x˜) ≥ v¯(t′, x′)− ψ(t′, x′) ∀t′, x′.
Then
x˜ = x¯, t˜ = t¯
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and
(7.16) t→ t¯, x→ x¯ as ε→ 0,
concluding the proof of the lemma.

Now we conclude the proof of Theorem 7.1 a).
Note that from now on when we do the limit as ε → 0, we mean the limit along the
subsequences such that (7.15) (and then also (7.16)) hold.
Note that, by (iii) of Lemma 7.2 and by definition of the corrector w, we have
(7.17) lim
ε→0
Fε(x, y) = 0,
where Fε is defined in (7.11). Then, we let ε → 0 in (7.10) and use again (7.16), (7.15)
and (7.17) to get
(7.18) ψt(t¯, x¯) + ηGη(x¯, y˜)− H¯(x¯, Dψ(t¯, x¯)) ≤ 0.
where
Gη(x¯, y˜) := lim
ε→0
Gε,η(x, y),
where and Gε,η is defined in (7.8).
Note that
Gη(x¯, y˜) = −b(y˜) ·Dχ(y˜)− tr(τ(y˜)τ(y˜)TD2χ(y˜))− η|τ(y˜)TDχ(y˜)|2
− 2τ(y˜)TDw(y˜) ·Dχ(y˜)− 2τ(y˜)σ(x¯, y˜)TDxψ(t¯, x¯) ·Dχ(y˜).
We observe that if y˜ is uniformly bounded in η, we send η → 0 and we conclude
(7.19) ψt − H¯(x¯, Dψ(t¯, x¯)) ≤ 0.
Otherwise, if
|y˜| → +∞ as η → 0,
we prove analogously as in Lemma 7.3 (1) that for any η small enough
lim
η→0
Gη(x¯, y˜) = +∞.
Then we can suppose for η small
(7.20) ηGη(x¯, y˜) ≥ 0
and by coupling (7.20) with (7.18), we conclude again (7.19). 
Finally we prove Lemma 7.3.
Proof of Lemma 7.3. First we prove (1). Take η, ε < 1 and consider |y| ≥ R1, where R1 is
defined in (U). We analyse Gε,η term by term:
−b(y) ·Dyχ(y)− |τ(y)TDyχ(y)|2 ≥ 2a|y|2 − 2a|b||y| − 4a2T |y|2,
by (7.6) and assumption (U);
−2τ(y)σ(x, y)TDxψ(t, x) ·Dyχ(y) ≥ −2aK|Dxψ(t, x)||y| − 2aK,
where from now on we denote by K > 0 a constant depending only on ||τ ||∞, ||σ||∞ which
may change from line to line. Note that |Dxψ(t, x)| is bounded uniformly in ε by Lemma
7.2 (i) and the smoothness of ψ. We control the growth of the gradient of w by the global
estimate (5.2) proved in Proposition 5.2 and we get
−2τ(y)TDyχ(y) · τ(y)TDyw(y) ≥ −4aCK|y|,
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where C is defined in (5.2). Then, by coupling all the previous estimates, we get
Gε,η(x, y) ≥ (2a− 4a2T )|y|2 − 2a|b||y| − 4aCK|y| − 2aK|Dxψ(t, x)||y| − 2aK.
and by the second of (7.6), we finally get (1).
In order to prove (2), we use again (5.2) of Proposition 5.2 to get
τ(y)σ(x¯, y)TDxψ(t, x)) ·Dyw(y) ≥ −KC|Dxψ(t, x))|,
where C > 0 is defined in (5.2). Then we conclude since (t, x) are bounded in ε by Lemma
7.2 (i) and τ, σ are bounded. 
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