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Abstract
We study a polymer model on hierarchical lattices very close to the one introduced and studied in Derrida
and Griffith (1989) [19] and Cook and Derrida (1989) [16]. For this model, we prove the existence of free
energy and derive the necessary and sufficient condition for which very strong disorder holds for all β, and
give some accurate results on the behavior of the free energy at high temperature. We obtain these results by
using a combination of fractional moment method and change of measure over the environment to obtain
an upper bound, and a second moment method to get a lower bound. We also get lower bounds on the
fluctuation exponent of log Zn , and study the infinite polymer measure in the weak disorder phase.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction and presentation of the model
The model of directed polymers in random environment appeared first in the physics
literature as an attempt to modelize roughening in domain wall in the 2D Ising model due
to impurities [28]. Then, it reached the mathematical community in [29], and in [4], where
the author applied martingale techniques that have became the major technical tools in the
study of this model since then. A lot of progress has been made recently in the mathematical
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understanding of directed polymer model (see for example [30,15,11,14,7,8,13,12] for a recent
review). It is known that there is a phase transition from a delocalized phase at high temperature,
where the behavior of the polymer is diffusive, to a localized phase, where the influence of the
medium is relevant and is expected to produce nontrivial phenomena, such as superdiffusivity.
These two different situations are usually referred to as weak and strong disorder, respectively.
A simple characterization of this dichotomy is given in terms of the limit of a certain positive
martingale related to the partition function of this model.
It is known that in low dimensions (d = 1 or 2), the polymer is in the strong disorder phase
at all temperature (see [13,36], for more precise results), whereas for d > 3, there is a nontrivial
region of temperatures where weak disorder holds. A weak form of invariance principle is proved
in [15].
However, the exact value of the critical temperature which separates the two regions (when it
is finite) remains an open question. It is known exactly in the case of directed polymers on the
tree, where a complete analysis is available (see [5,22,32]). In the case of Zd , for d > 3, an L2
computation yields an upper bound on the critical temperature, which is however known not to
coincide with this bound (see [3,2,6]).
We choose to study the same model of directed polymers on diamond hierarchical lattices.
These lattices present a very simple structure allowing to perform a lot of computations together
with a richer geometry than the tree (see Remark 2.3 for more details). They have been introduced
in physics in order to perform exact renormalization group computations for spin systems
[38,31]. A detailed treatment of more general hierarchical lattices can be found in [33,34]. For an
overview of the extensive literature on Ising and Potts models on hierarchical lattices, we refer
the reader to [1,17] and references therein. Whereas statistical mechanics model on trees have to
be considered as mean-field versions of the original models, the hierarchical lattice models are
in many sense very close to the models on Zd ; they are a very powerful tool to get an intuition
for results and proofs on the more complex Zd models. (for instance, the work on hierarchical
pinning model in [23] lead to a solution of the original model in [21]. In the same manner, the
present work has been a great source of inspiration for [36]).
Directed polymers on hierarchical lattices (with bond disorder) appeared in [16,18–20] (see
also [39] for directed first-passage percolation). More recently, these lattice models raised
the interest of mathematicians in the study of random resistor networks [40], pinning/wetting
transitions [23,35] and diffusion on a percolation cluster [27].
We can also mention [26] where the authors consider a random analogue of the hierarchical
lattice, where at each step, each bond transforms either into a series of two bonds or into two
bonds in parallel, with probability p and p − 1 respectively.
Our aim in this paper is to describe the properties of the quenched free energy of directed
polymers on hierarchical lattices with site disorder at high temperature (Fig. 1):
• First, to be able to decide, in all cases, if the quenched and annealed free energy differ at low
temperature.
• If they do, we want to be able to describe the phase transition and to compute the critical
exponent for the free energy.
We choose to focus on the model with site disorder, whereas [25,16] focus on the model with
bond disorder where computations are simpler. We do so because we believe that this model is
closer to the model of directed polymer in Zd (in particular, because of the inhomogeneity of the
Green Function), and because there exists a nice recursive construction of the partition functions
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Fig. 1. We present here the recursive construction of the first three levels of the hierarchical lattice Dn , for b = 3, s = 2.
in our case, that leads to a martingale property. Apart from that, both models are very similar,
and we will shortly talk about the bond disorder model in Section 8.
The diamond hierarchical lattice Dn can be constructed recursively:
• D0 is one single edge linking two vertices A and B.
• Dn+1 is obtained from Dn by replacing each edge by b branches of s − 1 edges.
We can, improperly, consider Dn as a set of vertices, and, with the above construction, we have
Dn ⊂ Dn+1. We set D = ⋃n>0 Dn . The vertices introduced at the n-th iteration are said to
belong to the n-th generation Vn = Dn \ Dn−1. We easily see that |Vn| = (bs)n−1b(s − 1).
We restrict to b > 2 and s > 2. The case b = 1 (resp. s = 1) is not interesting as it just
corresponds to a family of edges in series (resp. in parallel).
We introduce disorder in the system as a set of real numbers associated to vertices ω =
(ωz)z∈D\{A,B}. Consider Γn the space of directed paths in Dn linking A to B. For each g ∈ Γn
(to be understood as a sequence of connected vertices in Dn , (g0 = A, g1, . . . , gsn = B)), we
define the Hamiltonian
Hωn (g) :=
sn−1∑
t=1
ω(gt ). (1.1)
For β > 0, n > 1, we define the (quenched) polymer measure µβ,ωn on Γn which chooses a path
γ at random with law
µβ,ωn (γ = g) :=
1
Zn(β)
exp(βHωn (g)), (1.2)
where
Zn(β) = Zn(β, ω) :=
∑
g∈Γn
exp(βHωn (g)), (1.3)
is the partition function, and β is the inverse temperature parameter.
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In the sequel, we will focus on the case where ω = (ωz, z ∈ D \ {A, B}) is a collection of
i.i.d. random variables and denote the product measure by Q. Let ω0 denote a one dimensional
marginal of Q, we assume that ω0 has expectation zero, unit variance, and that
λ(β) := log Qeβω0 <∞ ∀β > 0. (1.4)
As usual, we define the quenched free energy (see Theorem 2.1) by
p(β) := lim
n→+∞
1
sn
Q log Zn(β), (1.5)
and its annealed counterpart by
f (β) := lim
n→+∞
1
sn
log Q Zn(β). (1.6)
This annealed free energy can be exactly computed. We will prove
f (β) := λ(β)+ log b
s − 1 . (1.7)
This model can also be stated as a random dynamical system: given two integer parameters b
and s larger than 2, β > 0, consider the following recursion
W0
L= 1
Wn+1
L= 1
b
b∑
i=1
s∏
j=1
W (i, j)n
s−1∏
i=1
A(i, j)n , (1.8)
where equalities hold in distribution, W (i, j)n are independent copies of Wn , and A
(i, j)
n are
i.i.d. random variables, independent of the W (i, j)n with law
A
L= exp(βω − λ(β)).
In the directed polymer setting, Wn can be interpreted as the normalized partition function
Wn(β) = Wn(β, ω) = Zn(β, ω)Q Zn(β, ω) . (1.9)
Then, (1.8) turns out to be an almost sure equality if we interpret W (i, j)n as the partition function
of the j-th edge of the i-th branch of D1.
The sequence (Wn)n>0 is a martingale with respect to Fn = σ(ωz : z ∈ ∪ni=1 Vi ) and as
Wn > 0 for all n, we can define the almost sure limit W∞ = limn→+∞Wn . Taking limits in both
sides of (1.8), we obtain a functional equation for W∞.
2. Results
Our first result is about the existence of the free energy.
Theorem 2.1. For all β, the limit
lim
n→+∞
1
sn
log Zn(β), (2.1)
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exists a.s. and is a.s. equal to the quenched free energy p(β). In fact for any ε > 0, one can find
n0(ε, β) such that
Q
(|log Zn − Q log Zn| > snε) 6 exp(−ε2/3sn/34
)
, for all n > n0. (2.2)
Moreover, p(·) is a strictly convex function of β.
Remark 2.2. The inequality (2.2) is the exact equivalent of [11, Proposition 2.5], and the proof
given there can easily be adapted to our case. It applies concentration results for martingales
from [37]. It can be improved in order to obtain the same bound as for Gaussian environments
stated in [8] (see [9] for details). However, it is believed that it is not of the optimal order, similar
to the case of directed polymers on Zd .
Remark 2.3. The strict convexity of the free energy is an interesting property. It is known that
it holds also for the directed polymer on Zd but not on the tree. In the later case, the free energy
is strictly convex only for values of β smaller than the critical value βc (to be defined latter)
and it is linear on [βc,+∞). This fact is related to the particular structure of the tree that
leads to major simplifications in the “correlation structure” of the model (see [5]). The strict
convexity, in our setting, arises essentially from the property that two paths on the hierarchical
lattice can re-intersect after being separated at some step. This underlines once more, that Zd and
the hierarchical lattice have a lot of features in common, which they do not share with the tree.
Next, we establish the martingale property for Wn and the zero-one law for its limit.
Lemma 2.4. (Wn)n is a positive Fn-martingale. It converges Q-almost surely to a non-negative
limit W∞ that satisfies the following zero-one law:
Q (W∞ > 0) ∈ {0, 1}. (2.3)
Recall that martingales appear when the disorder is displayed on sites, in contrast with disorder
on bonds as in [16,18].
Observe that
p(β)− f (β) = lim
n→+∞
1
sn
log Wn(β),
so, if we are in the situation Q(W∞ > 0) = 1, we have that p(β) = f (β). This motivates the
following definition:
Definition 2.5. If Q(W∞ > 0) = 1, we say that weak disorder holds. In the opposite situation,
we say that strong disorder holds.
Remark 2.6. Later, we will give a statement (Proposition 5.1) that guarantees that strong
disorder is equivalent to p(β) 6= f (β), a situation that is sometimes called very strong disorder.
This is believed to be true for polymer models on Zd or Rd but it remains an unproved and
challenging conjecture in dimension d > 3 (see [7]).
The next proposition lists a series of partial results that in some sense clarify the phase diagram
of our model.
Proposition 2.7. (i) There exists β0 ∈ [0,+∞] such that strong disorder holds for β > β0 and
weak disorder holds for β 6 β0.
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(ii) If b > s, β0 > 0. Indeed, there exists β2 ∈ (0,∞] such that for all β < β2,
supn Q(W
2
n (β)) < +∞, and therefore weak disorder holds.
(iii) If βλ′(β)− λ(β) > 2 log bs−1 , then strong disorder holds.
(iv) In the case where ωz are Gaussian random variables, (iii) can be improved for b > s:
strong disorder holds as soon as β >
√
2(b−s) log b
(b−1)(s−1) .
(v) If b 6 s, then strong disorder holds for all β.
Remark 2.8. On can check that the formula in (iii) ensures that β0 < ∞ whenever the
distribution of ωz is unbounded.
Remark 2.9. An implicit formula is given for β2 in the proof and this gives a lower bound for
β0. However, when β2 < ∞, it never coincides with the upper bound given by (iii) and (iv),
and therefore knowing the exact value of the critical temperature when b > s remains an open
problem.
We now provide more quantitative information for the regime considered in (v):
Theorem 2.10. When s > b, there exists a constant c = cs,b such that for any β 6 1 we have
1
c
β
2
α 6 f (β)− p(β) 6 cβ 2α
where α = log s−log blog s .
Theorem 2.11. When s = b, there exists a constant c = cs such that for any β 6 1 we have
exp
(
− c
β2
)
6 f (β)− p(β) 6 c exp
(
− 1
cβ
)
.
In the theory of directed polymer in random environment, it is believed that, in low dimension,
the quantity log Zn undergoes large fluctuations around its average (as opposed to what happens
in the weak disorder regime where the fluctuation are of order 1). More precisely: it is believed
that there exists an exponent χ > 0 such that
log Zn − Q log Zn  N ξ and VarQ log Zn  N 2χ , (2.4)
where N is the length of the system (= n on Zd and sn one our hierarchical lattice). In the
non-hierarchical model this exponent is of major importance as it is closely related to the volume
exponent ξ that gives the spatial fluctuation of the polymer chain (see e.g. [30] for a discussion
on fluctuation exponents). Indeed it is conjectured for the Zd models that
χ = 2ξ − 1. (2.5)
This implies that the polymer trajectories are superdiffusive as soon as χ > 0. In our hierarchical
setup, there is no such geometric interpretation but having a lower bound on the fluctuation allows
to get a significant localization result.
Proposition 2.12. When b < s, there exists a constant c such that for all n > 0 we have
VarQ (log Zn) > c(s/b)nβ2. (2.6)
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Moreover, for any ε > 0, n > 0, and a ∈ R,
Q
{
log Zn ∈ [a, a + ε(s/b)n/2]
}
6 8ε
β
. (2.7)
This implies that if the fluctuation exponent χ exists, χ ≥ log s−log b2 log s . We also have the
corresponding result for the case b = s.
Proposition 2.13. When b = s, there exists a constant c such that for all n > 0, we have
VarQ (log Zn) > cnβ2. (2.8)
Moreover for any ε > 0, n > 0, and a ∈ R,
Q
{
log Zn ∈ [a, a + ε√n]
}
6 8ε
β
. (2.9)
From the fluctuations of the free energy we can prove the following: For g ∈ Γn and m < n,
we define g|m to be the restriction of g to Dm .
Corollary 2.14. If b 6 s and m ∈ N is fixed, we have
lim
n→∞ supg∈Γm
µn(γ |m = g) = 1, (2.10)
where the convergence holds in probability.
Intuitively this result means that if one look on a large scale, the law of µn is concentrated
in the neighborhood of a single path. Considering Γn with a natural metric (two path g and g′
in Γn are at distance 2−m if and only if g|m 6= g′|m and g|m−1 = g|m−1) makes this statement
rigorous.
Remark 2.15. With some (very minor) additional effort, one can prove that the convergence in
(2.10) holds almost surely, at least in the case b < s. However, this is just a consequence of the
fact that the size of our system grows very fast (exponentially), so that Borel–Cantelli Lemma
easily works, and has not deep meaning. The result could also be improved by taking m(n) going
to infinity with n, but we are far from being able to give an optimal rate for the divergence of
m(n) with our actual techniques.
Remark 2.16. Proposition 2.7(v) brings the idea that b 6 s for this hierarchical model is
equivalent to the d 6 2 case for the model in Zd (and that b > s is equivalent to d > 2).
Let us push further the analogy: let γ (1), γ (2) be two paths chosen uniformly at random in Γn
(denote the uniform-product law by P⊗2), their expected site overlap is of order (s/b)n if b < s,
of order n if b = s, and of order 1 if b > s. If one denotes by N = sn the length of the system,
one has
P⊗2
[
N∑
t=0
1{γ (1)t =γ (2)t }
]

N
α if b < s,
log N if b = s,
1 if b > s,
(2.11)
(where α = (log s − log b)/ log s). Comparing this to the case of random walk on Zd , we can
infer that the case b = s is just like d = 2 and that the case d = 1 is similar to b = √s (α = 1/2).
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One can check in comparing [36, Theorem 1.4, 1.5, 1.6] with Theorems 2.10 and 2.11, that this
analogy is relevant.
The paper is organized as follow
• In Section 3 we prove some basic statements about the free energy, Lemma 2.4 and the first
part of Proposition 2.7.
• In Section 4, we prove (ii) of Proposition 2.7 and the upper-bound inequalities Theorems 2.10
and 2.11.
• In Section 5, we prove (iii) and (iv) of Proposition 2.7 and the lower-bound inequalities for
Theorems 2.10 and 2.11.
• In Section 6 we prove Propositions 2.12 and 2.13 and Corollary 2.14.
• In Section 7 we define and investigate the properties of the infinite volume polymer measure
in the weak disorder phase.
• In Section 8 we shortly discuss about the bond disorder model.
3. Martingale tricks and free energy
We first look at to the existence of the quenched free energy
p(β) = lim
n→+∞
1
n
Q (log Zn(β)) ,
and its relation with the annealed free energy. Much in the same spirit than (1.8), we can find a
recursion for Zn :
Zn+1(β) =
b∑
i=1
Z (i,1)n (β) · · · Z (i,s)n (β)× eβωi,1 · · · eβωi,s−1 . (3.1)
The case β = 0 is somehow instructive. It gives the number of paths in Γn and is handled by the
simple recursion
Zn+1(0) = b (Zn(0))s ,
which follows by taking β = 0 in (3.1).This easily yields
|Γn| = Zn(β = 0) = b s
n−1
s−1 . (3.2)
The existence of the quenched free energy follows by monotonicity: again from (3.1), we have
Zn+1 > Z (1,1)n Z (1,2)n · · · Z (1,s)n × eβω1,1 · · · eβω1,s−1 ,
so that (recall the ω’s are centered random variables)
1
sn+1
Q log Zn+1 >
1
sn
Q log Zn .
The annealed free energy provides an upper bound
1
sn
Q log Zn 6
1
sn
log Q Zn
= 1
sn
log eλ(β)(s
n−1)Zn(β = 0)
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=
(
1− 1
sn
)(
λ(β)+ log b
s − 1
)
=
(
1− 1
sn
)
f (β).
We now prove the strict convexity of the free energy. The proof is essentially borrowed
from [10], but it is remarkably simpler in our case.
Proof of the strict convexity of the free energy. We do our proof in the simpler case of
Bernoulli environment (ωz = ±1 with probability p, 1 − p; note that our assumptions on the
variance and expectation for ω are violated but centering and rescaling ω does not change the
argument). See the remark following this proof for the generalization to arbitrary environment.
An easy computation yields
∂2
∂β2
Q log Zn = QVarµn Hn(γ ).
We will prove that for each K > 0, there exists a constant C such that, for all β ∈ [0, K ] and
n > 1,
QVarµn Hn(γ ) > Csn . (3.3)
For g ∈ Γn and m < n, we define g|m to be the restriction of g to Dm . By the conditional
variance formula,
Varµn Hn = µn
(
Varµn (Hn(γ )|γ|n−1)
)+ Varµn (µn(Hn(γ )|γ|n−1))
> µn
(
Varµn (Hn(γ ) | γ|n−1)
)
. (3.4)
Now, for l = 0, . . . , sn−1 − 1, g ∈ Γn , define
H (l)n (g) =
(l+1)s−1∑
t=ls+1
ω(gt ),
so the right-hand side of (3.4) is equal to
µnVarµn
sn−1−1∑
l=0
H (l)n (γ )|γ|n−1
 = sn−1−1∑
l=0
µnVarµn
(
H (l)n (γ )|γ|n−1
)
,
by independence. Summarizing,
Varµn Hn >
sn−1−1∑
l=1
µnVarµn
(
H (l)n (γ )|γ|n−1
)
. (3.5)
The rest of the proof consists in showing that each term of the sum is bounded from below by a
positive constant, uniformly in l and n. For any x ∈ Dn−1 such that the graph distance between
x and A is ls in Dn (i.e. x ∈ Dn−1), we define the set of environments
M(n, l, x) =
{
ω :
∣∣∣{H (l)n (g, ω) : g ∈ Γn, gls = x}∣∣∣ > 2} .
These environments provide the fluctuations in the energy needed for the uniform lower bound
we are searching for. One second suffices to convince oneself that Q(M(n, l, x)) > 0, and does
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not depend on the parameters n, l or x . Let Q(M) denote improperly the common value of
Q(M(n, l, x)). Now, from (3.5),
Q
[
Varµn Hn
]
> Q
sn−1−1∑
l=1
∑
x∈Dn−1
1M(n,l,x)µn
[
Varµn
(
H (l)n (γ )|γ|n−1
)
1γls=x
]
. (3.6)
On the event M(n, l, x) ∩ {γls = x}, the variance with respect to µn
(
. . . |γ|n−1
)
only depends
on the environment inside the little diamond based on x , i.e., the isomorphic embedding of D1
inside Dn , where the image of A is x (let us call it D1(n, l, x)). Based on this observation, it is
easy to show that the µn
(
. . . |γ|n−1
)
probability of {|H (l)n (γ )−µn(H (l)n (γ )|γ|n−1)| > 1} is at least
1
b exp(−2β(s − 1)), so that
Varµn
(
H (l)n (γ )|γ|n−1
)
> 1
b
exp(−2β(s − 1)). (3.7)
Putting this back to (3.6) yields
Q
[
Varµn Hn
] ≥ 1
b
exp(−2β(s − 1))Q
sn−1−1∑
l=1
∑
x∈Dn−1
1M(n,l,x)µn(γls = x)
 .
Define now µ(l,x)n as the polymer measure in the environment obtained from ω by setting ωy = 0
for all sites y ∈ D1(n, l, x). One can check that for all n, and all path g,
exp(−2β(s − 1))µ(l,x)n (γ = g) 6 µn(γ = g) 6 exp(2β(s − 1))µ(l,x)n (γ ).
We note that under Q, µ(l,x)n (γls = x) and 1M(n,l,x) are independent random variables, so that
Q
[
Varµn Hn
]
> 1
b
exp(−4β(s − 1))Q
sn−1−1∑
l=0
∑
x
1M(n,l,x)µ(l,x)n (γls = x)

= 1
b
exp(−4β(s − 1))
sn−1∑
l=1
∑
x∈Dn−1
Q(M(n, l, x))Q
[
µ(l,x)n (γl = x)
]
> 1
b
exp(−6β(s − 1))
sn−1∑
l=1
∑
x∈Dn−1
Q(M(n, l, x))Q [µn(γl = x)]
= 1
b
exp(−6β(s − 1))Q(M)sn−1.
This lower bound is uniform as long as β stays in a compact. 
Remark 3.1. For arbitrary environments, we can always find K > K ′ and a positive constant L
such that the event
M(n, l, x) =
{
ω : ∃g, g′ with gls = g′ls = xs.t. H (l)n (g, ω) > K ,
H (l)n (g
′, ω) 6 K ′, and |ωy | 6 L ,∀y ∈ D1(n, l, x)
}
,
has positive Q-probability. The proof can then be achieved with this definition of M(n, l, x)
(with lower bound K−K ′2b exp(−6βL(s − 1)) at the end).
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We now establish the martingale property for the normalized free energy.
Proof of Lemma 2.4. Set zn = Zn(β = 0). We have already remarked that this is just the
number of (directed) paths in Dn , and its value is given by (3.2). Observe that g ∈ Γn visits
sn(s − 1) sites of n + 1-th generation. The restriction of paths in Dn+1 to Dn is obviously not
one-to-one as for each path g′ ∈ Γn , there are bsn paths in Γn+1 such that g|n = g′. Now,
Q (Zn+1(β)|Fn) =
∑
g∈Dn+1
Q
(
eβHn+1(g)|Fn
)
=
∑
g′∈Dn
∑
g∈Dn+1
Q
(
eβHn+1(g)|Fn
)
1g|n=g′
=
∑
g′∈Dn
∑
g∈Dn+1
eβHn(g
′)es
n(s−1)λ(β)1g|n=g′
=
∑
g′∈Dn
eβHn(g
′)es
n(s−1)λ(β) ∑
g∈Dn+1
1g|n=g′
= esn(s−1)λ(β)bsn
∑
g′∈Dn
eβHn(g
′)
= Zn(β) zn+1e
sn+1λ(β)
znes
nλ(β)
.
This proves the martingale property. For (2.3), let us generalize a little the preceding restriction
procedure. As before, for a path g ∈ Dn+k , denote by g|n its restriction to Dn . Denote by In,n+k
the set of time indexes that have been removed in order to perform this restriction and by Nn,n+k
its cardinality. Then
Zn+k =
∑
g∈Dn
eβHn(g)
∑
g′∈Dn+k ,g′|n=g
exp
β ∑
t∈In,n+k
ω(g′t )
 .
Consider the following notation, for g ∈ Γn ,
W˜n,n+k(g) = c−1n,n+k
∑
g′∈Dn+k ,g′|n=g
exp
β ∑
t∈In,n+k
ω(g′t )− Nn,n+kλ(β)
 ,
where cn,n+k stands for the number paths in the sum. With this notations, we have,
Wn+k = 1zn
∑
g∈Dn
eβHn(g)−(sn−1)λ(β)W˜n,n+k(g), (3.8)
and, for all n,
{W∞ = 0} =
{
W˜n,n+k(g)→ 0, as k →+∞,∀g ∈ Dn
}
. (3.9)
The event in the right-hand side is measurable with respect to the disorder of generation not
earlier than n. As n is arbitrary, the left-hand side of (3.9) is in the tail σ -algebra and its
probability is either 0 or 1. 
This, combined with FKG-type arguments (see [15, Theorem 3.2] for details), proves part
(i) of Proposition 2.7. Roughly speaking, the FKG inequality is used to insure that there is no
reentrance phase.
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4. Second moment method and lower bounds
This section contains all the proofs concerning coincidence of annealed and quenched free
energy for s > b and lower bounds on the quenched free energy for b 6 s (i.e. half of the results
from Proposition 2.7 to Theorem 2.11.) First, we discuss briefly the condition on β that one has
to fulfill to have Wn bounded in L2(Q). Then for the cases when strong disorder holds at all
temperature (b 6 s), we present a method that combines control of the second moment up to
some scale n and a percolation argument to get a lower bound on the free energy.
First, we investigate how to get the variance of Wn (under Q). From (1.8) we get the induction
for the variance vn = Q
[
(Wn − 1)2
]
:
vn+1 = 1b
(
e(s−1)γ (β)(vn + 1)s − 1
)
, (4.1)
v0 = 0 (4.2)
where γ (β) := λ(2β)− 2λ(β).
4.1. The L2 domain: s < b
If b > s, and γ (β) is small, the map
g : x 7→ 1
b
(
e(s−1)γ (β)(x + 1)s − 1
)
possesses a fixed point. In this case, (4.1) guaranties that vn converges to some finite limit.
Therefore, in this case, Wn is a positive martingale bounded in L2, and therefore converges
almost surely to W∞ ∈ L2(Q) with QW∞ = 1, so that
p(β)− λ(β) = lim
n→∞
1
sn
log Wn = 0,
and weak disorder holds. One can check that g has a fixed point if and only if
γ (β) 6 s
s − 1 log
s
b
− log b − 1
s − 1 .
4.2. Control of the variance: s > b
For  > 0, let n0 be the smallest integer such that vn ≥ ε.
Lemma 4.1. For any ε > 0, there exists a constant cε such that for any β 6 1
n0 >
2| logβ|
log s − log b − cε.
Proof. Expanding (4.1) around β = 0, vn = 0, we find a constant c1 such that, whenever vn 6 1
and β 6 1,
vn+1 6
s
b
(vn + c1β2)(1+ c1vn). (4.3)
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Using (4.3), we obtain by induction
vn0 6
n0−1∏
i=0
(1+ c1vi )
[
c1β
2
(
n0−1∑
i=0
(s/b)i
)]
.
From (4.1), we see that vi+1 > (s/b)vi . By definition of n0, vn0−1 < , so that vi <
ε(s/b)i−n0+1. Then
n0−1∏
i=0
(1+ c1vi ) 6
n0−1∏
i=0
(1+ c1ε(s/b)i−n0+1) 6
∞∏
k=0
(1+ c1ε(s/b)−k) 6 2,
where the last inequality holds for ε small enough. In that case we have
ε 6 vn0 6 2c1β2(s/b)n0 ,
so that
n0 >
log(ε/2c1β2)
log(s/b)
. 
4.3. Control of the variance: s = b
Lemma 4.2. There exists a constant c2 such that, for every β 6 1,
∀n 6 c2
β
, vn 6 β.
Proof. By (4.3) and induction we have, for any n such that vn−1 6 1 and β 6 1,
vn 6 nβ2
n−1∏
i=0
(1+ c1vi ).
Let n0 be the smallest integer such that vn0 > β. By the above formula, we have
vn0 6 n0β2(1+ c1β)n0 .
Suppose that n0 6 (c2/β), then
β 6 vn0 6 c2c1β(1+ c1β)c2/β .
If c2 is chosen small enough, this is impossible. 
4.4. Directed percolation on Dn
For technical reasons, we need to get some understanding on directed independent bond
percolation on Dn . Let p be the probability that an edge is open. The probability of having
an open path from A to B in Dn follows the recursion
p0 = p,
pn = 1− (1− psn−1)b.
On can check that the map x 7→ 1 − (1 − x s)b has a unique unstable fixed point on (0, 1); we
call it pc. Therefore if p > pc, with a probability tending to 1, there will be an open path linking
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Fig. 2. On this figure, we scheme how Dn+m with its random environment can be seen as independent copies of Dn
arrayed as Dm . Here, we have b = s = 2m = 2, each diamond corresponds to a copy of Dn (we can identify it with
an edge and get the underlying graph D2). Note that we also have to take into account the environment present on the
vertices denoted by circles.
A and B in Dn . If p < pc, A and B will be disconnected in Dn with probability tending to 1. If
p = pc, the probability that A and B are linked in Dn by an open path is stationary. See [27] for
a deep investigation of percolation on hierarchical lattices.
4.5. From control of the variance to lower bounds on the free energy
Given b and s, let pc = pc(b, s) be the critical parameter for directed bond percolation.
Proposition 4.3. Let n be an integer such that vn = Q(Wn − 1)2 < 1−pc4 and β such that
p(β) 6 (1− log 2). Then
f (β)− p(β) > s−n .
Proof. If n is such that Q
[
(Wn − 1)2
]
<
1−pc
4 , we apply Chebycheff inequality to see that
Q(Wn < 1/2) 6 4vn < 1− pc.
Now let be m > n. Dm can be seen as the graph Dm−n where the edges have been replaced
by i.i.d. copies of Dn with its environment (see Fig. 2). To each copy of Dn we associate its
renormalized partition function; therefore, to each edge e of Dm−n corresponds an independent
copy of Wn , W
(e)
n . By percolation (see Fig. 3), we will have, with a positive probability not
depending on n, a path in Dm−n linking A to B, going only through edges which associated W (e)n
is larger than 1/2.
When such paths exist, let γ0 be one of them (chosen in a deterministic manner, e.g. the lowest
such path for some geometric representation of Dn). We look at the contribution of these family
of paths in Dm to the partition function. We have
Wm > (1/2)s
m−n
exp
(∑
z∈γ0
βωz − λ(β)
)
.
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Fig. 3. We represent here the percolation argument we use. In the previous figure, we have replaced by an open edge any
of the copies of Dn which satisfies Wn > 1/2. As it happens with probability larger than pc , it is likely that we can find
an open path linking A to B in Dn+m , especially if m is large.
Again, with positive probability (say larger than 1/3), we have
∑
z∈γ0 ωz > 0 (the ωz are
i.i.d. centered random variable and are independent of the W (e)n along the path, therefore (by
the central limit theorem), the probability that
∑
z∈γ0 ωz > 0 can get arbitrary close to 1/2 if m
is large enough). Therefore with positive probability we have
1
sm
log Wm > − 1sn (log 2+ λ(β)).
As 1/sm log Wm converges in probability to the free energy this proves the result. 
Proof of the right inequality in Theorems 2.10 and 2.11. The results now follow by combin-
ing Lemma 4.1 or 4.2 for β small enough, with Proposition 4.3. 
5. Fractional moment method, upper bounds and strong disorder
In this section we develop a way to find an upper bound for λ(β) − p(β), or just to find
out if strong disorder holds. The main tool we use are fractional moment estimates and measure
changes.
5.1. Fractional moment estimate
In the sequel we will use the following notation. Given a fixed parameter θ ∈ (0, 1), define
un := QW θn , (5.1)
aθ := Q Aθ = exp(λ(θβ)− θλ(β)). (5.2)
Proposition 5.1. The sequence ( fn)n defined by
fn := θ−1s−n log
(
aθb
1−θ
s−1 un
)
482 H. Lacoin, G. Moreno / Stochastic Processes and their Applications 120 (2010) 467–493
is decreasing and we have
lim
n→∞ fn > p(β)− f (β).
(i) In particular, if for some n ∈ N, un < a−1θ b
θ−1
s−1 , strong disorder holds.
(ii) Strong disorder holds in particular if aθ < b
θ−1
s−1 .
Proof. Applying the inequality
(∑
ai
)θ 6 ∑ aθi (which holds for any θ ∈ (0, 1) and any
collection of positive numbers ai ) to (1.8) and averaging with respect to Q gives
un+1 6 b1−θusnas−1θ .
From this we deduce that the sequence
s−n log
(
aθb
1−θ
s−1 un
)
is decreasing. Moreover we have
p(β)− f (β) = lim
n→∞
1
sn
Q log Wn 6 lim
n→∞
1
θsn
log QW θn = limn→∞ fn .
As a consequence very strong disorder holds if fn < 0 for any fn . As a consequence, strong
disorder and very strong disorder are equivalent. 
5.2. Change of measure and environment tilting
The result of the previous section assures that we can estimate the free energy if we can bound
accurately some non-integer moment of Wn . Now we present a method to estimate non-integer
moment via measure change, it has been introduced to show disorder relevance in the case of
wetting model on a hierarchical lattice [23] and used since in several different contexts since, in
particular for directed polymer models on Zd [36]. Yet, for the directed polymer on hierarchical
lattice, the method is remarkably simple to apply, and it seems to be the ideal context to present
it. Let Q˜ be any probability measure such that Q and Q˜ are mutually absolutely continuous.
Using Ho¨lder inequality we observe that
QW θn = Q˜
dQ
dQ˜
W θn 6
[
Q˜
(
dQ
dQ˜
) 1
1−θ
](1−θ) (
Q˜Wn
)θ
. (5.3)
Our aim is to find a measure Q˜ such that the term
[
Q˜
(
dQ
dQ˜
) 1
1−θ
](1−θ)
is not very large (i.e. of
order 1), and which significantly lowers the expected value of Wn . To do so we look for Q˜ which
lowers the value of the environment on each site, by exponential tilting. For b < s it sufficient to
lower the value for the environment uniformly of every site of Dn \ {A, B} to get a satisfactory
result, whereas for the b = s case, on has to do an inhomogeneous change of measure. We
present the change of measure in a united framework before going to the details with two separate
cases. For a simpler presentation, we restrict here to the case of Gaussian environment (the ωz
are i.i.d. centered standard Gaussian under the measure Q). The method easily adapt to general
environment as shown at the end of the section.
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Recall that Vi denotes the sites of Di \ Di−1, and that the number of sites in Dn is
|Dn \ {A, B}| =
n∑
i=1
|Vi | =
n∑
i=1
(s − 1)bi si−1 = (s − 1)b((sb)
n − 1)
sb − 1 . (5.4)
We define Q˜ = Q˜n,s,b to be the measure under which the environment on the site of the i-th
generation for i ∈ {1, . . . , n} are standard Gaussian variables with mean−δi = −δi,n , where δi,n
is to be defined. The density of Q˜ with respect to Q is given by
dQ˜
dQ
(ω) = exp
(
−
n∑
i=1
∑
z∈Vi
(
δi,nωz +
δ2i,n
2
))
.
As each path in Dn intersects Vi on si−1(s − 1) sites, this change of measure lowers the value of
the Hamiltonian (1.1) by
∑n
i=1 si−1(s − 1)δi,n on any path. Therefore, both terms can be easily
computed,
Q˜
(
dQ
dQ˜
) 1
1−θ = exp
{
θ
2(1− θ)
n∑
i=1
|Vi |δ2i,n
}
. (5.5)
(
Q˜Wn
)θ = exp{−βθ n∑
i=1
si−1(s − 1)δi,n
}
. (5.6)
Replacing (5.6) and (5.5) back into (5.3) gives
un 6 exp
{
θ
n∑
i=1
( |Vi |δ2i,n
2(1− θ) − βs
i−1(s − 1)δi,n
)}
. (5.7)
When δi,n = δn (i.e. when the change of measure is homogeneous on every site) the last
expression becomes simply
un 6 exp
{
θ
( |Dn \ {A, B}|δ2n
2(1− θ) − (s
n − 1)βδn
)}
. (5.8)
In either case, the rest of the proof consists in finding convenient values for δi,n and n large
enough to ensure that (i) from Proposition 5.1 holds.
5.3. Homogeneous shift method: s > b
Proof of the left inequality in Theorem 2.10, in the case of Gaussian environment. Let 0 <
θ < 1 be fixed (say θ = 1/2) and δi,n = δn := (sb)−n/2. Observe from (5.4) that
|Dn \ {A, B}|δ2n 6 1, so that (5.8) implies
un 6 exp
(
θ
2(1− θ) − θβ(s/b)
n/2 s − 1
s
)
.
Taking n = 2(| logβ|+log c3)log s−log b , we get
un 6 exp
(
θ
2(1− θ) −
θc3s
s − 1
)
.
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Choosing θ = 1/2 and c3 sufficiently large, we have
fn = s−n log aθb 1−θs−1 un 6 −s−n, (5.9)
so that Proposition 5.1 gives us the conclusion
p(β)− f (β) 6 −s−n = −(β/c3)
2 log s
log s−log b . 
5.4. Inhomogeneous shift method: s = b
One can check that the previous method does not give good enough results for the marginal
case b = s. One has to do a change of measure which is a bit more refined and for which the
intensity of the tilt in proportional to the Green function on each site. This idea was used first for
the marginal case in pinning model on hierarchical lattice (see [35]).
Proof of the left inequality in Theorem 2.11 inthe case of Gaussian environment. This time,
we set δi,n := n−1/2s−i . Then (recall (5.4)), (5.7) becomes
un 6 exp
(
θ
2(1− θ)
s − 1
s
− θβn−1/2 s − 1
s
)
.
Taking θ = 1/2 and n = (c4/β)2 for a constant c4 large enough, we get that fn 6 −sn and
applying Proposition 5.1, we obtain
p(β)− f (β) 6 −s−n = −s−(c4/β)2 = − exp
(
−c
2
4 log s
β2
)
. 
5.5. Bounds for the critical temperature
From Proposition 5.1, we have that strong disorder holds if aθ < b(1−θ)/(s−1). Taking
logarithms, this condition reads
λ(θβ)− θλ(β) < (1− θ) log b
s − 1 .
We divide both sides by 1 − θ and let θ → 1. This proves part (iii) of Proposition 2.7. For the
case b > s, this condition can be improved by the inhomogeneous shifting method; here, we
perform it just in the case of Gaussian environment. Recall that
un 6 exp
{
θ
n∑
i=1
( |Vi |δ2i,n
2(1− θ) − βs
i−1(s − 1)δi,n
)}
. (5.10)
We optimize each summand in this expression taking δi,n = δi = (1 − θ)β/bi . Recalling that
|Vi | = (bs)i−1b(s − 1), this yields
un 6 exp
{
−θ(1− θ)β
2
2
s − 1
s
n∑
i=1
( s
b
)i}
6 exp
{
−θ(1− θ)β
2
2
s − 1
s
s/b − (s/b)n+1
1− s/b
}
.
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Because n is arbitrary, in order to guaranty strong disorder it is enough to have (cf. first condition
in Proposition 5.1) for some θ ∈ (0, 1)
θ(1− θ)β
2
2
s − 1
s
s/b
1− s/b > (1− θ)
log b
s − 1 + log aθ .
In the case of Gaussian variables log aθ = θ(θ − 1)β2/2. This is equivalent to
β2
2
>
(b − s) log b
(b − 1)(s − 1) .
This last condition is an improvement of the bound in part (iii) of Proposition 2.7.
5.6. Adaptation of the proofs for non-Gaussian variables
Proof of the left inequality in Theorems 2.10 and 2.11 in the case of general environment.
To adapt the preceding proofs to non-Gaussian variables, we have to investigate the consequence
of exponential tilting on non-Gaussian variables. We sketch the proof in the inhomogeneous case
b = s, we keep δi,n := s−i n−1/2.
Consider Q˜ with density
dQ˜
dQ
(ω) := exp
(
−
n∑
i=1
∑
z∈Vi
(
δi,nωz + λ(−δi,n)
))
,
(recall that λ(x) := log Q exp(xω)). The term giving cost of the change of measure is, in this
case, [
Q˜
(
dQ
dQ˜
) 1
1−θ
](1−θ)
= exp
(
(1− θ)
n∑
i=1
|Vi |
[
λ
(
θδi,n
1− θ
)
+ θ
1− θ λ(−δi,n)
])
6 exp
(
θ
(1− θ)
n∑
i=1
|Vi |δ2i,n
)
6 exp
(
θ
(1− θ)
)
where the inequality is obtained by using the fact the λ(x)∼0 x2/2 (this is a consequence of
the fact that ω has unit variance) so that if β is small enough, one can bound every λ(x) in the
formula by x2.
We must be careful when we estimate Q˜Wn . We have
Q˜Wn = exp
(
n∑
i=1
(s − 1)si−1 [λ(β − δi,n)− λ(β)− λ(−δi,n)]) QWn .
By the mean value theorem
λ(β − δi,n)− λ(β)− λ(−δi,n)+ λ(0) = −δi,n
(
λ′(β − t0)− λ′(−t0)
) = −δi,nβλ′′(t1),
for some t0 ∈ (0, δi,n) and some t1 ∈ (β,−δi,n). As we know that limβ→0 λ′′(β) = 1, when δi
and β are small enough, the right-hand side is less than −βδi,n/2. Hence,
Q˜Wn 6 exp
(
−
n∑
i=1
(s − 1)si−1 βδi,n
2
)
.
We get the same inequalities that in the case of Gaussian environment, with different constants,
which do not affect the proof. The case b < s is similar. 
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6. Fluctuation and localization results
In this section we use the shift method we have developed earlier to prove fluctuation results
6.1. Proof of Proposition 2.12
The statement on the variance is only a consequence of (2.7) as it will be show at the end
of the section.
Recall that the random variable ωz here are i.i.d. centered standard Gaussian variables, and
that the product law is denoted by Q. We have to prove
Q
{
log Zn ∈ [a, a + βε(s/b)n/2]
}
6 4ε ∀ε > 0, n > 0, a ∈ R. (6.1)
Assume there exist real numbers a and ε, and an integer n such that (6.1) does not hold, i.e.
Q
{
log Zn ∈ [a, a + βε(s/b)n/2)
}
> 4ε. (6.2)
Then one of the following holds
Q
{
log Zn ∈ [a, a + βε(s/b)n/2)
}
∩
{∑
z∈Dn
ωz > 0
}
> 2ε,
Q
{
log Zn ∈ [a, a + βε(s/b)n/2)
}
∩
{∑
z∈Dn
ωz 6 0
}
> 2ε.
(6.3)
We assume that the first line is true. We consider the events related to Q as sets of environments
(ωz)z∈Dn\{A,B}. We define
Aε =
{
log Zn ∈ [a, a + βε(s/b)n/2)
}
∩
{∑
z∈Dn
ωz > 0
}
, (6.4)
and
A(i)ε =
{
log Zn ∈ [a − iβε(s/b)n/2, a − (i− 1)βε(s/b)n/2)
}
. (6.5)
Define δ = sn/2
(sn−1)bn/2 . We define the measure Q˜i,ε with its density:
dQ˜i,ε
dQ
(ω) := exp
([
iεδ
∑
z∈Dn
ωz
]
− i
2ε2δ2|Dn \ {A, B}|
2
)
. (6.6)
If the environment (ωz)z∈Dn has law Q then (ωˆ
(i)
z )z∈Dn defined by
ωˆ(i)z := ωz + εiδ, (6.7)
has law Q˜i,ε. Going from ω to ωˆ(i), one increases the value of the Hamiltonian by εi(s/b)n/2
(each path cross sn − 1 sites). Therefore if (ωˆ(i)z )z∈Dn ∈ Aε, then (ωz)z∈Dn ∈ A(i)ε . From this we
have Q˜i,εAε 6 Q A(i)ε , and therefore
Q A(i)ε >
∫
Aε
dQ˜i,ε
dQ
Q(dω) > exp(−(εi)2/2)Q(Aε). (6.8)
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The last inequality is due to the fact that the density is always larger than exp(−(εi)2/2) on the
set Aε (recall its definition and the fact that |Dn \ {A, B}|δ2 6 1). Therefore, in our setup, we
have
Q A(i)ε > ε, ∀i ∈ [0, ε−1]. (6.9)
As the A(i)ε are disjoints, this is impossible. If we are in the second case of (6.3), we get the same
result by shifting the variables in the other direction.
From Chebycheff inequality, we know that for every x > 0
Q {| log Zn − Q log Zn| > x} 6 VarQ log Zn
x2
. (6.10)
Therefore
VarQ log Zn > x2(1− Q {| log Zn − Q log Zn| 6 x}). (6.11)
For x = β(s/b)n/2/10 using (6.1) with ε = 1/5 and a = Q log Zn − β(s/b)n/2/10, we get
VarQ log Zn >
β2(s/b)n
500
.  (6.12)
6.2. Proof of Proposition 2.13
Let us suppose that there exist n, ε and a such that
Q
{
log Zn ∈ [a, a + βε
√
n)
}
> 8ε. (6.13)
We define δi,n = δi := εs1−i (s−1)−1n−1/2. Then one of the following inequalities holds (recall
the definition of Vi )
Q
{
log Zn ∈ [a, a + βε√n)
} ∩ { n∑
i=1
δi
∑
z∈Vi
ωz > 0
}
> 4ε,
Q
{
log Zn ∈ [a, a + βε√n)
} ∩ { n∑
i=1
δi
∑
z∈Vi
ωz 6 0
}
> 4ε.
(6.14)
We assume that the first line holds and define
Aε =
{
log Zn ∈ [a, a + βε
√
n)
} ∩ { n∑
i=1
δi
∑
z∈Vi
ωz > 0
}
. (6.15)
And
A( j)ε =
{
log Zn ∈ [a − jβε√n, a − ( j − 1)βε√n)
}
(6.16)
jβ
n∑
i=1
δi (s − 1)si−1 = jβε
√
n. (6.17)
Therefore, an environment ω ∈ Aε will be transformed in an environment in A( j)ε .
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We define Q˜ j,ε the measure whose Radon–Nikodym derivative with respect to Q is
dQ˜i,ε
dQ
(ω) := exp
([
j
n∑
i=1
δi
∑
z∈Vi
ωz
]
−
n∑
i=1
j2δ2i |Vi |
2
)
. (6.18)
We can bound the deterministic term.
n∑
i=1
j2δ2i |Vi |
2
= j
2ε2
n
n∑
i=1
s
2(s − 1) 6 j
2ε2. (6.19)
For an environment (ωz)z∈Dn\{A,B}, define (ωˆ
( j)
z )z∈Dn\{A,B} by
ωˆ
( j)
z := ωz + jεδi , ∀z ∈ Vi . (6.20)
If (ωz)z∈Dn\{A,B} has Q, then (ωˆ
( j)
z )z∈Dn\{A,B} has law Q˜ j,ε. When one goes from ω to ωˆ( j), the
value of the Hamiltonian is increased by
n∑
i=1
jδi s
i−1(s − 1) = ε√n.
Therefore, if ωˆ( j) ∈ Aε, then ω ∈ A( j)ε , so that
Q A( j)ε > Q˜ j,εAε.
Because of the preceding remarks
Q A( j)ε > Q˜ j,εAε =
∫
Aε
dQ˜i,ε
dQ
Q(dω) > exp
(
− j2ε2
)
Q Aε. (6.21)
The last inequality comes from the definition of Aε which gives an easy lower bound on the
Radon–Nikodym derivative. For j ∈ [0, (ε/2)−1], this implies that Q A( j)ε > 2ε. As they are
disjoint events this is impossible. The second case of (6.14) can be dealt analogously. The lower
bound on the variance is obtained just as in the b < s case. 
6.3. Proof of Corollary 2.14
Let g ∈ Γn be a fixed path. For m > n, define
Z (g)m :=
∑
{g′∈Γm :g|n=g}
exp
(
βHm(g
′)
)
. (6.22)
With this definition we have
µm(γ |n = g) = Z
(g)
m
Zm
. (6.23)
To show our result, it is sufficient to show that for any constant K and any distinct g, g′ ∈ Γn
lim
m→∞ Q
(
µm(γ |n = g)
µm(γ |n = g′) ∈ [K
−1, K ]
)
= 0. (6.24)
H. Lacoin, G. Moreno / Stochastic Processes and their Applications 120 (2010) 467–493 489
For g and g′ distinct, it is not hard to see that
log
(
µm(γ |n = g)
µm(γ |n = g′)
)
= log Z (g)m − log Z (g
′)
m =: log Z (0)m−n + X, (6.25)
where Z (0)m−n is a random variable whose distribution is the same as the one of Zm−n , and X is
independent of Z (0)m−n . We have
Q
(
log
(
µm(γ |n = g)
µm(γ |n = g′)
)
∈ [− log K , log K ]
)
= Q
[
Q
(
log Z (0)m−n ∈ [− log K − X, log K − X ]|X
)]
6 max
a∈R
Q (log Zm−n ∈ [a, a + 2 log K ]) .
Propositions 2.12 and 2.13 show that the right-hand side tends to zero. 
7. The weak disorder polymer measure
Comets and Yoshida introduced in [15] an infinite volume Markov chain at weak disorder that
corresponds in some sense to the limit of the polymer measures µn when n goes to infinity. We
perform the same construction here. The notation is more cumbersome in our setting.
Recall that Γn is the space of directed paths from A to B in Dn . Denote by Pn the uniform law
on Γn . For g ∈ Γn , 0 6 t 6 sn − 1, define W∞(gt , gt+1) by performing the same construction
that leads to W∞, but taking gt and gt+1 instead of A and B respectively. On the classical directed
polymers on Zd , this would be equivalent to take the (t, gt ) as the initial point of the polymer.
We can now define the weak disorder polymer measure for β < β0. We define Γ as the
projective limit of Γn (with its natural topology), the set of paths on D :=⋃n>1 Dn . As for finite
path, we can define, for g¯ ∈ Γ , its projection onto Γn , g¯|n . We define, for each n 6 1 and each
g ∈ Γn ,
µ∞(γ¯ |n = g) := 1W∞ exp{βHn(g)− (s
n − 1)λ(β)}
×
sn−1∏
i=0
W∞(gi , gi+1)Pn(γ¯ |n = g). (7.1)
Let us stress the following:
• Note that the projection on the different Γn are consistent (so that our definition makes sense)
µ∞(γ¯ |n = g) = µ∞ ((γ¯ |n+1)|n = g) .
• Thanks to the martingale convergence for both the numerator and the denominator, for any
g ∈ Γn ,
lim
k→+∞µk+n(γ |n = g) = µ∞(γ¯ |n = g).
Therefore, µ∞ is the only reasonable definition for the limit of µn .
It is an easy task to prove the law of large numbers for the time-averaged quenched mean of
the energy. This follows as a simple consequence of the convexity of p(β).
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Proposition 7.1. At each point where β 7→ p(β) admits a derivative,
lim
n→+∞
1
sn
µn(Hn(γ ))→ p′(β), Q − a.s..
Proof. It is enough to observe that
∂
∂β
log Zn = µn(Hn(γ )),
then use the convexity to pass to the limit. 
We can also prove a quenched law of large numbers under our infinite volume measure
µ∞, for almost every environment. The proof is very easy, as it involves just a second moment
computation.
Proposition 7.2. At weak disorder,
lim
n→+∞
1
sn
Hn(γ¯ |n) = λ′(β), µ∞ − a.s., Q − a.s.
Proof. We will consider the following auxiliary measure (size biased measure) on the
environment
Q( f (ω)) = Q( f (ω)W∞).
So, Q-a.s. convergence will follow from Q-a.s. convergence. This will be done by a direct
computation of second moments. Let us write ∆ = Q(ω2eβω−λ(β)), and let Pn denote the
uniform measure on |Γn|.
Q
(
µ∞(|Hn(γ¯ |n)|2)
)
= Q
[
Pn
(
|Hn(γ )|2 exp
(
βHn(γ )− (sn − 1)λ(β)
) sn−1∏
i=0
W∞(γi , γi+1)
)]
= Q
[
Pn
(
|Hn(γ )|2 exp
(
βHn(γ )− (sn − 1)λ(β)
))]
= Q
Pn
∣∣∣∣∣ s
n∑
t=1
ω(γt )
∣∣∣∣∣
2
exp
(
βHn(γ )− (sn − 1)λ(β)
)
= Q
[
sn−1∑
t=1
Pn
(
|ω(γt )|2 exp
(
βHn(γ )− (sn − 1)λ(β)
))]
+ Q
[ ∑
16t1 6=t2≤sn−1
Pn
(
ω(γt1)ω(γt2) exp
(
βHn(γ )− (sn − 1)λ(β)
))]
= (sn − 1)∆+ (sn − 1)(sn − 2)(λ′(β))2,
where we used independence to pass from line two to line three. So, recalling that Q(µ∞
(Hn(γ¯ |n))) = (sn − 1)λ′(β), we have
Q
(
µ∞(|Hn(γ¯ |n)− (sn − 1)λ′(β) |2)
)
= (sn − 1)
(
∆− λ′(β)2
)
. (7.2)
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Then
Qµ∞
(∣∣∣∣Hn(γ¯ |n)− (sn − 1)λ′(β)sn
∣∣∣∣2
)
6 1
sn
(
∆− (λ′(β)2)
)
,
so the result follows by Borel–Cantelli. 
8. Some remarks on the bond disorder model
In this section, we shortly discuss, without going through the details, how the methods we
used in this paper could be used (or could not be used) for the model of directed polymer on the
same lattice with disorder located on the bonds.
In this model to each bond e of Dn we associate i.i.d. random variables ωe. We consider each
set g ∈ Γn as a set of bonds and define the Hamiltonian as
Hωn (g) =
∑
e∈g
ωe. (8.1)
The partition function Zn is defined as
Zn :=
∑
g∈Γn
exp(βHn(g)). (8.2)
One can check that is satisfies the following recursion
Z0
L= exp(βω)
Zn+1
L=
b∑
i=1
Z (i,1)n Z
(i,2)
n . . . Z
(i,s)
n
(8.3)
where equalities hold in distribution and Z (i, j)n are i.i.d. distributed copies of Zn . Because of
the loss of the martingale structure and the homogeneity of the Green function in this model
(which is equal to b−n on each edge), Lemma 2.4 does not hold, and we cannot prove part (iv) in
Proposition 2.7, Theorem 2.11 and Proposition 2.13 for this model. Moreover we have to change
b 6 s by b < s in (v) of Proposition 2.7. Moreover, the method of the control of the variance
would give us a result similar to 2.11 in this case.
Proposition 8.1. When b is equal to s, on can find constants c and β0 such that for all β 6 β0
0 6 f (β)− p(β) 6 exp
(
− c
β2
)
. (8.4)
However, we would not be able to prove that the annealed and quenched free energy differs at
high temperature for s = b using our method. The techniques used in [24] or [36] for dimension
2 are able to tackle this problem, and show marginal disorder relevance in this case as well.
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