ABSTRACT Industrial wireless sensor networks have attracted much attention as a cornerstone to making the smart factories real. Utilizing industrial wireless sensor networks as a base for smart factories makes it possible to optimize the production line without human resources, since it provides industrial Internet of Things service, where various types of data are collected from sensors and mined to control the machines based on the analysis result. On the other hand, a fog computing node, which executes such real-time feedback control, should be capable of real-time data collection, management, and processing. To achieve these requirements, in this paper, we introduce wireless computing system (WCS) as a fog computing node. Since there are a lot of servers and each server has 60 GHz antennas to connect to other servers and sensors, WCS has high collecting and processing capabilities. However, in order to fulfill a demand for real-time feedback control, WCS needs to satisfy an acceptable delay for data collection. In addition, lower power consumption is required in order to reduce the cost for the factory operation. Therefore, we propose an energy-efficient and delay-aware WCS. Since there is a tradeoff relationship between the power consumption and the delay for data collection, our proposed system controls the sleep schedule and the number of links to minimize the power consumption while satisfying an acceptable delay constraint. Furthermore, the effectiveness of our proposed system is evaluated through extensive computer simulations.
I. INTRODUCTION
Recent advances in wireless sensor network technologies including machine-to-machine and device-to-device communications indicate the realization of smart factories, which opens up a new dimension for factory management [1] - [4] . A smart factory based on a wireless sensor network provides industrial Internet of Things (IoT) service [5] , [6] . In this service, a computing system collects various kinds of data from machines and sensors and mines a large amount of collected data (i.e., industrial big data) to obtain valuable information for factory operation. Machines are automatically controlled by using the obtained information to make an efficient production line (i.e., adequate production speed, low power consumption, failure prediction, and so forth). Therefore, the smart factory makes it possible to optimize the factory operation without human resources [7] , [8] .
In this paper, we focus on fog-based industrial wireless sensor networks [9] , in which a fog computing node is physically placed close to the sensors in order to directly communicate with the gateway nodes. Since the cloud servers provide the industrial IoT application through Internet in cloud-based industrial wireless sensor networks [10] , the fog-based network can drastically reduce feedback latency. Moreover, in order to achieve enough capability for providing such service, a fog computing node should satisfy the following requirements: (i) high processing performance in order to support real-time big data mining, (ii) concurrent data collection from a lot of sensors, (iii) high service availability, (iv) low system power consumption for a low cost factory operation.
In order to satisfy the aforementioned requirements, we focus on a Wireless Computing System (WCS) [11] - [13] , FIGURE 1. Our envisioned industrial wireless sensor network using wireless computing system.
as shown in Fig. 1 . While this system is originally used for rack architecture in data center networks [13] , we introduce this system as a fog computing node in industrial wireless sensor networks. Since WCS effectively accommodates a lot of servers, it can achieve high processing capability even if the space is limited. Additionally, each server has two 60 GHz antennas, where one of the antennas, referred to as outside antenna, is used to communicate with the sensors and the other antenna, referred to as inside antenna, is used to communicate with the other servers. Since the 60 GHz antenna has high directivity with high data rate (4 − 15 Gbps) [14] , [15] and there exist multiple outside antennas, WCS can collect data from a lot of sensors concurrently. Although conventional computing systems based on wired cables have a drastic decrease in service availability if switches cease to function, WCS achieves high service availability since it keeps the network connectivity even if some servers cease to function. Moreover, WCS achieves lower system power consumption in comparison with wired computing systems. For instance, the collective power consumption of antennas in a WCS consisting of 100 servers is 6 W [12] , [15] while the collective power consumption of the routers in a wired computing system based on a two-tier fat tree is 264 W [16] , [17] .
In this paper, we aim to investigate a system operation scheme for industrial IoT service. Since IoT service is sensitive to the delay, we need to satisfy an acceptable delay for data collection. Additionally, we need to reduce the power consumption of our envisioned system in order to achieve an energy-efficient factory. Consequently, both delay for data collection and system power consumption should be considered. To tackle this research issue, we first construct a mathematical model to evaluate the system power consumption and delay for data collection, and thus show a trade-off relationship between these values. Furthermore, based on the trade-off relationship, we propose an Energy-Efficient and Delay-Aware Wireless Computing System (E2DA-WCS). Our proposed system minimizes the system power consumption while satisfying the acceptable delay of each datum, by controlling the number of servers in a sleep state and the number of links (i.e., the degree of servers).
The remainder of this paper is organized as follows. In section II, we describe the architecture, multiple access scheme, and sleep mode in our envisioned computing system. Additionally, in this section, we show a trade-off relationship between power consumption and delay required for data collection. Our proposed energy-efficient and delay-aware system operation scheme is explained in Section III. We present the performance evaluation in Section IV. Finally, concluding remarks are provided in Section V.
II. ENVISIONED COMPUTING SYSTEM
In this section, we introduce our envisioned computing system for industrial wireless sensor networks. First, we explain the architecture of our envisioned computing system and its network topology. Then, the time slot allocation scheme for our envisioned system is presented. Furthermore, we describe the sleep mode, which is used to reduce the system power consumption. Finally, we show the trade-off relationship between the system power consumption and delay for data collection in our envisioned system.
A. ARCHITECTURE
In this paper, we use a spherical WCS whose form is a spherical shape as shown in Fig. 2 . In our envisioned WCS, servers are circularly arranged in both the vertical and horizontal direction, which makes it possible to ensure a low path loss (i.e., high data rate) between any servers even when the degree of servers increases [13] .
Our envisioned spherical WCS consists of multiple stories, which are shaped like a partial hemisphere to make the envisioned system sphere-shaped. Additionally, each story has multiple containers, which have dimensions of γ meters wide, δ meters deep, and ζ meters high, and a blade server is put in each container. We assume that a set of all servers is defined as N = {n 1 , n 2 , . . . , n |N | }, where |N | is the total number of servers, and a set of stories is defined as 
(1) Fig. 3 shows the intra-system network topology of our envisioned WCS. In this system, each server transmits data to servers diagonally opposite to it and the number of links from transmitter n v s ,i in story v s to receivers, k n vs,i , can be changed by controlling the radiation angle of the antenna. The set of VOLUME 3, 2015 FIGURE 2. Architecture of our envisioned spherical wireless computing system. 
Moreover, in this paper, we assume that, for all servers,
|V
n vs,i con | and k n vs,i are set to the same values, |V con | and k , respectively. Therefore, intra-system network topologies from the top and side views become a Cayley graph as shown in Fig. 3 . This network topology facilitates the design of communication and networking protocols (e.g., multiple access and routing protocols).
B. SPACE AND TIME DIVISION MULTIPLE ACCESS SCHEME
Here, we introduce an efficient time slot allocation procedure for our envisioned system. In order to use time slots efficiently, we consider both space-and time-division multiplexing. Our scheme uses time slot cycles in order to fairly allocate time slots to servers and each time slot cycle is divided into multiple time slots. Each time slot is allocated to servers that do not mutually interfere with each other.
Since the network topology of our envisioned system is constructed in a regular pattern (i.e., diagonally opposite servers are connected with the same degree), we can simplify the time slot allocation procedure by dividing it into a story selection phase and a server selection phase. The story selection phase selects the stories whose servers do not interfere with servers in other simultaneously selected stories. On the other hand, the server selection phase chooses multiple servers that do not interfere with each other in each story in order to allocate an independent time slot to servers without interference.
Procedure 1 demonstrates the time slot allocation procedure. A centralized server executes this procedure by using topology information.
First, the centralized server executes the story selection phase in order to choose non-interference story groups,v i , in which the inter-story servers do not interfere with each other, from the set of stories, V . Thus, this phase creates a set ofv,
As shown in Fig. 3(b) , the servers |V con | distant stories apart do not interfere with each other. Assuming that |V con | ≤ |V |, the value of |V | can be given as Allocate independent time slots to servers in group nv i ,j , for all j, 1 ≤ j ≤ |Nv i |
5:
i ← i + 1 6: end for 7: Calculate the amount of time slots, |T |, based on (7) 8: return the value of |T | Following the story selection phase, the centralized server executes the server selection phase for each groupv i in order to allocate the time slots to servers without mutual interference. Servers in each story v s ∈v i are divided into multiple non-interference server groups,nv i ,j , in which the intra-story servers do not interfere with each other. In other words, since each groupnv i ,j consists of non-interference server groups in each story v s ∈v i ,n v s ,j ,nv i ,j is expressed as 
Furthermore, since the number of intra-story servers that do not interfere with other intra-story servers in story v s is given
v s is the number of links from any server in story v s to servers in the diagonally opposite story v −s , the value of |N v s | can be expressed as
Finally, the centralized server calculates the amount of time slots, |T |, which is expressed with the sum of |Nv i |, as follows.
Additionally, since each time slot has constant length [s], λ, the time slot cycle, , is given as
Since a channel with bandwidth W is divided into |T | time slots, the data transmission rate between servers n i and n j , θ n i,j , is expressed as
Here, P n i is the transmission power of server n i , σ 2 represents the noise power level and g n i,j denotes the channel gain between servers n i and n j .
C. SLEEP MODE
Since low system power consumption is required, we use a sleep mode for the servers in our envisioned system. Therefore, we introduce a summary of sleep mode and demonstrate mathematical expressions to evaluate the system power consumption and data collection delay in multi-hop communication.
The sleep mode aims to reduce system power consumption by letting some servers enter the sleep state. During the sleep state, the power consumption of the server is low. Assuming that the ratio of servers in sleep state is ρ, the system power consumption [W] , E system , is expressed as
where E server sleep and E server active are the power consumption of the server in sleep state and that in active state, respectively.
However, servers cannot act as router while in sleep state in this system. In other words, servers in sleep state are removed from the intra-system network and the original degree distribution of the network, p k , is changed. Here, we assume that the servers in sleep state are randomly selected regardless of their degree and location. The degree distribution when some servers enter sleep state, p k , can be expressed based on (9) in [18] , as follows.
where K is the maximum degree of the original degree distribution p k , f i denotes the probability that a server with degree i will enter sleep state, and p active,i is the degree distribution of servers in active state. Additionally, p active,i is given as
Since all servers have the same degree k in our envisioned system, the degree distribution of the intra-system network, p k , can be defined as
Additionally, since the ratio of servers with degree k that enter sleep state is ρ, f k is given as
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Therefore, p k can be rewritten as
Moreover, the average degree when the ratio of servers in sleep state is ρ, k ρ , can be described based on (15) .
Based on (16), we can derive the average hop count between any servers when the ratio of servers in sleep state is ρ, h ρ . Let |n h l | be the number of l-hop distant servers from a server. Since the 0-hop distant server is the source server and the source server has k ρ neighbors, |n h 0 | and |n h 1 | are 1 and k ρ , respectively. Although 1-hop distant servers also have k ρ neighbors, some of their neighbors are the same server. Therefore, the number of 2-hop distant servers, |n h 2 | is given by µ k ρ 2 , where µ is the ratio of common servers. We suppose that µ is a constant value regardless of hop count. Therefore, |n h l | is represented as
Additionally, since the total number of active servers, |N active |, is given as the sum of the number of l-hop distant servers as l goes from 0 to maximum hop count, H ρ , we have
Therefore, the value of H ρ can be formulated as
Hence, the average hop count between any servers when the ratio of servers in sleep state is ρ, h ρ , can be given as
In the multi-hop communication, since each server waits to transmit its data until its own time slot, the average wait time for each hop is given by /2. Ignoring queuing delay, the delay from a server which has received data from a sensor to the destination server (referred to as internal delay) when the ratio of servers in sleep state is ρ, D int ρ , can be expressed as
D. TRADE-OFF RELATIONSHIP BETWEEN POWER CONSUMPTION AND DELAY
The rest of this section describes the trade-off relationship between system power consumption and internal delay, which is derived from the aforementioned mathematical expressions. Fig. 4 shows the effects of the number of servers in sleep state on the system power consumption and average internal delay. This result is calculated based on (10) and (20) and the parameters are set as follows: E server sleep = 10.008 W [19] , [20] , E server active = 32.3 W [12] , [21] , |N | = 100, µ = 0.4, λ = 0.02 s.
As shown in Fig. 4(a) , the system power consumption can be reduced in inverse proportion to the number of servers in sleep state. On the other hand, as shown in Fig. 4(b) , the average internal delay increases with the increase of the number of servers in sleep state because the average hop count between servers becomes higher in such case. From these results, we can show a trade-off relationship between the system power consumption and internal delay. Consequently, we need to investigate an optimization scheme that considers both system power consumption and internal delay to find an optimal number of servers in sleep state.
Moreover, as shown in Fig. 4(b) , the average internal delay changes depending on the degree of servers (i.e., k = 5 and k = 7). Since a network with lower degree has a shorter time slot cycle, the delay is lower when the number of servers in sleep state is low. However, since the hop-count increases in an exponential fashion and growth rate is higher in case of lower degree, the internal delay in the network with lower degree becomes higher when the number of servers in sleep state is large. Consequently, we need to jointly control the number of servers in sleep state and the degree of servers.
III. PROPOSED ENERGY-EFFICIENT AND DELAY-AWARE WIRELESS COMPUTING SYSTEM
In this section, we describe the proposed operation scheme for our envisioned computing system. First, we introduce an optimization problem to minimize the system power consumption while satisfying an acceptable delay constraint. Then, based on the optimization problem, we propose a system operation procedure that jointly controls the sleep mode and the degree of servers in a dynamic scenario.
A. ASSUMED ACCEPTABLE DELAY AND OPTIMIZATION PROBLEM
In order to execute the real-time feedback control, the computing system collects various kinds of data (e.g., ambient information, image, video, log, and so forth) from sensors that are deployed in the whole factory, where we define G = {g 1 , g 2 , . . . , g |G| }, which denotes the set of data types. Additionally, since the computing system has knowledge about data dynamics (i.e., data arrival time) [22] , [23] and the acceptable internal delay of each data is previously defined, it knows the acceptable internal delay of data type g i at time slot t, D int g i (t). Additionally, a minimum acceptable internal delay at time t, D int (t), is given by Our optimization problem aims to minimize the system power consumption while satisfying an acceptable internal delay at each time slot. Note that the delay from sensors to servers (referred to as external delay) is not considered since large number of existing works (see [24] , [25] ) have already proposed a method to satisfy the external delay constraint. As shown in Fig. 4 , the ratio of servers in sleep state affects the system power consumption and the internal delay, and the degree of server also affects the internal delay. Therefore, we can find an optimal ratio of servers in sleep state, ρ * , and an optimal degree for the servers in active state, k * , at time slot t by solving the following integer programing.
B. SYSTEM OPERATION PROCEDURE IN DYNAMIC SCENARIO
Here, we propose a system operation procedure for our computing system. In our proposed procedure, the ratio of servers in sleep state and the degree of the servers in active state at each time slot t, ρ(t) and k(t) , are dynamically controlled in order to minimize the system power consumption while satisfying an acceptable internal delay. In this regard, ρ(t) and k(t) are decided based on the acceptable internal delay at time slot t + T su , D int (t + T su ), since each server in sleep state needs time to start-up, T su [26] .
Procedure 2 System Operation Procedure at Time Slot t 1: Calculate D int (t ) and t by using (22) and (23) 2: Calculate ρ * (t ) and k * (t ) by using (21) 3: Calculate ρ * (t + T su ) and k * (t + T su ) by using (21) 4: if ρ(t − 1) > ρ * (t + T su ) then 5: let {ρ(t − 1) − ρ * (t + T su )}|N | servers in sleep state enter active state 6: ρ(t) ← ρ * (t + T su ) and k(t) ← k * (t + T su ) 7: else if ρ(t − 1) < ρ * (t ) then 8: let {ρ * (t ) − ρ(t − 1)}|N | servers in active state enter sleep state 9: ρ(t) ← ρ * (t ) and k(t) ← k * (t ) 10: else if ρ * (t ) ≤ ρ(t − 1) ≤ ρ * (t + T su ) then 11: ρ(t) ← ρ(t − 1) and k(t) ← k(t − 1) 12: end if Procedure 2 describes our proposed system operation procedure. The centralized server executes this procedure at time slot t.
First, the centralized server calculates the minimum acceptable delay for the interval from t to t + T su , D int (t ), which is given by
where t denotes instant with the minimum acceptable delay for the interval from t to t + T su , which is given by
Furthermore, by solving (21), the centralized server finds the optimal ratios of servers in sleep state and the optimal degrees of servers in active state at time slot t and t+T su , respectively. Then, it tries to compare the ratios of servers in sleep state at (t − 1), t , and t + T su , ρ(t − 1), ρ * (t ), and ρ * (t + T su ), in order to decide the next action. There exist three cases: (i) when ρ(t − 1) > ρ * (t + T su ), the centralized server should let {ρ(t − 1) − ρ * (t + T su )}|N | servers in sleep state enter the active state in order to satisfy the acceptable delay at (t +T su ). In this case, the current ratio and degree, ρ(t) and k(t) , are set to ρ * (t + T su ) and k * (t + T su ) , respectively. (ii) when ρ(t −1) < ρ * (t ), {ρ * (t )−ρ(t −1)}|N | servers in active state can enter the sleep state while satisfying the acceptable delay. In this case, the current ratio and degree, ρ(t) and k(t) , are set to ρ * (t ) and k * (t ) , respectively. (iii) otherwise, the centralized server sets the values of ρ(t) and k(t) as the previous values, ρ(t − 1) and k(t − 1) .
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed energy-efficient and delay-aware operation scheme in our envisioned system by using extensive computer simulations. Furthermore, we confirm the effectiveness of our proposal in comparison with conventional schemes. Table 1 describes the settings of our simulations. The simulations are executed for 100 seconds. In these simulations, a wireless computing system consisting of 100 servers is considered as a system configuration. The antenna uses a single channel from 59.5 to 62.5 GHz, which is divided into multiple time slots based on our multiple access scheme, where the length of each time slot is 0.02 s. As a channel model, the transmission power, antenna gain, and noise power level are set to 10 dBm, 10 dB, and −70 dBm. Additionally, the path loss is calculated by using [13, eqs. (8) , (10) , and (11)]. Due to the limitation of radiation angle [27] , the degree of servers varies from 5 to 13. The power consumption of the servers in active state and that in sleep state are set to 32.3 W [12] , [21] and 10.008 W [19] , [20] , respectively. Additionally, the servers in sleep state need 20 s to start-up [26] .
A. PARAMETER SETTINGS
The computing system receives 1000 packets/s, with 1500 bytes per packets, from the sensors. In order to periodically vary the minimum acceptable internal delay of these packets, D int (t) is given by
where A denotes the weight factor for length of cycle, B is the weight factor for range of acceptable internal delay, and C denotes the average acceptable internal delay. Additionally, we consider two functions of D int (t) in order to evaluate the performance with different ranges of acceptable internal delay. In scenario 1, A, B and C are set to 8, 8, and 0.75. In this case, the range of acceptable internal delay is small. On the other hand, in scenario 2, A, B and C are set to 8, 5, and 0.75. These settings can model a wider range of acceptable internal delay. Fig. 5 demonstrates the change of minimum acceptable delay in each scenario. In order to verify the effectiveness of our proposal, we compare it with the conventional schemes. As one of the conventional schemes, we use a scheme that dynamically controls the sleep scheduling but uses a constant degree, referred to as dynamic sleep with constant degree (DSCD), where the degree is set to 7. The other scheme, referred to as constant sleep with constant degree (CSCD), consistently uses a constant number of servers in sleep state and the degree of servers in active state, where these values are set to 10 and 7. Fig. 6 demonstrates the changes in the power consumption of the system for 100 seconds for different scenarios. First, we discuss this result by using our proposal in scenario 1 as an example. Until 7 seconds, the system satisfies the acceptable internal delay with the maximum number of servers in sleep state (i.e., 40). It starts to increase the number of servers in active state after 8 seconds, because it cannot satisfy the acceptable internal delay after 28 seconds. The number of servers in active state is set to the maximum value at 17 seconds and this setting is kept until 37 seconds to satisfy the minimum acceptable internal delay. Since the acceptable internal delay constraint is relaxed after 37 seconds, the system starts to increase the number of servers in sleep state to reduce system power consumption. As similar to our proposal, DSCD dynamically controls the number of servers in sleep state. Therefore, the power consumption of our proposal and DSCD is altered depending on the value of acceptable internal delay while the power consumption of CSCD is constant.
B. EVALUATING THE IMPROVEMENT IN POWER CONSUMPTION
In addition to the sleep control, our proposal decides the adequate degree of the servers. Therefore, it can satisfy the acceptable internal delay with the lower power consumption, compared with DSCD, as shown in Fig. 6(a) . On the other hand, in the case of scenario 2, which indicates stricter environment, our proposal consumes much more power compared with scenario 1 while DSCD and CSCD achieve similar power consumption compared with scenario 1. However, DSCD and CSCD are not capable of satisfying the acceptable internal delay while our proposal succeeds to satisfy the acceptable internal delay. Fig. 7 shows the amount of system power consumption for 100 seconds period. The amount of system power consumption is calculated as the sum of the power consumed at instant t from 0 to 100 seconds. As shown in Fig. 7 , our proposal can achieve the lowest system power consumption in comparison with other approaches. Indeed, in case of scenario 1, our proposal achieves approximately 13% and 10% reduction in system power consumption compared to DSCD and CSCD, respectively. Although the reduction ratio decreases in scenario 2, our proposal still achieves lower system power consumption. Consequently, we can confirm the effectiveness of our proposal in terms of system power consumption.
C. EVALUATING THE IMPROVEMENT IN DELAY SATISFACTION RATIO
The rest of this section demonstrates the delay satisfaction ratio in the different scenarios. The delay satisfaction ratio is expressed as P satisfaction /P total , where P satisfaction is the number of packets that are received within the acceptable delay and P total denotes the total number of packets. Since the packet rate is set to 1000 packets/s, the value of P total is 10 5 packets. Fig. 8 shows the delay satisfaction ratio in the different scenarios. From this result, it is clear that our proposal can achieve the maximum ratio (i.e., 100%) in our simulation environment. On the other hand, DSCD achieves around 60% of satisfaction ratio in scenario 1 and the ratio further decreases in scenario 2. From this phenomenon, we can notice that the constant degree cannot satisfy the acceptable delay and joint control of the sleep scheduling and the degree of servers has great impact on the satisfaction ratio. Therefore, we can conclude that our proposal is effective in reducing the system power consumption while satisfying the acceptable delay.
V. CONCLUSION
Towards the realization of smart factories based on wireless sensor networks, in this paper, we investigated a novel computing system and its operation scheme. Since conventional computing systems lack the capabilities required for providing industrial IoT applications (i.e., high processing and communication capability, high durability, and low power consumption), we first introduced a computing system based on wireless technology. Additionally, we derived a mathematical model to evaluate the performance of our envisioned system based on complex network theory. This model showed the existence of a trade-off relationship between power consumption and delay required for data collection. Consequently, we proposed an energy-efficient and delay-aware system operation scheme. Our proposed scheme controls the sleep scheduling and network connectivity to reduce the system power consumption while satisfying an acceptable delay, which is decided based on the requirement of industrial IoT applications. Simulation results showed that by appropriately selecting the number of servers in sleep state and the degree of servers in active state, the proposal can improve both the system power consumption and satisfaction ratio of delay compared to other approaches. 
