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Introduction 
This volume contains the proceedings of the Twenty-second European Conference on Artificial Intelligence 
(ECAI 2016), held from August 29th to September 2nd, 2016, in The Hague, The Netherlands. Since 1974, the 
biennial European Conference on Artificial Intelligence, organized by the European Association for Artificial Intel-
ligence (EurAI, formerly named ECCAI), has been the premier venue for presenting AI research in Europe. ECAI 
is the place for researchers and practitioners of Artificial Intelligence (AI) to gather and to discuss the latest trends 
and challenges in all subfields of AI as well as to demonstrate innovative applications and uses of advanced AI 
technology. 
ECAI 2016 was co-located with Collective Intentionality X, the interdisciplinary conference on collective in-
tentionality, and the IEEE Symposium on Ethics of Autonomous Systems (SEAS Europe). As in the past, ECAI 
2016 incorporates the Conference on Prestigious Applications of Intelligent Systems (PAIS 2016) and the Starting 
AI Researcher Symposium (STAIRS). The papers from PAIS are included in this volume, while the papers from 
STAIRS are published in a separate volume. ECAI 2016 also featured a special topic on Artificial Intelligence for 
Human Values, with a dedicated track and a public event in the Peace Palace in The Hague.  
The program of ECAI 2016 included five invited plenary talks, including two, by Michael Bratman and Johan-
na Seibt, shared with Collective Intentionality X, and an extensive workshop and tutorial program. 
In total, 656 papers were submitted to ECAI 2016. Of these, 177 (27%) were accepted as long papers and 123 
(19%) were accepted as short papers, of which 108 were presented at the conference. This makes ECAI 2016 the 
largest edition in the 40-year history of ECAI conferences, reflecting the growth and vitality of AI as a research 
field. This year we pioneered the idea of supporting continuity of the peer reviewing process, by allowing authors 
to submit resubmissions of papers rejected from IJCAI 2016, alongside their reviews from that conference. We also 
introduced a Summary Reject process, enabling Senior Program Committee (SPC) members to use their knowledge 
and experience to help to reduce the load on reviewers. We also tried a new process of allocating papers to Program 
Committee (PC) members, in which SPCs allocated papers to a team of PC members that they had recruited them-
selves, in order to encourage team-working. Thanks to the dedicated support of SPC and PC members, these inno-
vations worked well. Out of the short paper acceptances, 12 (9.8%) and out of the accepted long papers, 31 (17.4%) 
were former IJCAI submissions. Clearly people took advantage of the opportunity, and a large proportion of their 
revised submissions were rewarded by success. During the paper discussion period, four papers were given the 
option of transferring to PAIS. The PAIS programme consisted of 10 papers presenting substantial applications of 
AI research. 
We were lucky to be part of a dedicated team. We would like to thank Meir Kalech for putting in place an ex-
tensive workshop program of 18 workshops; Sophia Ananiadou and Leon van der Torre for attracting 13 exciting 
tutorials, including 5 “Spotlight” tutorials; Helena Sofia Pinto and David Pearce for developing an exciting 
STAIRS 2016 program; Jeroen van den Hoven and Henry Prakken for managing the AI and Human Values Track; 
Robert-Jan Sips for organising the AIckathon, and last but not least Eyke Hullermeijer and Paolo Bouquet for 
chairing PAIS 2016.  
We would also like to thank the local organizers, Frank Dignum and Virginia Dignum, and the General Chair, 
Frank van Harmelen. We are indebted to our predecessor, Torsten Schaub, whose materials we found helpful, and 
Thomas Preuss for help and advice in using the Confmaster system. Finally, heartfelt thanks to all PC and SPC 
members, reviewers, sponsors, and all authors who submitted to ECAI 2016. 
Maria Fox and Gal A. Kaminka 
Program Chairs 
ECAI 2016 
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One-Class to Multi-Class Model Update Using the
Class-Incremental Optimum-Path Forest Classifier
Mateus Riva1 and Moacir Ponti1 and Teofilo de Campos2
Abstract. Incremental learning capabilities of classifiers is a rele-
vant topic, specially when dealing with scenarios such as data stream
mining, concept drift and active learning. We investigate the capa-
bilities of an incremental version of the Optimum-Path Forest clas-
sifier (OPF-CI) in the context of learning new classes and compare
its behavior against Support Vector Machines and k Nearest Neigh-
bours classifiers. The OPF-CI classifier is a parameter-free, graph-
based approach to incremental training that runs in linear time with
respect to the number of instances. Our results show OPF-CI keeps
the running time low while producing an accuracy behavior similar
to the other classifiers for increments of instances. Also, it is robust
to variations on the order of the learned classes, demonstrating the
applicability of the method.
1 INTRODUCTION
In incremental learning we consider a process in which new instances
emerge and the model adjusts previous knowledge according to the
new data. Thus, it does not assume the availability of a sufficient
training set in the beginning of the learning process, but rather that
training instances appear over time [8]. The ability to learn not only
from a fixed training set, but also considering both new data and an
already learned model, is an important feature in pattern recognition
systems [24]. Moreover, it is important to update models in an effi-
cient way in order to comply with realistic scenarios [9].
One of the issues in this context are the class-incremental prob-
lems, in which instances from new classes appear over time [26] [12].
Scenarios where learning new classes is required are not uncommon.
A dataset of produce images, for instance, is constantly being up-
dated as new types of fruits and other produce are uploaded into
the system. In order to make a viable recognition system, a model
with the ability to learn new classes is required, and, as the dataset
increases in size, this model must be updated as efficiently as possi-
ble [2]. It is also important to keep it robust to order effects [6].
Graph-based approaches represent the feature space structure by
capturing relationships among instances (vertices in a graph) and the
weights of said relationships. In this manner, algorithms can perform
supervised [14], unsupervised [21, 22] and semi-supervised learn-
ing [11]. In data stream mining or active learning it is possible to
update minimum spanning trees [4] and paths [1] in order to main-
tain the graph structure and thus the learning model [10].
The Optimum-Path Forest (OPF) classifier [14] is a supervised
learning approach that uses graph theory in order to build a model
based on Optimum-Path Trees that encode the information of classes
1 Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o, University of Sa˜o
Paulo, Brazil, email: mateusriva@usp.br, ponti@usp.br
2 CVSSP, University of Surrey, UK, email: t.decampos@st-annes.oxon.org
in the feature space. It can be used to develop simple, fast, multiclass
and parameter independent classifiers, and shown to be reliable in ap-
plications such as intrusion detection, image classification [16] and
as a base classifier in ensemble learning for different datasets [18].
It has similarities with the k nearest neighbors (kNN) classifier, spe-
cially with the 1NN, but it is often capable of capturing the intrinsic
characteristics of the feature space by creating more or less dense
trees in different subspaces [23]. Because of its quadratic training
complexity (i.e. O(n2) for n instances in the training set), strate-
gies were developed to speed-up training [13]. Additionally, a linear
incremental-learning version of the OPF was proposed in [17], capa-
ble of including p new instances with aO(n · p) cost, where n is the
sample size in the current model.
As incremental learning is still relevant to the analysis of evolv-
ing datasets for the purposes of classification and regression [25],
novelty detection and concept-drift [7], we report a new algorithm
and a series of experiments that tries to incrementally build a model
containing from one to multi-class data. In particular, our paper ex-
plores the incremental optimum path forest classifier (OPFI) [17],
extending it to class-incremental scenarios (OPF-CI), i.e. capable of
learning new classes without retraining the whole model. The nov-
elty of the paper relies on building up an OPF model from one-class
to multi-class. Besides, we compare our algorithm with other clas-
sifiers under different incremental learning conditions, in particular
class-incremental, using different class orders. Our method starts by
building an initial one-class model upon which the incremental algo-
rithm can run [21], and then include new classes as new trees on the
optimum-path forest.
In order to analyse the OPF-CI behavior we compare its results
with the classifiers kNN and Support-Vector Machine (SVM) [5],
which also has an incremental version [3]. While SVM has a stronger
theoretical framework, it is expensive to train and needs parameter
tuning. kNN does not need training but it is slow — specially in
its original version — for large datasets. OPF is a parameter-free
algorithm that works well even with small training sets, which suits
several applications, making it relevant to be compared with SVM
and kNN. Some characteristic of each method and their complexities
are compared in Table 1, in which n is the total of instances available
to train a model in a given time.
In this paper, we set out to develop a fast and accurate method
based on the Incremental OPF classifier to learn new classes with
supervision, from a model with just one class (based on an initial
clustering) to a multi-class model, which is our main contribution.
This method must be capable of updating itself with the new classes
in linear time while maintaining the accuracy of the original OPF, al-
lowing this method to be used in data stream mining, active learning
and other related scenarios.
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Table 1. Comparison of the capabilities and running time to train with n in-
stances of classifiers: k-Nearest Neighbours (kNN), Support Vector Machine
(SVM), Incremental SVM (SVMI), Optimum-Path Forest (OPF), Incremental
OPF (OPFI) and our Class-Incremental OPF (OPF-CI).
kNN SVM SVMI OPF OPFI OPF-CI
[3] [13] [17]
One-class
model
✗ ✓ ✗ ✗ ✗ ✓
Parameter
free
✗ ✗ ✗ ✓ ✓ ✓
Class-
incremental
✓ ✗ ✗ ✗ ✗ ✓
Complexity:
training
new
model
Θ(kn) Θ(n2)
Ω(1),
O(n2)
Θ(n2)
Ω(1),
O(n)
Ω(1),
O(n)
2 CLASS-INCREMENTAL OPTIMUM PATH
FOREST CLASSIFIER
The Optimum-Path Forest (OPF) classifier [14] interprets each in-
stance as a graph node. The edges connecting the instances are de-
fined by an adjacency relation and weighted by a distance function.
In this model it is expected that training instances from a given class
will be connected by a path of nearby instances. Therefore the model
that is learned by the algorithm is composed of several trees, each
tree containing instances from a given class, although each class can
have several trees in the model. The root of each tree is called a pro-
totype. Each individual sample is connected to the closest prototype
of its class.
The model is built by obtaining the minimum spanning tree of the
fully-connected graph, then computing the prototypes, which will be
the roots of each optimum-path tree. In the basic algorithm, every
node that shares an edge with a node of a different class is a pro-
totype. After prototypes are computed, each non-prototype node is
then conquered by the prototype which presents the shortest route
between itself and the node. This supervised training has a complex-
ity of O(n2).
Classification of a new instance on a built OPF model is a matter
of deciding to which tree said instance would belong (that is, which
prototype provides the shortest route between itself and the new in-
stance), which is not exactly the same as the nearest neighbor. Its
predicted class would then be the same as the class of the prototype
of this tree. Figure 1 depicts a toy example of OPF training and clas-
sification.
The incremental OPF (OPFI) [17] adds an instance to a pre-
existing OPF model in linear time, that is, O(n + 1) in which n
is the number of instances already in the model, while maintaining
the capabilities and properties of the original OPF, which runs in
O((n+1)2). It considers each new instance inserted in the model as
one of three possible cases:
• a new node of an existing tree, which is simply inserted into the
tree while maintaining the properties of the minimum spanning
tree, as described by Chin and Houck [4];
• a replacement prototype for a tree, which prompts an update of
the distance to the root of every node belonging to the tree;
• a new tree, which will become a lone prototype, while also
prompting a schism in the tree to which it is connected, since its
closest neighbour will now also be a prototype.
Because of the property described in this last case, the Incremental
OPF classifier is implicitly capable of learning new classes without
needing to rebuild the entire model. However, the OPFI needs an
initial forest to extend. In this paper we create an one-class model,
therefore extending the OPFI to handle new classes.
In order to build the initial one-class model, an unsupervised learn-
ing method using the Optimum-Path Forest is employed [21]; this
method works by choosing prototypes as points with maximum local
density, then conquering neighbouring nodes based on the relevant
maxima. Because this method finds clusters that are optimum-path
trees in the feature space, we use those as our initial model. This
method is relatively slow, but it can easily and consistently build an
1-class model with well-positioned prototypes, which can help as-
sure good accuracy results for subsequent increments.
Our method is described in Algorithm 1, with focus on lines 1–2,
5–6 and 13–15 of this algorithm. Further description of the functions
recheckPrototype(.) and insertIntoMST(.), related to lines 7–11 can
be found at [17]. Line 2 is responsible for creating an initial one-class
model by clustering the instances into optimum-path trees all belong-
ing to a single class. If such model already exists, when inserting an
instance z ∈ Z belonging to an unseen class, we classify it using the
current model (line 5), and it will be assigned to a tree that does not
match the new class, producing a false output on line 6. Therefore, z
becomes a new prototype, as also the vertex of the existing tree that
has conquered z, i.e. its predecessor. Because there can be only one
prototype per tree, if the predecessor of z was not a prototype, it be-
came one and a process of reconquest will produce two trees, which
generates a new decision boundary for future data of the new class.
This process is depicted in Figure 2.
Algorithm 1 OPF Class-Incremental training
Require: an OPF model T ; input nodes z ∈ Z, each with its feature
vector.
1: if T = ∅ then
2: T ← OPFClustering(Z)
3: else
4: for each z ∈ Z do
5: OPFClassify(z, T )
6: if z.label = z.truelabel then
7: if z.predecessor is a prototype then
8: recheckPrototype(z, z.predecessor,T )
9: else
10: insertIntoMST(z, z.predecessor,T )
11: end if
12: else
13: set z as prototype
14: if z.predecessor is not a prototype then
15: set z.predecessor as prototype
16: reconquest(z.predecessor, T )
17: end if
18: end if
19: end for
20: end if
21: return T
3 EXPERIMENTS
3.1 DATASETS AND REPRODUCIBILITY
The code used to generate the data, the results and those datasets that
are not publicly available can be found in the paper webpage3. A total
of 6 datasets were used: 2 synthetic and 4 real. They are as follows:
3 http://www.icmc.usp.br/˜moacir/paper/16ecai.html
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(a) (b) (c) (d)
Figure 1. OPF training starts by creating a minimum spanning tree in the feature space (a), and then computing prototypes that will become the root of each
optimum-path tree (b). The classification of a new instance is performed by looking at the nearest vertex of each tree (c); it is conquered by the vertex that offers
the minimum cost to the root, and assigned to the tree class (d).
(a) (b) (c) (d)
Figure 2. OPF-CI example in class-incremental inclusion: a new pattern, green diamond, can be conquered by one of two classes already in the model, blue
circles or orange triangles (a). Here it is conquered by the orange triangle tree (b). Because the instance label does not match the label of the tree, both the new
instance and the adjacent vertex become prototypes, which in this case disconfigures the previous tree since only one prototype (root) per tree is allowed (c).
Then, the reconquest process is performed by the two prototypes, resulting in the new model (d).
1. Cone-Torus: a synthetic dataset with three overlapping 2-
dimensional classes, one with 92 instances, one with 99 instances
and the last one with 209 instances;
2. L3: a synthetic dataset with three 2-dimensional overlapping
classes, with 500, 250 and 250 instances respectively;
3. NTL (non-technical losses): industrial energy consumption pro-
file dataset, whose attributes describe energy consumption, with
4952 instances, 8 attributes and 2 classes (fraud / non-fraud);
4. SpamBase: spam and non-spam emails dataset 4, with 4601 in-
stances, 56 attributes and 2 classes (spam / non-spam);
5. MPEG7-BAS: consists of 70 classes of shapes each having 20
instances 5. The Beam Angle Statistics (BAS) method was used to
extract 180 features.
6. Produce-BIC-MSB: consists of 14 classes of produce im-
ages [20] from which a Border-Interior Classification (BIC) de-
scriptor was extracted using the MSB (Most Significant Bit)
quantization method, with a total of 1400 instances and 64 at-
tributes [15].
3.2 EXPERIMENTAL SETUP
Two main experiments were conducted, both starting with a model
trained with instances from a single class. New classes appear in fu-
ture iterations as follows: Experiment A, at each increment a bal-
anced distribution of instances from all classes is added to the model;
Experiment B, at each increment instances from a single class are
added to the model, until all samples of said class are added, until all
4 available at http://archive.ics.uci.edu/ml/datasets/
Spambase
5 available at http://www.dabi.temple.edu/˜shape/MPEG7/
classes are added. The appearance order of classes was defined by
their label identifiers.
Experiments were performed according to the steps described be-
low. All classes in a given dataset were considered “initial classes”
for the purposes of building the 1-class model, one by one. Due to
the random nature of the dataset splitting, all experiments were con-
ducted in 10-repeated hold-out sampling.
1. Splitting of the dataset into two subsets with 50% of the in-
stances each: S for supervised training and T for testing. The sub-
sets are uniformly distributed;
2. Splitting of the subset S into two subsets, S0 and I , where S0
contains 50% of the samples of the initial class k present in S,
and I contains the remainder;
3. Initial training on S0 in order to build a 1-class model and testing
against T ;
4. Splitting of the subset I into increments Si:
• For Experiment A, I was split into 20 increments, all uni-
formly distributed, but maintaining the class balance propor-
tions;
• For Experiment B, I was split into k×10 increments (k being
the total number of classes in the dataset), all uniformly dis-
tributed and containing a single class; these increments were
then ordered in a class-by-class basis;
• The sole exception is the MPEG7 dataset, which, due to hav-
ing a high number of small classes, was split into 5 and k × 3
increments for experiments A and B, respectively;
5. Inclusion of Si in the model and testing against T , for all incre-
ments Si.
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3.3 ACCURACY EVALUATION
A balanced accuracy was used to evaluate the classification:
Acc = 1−
∑c
i=1
E(i)
2c
where c is the number of classes, andE(i) = ei,1+ei,2 is the partial
error of c, computed by:
ei,1 =
FP (i)
N −N(i)
and ei,2 =
FN(i)
N(i)
, i = 1, ..., c
where FN(i) (false negatives) is the number of samples belonging
to i incorrectly classified as belonging to other classes, and FP (i)
(false positives) represents the samples j #= i that were assigned to
i. Also, N(i) is the number of the instances belonging to the class i
and N is the total number of instances.
Therefore, Acc is 1.0 for a 100% accuracy, 0.5 when the classifier
assigns all instances to a single class, and 0.0 for an inverse classifi-
cation (in this case reversing the classification will produce a 100%
accuracy). The balanced accuracy is suited for both balanced and
class imbalance scenarios [19].
3.4 CLASSIFIERS
In order to gauge the efficiency of the Incremental OPF classifier,
two other classifiers were used: the k-Nearest Neighbours classifier
(only experiments with k = 3 are reported) and the Support Vector
Machine classifier (SVC), with a Radial-Basis Function kernel. The
Incremental SVM classifier was not used since, being incapable of
direct class-incremental learning, its capabilities did not fit the scope
of these experiments. The Euclidean distance function was used, and
all datasets were normalized using z-score before all experiments
(including parameter search).
3.4.1 PARAMETER SEARCH FOR SVM
Grid search space : the grid search was performed on the fol-
lowing logarithmic search space for the SVM with a Radial Ba-
sis Function (RBF) kernel: γ ∈ [2−5, 215], with a step of 22; and
cost ∈ [23, 2−15], with a step of 2−2. The best parameters are avail-
able on Table 2.
For the regular experiments, the search was performed using the
entire dataset, which included data that would not be available until
the last iteration. Thus, the SVM classifier had privileged informa-
tion, and its accuracy results could be considered an upper bound
of what SVM could achieve. Although this provides the SVM with
knowledge beyond the others classifiers, it is a way to at least use
SVM as a direct comparison method. Also, it allows to see how far
the OPF and kNN classifiers would compare to an upper-bound (in
terms of parameter tuning) SVM.
Table 2. SVM parameters (cost C and RBF kernel parameter γ) utilized
and accuracy achieved using these parameters for each dataset.
Dataset name Cost (C) γ Accuracy
L3 0.125 2 78%
Cone-Torus 1024 1 87%
SpamBase 32 0.0078125 92.5%
MPEG7-B 32 0.0078125 85.4%
NTL 32 8 97.6%
Produce 32 0.0078125 96%
Parameter search in case studies : a case study was carried out in
a synthetic dataset, in order to understand the algorithm’s behaviour
in a more controlled experiment. In this case, we followed the same
procedure as experiment B, but the SVM classifier was not provided
parameters based on the entire training set. Also, the subset I was
split into k× 5 increments instead of k × 10, and only the first class
was used as an initial class. As such, in the case study, the 1-class
SVM classifier was used while only instances of a single class were
available; as soon as the first batch of instances of a new class was
presented, a grid search was executed again to find the new parame-
ters for SVM.
This scenario required human intervention since, for each batch
of instances with new classes, one has to manually analyze the grid
search results and pick the best parameters, possibly requiring expan-
sion of the search space. The time taken to compute the grid search
was reported when assessing running time spent during the process
of acquiring new classes. However, the time taken to manually ana-
lyze the grid search results was not considered.
The objective of this case study was to evaluate the impact of
the need for parameters of the SVM classifier in order to contrast
it against the parameter-free OPF classifier.
4 RESULTS
4.1 SYNTHETIC CASE-STUDY
The case-study was an in-depth analysis of the effects of the SVM
parameter search on total runtime and accuracy in a more realistic
incremental scenario, where classes are learned over time, performed
on the Cone-Torus dataset.
The full dataset has 400 instances: 92 of class 1, 99 of class 2 and
209 of class 3. Half of these instances were separated to be used as
the testing set T . The initial model was built upon 23 instances of
the initial class 1. In iterations 1 through 5, a total of 23 instances of
class 1 were inserted, spread equally over the 5 iterations. Similarly,
50 instances of class 2 were inserted in iterations 6 to 10, and 104
instances of class 3 were inserted in iterations 10 to 15.
Figure 3 shows the balanced accuracy achieved and cumulative
time (in logarithmic scale) spent on each iteration of the case study
for the Cone-torus dataset.
These results reveal some interesting points. First and foremost,
the parameter searches performed for the SVM classifier (which oc-
curs in iterations 6 and 11) take almost three orders of magnitude of
time more to finish than any other step taken by any other classifier.
This falls in line with what was expected.
The SVM classifier actually performs better than the others when
only provided with two classes (iterations 5 through 10), but the pa-
rameters it finds for the set with the initial third class instances are
shown to be imperfect, as it loses accuracy as more instances are
added to it (while the other classifiers keep improving, or at least
maintaining, their current accuracy). This means that, in order to im-
prove the accuracy of the SVM to its optimum, yet another parameter
search would be necessary.
4.2 EXPERIMENTS A (BALANCED
INCREMENTS)
In these experiments the initial model is one-class and in each iter-
ation new instances from all classes are included in the model. We
report the balanced accuracy and the running time for each iteration
(note that the time here is not cumulative as it was reported in the
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Figure 3. Accuracy and cumulative time results for the case study performed on the Cone-Torus dataset.
case-study). Also, the grid search performed before the first iteration
was not included in the SVM running time as it would cause the SVM
to dominate the plot and hamper visualization. In Figure 4 we show
the results for the datasets L3, NTL and Produce-BIC-MSB, which
shows the accuracies on each increment compared with the results
obtained by training the original classifiers with the complete train-
ing set, referred to as “target” accuracy, which are shown as dotted
lines.
In order to see the class-incremental behavior of algorithms when
starting with different classes, which could be different for specific
distributions or class-imbalanced datasets, we show balanced accu-
racy results for the datasets Cone-torus, NTL and Produce, respec-
tively in Tables 3, 4 and 5, which includes percentages of the incre-
mental iterations, compared with the target accuracy.
Observe that, with the exception of the NTL dataset, the SVM
outperforms the other algorithms in terms of accuracy. This is to be
expected, as the SVM classifier is provided with parameters that cor-
respond to the entirety of the dataset, allowing it to better define de-
cision boundaries before the others can. However, with the exception
of the L3 dataset, the OPF algorithm performs almost as well as the
SVM and better than the 3NN classifier.
In terms of time spent in training and classification, our implemen-
tation of OPF spends slightly more time running than our implemen-
tation of kNN. Methods to speed up OPF training and/or classifica-
tion [13] could improve these results. Note however, that using the
original OPF classifier would produce a running time of O(n2) on
each iteration, whereas the incremental version used here has O(n)
complexity. The time spent running the SVM classifier was highly
dependent on the dataset. It is important to remember that the time
spent finding the parameters of the SVM was not taken into consid-
eration (see the case-study for details).
One apparent drawback of our method is the complexity of build-
ing the initial optimum-path forest using only one class. The chosen
algorithm can slow down the first step in some cases, as observed
in the iteration zero of some datasets. However, this falls outside of
the scope of OPF-CI, which aims to increment pre-existing models
in linear time.
The results of these experiments reflect those found in [17]. How-
ever, it allow us to see how the incremental OPF algorithm behaves
when compared with other classifiers, as well as its capability of ac-
quiring new classes based on a model with only one class.
Table 3. Accuracy results with Cone-torus (synthetic three-class dataset)
for different initial classes in the one-class model in experiment A (incre-
menting all classes)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 78.2 85.1 84.9 84.5 84.
84.52 84.6 85.4 85.7 85.3 85.0
3 69.4 86.0 86.9 86.3 84.8
SVM
1 78.8 84.5 84.7 87.7 87.9
87.32 74.9 86.2 87.6 87.9 87.4
3 61.8 82.8 85.4 87.7 87.3
3NN
1 70.0 75.7 83.9 85.0 86.5
86.52 81.1 84.1 88.7 87.2 86.5
3 71.0 75.5 83.4 84.5 86.5
Table 4. Accuracy results with NTL (two-class dataset) for different initial
classes in the one-class model in experiment A (incrementing all classes)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 52.2 68.6 74.7 79.7 80.9
81.5
2 80.7 81.5 81.4 82.3 80.9
SVM
1 51.5 63.4 73.4 80.4 80.0
80.0
2 79.8 77.4 77.4 80.1 80.0
3NN
1 50.6 51.5 64.4 70.7 73.9
73.9
2 71.6 72.6 71.1 73.6 73.9
Table 5. Accuracy results with Produce (14-class dataset) for a sample
of initial classes in the one-class model in experiment A (incrementing all
classes in each iteration)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 70.9 88.2 91.1 94.1 94.7
94.4
2 73.5 89.4 92.6 94.0 94.7
13 70.9 89.4 92.2 94.2 94.7
14 71.2 89.3 92.5 94.4 94.7
SVM
1 71.5 91.4 93.8 95.5 96.8
96.6
2 72.6 90.7 93.5 95.4 96.8
13 73.6 90.8 93.6 95.5 96.7
14 72.6 90.8 93.8 95.5 96.7
3NN
1 58.7 83.0 87.5 91.2 93.0
93.0
2 60.8 84.9 89.7 92.0 93.0
13 68.9 84.8 90.1 92.0 93.0
14 62.7 83.9 90.8 91.2 93.0
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(a) L3
(b) NTL
(c) Produce-BIC-MSB
Figure 4. Experiments A, starting with one class models and adding instances of all classes at each iteration: balanced accuracy (left column) and running
time (right column) at each iteration for the datasets L3 (a), NTL (b), and Produce-BIC-MSB (c). Solid lines represent the results obtained in each iteration,
while dotted lines are the target accuracies for each classifier.
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4.3 EXPERIMENTS B (CLASS ORDERED
INCREMENTS)
In these experiments the initial model is one-class and in each iter-
ation new instances from a single, unseen class, are included in the
model until all classes are added. We report the balanced accuracy
and the running time for each iteration. All remaining settings were
the same as in experiment A. In Figure 5 we show the results for
the datasets Cone-torus, SpamBase and MPEG7, which shows the
accuracies on each increment compared with the “target” accuracy,
shown as dotted lines.
In order to see the class-incremental behavior of algorithms when
starting with different classes, which could be different for specific
distributions or class-imbalanced datasets, we show balanced accu-
racy results for the datasets MPEG7, NTL and Produce, respectively
in Tables 6, 7 and 8, which includes percentages of the incremental
iterations, compared with the target accuracy.
Table 6. Accuracy results with MPEG7 (70-class dataset) for a sample of
initial classes in the one-class model in experiment B (incrementing one class
at a time)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 50.0 62.8 77.3 86.7 90.0
89.9
2 50.7 61.2 72.6 84.1 89.9
3 50.3 61.3 72.6 84.1 89.9
4 50.6 61.7 73.4 85.0 89.9
SVM
1 50.0 60.5 70.0 80.5 91.4
91.4
2 50.7 60.5 70.0 80.5 91.4
3 50.7 60.5 70.0 80.5 91.4
4 50.7 60.5 70.0 80.5 91.4
3NN
1 50.0 60.1 69.7 79.5 84.2
84.2
2 50.6 60.1 69.7 79.5 84.2
3 50.3 60.1 69.7 79.5 84.2
4 50.2 60.1 69.7 79.5 84.2
Table 7. Accuracy results with NTL (two-class dataset) for different initial
classes in the one-class model in experiment B (incrementing one class at a
time)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 50.0 50.0 58.1 73.7 81.0
81.5
2 82.7 78.5 77.3 79.9 80.6
SVM
1 50.0 50.0 52.9 73.9 80.0
80.0
2 75.7 73.4 73.3 77.9 80.0
3NN
1 50.0 50.0 51.1 61.4 73.9
73.8
2 72.7 65.4 63.9 69.9 73.9
All of the points of note of experiment A still hold true for exper-
iment B. The results of these experiments prove our point that the
OPF incremental algorithm can be used for efficient learning of new
classes. As a new class begins to be inserted in the training dataset,
the OPF model starts converging to its best possible accuracy given
the current number of classes in the training set — the speed of this
convergence depends on the dataset.
Also, as pointed out by [6], incremental learning should be robust
to the order that the instances appears. The OPF-CI is robust in that
sense as showed in Tables 6, 7 and 8, where the algorithm always
reaches results similar to the target accuracy.
Due to space limitations, this paper does not include all available
results. The complete set of results is available at the repository with
Table 8. Accuracy results with Produce (14-class dataset) for a sample
of initial classes in the one-class model in experiment A (incrementing all
classes in each iteration)
Iterations
initial
class
1st 25% 50% 75% 100% Target
OPFCI
1 50.0 61.4 72.3 84.9 94.7
94.0
2 53.8 61.4 72.3 84.9 94.7
13 53.8 65.1 75.9 87.9 94.7
14 53.1 65.0 75.4 87.7 94.7
SVM
1 50.0 61.4 74.2 86.6 96.6
96.6
2 53.6 61.4 74.2 86.6 96.6
13 53.5 64.9 77.8 90.0 96.6
14 53.2 64.8 77.6 90.0 96.5
3NN
1 50.0 61.1 71.9 82.6 93.0
93.0
2 50.0 61.1 71.9 82.6 93.0
13 51.8 64.5 75.5 85.9 93.0
14 52.0 64.7 74.7 85.9 93.0
the datasets. The results with the 1NN classifier were ommited be-
cause they usually produced similar results when compared with the
OPF. Also, the 5NN just produced worst results when compared with
3NN. As pointed out by [23] OPF and kNN have strong similarity
and can share equivalent decision boundaries. While it was not our
intent to compare such methods, we observed similar results as those
of [23].
5 CONCLUSION
In this paper we demonstrated the Incremental OPF capabilities of
learning new classes by starting with an optimum path forest com-
posed only by instances from a single class, obtained by an OPF clus-
tering process. The results reinforce previous findings, while compar-
ing those findings with well-known classifiers.
Because the OPF-CI is linear with respect of the number of train-
ing instances, it could keep the running time acceptable, while pro-
ducing an accuracy behavior similar to the other classifiers. Also,
OPF is robust even when varying the order of the classes. At the end
of each experiment, the OPF-CI algorithm has reached results similar
to its target accuracy, thus displaying its capability of automatically
learning new classes while keeping robustness to order effects.
The investigation of incremental learning classifiers is still a rele-
vant topic in order to advance the state-of-the-art on algorithms ca-
pable of rapidly adapting themselves for future data. Future work
can study in more depth the relationship between OPF and kNN and
derive prototype selection methods in order to reduce the training
set. Further efforts may also explore speeding-up both OPF and OPF
clustering using data structures such as skip lists, as well as combin-
ing previous OPF algorithms for large scale with OPF-CI.
ACKNOWLEDGEMENTS
The authors would like to thank FAPESP (grants #11/22749-8,
#14/04889-5, #15/24217-4 and #15/13504-2). We are also thankful
to Mr. Leonardo Ribeiro for his valuable comments on the paper.
M. Riva et al. / One-Class to Multi-Class Model Update Using the Class-Incremental Optimum-Path Forest Classifier222
(a) Cone-torus
(b) SpamBase
(c) Mpeg7
Figure 5. Experiments B (adding one class at a time, starting with class 1): balanced accuracy (left column) and running time (right column) at each iteration
for the datasets Cone-Torus (a), SpamBase (b), and MPEG7 (c). Solid lines represent the results obtained in each iteration, while dotted lines are the target
accuracies for each classifier.
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