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Luminescence quenching via non-radiative recombination channels limits the efficiency of optical
materials such as phosphors and scintillators and therefore has implications for conversion efficiency
and device lifetimes. In materials such as Ce-doped yttrium aluminum garnet (YAG:Ce), quenching
shows a strong dependence on both temperature and activator concentration, limiting the ability
to fabricate high-intensity white-light emitting diodes with high operating temperatures. Here, we
reveal by means of first-principles calculations an efficient recombination mechanism in YAG:Ce
that involves oxygen vacancies and gives rise to thermally activated concentration quenching. We
demonstrate that the key requirements for this mechanism to be active are localized states with
strong electron-phonon coupling. These conditions are commonly found for intrinsic defects such as
anion vacancies in wide band-gap materials. The present findings are therefore relevant to a broad
class of optical materials and shine light on thermal quenching mechanisms in general.
I. INTRODUCTION
Optical materials with wide band gaps, such as phos-
phors and scintillators, enable the conversion of photons
and high-energy radiation into one or several photons of
lower energy. This allows for applications in e.g., light-
ing (phosphors), radiation detection (scintillators) and
lasing. The performance of these materials is limited
by non-radiative decay processes, most commonly via
phonons and/or defects, which compete with the conver-
sion into photons. Luminescence becomes in particular
quenched at higher temperatures, which imposes limits
e.g., with regard to the maximum operating power or the
operation temperature. Despite extensive research, the
mechanisms responsible for luminescence quenching are
still not fully understood.1,2
Cerium doped yttrium aluminum garnet (YAG:Ce,
Y3−xCexAl5O12) is a yellow phosphor that is widely em-
ployed in rare earth-based solid state lightning.3,4 The
optical transitions that are exploited in solid state light-
ning occur between 4f15d and 4f05d1 states of Ce. Sev-
eral mechanisms have been suggested to explain quench-
ing in this material:5 (i) In principle it could be possible
for the system to undergo a thermally activated landscape
crossover via multiphonon processes between the ground
(Ce:4f15d0) and excited states (Ce:4f05d1).6,7 It has
been shown that the Debye temperature increases with
Ce concentration resulting in a larger high-frequency
phonon population at lower temperatures, which in turn
enhances multiphonon processes.8 Earlier studies, how-
ever, concluded that emission of high frequency phonons
could not explain the temperature dependence of the
non-radiative decay in YAG:Ce.9 (ii) While the onset
temperature for luminescence quenching is above 600 K
for Ce concentrations below 1%, it drops to around 400 K
if the Ce content reaches the percent level.1 Based on this
observation, the reduction in luminescence has been at-
tributed to thermally activated concentration quenching,
in which the excitation energy is resonantly transferred
between Ce atoms until it is eventually dissipated at a,
not further specified, killer center. (iii) Finally, accord-
ing to the thermal ionization model an electron is emitted
from the excited state of Ce to the conduction band edge
(4f05d1 → 4f05d0 + e′) or a defect level. The rate of
this process has been shown to be much faster than the
thermal crossing of landscapes rate in dilute Ce doped
YAG at temperatures above 573 K.2
While a single mechanism can dominate under certain
conditions, such as high Ce content or low temperatures,
luminescence quenching is likely due to a combination of
the above mentioned processes. It is, however, difficult
to discriminate their contributions based on experimental
analysis alone. This pertains in particular to mechanisms
(ii) and (iii), which involve electron traps and/or killer
centers provided by defects, the properties of which are
notoriously difficult to access experimentally.2,10
Here, using first-principles calculations, we analyze the
mechanisms described above and identify a detailed re-
combination pathway involving oxygen vacancies. While
our calculations are specific for YAG:Ce, the key param-
eters of the proposed mechanism (deep transition lev-
els and strong localized electron-phonon coupling) are
generic and can be found in many other oxide-based
phosphors.11 Our results thereby point to specific mech-
anisms by which defects contribute to non-radiative re-
combination processes. This insight is relevant for a
broad class of materials and enables more directed ap-
proaches to mediating and controlling non-radiative de-
cay processes. As part of our analysis of luminescence
quenching, we also probe the coupling between optical
transitions and vibrational degrees of freedom using the
generating function approach.12 We demonstrate that the
phonon sidebands in Ce absorption and emission spectra,
which have been previously associated with localized de-
fect modes,1,13 are in fact due to a superposition of many
delocalized modes, an important finding in the context
of the thermally activated landscape crossover model.
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2II. METHODOLOGY
A. Lineshape
Optical lineshapes are modelled using the generating
function approach12,14,15 under the Franck-Condon, par-
allel mode, and low temperature approximations, which
results in a computationally feasible scheme.16 To begin
with, we define the coordinate Qν as
Qν =
∑
a
√
ma(R
i
a −Rfa) · uν,a, (1)
where uν is the normalized displacement vector of
phonon branch ν. The partial Huang-Rhys (HR) factor
is defined as Sν =
1
2ωkQ
2
ν . In the parallel mode approx-
imation the normal modes of the initial and final states,
and hence Qν , are assumed to be related by a simple
translation.
The lineshape function for absorption is
A(ωeg − ω) = 1
2pi
∫ ∞
−∞
eiωt−κtG(t) dt, (2)
where κ determines the lifetime broadening of individual
contributions, ωeg is the angular frequency corresponding
to the transition between the ground and excited state,
and the generating function G(t) is given by
G(t) = exp
[
S(t)−
∑
ν
Sν
]
. (3)
Here, S(t) is the Fourier transform of the spectral func-
tion
S(ω) =
∑
ν
Sνδ(ω − ων), (4)
where the δ functions in practice are approximated with
normalized Gaussian functions. The emission intensity
is proportional to ω3A(ω) and the excitation intensity is
proportional to ωA(ω).17
B. Computational details
Electronic structure calculations were performed
within the framework of density functional theory
(DFT) using the projector augmented wave method18,19
as implemented in the Vienna ab-initio simulation
package20,21 with a plane wave cutoff energy of 500 eV.
The exchange-correlation potential was approximated
with the PBE functional.22 Throughout this work, the
DFT+U method23 was used with U = 2.5 eV applied
to Ce-4f states, which has been shown to yield accurate
positions of the Ce-4f states in a range of phosphors.24
The calculations on Ce defects in the excited state were
performed by constraining the occupations of 4f and 5d
states. Spin-orbit coupling was included in the emission
spectrum by the addition of an extra peak shifted by
0.35 eV and redistribution of the spectral weight. The
shift was extracted from the energy difference of the 2F5/2
and 2F7/2 states in Ref. 25, while the intensity ratio is
given by the multiplicities.
Most defect calculations were carried out using the
160-atom conventional (simple cubic) unit cell while the
Brillouin zone was sampled using a zone centered 2×2×2
k-point mesh. The ionic positions were allowed to relax
until all forces fell below 20 meV/A˚. Phonon and line-
shape calculations were performed using a 320-atom su-
percell and the Brillouin zone was sampled at the zone
center only.
C. Semi-local vs hybrid functionals
The PBE functional yields a band gap of 4.6 eV, which,
as is common for semi-local functionals, is significantly
smaller than experimental values that are found in the
range from 6.4 eV26 to 7.7 eV as discussed in Ref. 27.
The band gap underestimation can be compensated using
hybrid functionals such as PBE0,28 which using a mixing
parameter of 0.32 yields a band gap of 7.8 eV, in much
better agreement with experimental data. When going
from PBE to PBE0 valence band maximum (VBM) and
conduction band minimum (CBM) shift by 2.1 eV and
1.1 eV, respectively (see Fig. S3).
For the oxygen vacancies, we therefore also carried out
PBE0 calculations, for which we employed 80-atom cells
and zone center Brillouin zone sampling. Similar cal-
culations for Ce-doped systems were, however, found to
yield erroneous results for the excited state. In these cal-
culations, the 4f − 5d gap strongly (and nonphysically)
decreases with increasing mixing parameter, leading to a
level crossover in the Ce×Y configuration already for mix-
ing parameters below 0.32. We attribute this behavior
to the inability of the PBE0 functional (as well as other
common hybrid functionals) to account for differences in
the screening of 4f and 5d states, as already noted in
earlier studies on LaBr33.
29,30 In all calculations involv-
ing Ce reported below, we therefore used exclusively the
DFT+U method. Where necessary (Sect. III C), band
gap errors were compensated by using the PBE→PBE0
band edge shifts reported above as described in Ref. 31.
III. RESULTS
A. Ground and excited state landscapes
YAG crystallizes in space group Ia3¯d (ITC number
230) with atoms on Wyckoff sites 24c (Y), 16a/24d
(Al), and 96h (O). The calculated lattice parameter is
12.108 A˚ to be compared with an experimental value of
12.01±0.02 A˚.32
In the ground state (Ce:4f15d0), the substitution of
Ce on an Y site causes an outward relaxation of the
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FIG. 1. a) 1D configuration coordinate diagram for the
4f − 5d transition. Solid lines are quadratic fits to the poten-
tial energies. b) Normalized optical lineshapes as computed
with the generating function method. Black lines are exper-
imental measurements from Ref. 1 performed at 5 K for the
emission spectrum and at 300 K for the absorption spectrum.
Red lines are low temperature optical spectra from Ref. 25.
The computed optical lineshapes have been shifted to the ex-
perimental zero-phonon lines of Ref. 1 to simplify comparison.
nearest oxygen sites by on average 0.07 A˚. If the 4f elec-
tron is promoted to a 5d state, it becomes more delo-
calized, which effectively reduces the size of the Ce ion
and causes an inward relaxation of the oxygen neighbors
by 0.06 A˚ on average, such that the local geometry is al-
most identical to the Ce-free lattice. The configuration
coordinate (CC) diagram is then obtained by linear in-
terpolation between the fully relaxed ground and excited
state configurations (Fig. 1). From the total energies we
obtain an absorption energy of 2.67 eV and an emission
energy of 2.21 eV in very good agreement with exper-
imental values of 2.70 and 2.31 eV.1 The Stokes shifts
are 0.25 and 0.22 eV for emission and absorption, respec-
tively, again in good agreement with the experimental
value of 0.30 eV.1 Finally, our results are in agreement
with earlier calculations of the absorption and emission
energies with small quantitative differences due to differ-
ent computational parameters.33
We note that in this case the energy differences be-
tween the 4f and 5d Kohn-Sham levels do not even semi-
quantitatively correspond to the transition energies ob-
tained from the total energies (see Fig. 3). This high-
lights the fact that while the Kohn-Sham levels can often
be helpful starting points for quasi-particle descriptions,
in general they cannot be interpreted as quasi-particle
energies themselves.
A rough estimate for the crossing point between
ground and excited state landscapes can be obtained by
fitting a quadratic polynomial to the energies in the vicin-
ity of the respective equilibrium geometries. This yields
a barrier of 3.75 eV. While this is a rough approximation
of the upper limit, this very high energy barrier nonethe-
less strongly suggests that thermally activated crossing
of landscapes is unlikely to be an important factor, in
agreement with earlier assessments.9
B. Vibrational coupling to the 4f − 5d transition
The vibrational broadening of absorption and emis-
sion spectra is an important feature for the functional-
ity of any material used for photon down-conversion. It
also provides important information concerning the en-
ergy landscape connecting the ground and excited state
geometries. As a result, a lot of spectroscopic data is
available for YAG:Ce, which provides an opportunity to
validate our calculations in more detail and to gain fur-
ther insight into the energy landscape.
Our calculated spectra are in good overall agreement
with experimental data1,25 (Fig. 1b) and the Stokes shifts
computed from the spectra as the difference between the
absorption maximum at 2.71 eV and the emission inten-
sity maximum at 2.24 eV are close to the values obtained
from the CC diagram (Fig. 1a).
The fine structure of the spectra in the vicinity of the
zero-phonon line (ZPL) provides important information
concerning the phonon modes that couple to the elec-
tronic transitions as well as the CC diagram such as the
total HR factor. Our calculations successfully reproduce
the experimentally observed features in the fine structure
of the optical spectra1,13 also in this regard (Fig. 2a), in-
cluding the total HR factor, for which we obtain 5.5 using
the normal modes for the ground state, to be compared
with an experimental value of 6.1
Based on the experimental measurements,1,13 it has
been proposed that the fine structure of the optical spec-
tra originates from a single mode around 25 meV (or
200 cm−1) with higher energy features being replicas of
this mode. The presence of such a, presumably localized,
mode would then also largely coincide with the CC. We
can query the validity of this interpretation by analyzing
the spectral function S(ω), which underlies the lineshape
calculation (Sect. II A) and whose structure is reflected
in the optical spectra. This analysis reveals that the fine
structure of the optical spectra originates from coupling
to a large number of modes (Fig. 2b) in contrast to the
earlier interpretations alluded to above.1,13
The main features are two distinct bands at approxi-
mately 20 meV and 70 meV and a less pronounced band
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FIG. 2. a) Fine structure of the lineshape around the ZPL.
Experimental data is taken from Ref. 1 (Bachmann (2009))
and Ref. 13 (Robbins (1979)). Experimental intensities were
scaled to match the intensity of the computed spectra. The
ZPL in the computed results have been shifted to the exper-
imental value of Ref. 1. b) Electron-phonon spectral func-
tion (shaded) and the corresponding partial HR factors. c)
Phonon density of states decomposed into contributions from
the different atomic species.
at around 40 meV. The 20 meV band is associated with
dispersive yttrium dominated modes while the 70 meV
band is due to dispersive oxygen dominated modes, in-
cluding motion of the nearest neighbor oxygen atoms of
Ce. At 20 meV, the phonon density of states is domi-
nated by modes associated with Y motion (Fig. 2c). Im-
portantly, there are, however, no significant contributions
from localized (defect) modes and there is no mode that
contributes more than 4% to the total HR factor. The
calculations thus demonstrate that the fine structure of
the optical spectra can be entirely explained by delocal-
ized modes and that there is no distinct localized mode
that can account for the relaxation along the CC.
C. Ionization of the 5d state
Having addressed the character of ground and excited
landscapes and its approximate connection to thermally
activated landscape crossover (mechanism i), we now ad-
dress the thermal ionization model (mechanism iii). Ac-
−2 0 2 4 6
Electron chemical potential (eV)
−2
0
2
4
R
el
at
iv
e
fo
rm
at
io
n
en
er
gy
(e
V
)
2.14 eV1.81 eV
4.60 eV4.27 eV
Ce×Y
Ce∗Y
Ce+1Y
Ce+1Y @Ce
∗
Y
FIG. 3. Relative formation energy of the CeY substitutional
defect as a function of electron chemical potential. The PBE0
band edge shifts have been superimposed on the PBE values.
cording to the latter, transitions from the excited 5d state
to the conduction band manifold would result in lumines-
cence quenching if the electron is subsequently captured
at another site.
To evaluate the activation energy for ionization of the
5d state, we require its position with respect to the con-
duction band edge. As noted above (Sect. III A), the
Kohn-Sham eigenvalues do, however, not provide sen-
sible guidance in the present case. We therefore again
resort to total energy differences instead and more pre-
cisely the relative defect formation energies (Fig. 3) as
the ionization barrier corresponds to the charge transi-
tion level (CTL) from Ce•Y to Ce
∗
Y. Taking into account
the band edge shift from PBE to PBE0, this yields a value
of 1.42 eV, when the Ce•Y state is fixed at the Ce
∗
Y ionic
configuration, corresponding to a vertical transition. If
the relaxation of Ce•Y is taken into account, CTL moves
0.33 eV closer to the CBM resulting in a transition en-
ergy of 1.08 eV. These values are in good agreement with
estimations of the 5d-CBM distance of 0.76 to 1.24 eV.2,34
D. Charge transfer to an oxygen vacancy
In many oxides, including YAG,35,36 oxygen vacan-
cies (VO) are among the most important intrinsic
defects.11,37–39 In wide band gap oxides, oxygen vacan-
cies commonly feature deep CTLs as well as electronic
levels and exhibit substantial structural relaxation be-
tween different charge states.11 These defects could thus
play important roles in non-radiative recombination pro-
cesses. Here, we therefore consider in detail the charge
transfer reaction from Ce to VO (Fig. 4a) and assess the
ability of oxygen vacancies to act as electron traps in the
ionization mechanism (Fig. 4b).
The localized defect level associated with V×O lies inside
the band gap, the associated charge density is localized
in real space and has predominantly s-character, while
the +2/0 CTL resides 1.79 eV below the CBM at the
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FIG. 4. Illustration of reaction paths. a) Thermal quenching via charge transfer to an oxygen vacancy. b) Thermal quenching
via electron transfer from Ce-5d state to conduction band with subsequent trapping at a killer center.
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PBE level and 3.00 eV at the PBE0 level (see Supple-
mentary Information (SI) for the formation energy as a
function of the electron chemical potential). These obser-
vations are consistent with the oxygen vacancy inducing
a deep defect state as anticipated.11 We note that the
position of the +2/0 CTL is too deep to be identified as
the electron traps experimentally found between 0.86 eV
and 1.52 eV.2 These electron traps are more likely due
to antisite defects as in the related material Lu3Al5O12
(LuAG).40
As a result of its electronic structure, the oxygen va-
cancy can participate in a charge transfer mechanism
with Ce (Fig. 5). Immediately after absorption at a Ce
site, the system undergoes a fast relaxation to the equi-
librium geometry Ce∗Y dissipating 0.22 eV in the process
(Fig. 1a and relaxation along segment I in Fig. 5).
At this point, the excitation can migrate through the
system by resonant transfer between Ce sites. This pro-
cess is practical if the absorption and emission spectra
overlap,41 which is increasingly the case as the tempera-
ture goes up.1 Alternatively, transfer can occur by non-
zero exchange interaction. This requires Ce sites to be
sufficiently close to each other, which is the case if Ce
concentrations reach the percent range. Resonant trans-
fer can proceed until emission occurs or until the exci-
tation reaches a Ce atom that is in spatial proximity to
either a singly (V•O) or doubly charged oxygen vacancy
(V••O ). In practice, the Ce concentration can be assumed
to be much larger than the oxygen vacancy concentra-
tion, making it plausible that a large fraction of oxygen
vacancies have a Ce atom in their proximity (right-most
point of segment I in Fig. 5).
After reaching a Ce∗Y–V
•
O or Ce
∗
Y–V
••
O configuration,
the electron in the Ce∗Y state can be transferred from
the Ce atom to the oxygen vacancy (transition from seg-
ment I to segment II in Fig. 5), leading to a charged
Ce species (Ce•Y) and a neutral (V
×
O) or singly charged
vacancy (V•O). The former transition leads to a reduc-
tion in the total energy by 0.66 eV whereas the latter is
associated with a small energy increase of 0.16 eV.
The subsequent relaxation decreases the energy by
1.15 eV (Ce•Y–V
×
O) and 1.94 eV (Ce
×
Y–V
•
O), respectively,
which needs to be dissipated via coupling to lattice vi-
brations, leading to local heating (segment II in Fig. 4).
The majority of this energy gain arises from the relax-
ation of the oxygen vacancy, while only 0.33 eV are as-
sociated with the relaxation of the Ce site. The large
relaxation energy implies that the system is effectively
trapped in a low energy state. Already at this point,
luminescence quenching has been achieved irreversibly.
The lowest energy pathway to escape from this configu-
6ration leads back to Ce in its ground state configuration
Ce×Y in combination with either a singly or doubly charge
oxygen vacancy with energy barriers of 0.80 and 1.28 eV,
respectively (transition from segment I to segment II in
Fig. 4).
IV. DISCUSSION
In the preceding sections, using first-principles calcu-
lations we obtained the limiting energy barriers for dif-
ferent recombination pathways. Specifically, we obtained
an approximate upper barrier of 3.75 eV for the thermally
activated landscape crossover (mechanism i ; Sect. III A)
and a barrier of 1.42 eV for the thermal ionization from
occupied Ce-5d states (mechanism iii ; Sect. III C). In
addition, we established a specific non-radiative recom-
bination pathway in conjunction with resonant excita-
tion transfer (mechanism ii) that involves oxygen vacan-
cies (Sect. III D). In the latter case, we found the max-
imum barriers along the reaction pathway to be 0.80 eV
for charge transfer via V•O and 1.28 eV for charge trans-
fer via V••O . The charge transfer mechanism via oxygen
vacancies thus yields by far the lowest activation barrier
among the mechanisms considered here (Fig. 6).
The energy barriers are on their own insufficient to
quantitatively predict the rates for these recombination
mechanisms. They are, however, usually the most impor-
tant parameter as for most mechanisms transition rates
are exponentially dependent on the activation energy.42
The charge transfer mechanism proposed here should
thus be an important contribution to the non-radiative
recombination in Ce-doped YAG.
Oxygen vacancies in YAG exhibit very strong and lo-
calized electron-phonon coupling. The latter can be at-
tributed to pronounced charge localization and the free-
dom for the atoms surrounding the vacancy to relax.
This allows oxygen vacancies to dissipate large amounts
of energy locally while acting as a local acceptor relative
to Ce×Y . The limiting step in this mechanism is the tran-
sition from Ce•Y–V
×
O to Ce
×
Y–V
•
O, at which point Ce is
oxidized and therefore optically inactive.
In support of the charge transfer mechanism, it has
been shown by X-ray absorption near edge structure that
Ce•Y can coexist with Ce
×
Y in YAG:Ce
43 and that pres-
ence of electron acceptors in the vicinity of Ce can oxidize
the Ce atom in related materials.44 One might suspect
transition metal impurities to participate in a similar re-
action. The screening from the transition metal valence
states as well as the much more restrictive geometry make
it, however, unlikely that they dissipate similarly larger
quantities of energy via a charge transfer mechanism.
The involvement of oxygen vacancies in the recombina-
tion process in Ce doped oxide phosphors has been con-
sidered before. In Ref. 45, the authors concluded that
landscape crossover and 5d ionization could not satisfac-
torily explain the luminescence quenching in Lu2SiO5:Ce.
A hole autoionization process was therefore proposed in
which V×O reduced the Ce atom leading to a 4f
15f1 elec-
tronic configuration . While this model is conceptually
different from the idea of oxygen vacancies as local energy
dissipators presented here, it shares some features. The
hole autoionization model of Ref. 45 involves a reduction
from Ce×Y to Ce
′
and an oxidation of the oxygen vacancy,
while in the model proposed here the charge transfer in
the first step of the reaction occurs in the opposite direc-
tion.
Finally, we note that the mechanism proposed in this
study relies on general characteristics of oxygen vacancies
in wide-gap oxides, most importantly their deep charac-
ter, which entails strong relaxation between charge states
and localized charges.11 One can therefore anticipate it
to be applicable also in other oxide based phosphors.
Moreover, the oxygen vacancy concentration can in prin-
ciple be controlled via the chemical environment during
growth and annealing. This knob could be used to fur-
ther assess the role of oxygen vacancies in luminescence
quenching.
V. CONCLUSIONS
To summarize, we have provided energy estimates for
the most plausible luminescence quenching mechanisms
in YAG:Ce by first-principles calculations. The lowest
energy pathway is obtained for a thermally activated
concentration quenching mechanism that involves charge
transfer between Ce atom and oxygen vacancies. As part
of this investigation, we also analyzed the vibrational
broadening and fine structure of the 4f−5d transition on
Ce. This analysis revealed that the fine structure of the
phonon sidebands does not arise from a specific localized
(defect) mode but is rather the result of a combination
of many delocalized modes.
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