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Abstract
We develop a comprehensive geometric framework for the rigorous
treatment of metrics with low regularity by means of regularization meth-
ods. e resulting tensor calculus is used to calculate the curvature of the
conical metric describing cosmic strings.
1 Introduction
While the theory of distributions of L. Schwartz has proved to be quite powerful
for a large variety of linear problems, its applicability in nonlinear situations is
more restricted. An example where difficulties arise is given by singular Rieman-
nian metrics arising in the study of space-times describing concentrated sources
like point particles or cosmic strings. e underlyign reason is that the nonlinear
operations involved in the calculation of the curvature tensor are not compatible
with differentiation and the linear structure of distribution theory. In this article
we will build a theory that is able to consistently handle such problems on the
base of regularization methods. As an application, we will focus on the conical
metric
ds2 = dr2 + α2r2dφ2 (|α| < 1) (1)
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and calculate its curvature, which will turn out to be proportional to the Dirac
delta distribution. In fact, it will turn out that for any “reasonable” regulariza-
tion of the conical metric, the scalar curvature of the regularization converges to
4π(1 − α)δ. e main virtue of our framework lies in the fact that the result is
valid independently of the coordinate system used and that it holds for a large
class of possible regularizations.
e structure of this article is as follows: in Section 2 we will introduce the nota-
tion and terminology used for the rest of the exposition and the necessary back-
ground on smooth and distributional differential geometry; in Sections 3–5 we
detail the theoretical framework which will enable us to calculate the curvature
of metrics such as (1); this calculation will finally be performed in Section 6.
2 Preliminaries
As index set used throughout we fix I := (0, 1]. Note that we could use N in-
stead, but this makes no difference because I has a countable cofinal subset. We
frequently use the Landau notation
f(ε) = O(g(ε)) (ε→ 0)
signifying that
∃C, ε0 > 0 ∀ε < ε0 : f(ε) ≤ Cg(ε).
By Ux(X) we denote the filter base of open neighborhoods of an element x of
a topological space X . For two subsets A,B of a topological space we write
A ⊂⊂ B if A is compact and contained in the interiorB◦ ofB. Given a function
f : X → R, carr f := {x ∈ X : f(x) 6= 0} is called the carrier of f , and the
closure supp f = carr f its support.
e projection on the ith factor of a product U1 × · · · × Un is denoted by πi or
πUi . By idX or simply id we denote the identity on a set X .
Br(x) denotes the open ball of radius r > 0 at a point x ∈ Rn with respect to
the Euclidean metric. e total differential of a function f ∈ C∞(E,F) (where
E,F are finite-dimensional vector spaces) is denoted by Df ∈ C∞(E,L(E,F))
or Dx(f(x)) if we want to explicitly state the variable x with respect to which
the differential is taken.
For two R-modules M1 and M2, HomR(M1,M2) denotes the set of R-module
homomorphisms fromM1 toM2.
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Locally convex spaces will always be assumed to be Hausdorff; we use [Hor66;
Sch71] as standard references. For any locally convex space E we denote by
csn(E) the set of continuous seminorms on E. Given two locally convex spaces
E, F, the space of continuous linear mappings from E to F is denoted by L(E,F).
By default, this space is endowed with the topology of uniform convergence
on the family of all bounded subsets of E. For calculus in infinite-dimensional
locally convex spaces we employ the so-called convenient calculus of [KM97]. In
this context, the differential of a smooth mapping f ∈ C∞(E,F) is denoted by
df ∈ C∞(E,L(E,F)).
2.1 Differential geometry
In general, our terminology for differential geometric notionsmostly follows that
of [Lee13], except for the fact that (as in [AMR88]) for vector bundles the typ-
ical fiber may be any (finite dimensional) vector space E instead of only Rn –
this makes working with tensor products more comfortable, as we do not have
to choose a basis of E then. By a manifold we will always mean a Hausdorff
paracompact smooth manifold. We will only employ real, smooth vector bun-
dles and smooth trivializations thereof. e projection of a given vector bun-
dle will usually be denoted by π, or πE if we want to make the vector bun-
dle E explicit. If E → M is a vector bundle with trivialization (U,Φ) we set
Φx := Φ|Ex : Ex → {x} × E ∼= E, where Ex is the fiber of E over x. Riem(M)
is the set of Riemannian metrics on a manifold M . For g ∈ Riem(M), Bgr (x)
denotes the open metric ball of radius r > 0 with center x ∈ M with respect
to g. By X(M) we denote the space of smooth vector fields on M . TM is the
tangent bundle ofM , and TxM the tangent space at x ∈M .
In the following, suppose we are given manifoldsM,N as well as vector bundles
E →M and F → N with typical fibers E and F, respectively.
LetG : E → F be a (smooth) bundle morphism covering g : M → N . For charts
(U, ϕ) ofM and (V, ψ) of N such that f(U) ⊆ V as well as local trivializations
Φ: π−1(U) → U × E and Ψ: ψ−1(V ) → U × F, the local expression of G is
given by the mapping
ϕ(U)× E→ ψ(V )× F
(x, v) 7→
(
(ψ × id) ◦Ψ ◦ F ◦ Φ−1 ◦ (ϕ−1 × id)
)
(x, v)
= (g0(x), G0(x) · v)
(2)
with g0 = ψ ◦ g ◦ ϕ
−1 ∈ C∞(ϕ(U), ψ(V )) and G0 ∈ C
∞(ϕ(U),L(E,F)).
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IfG is a vector bundle isomorphismwith inverseH we have h0(y) = g
−1
0 (y) and
H0(y) = (G0(g
−1(y)))−1 for y ∈ ψ(g(U)).
e external tensor product of E and F is given by
E ⊠ F :=
⊔
(x,y)∈M×N
Ex ⊗ Fy
with its natural projection π(v ⊗ w) = (πE(v), πF (w)) for v ∈ E and w ∈ F .
For each (x, y) ∈ M × N choose neighborhoods V of x inM andW of y in N
such that there exist local trivializations (V,Φ) ofE and (W,Ψ) of F . Define the
trivialization Θ: π−1(V ×W )→ V ×W × (E⊗ F) by
Θ(v ⊗ w) =
(
πE(v), πF (w), πE(Φ(v))⊗ πF(Ψ(w))
)
. (3)
Given another pair of local trivializations (V˜ , Φ˜) and (W˜ , Ψ˜), let τ : V ∩ V˜ →
GL(E) and σ : W ∩ W˜ → GL(F) be the corresponding transition functions
satisfying
(Φ˜ ◦ Φ−1)(x, v) = (x, τ(x)v), (Ψ˜ ◦Ψ−1)(y, w) = (y, σ(y)w).
en the corresponding transition function for E ⊠ F is given by
(Θ˜ ◦Θ−1)(x, y, v ⊗ w) = (x, y, θ(x, y) · (v ⊗ ω))
where (x, y) 7→ θ(x, y) := τ(x)⊗σ(y) defines a smoothmap (U∩U˜)×(V ∩V˜ )→
GL(E⊗ F). By [Lee13, Lemma 10.6, p. 253] E ⊠F is a smooth vector bundle on
M ×N (cf. also [GHV72, Chap. II, Problem 4, p. 84]).
For a vector bundle E → M the space Γ(M,E) of smooth sections of E is
endowed with the usual (F)-topology; the subspace Γc(M,E) of compactly sup-
ported sections carries the usual (LF)-topology.
2.2 Distribution theory
For distribution theory we follow L. Schwartz [Sch66]. However, we will only
need to consider real-valued distributions, i.e., distributions will be continous
real-valued linear forms on a corresponding space of real-valued test functions.
In particular, C∞(M) will be the space of smooth functionsM → R and D(M)
the subspace of compactly supported functions for any manifoldM and in par-
ticular for open subsetsM ⊆ Rn. ese spaces are also equippedwith their usual
(F) and (LF)-topologies, respectively. δy denotes the delta distribution at y ∈ Rn.
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For the vector valued case, given an open subset Ω ⊆ Rn and a finite dimen-
sional vector space E, D′(Ω,E) = L(D(Ω),E) and C∞(Ω,E) are the spaces of
distributions and smooth functions with values in E, respectively.
We will now recall some facts about distributions on manifolds (cf. [Gro+01]).
For their definition we will not assume that our manifolds are oriented, hence
distributions will be continuous linear forms on spaces of densities.
In the following, letM be a manifold of dimension n. Although the objects to be
integrated there naturally are densities, the notion of a locally integrable scalar
function onM is unambiguously defined by recourse to the Euclidean seing via
local charts; the space of these is denoted by L1loc(M). More generally, a section
of a vector bundle E → M is said to be locally integrable if its components
expressed in local charts are locally integrable in the usual sense. e space of
locally integrable sections of E is denoted by L1loc(M,E).
We denote byVol(M) the line bundle of all (real) densities onM [Lee13, Chap. 16,
p. 427]. Given a semi-Riemannian metric g onM , its volume density is denoted
by dVg . e space of distributions on M then is defined as the strong dual
D′(M) := (Γc(M,Vol(M)))′. Every locally integrable function f ∈ L1loc(M)
defines a distribution Tf ∈ D′(M) via the assignment
〈Tf , ω〉 :=
∫
fω (ω ∈ Γc(Vol(M)))
which gives a linear injection L1loc(M) → D
′(M), so we will usually denote Tf
by f again. For a vector bundle E → M , the space of E-valued distributions on
M is defined as
D′(M,E) := (Γc(M,E
∗ ⊗Vol(M)))′ ∼= Γ(M,E)⊗C∞(M) D
′(M)
∼= HomC∞(M)(Γ(M,E
∗),D′(M))
(see. [Gro+01, m. 3.1.12, p. 239] for the isomorphisms), where E∗ is the dual
bundle to E. As in the scalar case, a section t ∈ L1loc(M,E) defines an element
Tt ∈ D′(M,E) via
〈Tt · v, ω〉 = 〈Tt, v ⊗ ω〉 =
∫
(t · v)ω
(v ∈ Γ(M,E∗), ω ∈ Γc(M,Vol(M)))
which gives a linear injection L1loc(M,E) → D
′(M,E). Again, we will denote
Tt by t. Note that here and later, we use the symbol “·” to denote contraction.
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Let N be another manifold, F → N˜ a vector bundle and µ : E → F a vec-
tor bundle isomorphism covering µ0 : M → N . ere is a natural pullback
action µ∗ : D′(N,F ) → D′(M,E) extending the pullback µ∗ : L1loc(N,F ) →
L1loc(M,E); it is given by
〈µ∗(u), v⊗ϕ〉 = 〈u, µ∗v⊗µ∗ϕ〉 (v ∈ Γ(M,E
∗), ϕ ∈ Γc(M,Vol(M)))
where µ∗v ∈ Γ(N,F ) is given by (µ∗v)(p) := µ(v(µ
−1
0 (p))) and (µ0)∗ϕ ∈
Γc(N,Vol(N)) is the usual pushforward of densities.
For later use we recall that a net (uε)ε∈(0,1] in D
′(M,E) converges to 0 if and
only if for all open subsets U ⊆M where E is trivial we have
〈uiε, ω〉 → 0 ∀i = 1 . . .dimE ∀ω ∈ Γc(U,Vol(M))
where the coordinates uiε of uε are taken with respect to any basis of Γ(U,E).
Clearly, it suffices to establish this for a subfamily of such sets U which covers
M .
For further background on distributional geometry we refer to [Gro+01, Section
3.1].
2.3 Algebras of nonlinear generalized functions
e basic problem in calculating the curvature of metrics like (1) is that one can-
not multiply distributions, in general. Our approach of regularizing them for this
purpose amounts to embedding them into an algebra.
L. Schwartz’ impossibility result [Sch54] gives a clear limitation on what can be
expected at all from an embedding of the space of distributions into an algebra.
His original statement
“on ne peut, dans aucune the´orie, avoir a` la fois une multiplication,
une de´rivation, et un e´le´ment δ”
can be made precise as follows [Obe92, p. 27]:
ere is no associative algebra (A(R), ◦,+) satisfying
(i) D′(R) is linearly imbedded inA(R), and the constant function
1 is the unit in A(R);
(ii) there is a derivation operator ∂ on A(R), that is, a linear map
satisfying the Leibnitz rule;
6
(iii) ∂|D′(R) coincides with the usual derivative;
(iv) ◦|C(R)×C(R) coincides with the usual product.
However, it is possible to construct such an algebra (which is even commutative)
if one replaces condition (iv) by the more restrictive condition
(iv’) ◦|C∞(R)×C∞(R) coincides with the usual product.
First introduced by J. F. Colombeau [Col84; Col85], such algebras have found
widespread applications in the study of problems involving singularities, non-
linearities and differentiation at the same time.
e central idea of Colombeau algebras is to represent distributions by nets of
smooth functions and form their product componentwise. However, this has to
be done in a specific way in order to obtain the desired consistency properties
(i)–(iii) and (iv’). Instead of all nets of smooth functions one thus only considers
those which have moderate growth and factors out these which have negligible
growth in a certain sense; this quotient then forms the Colombeau algebra.
It is noteworthy that these nets of smooth functions contain more information
than would be necessary for representing distributions. In fact, a distribution
can be approximated in many ways which are equivalent from a distributional
point of view but different in the Colombeau algebra. For example, consider
the two approximations of the delta distribution obtained from ϕ ∈ D(R) with
suppϕ ⊆ [−1, 1] and
∫
ϕ(x) dx = 1 by seing
ρε(x) :=
1
ε
ϕ
(
x+ ε
ε
)
, ρ˜ε(x) :=
1
ε
ϕ
(
x− ε
ε
)
.
While both ρε and ρ˜ε converge to δ distributionally, their pointwise product
ρε · ρ˜ε equals zero everywhere. At the same time, the product ρε · ρε is nonzero
but does not converge distributionally [Obe92, Ex. 2.2, p. 24]. is ambiguity
can be understood as a distinctive microscopic structure of the elements of the
Colombeau algebrawhich is invisible from amacroscopic or purely distributional
point of view. e laer enters the picture through the concept of association
(see Definition 3.53 and Definition 5.12 below) whenever a net of smooth func-
tions representing a Colombeau generalized functionR has a limit in the space of
distributions, this limit is called the distribution associated to the nonlinear gen-
eralized functionR, or its distributional shadow. Association defines a relation on
a subspace of the Colombeau algebra which is coarser than equality; moreover,
it is not compatible with multiplication and nonlinear operations in general, but
only with classical operations from distribution theory. As a rule of thumb, one
can say that a calculation which makes sense in the context of distributions can
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be repeated in the Colombeau algebra and the result will be associated to the
former distributional result.
If, however, in the Colombeau algebra one performs operations on the distribu-
tions which are ill-defined classically, two things can happen: either one obtains
a result which is associated to a distribution; this means that the microscopic
structure of the generalized functions does not maer in the end. Or one obtains
a generalized function which is not associated to a distribution; this is then a
genuinely new object which can be studied in more detail, for example by pre-
scribing a peculiar regularization procedure on physical grounds.
We will see that in the case of the curvature of conical metrics, which cannot be
calculated classically, we do obtain associated distributions in the end.
2.4 Regularization of distributions
A proper handling of the regularization procedure which represents a distribu-
tion by a net of smooth functions is indispensable for the understanding of non-
linear generalized functions. We will examine this in the seing of Rn first. For
this purpose, most standard textbooks on distribution theory use some form of
delta net
(ρε)ε ∈ D(R
n)(0,1], supp ρε → {0},∫
ρε(x) dx = 1, sup
ε
‖ρε‖L1 <∞
where convergence is understood for ε → 0. Because ρε converges to δ the
convolution u ∗ ρε (which is a smooth function) converges to u ∗ δ = u, hence is
an approximation of u by a net of smooth functions. A similar procedure applies
to distributions on open subsets Ω of Rn by using cut-off functions.
It is helpful now to focus on the original intent of regularization, which is to
represent distributions by smooth functions. If this is to be done in a linear and
continuous way, we end up exactly with the space L(D′(Ω), C∞(Ω)) of so-called
smoothing operators onΩ. For a net (Φε)ε in this space to be able to give an accu-
rate representation of the distribution to which it is applied, it should converge
to the identity in L(D′(Ω),D′(Ω)). A different viewpoint is obtained through
L. Schwartz’ kernel theorem in the form
L(D′(Ω), C∞(Ω)) ∼= C∞(Ω,D(Ω)) (4)
[Sch55, e´ore`me 3, p. 127]. Explicitly, this isomorphism means that smoothing
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operatorsΦ ∈ L(D′(Ω), C∞(Ω)) are in one-to-one correspondencewith smooth-
ing kernels ~ϕ ∈ C∞(Ω,D(Ω)) via the relations
Φ(u)(x) = 〈u(y), ~ϕ(x)(y)〉,
~ϕ(x)(y) = Φ(δy)(x).
For Φε(u) = u ∗ ρε the corresponding kernel is ~ϕε(x)(y) := ρε(x− y), so convo-
lution (which was used in Colombeau’s original approach) is a mere special case
of this situation.
Note that when we speak of smoothing operators Φ,Ψ we will oen, without
further mention, denote the corresponding kernels by ~ϕ, ~ψ, and vice versa; for
netsΦ = (Φε)ε,Ψ = (Ψε)ε we usually denote the corresponding nets of kernels
by ϕ = (ϕε)ε,ψ = (ψε)ε.
e virtue of the formalism of smoothing operators – as opposed to convolution –
is that it transfers directly to manifolds without difficulties. In fact, to accurately
regularize a distribution on a manifoldM it is natural to employ elements of the
space
L(D′(M), C∞(M)) ∼= C∞(M,Γc(M,Vol(M))) (5)
and as above, if we want nets (Φε)ε to represent the distribution they are applied
to then we demand Φε → id in L(D′(M),D′(M)).
In the vector valued case the reasoning is similar: distributions with values in a
vector bundle E are regularized by applying elements of
L(D′(M,E),Γ(M,E))
which we call vector smoothing operators.
Now it can be shown (see [Nig16b]) that there is an isomorphism of locally con-
vex spaces
L(D′(My, E),Γ(Mx, E))
∼= Γ(Mx ×My, E ⊠ E
∗)⊗C∞(Mx×My) L(D
′(My), C
∞(Mx)).
(6)
Here, we added variable names to the manifold M to distinguish its two in-
stances. e vector smoothing operator Θ ∈ L(D′(M,E),Γ(M,E)) which
corresponds to a tensor product A ⊗ Φ with A ∈ Γ(M × M,E ⊠ E∗) and
Φ ∈ L(D′(M), C∞(M)) is given by
(Θ(t) · v)(x) = 〈t(y), (A(x, y) · v(x))⊗ ~ϕ(x)(y)〉
(v ∈ Γ(M,E∗), t ∈ D′(M,E), x ∈M),
(7)
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where ~ϕ ∈ C∞(M,Γc(M,Vol(M))) corresponds to Φ via (5). To clarify this
formula, note that A(x, y) · v(x) denotes the contraction of
A ∈ Γ(Mx×My , E⊠E
∗) ∼= HomC∞(Mx)(Γ(Mx, E
∗), C∞(Mx,Γ(My, E
∗)))
with v ∈ Γ(Mx, E∗), giving an element of C∞(Mx,Γ(My, E∗)). e product
with ~ϕ ∈ C∞(Mx,Γc(My,Vol(M))) gives an element of C∞(Mx,Γc(My, E∗ ⊗
Vol(M)))which, by applying t, is mapped to a function inC∞(Mx). Conversely,
given Θ we obtain an element
T ∈ HomC∞(Mx×My)(Γ(Mx ×My, E
∗
⊠E),L(D′(My), C
∞(Mx)))
by
T (v ⊗ w)(t)(x) = (Θ(t⊗ w) · v)(x)
(v ∈ Γ(M,E∗), w ∈ Γ(M,E), ω ∈ Γ(My, E), t ∈ D
′(M), x ∈M).
(8)
While the isomorphism (6) is reasonable to expect, two points are important
to note: first, by combining transport operators A ∈ Γ(M ×M,E ⊠ E∗) and
scalar smoothing operators Φ ∈ L(D′(M), C∞(M)) one really obtains all vec-
tor smoothing operators on E. And second, this is in fact an isomorphism in the
category of locally convex spaces, i.e., convergence of a net Θε = Aε ⊗ Φε to
the identity on D′(M,E) is obtained by requiring Aε and Φε to converge corre-
spondingly (see [Nig16b] and Proposition 3.29 below).
Let us introduce the following abbreviations.
Definition 2.1. Let Ω ⊆ Rn be open, E a finite dimensional vector space, M a
manifold and E →M a vector bundle. We set
SK(Ω) := C∞(Ω,D(Ω)),
SO(Ω) := L(D′(Ω), C∞(Ω)),
SK(M) := C∞(M,Γc(M,Vol(M))),
SO(M) := L(D′(M), C∞(M)),
TO(Ω,E) := C∞(Ω× Ω,L(E,E)),
TO(M,E) := Γ(M ×M,E ⊠ E∗),
VSO(Ω,E) := L(D′(Ω,E), C∞(Ω,E)),
VSO(M,E) := L(D′(M,E),Γ(M,E)).
In the local case (Ω ⊆ Rn open, E a finite-dimensional vector space) isomor-
phism (6) holds in the form
L(D′(Ω,E), C∞(Ω,E)) ∼= TO(Ω,E)⊗C∞(Ω×Ω) SO(Ω)
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with (7) and (8) adapting accordingly. Note that for an isomorphism of these
spaces to SO(Ω)dimE we would need to choose basis of E.
For later use, let us mention that diffeomorphisms µ and (local) vector bundle
isomorphisms F act naturally on the respective spaces in Definition 2.1. We de-
note the corresponding pullback mappings by µ∗ and F ∗ and set µ∗ := (µ
−1)∗,
F∗ := (F
−1)∗. Given a chart (U, ϕ) onM there are canonical isomorphisms
SK(ϕ(U)) ∼= SK(U), SO(ϕ(U)) ∼= SO(U),
and if in addition E is trivial on U with trivializing fiber E there are canonical
isomorphisms
TO(ϕ(U),E) ∼= TO(U,E), VSO(ϕ(U),E) ∼= VSO(U,E).
e representation of vector smoothing operators by transport operators and
scalar smoothing operators is particularly useful because it decouples, in the
smoothing of vector distributions, the geometric component from the smooth-
ing component. is allows us to use a pair (A,Φ) to regularize distributional
sections also on other vector bundles obtained functorially from E, as will be
explained in the following subsection.
2.5 Functorial constructions
We quickly recall how functorial constructions can be applied to vector bundles
(see [KMS93, 6.7, p. 53]). Note that in our terminology functors may be co- or
contravariant and may depend on more than one argument.
LetVec be the category of finite dimensional real vector spaces with linear map-
pings as morphisms. A covariant functor λ : Vec → Vec is called smooth if for
all objects V,W inVec the mapping λ : L(V,W )→ L(λV, λW ) is smooth.
Given a vector bundleE with typical fiber E, such a functor gives rise to a vector
bundle λE =
⊔
x λ(Ex) with typical fiber λE. If Φ: π
−1(U) → U × E is a
local trivialization of E and πλE : λE → M the projection of λE onto the base
space then a local trivialization λΦ: π−1λE(U) → U × λE is obtained by seing
(λΦ)(v) := (p, λ(Φ|Ep) · v) for v ∈ λ(Ep). Here, Φ|Ep : Ep → {p} × E ∼= E
gives rise to a linear map λ(Φ|Ep) : λ(Ep) → {p} × λE ∼= λE. Moreover, if
Φα : π
−1(Uα) → Uα × E and Φβ : π
−1(Uβ) → Uβ are local trivializations with
Uα∩Uβ 6= ∅, the corresponding transition function ταβ : U ∩V → GL(E)which
satisfies (Φα ◦ Φ
−1
β )(p, v) = (p, ταβ(p)v) gives rise to the transition function
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(λτ)αβ : U ∩ V → GL(λE) given by (λτ)αβ(x) = λ(ταβ(x)); indeed, we then
have λΦα ◦ λΦ
−1
β (p, v) = (p, (λτ)αβ(p)v).
is procedure also works for contravariant functors if one applies λ to the re-
spective inverse mappings, i.e., by taking (λΦ)(v) := (p, λ(Φ|−1Ep) · v) for the lo-
cal trivialization and (λτ)αβ(x) = λ(τ
−1
αβ (x)) for the transition function instead.
Analogously, one can apply functors in any number of arguments, covariant in
some and contravariant in the other arguments, to obtain new vector bundles.
We will restrict our aention to functors of a particular kind. First, recall that for
a functor
λ : Vecn = Vec× · · · ×Vec→ Vec
and vector spaces Ei, Fi (i = 1 . . . n) it makes sense to talk of multilinearity of
the mapping
λ : L(E1,F1)× · · · × L(En,Fn)→ L(λ(E1, . . . ,En), λ(F1, . . . ,Fn))
(where the factor L(Ej,Fj) in the domain is replaced by L(Fj ,Ej) if λ is con-
travariant in the jth factor). If this mapping is multilinear for all choices of Ei
and Fi we say that the functor λ is multilinear.
Definition 2.2. We say that a functor λ : Veck → Vec is an (n1, . . . , nk)-ho-
mogeneous functor if there exists a multilinear functor
σ : Vecn1 × · · · ×Vecnk → Vec
such that
λ = σ ◦ (δn1 × · · · × δnk)
where for n ∈ N, δn : Vec → Vec
n is the diagonal functor E 7→ En, f 7→
f × · · · × f .
Definition 2.3. Let E1, . . . ,Ek,F be finite dimensional vector spaces. A map-
ping f : E1 × · · · × Ek → F is called an (n1, . . . , nk)-homogeneous polynomial
if there exists a multilinear mapping
h : En11 × · · · × E
nk
k → F
such that
f(x1, . . . , xk) = h(∆n1(x1), . . . ,∆nk(xk))
where ∆ni : Ei → E
ni
i , xi 7→ (xi, . . . , xi) is the diagonal mapping.
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Consequently, if λ : Veck → Vec is an (n1, . . . , nk)-homogeneous functor then
for all vector spaces Ei, Fi the mapping
λ : L(E1,F1)× · · · × L(Ek,Fk)→ L(λ(E1, . . . ,Ek), λ(F1, . . . ,Fk))
(where the factor L(Ej,Fj) in the domain is replaced by L(Fj ,Ej) if λ is con-
travariant in the jth factor) is an (n1, . . . , nk)-homogeneous polynomial.
From now on, a homogeneous functor will always mean a functor Veck → Vec
as in Definition 2.2 (usually in one argument, i.e., with k = 1) without mention-
ing the degree of homogeneity. Similarly, a smooth functor will mean a smooth
functorVeck → Vec.
Proposition 2.4. (i) Every homogeneous functorVec×· · ·×Vec→ Vec is
smooth.
(ii) e composition of homogeneous functors is a homogeneous functor.
(iii) e functors: E, E∗, E ⊗ F, Ers = E⊗ · · · ⊗ E︸ ︷︷ ︸
r factors
⊗E∗ ⊗ · · · ⊗ E∗︸ ︷︷ ︸
s factors
((r, s)-
tensors), SkE (symmetric tensors), AkE (antisymmetric tensors) are ho-
mogeneous functors.
Proof. (i) follows because the diagonal mappings ∆n as well as multiliner map-
pings between finite dimensional vector spaces are smooth; (ii) and (iii) are im-
mediate.
A smooth functor also acts on transport operators in the following way:
Definition 2.5. Let λ : Vec× · · ·×Vec→ Vec be a smooth functor in k argu-
ments and, for each i = 1 . . . k, Ei →M a vector bundle over a manifoldM and
Ai ∈ TO(M,Ei). We define λA ∈ TO(M,λ(E1, . . . , Ek)) by
(λA)(x, y) := λ(A1(x, y), . . . , Ak(x, y)),
with Ai(x, y) replaced by Ai(y, x) if λ is contravariant in the ith factor.
Similarly, if Ω ⊆ Rn is open, Ei a family of finite-dimensional vector spaces and
ai ∈ TO(Ω,Ei) for each i = 1 . . . k, we define λa ∈ TO(Ω, λ(E1, . . . ,Ek)) by
(λa)(x, y) := λ(a1(x, y), . . . , ak(x, y)),
again with ai(x, y) replaced by ai(y, x) if λ is contravariant in the ith factor.
e following is easily seen:
Lemma 2.6. e mappings A 7→ λA and a 7→ λa of Definition 2.5 are smooth.
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For the treatment of Lie derivatives we recall a useful notion: a vector bundle
functor is a functor F which associates a vector bundle F (M) → M to each
manifoldM and a vector bundle homomorphism F (f) : F (M)→ F (N) to each
f ∈ C∞(M,N) (where N is another manifold). Our prime example for this will
be the tangent bundle functor TM . Moreover, λ(TM) is a vector bundle functor
for every homogeneous functor (in fact, even for every smooth functor) [KMS93,
6.14, p. 56].
given a vector bundle functor F one can define the Lie derivative of a smooth
section s ∈ Γ(M,F (M)) with respect to a vector fieldX ∈ X(M) by
LXs :=
d
dt
∣∣∣∣
t=0
(FlXt )
∗s ∈ Γ(M,F (M))
where FlXt is the flow of X at time t.
If f : M → N is a diffeomorphism there is an induced map F (M)⊗ F (M)∗ →
F (N) ⊗ F (N)∗ which allows us to consider the Lie derivative of transport op-
erators:
Definition 2.7. Let F be a vector bundle functor and M a manifold. For any
X ∈ X(M) we define the Lie derivative of A ∈ TO(M,F (E)) by
LXA :=
d
dt
∣∣∣∣
t=0
(FlXt )
∗A ∈ TO(M,F (E)).
Note that if λ is a homogeneous functor then λ◦F is also a vector bundle functor.
e notation LXA actually is a shorthand for LX×XA and we have:
Lemma 2.8. LXA = LX×XA = LX×0A+ L0×XA.
Proof. By the product rule, we have
d
dt
∣∣∣∣
t=0
((FlXt )
∗A)(x, y) · α(x) · v(y)
=
d
dt
∣∣∣∣
t=0
((FlXt )
∗(A(., y) · v(y))) · α(x)
+
d
dt
∣∣∣∣
t=0
((FlXt )
∗(A(x, .) · α(x))) · v(x)
= LX(A(., y) · v(y)) · α(x)
+LX(A(x, .) · α(x)) · v(y)
= (LX×0A+ L0×XA) · α(x) · v(y) = LX×XA · α(x) · v(y).
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3 Generalized sections
In this section we present in detail the framework enabling us to perform non-
linear operations on distributions on manifolds and calculate the distributional
curvature tensor. Our approach is based on Colombeau’s space of generalized
functions [Col84; Col85]. However, we incorporate in our construction several
extensionswhichwere developed during the last couple of years: a functional an-
alytic formulation [Nig15], which led to a geometrization of the theory [Nig16a];
a representation of smoothing operators for vector distributions [Nig16b]; and a
study of locality conditions, which are used to obtain the sheaf property [GN18].
Only through the combination of these results the scope of the theory of nonlin-
ear generalized functions can be extended to tensor fields in sufficient generality
while at the same time it is concrete enough such that calculations with singular
can be performed.
3.1 Preliminaries
In [Nig16a] we gave a construction of spaces of nonlinear generalized sections
of vector bundles containing distributional sections such that common differen-
tial geometric operations (tensor products, Lie derivatives, covariant derivatives,
contractions) are well-defined. While this seled most technical questions that
will be relevant for us, it does not yet incorporate the extra structure provided by
the fact that in semi-Riemannian geometry we usually only work with the fam-
ily of bundles λE obtained functorially by applying a functor λ to the tangent
bundle E = TM .
Before we begin to adapt that construction for our purposes, let us recall its ba-
sics. Following the general principle introduced in [Nig15], the basic space of
nonlinear generalized sections of a vector bundle E → M consists of families of
corresponding smooth sections which are parameterized by the space of smooth-
ing operators VSO(M,E). A nonlinear generalized section then is a mapping
R : VSO(M,E) → Γ(M,E), and a distribution u ∈ D′(M,E) canonically cor-
responds to the mapping which assigns to eachΘ ∈ VSO(M,E) its valueΘ(u).
Most operations on smooth sections can be extended to generalized sections sim-
ply by applying them for fixedΘ. However, in case sections over different vector
bundles are involved this requires the dependence of generalized sections on dif-
ferent smoothing operators. For example, suppose F → M is another vector
bundle and a generalized section is given by S : VSO(M,F )→ Γ(M,F ). Form-
ing the tensor product of R and S pointwise, i.e., for fixed smoothing operators,
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we end up with the mapping VSO(E) × VSO(F ) → Γ(E ⊗ F ), (Θ,Ξ) →
R(Θ)⊗ S(Ξ).
More generally, a basic space depending on an index set∆ of vector bundles was
defined [Nig16a, Definition 4.1, p. 191] by
E∆(M,E) := C∞
(∏
G∈∆
VSO(G),Γ(M,E)
)
.
Note that we demand smooth dependence (in the sense of [KM97]) on smoothing
operators, as this is necessary to define a Lie derivativewhich commuteswith the
embedding of distributional tensor fields. While the usual operations on smooth
sections are easily extended to this space, the quotient construction which makes
sure that one retains asmuch compatibility to distributional and classical calculus
needs more work; we refer to [Nig16a] for further details.
In this article we will make the following amendments to the theory outlined
above:
• Wemodularize smoothness of representatives. Only this smoothness makes
it possible to define a (geometric) Lie derivative of nonlinear generalized
functions extending the Lie derivative of distributions via the canonical
embedding. If one does not need this Lie derivative one can do a simpler
theory without smoothness. We develop both theories in parallel here.
• We apply locality conditions in the spirit of [GN18] to obtain the sheaf prop-
erty from a basic spacewhich is sufficiently large (but not as large as would
be possible).
• We replace dependence on smoothing operators on λE by depence on
smoothing operators on E only; these will then be functorially extended
to smoothing operators on λE in the testing procedure.
• We develop a complete local formalism of the theory.
is way, we will obtain a space of nonlinear generalized sections on any vector
bundle λE obtained functorially fromE such that the embedding of distributions
also preserves symmetry properties. For example, if u ⊗ u ∈ D′(M,E ⊗ E) is
given, then (A⊗ Φ)(u ⊗ u) is symmetric for A = B ⊗ B with B ∈ TO(M,E)
but not for general A ∈ TO(M,E ⊗E).
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3.2 e basic space
We will first develop the theory for general vector bundles E and specialize this
to the tangent bundle E = TM in section 4. As mentioned above, we will de-
velop the smooth theory and the simple theory in parallel. We will use the
same notation in both cases.
Definition 3.1. LetM be a manifold, E a vector bundle overM and λ a homo-
geneous functor.
(i) e basic space of generalized sections of λE is defined in the simple the-
ory as
E(M,λE) := {R : TO(M,E)× SO(M)→ Γ(M,λE)}
and in the smooth theory as
E(M,λE) := C∞
(
TO(M,E)× SO(M),Γ(M,λE)
)
.
(ii) For λE = M × R we call
E(M) := E(M,M × R)
the basic space of generalized functions onM
(iii) e canonical embeddings of u ∈ D′(M,λE) and t ∈ Γ(M,λE) into
E(M,λE) are defined as
(ιu)(A,Φ) := (λA⊗ Φ)(u),
(σt)(A,Φ) := t.
Note that although it is not visible in the notation, the space of generalized
functions still depends E and transport operators on it! e need for this be-
comes clear for example from considering the contraction of R ∈ E(M,E) with
S ∈ E(M,E∗), which gives an element in E(M) that clearly depends on trans-
port operators.
For the embedding ι to be well-defined in case of the smooth theory we have
to know that ιu is smooth, but this follows because the mapping A 7→ λA is
smooth (Lemma 2.6 and (B,Φ) 7→ B ⊗ Φ) is linear and continuous.
Remark 3.2. One could in principle construct a similar theory with λ being a
functor in more than one variable, but as we will only need tensor calculus (hence
E = TM) for our purposes we will not build the theory in this generality.
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e space E(M,λE) inherits a C∞(M)-module structure from the codomain
Γ(M,λE) of its elements. By reduction to trivial bundles one can show the iso-
morphisms of C∞(M)-modules
E(M,λE) ∼= Γ(M,λE)⊗C∞(M) E(M)
∼= HomC∞(M)(Γ(M, (λE)
∗), E(M))
(9)
(see [Nig16a, eorem 4.4, p. 192]) explicitly given by
(R · v)(A,Φ) = R(A,Φ) · v.
for R ∈ E(M,λE) and v ∈ Γ(M, (λE)∗). In other words, generalized sections
are given by smooth sections with coefficients in E(M).
We will also need a local version of Definition 3.1.
Definition 3.3. Let Ω ⊆ Rn be open, E a finite-dimensional vector space and λ
a homogeneous functor.
(i) We define the basic space of generalized functions on Ω with values in λE
in the simple theory as
E(Ω, λE) := {R : TO(Ω,E)× SO(Ω)→ C∞(Ω,E)}
and in the smooth theory as
E(Ω, λE) := C∞
(
TO(Ω,E)× SO(Ω), C∞(Ω,E)
)
.
(ii) In case of the constant functor λE = R we call E(Ω) := E(Ω,R) the basic
space of generalized functions on Ω.
(iii) We define the canonical embeddings ι : D′(Ω, λE) → E(Ω, λE) as well as
σ : C∞(Ω, λE)→ E(Ω, λE) by
(ιu)(a,Φ) := (λa⊗ Φ)(u),
(ιf)(a,Φ) = f.
Definition 3.1 and Definition 3.3 are compatible: if (U, ϕ) is a chart on M over
which E (and hence λE) is trivial and we consider the obvious canonical iso-
morphisms then the following diagrams commute:
E(U, λE)
∼= // E(ϕ(U), λE) E(ϕ(U), λE)
∼= // E(U, λE)
D′(U, λE)
ι
OO
∼= // D′(ϕ(U), λE)
ι
OO
C∞(U, λE)
∼= //
σ
OO
Γ(U,E)
σ
OO
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If R ∈ E(U, λE) corresponds to R0 ∈ E(ϕ(U), λE) we call R0 the local expres-
sion of R.
To make the isomorphism TO(U,E) ∼= TO(ϕ(U),E) explicit, suppose we are
given a trivialization Φ: π−1E (U) → U × E of E over an open subset U ⊆ M .
en a trivialization of E∗ over U is given by
Φ˜ : π−1E∗(U)→ U × E
∗,
Φ˜(ω) = (x, (Φ|−1Ex)
∗ω) (ω ∈ E∗x).
(10)
By (3) a trivialization Ψ: π−1(U × U) → U × U × (E ⊗ E∗) of E ⊠ E∗ is then
given by
Ψ(v⊗w) = (x, y, (prE ◦Φ)(v)⊗ (prE∗ ◦Φ˜)(w)) (v ∈ Ex, w ∈ E
∗
y) (11)
which induces an isomorphism
TO(U,E) ∼= C∞(U × U,L(E,E)).
Given a basis (ei)i of Ewith dual basis (ε
j)j , a transport operatorA ∈ TO(U,E)
can be identifiedwith anm×m-matrix (Aij)i,j=1...m of smooth functions onU×U
(wherem = dimE), determined by
Aij(x, y) = (ε
i ◦ pr
E
◦Φ ◦ A(x, y) ◦ Φ−1)(y, ej) (x, y ∈ U).
In case U is also the domain of a chart ϕ we define the local expression of A by
a(x, y)v = (pr
E
◦Φ ◦ A(x, y) ◦ Φ−1)(ϕ−1(y), v)
= (Φx ◦ A(x, y) ◦ Φ
−1
ϕ−1(y))(v) (x, y ∈ ϕ(U), v ∈ R
m)
and the local expression of Aij by
aij(x, y) := A
i
j(ϕ
−1(x), ϕ−1(y)) (x, y ∈ ϕ(U)).
A cornerstone of our theory will be that it is automatically diffeomorphism in-
variant:
Definition 3.4. Let M,N be manifolds, E → M and F → N vector bundles
and F : E → F a vector bundle isomorphism covering f : M → N . We then
define F ∗ : E(N,F )→ E(M,E) by
(F ∗R)(A,Φ) := F ∗(R(F∗A, f∗Φ)).
e central result justifying this definition is that it it compatible with the pull-
back of distributions and smooth sections.
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Theorem 3.5. In the situation of Definition 3.4, let λ be a homogeneous functor,
u ∈ D′(N, λF ) and t ∈ Γ(N, λF ). We have ι(F ∗u) = F ∗(ιu) and σ(F ∗t) =
F ∗(σt).
Definition 3.4 andeorem 3.5 hold as well in the local case; moreover, the pull-
back of the local expression equals the local expression of the pullback.
3.3 Test objects
e quotient construction, which ensures that the calculus of smooth sections is
preserved in spaces of nonlinear generalized sections, is realized by evaluating
elements of E(M,λE) on certain nets of vector smoothing operators. In light of
(6) these will be constructed as a combination of transport operators and scalar
test objects.
3.3.1 Transport operators
In this section we will introduce and study so-called admissible nets of transport
operatorswhich will be used for the regularization of vector-valued distributions
on manifolds. For what follows let M, M˜ be manifolds, E → M , E˜ → M˜ vec-
tor bundles, Ω, Ω˜ open subsets of Rn and E, E˜ finite-dimensional vector spaces.
Moreover,Ei →M (i = 1 . . . k) will be a family of vector bundles,Ei (i = 1 . . . k)
a family of finite dimensional vector spaces and λ a homogeneous functor in k
arguments.
We begin by defining the spaces of interest:
Definition 3.6. By Υ(M,E) we denote the space of all nets A = (Aε)ε ∈
TO(M,E)I satisfying
(i) ∀x ∈ M ∃U ∈ Ux(M) ∃ε0 > 0: {Aε|U×U : ε < ε0} is bounded in
TO(U,E).
(ii) ∀p ∈ csn(Γ(M,E ⊗ E∗)) ∀m ∈ N: p(∆∗Aε − idE) = O(εm), where
∆: M → M × M , x 7→ (x, x) is the diagonal mapping and idE is the
identity on each fiber of E.
Elements of Υ(M,E) are called admissible nets of transport operators.
By Υ0(M,E) we denote the space of all netsA ∈ TO(M,E)I satisfying (i) and
(ii’) ∀p ∈ csn(Γ(M,E ⊗ E∗)) ∀m ∈ N: p(∆∗Aε) = O(εm).
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e local variant of transport operators is defined as follows:
Definition 3.7. Υ(Ω,E) is the space of all nets a = (aε)ε ∈ TO(Ω,E)I satisfy-
ing
(i) ∀x ∈ Ω ∃V ∈ Ux(Ω) ∃ε0 > 0: {aε|V×V : ε < ε0} is bounded in TO(V,E).
(ii) ∀K ⊂⊂ Ω ∀l ∈ N0 ∀m ∈ N:
sup
x∈K
‖(Dlx(aε(x, x)− idE)‖ = O(ε
m).
Here, ‖·‖ denotes any norm on the corresponding space of multilinear mappings.
Elements of Υ(Ω,E) are called admissible nets of transport operators.
By Υ0(Ω,E) we denote the space of all nets a ∈ TO(Ω,E)I satisfying (i) and
(ii’) ∀K ⊂⊂ Ω ∀l ∈ N0 ∀m ∈ N:
sup
x∈K
‖(Dlx(aε(x, x))‖ = O(ε
m).
e spacesΥ0(M,E) andΥ0(Ω,E)will be needed only for the smooth theory.
We will study the following operations on nets of transport operators:
1. Restriction. Clearly, TO(−, E)I is a presheaf of vector spaces onM with
restriction mapping defined by
A|V := (Aε|V×V )ε (12)
and similarly for TO(−,E).
2. Expression in local charts and trivializations. If (U, ϕ) is a chart on
M over which E is trivial with typical fiber E, then to A ∈ TO(U,E)I
there corresponds the local expression a = (aε)ε ∈ TO(ϕ(U),E)I and to
the coordinatesAij := ((Aε)
i
j)ε ∈ C
∞(U ×U)I there correspond the local
expressions aij := ((aε)
i
j)ε ∈ C
∞(ϕ(U)× ϕ(U))I .
3. Application of homogeneous functors. Similarly, the action of smooth
functors given by Definition 2.5 is extended componentwise:
λ(A1, . . . ,Ak) := (λ(A1ε, . . . ,Akε))ε
λ(a1, . . . ,ak) := (λ(a1ε, . . . ,akε))ε.
4. (Local) vector bundle morphisms. For a vector bundle isomorphism
F : E → E˜ and a local vector bundle isomorphismG : Ω×E → Ω˜× E˜ we
have componentwise pullback operationsF ∗ : TO(M˜, E˜)I → TO(M,E)I
and G∗ : TO(Ω˜, E˜)I → TO(Ω,E)I , respectively.
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5. Lie derivatives. On nets of transport operators LX acts componentwise,
and similar for partial derivatives in the local case:
LXA := (LXAε)ε (X ∈ X(M),A ∈ TO(M,E)
I),
∂αx ∂
β
ya := (∂
α
x∂
β
yaε)ε (α, β ∈ N
n
0 ,a ∈ TO(Ω,E)
I).
First, we summarize how these operations relate to each other on the level of
transport operators:
Proposition 3.8. (i) Given Ai ∈ TO(M,Ei) for all i and U ⊆ M open,
λ(A1, . . . , Ak)|U = λ(A1|U , . . . , Ak|U).
(ii) For A˜ ∈ TO(M˜, E˜) and U ⊆ M open, F ∗(A˜)|U = F ∗(A˜|F (U)) (and simi-
larly in the local case)
(iii) With A ∈ TO(M,E) let (U, ϕ) be a chart ofM where E is trivial, V ⊆ U
open, B = A|U and a and b the local representations of A and B, respec-
tively. We then have b = a|ϕ(U).
(iv) For X ∈ X(M), U ⊆ M open and A ∈ TO(M,E) we have (LXA)|U =
LX|UA|U .
(v) Let (U, ϕ) be a chart on M where all Ei are trivial with typical fiber Ei.
Given Ai ∈ TO(U,Ei) with local expression ai ∈ TO(ϕ(U),Ei), the
local expression of λ(A1, . . . , Ak) ∈ TO(U, λ(E1, . . . , Ek)) is given by
λ(a1, . . . , ak) ∈ TO(ϕ(U), λ(E1, . . . ,Ek)).
(vi) If F is a vector bundle isomorphism and G its local expression, B = F ∗A
for transport operators A and B implies b = G ∗ a for their local expres-
sions.
(vii) e local expression of B = LXA is given by b(x, y) =
∑n
i=1(X
i(x)∂xi +
X i(y)∂yi)a(x, y).
Proof. We only show (v):, the rest being evident.
Let Φi : π
−1(U) → U × Ei be a trivialization of Ei and Φ: π
−1(U) → U ×
λ(E1, . . . ,Ek) the corresponding trivialization of λ(E1, . . . , Ek). Suppose that
A := λ(A1, . . . , Ak) has local expression a. en (in case λ is covariant in all
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arguments) for x, y ∈ ϕ(U) and v ∈ λ(E1, . . . ,Ek) we have
a(x, y)v = (pr2 ◦Φ ◦ A(ϕ
−1(x), ϕ−1(y)) ◦ Φ−1)(ϕ−1(y), v)
= (Φϕ−1(x) ◦ A(ϕ
−1(x), ϕ−1(y)) ◦ Φ−1
ϕ−1(y))(v)
= (λ((Φ1)ϕ−1(x), . . . , (Φk)ϕ−1(x))
◦ λ(A1(ϕ
−1(x), ϕ−1(y)), . . . , Ak(ϕ
−1(x), ϕ−1(y)))
◦ λ((Φ1)
−1
ϕ−1(y), . . . , (Φk)
−1
ϕ−1(y)))(v)
= λ((Φ1)ϕ−1(x) ◦ A1(ϕ
−1(x), ϕ−1(y)) ◦ (Φ1)
−1
ϕ−1(y),
. . . , (Φk)ϕ−1(x) ◦ Ak(ϕ
−1(x), ϕ−1(y)) ◦ (Φk)
−1
ϕ−1(y)) · v
= λ(a1(x, y), . . . , ak(x, y))(v).
For contravariant arguments the claim is seen analogously.
Next, we show that these operations preserve the spaces defined above:
Lemma 3.9. LetA ∈ TO(M,E)I . IfA ∈ Υ(M,E) then for any open subsetU ⊆
M ,A|U ∈ Υ(U,E). Conversely, if each point x ∈M has an open neighborhood
U ⊆ M such thatA|U ∈ Υ(U,E) thenA ∈ Υ(M,E). An analogous statement
holds for Υ0(M,E) and, in the local case, for Υ(Ω,E) and Υ0(Ω,E).
Proof. is is clear because the conditions of Definition 3.6 and Definition 3.7 are
local.
Lemma 3.10. Let (U, ϕ) be a chart on M , Φ: π−1(U) → U × E a trivialization
of E over U , A ∈ TO(U,E)I and a ∈ TO(ϕ(U),E)I its local expression. en
A ∈ Υ(U,E) if and only if a ∈ Υ(ϕ(U),E). Similarly, A ∈ Υ0(U,E) if and
only if a ∈ Υ0(ϕ(U),E).
Proof. Suppose A is admissible. To show Definition 3.7 (i), let x ∈ ϕ(U). By
Definition 3.6 (i) there is U0 ∈ Uϕ−1(x)(M) and ε0 > 0 such that {Aε|U×U : ε <
ε0} is bounded inTO(U,E). SetV := ϕ(U∩U0). We know that {Aε|ϕ−1(V )×ϕ−1(V ) :
ε < ε0} is bounded in TO(ϕ−1(V ), E), which implies that {aε|V×V : ε < ε0} is
bounded in TO(V,E).
For Definition 3.7 (ii), let the trivialization Φ˜ ofE∗ be given by (10) and fixK ⊂⊂
ϕ(U), l ∈ N0 andm ∈ N. en the mapping on Γ(M,E ⊗E∗) defined by
p : s 7→ sup
x∈K
‖(Dls˜)(x)‖ (13)
with
s˜(x) := (ΦE
ϕ−1(x)
⊗ Φ˜E∗
ϕ−1(x)
)(s(ϕ−1(x)))
23
is a continuous seminorm, hence we have
p(s) = O(εm)
for s = ∆∗Aε − idE . is gives the claim because then
s˜(x) = (ΦE
ϕ−1(x)
⊗Φ˜E∗
ϕ−1(x)
)(Aε(ϕ
−1(x), ϕ−1(x))−idE) = aε(x, x)−idE . (14)
Conversely, suppose a is admissible. Fix x ∈ M . By Definition 3.7 (i) there is
some V ∈ Uϕ(x)(ϕ(U)) and ε0 > 0 such that {aε|V×V : ε < ε0} is bounded
in TO(ϕ(V ),E), which implies that {Aε|ϕ−1(V )×ϕ−1(V ) : ε < ε0} is bounded in
TO(ϕ−1(V ), E), i.e., (i) of Definition 3.6. For (ii), fix p ∈ csn(Γ(M,E ⊗ E∗)).
We may assume p to be of the form (13) for some K ⊂⊂ ϕ(U) and s˜ defined as
above because the family of all such p forms a fundamental system of continuous
seminorms of Γ(M,E ⊗ E∗). Fixm ∈ N0. By Definition 3.7 (ii) we know that
sup
x∈K
‖(Dlx(aε(x, x)− idE)‖ = O(ε
m)
which gives the claim because for sε = ∆
∗Aε − idE , (14) holds.
e statement for Υ0 is seen similarly by removing id from the above.
e reason why we consider homogeneous functors is that they preserve admis-
sibility.
Proposition 3.11. (i) GivenAi ∈ Υ(M,Ei) for all i we have
λ(A1, . . . ,Ak) ∈ Υ(M,λ(E1, . . . , Ek)).
If at least one of theAi is inΥ0(M,Ei) instead, we have λ(A1, . . . ,Ak) ∈
Υ0(M,λ(E1, . . . , Ek)).
(ii) Given ai ∈ Υ(Ω,E) for all i we have
λ(a1, . . . ,ak) ∈ Υ(Ω, λ(E1, . . . ,Ek)).
If at least one of the ai is in Υ0(Ω,E) instead, we have λ(a1, . . . ,ak) ∈
Υ0(Ω, λ(E1, . . . ,Ek)).
Proof. By Lemma 3.9, Lemma 3.10 and Proposition 3.8 (i), (v) it suffices to show
(ii). For simplicity we assume that λ is covariant in all arguments; the general
case is obtained by replacing ai(x, y) by ai(y, x) where necessary.
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First, a := λ(a1, . . . ,ak) is given by
aε(x, y) = h(a1ε(x, y), . . .︸ ︷︷ ︸
n1 times
,a2ε(x, y), . . .︸ ︷︷ ︸
n2 times
, . . . ,akε(x, y), . . .︸ ︷︷ ︸
nk times
) (15)
for some multilinear function
h : L(E1,E1)
n1 × . . .× L(Ek,Ek)
nk → L(λ(E1, . . . ,Ek), λ(E1, . . . ,Ek)).
To verify Definition 3.7 (i) we apply the chain rule to (15). By multilinearity of
h, Dl(aε)(x, y) is given by terms of the form
h(Dl
1
1a1ε(x, y),D
l21a1ε(x, y), . . . ,D
l12a2ε(x, y),D
l22a2ε(x, y), . . . ,
. . . ,Dl
1
kakε(x, y),D
l2
kakε(x, y), . . . )
for some 0 ≤ lji ≤ l (i = 1 . . . k, j = 1 . . . ni) and the norm of such a term may
be estimated by products of derivatives of aiε(x, y), which by assumption satisfy
the desired conditions of Definition 3.7 (i).
For Definition 3.7 (ii) we have to estimate derivatives of
aε(x, x)− id = h(a1ε(x, x), . . . ,a2ε(x, x), . . . ,akε(x, x), . . . )
− h(idE1 , . . . , idE2 , . . . , idEk , . . . ).
By multilinearity of h, this can be wrien as
h(a1ε(x, x)− idE1 , . . . ) + h(. . . ,a2ε(x, x)− idE2 , . . . )
+ . . .+ h(. . . ,akε(x, x)− idEk).
As above, the norm of each of these terms may be estimated by products of
derivatives of aiε(x, x) and of aiε(x, x) − idEi , where the last factor has to ap-
pear at least once. By assumption, this factor satisfies the O(εm)-estimate of
Definition 3.7 (ii) and the other factors are uniformly bounded for small ε, which
completes the first part of the proof of (ii). For the second part one puts zero
instead of id and idEi in the above and proceeds similarly.
We can now describe differentials of homogeneous functors applied to transport
operators:
Corollary 3.12. ForA1, . . . ,Ak in Υ(M,E) ∪ Υ0(M,E) andA0 ∈ Υ0(M,E)
we have
(diλ)(A1, . . . ,Ak)(A0) ∈ Υ0(M,E).
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Admissible transport operators are well-behaved under bundle isomorphisms:
Proposition 3.13. Let F : E → E˜ be a smooth bundle isomorphism.
(i) For A˜ ∈ Υ(M˜, E˜), F ∗A˜ ∈ Υ(M,E).
(ii) For A˜ ∈ Υ0(M˜, E˜), F ∗A˜ ∈ Υ0(M,E).
In case of a local vector bundle isomorphism F0 : Ω× E→ Ω˜→ E˜, we have
(iii) For a˜ ∈ Υ(Ω˜, E˜), F ∗0 a˜ ∈ Υ(Ω,E).
(iv) For a˜ ∈ Υ0(Ω˜, E˜), F ∗0 a˜ ∈ Υ0(Ω,E).
Proof. Again, we reduce (i) and (ii) to the local case. We have
F ∗A˜ ∈ Υ(M,E)⇐⇒ (F ∗A˜)|U = F
∗(A˜|f(U)) ∈ Υ(U,E) for all U
⇐⇒ ϕ∗(F
∗(A˜|f(U))) = F
∗
0 (ϕ∗(A˜|f(U))) ∈ Υ(Ω,E)
by Lemma 3.9, Proposition 3.8 (ii) and (vi) and Lemma 3.10. Moreover,ϕ∗(A˜|f(U))
is in Υ(Ω˜, E˜) by Lemma 3.9 and Lemma 3.10, so (iii) implies (i); similarly, (iv)
implies (ii).
For (iii) and (iv), if F0 is given by F0(x, v) = (f1(x), f2(x)v) then a := F
∗
0 a˜ is
given by
aε(x, y) = f2(x)
−1 ◦ a˜ε(f1(x), f1(y)) ◦ f2(y)
and the desired conditions of Definition 3.7 hold by the chain rule.
Concerning the structure of the above spaces,Υ0(M,E) andΥ0(Ω,E) are vector
spaces andΥ(M,E) andΥ(Ω,E) are affine spaces overΥ0(M,E) andΥ0(Ω,E),
respectively. More generally, we can say:
Lemma 3.14. For χ ∈ C∞(M ×M) the following holds:
(i) ∀A,B ∈ Υ(M,E): χA+ (1− χ)B ∈ Υ(M,E).
(ii) ∀A ∈ Υ0(M,E): χA ∈ Υ0(M,E).
Similarly, for χ ∈ C∞(Ω× Ω) the following holds:
(iii) ∀a, b ∈ Υ(Ω,E): χa+ (1− χ)b ∈ Υ(Ω,E).
(iv) ∀a ∈ Υ0(Ω,E): χa ∈ Υ0(Ω,E).
Proof. By Lemma 3.9 and Lemma 3.10, (i) and (ii) are reduced to showing (iii) and
(iv), respectively. e laer, however, are evident from the definition.
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Proposition 3.15. For A ∈ Υ(M,E) ∪ Υ0(M,E) and X ∈ X(M), LXA ∈
Υ0(M,E).
Proof. If a is the local expression ofA with respect to a chart (U, ϕ) where E is
trivial we have
LXA ∈ Υ0(M,E)⇐⇒ (LXA)|U = LX|UA|U ∈ Υ0(U,E)
⇐⇒
∑
i
(X i(x)∂xi +X
i(y)∂yi)a(x, y) ∈ Υ0(ϕ(U),E)
by Proposition 3.8 (iv), (vii) and Lemma 3.10, whereX i denotes the ith coordinate
of X . e claim now follows directly from Definition 3.7.
Trivially, for any (nonvoid) open subsetΩ ⊆ Rn,Υ(Ω,E) is non-empty as is seen
by simply defining aε(x, y) := idE. Seing aε(x, y) := 0 gives an element of
Υ0(Ω,E). By Lemma 3.10 also Υ(U,E) and Υ0(U,E) are non-empty whenever
U is a chart domain onM where E is trivial.
To introduce a sheaf structure for nets of transport operators we introduce the
following notion of transport operators being locally eventually equal.
Definition 3.16. For any open setW ⊆ M we define a relation∼W on the union⋃
{TO(X,E)I | X open, W ⊆ X ⊆M}
as follows: for open sets U, V ⊆ M with W ⊆ U ∩ V , A ∈ TO(U,E)I and
B ∈ TO(V,E)I we write “A ∼W B” or “A ∼ B onW ” if
∀x ∈ W ∃Z ∈ Ux(U ∩ V ) ∃ε0 > 0 ∀ε < ε0 : Aε|Z×Z = Bε|Z×Z.
IfW = U ∩ V we simply write “A ∼ B”.
Clearly, ∼U defines a congruence relation on TO(U,E)I , so we can form the
quotient vector space TO(U,E)/∼U . Moreover,A ∼ 0 impliesA|V ∼ 0, which
turns U 7→ TO(U,E)I/∼U into a presheaf of vector spaces, as the restriction on
the quotient does not depend on the representative.
Lemma 3.17. Let A,B ∈ TO(M,E)I be such that A ∼ B. en the following
holds:
(i) A ∈ Υ(M,E) =⇒B ∈ Υ(M,E).
(ii) A ∈ Υ0(M,E) =⇒B ∈ Υ0(M,E).
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Proof. is follows immediately from Lemma 3.9. In fact, for A ∈ Υ(M,E)
with A ∼ B, given any x ∈ M there is Z ⊆ M open and ε0 > 0 such that
Aε|Z×Z0Bε|Z×Z , which givesB|Z ∈ Υ(Z,E) and similarly for the case ofA ∈
Υ0(M,E).
Proposition 3.18. U 7→ TO(U,E)I/∼U is a sheaf of vector spaces onM .
Proof. Let U ⊆ M be open and (Ui)i an open cover of U . Suppose we are given
A ∈ TO(U,E)I withA|Ui ∼ 0 for all i. For showing thatA ∼ 0, let x ∈ U . en
x is in some Ui and ∃Z ∈ Ux(Ui), ε0 > 0 such thatAε|Ui×Ui|Z×Z = Aε|Z×Z = 0,
which gives the claim.
Next, suppose thatAi ∈ TO(Ui, E)I are given withAi ∼ Aj on Ui∩Uj . Choose
a family of functions χj ∈ C∞(U×U) such that suppχj ⊆ Uj×Uj , 0 ≤ χj ≤ 1,
(suppχj)j is locally finite and
∑
χj = 1 in a neighborhood of the diagonal of
U × U .
With this, set Aε(x, y) :=
∑
j χj(x, y)Ajε(x, y) for x, y ∈ U . We claim that
A|Ui ∼ Ai. Fix x ∈ Ui. en there are a neighborhoodW of x and a finite index
set F such that
W ∩ suppχj 6= ∅ ⇒ j ∈ F.
Moreover, by Lemma 7.4 we may assume that x ∈ Uj for all j ∈ F . By as-
sumption, ∀j ∃Wj ∈ Ux(Ui ∩ Uj) ∃εj > 0 ∀ε < εj : Ajε|Wj×Wj = Aiε|Wj×Wj .
Furthermore, there is a neighborhood V of x in U such that
∑
χj(x, y) = 1 for
all x, y ∈ V . Set W = V ∩
⋂
j∈F Wj and ε0 := minj εj . en for ε < ε0 and
x, y ∈ W ,
A|Ui×Ui(x, y) =
∑
j∈F
χj(x, y)Ajε(x, y)
=
∑
j∈F
χj(x, y)Aiε(x, y) = Aiε(x, y).
Corollary 3.19. U 7→ Υ0(U,E)/∼U is a sheaf of vector spaces onM and U 7→
Υ(U,E)/∼U is a sheaf of affine spaces over U 7→ Υ0(U,E)/∼U .
e following technical result will be useful later in the proof of the sheaf prop-
erty of generalized functions.
Corollary 3.20. Let U, V,W ⊆M be open such thatW ⊆ U ∩ V 6= ∅.
(i) ForA ∈ Υ(V,E) there existsA′ ∈ Υ(U,E) such thatA|W ∼ A′|W .
(ii) ForA ∈ Υ0(V,E) there existsA′ ∈ Υ(U,E)0 such thatA|W ∼ A′|W .
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Proof. Choose an open neighborhood X ofW such that X ⊆ U ∩ V , anyA0 ∈
Υ(U,E) (or Υ0(U,E)) and χ ∈ C∞(U ∩ V ) with suppχ ⊆ X and χ ≡ 1 onW .
en
B := χ ·A|U∩V + (1− χ)A
0|U∩V ∈ Υ(U ∩ V,E) (or Υ0(U ∩ V,E))
by Lemma 3.14. We have
B|(U∩V )∩(U\X) = A
0|(U∩V )∩(U\X)
so by Corollary 3.19 there existsA′ ∈ Υ(U,E) (or Υ0(U,E)) such that
A′|W ∼ B|W = A|W .
e above statements about the sheaf structure (Definition 3.16 to Corollary 3.20
are valid also in the local case, with identical proofs.
For later use we note the following.
Lemma 3.21. LetA ∈ Υ(Ω), C > 0 andK ⊂⊂ Ω. en with respect to any basis
of Rn,
sup
x∈K,y∈BCε(x)
∣∣Aεij(x, y)− δij∣∣→ 0.
As A∗(x, y) := A(y, x)∗ is in Υ(Ω) as well the same result holds forAij(y, x).
3.3.2 Scalar Test objects
We will now study scalar test objects; their combination with admissible nets of
transport operators will give vector test objects later on. In this section letM, M˜
be manifolds and Ω, Ω˜ open subsets of Rn.
For the next definition, we denote by Pk(M) the space of linear differential
operators C∞(M) → C∞(M) of order k ∈ N0 [Kah07, Chapter 6]. Due to
C∞(M,E) = C∞(M)⊗̂E, each P ∈ Pk(M) induces a continuous linear map-
ping P : C∞(M,E) → C∞(M,E) for any complete Hausdorff locally convex
space E, given by the continuous extension of the mapping f ⊗ e 7→ P (f)⊗ e
defined on the dense subspace C∞(M)⊗ E. Below, we set E = Γc(M,Vol(M))
and write P (∂x)~ϕ(x) for ~ϕ ∈ C∞(M,Γc(M,Vol(M))) to make clear that P acts
on the x-variable of ~ϕ.
Note that the absolute value |µ| of a continuous density µ : M → Vol(M), de-
fined by
|µ| (p)(v1, . . . , vn) := |µ(p)(v1, . . . , vn)| (p ∈M, v1, . . . , vn ∈ T
∗
pM)
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is a continuous density again.
Definition 3.22. Let Φ = (Φε)ε ∈ SO(M)I correspond via (5) to ϕ = (ϕε)ε ∈
SK(M)I . Φ is said to be a test object onM if the following conditions hold:
(i) ∀g ∈ Riem(M) ∀K ⊂⊂ M ∃C, ε0 > 0 ∀x ∈ K ∀ε < ε0: suppϕε(x) ⊆
BgCε(x).
(ii) Φε → id in L(D′(M),D′(M)).
(iii) ∀p ∈ csn(SO(M)) ∃N ∈ N: p(Φε) = O(ε−N).
(iv) ∀p ∈ csn(L(C∞(M), C∞(M))) ∀m ∈ N: p(Φε|C∞(M) − idC∞(M)) =
O(εm).
(v) ∀K ⊂⊂ M ∀P ∈ Pk(M): supx∈K
∫
|P (∂x)ϕε(x)| = O(ε
−k).
(vi) ∀K ⊂⊂ M : supx∈K
∫
|ϕε(x)| → 1.
By S(M) we denote the space of test objects onM .
Φ is said to be a zero test object onM if it satisfies (i), (iii), (v) as well as
(ii’) Φε → 0 in L(D′(M),D′(M)).
(iv’) ∀p ∈ csn(L(C∞(M), C∞(M))) ∀m ∈ N: p(Φε|C∞(M)) = O(ε
m).
(vi’) ∀K ⊂⊂ M : supx∈K
∫
|ϕε(x)| → 0.
By S0(M) we denote the space of all zero test objects onM .
By S1(M) we denote the space of all Φ ∈ L(D′(M), C∞(M))I satisfying (i).
Note that while conditions (i)–(iv) are classical in the functional analytic ap-
proach to Colombeau algebras and constitute the core components necessary
for the construction of an algebra of nonlinear generalized functions, conditions
(v) and (vi) are included to ensure good association properties. ese laer con-
ditions are at the root of many good properties which convolution by scaled
mollifiers has in the local case (cf. [Gro+01]), and here we have its equivalent on
the manifold (cf. also [SV09] for the role of condition (vi).
On open subsets of Rn, the definition of test objects looks as follows:
Definition 3.23. Let Φ = (Φε)ε ∈ SO(Ω)I correspond to ϕ = (ϕε)ε ∈ SK(Ω)I
via (4). Φ is said to be a test object on Ω if the following conditions hold:
(i) ∀K ⊂⊂ Ω ∃C, ε0 > 0 ∀x ∈ K ∀ε < ε0: suppϕε(x) ⊆ BCε(x).
(ii) Φε → id in L(D′(Ω),D′(Ω)).
(iii) ∀p ∈ csn(SO(Ω)) ∃N ∈ N: p(Φε) = O(ε−N).
(iv) ∀p ∈ csn(L(C∞(Ω), C∞(Ω))) ∀m ∈ N: p(Φε|C∞(Ω) − idC∞(Ω)) = O(ε
m).
(v) ∀K ⊂⊂ Ω ∀α ∈ Nn0 : supx∈K
∫
|∂αxϕε(x)| dx = O(ε
−|α|).
(vi) ∀K ⊂⊂ Ω: supx∈K
∫
|ϕε(x)| dx→ 1.
By S(Ω) we denote the space of test objects on Ω.
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Φ is said to be a zero test object on Ω if it satisfies (i), (iii), (v) as well as
(ii’) Φε → 0 in L(D
′(Ω),D′(Ω)).
(iv’) ∀p ∈ csn(L(C∞(Ω), C∞(Ω))) ∀m ∈ N: p(Φε|C∞(Ω)) = O(εm).
(vi’) ∀K ⊂⊂ Ω: supx∈K
∫
|ϕε(x)| dx→ 0.
By S0(Ω) we denote the space of all zero test objects on Ω.
By S1(Ω) we denote the space of all Φ ∈ L(D′(Ω), C∞(Ω))I satisfying (i).
Given a chart (U, ϕ) on M , a smoothing operator Φ ∈ SO(U) has local ex-
pression ϕ∗(Φ) := ϕ∗ ◦ Φ ◦ ϕ∗ ∈ SO(ϕ(U)). With this, Definition 3.22 and
Definition 3.23 are compatible:
Proposition 3.24. Let (U, ϕ) be a chart on M , Φ ∈ SO(M)I and let Ψ ∈
SO(ϕ(U))I be its local expression. en
(i) Φ ∈ S1(U)⇐⇒Ψ ∈ S1(ϕ(U)),
(ii) Φ ∈ S(U)⇐⇒Ψ ∈ S(ϕ(U)),
(iii) Φ ∈ S0(U)⇐⇒Ψ ∈ S0(ϕ(U)).
e proof is immediate from the definitions (see [Nig16a] for more details).
Defining the pullback of nets of smoothing operators componentwise, we can
state diffeomorphism invariance of the space of test objects:
Proposition 3.25. If µ : M → M˜ is a diffeomorphism then µ∗Φ˜ ∈ S(M) for
Φ˜ ∈ S(M˜), µ∗Φ˜ ∈ S1(M) for Φ˜ ∈ S1(M˜) and µ
∗
Φ˜ ∈ S0(M) for Φ˜ ∈ S0(M˜).
Similarly, if µ : Ω → Ω˜ is a diffeomorphism then µ∗Φ˜ ∈ S(Ω) for Φ˜ ∈ S(Ω˜),
µ∗Φ˜ ∈ S1(Ω) for Φ˜ ∈ S1(Ω˜) and µ∗Φ˜ ∈ S0(Ω) for Φ˜ ∈ S0(Ω˜).
Again, this is easily seen from the definitions.
We now recall the main properties related to localization of test objects from
[GN18]. All proofs from there are transferred with ease to our seing (cf. also
[Nig16a]) and skipped here.
Proposition 3.26. (i) For any open set W ⊆ M we define a relation ∼W on
the union
⋃
{ SK(X)I | X open,W ⊆ X ⊆ M } as follows: given two
open sets U, V ⊆ M with W ⊆ U ∩ V , ϕ ∈ SK(U)I and ψ ∈ SK(V )I
we say “ϕ ∼W ψ” or “ϕ ∼ ψ on W ” if ∀x ∈ W ∃Z ∈ Ux(U ∩ V ) ∃ε0 >
0 ∀ε < ε0 : ϕε|Z = ψε|Z . IfW = U ∩ V we simply write “ϕ ∼ ψ”.
(ii) Let U, V be open subsets of M with V ⊆ U and ρV ∈ C
∞(V, C∞c (V ))
be equal to 1 in a neighborhood of the diagonal in V × V . en the
mapping ρV : SK(U) → SK(V ), ~ϕ 7→ ρV · ~ϕ|V is linear and continu-
ous. Applying it componentwise to elements ϕ,ψ of S1(U), we obtain:
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(i) ρVϕ ∼ ϕ, (ii) ρVϕ ∈ S1(V ), (iii) ϕ ∼ ψ implies ρVϕ ∼ ρVψ, (iv) for
any open subsetW ⊆ V we have ρW (ρVϕ)) ∼ ρWϕ, (v) given any other
ρ′V ∈ C
∞(V, C∞c (V )) which is equal to 1 on an open neighborhood of the
diagonal in V × V , we have ρVϕ ∼ ρ′Vϕ.
(iii) U 7→ S1(U)/∼U is a sheaf of C∞-modules on M . Denoting the equiva-
lence class of ϕ in the quotient by [ϕ], the restriction map from U to V is
given by S1(U)/∼U → S1(V )/∼V , [ϕ] 7→ [ρVϕ] and does not depend on
the choice of ρV .
(iv) Let (Ui)i be a family of open subsets of M and U =
⋃
i Ui. If an element
ϕ ∈ S1(U) satisfies any of the conditions of Definition 3.22 and ϕ ∼ ψ ∈
S1(U) then ψ also satisfies that condition. Moreover, ϕ satisfies any of
these conditions if and only if for each i, some representative of [ϕ]|Ui
satisfies it.
(v) U 7→ S(U)/∼U and U 7→ S0(U)/∼U are sheaves of sets onM .
(vi) Let U, V,W be open sets such thatW ⊆ V ∩U 6= ∅, and let ϕ ∈ S(V ) (or
S0(V )). en there exists ψ ∈ S(U) (or S0(U)) such that [ϕ]|W = [ψ]|W .
e statements of Proposition 3.26 are also valid in the local case.
3.3.3 Vector test objects
In this subsection let againM, M˜ bemanifolds,E →M , E˜ → M˜ vector bundles,
Ω, Ω˜ open subsets of Rn and E, E˜ finite-dimensional vector spaces.
If a net Φ ∈ L(D′(M), C∞(M))I converges to the identity on D′(M) this is by
Corollary 7.3 equivalent to
〈〈u(y),ϕε(x)(y)〉, ω(x)〉 → 〈u(x), ω(x)〉
for all u ∈ D′(M) and ω ∈ Γc(M,Vol(M)).
More generally, as is seen from (7) we will also need to know the behaviour of
〈〈u(y), fε(x, y)ϕε(x)(y)〉, ω(x)〉 (16)
for (fε)ε ∈ C∞(M ×M)I . Supposing that fε → f we expect (16) to converge
to 〈u(x)f(x, x), ω(x)〉. is will be established by the following result, which
allows us to consider SO(M) as a locally convex C∞(M×M)-module such that
(16) corresponds to applying the smoothing operator fε •Φε, where the module
action • is defined as follows:
Lemma 3.27. Suppose we are given two locally convex spaces E,F and two nu-
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clear Fre´chet spacesX, Y together with hypocontinuous bilinear mappings
X × E
·
−→ E,
Y × F
·
−→ F.
en there exists a unique separately continuous mapping
(X⊗̂Y )× L(F,E)
•
−→ L(F,E)
such that ((g ⊗ h) • T )(x) = g · T (h · x) for all g ∈ X , h ∈ Y , T ∈ L(F,E) and
x ∈ F. Moreover, • is hypocontinuous.
Proof. Consider the trilinear mapping
ϕ : C∞(M)× C∞(M)× L(F,E)→ L(F,E)
defined by ϕ(g, h, T )(x) := g · T (h · x). It is partially continuous in g and h and
ϕ(., ., T ) induces a unique linear continuous mapping ϕT : (X⊗̂Y ) → L(F,E)
such that ϕT (g ⊗ h) = ϕ(g, h, T ) for all g ∈ X , h ∈ Y and T ∈ L(F,E).
We define f • T := ϕT (f). To show continuity of this mapping in T , let f be
fixed. By [Jar81, eorem 21.5.8, p. 495] we can choose bounded sets B1 ⊆ X ,
B2 ⊆ Y such that f ∈ acx (B1 ⊗ B2). Let U be an absolutely convex closed
0-neighborhood in E and B ⊆ F be bounded. Choose a 0-neighborhood U ′ in E
such that B1 · U ′ ⊆ U and setW = {T ∈ L(F,E) : T (B2 ·B) ⊆ U ′}. en
((B1 ⊗B2) •W )(B) = ϕ(B1, B2,W )(B) ⊆ U (17)
and hence
(f •W )(B) ∈ (acx (B1 ⊗ B2) •W )(B)
⊆ acx (((B1 ⊗ B2) •W )(B)) ⊆ acx U = U
Uniqueness follows from [Ko¨t79, §40.3(1), p. 162] because X ⊗ Y is dense in
X⊗̂Y .
Because X⊗̂Y is a nuclear Fre´chet space and hence barrelled we already know
that • is hypocontinuous with respect to bounded subsets of L(F,E). Moreover,
the above argument for continuity in T is also valid for f in a bounded subset
D ⊆ X⊗̂Y because one can then find bounded sets B1 and B2 such that D ⊆
acx (B1 ⊗ B2).
We will use this lemma in the case whereX = Y = C∞(M) and henceX⊗̂Y =
C∞(M ×M).
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Lemma 3.28. Let f ∈ C∞(M ×M) and • be the product
• : C∞(Mx ×My)× L(D
′(My),D
′(Mx))→ L(D
′(My),D
′(Mx)).
(i) For Φ ∈ SO(M), u ∈ D′(M) and ω ∈ Γc(M,Vol(M)),
〈(f • Φ)(u), ω〉 = 〈〈u(y), f(x, y)~ϕ(x)(y)〉, ω(x)〉.
(ii) (f • idD′(M))(u) = (∆∗f) · u, where (∆∗f)(x) = f(x, x).
Proof. e equations hold for f = g⊗hwith g, h ∈ C∞(M), hence by continuity
also for all f .
Finally, we can combine admissible nets of transport operators and scalar test
objects as in (7). eir main properties are captured by the following definition.
Proposition 3.29. If A ∈ Υ(M,E) and Φ ∈ S(M) thenΘ := A ⊗ Φ satisfies
the following conditions:
(i) ∀g ∈ Riem(M) ∀K ⊂⊂ M ∃C, ε0 > 0 ∀x ∈ K ∀ε < ε0 ∀u ∈ D′(M,E):
(u = 0 on BgCε(x) =⇒ Θε(u)(x) = 0).
(ii) Θε → id in L(D′(M,E),D′(M,E)).
(iii) ∀p ∈ csn(VSO(M,E)) ∃N ∈ N: p(Θε) = O(ε−N).
(iv) ∀p ∈ csn(L(Γ(M,E),Γ(M,E))) ∀m ∈ N: p(Θε|Γ(M,E) − idΓ(M,E)) =
O(εm).
If A ∈ Υ0(M,E) or Φ ∈ S0(M,E) then the same statements hold with id
replaced by 0 in (ii) and (iv).
Note: such objects are called “vector test objects” in [Nig16a]. Note that we will
not need to formulate analogons of Definition 3.22 (v) and (vi) here, as these will
only be used in direct calculations (see section 6).
Proof. (i): Let g ∈ Riem(M) and K ⊂⊂ M . By Definition 3.22 (i) there are
C0, ε0 > 0 such that
suppϕε(x) ⊆ B
g
Cε(x) ∀x ∈ K, ε < ε0.
Let x ∈ K , ε < ε0 and u ∈ D′(M,E) with u = 0 on B
g
Cε(x) be given. en for
v ∈ Γ(M,E∗),
(Θε(u) · v)(x) = 〈u(y),Aε(x, y)v(x)⊗ ϕε(x)(y)〉
= 〈u(y)Aε(x, y)v(x),ϕε(x)(y)〉 = 0
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because uAε(x, .)v(x) = 0 on B
g
Cε.
(ii): For preciseness, let us introduce a useful notation: for any sheaf of C∞-
modules F on M and any open subset U ⊆ M there is a unique “extension by
zero” mapping
ext : {u ∈ F (U) | supp u is closed inM} → F (M)
such that ext(u)|U = u and supp(ext(u)) = supp u. We will use this in the cases
where F is one of Γ(−, E∗ ⊗ Vol(M)), Γ(−, E∗), Γ(−,Vol(M)) or D′(−).
Fix x ∈ M and choose an open neighborhood U of x and ε0 > 0 according
to Definition 3.6 (i) such that E is trivial over U and {Aε|U×U : ε < ε0} is
bounded in TO(U,E). Let v1, . . . , vm be a basis of Γ(U,E) and α
1, . . . , αm the
basis of Γ(U,E∗) dual to it. We denote by
Θε(u)
i := Θε(u)|U · α
i ∈ D′(U),
Aε
i
j := [(x, y) 7→ Aε(x, y) · α
i(x)vj(y)] ∈ C
∞(U × U),
uj := u|U · α
j ∈ D′(U)
the coordinates of Θε(u), Aε and u ∈ D′(M) with respect to these bases. We
will show that
〈Θε(u)
i, ω〉 → 〈ui, ω〉 ∀u ∈ D′(M) ∀ω ∈ Γc(U,Vol(M)),
which will establish (ii) by Corollary 7.3.
Given u and ω let ρ ∈ C∞c (U) be equal to 1 on suppω and choose a compact
set K ⊂⊂ U and ε′0 ≤ ε0 such that suppϕε(x) ⊆ K for all x ∈ suppω and all
ε < ε′0. Let χ ∈ C
∞
c (U) be equal to 1 on K . en for such ε, we have
〈Θε(u)
i, ω〉 = 〈Θε(u)|U · α
i, ω〉
= 〈Θε(u)|U · (ρα
i), ω〉
= 〈Θε(u)|U · ext(ρα
i)|U , ω〉
= 〈(Θε(u) · ext(ρα
i))|U , ω〉
= 〈Θε(u) · ext(ρα
i), ext(ω)〉 (18)
because for any v ∈ D′(M) and ω ∈ Γc(U,Vol(M)) we have
〈v|U , ω〉 = 〈v, ext(ω)〉.
Applying (7) to (18) gives
〈〈u(y),Aε(x, y) ext(ρα
i)(x)⊗ ϕε(x)(y)〉, ext(ω)(x)〉
= 〈〈u(y),Aε|U×M(x, y)ρ(x)α
i(x)⊗ ϕε|U(x)(y)〉, ω(x)〉. (19)
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For each x ∈ suppω we have suppAε|U×M(x, .)αi(x) ⊗ ϕε|U(x)(.) ⊆ K and
hence
〈u(y),Aε|U×M(x, y)ρ(x)α
i(x)⊗ϕε|U(x)(y)〉
= 〈u|U(y),Aε|U×U(x, y)α
i(x)⊗ϕε|U(x)|U(y)〉
= 〈uj(y),Aε|U×U(x, y)α
i(x)vj(y)ϕε|U(x)|U(y)〉
= 〈uj(y),Aε
i
j(x, y)ϕε|U(x)|U(y)〉
= 〈χ(y)uj(y), ρ(x)χ(y)Aε
i
j(x, y)ϕε|U(x)|U(y)〉
= 〈ext(χuj)(y), ext(ρ(x)χAε
i
j(x, .)ϕε|U(x)|U)(y)〉
= 〈ext(χuj)(y), ext(ρ(x)χAε
i
j(x, .))ϕε|U(x)(y)〉.
Here, we used that
• ∀v ∈ D′(U) with supp v closed in M , ∀ϕ ∈ Γc(U,Vol(M)): 〈v, ϕ〉 =
〈ext(v), ext(ϕ)〉.
• For f, g having support closed inM , ext(fg) = ext(f) ext(g).
Because f(x) = g(x) for x ∈ suppω implies 〈f(x), ω(x)〉 = 〈g(x), ω(x)〉, (19)
equals
〈〈ext(χuj)(y), ext(ρ(x)χAε
i
j(x, .))ϕε|U(x)(y)〉, ω(x)〉.
To get rid of the restriction to U in the x-variable we write this as
〈ext(x 7→ 〈ext(χuj)(y), ρ(x) ext(χAε
i
j(x, .))ϕε|U(x)(y)〉), ext(ω)(x)〉. (20)
We now use the fact that for v ∈ D′(M) and ~ψ ∈ C∞(U,Γc(M,Vol(M))) with
supp ~ψ closed inM ,
ext(x 7→ 〈v(y), ~ψ(x)(y)〉)(x) = 〈u(y), ext(~ψ)(x)(y)〉,
so (20) becomes
〈〈ext(χuj)(y), ext(x 7→ ρ(x) ext(χAε
i
j(x, .)))(x)ϕε(x)(y)〉, ext(ω)(x)〉 (21)
and because
ext(x 7→ ρ(x) ext(χAε
i
j(x, .))) = ext((ρ⊗ χ)Aε
i
j)
(21) equals, by Lemma 3.28 (i),
〈〈ext(χuj)(y), ext((ρ⊗ χ)Aε
i
j)(x, y)ϕε(x)(y)〉, ext(ω)(x)〉
= 〈(ext((ρ⊗ χ)Aε
i
j) •Φε)(ext(χu
j)), ext(ω)〉.
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On the other hand,
〈ui, ω〉 = 〈χui, ω〉 = 〈χuj, δijω〉
= 〈ext(χuj), ext(δijω)〉 = 〈ext(χu
j)δij , ext(ω)〉
= 〈(δij • idD′(M))(ext(χu
j)), ext(ω)〉.
Hence, we can write 〈Θε(u)i, ω〉 − 〈ui, ω〉 as
〈(ext((ρ⊗ χ)Aε
i
j) •Φε − δ
i
j • idD′(M))(ext(χu
j)), ext(ω)〉
= 〈(ext((ρ⊗ χ)Aε
i
j) • (Φε − idD′(M)))(ext(χu
j)), ext(ω)〉 (22)
+〈((ext((ρ⊗ χ)Aε
i
j)− δ
i
j) • idD′(M))(ext(χu
j)), ext(ω)〉. (23)
Because {ext((ρ ⊗ χ)Aε
i
j) : ε < ε0} is bounded in C
∞(M × M) and Φε →
idD′(M) in L(D
′(M),D′(M)), hypocontinuity of • implies that (22) converges to
zero. To see that also (23) converges to zero, we rewrite it as
〈(ext((ρ⊗ χ)Aε
i
j)(x, x)− δ
i
j) ext(χu
j), ext(ω)〉
= 〈(Aε
i
j(x, x)− δ
i
j)u
j(x), ω(x)〉
and use the fact that ∆∗Aε
i
j − δ
i
j → 0 in C
∞(U) by Definition 3.6 (ii).
In caseA ∈ Υ0(M,E) or Φ ∈ S0(M) one similarly sees that
〈(ext((ρ⊗ χ)Aε
i
j) •Φε)(ext(χu
j)), ext(ω)〉
converges to 0.
(iii): Let p ∈ csn(VSO(M,E)) be given. We can assume that p has the form
p(Θ) = sup
u∈B,i=1...m
p′(Θ(u)i)
for some bounded subset B ⊆ D′(M,E) and p′ ∈ csn(C∞(U)), where U is an
open subset ofM where E is trivial. We furthermore may assume p′ to be of the
form
p′(f) = sup
x∈K
|P (∂x)f(x)| (24)
where K ⊂⊂ U and P is a linear differential operator on C∞(U). Let ρ ∈
C∞c (U) be 1 on a neighborhood V of K . We have, for x ∈ V ,
Θε(u)
i(x) = (Θε(u)|Uα
i)(x) = Θε(u)|U(ρα
i)(x)
= (Θε(u) ext(ρα
i))(x)
= 〈u(y),Aε(x, y) ext(ρα
i)(x)⊗ ϕε(x)(y)〉. (25)
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Choose ε0 > 0 such that for ε < ε0, suppϕε(x) ⊆ L for a compact neighborhood
L of V with V ⊆ U , and let χ ∈ C∞c (U) be equal to 1 on L. en as in (ii), (25)
equals
〈u|U(y),Aε|U×U(x, y)ρ(x)α
i(x)⊗ϕε|U(x)|U(y)〉
= 〈uj(y),Aε
i
j(x, y)ϕε|U(x)|U(y)〉
= (ext((ρ⊗ χ)Aε
i
j) •Φε)(ext(χu
j))(x).
Hence, we have
P (∂x)(Θε(u)
i(x)) = P (∂x)(〈u
j(y),Aε
i
j(x, y)ϕε|U(x)|U(y)〉)
which gives
p(Θε) ≤ C sup
u∈B,i,j=1...m
p′((ext((ρ⊗ χ)Aε
i
j) •Φε)(ext(χu
j)))
for some C > 0 where we know that {ext((ρ⊗ χ)Aε
i
j) | ε < ε0} is bounded; by
hypocontinuity the last expression can be estimated by
sup
u∈B
p′′(Φε(ext(χu
j)))
for some p′′ ∈ csn(L(D′(M), C∞(M))), and as {ext(χuj) | u ∈ B, j = 1 . . .m}
is bounded inD′(M), this grows likeO(ε−N) for someN ∈ N by Definition 3.22
(iii).
For (iv) one proceeds similarly as above. In fact, supposewe are given a seminorm
p ∈ csn(L(Γ(M,E),Γ(M,E))) andm ∈ N. We may assume p to be of the form
p(Θ) = sup
u∈B,i=1...m
p′(Θ(u)i)
withB ⊆ Γ(M,E) bounded and p′ ∈ csn(C∞(U)) for some open subsetU ⊆M
whereE is trivial. Moreover, p′ may be again assumed to be of the form (24) with
K ⊂⊂ U and a linear differential operator P . With ρ, χ and ε < ε0 as above, we
have for x in a neighborhood of K and u ∈ B
Θε(u)
i(x)− ui(x) = (ext((ρ⊗ χ)Aε
i
j) • (Φε − idC∞(M)))(ext(χu
j))(x)
+((ext((ρ⊗ χ)Aε
i
j)− δ
i
j) • idC∞(M))(ext(χu
j))(x)
so p(Θε − idC∞(M)) can be estimated by
sup
u,i
p′((ext((ρ⊗ χ)Aε
i
j) • (Φε − idC∞(M)))(ext(χu
j)))
+ sup
u,i
p′(((ext((ρ⊗ χ)Aε
i
j)− δ
i
j) • idC∞(M))(ext(χu
j)))
which satisfies the desired growth estimates.
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Similarly, in the local case we have
Proposition 3.30. IfA ∈ Υ(Ω,E) andΦ ∈ S(Ω) thenΘ := A⊗Φ satisfies the
following conditions:
(i) ∀K ⊂⊂ Ω ∃C, ε0 > 0 ∀x ∈ K ∀ε < ε0 ∀u ∈ D′(Ω,E):
(u = 0 on BCε(x) =⇒ Θε(u)(x) = 0).
(ii) Θε → id in L(D′(Ω,E),D′(Ω,E)).
(iii) ∀p ∈ csn(VSO(Ω,E)) ∃N ∈ N: p(Θε) = O(ε
−N).
(iv) ∀p ∈ csn(L(C∞(Ω,E), C∞(Ω,E))) ∀m ∈ N: p(Θε|C∞(Ω,E)− idC∞(Ω,E)) =
O(εm).
e proof is similar to that of Proposition 3.29.
We will also need a combination of Corollary 3.20 and Proposition 3.26 (v) for
pairs (A,ϕ).
Lemma 3.31. Let U, V,W be open such thatW ⊆ U ∩ V 6= ∅ is compact. Given
A ∈ Υ(V,E), A1, . . . ,Ak ∈ Υ0(V,E) and ϕ ∈ S(V ), ϕ1, . . . ,ϕl ∈ S0(U)
there existA′ ∈ Υ(U,E),A′1, . . . ,A
′
k ∈ Υ0(U,E) andϕ
′ ∈ S(U), ϕ′1, . . . ,ϕ
′
l ∈
S0(U) as well as ε0 ∈ I such that for all ε < ε0 we have
ϕε = ϕ
′
ε,ϕiε = ϕ
′
iε onW
and
Aε(x, y) = A
′
ε(x, y),Ajε(x, y) = A
′
jε(x, y)
for all x ∈ W and y ∈ carrϕε(x) ∪ carrϕ1ε(x) ∪ . . . ∪ carrϕlε(x).
Proof. LetX be an open neighborhood ofW whose closure is compact in U ∩V .
By Proposition 3.26 (vi) there are ϕ′ ∈ S(U), ϕ′i ∈ S0(U) such that ϕ ∼X ϕ
′,
ϕi ∼X ϕ′i. is implies that
∀p ∈ X ∃Wp ∈ Up(X) ∃εp > 0 ∀ε < εp : ϕε = ϕ
′
ε,ϕiε = ϕ
′
iε onWp.
Similarly, by Corollary 3.20 there areA′ ∈ Υ(U,E),A′j ∈ Υ0(U,E) such that
∀p ∈ X ∃W ′p ∈ Up(X) ∃ε
′
p > 0 ∀ε < ε
′
p :
Aε|W ′p×W ′p = A
′
ε|W ′p×W ′p,Ajε|W ′p×W ′p = A
′
jε|W ′p×W ′p.
By Definition 3.22 (i) we have
∀p ∈ V ∃W ′′p ∈ Up(Wp ∩W
′
p) ∃ε
′′
p > 0 ∀ε < ε
′′
p ∀x ∈ W
′′
p :
suppϕε(x) ⊆ W
′
p, suppϕiε(x) ⊆ W
′
p.
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Now a finite family W ′′p1 , . . . ,W
′′
pk
covers W ; let ε0 be the minimum of the εp1 ,
. . . , εpk , εp′1, . . . , εp′r and take ε < ε0 and x ∈ W . en x is contained in someW
′′
pl
and ϕε(x) = ϕ
′
ε(x), ϕiε = ϕ
′
iε(x) ∀i. Now suppϕε(x) ⊆ W
′
pl
, suppϕiε(x) ⊆
W ′pl , hence for y ∈ carrϕε(x) ∪ carrϕ1ε(x) ∪ . . . ∪ ϕlε(x) we haveAε(x, y) =
A′ε(x, y),Ajε(x, y) = A
′
jε(x, y) because x ∈ W
′′
pl
⊆W ′pl and y ∈ W
′
pl
.
Lemma 3.31 is also valid in the local case.
3.4 e quotient construction
In this subsection let M be a manifold, E → M a vector bundle, Ω an open
subset of Rn, E a finite dimensional vector space and λ a homogeneous functor.
Definition 3.32. We call R ∈ E(M,λE) moderate if, in the simple theory,
∀p ∈ csn(Γ(M,λE)) ∀A ∈ Υ(M,E)
∀Φ ∈ S(M) ∃N ∈ N : p(R(Aε,Φε))) = O(ε
−N).
or, in the smooth theory,
∀k, l ∈ N0 ∀p ∈ csn(Γ(M,λE))
∀A ∈ Υ(M,E),A1, . . . ,Ak ∈ Υ0(M,E)
∀Φ ∈ S(M),Φ1, . . . ,Φl ∈ S0(M) ∃N ∈ N :
p((dk1d
l
2R)(Aε,Φε)(A1ε, . . . ,Akε,Φ1ε, . . . ,Φlε)) = O(ε
−N).
e subspace of moderate elements of E(M,λE) is denoted by EM(M,λE) and
we set EM(M) := EM(M × R).
We call R ∈ E(M,λE) negligible if, in the simple theory,
∀p ∈ csn(Γ(M,λE)) ∀A ∈ Υ(M,E)
∀Φ ∈ S(M) ∀m ∈ N p(R(Aε,Φε)) = O(ε
m)).
or, in the smooth theory,
∀k, l ∈ N0 ∀p ∈ csn(Γ(M,λE))
∀A ∈ Υ(M,E),A1, . . . ,Ak ∈ Υ0(M,E)
∀Φ ∈ S(M),Φ1, . . . ,Φl ∈ S0(M) ∀m ∈ N :
p((dk1d
l
2R)(Aε,Φε)(A1ε, . . . ,Akε,Φ1ε, . . . ,Φlε)) = O(ε
m).
e subspace of negligible elements of E(M,λE) is denoted by N (M,λE) and
we set N (M) := N (M × R).
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e main properties of the embeddings ι and σ are as follows.
Theorem 3.33. Let u ∈ D′(M,λE) and t ∈ Γ(M,λE). en the following holds:
(i) ιu is moderate.
(ii) σt is moderate.
(iii) (ι− σ)(t) is negligible.
(iv) If ι(u) is negligible then u = 0.
Proof. (i) Let u ∈ D′(M,λE). Fix p ∈ csn(Γ(M,λE)), A ∈ Υ(M,E) and Φ ∈
S(M). AsΘ 7→ p(Θ(u)) is a continuous seminorm on L(D′(M,λE),Γ(M,λE))
and λA⊗Φ is a test object, there exists N ∈ N such that
p((λAε ⊗Φε)(u)) = p((ιu)(Aε,Φε)) = O(ε
−N).
For the smooth theory we also have to consider differentials of ιu. We have
(d1(ιu))(A,Φ)(A0) = ((dλ)(A)(A0)⊗ Φ)(u)
(d2(ιu))(A,Φ)(Φ0) = (λA⊗ Φ0)(u)
and similarly for higher derivatives. Using Corollary 3.12 and Proposition 3.29
the claim follows.
(ii) is clear, as σt does not depend on A or Φ.
(iii) Fix p ∈ csn(Γ(M,λE)),A,Φ andm. BecauseΘ 7→ p(Θ(t)) is a continuous
seminorm on L(Γ(M,λE),Γ(M,λE)) we have
p((ιt)(Aε,Φε)− (σt)(Aε,Φε)) = p((λAε ⊗Φε − id)(t)) = O(ε
m).
(iv) Take anyA and Φ. en by negligibility,
(ιu)(Aε,Φε) = (λAε ⊗Φε)(u)→ 0
in Γ(M,λE) and hence in D′(M,λE). By Proposition 3.29 (ii) we also have
(λAε ⊗Φε)(u)→ u in D
′(M,λE)
and hence u = 0.
As is typical in Colombeau spaces of generalized functions, if a function is known
to be moderate its negligibility can be tested for without examining the deriva-
tives:
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Proposition 3.34. Suppose R ∈ E(M,λE) is moderate; then it is negligible if
and only if ∀K ⊂⊂ M ∀A ∈ Υ(M,E) ∀Φ ∈ S(M):
sup
p∈K
‖R(Aε,Φε)(p)‖ = O(ε
m)
where ‖.‖ is the norm on λE induced by any Riemannian metric on λE.
is is proven similarly as [Nig16a, eorem 6.3, p. 204]. Clearly, E(M,λE) is
a C∞(M)-module by seing (f · R)(A,Φ) := f · R(A,Φ) for f ∈ C∞(M).
Furthermore, EM(M,λE) is a submodule of E(M,λE) and N (M,λE) is a sub-
module of EM(M,λE), hence we can define the quotient module.
Definition 3.35. G(M,λE) := EM(M,λE)/N (M,λE) is called the space of
nonlinear generalized sections of λE.
As in [Nig16a, eorem 6.5], one sees that the isomorphisms (9) preserve mod-
erateness and negligibility:
Lemma 3.36.
EM(M,λE) ∼= Γ(M,λE)⊗C∞(M) EM(M)
∼= HomC∞(M)(Γ(M, (λE)
∗), EM(M))
N (M,λE) ∼= Γ(M,λE)⊗C∞(M) N (M)
∼= HomC∞(M)(Γ(M, (λE)
∗),N (M))
G(M,λE) ∼= Γ(M,λE)⊗C∞(M) G(M)
∼= HomC∞(M)(Γ(M, (λE)
∗),G(M))
In case λE is trivial this allows us to talk of the coordinates of the elements of
E(M,λE). Moreover, in this case a generalized section is moderate (negligible)
if all its coordinates are moderate (negligible).
Similarly to Definition 3.32, we define the local quotient as follows:
Definition 3.37. We call R ∈ E(Ω, λE) moderate if, in the simple theory,
∀p ∈ csn(C∞(Ω, λE) ∀A ∈ Υ(Ω,E)
∀Φ ∈ S(Ω) ∃N ∈ N : p(R(Aε,Φε)) = O(ε
−N).
or, in the smooth theory,
∀k, l ∈ N0 ∀p ∈ csn(C
∞(Ω, λE)) ∀A ∈ Υ(Ω,E),A1, . . . ,Ak ∈ Υ0(Ω,E)
∀Φ ∈ S(Ω),Φ1, . . . ,Φl ∈ S0(Ω) ∀m ∈ N :
p((dk1d
l
2R)(Aε,Φε)(A1ε, . . . ,Akε,Φ1ε, . . . ,Φlε)) = O(ε
m).
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e subspace of moderate elements of E(Ω, λE) is denoted by EM(Ω, λE) and
we set EM(Ω) := EM(Ω× R).
We call R ∈ E(Ω, λE) negligible if, in the simple theory,
∀p ∈ csn(C∞(Ω, λE)) ∀A ∈ Υ(Ω,E)
∀Φ ∈ S(Ω) ∀m ∈ N : p(R(Aε,Φε)) = O(ε
m)).
or, in the smooth theory,
∀k, l ∈ N0 ∀p ∈ csn(Γ(Ω, λE)) ∀A ∈ Υ(Ω,E),A1, . . . ,Ak ∈ Υ0(Ω,E)
∀Φ ∈ S(Ω),Φ1, . . . ,Φl ∈ S0(Ω) ∀m ∈ N :
p((dk1d
l
2R)(Aε,Φε)(A1ε, . . . ,Akε,Φ1ε, . . . ,Φlε)) = O(ε
m).
e subspace of negligible elements of E(Ω, λE) is denoted byN (Ω, λE) and we
set N (Ω) := N (Ω× R).
As before, we have with an identical proof:
Theorem 3.38. Let u ∈ D′(Ω, λE) and t ∈ C∞(Ω, λE). en the following holds:
(i) ιu is moderate.
(ii) σt is moderate.
(iii) (ι− σ)(t) is negligible.
(iv) If ι(u) is negligible then u = 0.
Proposition 3.39. Suppose R ∈ E(Ω, λE) is moderate. en it is negligible if
and only if ∀K ⊂⊂ M ∀A ∈ Υ(Ω,E) ∀Φ ∈ S(Ω):
sup
p∈K
‖R(Aε,Φε)(p)‖ = O(ε
m)
where ‖·‖ is any norm on λE.
Again, EM(Ω, λE) is a submodule of E(Ω, λE) and N (Ω, λE) is a submodule of
EM(Ω, λE), so we can define the quotient module:
Definition 3.40. G(Ω, λE) := EM(Ω, λE)/N (Ω, λE) is called the space of non-
linear generalized functions on Ω with values in λE.
Moreover, the local and global seings are compatible in the following sense:
Theorem 3.41. Let (U, ϕ) be a chart onM where E is trivial, R ∈ E(U, λE) and
R′ ∈ E(ϕ(U),E) its local expression. enR is moderate (negligible) if and only
if R′ is moderate (negligible).
Proof. is is clear from the definitions.
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It follows that we have an isomorphism G(U, λE) ∼= G(ϕ(U), λE).
Theorem 3.42. e pullback µ∗ : E(N,F ) → E(M,E) along a vector bundle
isomorphism µ : E → F preserves moderateness and negligibility and hence is
also well-defined as a mapping G(N,F )→ G(M,E).
Proof. is follows directly from Proposition 3.13 and Proposition 3.25.
Theorem 3.43. Pullbacks commute with the embeddings, i.e., µ∗ ◦ ι = ι ◦ µ∗ and
µ∗ ◦ σ = σ ◦ µ∗.
3.5 e sheaf property
e key to obtaining the sheaf property of the quotient will be to employ so-
called locality conditions (first introduced in [Nig15] and studied in more detail
in [GN18]). Again, in this whole subsection we fix a manifoldM , a vector bundle
E →M and a homogeneous functor λ.
Definition 3.44. Let a mapping
ℓ : TO(M,E)× SO(M)×M → Xℓ
be given, where Xℓ is some set (depending on ℓ). An element R ∈ E(M,λE)
is called ℓ-local if for all tuples (A,Φ, x) and (B,Ψ, y) in the domain of ℓ the
following implication holds:
ℓ(A,Φ, x) = ℓ(B,Ψ, y) =⇒ R(A,Φ)(x) = R(B,Ψ)(y).
We denote the set of all ℓ-local elements of E(M,λE) by E [ℓ](M,λE).
To explicitly display the mapping ℓ when we speak of an ℓ-local generalized
section, instead of ℓ we may write its value on (A,Φ, x) or (A, ~ϕ, x) with ~ϕ the
kernel of Φ given by (5) instead, as is seen in the following proposition:
Proposition 3.45. Let u ∈ D′(M,λE) and t ∈ Γ(M,λE). en
(i) ιu is (λA)(x, .)⊗ ~ϕ(x)-local,
(ii) σt is x-local.
Proof. is is clear from the definitions.
Note that it is more convenient to write ~ϕ(x) than evx ◦Φ (where evx is evalua-
tion at x).
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epurpose of locality conditions is to obtain a subspace of E(M,λE) containing
D′(M,λE) and Γ(M,λE) where the constructions involved in the sheaf prop-
erty work out. As we will see later, a natural choice for ℓ in our context is
l(A, ~ϕ, x) = lim−→
U∈Ux
(
A|⋃
x′∈U ({x
′}×carr ~ϕ(x′)), ~ϕ|U , x
)
. (26)
Reformulating (26), an element R ∈ E(M,λE) is l-local if the following holds:
givenA,B,Φ,Ψ, whenever there is an open set U with ~ϕ|U = ~ψ|U and such that
for all x ∈ U and y ∈ carr ~ϕ(x), A(x, y) = B(x, y) holds, we have R(A,Φ)|U =
R(B,Ψ)|U . Both locality types mentioned in Proposition 3.45 imply this locality
type, hence the resulting basic space will be large enough to at least accomodate
distributional and smooth tensor fields.
Proposition 3.46. If R ∈ E(M,λE) is (λA)(x, .)⊗ ~ϕ(x)-local or x-local then it
is l-local.
Proof. Suppose that l(A, ~ϕ, x) = l(B, ~ψ, y). en in the first case, x = y, ~ϕ(x) =
~ψ(x), and there is U ∈ Ux such that
A(x′, y′) = B(x′, y′) ∀x′ ∈ U, y′ ∈ carr ~ϕ(x′)
⇒(λA)(x′, y′) = (λB)(x′, y′) ∀x′ ∈ U, y′ ∈ carr ~ϕ(x′)
⇒(λA)(x, y′) = (λB)(x, y′) ∀y′ ∈ carr ~ϕ(x)
⇒(λA)(x, .)⊗ ~ϕ(x) = (λB)(y, .)⊗ ~ψ(y).
e second claim is clear from x = y.
So, although smoothing operators Θ = A ⊗ Φ have been decoupled and appair
as pairs (A,Φ) in the definition of the basic space, the locality condition (26)
recouples their supports and hence makes it possible to obtain sheaf properties.
With this we can define the following restriction mapping.
Proposition 3.47. Let U ⊆ M be open and R ∈ E [l](U, λE). en for each
open subset V ⊆ U there exists a unique mappingR|V ∈ E [l](V, λE), called the
restriction ofR to V , such that for allA ∈ TO(V,E), ~ϕ ∈ SK(V ),B ∈ TO(U,E),
~ψ ∈ SK(U) and each open subsetW ⊆ V the conditions
~ϕ|W = ~ψ|W
A(x, y) = B(x, y) ∀x ∈ W ∀y ∈ carr ~ϕ(x)
(27)
imply that
R|V (A, ~ϕ)|W = R(B, ~ψ)|W .
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If in addition we have A1, . . . , Ak ∈ TO(V,E), ~ϕ1, . . . , ~ϕl ∈ SK(V ) as well
as B1, . . . , Bk ∈ TO(U,E), ~ψ1, . . . , ~ψl ∈ SK(U) such that ~ϕi|W = ~ψi|W and
Aj(x, y) = Bj(x, y) ∀x ∈ W ∀y ∈ carr ~ϕ(x) ∪ carr ~ϕ1 ∪ . . . ∪ carr ~ϕl(x) then
(dk1d
l
2R|V )(A, ~ϕ)(A1, . . . , Ak, ~ϕ1, . . . , ~ϕl)|W
= (dk1d
l
2R)(B,
~ψ)(B1, . . . , Bk, ~ψ1, . . . , ~ψl)|W .
e map R 7→ R|V is C∞-linear, i.e., (fR)|V = f |V · R|V for f ∈ C∞(U).
Moreover, if V ′ ⊆ V is open then (R|V )|V ′ = R|V ′ .
Proof. e proof is similar to that of [GN18, eorem 9] or [Nig15, eorem 8],
but we give it explicitly because some details differ.
Fix A ∈ TO(V,E) and ~ϕ ∈ SK(V ). We are going to define R|V (A, ~ϕ) using the
sheaf property of Γ(M,λE).
Let X be an open subset of V such that X ⊆ V is compact. Choose ρX ∈ D(V )
with ρX = 1 on X ; then ρX ~ϕ ∈ C
∞(U,Γc(U,Vol(M))). As supp ρX is compact
in V we can find a compact set LX in V such that supp ~ϕ(x) ⊆ LX for all x ∈
supp ρX . Now choose a function χX ∈ D(V )with χX = 1 on LX . We then have
(ρX⊗χX)A ∈ TO(U,E) and define fX := R((ρX⊗χX)A, ρX ~ϕ)|X ∈ Γ(X, λE).
We now use that for any open setsX1, X2 ⊆ V with compact closures in V and
X1 ∩X2 6= ∅ we have fX1 |X1∩X2 = fX2 |X1∩X2 ; in fact,
(ρX1 ~ϕ)(x) = ~ϕ(x) = (ρX2 ~ϕ)(x),
((ρX1 ⊗ χX1)A)(x, y) = ((ρX2 ⊗ χX2)A)(x, y)
for all x ∈ X1 ∩X2 and y ∈ carr ~ϕ(x) implies
fX1 |X1∩X2 = R((ρX1 ⊗ χX1)A, ρX1 ~ϕ)|X1∩X2
= R((ρX2 ⊗ χX2)A, ρX2 ~ϕ))|X1∩X2 = fX2 |X1∩X2
by l-locality of R. Consequently, the family (fX)X defines a unique element
f ∈ Γ(V, λE) satisfying f |X = fX for all X . We define R|V (A, ~ϕ) := f .
For the smooth theory, we note that R is smooth because this can be tested
locally.
To show that R|V has the proclaimed property suppose that (27) holds for some
A,B, ~ϕ, ~ψ,W as stated. LetX ⊆W be such that X is compact inW and hence
also in V ; then
R|V (A, ~ϕ)|X = R((ρX ⊗ χX)A, ρX ~ϕ)|X = R(B, ~ψ)|X
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because
(ρX ~ϕ)(x) = ~ϕ(x) = ~ψ(x) ∀x ∈ X,
((ρX ⊗ χX)A)(x, y) = A(x, y) = B(x, y) ∀x ∈ X ∀y ∈ carr ~ϕ(x).
As we can coverW by such sets X , this shows the claim.
To obtain the second claim, we need to differentiate
R|V (A+ t1A1 + . . .+ tkAk, ~ϕ+ s1~ϕ1 + . . .+ sl~ϕl)|W
with respect to each variable t1, . . . , tk, s1, . . . , sl at 0. is expression equals
R(B + t1B1 + . . .+ tkBk, ~ψ + s1 ~ψ1 + . . .+ sl ~ψl)|W
if
~ϕ+ s1~ϕ1 + . . .+ sl~ϕl = ~ψ + s1 ~ψ1 + . . .+ sl ~ψl
onW and
(A+ t1A1 + . . .+ tkAk)(x, y) = (B + t1B1 + . . .+ tkBk)(x, y)
for all x ∈ W and y ∈ carr(~ϕ + s1~ϕ1 + . . . + sl~ϕl)(x), which is implied by the
assumptions and gives the second claim.
To see that R|V is l-local let U˜ ⊆ V be open such that
~ϕ(x) = ~ψ(x) ∀x ∈ U˜ ,
A(x, y) = B(x, y) ∀x ∈ U˜ ∀y ∈ carr ~ϕ(x)
for some ~ϕ, ~ψ ∈ SK(V ) and A,B ∈ TO(U,E). Let an open set X ⊆ U˜ have
compact closure in U˜ and take ρX , LX and χX from above. en
~ϕ(x) = (ρX ~ϕ)(x) = (ρX ~ψ)(x) = ~ψ(x)
A(x, y) = ((ρX ⊗ χX)A)(x, y) = ((ρX ⊗ χX)B)(x, y) = B(x, y)
for x ∈ X and y ∈ carr ~ϕ(x). Hence,
R|V (A, ~ϕ)|X = R((ρX ⊗ χX)A, ρX ~ϕ)|X
= R((ρX ⊗ χX)B, ρX ~ψ)|X = R|V (B, ~ψ)|X ,
which is l-locality of R|V .
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For uniqueness, supposewe are given S ∈ E [l](V, λE) satisfying the stated prop-
erty. Given A ∈ TO(V,E) and ~ϕ ∈ SK(V ), choose an open set X ⊆ V with
X ⊆ V compact and ρX , χX ∈ D(V ) as above. en by l-locality we have
R|V (A, ~ϕ)|X = R((ρX ⊗ χX)A, ρX ~ϕ)|X = S(A, ~ϕ)|X
which shows uniqueness of R|V .
ForC∞-linearity ofR 7→ R|V suppose thatR1, R2 ∈ E [l](U, λE) are given. en
with X, ρX , χX as above,
(R1 +R2)|V (A, ~ϕ)|X = (R1 +R2)((ρX ⊗ χX)A, ρX ~ϕ)|X
= R1((ρX ⊗ χX)A, ρX ~ϕ)|X +R2((ρX ⊗ χX)A, ρX ~ϕ)|X
= R1|V (A, ~ϕ)|W +R2|V (A, ~ϕ)|X
= (R1|V +R2|V )(A, ~ϕ)|X .
and for f ∈ C∞(U),
(fR)|V (A, ~ϕ)|X = (fR)((ρX ⊗ χX)A, ρX ~ϕ)|X
= f |XR((ρX ⊗ χX)A, ρX ~ϕ)|X = (f |VR|V )(A, ~ϕ)|X .
Finally, for transitivity let W ⊆ V ′. en for any open X ⊆ W with X ⊆ W
compact and suitable ρX ∈ D(V ′), χX ∈ D(V ′) as above,
((R|V )|V ′)(A, ~ϕ)|X = R|V ((ρX ⊗ χX)A, ρX ~ϕ)|X
= R((ρX ⊗ χX)A, ρX ~ϕ)|X = R|V ′(A, ~ϕ)|X
gives the claim.
We can now go about proving the sheaf property for G[l](M,λE). e first step
is to show that moderateness and negligibility localize:
Theorem 3.48. Let an open subset U ⊆ M , an open cover (Ui)i of U and R ∈
E [l](U, λE) be given. enR is moderate or negligible if and only if all R|Ui are.
Proof. In order to testR|Ui according to Definition 3.22 (simple theory) we have
to estimate derivatives of the components of
R|Ui(Aε,ϕε)ε(x)
forA ∈ Υ(Ui, E),ϕ ∈ S(Ui) and x in a relatively compact open subsetW ⊆ Ui.
By Lemma 3.31 we can choose A′ ∈ Υ(U,E), ϕ′ ∈ S(U) and ε0 > 0 such that
∀ε < ε0:
ϕε = ϕ
′
ε onW
Aε(x, .) = A
′
ε(x, .) on carrϕε(x) ∀x ∈ W.
(28)
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Hence, the expression to be estimated equalsR(A′ε,ϕ
′
ε)(x) on this neighborhood
for small ε, so moderateness and negligibility of R|Ui are implied by the same
property of R.
For the smooth theory we also have to estimate
(dk1d
l
2R|Ui)(Aε,ϕε)(A1ε, . . . ,Akε,Φ1ε, . . . ,Φlε)(x). (29)
As above we can chooseA′ ∈ Υ(U,E),A′1, . . . ,A
′
k ∈ Υ0(U,E) andϕ
′ ∈ S(U),
ϕ′1, . . . ,ϕ
′
l ∈ S0(U) such that for small ε, the statement analogous to (28) holds
such that (29) equals
(dk1d
l
2R)(A
′
ε,ϕ
′
ε)(A
′
1ε, . . . ,A
′
kε,Φ
′
1ε, . . . ,Φ
′
lε)(x)
which gives the claim.
Conversely, in order to estimate R(Aε,ϕε)(x) for A ∈ Υ(U,E), ϕ ∈ S(U)
and x in a compact subset K ⊆ U , we can assume without limitation of gen-
erality that K ⊆ Ui for some i. en, the expression to be estimated equals
R|Ui(Aε|Ui×Ui , ρUiϕε)(x) where ρUi ∈ C
∞(Ui,D(Ui)) equals 1 on an arbitrary
open neighborhood of the diagonal in Ui × Ui and x in an open neighborhood
ofK and small ε, whence moderateness and negligibility of R follows if all R|Ui
have that property.
Theorem 3.49. G[l](−, λE) is a sheaf of C∞-modules onM .
Proof. Let U ⊆ M be open and (Ui)i a covering of U by open sets. Suppose
that we are given functions Ri ∈ EM [l](Ui, λE) such that Ri|Ui∩Uj −Rj |Ui∩Uj ∈
N [l](Ui ∩ Uj , λE) for all i, j with Ui ∩ Uj 6= ∅.
Choose a partition of unity (χi)i on U subordinate to (Ui)i and for each i a func-
tion ρi ∈ C∞(Ui,D(Ui)) which is equal to 1 on the diagonal in Ui × Ui. We
define the mapping R : TO(U,E)× SK(U)→ Γ(U, λE) by
R(A, ~ϕ)(x) :=
∑
i
χi(x) · Ri(A|Ui×Ui, ρi~ϕ)(x). (30)
ClearlyR is smooth in case of the smooth theory, as eachRi is smooth and the
sum is locally finite.
It is easily verified that R is l-local: suppose ~ϕ = ~ψ on an open setW ⊆ U and
A(x., ) = B(x, .) on carr ~ϕ(x) ∀x ∈ W and fix x; if χi(x) 6= 0 then x ∈ Ui and
hence ρi~ϕ = ρi ~ψ on W ∩ Ui and A|Ui×Ui(x
′, .) = B|Ui×Ui(x
′, .) on carr ρi~ϕε(x)
for all x′ ∈ W ∩ Ui.
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For moderateness ofRwe estimate derivatives of (components of)R(Aε,ϕε)(x)
for A ∈ Υ(U,E), ϕ ∈ S(U) and x in a compact subset K ⊆ U . ere exists
a finite index set such that for x ∈ K , the sum in (30) only has to be taken for
i in this index set. By the Leibniz rule it then suffices to estimate derivatives of
Ri(Aε|Ui×Ui, ρiϕε)(x) for x in suppχi ∩ K . But this expression has moderate
growth by assumption becauseA|Ui×Ui is admissible and ρiϕ is a test object on
Ui; the case of the smooth theory is seen similarly.
Next, we show that R|Uj − Rj is negligible for all j. Fix A ∈ Υ(Uj, E) and
ϕ ∈ S(Uj) for testing and a compact setK in Uj . Using Lemma 3.31 chooseB ∈
TO(U,E)I andψ ∈ S(U) such that for small ε, ϕε = ψε on a neighborhoodW
of K andA(x, .) = B(x, .) on carrϕε(x) for x ∈ W .
As above, there is a finite index set such that for x ∈ K the sum in
(R|Uj −Rj)(Aε,ϕε)(x) =
∑
i
χi(x) · (Ri(Aε|Ui×Ui, ρiϕε)−Rj(Aε,ϕε))(x)
runs only over this index set. Hence, by Proposition 3.34 it suffices to estimate
Ri(Aε|Ui×Ui, ρiϕε)(x) − Rj(Aε,ϕε)(x) for x in the relatively compact subset
suppχi ∩ K ⊆ Ui ∩ Uj . Let ρ ∈ C∞(Ui ∩ Uj ,D(Ui ∩ Uj)) be equal to 1 on a
neighborhood of the diagonal in (Ui∩Uj)× (Ui∩Uj). en for p ∈ suppχi∩K
and small ε,
Ri(Aε|Ui×Ui, ρiϕε)(p)− Rj(Aε,ϕε)(p)
= Ri|Ui∩Uj(Bε|(Ui∩Uj)×(Ui∩Uj), ρρiψε)(p)− Rj |Ui∩Uj(Aε|Ui∩Uj , ρϕε)(p)
= Ri|Ui∩Uj(Bε|(Ui∩Uj)×(Ui∩Uj), ρψε)(p)
−Rj |Ui∩Uj(Bε|(Ui∩Uj)×(Ui∩Uj), ρψε)(p).
For the first equality we use that for the first terms, ρiϕε = ρρiψε on an open
neighborhood W ′ of p in W ; moreover, for x ∈ W ′ and y ∈ carr(ρiϕε)(x) ⊆
carrϕε(x),Aε(x, y) = Bε(x, y). e equality of the second terms is clear.
For the second equality we use that ρρiψε = ρψε on a neighborhood of p for
small ε, which is clear; ρϕε = ρψε on a neighborhoodW
′ of p for small ε; and
for x ∈ W ′ and y ∈ carr ρϕε,Aε(x, y) = Bε(x, y).
Finally, R is l-local: suppose p ∈M , ε ∈ I ,W ∈ Up(M), and
ϕε = ψε onW, (31)
∀x ∈ W : Aε(x, .) = Bε(x, .) on carrϕε(x). (32)
en we want that for each i such that p ∈ carrχi,
Ri(A|Ui×Ui, ρiϕ)ε(p) = Ri(B|Ui×Ui, ρiψ)ε(p).
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But (31) implies ρiϕ = ρiψ on W ∩ Ui, and Equation 32 implies that ∀x ∈
W ∩ Ui : Aε(x, .) = Bε(x, .) on carr(ρiϕε)(x), which gives the claim.
Theorem 3.50. e embeddings ι and σ are sheaf morphisms into G[l](−, λE).
Proof. We refer to [Nig16a, eorem 8.11, p. 211] for the proof.
One can also show that the isomorphism of Lemma 3.36 preserves locality:
Proposition 3.51. ere is a sheaf isomorphism
G[l](−, λE) ∼= Γ(−, λE)⊗C∞(−) G[l](−)
∼= HomC∞(−)(Γ(−, (λE)
∗),G[l](−))
We refer to [Nig16a] for the proof.
Proposition 3.52. An element R ∈ E [ℓ](M,λE) is moderate (negligible) if and
only if all its coordinates with respect to a covering ofM by trivializations of E
are moderate (negligible).
Proof. is follows from eorem 3.48 and Lemma 3.36.
All results of this subsection hold, mutatis mutandis, also in the local seing.
3.6 Association
To reconcile the theory of nonlinear generalized functions with the theory of
distributions, the concept of association is useful. We cover only its mere basics,
for a more in-depth discussion we refer to [Obe92; Gro+01].
Definition 3.53. An elementR ∈ E(M,λE) is said to be associated to zero if for
all A ∈ Υ(M,E), Φ ∈ SO(M), v ∈ Γ(M, (λE)∗) and ω ∈ Γc(M,Vol(M)) we
have ∫
(R(Aε,Φε) · v)ω → 0 (εto0).
In this case we write R ≈ 0. For R, S ∈ E(M,λE) we say that R is associated
to S, wrien R ≈ S, if R− S ≈ 0.
An element R ∈ E(M,λE) is said to have u ∈ D′(M,λE) as an associated
distribution if R ≈ ι(u).
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Clearly association defines a congruence relation.
Because any R ∈ N (M,λE) is associated to zero, association is well-defined on
the quotient, i.e., two elements R, S are called associated if any two (hence all)
of their representatives are associated.
e definition in the local theory is similar:
Definition 3.54. An element R ∈ G(Ω, λE) is said to be associated to zero if for
allA ∈ Υ(Ω,E), Φ ∈ SO(Ω) and ω ∈ D(Ω) we have∫
R(Aε,Φε)(x)ω(x) dx→ 0 in E.
In this case we write R ≈ 0, and R ≈ S is meant to signify R− S ≈ 0.
An element R ∈ G(Ω, λE) is said to have u ∈ D′(Ω,E) as an associated distri-
bution if R ≈ ι(u).
Proposition 3.55. Let (U, ϕ) be a chart onM where E is trivial, R ∈ E(U, λE)
and R˜ ∈ E(ϕ(U), λE) its local expression. en R ≈ 0 if and only if R˜ ≈ 0.
Further down we will modify this concept and talk of metric association.
Proposition 3.56. A generalized section R ∈ E [ℓ](M,λE) is associated to zero
if and only if all its coordinates with respect to a covering ofM by trivializations
of E are zero.
Proof. is follows from the definitions.
3.7 Invertibility
In this section we will discuss invertibility of generalized functions which are
bounded away from zero in a suitable way. e central result (which is not the
most general one, but sufficient for our purposes) is the following.
Theorem 3.57. Suppose R ∈ EM(M) satisfies
∀K ⊂⊂ M ∃CK > 0 ∀A ∈ Υ(M,E) ∀Φ ∈ S(M)
∃ε0 = ε0(K) > 0 ∀ε < ε0 : inf
x∈K
R(Aε,Φε)(x) ≥ CK .
(33)
en there exists R˜ ∈ EM(M) such that
(i) ∀A ∈ TO(M,E) ∀Φ ∈ SO(M) ∀x ∈M : R˜(A,Φ)(x) > 0,
(ii) ∀K ⊂⊂ M ∀A ∈ Υ(M,E) ∀Φ ∈ S(M) ∃ε0 > 0
∀ε < ε0 ∀x ∈ K: R˜(Aε,Φε)(x) = R(Aε,Φε)(x).
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(iii) R˜− R is negligible.
(iv) S(A,Φ) := 1/(R˜(A,Φ)) defines an element S := R−1 ∈ EM(M)
(v) RS − 1 is negligible.
(vi) If R is l-local then S is l-local.
Proof. Without limitation of generality we can assume that CK ≥ CL in (33) if
K,L ⊆M are compact sets withK ⊆ L. To see this, take a compact exhaustion
(Kn)n∈N of M and fix Cn := CKn . Let C
′
n := min1≤i≤nCi for all n ∈ N. For
K = Kn, property (33) holds with CK = C
′
n; in fact, fixing A, Φ and taking
ε0 < min1≤i≤n ε0(Ki) we have infx∈Kn R(Aε,Φε)(x) ≥ Cn ≥ C
′
n. Now we
haveK ⊆ Kn and L ⊆ Kl for some n ≤ l, so C ′k ≥ C
′
l justifies our assumption.
Fix any Riemannian metric g on M and choose a continuous function ρ : M →
(0,∞) such that Bg
ρ(x)(x) is compact in M for all x ∈ M . Define h(x) :=
CBg
ρ(x)
(x). We can find a continuous function h0 : M → R with 0 < h0 < h.
Define the disjoint sets
A := {(x, t) ∈ M × R | t ≤ h0(x)/2},
B := {(x, t) ∈ M × R | t ≥ h0(x)}.
As these are closed by continuity of h0, we can choose a bump function χ ∈
C∞(M × R, [0, 1]) such that χ|A = 0 and χ|B = 1. Define R˜ : TO(M,E) ×
SO(M)→ C∞(M) by
R˜(A,Φ)(x) := R(A,Φ)(x)χ(x,R(A,Φ)(x)) + 1− χ(x,R(A,Φ)(x)).
In the smooth theory, it is clear that R˜ is smooth if R is so.
We now claim that
∀K ⊂⊂ M ∀A ∈ Υ(M,E) ∀Φ ∈ S(M) ∃ε0 > 0
∀ε < ε0 ∀x ∈ K : χ(x,R(Aε,Φε)(x) = 1.
It suffices to prove this for x0 ∈ M and K := B
g
δ (x0) where δ > 0 is chosen
as follows: first, take δ1 > 0 such that ρ(x0)/2 ≤ ρ(x) for dg(x, x0) < δ1 (note
for this that ρ is continuous); then, set δ := min(ρ(x0)/4, δ1). Choose ε0 > 0
such that for ε < ε0 and x ∈ K , R(Aε,Φε)(x) ≥ CK . For x, y ∈ K we then
have dg(x, y) ≤ 2δ ≤ ρ(x0)/2 ≤ ρ(x), so K ⊆ B
g
ρ(x)(x) and CK ≥ CBgρ(x)(x) =
h(x) ≥ h0(x), which implies χ(x,R(Aε,Φε)(x)) = 1.
For (i), ifχ(x,R(A,Φ)(x)) 6= 0 thenR(a,Φ)(x) > h0(x)/2 > 0 so R˜(A,Φ)(x) 6=
0. (ii) – (iii) are clear from the above.
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For (iv) smoothness of S is clear and moderateness follows by applying the chain
rule. Finally, (v) and (vi) are evident.
Note that if (33) holds for one representative of an element of G(M) then it
also holds for every other representative. Moreover, the analogous statement of
eorem 3.57 in the local case is valid:
Theorem 3.58. Suppose R ∈ EM(Ω) satisfies
∀K ⊂⊂ Ω ∃CK > 0 ∀A ∈ Υ(Ω,E) ∀Φ ∈ S(Ω)
∃ε0 = ε0(K) > 0 ∀ε < ε0 : inf
x∈K
R(Aε,Φε)(x) ≥ CK .
(34)
en there exists R˜ ∈ EM(Ω) such that
(i) ∀A ∈ TO(Ω,E) ∀Φ ∈ SO(Ω) ∀x ∈ M : R˜(A,Φ)(x) > 0,
(ii) ∀K ⊂⊂ Ω ∀A ∈ Υ(Ω,E) ∀Φ ∈ S(Ω) ∃ε0 > 0
∀ε < ε0 ∀x ∈ K: R˜(Aε,Φε)(x) = R(Aε,Φε)(x).
(iii) R˜− R is negligible.
(iv) S(A,Φ) := 1/(R˜(A,Φ)) defines an element S := R−1 ∈ EM(M)
(v) RS − 1 is negligible.
(vi) If R is l-local then S is (l, x)-local.
If (U, ϕ) is a chart then R ∈ G(U) is invertible if and only if its local expression
ϕ∗(R) ∈ G(ϕ(U)) is invertible; moreover, conditions (33) and (34) correspond to
each other:
Lemma 3.59. Let R ∈ EM(U) and its local expression R0 ∈ EM(ϕ(U)) be given.
en the following are equivalent:
(i) ∀K ⊂⊂ U ∃CK > 0 ∀A ∈ Υ(U,E) ∀Φ ∈ §(U) ∃ε0 ∀ε < ε0 :
inf
x∈K
R(Aε,Φε)(x) ≥ CK .
(ii) ∀K ⊂⊂ ϕ(U) ∃CK > 0 ∀A ∈ Υ(ϕ(U),E) ∀Φ ∈ S(ϕ(U)) ∃ε0 ∀ε < ε0 :
infx∈K R0(Aε,ϕε)(x) ≥ CK .
e proof is obvious.
3.8 Operations on generalized sections
For the following definition, note thatE 7→ λ1E⊗λ2E is a homogeneous functor
if λ1 and λ2 are so.
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Definition 3.60. Let λ1, λ2 be homogeneous functors. e tensor product ofR ∈
E(M,λ1E) and S ∈ E(M,λ2E) is defined as the element R⊗ S ∈ E(M,λ1E ⊗
λ2E) given by
(R⊗ S)(A,Φ) := R(A,Φ)⊗ S(A,Φ).
One quickly verifies the following properties:
Lemma 3.61. (i) e tensor product of moderate nonlinear generalized sec-
tions is moderate. If at least one factor is negligible, the tensor product
is negligible. Consequently, this operation is well-defined on the quotient
spaces.
(ii) If R and S are l-local then R⊗ S is l-local and (R⊗ S)|U = R|U ⊗ S|U in
E [l](U, λ1E ⊗ λ2E).
Due to the vector bundle isomorphism λE ⊗ (M × R) ∼= λE, Definition 3.60
induces an E(M)-module structure on E(M,λE) and a G(M)-module structure
on G(M,λE), and similarly for the spaces with l-locality.
We now introduce Lie derivatives of generalized sections. ere are two natural
choice fro this, cf. [Nig15; Nig16a] for a detailed discussion.
Definition 3.62. If λE be is a natural bundle, Lie derivatives with respect to
X ∈ X(M) are defined by
(L˜XR)(A,Φ) := LX(R(A,Φ)) (X ∈ X(M))
and in the smooth theory additionally by
(L̂XR)(A,Φ) := LX(R(A,Φ))− (d1R)(A,Φ)(LXA)− (d2R)(A,Φ)(LXΦ).
We can extend L˜X even to generalized vector fields X :
Definition 3.63. For R ∈ E(M,λE) and X ∈ E(M,TM) we set
(L˜XR)(A,Φ) := LX(A,Φ)R(A,Φ).
Proposition 3.64. e Lie derivatives L̂X and L˜X have the following properties:
(i) ey satisfy the product rule
L̂X(R ⊗ S) = L̂XR ⊗ S +R⊗ L̂XS,
L˜X(R ⊗ S) = L˜XR ⊗ S +R⊗ L˜XS.
(ii) L̂ and L˜ are R-bilinear as maps X(M) × E(M,λE) → E(M,λE). For
R ∈ E(M,λE), L˜XF is E(M)-linear in X .
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(iii) L̂X commutes with ι, i.e., L̂X ◦ ι = ι ◦ LX .
(iv) On Γ(M,λE), L̂X and L˜X coincide with the classical Lie derivative LX of
smooth sections.
(v) L˜X and L̂X preserve moderatness and negligibility, hence are well-defined
on the quotient.
(vi) L˜X commutes with ι on the level of association, i.e., L˜X(ιu) ≈ ι(LXu).
4 Generalized tensor fields
We will now specialize the construction of section 3 to the tangent bundle TM
and the mixed tensor functors λ = T rs (r, s ≥ 0); moreover, we only consider
l-local generalized tensor fields. We set TO(M) := TO(M,TM), Υ(U) :=
Υ(U, TM) and Υ0(U) := Υ0(U, TM).
Definition 4.1. For r, s ≥ 0 we set
Ers (M) := E [l](M,T
r
sM), (EM)
r
s(M) := EM [l](M,T
r
sM),
N rs (M) := N [l](M,T
r
sM), G
r
s (M) := G[l](M,T
r
sM).
Classically, an (r, s)-tensor field t ∈ T rs M can be identified with a C
∞(M)-
multilinear map T 01 (M) × . . .× T
0
1 (M) × T
1
0 (M)× . . .× T
1
0 (M) → C
∞(M).
e same holds true for generalized tensor fields:
Theorem 4.2. (i) ere is a canonical isomorphism
Ers (M)
∼= HomE(M)(E
0
1 (M)× . . .×E
0
1 (M)×E
1
0 (M)× . . .×E
1
0 (M), E(M))
(35)
given by
R(Θ1, . . . ,Θr, X1, . . . , Xs)(A,Φ) =
R(A,Φ)(Θ1(A,Φ), . . . ,Θr(A,Φ), X1(A,Φ), . . . , Xs(A,Φ)).
(ii) R(Θ1, . . . , Xs)|V = R|V (Θ1|V , . . . , Xs|V )
(iii) If R and allΘi, Xj are moderate, so is R(Θ
1, . . . , Xs) and if one of them is
negligible, so is R(Θ1, . . . , Xs).
(iv) e isomorphism (35) induces an isomorphism
Grs (M)
∼= HomG(M)(G
0
1(M)× . . .×G
0
1(M)×G
1
0(M)× . . .×G
1
0(M),G(M))
(36)
given by
[R]([Θ1], . . . , [Xs]) = [R(Θ
1, . . . , Xs)].
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Proof. (i): Denote by λU the canonical isomorphism
T rs (M)→ HomC∞(U)(T
0
1 U, . . . , T
1
0 U,C
∞(U)).
We define λ˜M : Ers (M)→ HomE(M)(E
0
1 (M)× . . .× E
1
0 (M), E(M)) by
(λ˜MR)(Θ
1, . . . ,Θr, X1, . . . , Xs)(A,Φ) :=
λM(R(A,Φ))(Θ
1(A,Φ), . . . ,Θr(A,Φ), X1(A,Φ), . . . , Xs(A,Φ)).
It is easily verified that λ˜MR induces maps into E(M) and is E(M)-linear. To see
that λ˜M is injective, suppose λ˜MR = 0. en for all A ∈ TO(M), Φ ∈ SO(M)
and Θ1, . . . ,Θr ∈ T 01 (M), X1, . . . , Xs ∈ T
1
0 (M) we have
λM(R(A,Φ))(Θ
1, . . . , Xs) = (λ˜MR)(Θ
1, . . . , Xs)(A,Φ) = 0,
which implies λM(R(A,Φ)) = 0 and hence R(A,Φ) = 0. For surjectivity, as-
sume L in the range of λ˜M is given; the inverse of λ can then be defined by
λM(λ˜
−1
M (L)(A,Φ))(Θ
1, . . . , Xs) := L(Θ
1, . . . , Xs)(A,Φ).
(ii): To simplify the notation we only show that (λ˜MR)(S)|V = (λ˜VR)(S|V ). We
have, for suitable A,Φ andW as before,
(λ˜VR|V )(S|V )(A,Φ)|W = λV (R|V (A,Φ))(S|V (A,Φ))|W
= λW (R|V (A,Φ)|W )(S|V (A,Φ)|W )
= λW (R(B,Ψ)|W )(S(B,Ψ)|W )
= λU(R(B,Ψ))(S(B,Ψ))|W = (λ˜MR)(S)|W .
is holds for allW , so we are done.
Definition 4.3. For X, Y ∈ E10 (M) we define the Lie Bracket [X, Y ] ∈ E
1
0 (M)
as
[X, Y ](A,Φ) := [X(A,Φ), Y (A,Φ)].
We have L˜X ◦ L˜Y − L˜Y ◦ L˜X = L˜[X,Y ] and [X, Y ] = L˜XY for allX, Y ∈ E10 (M).
e Lie bracket is R-bilinear, antisymmetric, satisfies the Jacobi identity and
[FX,GY ] = FG[X, Y ] + F (L˜XG)Y −G(L˜Y F )X.
If g is a generalized metric we write 〈X, Y 〉g = g(X, Y ) for X, Y ∈ E10 (M) or
X, Y ∈ G10(M).
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4.1 Symmetric covariant generalized tensor fields
A smooth tensor field t ∈ T 0s (M) is symmetric by definition if λM t is a sym-
metric multilinear mapping. Similarly, we can define symmetry of generalized
tensor fields on the level of representatives:
Definition 4.4. An elementR ∈ E0s (M) is called symmetric if the corresponding
multilinear mapping λ˜M(R) is symmetric; analogously, R̂ ∈ G0s (M) is called
symmetric if the multilinear mapping given by (36) is symmetric.
e following result shows that R is symmetric if and only if it has symmetric
values; by Sym we denote the symmetrizer
(SymR)(X1, . . . , Xs) :=
1
s!
∑
σ∈Ss
R(Xσ(1), . . . , Xσ(s))
acting either on R ∈ HomC∞(U)(T
1
0 (U) × . . . × T
1
0 (U), C
∞(U)) or on R ∈
HomE(U)(E10 (U) × . . . × E
1
0 (U), E(U)), where Ss is the permutation group of
{1, . . . , s}.
Lemma 4.5. R ∈ E0s (M) is symmetric if and only if R(A,Φ) is symmetric for all
A ∈ TO(M) and Φ ∈ SO(M).
Proof. Symmetry of R is equivalent to λ˜MR = Sym(λ˜MR), or in turn to
R(A,Φ) = λ˜−1M (Sym(λ˜MR)(A,Φ))
for all A,Φ. e righthand side can be calculated as λ−1M (Sym(λM(R(A,Φ))))
which proves the claim.
One can then consider the submodules of moderate and negligible elements and
form the quotient. Due to the inclusion SsT ∗M ⊆ T 0sM , symmetric tensor fields
fit in our functorial framework:
Corollary 4.6. We have
{R ∈ E0s (M) | R is symmetric} = E(M,S
sT ∗M).
Henceforth, we will conveniently identify symmetric elements of E0s (M) and
elements of E(M,SsT ∗M). Generalized symmetric covariant tensor fields hence
are defined as follows:
Definition 4.7. For s ∈ N0 we set
E0s,sym(M) := E [l](M,S
sT ∗M), (EM)
0
s,sym(M) := EM [l](M,S
sT ∗M),
N 0s,sym(M) := N [l](M,S
sT ∗M), G0s,sym(M) := G[l](M,S
sT ∗M).
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Lemma 4.8. G0s,sym(M) = {R ∈ G
0
s (M) | R is symmetric}.
Proof. e inclusion G0s,sym(M) → G
0
s (M) is clear, and also that its image con-
sists of symmetric elements. Conversely, using the symmetrizer Sym ◦R (or
rather λ−1M ◦ Sym ◦λM ◦R) one sees that
R 7→ [(A,Φ) 7→ Sym(R(A,Φ))]
is an inverse to this inclusion on symmetric elements.
It follows that any symmetric element of G0s (M) has a symmetric representative.
Recall that there also is an isomorphism
D′rs (M)
∼= HomC∞(M)(T
1
0 (M)× . . .× T
1
0 (M),D
′(M))
which allows to speak of symmetric distributional tensor fields.
Lemma 4.9. If u ∈ D′0s (M) is symmetric then ιu ∈ E
0
s (M) is symmetric as well.
If t ∈ T 0s (M) is symmetric then σt ∈ E
r
s (M) is symmetric as well.
Proof. For u ∈ D′rs (M) we have
(ιu)(A,ϕ) · (v1 ⊗ . . .⊗ vs)(x)
= 〈u(y), (λA)(x, y) · (v1 ⊗ . . .⊗ vs)(x)⊗ ~ϕ(x)(y)〉
= 〈u(y), A∗(x, y) · v1(x)⊗ . . .⊗ A
∗(x, y) · vj(x)⊗ ~ϕ(x)(y)〉
= 〈u(y), A∗(x, y) · vσ(1)(x)⊗ . . .⊗ A
∗(x, y) · vσ(s)(x)⊗ ~ϕ(x)(y)〉
= (ιu)(A,ϕ)(vσ(1), . . . , vσ(s))(x).
e case of σt is clear.
We will now examine how symmetry behaves with respect to restriction.
Lemma 4.10. If R ∈ E0s (M) is symmetric then R|U ∈ E
r
s (U) is symmetric for all
open subsets U ⊆M .
Conversely, if R˜ ∈ G0s (M) is such that for every point x ∈ M there is a neigh-
borhood U such that R˜|U is symmetric then R˜ is symmetric.
Proof. For the first part we have to verify that R|U(A,Φ) is symmetric for all
A,Φ. Because for smooth tensor fields we know symmetry is a local property it
is enough to verify R|U(A,Φ)|V to be symmetric for compact subsets V ⊂⊂ U ;
take ρ ∈ D(U) which is 1 on V and set ~ψ := ρ~ϕ ∈ C∞(M,Γ(M,Vol(M))). We
59
know that ~ψ(x) has support in the same compact set L ⊂⊂ U for all x ∈ V ;
let χ ∈ D(U) be 1 on V and set B := (ρ ⊗ χ)A. en by construction of the
restriction mapping we have
R|U(A,Φ)|V = R(B,Ψ)|V
and because R is symmetric the claim follows.
For the second part we note that
R˜(X1, . . . , Xs)|Ui = R˜|Ui(X1|Ui, . . . , Xs|Ui)
= R˜|Ui(Xσ(1)|Ui, . . . , Xσ(s)|Ui = R˜(Xσ(1), . . . , Xσ(s))
for all Xi ∈ G10(M) and permutations σ ∈ Ss.
For the local seing, analogues of Definition 4.4 to Lemma 4.10 hold by the same
arguments.
Finally, symmetry is preserved by the isomorphisms Ers (U)
∼= Ers (ϕ(U)) and
Grs (U)
∼= Grs (ϕ(U)).
5 Generalized semi-Riemannian geometry
Definition 5.1. A symmetric generalized tensor field g ∈ G02,sym(M) is called
nondegenerate if the canonical homomorphism G10(M)→ G
0
1(M) it induces via
(36) is an isomorphism. Nondegenerateness of g ∈ G02,sym is defined analogously.
A symmetric generalized tensor field g ∈ G02,sym(U), where (U, ϕ) is a chart, is
nondegenerate if and only if its local expression in G02,sym(ϕ(U)) is nondegener-
ate.
Definition 5.2. A generalized semi-Riemannian metric onM is a generalized ten-
sor field g ∈ G02(M) which is symmetric and nondegenerate.
Lemma 5.3. e homomorphism G10(M) → G
0
1(M) induced by g is an isomor-
phism if and only if it is so locally, i.e., if any x ∈ M has an open neighborhood
U such that the homomorphism G10(U) → G
0
1(U) induced by g|U is an isomor-
phism.
Proof. is is seen by the usual sheaf-theoretic arguments and thus skipped here.
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Suppose (U, ϕ) is a chart on M . As G10(U) and G
0
1(U) are free G(U)-modules
of the same dimension we can determine surjectivity of the mappings G10(U)→
G01(U) by considering the determinant of its matrix representation (see [Lan02,
Prop. 4.18, S. 519]). If this determinant is invertible we have an isomorphism
and the inverse can be given by the cofactor formula. Combining this with the
characterization of invertibility ineorem 3.57 we obtain the following analytic
criterion for nondegenerateness:
Corollary 5.4. Let g ∈ G02,sym(M). Suppose we can cover M by coordinate
neighborhoods U for which there is a representative g˜ of g|U that satisfies
∀K ⊂⊂ U ∃CK > 0 ∀A ∈ Υ(U) ∀Φ ∈ SO(U) ∃ε0 > 0 ∀ε < ε0 :
inf
x∈K
(det g˜ab)(Aε,Φε)(x) ≥ CK .
(37)
en g is a generalized semi-Riemannian metric.
e same holds in the local seing.
5.1 Covariant derivatives
In this section we closely follow [Nig16a]
Definition 5.5. A generalized covariant derivative onM is defined to be a map-
ping ∇ : E10 (M) × E
1
0 (M) → E
1
0 (M) such that for X, Y,R, S ∈ E
1
0 (M) and
f ∈ E(M),
(i) ∇X+YR = ∇XR +∇YR,
(ii) ∇fXR = f∇XR,
(iii) ∇X(R + S) = ∇XR +∇XS,
(iv) ∇X(fR) = (L˜Xf)R + f∇XR.
∇ extends in a unique way to a derivation (i.e., a linearmap satisfying the Leibniz
rule) on
⊕
r,s≥0 E
r
s (M) such that∇XR = L˜XR for R ∈ E(M).
Lemma 5.6. A smooth covariant derivative∇ onM extends to a generalized co-
variant derivative onM by defining, for X,R ∈ E10 (M),
(∇XR)(A,Φ) := ∇X(A,Φ)(R(A,Φ)) (A ∈ TO(M,E),Φ ∈ SO(M)).
Definition 5.7. A generalized covariant derivative∇ is calledmoderate if for all
X,R ∈ (EM)10(M), ∇XR ∈ (EM)
1
0(M) .
e following is easily seen:
Proposition 5.8. (i) Every smooth covariant derivative is moderate.
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(ii) If∇ is moderate andX,R ∈ (EM)10(M) then∇XR ∈ N
1
0 (M) ifX or R is
negligible.
Definition 5.9. Given a moderate generalized covariant derivative∇ onM , its
action on G10(M) is defined as ∇[X][R] := [∇XR], where [X ] ∈ G
1
0(M) and
[R] ∈ G10(M); this is independent of the representatives used.
Hence, we also call a mapping ∇ : G10(M) × G
1
0(M) → G
1
0(M) which satisfies
the conditions of Definition 5.5 a generalized covariant derivative.
Theorem 5.10. Let a manifold M be given, endowed with a generalized semi-
Riemannian metric g ∈ G02(M). ere is a unique generalized covariant deriva-
tive ∇ : G10(M)× G
1
0(M)→ G
1
0(M) onM such that
• [X, Y ] = ∇XY −∇YX
• L˜Z〈X, Y 〉 = 〈∇ZX, Y 〉+ 〈X,∇ZY 〉
for all X, Y, Z ∈ (E10 )M(M). ∇ is called the Levi-Civita derivative of g and is
characterized by the usual Koszul formula.
Proof. e proof is exactly as in the classical seing.
Definition 5.11. Let ∇ be a generalized covariant derivative on M . e curva-
ture tensor R ∈ E [l](M,Hom(Λ2TM ⊗ TM, TM)) of ∇ is defined by
R(X, Y )S := ∇X∇Y S −∇Y∇XS −∇[X,Y ]S (X, Y, S ∈ E
1
0 (M). (38)
Note: if∇ is moderate then the curvature tensor is moderate, and in fact defines
an element in G(M,Hom(Λ2TM ⊗ TM, TM)).
As Hom(Λ2TM ⊗ TM, TM) ⊆ T 13M we can regard R as a generalized (1, 3)-
tensor field. For its coordinates we have the usual formula
Rijkl = ∂kΓ
i
lj − ∂lΓ
i
kj + Γ
i
kmΓ
m
lj − Γ
i
lmΓ
m
kj.
and Rijkl satisfies the usual symmetries
Rabcd = −Rbacd = −Rabdc,
Rabcd = Rcdab,
Rabcd +Racdb +Radbc = 0.
More generally, for a generalized covariant derivativeG10(M)×G
1
0(M)→ G
1
0(M)
we define the curvature tensor by (38).
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5.2 Metric association
e concept of association as in Definition 3.53 is sufficient for a purely ana-
lytic seing, but for our geometric seing we need a slightly different notion.
We first recall that in the case of a smooth (semi-)Riemannian metric g the vol-
ume density dVg determines an isomorphism between densities and functions,
whence one can define distributions as linear functionals on C∞c (M), the space
of compactly supported smooth functions; the volume density then is used for
embedding regular distributions t as in
〈t, ϕ〉 :=
∫
tϕ dVg (ϕ ∈ C
∞
c (M)).
If a manifold is endowed with a generalized metric g then for the notation of
association it is also reasonable to view (ιg)(Aε,Φε) as a linear functional on
C∞c (M), but varying ε changes the geometry of the underlying manifold. is
leads to the concept of metric association:
Definition 5.12. For R ∈ E(M) and g ∈ E02,sym(M) we say that R is metrically
associated to u ∈ (C∞c (M))
′ (with respect to g), wrien as R ≈g u, if for all
A ∈ Υ(M), Φ ∈ S(M) and ω ∈ C∞c (M) we have∫
Rε ω dVgε → 〈u, ω〉
with Rε := R(Aε,Φε) and gε := g(Aε,Φε).
e following is easily seen in local coordinates.
Lemma 5.13. If R1 − R2 ∈ N (M) and g is moderate then R1 ≈g u implies
R2 ≈g u.
If R is moderate and g1 − g2 ∈ N 02,sym(M) then R ≈g1 u implies R ≈g2 u.
It follows that the notion of metric association is also well-defined for elements
of the quotients, i.e., for R ∈ G(M) and g ∈ G02,sym(M).
It will be crucial for us to localize the concept of association as follows.
Proposition 5.14. Let R ∈ G(M) and g ∈ G02,sym(M). For any open cover (Ui)i
ofM , R ≈g u if and only if R|Ui ≈g|Ui u|Ui for all i.
Finally, this can be expressed in local charts.
Proposition 5.15. Let (U, ϕ) be a chart on M , R ∈ G(U) and u ∈ D′(U). en
R ≈g ι(u) if and only if ϕ∗R ≈ϕ∗g ϕ∗u.
e previous two propositions are easy to prove.
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6 e conical metric
As an application of the theory developed in the previous sections we will cal-
culate the curvature of the conical metric (1) as an associated distribution. In
Euclidean coordinates this metric takes the form
gab =
1
2
(1 + A2)δab +
1
2
(1−A2)hab (39)
where δab is the identity matrix and
hab(x1, x2) =
1
x21 + x
2
2
(
x21 − x
2
2 2x1y1
2x1x2 x
2
2 − x
2
1
)
((x1, y1) ∈ R
2).
A central feature of our theory is its global, diffeomorphism invariant nature.
Although the conical metric is given on a very simple manifold, namely R2, we
will strictly distinguish between the seing on the manifold M and the seing
in local charts ϕ(U), U ⊆ M open, even if ϕ is the identity chart. is way the
full power of the theory becomes visible and our simple example may be adapted
to more complicated situations.
Our seing for the study of the conical metric will be the manifold M = R2
endowed with the metric G ∈ D′02 (M) whose local expression with respect to
the identity chart is given by (39). To state our main result, let δM ∈ (C∞c (M))
′
be the delta distribution, i.e.,
〈δM , f〉 = f(0) (f ∈ C
∞
c (M)),
and let Gˆ = [ιG] ∈ G02(M) be the conical metric as a generalized tensor field.
Our main result will then be as follows.
Theorem 6.1. e scalar curvature R̂ of the conical metric Ĝ has 4π(1−A) · δM
as a metrically associated distribution:
R̂ ≈Gˆ 4π(1− α) · δM .
e proof of this theorem will take up the remaining section.
e first task is to verify that Ĝ indeed is a generalized semi-Riemannian metric
in the sense of Definition 5.2. Symmetry is clear by Lemma 4.9. For nondegen-
erateness it suffices to establish that Ĝ|U is nondegenerate for each chart (U, ϕ)
on M , which is the case if the determinant det GˆU of the associated mapping
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G10(U) → G
0
1(U) is invertible. Now clearly det Gˆ|U is invertible if its local ex-
pression on ϕ(U) = U is invertible, and the local expression of det GˆU is det gˆ|U
with gˆ = [ιg] ∈ G02(U).
By eorem 3.58 it suffices to find a representative R of det gˆ|U satisfying (34).
For any representative f˜ of gˆ|U , det f˜ is a representative of det gˆ|U .
We will abbreviate Υ(U) := Υ(U,R2) from now on. Moreover, we set f˜ε :=
f˜(Aε,Φε) and similarly for h˜ε or its coordinates h˜abε.
Lemma 6.2. Let U ⊆ R2 be open. ere exists a representative f˜ of gˆ|U such that
for any K ⊂⊂ U and 0 < κ < α2, A ∈ Υ(U) and Φ ∈ SO(U) there exists
ε0 > 0 such that κ
2 ≤ det f˜ε ≤ (1 + κ)2 uniformly on K for ε < ε0.
Proof. A representative f˜ of [ι(g|U)] is given in Euclidean coordinates by
f˜ab =
1 + α2
2
δab +
1− α2
2
h˜ab
with
h˜ab(A, ~ϕ)(x) =
∫
hijA
i
a(y, x)A
j
b(y, x)~ϕ(x)(y) dy.
Here, we use the Einstein summation convention and the fact that for λE = E∗,
(λA)(x, y) = A∗(x, y) = A(y, x)∗. Note that f˜ab and h˜ab are symmetric.
To bound the eigenvalues of f˜abε and hence also its determinant we will use the
fact that for a real symmetric matrix Q an upper or lower bound on sup{vt ·Q ·
v | ‖v‖ = 1} gives a corresponding bound on the eigenvalues of Q (Lemma 7.1).
Via the characteristic polynomial the eigenvalues λ˜+ε and λ˜
−
ε of h˜abε are given by
λ˜±ε =
h˜11ε + h˜22ε
2
±
√
(h˜11ε + h˜22ε)2
4
+ h˜212ε − h˜11εh˜22ε.
Fix K ⊂⊂ U , 0 ≤ κ ≤ α2,A ∈ Υ(U) andΦ ∈ S(U). We claim that
lim sup
ε→0
λ˜+ε = 1, lim inf
ε→0
λ˜−ε = −1 uniformly on K.
Choose some L ⊂⊂ U with K ⊂⊂ L and take C > 0 such that suppϕε(x) ⊆
BCε(x) ⊆ L for all x ∈ K and small ε. First, because h11 = −h22 and h12 = h21
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we have
h˜11ε(x) + h˜22ε(x) =
∫
hij(y)(Aε
i
1Aε
j
1 +Aε
i
2Aε
j
2)(y, x)ϕε(x)(y) dy
=
∫ (
h11(y)(Aε
1
1Aε
1
1 +Aε
1
2Aε
1
2 −Aε
2
1Aε
2
1 −Aε
2
2Aε
2
2)(y, x)
+ 2h12(y)(Aε
1
1Aε
2
1 +Aε
1
2Aε
2
2)(y, x)
)
ϕε(x)(y) dy
and hence
|h˜11ε(x) + h˜22ε(x)|
≤ ‖h11‖∞ · sup
y∈BCε(x)
∣∣(Aε11Aε11 −Aε22Aε22)(y, x)∣∣ · ‖ϕε(x)‖L1
+ ‖h11‖∞ sup
y∈BCε(x)
(
∣∣Aε12(y, x)∣∣2 + ∣∣Aε21(y, x)∣∣2)‖ϕε(x)‖L1
+ 2‖h12‖∞ · sup
y∈BCε(x)
∣∣Aε11(y, x)∣∣ · sup
y∈BCε(x)
∣∣Aε21(y, x)∣∣ ‖ϕε(x)‖L1
+ 2‖h12‖∞ · sup
y∈BCε(x)
∣∣Aε12(y, x)∣∣ · sup
y∈BCε(x)
∣∣Aε22(y, x)∣∣ ‖ϕε(x)‖L1 .
By Lemma 3.21 and boundedness of ‖ϕε(x)‖L1 these expressions converge to
zero uniformly for x ∈ K .
It hence remains to estimate the square root of
h˜212ε − h˜11εh˜22ε = h˜
2
12ε + h˜
2
11ε − h˜11ε(h˜22ε + h˜11ε)
where the last term converges to zero by the above and by boundedness of h˜11ε.
We then have√
h˜212ε(x) + h˜
2
11ε(x) ≤
∫ √
h211(y) + h
2
12(y) |ϕε(x)(y)| dy = ‖ϕε(x)‖L1 → 1
by Definition 3.23 (vi), which gives the claim.
It follows that ∀δ > 0 ∃ε0 > 0 ∀ε < ε0: −(1 + δ) ≤ λ˜−ε ≤ λ˜
+
ε ≤ 1 + δ. We then
need to have
1 + α2
2
+
1− α2
2
λ˜−ε ≥ κ,
1 + α2
2
+
1− α2
2
λ˜+ε ≤ 1 + κ
for the statement of the theorem to hold, which is the case for ε small enough.
We hence have established nondegeneracy of Ĝ.
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Ĝ is a generalized semi-Riemannian metric which by eorem 5.10 has an as-
sociated Levi-Civita` derivative whose curvature tensor R̂ ∈ G13(M) is given by
(38). As in the classical situation, R̂ is completely determined by its component
R1212 ∈ G(M) which is related to the scalar curvature
R̂ = ĜijĜlmR̂iljm
by
R̂ =
2
det Ĝ
R̂1212.
By Proposition 5.14 for proving eorem 6.1 it suffices to verify
R̂|U ≈Ĝ|U 4π(1− α)δM |U
on coordinate neighborhoods U ofM . In case U does not contain the origin this
is trivially true because Ĝ is smooth and its curvature vanishes there. Hence, it
is sufficient to consider the case U = Bµ(0) for some µ > 0.
With g˜ = ι(g) set G˜ := ϕ∗(g˜). Becauseϕ∗ preserves moderatness and negligibil-
ity (eorem 3.41), G˜ is a representative of Ĝ|U . By Lemma 6.2, det g˜ε also sat-
isfies Lemma 3.59 (ii), hence ϕ∗(det g˜)ε satisfies (i); but ϕ
∗(det g˜) = detϕ∗(g˜) =
det G˜, which means that eorem 3.57 applies and det G˜ has an inverse S˜ in the
sense that S˜ · det G˜− 1 ∈ N (U); even more, we know that
∀K,A,Φ ∃ε0 ∀ε < ε0 ∀x ∈ K : S˜ε(x) · det G˜ε(x) = 1. (40)
As a representative of the inverse metric, define H˜ with the cofactor formula but
using S˜ for (det G˜)−1:
H˜ab = S˜ · Cba
where Cba is the (b, a)-cofactor of G˜. Fix K,A,Φ, ε0 as in (40) and let ε < ε0.
en by construction
H˜abε = G˜
ab
ε (x).
Similarly, the curvature tensorR′ε(x) of G˜ε(x) exists and there is a representative
R˜0 of R̂|U such that
R˜0ε(x) = R
′
ε(x).
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Let now R˜1 be the local expression of R˜0 and h˜ the local expression of H˜ . By
Proposition 5.15 we then have to show that∫
R˜1ε(x)ω(x)
√∣∣∣h˜ε(x)∣∣∣ dx→ 〈4π(1− α)δ, ω〉 ∀ω ∈ C∞c (U)
Fix ω and let 0 < λ < µ be such that suppω ⊆ Bλ(0). Moreover, fixA ∈ TO(U)
and Φ ∈ SO(U). From the above discussion we can assume that for small ε and
x ∈ Bλ(0), h˜ε = g˜ε and R˜1ε equals the curvature R˜ε of gε.
Following [CVW96], we write∫
Bλ(0)
R˜ε(x)ω(x)
√
|g˜ε(x)| dx = ω(0, 0)I1 + I2
where we expand ω at 0 as in
ω(x) = ω(0) +
∫ 1
0
(Dω)(tx) · x dt (x ∈ Bλ(0))
and the integrals I1 and I2 are given by
I1 =
∫
Bλ(0)
R˜ε(x)
√
|g˜ε(x)| dx
I2 =
∫
Bλ(0)
R˜ε(x)
∫ 1
0
(Dω)(tx) · x dt
√
|g˜ε(x)| dx.
We calculate I1 by help of the Gauss-Bonnet theorem:
Theorem 6.3 ([Lee13, Theorem 9.3]). Let γ be a smooth curve on an oriented
Riemannian manifold (M, g) of dimension 2 which is positively oriented as the
boundary of an open set Ω with compact closure. en∫
Ω
K dVg +
∫
γ
κg ds = 2π
whereK is the Gaussian curvature of g, dVg its Riemannian volume element and
κg the geodesic curvature of γ.
Aer orienting Ω by its standard orientation induced from R2 and noting that
the scalar curvature R˜ε is twice the Gaussian curvature K˜ε we can calculate I1
as
I1 = 2
∫
Bλ(0)
Kε(x)
∣∣∣√g˜ε(x)∣∣∣ dx = 2
(
2π −
∫
∂Bµ(0)
κg˜ε ds
)
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where κg˜ε is the geodesic curvature of ∂Bµ(0). As the metric is smooth in a
neighborhood of this boundary we have∫
∂Bµ(0)
κg˜ε ds→
∫
∂Bµ(0)
κg ds,
i.e., one can integrate the non-regularize geodesic curvature. A short calculation
then gives that
I1 → 2(2π − 2πα) = 4π(1− α).
For the second integral our approach differs from that of [CVW96].
We will employ the following Lemma, which describes how a function which is
smooth outside a singularity is approximated there.
Proposition 6.4. Let U ⊆ Rn be open, f ∈ C∞(U \ 0), µ, µ′ > 0 such that
Bµ+µ′(0) ⊆ U . Let Φ ∈ S(U) and take C > 0, ε0 > 0 such that Cε0 < µ′ and
suppϕε(x) ⊆ BCε(x). en for α ∈ Nn0 and q ∈ N with q > |α| there is L > 0
such that for 2Cε ≤ |x| ≤ µ, with
f˜ε(x) :=
∫
f(y)ϕε(x)(y) dy,
we have∣∣∣(∂αf˜ε)(x)− (∂αf)(x)∣∣∣ ≤ Lεq−|α| sup
|β|=q
y∈BCε(x)
∣∣∂βf(y)∣∣ .
Proof. By Taylor’s formula we have
(∂αf˜ε)(x)− (∂
αf)(x) =
∫
f(y)(∂αxϕε)(x)(y) dy − (∂
αf)(x)
=
∑
|β|<q
(∂βf)(x)
∫
(y − x)β
β!
(∂αxϕε)(x)(y) dy − (∂
αf)(x)
+
∑
|β|=q
q
β!
∫
(y − x)β
∫ 1
0
(1− t)q−1·
(∂βf)(x+ t(y − x)) dt (∂αxϕε)(x)(y) dy
First, we note that∫
(y − x)β
β!
(∂αxϕε)(x)(y) dy − δβα = O(ε
q−|α|)
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uniformly for |x| ≤ µ. Because q > |α| this means that∑
|β|<q
(∂βf)(x)
∫
(y − x)β
β!
(∂αxϕε)(x)(y) dy − (∂
αf)(x) = O(εq−|α|).
e remainder terms are estimated as in∣∣∣∣∫
BCε(x)
(y − x)β
∫ 1
0
(1− t)q−1(∂βf)(x+ t(y − x)) dt (∂αxϕε)(x)(y) dy
∣∣∣∣
≤ C ′εq sup
y∈BCε(x)
∣∣∂βf(y)∣∣ sup
|x|≤µ
‖∂αxϕε(x)‖1
≤ C ′′εq−|α| sup
y∈BCε(x)
∣∣∂βf(y)∣∣ .
which proves the claim.
A similar result holds if we incorporate transport operators; we only formulate
it for the components of the conical metric:
Proposition 6.5. Let U ⊆ Rn be open, f ∈ C∞(U \ 0), µ, µ′ > 0 such that
Bµ+µ′(0) ⊆ U . Let Φ ∈ S(U) and take C > 0, ε0 > 0 such that Cε0 < µ′ and
suppϕε(x) ⊆ BCε(x). en for α ∈ Nn0 and q ∈ N with q > |α| there is L > 0
such that for 2Cε ≤ |x| ≤ µ
|(∂αg˜ijε)(x)− (∂
αgij)(x)| ≤ Lε
q−|α| sup
|β|=q
y∈BCε(x)
k,l
∣∣∂βgkl(y)∣∣ .
e proof is quite similar to that of Proposition 6.4 and thus omied.
To calculate I2 we split the integral into two regions. We can assume that
suppϕε(x) ⊆ BCε(x) ⊆ Bµ(0)
for x ∈ Bλ(0) and small ε. With
M = {sup(Dω)(tx) · (x/ |x|) | t ∈ [0, 1], x ∈ Bλ(0)} <∞
we have
|I2| ≤ M
∫
|x|<2εC
∣∣∣R˜ε(x)∣∣∣√|g˜ε(x)| |x| dx
+M
∫
2εC<|x|<λ
∣∣∣R˜ε(x)∣∣∣√|g˜ε(x)| |x| dx. (41)
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For the first part, |x| < 2εC , we have to be able to bound Rε by O(ε−2). From
the coordinate formula for R˜1212ε we see that it consists of a sum of products of
either two first derivatives of the metric, or of a component of the metric times a
second derivative, eventually multiplied by some bounded factor like the metric
or its inverse. Without transport operators, the relevant estimate is obtained
from ∣∣∣∂αf˜ε(x)∣∣∣ = ∣∣∣∣∫ f(y)∂αxϕε(x)(y)∣∣∣∣ ≤ ‖f‖∞‖∂αxϕε(x)‖L1 = O(ε−|α|).
With transport operators, some of the derivatives fall onAε instead ofϕε, which
does not add any growth, so we still have the same estimate.
Hence, we have R˜ε = O(ε
−2) in a neighborhood of the origin and the first inte-
gral can be estimated by
ε−2
∫
|x|≤2Cε
|x| dx ≤ ε−2
∫ 2Cε
0
r2 dr → 0.
For the second part of (41) we claim that for arbitrary q ∈ N we have∣∣∣R˜ε(x)∣∣∣ = O( εq
|x|q+2
)
uniformly on 2Cε < |x| < µ. (42)
Because |x| 6= 0 we know that the curvature of g vanishes at x; thus, we can
write (suppressing ε and x in the notation)
R˜ =
2
det g˜
(R˜1212 − R1212).
As det g˜ and its inverse are bounded by Lemma 6.2 we can safely ignore it for
the estimate. We rewrite the difference as
R˜iklm −Riklm =
1
2
(g˜im,kl + g˜kl,im − g˜il,km − g˜km,il) + g˜np(Γ˜
n
klΓ˜
p
im − Γ˜
n
kmΓ˜
p
il)
−
1
2
(gim,kl + gkl,im − gil,km − gkm,il)− gnp(Γ
n
klΓ
p
im − Γ
n
kmΓ
p
il)
e first terms to estimate here are of the form
g˜im,kl − gim,kl
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By Proposition 6.5 we have (with q + 2 instead of q)
|g˜im,kl − gim,kl| ≤ Lε
q sup
|β|=q+2,y∈BCε(x),k,l
∣∣∂βgkl(y)∣∣
and as gkl is homogeneous of degree 0 this is O(e
qr−(q+2)) as desired. e other
terms are of the form
g˜npΓ˜
n
klΓ˜
p
im − gnpΓ
n
klΓ
p
im
We first write
gnpΓ
n
klΓ
p
im =
1
4
gnpg
nsgpl(gsk,l + gsl,k − gkl,s)(gli,m + glm,i − gim,l)
and similarly for the regularized functions; expanding the parantheses we hence
end up with terms of the form
gabg
cdgefggh,igjk,l
where the indices don’t maer. e corresponding pairings to estimate then are
obtained from
g˜abg˜
cdg˜ef g˜gh,ig˜jk,l − gabg
cdgefggh,igjk,l =
(g˜ab − gab)g˜
cdg˜ef g˜gh,ig˜jk,l (43)
gab(g˜
cd − gcd)g˜ef g˜gh,ig˜jk,l (44)
gabg
cd(g˜ef − gef)g˜gh,ig˜jk,l (45)
gabg
cdgef(g˜gh,i − ggh,i)g˜jk,l (46)
gabg
cdgefggh,i(g˜jk,l − gjk,l) (47)
e relevant estimates which are easily obtained using Proposition 6.5 then are
as follows:
1. g˜ab − gab = O(εqr−q)
2. g˜cd − gcd = O(εqr−q) via the cofactor formula.
3. g˜gh,i − ggh,i = O(εqr−(q+1)), as above
4. g˜cd is bounded
5. g˜gh,i = O(ε
−1)
6. g˜ab is bounded
7. gcd is bounded
8. ggh,i = O(r
−1)
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Puing these estimates together (and choosing q appropriately) we finally have
established (42).
Hence, the second integral of (41) be estimated in polar coordinates by∫ λ
2εC
εqr−(q+2)r2 dr = εq
∫ λ
2εC
r−q dr =
εq
q − 1
(
1
(2εC)q−1
−
1
λq−1
)
= O(ε).
is completes the proof of eorem 6.1.
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7 Appendix
Lemma 7.1. LetQ ∈M(n×n;R) be a real symmetricn×n-matrix and λ1, λ2 ∈ R
with λ1 ≥ λ2. en the following assertions are equivalent:
(i) ∀v ∈ Rn: λ1‖v‖2 ≥ vt ·Q · v ≥ λ2‖v‖2
(ii) Each eigenvalue λ of Q satisfies λ1 ≥ λ ≥ λ2.
Proof. (i)⇒ (ii): supposing Q · v = λv for v 6= 0, we contract with v to obtain
vt ·Q · v = λ · vt · v = λ‖v‖, which gives the claim aer dividing by ‖v‖.
(ii) ⇒ (i): By [Fis12, 5.3.7, Korollar 1] there is a matrix T ∈ SO(n) such that
TQT t = diag(λ˜1, . . . , λ˜n) where the λ˜1, . . . , λ˜n ∈ R are eigenvalues of Q. We
have vtQv = (Tv)t diag(λ˜1, . . . , λ˜n) · (Tv) =
∑
i λ˜i(Tv)
2
i ≥
∑
i λ2(Tv)
2
i =
λ2‖Tv‖2 = λ2‖v‖2, and similarly for the other inequality.
Lemma 7.2. Let (xε)ε∈I be a net in a locally convex space, with I = (0, 1]. en
xε → 0 if and only if for all sequences (εn)n∈N with ε→ 0 we have xεn → 0.
Proof. For any ρ > 0 there is δ > 0 such that |xε| < δ for |ε| < δ. Take N ∈ N
such that |εn| < δ for n ≥ N ; then |xεn| ≤ ρ.
Conversely, suppose that xε 6→ 0. en there is ρ > 0 such that forall n ∈ N we
have some εn < 1/n with |xεn | > ρ. is means that xεn → 0.
is allows us to state the following:
Corollary 7.3. Suppose that E and F are Montel spaces. en a net (xε)ε in
Lb(E, F ) converges to zero if and only it does so weakly, i.e., xε(z)→ 0 in F for
all z ∈ E. If F also is a Montel space this equivalent zo 〈xε(z), ϕ〉 → 0 for all
z ∈ E and ϕ ∈ F ′.
Lemma 7.4. Let X be a topological space, (Ui)i a family of open subsets of X
and U =
⋃
i Ui. Suppose we are given a family (χj)j of functions in C(U) with
suppχj ⊆ Ui such that {suppχj | j} is locally finite. en for each x ∈ U there
is a neighborhoodW in U and a finite index set F such thatW ∩ suppχj 6= ∅
implies j ∈ F and such that x ∈ Uj for all j ∈ F .
Proof. Because {suppχj | j} is locally finite there exists an open neighborhood
W ′ of x in U and a finite set F ′ such thatW ′∩ suppχj 6= ∅ ⇒ j ∈ F ′. Set F ′′ :=
{j ∈ F ′ : x 6∈ Uj}. enF := F ′\F ′′ andW :=W ′∩
⋂
j∈F ′′(U\suppχj) satisfy
the requirements. First, if W ∩ suppχj 6= ∅ then W ′ ∩ suppχj 6= 0 and hence
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j ∈ F ′. We cannot have j ∈ F ′′ because this would imply W ∩ suppχj = ∅.
Hence, j ∈ F . By construction, j ∈ F implies that x ∈ Uj .
7.1 Category theory
e product category of C and D has as objects |C ×D | = |C | × |D |, and as
morphisms (C × D)((X1, Y1), (X2, Y2)) = C (X1, X2) × D(Y1, Y2), with com-
ponentwise composition.
7.2 Sheaf theory
We recall the basic notions of sheaf theory.
Definition 7.5. LetX be a topological space. A presheafF of abelian groups on
X consists of
(i) an abelian group F(U) for every open subset U ⊆ X , and
(ii) for all open subsets U, V ⊆ X with V ⊆ U a morphism of abelian groups
ρUV : F(U)→ F(V )
such that F(∅) = 0, ρUU = id, and ρUW = ρV W ◦ ρUV .
Similarly, one defines a presheaf of sets, modules, etc. e elements of F(U) a
called sections of F over U , and we may also write |V instead of ρUV .
Definition 7.6. A presheaf F on a topological spaceX is a sheaf if it satisfies
(i) if U ⊆ X is open, (Ui)i an open covering of U and s ∈ F(U) is such that
s|Ui = 0 for all i then s = 0.
(ii) if U ⊆ X is open, (Ui)i an open covering of U and we have elements
si ∈ F(Ui) such that for all i, j we have si|Ui∩Uj = sj |Ui∩Uj then there is
an element s ∈ F(U) such that s|Ui = si.
Definition 7.7. Let F and G be given (pre)sheaves of abelian grous. A mor-
phism ϕ : F → G of (pre)sheaves consists of a morphism of abelian groups
ϕ(U) : F(U) → G(U) for each open set U such that |V ◦ ϕ(U) = ϕ(V ) ◦ |V
for all V ⊆ U ⊆ X open. An isomorphism is a morphism which has a two-sided
inverse.
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