INTRODUCTION The estimation of the motion transformation of a moving
The ability to discern the motion of objects is integral object from a sequence of images is of prime interest in computer vision. In this paper, the issues in estimating the motion param-to computer vision as well as human vision. The relative eters from a pair of range images are addressed. The motion motion between the camera and the objects in a scene gives estimation task, in the domain of range image sequences, has rise to the apparent motion of the objects in a sequence of two components: (1) extract the surfaces and establish the corre-images. By an image, one means a function, I(x, y), of the spondence of the surfaces over the frames in the sequence of pixel locations (x, y). The function values may represent range images, and (2) compute the motion transformation using 3-D coordinates, depth, intensity, or any other modality. these surface correspondences. A novel procedure based on The most widely studied modality for motion estimation a hypergraph representation is presented for finding surface is intensity, i.e., using a sequence of 2-D intensity images correspondence. Two scenes are modeled as hypergraphs and [1, 18, [25] [26] [27] ] to estimate motion. With new developments the hyperedges are matched using a subgraph isomorphism in 3-D range image acquisition techniques, it is now realisalgorithm. The hierarchical representation of hypergraphs not only reduces the search space significantly but also facilitates tic to address the problem of motion estimation from a the encoding of the topological and geometrical information sequence of 3-D range images. The objective of this reused to direct the search procedure. Results obtained from search is to focus on the important computer vision task real range image pairs show that the algorithm is robust and of estimating the motion in the domain of 3-D range imperforms well in presence of occlusions and incorrect segmenta-age sequences.
tions. Motion transformation between image frames is com-
The use of 3-D range sensing allows for the direct extracputed using the planar and the quadric surface pairings. A tion of depth information, i.e., the distance from the sensor least-squares minimization procedure is formulated that estito the objects. Compared to the use of sequence of 2-D partially occluded. These observations prompt one to de-between the features. If the scene is represented as a graph, then the model-to-data matching of the features is the velop procedures using global features that are less sensitive to noise for the motion estimation task. But, using subgraph isomorphism problem in graph theory. Numerous algorithms have been proposed for computing the isohigher order features such as surfaces does not immediately solve the problem. The transformation equations now be-morphism between two graphs [21, 11] , and it has been shown that the problem is np-complete and there is no come nonlinear, and the issues of stability and convergence have to be addressed. There appears to be an interesting polynomial time algorithm for the general case. However, if constraints are incorporated into the search procedure, trade-off between the reliability of feature detection and the complexity of the motion estimation task. In this paper, then a good average case performance can be expected [20] . Grimson and Lozano-Perez [12, 14] incorporate a set surfaces are the features to be used in all the stages.
Segmentation of the input range image into homoge-of unary and binary constraints into the search procedure using a trees search strategy. The constraints prune the neous regions extracts the important features in the images. The segmentation task uses the procedure developed in tree and reduce the search space.
In a related problem, Arman [3, 5] addresses the prob- [23] . The segmentation algorithm gives as the output homogeneous surface segments along with the surface param-lem of locating an object in a scene. The approach adopted to identify the object from the input data is to form a eters of each region.
Matching of object surfaces is the key to motion estima-search strategy by precompiling the object models in the database. The sequence of search steps is determined by tion and tracking an object over a sequence of images. A novel procedure for establishing correspondence is devel-measuring the goodness of the features of the model in terms of uniqueness, detectability, reliability, and compuoped. The solution uses geometrical and topological information derived from the scenes to direct the search proce-tational cost. The precompiled sequence of model features has the effect of ordering the features such that the improbdure. The performance of the matching depends greatly on the results of the segmentation algorithms. Incorrect able pairings are rejected in an early stage. This results in pruning the search tree, since not all the branches of the segmentation causes poor estimation of the surface parameters and affects the performance of the matching algo-interpretation tree are investigated for possible matches.
Fundamental to our strategy to match features over a rithm. Occlusion of features and the appearance of new features further complicate the problem. These issues are sequence of range images is a hypergraph representation of the scenes. Wong et al. [29] first introduced the hypergraph addressed and a solution is obtained that is robust and able to handle occlusions of surfaces, noise in data, and representation to solve correspondence between the input data and the object models. Hypergraphs are generalizaincorrect segmentation from a segmentation algorithm. In the present implementation, it is assumed that the images tions of graphs where a hyperedge is the generalization of the edge in a graph. The hyperedge is a collection of vertihave planar or quadric surfaces (which includes cylindrical and conical surfaces); however, the procedure is general ces (in the graph, the edge is a set of two vertices) and the hyperedges and the vertices together from the hypergraph. enough to be extended to other surface classes.
Although the question of finding correspondences be-The two scenes are modeled as hypergraphs, and the hyperedges are matched using a subgraph isomorphism algotween features has been studied extensively [4, 8, [13] [14] [15] , most of these approaches deal with matching a scene to a rithm. To reduce the complexity of the matching task, heuristics derived from the topological and geometrical model of the object. The fundamental difference between model-to-scene matching and scene-to-scene matching is information available from the scene are used to direct the search. The hierarchical representation of hypergraphs that in the former, the model description of the object is complete, and to that the incomplete description of the not only reduces the search space significantly, but also facilitates the encoding of the topological and geometrical object obtained from the scene is matched. However, in the case of scene-to-scene matching, both object descrip-information. Hyperedges are formed by grouping the surfaces. Using a priori knowledge arising out of the physical tions are incomplete and a match between two incomplete descriptions is obtained. By incomplete, it is meant that constraints of laser scanning, a fast matching algorithm is designed. all the features are not present in the object description because of occlusions and sensor errors. This difference
The computation of the motion transformation parameters from the established surface correspondences is admakes it impossible to use the strategies obtained for object recognition in the domain of object tracking. New strate-dressed next. The motion transformation is not a general affine transformation but a constrained affine transformagies based on the constaints of the problem have to be designed.
tion where all the constraints of rigidity have to be satisfied by the computed solution. The constraints are nonlinear; The features extracted from the scene can be represented as an attributed graph, where the vertices of the therefore, the solution to the problem is not simple. Since, in real situations, noise and camera distortions cannot be graph are the features and the arcs are the relationships ignored, the motion parameter computation is posed as a vector P and let its corresponding parameter vector in the second frame be PЈ. The ordered pair (P, PЈ) represents least-squares minimization problem, the solution yielding the best motion estimate in the least-squares sense. To a pair of corresponding features in the two frames. A set S ϭ ͕(P, PЈ)͖ of all such ordered pairs is the output of the make the motion estimation system reliable and robust, it is important to consider the issues of stability and conver-second task. Occlusions and errors in segmentation cause features to be hidden or missing in some frames, so the gence of the algorithms. Also, the uniqueness of the obtained solutions has to be assured.
corresponding feature in the other frame cannot be paired; therefore the null element (represented by a ૽) is introEarlier work on motion computation from 3-D data assumed linear features in the data (planes, lines and points) duced into each set of surface parameters ͕P i ͖. The null element can be paired with any element. The function that [16, 19, 2, 6, 10, 22]. The methods cannot be extended to higher order features such as quadric surfaces because of computes the correspondence forms the set S ϭ ͕(P, PЈ) j ͖, such that P ʦ ͕P i ͖ ʜ ૽ and PЈ ʦ ͕PЈ i ͖ ʜ ૽. The matching the highly nonlinear nature of the problem. We address this issue and propose a solution method which reduces task is restated as: to the case of linear features. However, our method does Given the set of surface parameters ͕P i ͖ and ͕PЈ i ͖ corresponding not require the explicit detection of the linear features in to the two frames of the range image sequence, compute the set the data, which is error prone.
of ordered pairings S ϭ ͕(P, PЈ)͖ such that P ʦ ͕͕P i ͖ ʜ ૽͖ and PЈ ʦ ͕͕PЈ i ͖ ʜ ૽͖, where ૽ is the null element that can match
The contribution of the presented work is twofold. A any element.
surface-based framework for motion estimation from a sequence of 3-D range data is developed that solves the Motion computation estimates the motion of the object, two problems of correspondence and motion computation. given the set S of feature correspondences. If the transform More specifically, a solution to the problem of correspon-parameters are represented as T, then, in general, dence between surface patches over different frames is developed. Following correspondence, the task of motion
estimation requires the computation of the motion transformation. Stable and convergent algorithms are devel-where F is some function over P and T. The nature of the oped which compute the motion.
function F depends on the features, their representation, and the representation of the transformation parameters
PROBLEM FORMULATION
T. Since the object is rigid, the same transformation T holds for each ordered pair (P, PЈ) belonging to the object. Let n represent the noise and the estimation error in P The goal of this research is to estimate the relative mo-and let nЈ represent the same in PЈ. The errors occur due tion of the camera given a range image of a scene at two to the noise in the data acquisition process and roundoff different time instances. By range, it is meant that the errors of the data. The error in estimating the final position 3-D coordinates of each point sensed in the scene are of the feature after motion can be written as known. The range may be obtained by using either a stereo algorithm or active ranging devices, such as lasers, sonar,
(2.a) or ultrasound. The three fundamental tasks in motion estimation are: (1) segmentation of the range image and feature extraction; (2) establishing correspondence between where features over different frames; and (3) computing the motion transformation using the feature correspondences.
P Ј ϭ PЈ ϩ nЈ and P ϭ P ϩ n. to generate the set of parameters ͕P i ͖.
Each range image of the sequence is segmented and 3. HYPERGRAPH REPRESENTATION features are extracted, and a surface parameter set is obtained for each frame. Next, we pair the surface features
Representation of the available information in a suitable form is the key to the solution of matching. The output of in the two frames such that they correspond to each other in the scene. Let the feature be represented by the parameter the segmentation module is a low-level description of the geometrical and the topological information. Each pixel in the range image is assigned a label, and to each label a surface parameter vector is associated. Such representation is not conducive to reasoning about the topology of the scene. For example, a simple predicate such as ''Is the region corresponding to label A neighbor to the region correspnding to the label B?'' requires a significant amount of computation to be carried out before the query can be answered. To answer the query, first, a pixel with the label A has to be located in the image; then, the boundary of the region with the label A must be detected. The label of the neighbor pixels at the boundary are compared with B while the boundary of the region is tracked. Obviously, a representation that facilitates reasoning about the geometry and the topology of the scene is required.
The attributes computed by the low-level processing associate an attributed graph that describes the topology module are represented using a hypergraph data strucof the component attributed vertices (surface patches). ture. The representation encodes the topological and geometrical information extracted from the range image of the scene. Hypergraphs are generalizations of graphs. 3.1. Hyperedge Construction The arc (or edge) is generalized as a hyperedge, where
The set of vertices that form the hyperedge should reprea set of vertices forms the hyperedge, instead of just sent a topologically significant feature in the graph so that two vertices forming the arc. The group of vertices the matching task is guided by the topology of the scene. forming the hyperedge may share some common propCliques in the graph are significant features that are rich erty. Although hypergraphs have been used in vision in information. and robotics applications [28, 29] , a new definition of the hyperedge and a novel method for constructing the DEFINITION 3.2. A clique of a graph G is a maximal hypergraphs that makes them a powerful tool for vision complete subgraph of G, i.e., a complete subgraph of G applications is presented here.
not properly contained in any other subgraph of G. Attributed hypergraphs are a concise way of representing objects such that both quantitative and qualitative in-Physically, the cliques represent groups of surfaces that are adjacent to each other. Since a clique provides a larger formation are encoded in the representation. The formal definition is as follows: attribute set and many geometrical properties, the probability of a false positive match (between two cliques) is DEFINITION 3.1. The Hypergraph [7] is defined as an reduced significantly. Each clique forms a hyperedge in ordered pair H ϭ (X, E), where X ϭ ͕x 1 , x 2 , . . . , x n ͖ is a the hypergraph and the attributed graph describing the finite set of attributed vertices and E ϭ ͕e 1 , e 2 , . . . , e m ͖ clique is the associated attribute of the hyperedge. Figure  are the hyperedges of the hypergraph. The set E is a family 1 illustrates the formation of a hypergraph from a scene. of subsets of X (i.e., each e i is a subset of X) such that
The complexity of computing the cliques in a graph is exponential, so the advantage gained by matching using 1. e i ϶ л, i ϭ 1, . . . , m the hypergraph would be lost because of the cost of con-2. ʜ m iϭ1 e i ϭ X. structing the hypergraph. However, the physics of the range imaging process restricts the size of the cliques in A graph is a hypergraph whose hyperedges have cardinality of two.
the scenes that are observed. The laser scanning process results in a depth map which describes the depth z in terms To arrive at the hypergraph representation, the scene is first represented as an attributed graph. Each surface patch of the image plane coordinates (u, v). The depth map description is a geographic map of the depth values on a in the range image forms an attributed vertex. The attribute values are the surface property values. For each pair of plane, and for a planar map it has been proved that four colors are sufficient to color the map [9] . What the result surfaces that are connected, an attributed arc is formed. The attributes of the arc describe the interfacing edge signifies is that there cannot exist more than four regions that touch each other. If the map is represented as a graph, and the relative geometrical information between the two surfaces. Groups of the attributed vertices (surface where the vertices are the regions and an arc exits between two vertices corresponding to adjacent regions, then there patches) form a hyperedge, and with each hyperedge we cannot exist a clique with more than four vertices in the graph. This result is stated as a lemma: LEMMA 3.1. For a range image described as a depth map, z ϭ f (u, v), there cannot exist a group of more than four surface segments that are adjacent to each other.
Once the upper bound on the size of the cliques is known, the complexity of computing the cliques becomes O(n 3 ). (A tighter bound with a lower polynomial order can be obtained.) The strategy of the algorithm to detect the cliques is to consider one vertex at a time and find all the cliques that the vertex can form with its neighbors. Once all the cliques have been found, the vertex is removed from the graph and not considered again. Since the cardinality of the cliques can only be two, three, or four, the algorithm first creates all the groups of two vertices, which includes the current vertex. From the set of groups of two vertices, groups of three vertices are formed. The groups of four vertices are then formed from the group of three vertices. These groups are the cliques of the graph with the current vertex as a member of each clique.
The cliques are the hyperedges of the hypergraph representing the scene. Each clique forms a hyperedge and the scene hypergraph represent the regions of ''high activity'' in the scene. These regions are rich in geometrical information; therefore, the probability of making a false positive match between hyperedges is reduced significantly. The topological information is also available implicitly because largest match is selected as the solution. Constrained tree of the nature of the representation. The topological infor-search algorithms have been used in many applications mation ''steers'' the matching algorithm in the proper di- [14, 15, 20] . (Most of the constraint search algorithms are rection so that the solution is obtained in the minimum equivalent to the tree search algorithm [20] .) Data pairings number of steps.
are formed by a depth-first search of an interpretation tree ( Fig. 2) . Each node of the tree represents a possible pairing. The first data (surface patch) is taken from the first scene
MATCHING PROCEDURE
and paired with each of the data in the second scene. These form the nodes in the first level of the tree. To account for missing surface segments due to occlusions, the data This section presents the matching procedure used to is also paired with a wild card ૽. Subsequent levels of the derive the surface correspondences in a sequence of range tree correspond to pairings of other vertices. Each branch images. If the scene is represented as a graph, then matchof the tree represents a partial matching of the scenes. The ing of features, in general, is equivalent to subgraph isoconstraints are used to prune the search tree and thus morphism, where the first graph is matched to a subgraph reduce the search space. of the second. However, scene-to-scene matching differs A variation of the constrained tree search is presented, from this in that the first graph is not entirely a subgraph in which the search is directed based on the current hypothof the second graph, but a subgraph of the first graph esis. The directed search, coupled with the termination matches a subgraph of the second graph. This additional conditions, reduces the search space. The key idea is to variation makes the problem of scene-to-scene matching use the topological constraints of the scene to determine more complicated than the scene-to-model matching.
the next most likely match and to accept or reject the The matching procedure uses the information encoded matches based on the geometrical constraints. in the hypergraph representation to result in the final pair-
The features used in the matching process are surface ings. The heart of the matching procedure is a directed tree segments. The segmentation module segments the range search algorithm that tests various hypotheses and rejects the impossible ones. The interpretation that gives the image into surface segments, and the surface parameters is marked as matched. The marked vertices and hyperedges of each region are computed. The interfacing edges beare not considered in the future hypotheses. tween the surface segments are detected and their properAlgorithm 4.1 gives the hypergraph matching procedure. ties are computed. The properties of the edge segments used are: (1) Steps 1 and 2 of the algorithm order the hyperedges used in model-based object recognition, such as area, pe-and the vertices in the scene hypergraphs. The order rimeter, and compactness, are very sensitive to occlusion, determines the branches taken in the interpretation tree. and since occlusion may occur in either of the range images, The ordering is done by selecting the first hyperedge these properties cannot be used as constraints. The binary H 1 in the hypergraph. The selection criterion can be (1) the size of the hyperedge (cardinality), or (2) the hyperconstraints describe the relative properties between pairs edge with the vertex corresponding to the largest surface of surface segments. The properties used are: (1) connectivsegment (area), or (3) the hyperedge containing the ity, (2) the angle between the surface patches, (3) the range vertex with the highest degree. The ordered list of of distances between the two surface patches, (4) the range hyperedges is then formed by sorting the hyperedges in of the components of the vector spanning the two surface the order of the distance to the first selected hyperedge patches, and (5) the properties of the interfacing edge. H 1 . The distance is defined by the shortest distance Each constraint is measured and tested against a predebetween the component vertices of the hyperedges. If two termined threshold. For surface segments that have an hyperedges have vertices in common, then the distance is occluding edge, the neighbor information is not complete zero. When distances between two pairs of hyperedges (a neighbor may be hidden) and the connectivity informaare the same, then the selection criterion that was used tion may be inaccurate. Therefore, for such cases only a to select the first hyperedge is used to break the tie. weak arc is formed in the attributed graph of the scene. The order of the vertices is determined by ordering the A match based on a weak arc is subject to confirmation vertices in the hyperedges in terms of the area or degree or rejection based on further evidence. of the vertex. Matching between the two hypergraphs representing the The matching information is encoded in a compatibility scenes is achieved by computing the match between the matrix. The matching between the hyperedges is reprecomponent hyperedges. Hyperedges are matched by sented using the hyperedge compatibility matrix CH, matching the attributed graphs representing the hyper-where the (i, j) entry represents the match (or possibility edges. A vertex is selected from the hyperedge H 1 as the of a match) between the i th hyperedge in the first hyperfirst vertex n 1 and it is matched with the corresponding graph with the j th hyperedge in the second hypergraph. vertex nЈ 1 in the hyperedge HЈ 1 in the second hypergraph. Similarly the vertex compatibility matrix CV represents The unary and the binary constraints are checked to evalu-pairings of vertices. The (i, j) entry gives the match (or ate the match between the hyperedges. Once the hyper-possible match) between the i th vertex of the first hyperedge match has been established, the second set of hyper-graph with the j th vertex in the second hypergraph. The edges are selected. The next hyperedge H 2 is the hyperedge entries of CV correspond to the nodes of the interpretaconnected to H 1 at n 1 . The matching hyperedge in the tion tree. second hypergraph is selected from one of the hyperedges
Step 3 of the matching procedure initializes the compatconnected to HЈ 1 at nЈ 1 . A match for each of the hyperedges ibility matrices (INITIALIZE). Each entry of the hyperconnected to H 1 at n 1 is found. The search then proceeds edge compatibility matrix is initialized to 1 and the to find matches of hyperedges connected to H 1 at other entries of the vertex compatibility matrix are initialized vertices belonging to H 1 . For each hyperedge in the first by considering the unary constraints. Entries correspondhypergraph the corresponding hyperedge in the second ing to compatible pairs are set to 1 and the rest are set hypergraph is considered from a topologically directed set. to 0. A depth first search of the interpretation tree is The procedure goes down the list of all the vertices in the done in a recursive function (FIND-MATCH) and the hypergraphs in a predetermined order. Once a match for level gives the depth of the recursion. The variable level is the level at which the current hypothesized match is in a vertex or hyperedge is found, that vertex or hyperedge bility with all the previous matches (in the matched list), 1.5. Remove-Submatrix-Incompatibilities i.e., all the pairings corresponding to the nodes of the (CV sub , CV) interpretation tree in the same branch as the current hy-1.6. Get-Match-Set (CV sub , track-match) pothesis but above the current node are tested for compati-1.7. Remove-Vertex-Incompatibilities bility with the pairings in the submatrix CV sub . All incom-(CV sub , CV) patibilities in CV sub are removed.
if (Is-Solution (CV)) then
The submatrix CV sub represents many sets of valid pair-1.8.1. Update-Best(CV)
ings. Each branch of the subtree rooted at the current 1.9. else hypothesis node is a valid pairing set. The algorithm inves-1.9.1. level :ϭ level ϩ 1 tigates each set of pairings by keeping track of the sets it 1.9.2. Find-Match(CH, CV) has already tested (track-match), i.e., the branches of the 1.10. CH ǟ CH bak ; CV ǟ CV bak tree, fanning out of the current node, that have been tested 1.11. if (All-Sets-Matched(track-match)) then are marked. Based on the sets already investigated, the 1.11.1. Remove-Entry(CH, level)
next set for matching is extracted in step 1.6. The pairing od set is a set of hypothesized vertex pairings. All entries in end the CV matrix that are incompatible with the vertex pairings are removed in step 1.7. Algorithm 4.2 recursively searches the tree in a depthfirst manner. The function is called at the root of the interAt this point, if the algorithm obtains a solution (a pairing for each vertex in the graphs) or discovers that a match pretation tree (level ϭ 0). The root of the tree corresponds to the first entry in the vertex compatibility matrix. The better than one obtained earlier is not feasible, then the algorithm backtracks to investigate other branches and first nonzero entry in the hyperedge compatibility matrix provides with the first hypothesis, i.e., the hyperedges H 1 obtain a better solution if possible. Step 1.8 checks for this condition and, if a solution is obtained, the current best and HЈ 1 match. The hyperedge pairings are investigated by going down the interpretation tree. The level increases as match is updated. If it is determined that the algorithm does not have to backtrack, then the level is incremented the algorithm moves forward in the tree and decreases when the algorithm backtracks. When all the possible and the search progresses in the forward direction by making a recursive call to FIND-MATCH. The algorithm investibranches are exhausted, the level becomes less than 0. The search continues until there is a possibility of obtaining gates all the branches after the current node and returns to the current node on the way back. If all the possible another match (the while loop in step 1). A hypothesis is generated by selecting an entry from the hyperedge pairings for the component vertices have been exhausted (step 1.11), then it implies that the best possible match compatibility matrix. Step 1.1 selects the levelth nonzero entry from the CH matrix. If the nonzero levelth entry with the current hypothesis has been obtained. The next hypothesis is investigated by removing the current entry exists in CH then the search has exhausted all the possible positive matches along the current branch, so in the restored CH matrix. The search continues and the next time step 1.1 is executed to determine the levelth the algorithm backtracks by decreasing the level (steps 1. 1.1 and 1.1.2) . If, however, the levelth entry exists entry in the CH matrix, the new hypothesis is selected. If, however, it is determined in step 1.11 that all the possible ((row, col) entry in the CH matrix) then the search progresses in the forward direction. The search involves pairings for the component vertices have not been exhausted, then the entry in the restored CH is not removed. updating the compatibility matrices; therefore, to enable backtracking, the matrices are backed up in step 1.2. At This results in step 1.1 selecting the same hypothesis again, and step 1.6 ensures that the next pairing set is investigated each stage, when a match is obtained, it is recorded in a matched list of all matches.
by the algorithm.
Steps 1.5 and 1.7 are used to remove the incompatibilities considers a feature that already has been matched, this reduces the fanout in the tree nodes as the algorithm proof the entries of the vertex compatibility matrix. In step 1.7, a look-forward strategy can be implemented in which gresses deeper into the tree. The hypergraph representation affects the fanout in a more significant manner. In the all possible future hypotheses are checked for compatibility with the current hypothesis. This feature significantly matching procedure, the hypothesis about the hyperedge match is made first and then the match between the vertices prunes the tree and thus reduces the search space. However, the look-forward strategy may turn out to be in the hyperedge is hypothesized. Therefore, at the node of the tree where the hyperedge matching is carried out, computationally expensive if the tree is large and if the probability of a false positive match is high. Therefore, the fanout is large (all the unmatched hyperedges are considered) but in the next s (s ϭ the size of the hyperedge the look-forward strategy is executed only when the total number of vertices in the graph is below a threshold of the first hypergraph) levels of the tree, the fanout is bound by the size of the hyperedge of the second hypernumber. Simple incompatibility tests, such as uniqueness of match, are used in either case to delete the entries graph.
Another reduction in the search space arises from the from the matrix.
Occlusions can cause vertices in the hypergraph to disap-directed search strategy that estimates the best next branch to search. This reduces the average case complexpear. This may cause hyperedges to split up and form new hyperedge sets. This phenomenon is accounted for in the ity, although in the worst case there is no reduction in the search space. Finally, the use of termination criteria, matching algorithm, i.e., a provision has been made to dynamically change the hypergraph. By detecting the oc-and the criteria to abandon a particular branch and backtrack, makes a considerable reduction in the average cluding edges, the locations in the hypergraph where occlusions may occur and modify the hypergraph are identified. case complexity.
The worst case complexity of the largest common subFor this reason, surfaces that are connected by an interfacing occluding edge form a weak arc in the graph representa-graph isomorphism is exponential. The worst case will happen if all the hyperedges detected in the graph have only tion. The algorithm will break the weak arc to form a new hypergraph when breaking the weak arc will give a one vertex (i.e., the hypergraph and the graph representation are exactly the same). The hypergraph representation better match.
When the algorithm determines that the best possible moves the computations in the matching procedure to the construction of the hypergraph. In general, the complexity match that can be obtained by moving down the current branch is smaller than a threshold value, then it backtracks of hypergraph construction (clique detection) is of exponential complexity, however, because of the bound on the without going any further. Termination of the matching procedure occurs if the fraction of surface segments size of the hyperedges, the hypergraph construction algorithm is of polynomial complexity. The heuristics derived matched exceeds a threshold. Once a match has been determined (i.e., the search procedure has reached the leaf node from the topology and the geometry of the graphs only help to reduce the average case complexity and to prune of the tree), the number of positive pairings (i.e., non-wild card pairings) is computed. If this number is less than the branches in the search tree. The goal has been to maximize the use of a priori information and the other the threshold fraction, then the procedure backtracks and searches other branches. At every stage, the best possible sources of information in the search strategy. match is compared with the current best match. If the best possible match is smaller than the current match, then the 4.2. Illustrative Example search along that branch is abandoned and the next branch is investigated.
The algorithm was tried successfully on different types of range image sequences. This section presents an example of a range image sequence and illustrates how the 4. Figure 3 shows the depth maps of two frames in the dures exist to compute the match between graphs, and most of the procedures are related to the constrained tree sequence of range images. The scenes consist of a jumble of three objects. One surface is cylindrical and the rest are search in some form.
In the constrained tree search procedure, the fanout at planar. The camera is moved relative to the scene to obtain the second frame of the sequence. The segmentation algoeach level is the total number of the vertices in the graph. However, in the hypergraph matching strategy introduced rithm was applied to the image data and the results were input to the matching algorithm. The segmented results here, the current status of the match is tracked by using the compatibility matrices. Since the new hypothesis never are shown in Fig. 4 . Notice that this example has only one then the arc in the attributed graph is weak (shown in Fig.  5 with dotted lines) . A match based on a weak arc is a weak match and further evidence is required to confirm the hypothesis.
The algorithm starts by initializing the compatibility ma- After the correspondence between surface segments has been established, the next task is to compute the motion The entries of 1 imply that the unary constrains are satisfied transformation between the two successive frames. Ideally, and a blank implies they are not satisfied. The first hyperthe computation of the motion transform is equivalent to edge pair hypothesized to match is ͕3, 4, 8͖, in the first the computation of the affine transform, because the rigid scene it matches ͕a, b͖. The vertex with the highest degree, motion transform is a special case of the affine transform. 3, is considered as the first vertex. The first vertex pair
In practice, however, as a consequence of noise, parameter hypothesized to match is (3, a). The first set of possible estimation, and measurement errors, it is impossible to pairings, that satisfy the binary constraints with (3, a), in realize the ideal situation. The motion transform space the submatrix is chosen to be ͕(3, a), (4, ૽), (8, ૽)͖. The is a subspace in the space of all affine transforms. The vertex compatibility matrix, after removing all the incomdistinguishing factor is the orthonormality of the rotation patibilities with ͕(3, a), (4, ૽), (8, ૽)͖, is:
transform. If inaccurate data is used in computing the affine transform, the solution obtained need not be a rigid motion transform. In a vision system, it is important to ensure a b c d e f g that the transform is a rigid motion transform because the 1 1 output of the motion transform will be used to carry out 2 some physical task which is likely to fail if the estimated 3 1 transform is not a rigid motion. (For example, in naviga-4 tion, the motion of the robot/target has to be rigid.) 5 1 Local features, such as points and lines, are sensitive to 6 noise and occlusions; therefore, to have a reliable and 7 robust procedure for motion computation, it is more appro-8 priate to use global features, such as surfaces. Since the input data has inaccuracies due to roundoff errors and Note that for this example the total number of vertices is noise in the acquisition process, it is more appropriate to compute the optimal motion transformation that best fits below the threshold, so the look-forward strategy is invoked, which deletes most of the entries in the compatibil-the input data.
Formulating the motion computation task requires deality matrix. The incompatibilities occur because the binary constraints are not satisfied. It can be seen that the best ing with the issues of representation of the motion transformation, representation of the feature, and the use of these possible match with the current hypothesis can match only three surfaces. This is lower than the threshold set for the representations to compute the transformation. These issues are tightly linked, and the complexity and the solvabilminimum number of surfaces to be matched; therefore, the algorithm backtracks. Since the algorithm is at level 0, ity of the problem is completely dependent on them. Also, it is important to consider the uniqueness and the optithe first hypothesized hyperedge match is changed. After another search in which the algorithm backtracks after the mality of the solutions.
In [22] it was shown that some representations of the second level of the tree, the hyperedge ͕3, 4, 8͖ is paired with the hyperedge ͕c, d͖. The vertex pair hypothesized to transformation T have singularities. At such singularities, the motion estimation task fails, so the motion computation match is (3, c) . The first set of pairings of vertices of the two hyperedges that satisfies the binary constraints with algorithm has to account for such situations. The two components of motion, rotation and translation, are repre- (3, c), is ͕(3, c), (4, d), (8, ૽) ͖. The next hyperedge to be considered for match is ͕2, 3͖ because it intersects with the sented separately. The rotation transformation is repre-
Rotation is computed by estimating these row vectors. where R ជ i s are the row vectors of the orthonormal matrix Translation is represented by a vector T ϭ (t 1 t 2 t 3 ) T .
(Eq. 3). The error term to be minimized to compute the translation is 5. 1 
. Motion Transformation for Planar Surfaces
The motion parameters are computed from a sequence
(6) of range images, given the suface correspondences between frames. Before addressing the general case, where any
The reflection transformation satisfies all the constraints general type of surface correspondence is used to compute of the rigid motion transformation, but it does not preserve the motion transformation, the problem is made more tracthe intrinsic properties of the features. The uniqueness of table by restricting the domain to planar surface segments.
the solution can be ensured only if reflections are excluded This assumption results in the set S ϭ ͕(P i , PЈ i )͖ of surface from the solution space. This can be done by either imposcorrespondence to represent pairs of plane surface paraming the constraint of determinant(R) ϭ 1 on the rotation eters.
matrix, or ensuring that the intrinsic properties of the sets The plane is represented by two parameters, the normal of normal vectors are similar. By similar, it is meant that n and the distance to the origin d. Let the two planes P i (n i , the intrinsic properties are close to each other. Since the d i ) and PЈ i (n Ј i , dЈ i ), be related by a motion transformation, scalar triple product of the normals is an intrinsic property, (R, T), then
Since the correspondence computation between surfaces The correspondence computation stage gives the pairings ensures that the intrinsic properties are preserved, no new between (n i , n Ј i ) and (d i , dЈ i ); therefore, Eq. (4) can be constraint has to be imposed in the motion computation used to compute R and T independently.
stage. Some assumptions about the problem and the domain The constraints are incorporated into the equation for have to be made before the problem can be solved. Given e R using Lagrange multipliers. The resulting error funca set of planes ͕(n i , d i )͖, in the first frame, and the corretional is given by sponding set of planes ͕(n Ј i , d Ј i )͖, in the second frame, the following assumptions are made:
1. The only motion observed is rigid motion. No defor-
(8) mation of objects occurs. This assumption restricts the do-
main of possible transformations of the objects in the scene.
2. The scene has at least three surface normals n i s in each frame that are linearly independent. The correspond-where the i and Ȑ i are the Lagrange multipliers and S ជ i ing surface normals in the next frame n Ј i are also detected are constant vectors in terms of the normals. The solution and are linearly independent. This assumption is necessary of the minimization problem requires solving nonlinear to ensure that the motion transformation obtained is equations; therefore, an iterative algorithm is used to arrive unique.
at the solution. The optimal estimate of translation is obtained by minimizing e T in Eq. (6), resulting in a set of In general, the number of planes in the scene is more than three; therefore, a least-squares estimate of the rota-linear equations in terms of the translation parameters.
From the assumption that at least three linearly indepention is obtained from the overdetermined set of equations. The rotation is computed by minimizing equation (5.a), dent planar surfaces exist, it can be shown that the rotation and the translation can be uniquely determined. Since the with the constraint that the rotation matrix is an orthonormal matrix.
rotation matrix, R, is orthogonal, the third row vector can be expressed as the cross product of the first two row J ϭ a 10 . (11) that are linearly independent (i.e., nonparallel planes) are required to compute the rotation uniquely. Therefore, it can be seen that:
If the quadric surface is transformed by a rotation R and THEOREM 5.1. Given two nonparallel vectors in the first a translation T then the points on the quadric are related frame of an image sequence and their corresponding vectors to the transformed points by the equation in the second frame of the sequence, then the rotation about the origin can be determined uniquely.
X new ϭ RX ϩ T.
(12) The translation vector has three components (t 1 , t 2 , t 3 ); therefore, from Eq. (4), to uniquely compute the transla-Also, the quadric before and after motion is given by tion at least three pairs of linearly independent surface normals are required. The net motion transformation can a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 , a 9 , and a 10 are the
c) parameters of the quadric. Equation (9) is written as or this can be rewritten as tion), and it is impossible to guarantee the uniqueness and global optimality of the solution. The proofs can be found in [24] .
The locus of the middle point of a system of parallel chords of a quadric is a plane [24] .
This plane is called the diametral plane. The existence of
a diametral plane is important, but it cannot be used as a feature because it is not unique. The next result is more
important and shows the existence of a unique linear feature.
THEOREM 5.4. All the diametral planes of a quadric have at least one ( finite or infinite) point in common [24] .
a 2 a 6 a 8 a 6 a 3 a 9
ͯ
The final error to be minimized is ϭ ͚ i i , with the constraints of orthonormality on the rotation matrix. The expression (20.d) shows the highly nonlinear nature of the error to be minimized and, further, that the translation and the rotation are not separable. The minimization has and D ϶ 0, then the planes intersect in a single finite point given by to be carried over 12 parameters (9 rotation ϩ 3 transla- 
RESULTS
As a consequence of theorems 5.4 and 5.5, unique linear features can be extracted from the quadrics.
Several experiments were performed with different types of image sequences. The scenes involved partially
Summary of Motion Computation
occluded surfaces and occlusion of surfaces over the image sequence. Here we present results of only two of the experiments (6 to 11). The first example (Figs. 6-8) shows a pair In summary, the procedure to compute the motion transformation from planar surface correspondences, S ϭ ͕(P i , of range images that vary by a translation along the x direction. In the second frame of the sequence, surfaces PЈ i )͖, is divided into two minimization procedures. The first minimization gives the estimate for rotation, and the sec-not visible in the first frame are detected. The segmentation results are shown in Fig. 7 . There are some errors in segond minimization estimates the translation. The minimization for rotation is a constrained minimization, where the mentation, e.g., the regions 2 and 5 in the first frame are merged in the second frame into one region, d. The errors constraint is the orthonormality of the rotation matrix. The solution to the minimization is guaranteed to result in an in segmentation and the appearance of new surfaces cause a difference in the two scene graphs shown in Fig. 8 . The optimal and unique estimate for the rotation transformation. Similarly translation is computed by solving Eq. (6), graph and the edge information is used to arrive at the hypergraph representations of the two frames (Fig. 8) . The resulting in unique and optimal translation estimates.
The computation of motion from quadric surface corre-matching algorithm pairs the surfaces in the two frames and the results are presented in Table 1 . The matches are spondences does not simplify into separable expressions for rotation and translation. The minimization, in terms used by the motion computation stage to compute the motion transformation between the two frames. The actual of the quadric parameters, is nonlinear, and there is no guarantee of a unique and optimal solution. Motion com-motion transformation and the computed motion transformation is given in Table 2 . putation from quadric surface correspondences is simplified to the planar case by extracting linear features from
The second example (Figs. 9-11 , Tables 3 and 4) , illustrates the procedure for a rotation about the z-axis and the quadric surfaces and then using the linear features to compute the motion transformation.
translations along the x and the y directions.
SUMMARY AND CONCLUSIONS
Motion estimation from a sequence of images is a common task in many areas of computer vision research, and a large body of work has been published on the computation of motion from sequences of two-dimensional images. Little work has been done using sequences of three-dimensional images, such as dense range images, however, and the work presented aims to fill this crucial gap. Because 3-D images provide information on the structure of the scene and its objects, whereas 2-D images require that the structure be computed, 3-D (range) image sequences are clearly advantageous. This paper presents a general methodology for estimating rigid motion parameters from a sequence of range data using planar and quadric surfaces as the features.
Estimating the motion transformation over a sequence of range images involves solving the three subproblems of (1) segmenting the range images in each frame and extracting the key features, (2) establishing correspondence of the key features between frames (matching), and (3) computing motion using these feature correspondences. Each subproblem is solved using planar and quadric surfaces as the key features.
The use of surfaces as key features makes the methodology robust to data errors intrinsic in the acquisition and estimation of range information. Local features, such as lines and points, are quite sensitive to noise and thus will not yield accurate results for motion computation. Using global features like surfaces, on the other hand, tends to smooth out the errors in each individual point. Also, since the 3-D data acquisition systems usually sense the surfaces of the objects in the scene, they are a natural choice for the key features to be used in the motion estimation task. The tasks of feature extraction and feature correspondence   TABLE 4  TABLE 3 Example 2: Rotation and Translation Estimates Example 2: Surface Pairings Computed by the Hypergraph Isomorphism Algorithm graph representation of the range images. The hierarchical representation of hypergraphs significantly reduces the search space and facilitates the encoding of topological and geometrical information. In addition to the topological and geometrical information obtained from the scene, the search process also uses a priori knowledge of the scene obtained from the physics of the laser scanning process used to produce the range images. Using this additional information reduces the compelxity of the matching procedure by pruning the search space. The solution is robust and accounts for errors in segmentation, occlusions of surfaces, and noise in the data. By using the topological information to guide the search procedure, the average case complexity of the algorithm is reduced significantly. also become simpler when surfaces are used instead of local features. In the first stage, segmentation, the range images are processed by using the pyramidal segmentation scheme developed in [23] . The partitioned images are used to compute the surface features in each range image. The next task, establishing correspondence between the image features in different frames of the sequence, is very different from finding correspondence between a model and an object description. In model-to-scene correspondence problems the model provides a complete description of the object, while in scene-to-scene correspondence problems, such as the case of a sequence of range images, both descriptions of the scene are incomplete.
This paper presents a new approach to compute the correspondences between surface segments in a sequence   FIG. 11 . Example 2, the hypergraphs generated from the graphs of the range images.
of range images. Fundamental to the approach is a hyper-
