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РЕФЕРАТ 
 
 
Тема бакалаврської роботи: «Моделі оцінки і оптимізації діяльності 
операторів систем обробки інформації і управління». 
Пояснювальна записка містить вступ, 4 розділи, висновки, додатки та 
список літератури, включає 112 сторінок, 9 таблиць, 36 ілюстрацій, 33 джерела. 
В першому розділі наведений аналіз методів моделювання людини-
оператора в автоматизованих системах управління та обрано метод, який є 
основою для побудови моделей. Крім того, формулюються мета, задачі та 
обираються засоби реалізації. 
Другий розділ призначений для опису процесу розробки математичних 
моделей. В даному розділі будуються контекстна і дочірня діаграми методології 
IDEF0. 
Третій розділ включає в себе розробку принципів моделювання та 
створення моделей для типових функціональним структур з урахуванням 
можливості виникнення і усунення помилок різних типів. Створюється 
оптимізаційна модель, яка дозволяє обрати найкращий варіант виконання операції 
з мінімальною кількістю збитків та обмеженістю в часі. 
У четвертому розділі проводиться комп’ютерне моделювання на прикладі 
функціональної структури та обирається оптимальний варіант її виконання. 
Результатом проведеної роботи є розроблені математичні моделі і 
інформаційна технологія для моделювання надійності людино-машинної 
взаємодії в автоматизованих системах управління з урахуванням можливості 
виникнення і усунення помилок різних типів. 
Ключові слова: автоматизована система, ергономіка, людина-оператор, 
функціональна структура, надійність, оптимізація. 
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ВСТУП 
 
 
Актуальність. Від 50 до 80% аварій в автоматизованих системах 
управління пов’язані з проблемою так званого «людського фактору». Існує велика 
кількість моделей оцінювання оптимізації людино-машинної взаємодії в АСУ, 
але, на жаль, ці моделі орієнтовані на урахування можливості виникнення 
помилок лише одного типу. В зв’язку з можливістю в реальних системах 
наявності різноманітних помилок існує гостра необхідність розробки моделей та 
інформаційної технології оцінювання надійності людино-машинної взаємодії в 
АСУ з урахуванням можливості виникнення і усунення помилок різних типів. 
Об’єкт дослідження. Людино-машинна взаємодія в АСУ. 
Предмет дослідження. Оцінювання надійності людино-машинної взаємодії 
з урахуванням помилок різних типів. 
Мета: Розробити математичні моделі і інформаційну технологію для 
моделювання надійності людино-машинної взаємодії в АСУ з урахуванням 
можливості виникнення і усунення помилок різних типів. 
Публікації. За матеріалами дослідження опубліковані 4 наукові роботи. 
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листопада 2017р. 
 Науково-практична конференція «Цифрові технології в освіті, науці, 
суспільстві», м Петрозаводськ, 30 листопада 2017р. 
 Науково-практична конференція «Цифрові технології в освіті, науці, 
суспільстві», м Петрозаводськ, 6 грудня 2018р. 
Впровадження. Результати впроваджено: 
- у навчальний процес Сумського державного університету 
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1. АНАЛІЗ МЕТОДІВ МОДЕЛЮВАННЯ ЛЮДИНИ-ОПЕРАТОРА В 
АВТОМАТИЗОВАНИХ СИСТЕМАХ І ПОСТАНОВКА ЗАДАЧІ 
 
1.1. Методи опису і оцінки процесів людино-машинної взаємодії 
 
 
У зв’язку з бурхливим розвитком автоматизованих систем збільшуються 
ризики і збитки від помилок людини-оператора [1-5]. Сьогодні велика кількість 
наук займаєтьтся описом людинно-машинних систем (ЛМС), які враховують 
поняття «людського фактору» [6-10]. Наступні формальні системи описують 
процеси функціонування ЛМС [11-14]: 
 логічні системи, такі як мережі Петрі, формальні граматики і ін.; 
 алгебраїчні системи, такі як напівмарковські мережі обслуговування, 
марковські і напівмарковські процеси та ін.;  
 мовно-алгебраїчні системи, такі як GERT, мережі передування, 
функціональні мережі, PERT, MKП мережі. 
Процес функціонування послідовної алгоритмічної системи за допомогою 
формальних граматик і відповідних їм автоматів (кінцевих автоматів, машини 
Тьюринга, лінійно-обмежених автоматів) може бути описаний як процес зміни 
станів в залежності від зовнішніх впливів. 
Для того, щоб описати системи, в яких є паралельно функціонуючі і 
асинхронно взаємодіючі елементи, використовуються Мережі Петрі [15]. Щоб 
спроектувати дискретні системи, в яких використовується паралелізм, за 
допомогою даного апарату вирішуються завдання «якісного» характеру. До таких 
завдань відносяться: спрощення системи без порушення її загального 
функціонування, виявлення потенційно вузьких місць і аварійних ситуацій 
(взаємне блокування процесів). 
Послідовні алгоритмічні системи можуть бути описані за допомогою 
алгоритмічних моделей (алгоритмічної алгебри Глушкова, граф-схем алгоритмів, 
10 
схем Янова, логічних схем алгоритмів) [11,16], але вони не можуть бути 
використані при описі систем з паралельно функціонуючими елементами. 
Структурно-алгоритмічний метод аналізу і синтезу діяльності професора 
Суходольського Г.В. [18] дозволяє синтезувати узагальнену модель 
індивідуальної і колективної діяльності у вигляді абстрактного графа діяльності, 
що має вигляд стохастичного мультиграфа. Процедура синтезу передбачає 
елементи формалізації шляхом представлення графів кожної реалізації в 
матричній формі. Дозволяє здійснювати раціоналізацію панелей пульта 
управління і вирішувати інші завдання ергономічного проектування. До обмежень 
методу відносяться орієнтація на формалізацію тільки дій людини, а не всього 
процесу функціонування системи, а також відсутність можливості опису 
паралельних процесів. 
Методи теорії ситуаційного управління [19], призначені для опису процесів 
функціонування складних систем на семантичному рівні, дозволяють описувати 
також процеси прийняття рішень. 
У всіх перерахованих вище методах не можна кількісно оцінити показники 
функціонування ЕТС, що є значним недоліком. 
Функціональна мережа (ФМ) використовується в узагальненому 
структурному методі, який є основою функціонально-структурної теорії (ФСТ), в 
якості апарата для опису алгоритмів функціонування [20]. Крім того, що ФМ 
може описувати процеси виконання, вона може бути використана при описі 
процесів прийняття рішень. Порівнюючи з мережевими методами, процес 
функціонування в апараті ФМ може бути представлений не тільки графом подій, а 
і графом робіт: операції – це вершини орграфа, а дуги - відносини між 
операціями. 
В апараті ФМ для того, щоб описати алгоритми функціонування (АФ), 
застосовуються типові функціональні одиниці (ТФО). До них входять 
функціонери, які описують реальні дії та операції, і композіціонери (фіктивні 
операції), які є необхідними для того, щоб встановити логіко-функціональні 
зв'язки між функціонерами. 
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Введення в алфавіт апарату ФМ операцій контролю функціонування і 
працездатності дозволяє, на відміну від інших мережевих методів, моделювати 
процеси втрати стійкості процесу функціонування через помилки і відмови. ФМ 
можуть описувати циклічні процеси, петлі, як з обмеженням на число повторень, 
так і без них. Логіка виконання паралельних операцій ширше, ніж в GERT, і 
дозволяє реалізувати функції алгебри логіки « І», «АБО-вкл.», «АБО- викл» як по 
входу, так і по виходу паралельної структури. Для проведення кількісної оцінки 
показників якості і надійності функціонування в апараті ФС отриманий набір 
аналітичних виразів для найпоширених структур, так званих типових 
функціональних структур (ТФС), що спрощує процедуру оцінки ФМ. 
Номенклатура описуваних показників в апараті ФМ включає цілий ряд системних 
показників, що характеризують, крім тимчасових, також надійнісні і ресурсно-
вартісні показники. 
У роботах Лаврова Є.А. розроблені моделі для оцінки якості виконання 
алгоритмів функціонування при різних варіантах організації, а також поставлено і 
вирішено комплекс оптимізаційних завдань ергономічного проектування [21-27]. 
Порівняльний аналіз методів опису і оцінки процесів функціонування ЛМС 
наведено в додатку В. 
Розрахунок якості, ефективності і надійності ергатичних систем (систем 
«людина -техніка») проводиться з метою оцінки рівня якості, ефективності і 
надійності системи за допомогою обчислення кількісних значень показників, 
обраних або встановлених для даного типу системи. 
Значення показників якості, ефективності і надійності ергатичних системи, 
які попередньо обчислювалися, можуть застосовуватись: 
 для того, щоб перевірити, чи відповідає рівень якості, ефективності і 
надійності проектованої системи нормам; 
 для того, щоб оцінити вплив ергатичних ланок на якість, ефективність і 
надійність системи в загалі; 
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 для того, щоб оцінити, чи доцільно вводити організаційно-технічні заходи 
для підвищення якості, ефективності, надійності ергатичних ланок або 
системи в загалі; 
 для того, щоб обгрунтовано вибрати організаційно-технічну структуру 
ергатичної системи і інші завдання ергономічного проектування; 
 в якості одної зі складових для обчислення показників якості, 
ефективності і надійності системи, яка містить розглянуту ергатичну 
систему. 
Розроблені в функціонально-структурній теорії професора Губинського А.І. 
[20,28] методики оцінки показників ефективності, якості і надійності є 
універсальними для широкого класу ергатичних систем, що допускають опис їх 
функціонування у вигляді дискретних кінцевих алгоритмів, відповідних схем 
алгоритмів. При цьому єдиним алгоритмом описується функціонування 
ергатичних системи в цілому, тобто діяльність фахівця або групи фахівців і 
операції, що виконуються технічними засобами (ЕОМ та ін.). [29] 
Математичними моделями цього класу систем є стохастичні мережі з 
петлями і циклами (поглинаючі напівмарковських ланцюги з довільними 
законами розподілу часу між переходами). 
Подання алгоритмів здійснюється у вигляді сукупності спеціально введених 
типових функціональних одиниць (ТФО), що складають основу алгоритмічної 
мови типових структур (АМТС). Перелік основних ТФО наведені в додатку Г. 
Обчислення показників ефективності, якості і надійності проводиться за 
допомогою формул, наведених для комбінацій, які зустрічаються найбільш часто. 
[29] 
Показники якості функціонування (час виконання функції і ін.) і показники 
функціональної надійності (ймовірність безпомилкового виконання функції, 
ймовірність своєчасного виконання функції) обчислюються для кожної функції 
(цілі, завдання, операції) ергатичної системи. Показники ефективності (дохід від 
виконання функції і ін.) - як для окремої функції, так і для ергатичної системи в 
цілому. [29] 
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Для того, щоб оцінити показники якості, ефективності і надійності 
ергатичних систем необхідно врахувати 3 групи показників. 
Група результуючих показників представляє результат розрахунку і 
служить оціночною для ергатичної системи для окремої функції або в цілому: 
  - ймовірність виконання функції без помилки; 
  - ймовірність виконання функції своєчасно; 
  - ймовірність виконання функції без помилки і своєчасно; 
Т – час на виконання функції; 
U - дохід, який отримано від виконання функції; 
Група вихідних показників відповідає конкретній першій операції, яка 
включається в склад функції. На їх основі обчислюються результуючі показники. 
Вихідні показники призначаються експериментально. 
i  - ймовірність того, що i-а операція буде виконана без помилки (з 
помилкою); 
i - час, за який виконується i-а операція; 
ir - дохід, який отримано при виконанні i-ї операції. 
Група проміжних показників утворюється при розрахунку показників для 
типових груп операцій (типових функціональних структур) за допомогою редукції 
[12,30,31]: 
S - еквівалентна ймовірність виконання без помилки (з помилкою), що 
відноситься до типової функціональної структури (ТФС); 
ST - еквівалентний час, за який виконується типова функціональна структура; 
SU - еквівалентний дохід, який отримано при виконанні типової 
функціональної структури. 
Для розрахунку ТФС, в яких є цикли (повторення однієї або більше 
операцій, які містяться в типовій функціональній структурі), необхідно ввести ряд 
їх змін: 
а) накопичені ймовірності – у тому випадку, якщо кількість циклів фіксована 
[дорівнює l незалежно від результатів кожного циклу: ST  (l), S  (l), SU (l)]; 
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б) фінальні ймовірності (випадки «а» при l= S:)  ( ), ST ( ), SU ( ) 
в) середні від циклів ймовірності – у тому випадку, якщо гранична кількість 
циклів обмежена (дорівнює m), а закінчення повторення трапляється при 1-ому 
виході, яке визнане вдалим: M[ SU (m)] і D[ SU (m)], M[ ST (m)], і D[ ST (m)],             
M[ S (m)] і D[ S (m)]. ТФС наведені в додатку Д. 
 
1.2. Методологія розробки математичних моделей для типових 
функціональних структур людино-машинної взаємодії 
 
Для того, щоб отримати кінцевий набір формул для безлічі ТФС необхідно 
виконати процедуру переходу від "графа робіт ", відповідного ТФС, до "графу 
подій" [13,28] (рис. 1.1). Поглинаючі вершини, які відповідають станам, є 
вершини "1" і "2", де "1" відповідає виконанню алгоритму функціонування (АФ) 
без помилки, "2" - виконанню АФ з помилкою, "4" і "5" є проміжними 
вершинами. [29] 
 
 
Рисунок 1.1 – ТФС «Робоча – контроль функціонування ». Граф робіт (а), 
граф подій (б). 
 
Для того, щоб мати можливість надалі розвинути модель на випадок 
врахування можливості помилок різних типів, необхідно розглянути цю 
технологію, яка розроблена для випадку бінарних моделей помилок. [13, 28, 29] 
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За допомогою імовірнісного графа G(X, Z), в якому вершини – це події 
початку і закінчення виконуваних операцій, а дуги відповідають можливим 
переходам (Z - множина дуг), може бути побудована модель оцінки АФ людино-
машиних систем. 
Для виконання завдання аналізу алгоритму функціонування ЛМС, заданого 
на імовірнісному графі G(X, Z), необхідно зробити перетворення типу: 
 
G(X,   Z) → G(X∗,  Z∗), 
 
де G(X∗, Z∗) - це збільшений імовірнісний граф, де немає проміжних вершин; 
ваги дуг, які спрямовані з початкової вершини, що відповідає прийняттю рішення 
про початок процесу функціонування, в поглинаючі вершини, представлені у 
вигляді функціональних залежностей від ваг дуг вихідного графа G(X, Z), що дає 
можливість обчислювати витрати і ймовірності, які пов'язані з переходами з 
початкової в поглинаючі вершини. [29] 
Поняття Н-функції є основою для використання методу збільшення 
імовірнісних графів [13,32].  Введемо, що імовірнісний граф – це G(X, Z). 
Значення ненульової ймовірності pij переходу i→j, яка є рівнем виконання деякого 
елемента процесу функціонування правильно (без помилки), ставиться для кожної 
дуги імовірнісного графа. Для всіх i є X виконується рівність 1
j
ijp . Випадкова 
величина tij витрат (час, вартість), пов'язана з переходом i→j, ставиться у 
відповідність кожній дузі (i, j) є Z. Величина tij має функцію розподілу Fij(t) з 
щільністю fij(t), математичне очікування Мij і дисперсію Dij. Випадкові величини 
tij приймаються незалежними для всіх дуг (i, j) є Z. [29] 
Н-функція дуги (i, j) є Z – це величина, що визначається таким чином: 
 
Hij(S) = pijL[Fij(t)],     (1) 
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де L - умовне позначення для застосування оператора Лапласа до функції 
розподілу Fij(t): 
 
L[Fij(t)] = )(
0
tdFe ij
st


  
 
На основі Н-функції, отримуємо 
 
 pij = Hij (s) | s=0 ;    (2) 
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де L-1 - умовне позначення для зворотного перетворення Лапласа. 
Зокрема, на рисунку 1.2,а,б,в зображена схема зменшення розмірності графа 
для графу робіт, якій зображений на рис. 1.1 і графу подій - на рис. 1.1,б, та якому 
відповідає типова функціональна структура "робоча - контроль функціонування", 
в якій немає обмежень на допустиму кількість циклів контролю m = ∞. [29] 
За рахунок транзитивних вершин 4 і 5, при видаленні яких утворюються 
однорідні петлі при вершині 3 (рис. 1.2,а,б), може бути скорочена розмірність 
графа (рис. 1.1,б).  
Збільшений граф, який не містить проміжних вершин (рис. 1.2,в), 
отримаємо після видалення необмежених петель при вершині 3. [29] 
Нижче показані вирази для Н-функцій початкового і еквівалентних графів. 
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Рисунок 1.2 – Схема зменшення розмірності графа (для ТФС рис. 1.1). 
 
Алгебра Н-функцій складається з правил, за допомогою яких можна знайти 
Н-функцію дуг збільшеного графа G(X*, Z*) використовуючи Н-функції дуг 
початкового графа G(X, Z). Крім того, розглядаються правила для щільності 
розподілів витрат ресурсів, їх математичних очікувань і ймовірностей [29] .До 
алгебри Н–функцій входять три основні правила еквівалентних замін в 
імовірнісному графі [13,32], які випливають з наступних тверджень:  
 
 
Рисунок 1.3 – Об'єднання послідовних (а) і паралельних дуг (б) 
 
Твердження 1. Правило об'єднання послідовних дуг (рис. 1.3, а). Фрагмент 
імовірнісного графа, що складається з двох послідовних дуг, може бути замінений 
однією еквівалентною дугою, ваги якої обчислюються за формулами: 
 
  Hi j(s) = Hi k(s) * Hk j(s);  
  pi j = pi k*pk j ;    
 Mi j=Mi k + Mk j .    
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Твердження 2. Правило видалення паралельних дуг (рис. 1.3, б). Фрагмент 
імовірнісного графа, що складається з двох паралельних дуг, може бути замінений 
однією еквівалентної дугою, ваги якої обчислюються за формулами: 
 
       Hi j(s) = H'i j(s) + H"i j(s);  
pi j = p'i j +  p"i j ;   
"'
""''
ijij
ijijijij
ij
pp
MpMp
M


 . 
 
 
Рисунок 1.4 – Видалення кінцевої дуги – петлі 
 
Твердження 3. Правило видалення кінцевої дуги-петлі (рис. 1.4). Фрагмент 
імовірнісного графа, що містить кінцеву дугу-петлю з обмеженням m на число 
циклів, є еквівалентним графу, в якому дуга - петля (i, i) замінена дугою (i, u) в 
додатково введену поглинаючу вершину. Обчислення ваг дуг здійснюється за 
формулами: 
 
H'i j =Hi j(s)(1-[Hi i(s)]
m
)/(1-Hi i(s));  
Hi u(s) = [Hi i(s)]
m
;  
p
'
i j = pi j (1- (pi i)
m
)/(1- pi i);  
p'i u = (pi i)
m
; 
M'i j = Mi j + pi iMi i[1/(1-pi i)-m(pi i)
m-1
/(1-(pi i)
m
)];  
M'i u = mMi j. 
19 
В обчисленнях, що стосуються тверджень 1, 2 і 3, формули для ймовірності 
переходу pij, математичного очікування Mij можна замінити на зазначені вище 
формули (2) і (3), відповідно. 
На рисунку 1.1,б зображено імовірнісний граф ТФС "робоча - контроль 
функціонування" без обмеження на допустиму кількість циклів контролю, для 
якого матриця Н-функцій має такий вигляд [29]: 
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Відповідно до формули (1) були отримані вирази для Н-функцій: 
 
H34=L[B
1
FP(t)] 
H43=[K
10
FK(t)] 
H53=L[K
00
FK(t)] 
H35=L[B
0
FP(t)] 
H41=L[K
11
FK(t)] 
H52=L[K
01
FK(t)] 
 
Тут B1(B0) – це ймовірність виконання робочої операції без помилки (з 
помилкою); Kij - ймовірності ідентифікації контролем результату роботи як j за 
умови, що фактичний результат i; FP(t), FK(t), - закони розподілу часу на 
виконання робочої операції і контроль функціонування відповідно. [29] 
Видалення вершини 5 і створення обмеженої однорідної петлі при вершині 
3 (рис. 1.2, а) перетворює матрицю до виду: 
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При видаленні вершини 4 (рис. 1.2,б) матриця Н-функцій набуває вигляду: 
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Відповідно до правила 8 Н-функції графа, який зображеного на рис. 1.2,в, 
визначаються за формулами: 
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Ймовірні характеристики структури визначаються шляхом підстановки 
параметра Н-функції s = 0 на основі отриманих підсумкових Н-функцій і формул 
(2), (3), (4). [29] 
 
1.3. Мета та задачі 
 
У ході виконання роботи було поставлено задачу розроблення моделей для 
оцінювання і оптимізації надійності людино-машинної взаємодії з урахуванням 
помилок різних типів. 
Метою є розробка математичних моделей і інформаційної технології для 
моделювання надійності людино-машинної взаємодії в автоматизованих системах 
управління з урахуванням можливості виникнення і усунення помилок різних 
типів.  
Початкові роботи з аналізу предметної області дали змогу сформувати 
основні задачі проекту: 
 планування робіт проекту; 
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 вибір типових функціональних структур (ТФС); 
 розроблення принципів моделювання, які враховують помилки різних 
типів; 
 розроблення моделей для кожної ТФС; 
 розроблення оптимізаційної моделі вибору найкращого варіанту; 
 комп’ютерене моделювання процесів виникнення і усунення помилок 
різних типів. 
 
1.4. Вибір засобів реалізації 
 
Для розрахунку ймовірнісних характеристик та візуалізації результатів 
використовуються програма Microsoft Excel 2010. 
Microsoft Excel - це прикладна програма, що входить в Microsoft Office. 
Excel призначена для обробки інформації за допомогою електронних таблиць. 
Електронна таблиця - зручний інструмент для вирішення планово - фінансових, 
бухгалтерських та інженерних задач. 
В програмі Excel можна зберігати наступні типи даних: 
 цифри 
 текст 
 дату і час 
 логічні значення 
 формули 
За допомогою Microsoft Excel можна проводити різні обчислення 
використовуючи формули і функції, вбудовані в Excel; будувати діаграми; 
оброблювати дані; вирішувати задачі оптимізації; робити статистичний аналіз 
даних.  
Для візуалізації даних у програмі Excel використовуються умовні формати, 
зведені таблиці, графіки з простих, стовпчастих та кругових діаграм.   
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2. МОДЕЛЮВАННЯ ПРОЦЕСУ РОЗРОБКИ МАТЕМАТИЧНИХ 
МОДЕЛЕЙ 
 
 
Для демонстрації основного процесу розроблення моделей оцінки і 
оптимізації діяльності операторів систем обробки інформації і управління була 
створена діаграма IDEF0. 
Моделювання процесу починається з побудови контекстної діаграми. На цій 
діаграмі відображено лише один блок – головна функція. Метою даного завдання 
є створити моделі, які дозволяють оцінити і оптимізувати діяльність операторів, - 
це і є основна функція. Для створення моделей необхідно мати методологію 
розробки моделей для типових функціональних структур, де враховуються 
помилки одного типу; типові функціональні структури та характеристики кожної 
функціональної одиниці. Процес контролює технічне завдання, керівник та 
структурно-функціональна теорія професора Губінського. Для виконання задачі 
використовується технічне та програмне забезпечення. При завершенні 
отримуємо математичні моделі та розраховані характеристики функціональної 
структури. Контекстна діаграма зображена на рисунку 2.1. 
 
 
Рисунок 2.1 – Контекстна діаграма 
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Контекстна діаграма піддається деталізації на іншу діаграму. Отримана 
діаграма другого рівня містить функціональні блоки, що відображають головні 
підфункції функціонального блоку контекстної діаграми, і називається дочірньої 
по відношенню до нього.  
Спочатку необхідно розробити принципи моделювання, що враховують 
помилки різних типів. Вхідною інформацією є методологія розробки моделей, що 
враховують помилки одного типу. Вихідними даними є створенні принципи 
моделювання. Даний процес контролює технічне завдання, структурно-
функціональна теорія професора Губінського та керівник. 
Наступним етапом є розроблення математичних моделей для обраних ТФС. 
Вихідними даними будуть створені моделі для обраних ТФС. Процес контролює 
розроблені раніше принципи моделювання, технічне завдання, структурно-
функціональна теорія професора Губінського та керівник. 
Далі необхідно розробити інформаційну технологію, яка б дозволила 
розрахувати характеристики складної функціональної структури, що складається з 
декількох типових. Для цього необхідно мати на вході ТФС та створені раніше 
математичні моделі. Процес контролює технічне завдання, структурно-
функціональна теорія професора Губінського та керівник. 
Останнім етапом є проведення комп’ютерного моделювання, яке дозволить 
розрахувати числові характеристики за конкретним прикладом. Для цього 
необхідно мати наступні вхідні дані: ТФС, числові характеристики кожної 
функціональної одиниці та інформаційну технологію. Процес контролює технічне 
завдання та керівник.  
Для реалізації кожного етапу необхідне технічне та програмне 
забезпечення. 
На рисунку 2.2 показана дочірня діаграми з усіма підфункціями. 
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Рисунок 2.2 – Дочірня діаграма 
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3. РОЗРОБКА МОДЕЛЕЙ І ІНФОРМАЦІЙНОЇ ТЕХНОЛОГІЇ ДЛЯ 
ОЦІНЮВАННЯ НАДІЙНОСТІ ОПЕРАТОРСЬКОЇ ДІЯЛЬНОСТІ З 
УРАХУВАННЯМ ПОМИЛОК РІЗНИХ ТИПІВ 
 
3.1. Розробка принципів моделювання  
 
 
Cформулюємо ряд методологічних принципів, які є основою для методиці 
застосування Н-функцій для збільшення ймовірнісних графів ТФС, що 
враховують помилки різних типів, звертаючи увагу на досвід застосування 
функціонально-структурної теорії (ФСТ). [29] 
Принцип багатовимірності функціональної мережі. При виконанні АФ 
можуть вноситися, виявлятися і усуватися помилки різних типів. [29] 
Принцип множинності результатів реалізації функції ФСТ. Результат 
виконання функції може мати N-арні наслідки (N>=2), де N – визначається 
кінцевим числом помітних станів наслідків виконання функції, які є необхідними 
для вирішення моделюємого завдання. [29] 
Принцип збільшення кількості поглинаючих вершин. На кількість 
поглинаючих вершин імовірнісного графа, який відповідає ТФС, впливає 
кількість різних типів помилок, що вносяться, виявляються і усуваються. На 
відміну від функціональних мереж, в яких оцінка якості ведеться за бінарним 
принципом: "немає помилок - є помилки" і, відповідно, імовірнісний граф має дві 
поглинаючі вершини, для багатовимірних функціональних мереж імовірнісні 
графи типових функціональних структур мають N = 2n поглинаючих вершин. Тут 
n- кількість різних типів помилок. [29] 
Після того, як побудований імовірнісний граф, відповідної ТФС, алгоритм 
збільшення цього графа з використанням правил збільшення моделей [13] буде 
складатися з наступних кроків: 
1. Початок. 
2. Перевірити умову "Початкових вершин більше однієї? ". Якщо "Так", то 
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перейти на крок 3, інакше перейти на крок 6. 
3. Перевірити умову "Чи припустимо об'єднання початкових вершин? ". 
Якщо "Так", то перейти на крок 4, інакше перейти на крок 6. 
4. Об'єднати вершини за правилом 1. 
5. Перейти на крок 2. 
6. Перевірити умову "Чи є поглинаючі вершини, що допускають 
об'єднання?". Якщо так, то перейти на крок 7, інакше перейти на крок 9. 
7. Об'єднати поглинаючі вершини за правилом 3. 
8. Перейти на крок 6. 
9. Перевірити умову "Чи є паралельні дуги?". Якщо "Так", то перейти на 
крок 10, інакше перейти на крок 12 
10. Об'єднати паралельні дуги за правилом 2. 
11. Перейти на крок 9. 
12. Перевірити умову "Чи є транзитивні вершини?". Якщо "Так", то перейти 
на крок 13, інакше перейти на крок 15. 
13. Видалити транзитивні вершини за правилом 4 і 5. 
14. Перейти на крок 12. 
15. Перевірити умову "Чи є рекурентні вершини?". Якщо "Так", то перейти 
на крок 16, інакше перейти на крок 21. 
16. Перевірити умову "Чи є обмеження на число циклів? ". Якщо "Так", то 
перейти на крок 17, інакше перейти на крок 19. 
17. Видалити рекурентні вершини за правилами 6 і 7. 
18. Перейти на крок 6. 
19. Видалити рекурентні вершини за правилом 8. 
20. Перейти на крок 15. 
21. Кінець. 
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3.2. Розробка моделей для типових функціональних структур  
 
3.2.1. Модель оцінки надійності діяльності оператора для типової 
функціональної структури «Робоча операція з контролем функціонування»  
 
 
Розглянемо алгоритм функціонування, в якому вносяться, виявляються і 
усуваються помилки двох типів. Візьмемо ТФС "робоча - контроль 
функціонування" без обмеження на допустиму кількість m циклів контролю 
(тобто m = ∞), схема зменшення розмірності графа і зміни матриць Н-функцій, 
для якої бінарні результати операцій розглянуті в п.1.2. Граф-схема зазначеної 
ТФС зображена на рис. 1.1,а. Для побудови математичної моделі позначимо події, 
пов'язані з виконанням операцій, що входять в ТФС [29]: 
1) закінчення виконання структури з безпомилковим результатом по першій 
і другій помилці; 
2) закінчення виконання структури з безпомилковим результатом по першій 
і помилковим результатом по другій помилці; 
3) закінчення виконання структури з помилковим результатом по першій і 
безпомилковим результатом по другій помилці; 
4) закінчення виконання структури з помилковим результатом по першій і 
помилковим результатом по другій помилці; 
5) початок виконання структури; 
6) закінчення виконання робочої операції з безпомилковим результатом по 
першій і другій помилці і перехід до операції контролю; 
7) закінчення виконання робочої операції з безпомилковим результатом по 
першій і помилковим результатом по другій помилці і перехід до операції 
контролю; 
8) закінчення виконання робочої операції з помилковим результатом по 
першій і безпомилковим результатом по другій помилці і перехід до операції 
контролю; 
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9) закінчення виконання робочої операції з помилковим результатом по 
першій і другій помилці і перехід до операції контролю. 
Імовірнісний граф даної структури показаний на рис. 3.1. Вершини графа 
відповідають зазначеним вище подіям. На рис. 3.2,а,б зображені фрагменти 
вихідного імовірнісного графа, що відображають результати операції контролю 
(повернення на робочу операцію). Замінимо ці фрагменти графа на рис. 3.1 на 
еквівалентні дуги з Н-функціями Н65, Н75, Н85 і Н95, відповідно. Н-функції дуг 
графа, відповідно до формули (1), мають вигляд [29]: 
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Рисунок 3.1 - Імовірнісний граф ТФС "робоча - контроль функціонування" 
без обмеження на допустиму кількість m циклів контролю 
(6) 
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1) - ймовірність виконання робочої операції без помилки (з 
помилкою) першого типу; 
B
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2) - ймовірність виконання робочої операції без помилки (з 
помилкою) другого типу; 
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K
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1(2) - ймовірність ідентифікації контролем результату роботи робочої 
операції без першої (другої) помилки за умови, що фактично вона виконана без 
першої (другої) помилки; 
 
 
Рисунок 3.2 - Фрагменти імовірнісного графа, що відображають результати 
операції контролю 
 
K
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1(2) - ймовірність ідентифікації контролем результату роботи робочої 
операції з першою (другою) помилкою за умови, що фактично вона виконана без 
першої (другої) помилки; 
(7) 
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операції з першою (другою) помилкою за умови, що фактично вона виконана з 
першою (другою) помилкою; 
K
01
1(2) - ймовірність ідентифікації контролем результату роботи робочої 
операції без першої (другої) помилки за умови, що фактично вона виконана з 
першою (другою) помилкою; 
 
K
11
1(2) + K
10
1(2) = 1; K
00
1(2) + K
01
1(2) = 1; 
 
Fp(t), Fk(t) - закони розподілу часу на виконання робочої операції і контроль 
функціонування, відповідно. 
Матриця Н-функцій графа, зображеного на рисунку 3.2, має вигляд [29]: 
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Розмірність матриці і графа може бути скорочена за рахунок транзитивних 
вершин 6, 7, 8 і 9. При видаленні вершини 9 в графі утворюється необмежена     
(m = ∞) петля (рис. 3.3), а матриця набуває вигляду [29]: 
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H54=H59H94
H'55=H59H955
7
2
8
6
3
4
1
1
1
1
1
Рисунок 3.3 - Імовірнісний граф після видалення вершини 9 
 
Після видалення вершини 8, в графі, зображеному на рис. 3.3, утворюється 
друга необмежена (m = ∞) петля (рис. 3.4), а розмірність матриці знижується і 
вона набуває вигляду [29]: 
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Рисунок 3.4 - Імовірнісний граф після видалення вершини 8 
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Аналогічним чином видаляються вершини графа 7 і 6, утворюючи при 
цьому нові дві необмежені петлі з Н-функціями HIII55 = H57∙H75 і H
IV
55 = H56∙H65, 
відповідно. В результаті отримаємо граф, що має в вершині чотири необмежені 
петлі (рис. 3.5) [29]. Графу відповідає матриця: 
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Рисунок 3.5 - Імовірнісний граф після видалення транзитивних вершин 
 
Враховуючи рівноцінність петель при вершині 5, можна замінити їх однією 
однорідної петлею [29] 
IVIIIIII HHHHH 5555555555   
H55= H59H95+ H58H85+ H57H75+ H56H65     (8) 
Користуючись правилом видалення необмеженої однорідної петлі, 
отримаємо підсумковий граф (рис. 3.6), для якого Н-функції мають вигляд [29]: 
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Рисунок 3.6 - Підсумковий імовірнісний граф 
 
На основі отриманих підсумкових Н-функцій (формули 9), формул (1), (2) і 
виразів для Н-функцій вихідного імовірнісного графа (формули 6 і 7) отримаємо 
ймовірні характеристики шляхом підстановки параметра s = 0 [29]: 
V{1,2} = H
*
51(0) - ймовірність виконання структури без першої і другої 
помилки; 
V{1} = H
*
52(0) - ймовірність виконання структури з безпомилковим 
результатом по першій і помилковим результатом по другій помилці; 
V{2} = H
*
53(0) - ймовірність виконання структури з помилковим результатом 
по першій і безпомилковим результатом по другій помилці; 
V{0} = H
*
54(0) - закінчення виконання структури з помилковим результатом 
по першій і помилковим результатом по другій помилці. 
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Тут:   )1()1( ji ø 
Для спрощення запису формул позначимо: b = H55(0). Тоді формули для 
визначення імовірнісних характеристик ТФС "робоча - контроль 
функціонування", в якій вносяться, виявляються і усуваються помилки двох типів, 
має вигляд [29]: 
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Математичне очікування часу виконання структури визначається за 
формулою (3). В результаті отримаємо: 
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Аналогічним чином отримані формули, за якими визначаються ймовірні 
характеристики підсумкового графа, який відповідає ТФС "робоча - контроль 
функціонування" для 3-х, 4-х помилок. У разі n помилок результатний збільшений 
граф має 2n поглинаючих вершин, що відповідають результатам виконання 
структури. Введемо модель робочої і контрольної операцій, в яких вносяться, 
виявляються і усуваються помилки різних n типів [29]. Позначимо: 
B
1
m - ймовірність виконання робочої операції без помилки типу m; 
m = 1,2, ... n; 
B
0
m - ймовірність виконання робочої операції з помилкою типу m; 
m = 1,2, ... n; 
K
11
m - ймовірність ідентифікації контролем результату роботи робочої 
операції без m-ої помилки за умови, що фактично вона виконана без m-ої 
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помилки; 
K
10
m - ймовірність ідентифікації контролем результату роботи робочої 
операції з m-ою помилкою за умови, що фактично вона виконана без m-ої 
помилки; 
K
01
m - ймовірність ідентифікації контролем результату роботи робочої 
операції без m-ої помилки за умови, що фактично вона виконана з m-ою 
помилкою; 
K
00
m - ймовірність ідентифікації контролем результату роботи робочої 
операції з m-ою помилкою за умови, що фактично вона виконана з m-ою 
помилкою. 
Введемо позначення двухальтернативного стану наявності помилки при 
виконанні робочої операції і двухальтернативного стану ідентифікації контролем 
результату роботи робочої операції [29]: 
x = (0,1) - 0(1) - є (немає) помилки при виконанні робочої операції; 
y = (0,1) - 0(1) - контролем робоча операція визнана виконаною з помилкою 
(без помилки). 
У разі n різних помилок в результаті виконання робочої операції може бути 
2
n
 результатів. Стан наявності помилок може бути представлено матрицею X 
розмірності 2n×n. Кожен рядок матриці характеризує стан наявності помилок 
одного результату. Перший рядок містить тільки нульові елементи і означає 
виконання робочої операції з усіма n помилками. Другий рядок містить нульові 
елементи в n-1 колонках і значення 1 в колонці з номером n. Тобто, заповнення 
матриці X елементами виконується за таким правилом [29]: 
Номер рядка матриці - l = 1,2, ... 2n. Значення елементів рядка з номером l - 
це цифри (рахуючи зліва - направо), що представляють число l-1 в двійковій 
системі числення. Кількість розрядів зазначеного числа відповідає кількості 
внесених помилок - n. [29] 
Слідуючи цьому правилу, наприклад, для кількості помилок n = 2 
отримаємо матрицю X, яка характеризує стан наявності першої і другої помилки 
результатів виконання робочої операції: 
36 
X = (
0 0
0 1
1 0
1 1
) 
 
У загальному вигляді елемент матриці xlm - це стан наявності помилки з 
номером m при результаті l виконання робочої операції. Тут: l = 1,2, ..., 2n;            
m = 1,2, ..., n. 
Аналогічно, стан ідентифікації контролем результату роботи робочої 
операції одного результату може бути представлено матрицею Y розмірності 
2
n×n. Тут n - кількість контрольованих помилок, 2n - кількість випадків виконання 
контролю результатів роботи робочої операції одного результату. Заповнення 
елементами матриці Y виконується з вищевикладеним правилом. У загальному 
вигляді елемент матриці ykm - це стан ідентифікації контролем помилки з номером 
m при результаті k виконання контролю. Тут: k = 1,2, ..., 2n; m = 1,2, ..., n. [29] 
Тоді результат виконання робочої операції і операції контролю в загальному 
вигляді можна визначити таким чином: 
Bm
xlm - ймовірність виконання робочої операції для l-го результату за 
помилкою типу m; 
Bm
xlmуkm- ймовірність ідентифікації контролем результату роботи робочої 
операції для l-го результату за помилкою типу m; результат контролю - k. 
Для запису формул розрахунку імовірнісних характеристик підсумкового 
графа, який відповідає ТФС "робоча - контроль функціонування" для n помилок в 
загальному вигляді введемо позначення множин номерів типів помилок [29]: 
Q
1
={q
1
1, q
1
2, ..., q
1
n1 } - номери типів помилок, за якими ТФС виконана 
безпомилково; 
Q
0
={q
0
1,q
0
2, ..., q
0
n0} - номери типів помилок, за якими ТФС виконана з 
помилкою; 
n1+n0=n - кількість типів помилок. 
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Тоді формула визначення ймовірності безпомилкового виконання ТФС за 
q
1
1, q
1
2, ..., q
1
n1 типами помилок, отримана із застосуванням методу Н-функцій, має 
вигляд [29]: 
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де b визначається за формулою: 
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тут  
n
m
kmy
1
1

 =ø для всіх значень k 
Імовірність безпомилкового виконання ТФС визначається за формулою: 
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Математичне очікування часу виконання структури визначається за 
формулою (12). При цьому величина b визначається за формулою (14). [29] 
 
3.2.2. Модель оцінки надійності діяльності оператора для типової 
функціональної структури «Послідовне виконання робочих операцій» 
 
Розглянемо типову функціональну структуру «Послідовне виконання 
робочих операцій», граф-схема якої зображена на рисунку 3.7. 
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Рисунок 3.7 - Граф робіт ФС «Послідовне виконання робочих операцій» 
 
Для побудови математичної моделі позначимо події, пов'язані з виконанням 
операцій, що входять в ТФС. Вершини імовірнісного графа (рис. 3.8) 
відповідають наступним подіям: 
1) закінчення виконання структури з безпомилковим результатом по першій 
і другій помилці; 
2) закінчення виконання структури з безпомилковим результатом по першій 
і помилковим результатом по другій помилці; 
3) закінчення виконання структури з помилковим результатом по першій і 
безпомилковим результатом по другій помилці; 
4) закінчення виконання структури з помилковим результатом по першій і 
помилковим результатом по другій помилці; 
5) початок виконання структури; 
6) закінчення виконання першої робочої операції з безпомилковим 
результатом по першій і другій помилці і перехід до другої робочої операції; 
7) закінчення виконання першої робочої операції з безпомилковим 
результатом по першій і помилковим результатом по другій помилці і перехід до 
другої робочої операції; 
8) закінчення виконання першої робочої операції з помилковим результатом 
по першій і безпомилковим результатом по другій помилці і перехід до другої 
робочої операції; 
Р1 
Р2 
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9) закінчення виконання першої робочої операції з помилковим результатом 
по першій і помилковим результатом по другій помилці і перехід до другої 
робочої операції; 
На рисунку 3.2 зображений імовірнісний граф даної структури, вершини 
якого відповідають зазначеним вище подіям. 
Н-функції дуг графа, показаного на рисунку 3.8, мають вигляд:  
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Рисунок 3.8 - Імовірнісний граф ТФС «Послідовне виконання робочих 
операцій» 
 
Розмірність графа зменшуємо шляхом об'єднання послідовних дуг: (5,6) і 
(6,1); (5,6) і (6,2); (5,6) і (6,3); (5,6) і (6,4); (5,7) і (7,2); (5,7) і (7,4); (5,8) і (8,3); (5,8) 
і (8,4); (5,9) і (9,4). Отримаємо еквівалентний граф, зображений на рисунку 3.9.   
Н-функції дуг графа мають вигляд: 
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1
22L[Fp2(t)], 
H
I
53 = B
1
11L[Fp1(t)]*B
1
12L[Fp1(t)]* B
0
21L[Fp2(t)]*B
1
22L[Fp2(t)], 
H
II
53 = B
0
11L[Fp1(t)]*B
1
12L[Fp1(t)]* B
1
21L[Fp2(t)]*B
1
22L[Fp2(t)], 
H
I
54 = B
1
11L[Fp1(t)]*B
1
12L[Fp1(t)]* B
0
21L[Fp2(t)]*B
0
22L[Fp2(t)], 
H
II
54 = B
1
11L[Fp1(t)]*B
0
12L[Fp1(t)]* B
0
21L[Fp2(t)]*B
1
22L[Fp2(t)], 
H
III
54 = B
0
11L[Fp1(t)]*B
1
12L[Fp1(t)]* B
1
21L[Fp2(t)]*B
0
22L[Fp2(t)], 
H
IV
54 = B
0
11L[Fp1(t)]*B
0
12L[Fp1(t)]* B
1
21L[Fp2(t)]*B
1
22L[Fp2(t)], 
 
 
Рисунок 3.9 - Еквівалентний імовірнісний граф після видалення вершин 6, 7, 8 і 9 
вихідного графа 
 
Після об'єднання паралельних дуг отримаємо вираз для Н-функцій: 
H52 = H
I
52 + H
II
52 = B
1
11L[Fp1(t)] * B
1
12L[Fp1(t)] * B
1
21L[Fp2(t)] * B
0
22L[Fp2(t)] + 
+ B
1
11L[Fp1(t)] * B
0
12L[Fp1(t)] * B
1
21L[Fp2(t)] * B
1
22L[Fp2(t)] 
H53 = H
I
53 + H
II
53 = B
1
11L[Fp1(t)] * B
1
12L[Fp1(t)] * B
0
21L[Fp2(t)] * B
1
22L[Fp2(t)] + 
+ B
0
11L[Fp1(t)] * B
1
12L[Fp1(t)] * B
1
21L[Fp2(t)] * B
1
22L[Fp2(t)] 
H54 = H
I
54 + H
II
54 + H
III
54 + H
IV
54 = B
1
11L[Fp1(t)] * B
1
12L[Fp1(t)] * B
0
21L[Fp2(t)] * 
* B
0
22L[Fp2(t)] + B
1
11L[Fp1(t)] * B
0
12L[Fp1(t)] * B
0
21L[Fp2(t)] * B
1
22L[Fp2(t)] +              
+ B
0
11L[Fp1(t)] * B
1
12L[Fp1(t)] * B
1
21L[Fp2(t)] * B
0
22L[Fp2(t)] + B
0
11L[Fp1(t)] *               
* B
0
12L[Fp1(t)] * B
1
21L[Fp2(t)] * B
1
22L[Fp2(t)] 
 
Остаточний вигляд графа показаний на рисунку 3.10. 
HI53 
5 
1 2 3 4 
H51 
HI52 
HII52 
HII53 
HIV54 
HIII54 
HI54 
HII54 
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Рисунок 3.10 – Підсумковий ймовірнісний граф  
 
Після спрощення формул отримаємо: 
 
H51 = B
1
11 * B
1
12 * B
1
21 * B
1
22 ; 
 
де H51 - ймовірність безпомилкового виконання структури. 
 
H52 =B
1
11 * B
1
12 * B
1
21 * B
0
22 + B
1
11 * B
0
12 * B
1
21 * B
1
22 ; 
 
H52 - ймовірність виконання ТФС з другою помилкою. 
 
H53= B
1
11 * B
1
12 * B
0
21 * B
1
22 + B
0
11 * B
1
12 * B
1
21 * B
1
22 ; 
 
де H53 - ймовірність виконання ТФС з першою помилкою. 
 
H54= B
1
11 * B
1
12 * B
0
21 * B
0
22 + B
1
11 * B
0
12 * B
0
21 * B
1
22 + B
0
11 * B
1
12 * B
1
21 *       
* B
0
22 + B
0
11 * B
0
12 * B
1
21 * B
1
22 ; 
 
де Н54 - ймовірність виконання структури з першою і другою помилкою. 
Математичне сподівання часу виконання визначається за формулою: 
 
𝑀(𝑇) = 𝑀(𝑇𝑝1) + 𝑀(𝑇𝑝2) . 
H53 
H54 H51 
5 
1 2 3 4 
H52 
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3.2.3. Модель оцінки надійності діяльності оператора для типової 
функціональної структури «Робоча операція з контролем функціонування, 
доопрацюванням і повторенням робочої операції» 
 
Граф-схема зазначеної ТФС зображена на рис. 3.11. [29] 
 
 
Рисунок 3.11 - Граф робіт циклової ФС «Робоча операція з контролем 
функціонування, доопрацюванням і повторенням робочої операції». 
 
Для побудови математичної моделі позначимо події, пов'язані з виконанням 
операцій, що входять в ТФС. Вершини імовірнісного графа (рис. 3.12) 
відповідають наступним подіям [29]: 
1) закінчення виконання структури з безпомилковим результатом по першій 
і другій помилці; 
2) закінчення виконання структури з безпомилковим результатом по першій 
і помилковим результатом по другій помилці; 
3) закінчення виконання структури з помилковим результатом по першій і 
безпомилковим результатом по другій помилці; 
4) закінчення виконання структури з помилковим результатом по першій і 
помилковим результатом по другій помилці; 
5) початок виконання структури; 
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6) закінчення виконання робочої операції з безпомилковим результатом по 
першій і другій помилці і перехід до операції контролю; 
7) закінчення виконання робочої операції з безпомилковим результатом по 
першій і помилковим результатом по другій помилці і перехід до операції 
контролю; 
8) закінчення виконання робочої операції з помилковим результатом по 
першій і безпомилковим результатом по другій помилці і перехід до операції 
контролю; 
9) закінчення виконання робочої операції з помилковим результатом по 
першій і другій помилці і перехід до операції контролю. 
10) закінчення виконання операції доопрацювання з безпомилковим 
результатом по першій і другій помилці і перехід до робочої операції; 
11) закінчення виконання операції доопрацювання з безпомилковим 
результатом по першій і помилковим результатом по другій помилці і перехід до 
робочої операції; 
12) закінчення виконання операції доопрацювання з помилковим 
результатом по першій і безпомилковим результатом по другій помилці і перехід 
до робочої операції; 
13) закінчення виконання операції доопрацювання з помилковим 
результатом по першій і другій помилці і перехід до робочої операції. 
Імовірнісний граф даної структури показаний на рис. 3.12. Вершини графа 
відповідають зазначеним вище подіям. 
Н-функції дуг графа, показаного на рис. 3.12, мають вигляд [29]: 
 
H56=B
1
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)], H57=B
1
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H58=B
0
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)],
 
H59= B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H61= K
11
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H94= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
 
H610=K
11
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
10
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
11
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)], 
H710=K
10
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
2∙L[Fk(t)]∙K
11
1∙L[Fk(t)]+K
01
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)], 
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H810=K
10
2∙L[Fk(t)]∙K
00
1∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)], 
H910=K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
01
2∙L[Fk(t)]∙K
00
1∙L[Fk(t)]+K
00
2∙L[Fk(t)]∙K
01
1∙L[Fk(t)], 
 
 
Рисунок 3.12 - Імовірнісний граф ТФС «Робоча операція з контролем 
функціонування, доопрацюванням і повторенням робочої операції » 
 
H1510=K
11
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
11
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)]+K
10
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)],
 
H1610=K
10
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
11
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)],
 
H1710=K
11
2∙L[Fk(t)]∙K
00
1∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)],
 
H1810=K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H1910=K
11
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
10
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
10
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H2010=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
45 
H2110=K
00
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H2210=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H2310=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
 
H1011=B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)],
 
H1012=B
1
д1∙L[Fд(t)]∙B
0
д2∙L[Fд(t)],
 
H1013=B
0
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)],
 
H1014= B
0
д1∙L[Fд(t)]∙B
0
д2∙L[Fд(t)],
 
H1115=B
1
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)],
 
H1116=B
1
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H1117=B
0
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)],
 
H1118= B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H1219=B
1
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H1220=B
0
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)],
 
H1321=B
1
р2∙L[Fp(t)]∙B
0
р1∙L[Fp(t),
 
H1322=B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)],
 
H1423=B
1
р2∙L[Fp(t)]∙B
0
р1∙L[Fp(t),
 
H151= K
11
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H162= K
11
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H173= K
01
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H184= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H192= K
11
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H204= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H213= K
01
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H224= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H234=K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)].            (16) 
 
Розмірність графа зменшуємо шляхом об'єднання послідовних дуг: (10,11) і 
(11,15); (10,11) і (11,16); (10,11) і (11,17); (10,11) і (11,18); (10,12) і (12,19); (10,12) 
і (12,20); (10,13) і (13,21); (10,13) і (13,22); (10,14) і (13,23). Отримаємо 
еквівалентний граф, зображений на рис. 3.13 [29]. Н-функції дуг графа мають 
вигляд: 
 
H1110=K
11
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
11
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)]+K
10
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)],
 
H1210=K
10
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
11
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)],
 
H1310=K
11
2∙L[Fk(t)]∙K
00
1∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)],
 
H1410=K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H1510=K
11
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
10
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
10
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H1610=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
 
H1710=K
00
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H1810=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)],
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Рисунок 3.13 - Еквівалентний імовірнісний граф після видалення вершин 11, 
12, 13 і 14 вихідного графа 
 
H1910=K
00
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)]+K
01
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)]+K
00
1∙L[Fk(t)]∙K
00
2∙L[Fk(t)], 
H1011=B
1
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)]∙B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
H1012=B
1
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)]∙B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
H1013=B
0
р1∙L[Fд(t)]∙B
1
р2∙L[Fд(t)]∙B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
H1014= B
0
р1∙L[Fд(t)]∙B
0
р2∙L[Fд(t)]∙B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
H1015=B
1
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)]∙B
1
д1∙L[Fд(t)]∙B
0
д2∙L[Fд(t)], 
H1016=B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)]∙B
1
д1∙L[Fд(t)]∙B
0
д2∙L[Fд(t)], 
H1017=B
0
р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)]∙B
0
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
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H1018= B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)]∙B
0
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)], 
H1019=B
0
р1∙L[Fp(t)]∙B
0
р2∙L[Fp(t)]∙B
0
д1∙L[Fд(t)]∙B
0
д2∙L[Fд(t)], 
H111= K
11
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)], 
H122= K
11
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H133= K
01
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H144= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H152= K
11
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H164= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H173= K
01
1∙L[Fk(t)]∙K
11
2∙L[Fk(t)],
 
H184= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)],
 
H194= K
01
1∙L[Fk(t)]∙K
01
2∙L[Fk(t)].          (17) 
 
Розмірність графа може бути скорочена за рахунок транзитивних вершин 
11, 12, 13, 14, 15, 16, 17, 18 і 19.  
При видаленні вершини 11 в графі утворюється необмежена (m = ∞) петля 
(рис. 3.14), Н-функція якої набуває вигляду [29]: 
 
Н11010=Н1110∙Н1011= 
=(K
11
1∙L[Fk(t)]∙K
10
2∙L[Fk(t)]+K
11
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)]+K
10
2∙L[Fk(t)]∙K
10
1∙L[Fk(t)])∙ 
∙B1р1∙L[Fp(t)]∙B
1
р2∙L[Fp(t)]∙B
1
д1∙L[Fд(t)]∙B
1
д2∙L[Fд(t)].       (18) 
 
Спростимо формулу (Г.3) для визначення Н11010: 
 
НI1010=(K
11
1∙K
10
2+K
11
2∙K
10
1+K
10
2∙K
10
1)∙B
1
р1∙B
1
р2∙B
1
д1∙B
1
д2. 
 
Аналогічно утворюються необмежені петлі при видаленні вершин             
12, 13, ..., 19 з Н-функціями відповідно [29]: 
 
НII1010=Н1210∙Н1012=(K
10
1∙K
01
2+K
11
1∙K
00
2+K
00
2∙K
10
1)∙B
1
р1∙B
0
р2∙B
1
д1∙B
1
д2; 
НIII1010=Н1310∙Н1013=(K
11
2∙K
00
1∙+K
01
1∙K
10
2∙+K
00
1∙K
10
2)∙B
0
р1∙B
1
р2∙B
1
д1∙∙B
1
д2; 
НIV1010=Н1410∙Н1014=(K
01
1∙K
00
2+K
00
1∙K
01
2+K
00
1∙K
00
2)∙B
0
р1∙B
0
р2∙B
1
д1∙B
1
д2 
 
НV1010=Н1510∙Н1015=(K
11
1∙K
00
2+K
10
1∙K
01
2+K
10
1∙K
00
2)∙B
1
р1∙B
0
р2∙B
1
д1∙B
0
д2, 
де B0р2=1; 
НVI1010=Н1610∙Н1016=(K
00
1∙K
01
2+K
00
1∙K
00
2+K
01
1∙K
00
2)∙B
0
р1∙B
0
р2∙B
1
д1∙B
0
д2, 
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де B0р2=1; 
НVII1010=Н1710∙Н1017=(K
00
1∙K
10
2+K
01
1∙K
10
2+K
00
1∙K
11
2)∙B
0
р1∙B
1
р2∙B
0
д1∙B
1
д2, 
де B0р1=1; 
НVIII1010=Н1810∙Н1018=(K
00
1∙K
01
2+K
01
1∙K
00
2+K
00
1K
00
2)∙B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2, 
де B0р1=1; 
НIX1010=Н1910∙Н1019=(K
00
1∙K
01
2+K
01
1∙K
00
2+K
00
1∙K
00
2)∙B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2, (19) 
де B0р1=1 и B
0
р2=1. 
 
Об'єднуємо послідовні дуги: (10,11) і (11,1); (10,12) і (12,2); (10,13) і (13,3); 
(10,14) і (14,4); (10,15) і (15,2); (10,16) і (16,4); (10,17) і (17,3); (10,18) і (18,4); 
(10,19) і (19,4). [29] 
Отримаємо вираз для Н-функцій: 
 
Н101=Н1011∙Н111=B
1
р1∙∙B
1
р2∙B
1
д1∙∙B
1
д2∙K
11
1∙∙K
11
2; 
Н1102=Н1012∙Н122=B
1
р1∙B
0
р2∙B
1
д1∙B
1
д2∙K
11
1∙K
01
2; 
Н2102=Н1015∙Н152=B
1
р1∙B
0
р2∙B
1
д1∙B
0
д2∙K
11
1∙K
01
2=B
1
р1∙B
1
д1∙B
0
д2∙K
11
1∙K
01
2; 
Н1103=Н1013∙Н133=B
0
р1∙B
1
р2∙B
1
д1∙B
1
д∙K
01
1∙K
11
2; 
Н2103=Н1017∙Н173=B
0
р1∙B
1
р2∙B
0
д1∙B
1
д2∙K
01
1∙K
11
2=B
1
р2∙B
0
д1∙B
1
д2∙K
01
1∙K
11
2; 
Н1104=Н1014∙Н144=B
0
р1∙B
0
р2∙B
1
д1∙B
1
д2∙K
01
1∙K
01
2; 
Н2104=Н1016∙Н164=B
0
р1∙B
0
р2∙B
1
д1∙B
0
д2∙K
01
1∙K
01
2=B
0
р1∙B
1
д1∙B
0
д2∙K
01
1∙K
01
2; 
Н3104=Н1018∙Н184=B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2∙K
01
1∙K
01
2=B
0
р2∙B
0
д1∙B
1
д2∙K
01
1∙K
01
2; 
Н4104=Н1019∙Н194=B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2∙K
01
1∙K
01
2=B
0
д1∙B
1
д2∙K
01
1∙K
01
2.    (20) 
 
Вид імовірнісного графа після видалення транзитивних вершин показаний 
на рис. 3.14. [29] 
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Рисунок 3.14 - Еквівалентний імовірнісний граф після видалення після видалення 
транзитивних вершин 
 
Замінимо дев'ять петель на одну еквівалентну. Вираз Н-функції для 
еквівалентної петлі матиме вигляд [29]: 
 
Н1010 =Н
I
1010+ Н
II
1010+Н
III
1010+Н
IV
1010+Н
V
1010+Н
VI
1010+Н
VII
1010+Н
VIII
1010+Н
IX
1010= 
=B
1
р1∙B
1
р2∙B
1
д1∙B
1
д2∙(K
11
1∙K
10
2+K
11
2∙K
10
1+K
10
2∙K
10
1)+ 
+B
1
р1∙B
0
р2∙B
1
д1∙B
1
д2∙(K
10
1∙K
01
2+K
11
1∙K
00
2+K
00
2∙K
10
1)+ 
+B
0
р1∙B
1
р2∙B
1
д1∙B
1
д2∙(K
11
2∙K
00
1∙+K
01
1∙K
10
2∙+K
00
1∙K
10
2)+ 
+B
0
р1∙B
0
р2∙B
1
д1∙B
1
д2∙(K
01
1∙K
00
2+K
00
1∙K
01
2+K
00
1∙K
00
2)+ 
+B
1
р1∙B
0
р2∙B
1
д1∙B
0
д2∙(K
11
1∙K
00
2+K
10
1∙K
01
2+K
10
1∙K
00
2)+ 
+B
0
р1∙B
0
р2∙B
1
д1∙B
0
д2∙(K
00
1∙K
01
2+K
00
1∙K
00
2+K
01
1∙K
00
2)+ 
+B
0
р1∙B
1
р2∙B
0
д1∙B
1
д2∙(K
00
1∙K
10
2+K
01
1∙K
10
2+K
00
1∙K
11
2)+ 
+B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2∙(K
00
1∙K
01
2+K
01
1∙K
00
2+K
00
1K
00
2)+ 
+B
0
р1∙B
0
р2∙B
0
д1∙B
1
д2∙(K
00
1∙K
01
2+K
01
1∙K
00
2+K
00
1∙K
00
2)= 
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= ∑ ( 𝐵𝑝1
1 ∙𝑙=0,1
𝑘=0,1
𝑚1=0,1
𝑚2=0,1
𝐵𝑝2
𝑘 ∙ 𝐵𝐷1
𝑚1 ∙ 𝐵𝐷2
𝑚2 ∙ ∑ 𝐾1
𝑙𝑖 ∙𝑖=0,1
𝑗=0,1
𝐾2
𝑘𝑗  ) 
 
де (m1=0)∩(l=1)=Ø; (m2=0)∩(k=1)=Ø; (i=1)∩(j=1)=Ø; 
якщо m1=0, то B
l
р1=1; якщо m2=0, то B
l
д1=1. 
Еквівалентний імовірнісний граф після заміни петель на одну приймає 
вигляд, показаний на рис. 3.15. [29] 
 
 
Рисунок 3.15 - Еквівалентний імовірнісний граф після видалення після заміни 
петель на одну петлю 
 
Введемо позначення: b = H1010. У разі обмеженою однорідної петлі (число 
повторень циклу - m), користуючись правилом видалення однорідної обмеженою 
петлі, отримаємо новий граф з додатковою поглинаючою вершиною, що 
відповідає за не закінчення процесу за m циклів (m = 1,2, ...), для якого Н-функція 
має вигляд [29]: 
 
𝐻10𝑟
∗ = 𝐻10𝑟 ∙
1 − (𝐻1010)
𝑚
1 − 𝐻1010
 , 
(21) 
(22) 
51 
(23) 
де r = 1,2,3,4.  
Введемо позначення: H*1010 = (H1010)
m
.  
У разі ТФС «робоча - контроль функціонування - доробка з повторенням 
робочої» з необмеженим числом повторень, тобто m = ∞, H*1010→0, тоді:  
 
𝐻10𝑟
∗ = 𝐻10𝑟 ∙
1
1 − 𝐻1010
 
 
де r = 1,2,3,4.  
Для додаткової поглинаючої вершини Н-функція буде дорівнює 0, тобто 
H
*
1010.  
Граф в цьому випадку має вигляд, показаний на рис. 3.16. Н-функції графа 
визначаються за формулою (23): 
 
𝐻10𝑟
∗ = 𝐻101 ∙
1
1 − 𝐻1010
= 𝐻101 ∙
1
1 − 𝑏
 ; 
𝐻102
∗ = (𝐻102
1 + 𝐻102
2 ) ∙
1
1 − 𝐻1010
= (𝐻102
1 + 𝐻102
2 ) ∙
1
1 − 𝑏
 ; 
𝐻103
∗ = (𝐻103
1 + 𝐻103
2 ) ∙
1
1 − 𝐻1010
= (𝐻103
1 + 𝐻103
2 ) ∙
1
1 − 𝑏
 ; 
𝐻104
∗ = (𝐻104
1 + 𝐻104
2 + 𝐻104
3 + 𝐻104
4 ) ∙
1
1 − 𝐻1010
= (𝐻104
1 + 𝐻104
2 + 𝐻104
3 + 𝐻104
4 ) ∙
1
1 − 𝑏
 . 
 
Приберемо проміжні вершини 6, 7, 8, 9 і 10. Граф набуде вигляду, 
показаний на рис. 3.17. [29] 
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Рисунок 3.16 - Еквівалентний імовірнісний граф після видалення однорідної 
обмеженою петлі 
 
 
Рисунок 3.17 - Еквівалентний імовірнісний граф після видалення проміжних 
вершин 6, 7, 8, 9 і 10 
 
Об'єднаймо паралельні дуги, отримаємо остаточний вигляд графа            
(рис. 3.18). [29] 
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(24) 
(25) 
 
Рисунок 3.18 - Підсумковий імовірнісний граф 
 
H-функції графа приймають вид: 
 
H51=H61∙H56+H
*
101∙(H56∙H610+H57∙H710+H58∙H810+H59∙H910); 
H52=H
*
102∙(H56∙H610+H57∙H710+H58∙H810+H59∙H910); 
H53=H
*
103∙(H56∙H610+H57∙H710+H58∙H810+H59∙H910); 
H54=H59∙H94+H
*
104∙(H56∙H610+H57∙H710+H58∙H810+H59∙H910). 
 
На підставі отриманих H-функцій можна визначити ймовірні 
характеристики шляхом підстановки параметра s = 0. Введемо позначення: 
 
a=H56∙H610+H57∙H710+H58∙H810+H59∙H910=B
1
р1∙B
1
р2∙(K
11
1∙K
10
2+K
10
2∙K
10
1+ 
+K
11
2∙K
10
1)+B
1
р1∙B
0
р2∙(K
11
1∙K
00
2+K
00
2∙K
10
1+K
11
2∙K
10
1)+B
0
р1∙B
0
р2∙(K
00
1∙K
00
2+ 
+K
00
2∙K
01
1+K
01
2∙K
00
1)= 
= ∑ ( 𝐵𝑝1
1 ∙
𝑙=0,1
𝑘=0,1
𝐵𝑝2
𝑘 ∙ ∑ 𝐾1
𝑙𝑖 ∙
𝑖=0,1
𝑗=0,1
𝐾2
𝑘𝑗  ) 
 
де (i=1)∩(j=1)=Ø. 
 
𝐻101
∗ = 𝐻101 ∙
1
1 − 𝑏
= 𝐵𝑝1
1 ∙ 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 ∙ 𝐾1
11 ∙ 𝐾2
11 ∙
1
1 − 𝑏
; 
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(26) 
(27) 
(28) 
(29) 
(30) 
𝐻51 = 𝐵𝑝1
1 ∙ 𝐵𝑝2
1 ∙ 𝐾1
11 ∙ 𝐾2
11 + 𝐵𝑝1
1 ∙ 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 ∙ 𝐾1
11 ∙ 𝐾2
11 ∙
1
1−𝑏
∙ 𝑎; 
𝐻51 = 𝐵𝑝1
1 ∙ 𝐵𝑝2
1 ∙ 𝐾1
11 ∙ 𝐾2
11 (1 + 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 ∙
𝑎
1 − 𝑏
), 
 
де Н51 - ймовірність безпомилкового виконання структури. Використовуючи 
формули (19), отримаємо вирази для визначення ймовірності виконання 
структури з першою помилкою, ймовірності виконання структури з другою 
помилкою і ймовірності виконання ТФС з першою і другою помилкою. [29] 
 
𝐻52 = (𝐵𝑝1
1 ∙ 𝐵𝑝2
0 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 ∙ 𝐾1
11 ∙ 𝐾2
01 + 𝐵𝑝1
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
0 ∙ 𝐾1
11 ∙ 𝐾2
01) ∙
𝑎
1−𝑏
; 
𝐻52 = (𝐵𝑝1
1 ∙ 𝐵𝑝2
0 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 + 𝐵𝑝1
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
0 ) ∙ 𝐾1
11 ∙ 𝐾2
01 ∙
𝑎
1 − 𝑏
; 
 
де Н52 - ймовірність виконання ТФС з другою помилкою. 
 
𝐻53 = (𝐵𝑝1
0 ∙ 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 ∙ 𝐾2
11 ∙ 𝐾1
01 + 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
0 ∙ 𝐾2
11 ∙ 𝐾1
01) ∙
𝑎
1−𝑏
; 
𝐻53 = (𝐵𝑝1
0 ∙ 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 + 𝐵𝑝2
1 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
0 ) ∙ 𝐾2
11 ∙ 𝐾1
01 ∙
𝑎
1 − 𝑏
; 
 
де Н53 - ймовірність виконання ТФС з першою помилкою. 
 
𝐻54 = (𝐵𝑝1
0 ∙ 𝐵𝑝2
0 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
1 + 𝐵𝑝1
0 ∙ 𝐵𝑑1
1 ∙ 𝐵𝑑2
0 + 𝐵𝑝2
0 ∙ 𝐵𝑑1
0 ∙ 𝐵𝑑2
1 + 𝐵𝑝1
0 ∙ 𝐵𝑝2
0 + 
+𝐵𝑑1
0 ∙ 𝐵𝑑2
0 ) ∙ 𝐾2
01 ∙ 𝐾1
01 ∙
𝑎
1 − 𝑏
; 
 
де Н54 - ймовірність виконання структури з першою і другою помилкою. 
Математичне сподівання часу виконання заданої ТФС визначається за 
формулою: 
 
𝑀(𝑇) = 𝑀(𝑇𝑝) + 𝑀(𝑇𝑘) + [𝑀(𝑇𝑝) + 𝑀(𝑇𝑑) + 𝑀(𝑇𝑘)] ∙
𝑎
1 − 𝑏
 . 
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3.3. Вибір оптимального варіанту функціонування людино-
машинної взаємодії 
 
Алгоритм діяльності характеризується можливістю багатоваріантного 
виконання. Існують різні варіанти виконання робочих і контрольних операцій. Як 
правило, збільшення якості проведення контролю викликає збільшення часу. 
Оптимізація діяльності пов’язана, як правило, з мінімізацією збитків від 
ненадійності людини-оператора. Якщо враховувати той факт, що ціна помилок 
різного типу є різною, то задачу оптимізації в загальному вигляді можна 
сформувати наступним чином: 
 
u1B1
0(x) + u2B2
0(x) + u3B12
0 (x) → min 
при Tзаг(х) ≤ T0 
 
де х – вектор, який для кожної операції алгоритму задає спосіб її виконання; 
 u1 – збиток від помилки першого типу; 
 u2 – збиток від помилки другого типу; 
 u3 – збиток від помилки першого і другого типу; 
 B1
0 – ймовірність виконання структури з помилкою першого типу; 
 B2
0 – ймовірність виконання структури з помилкою другого типу; 
 B12
0  – ймовірність виконання структури з помилкою першого і другого типу; 
 Tзаг – розрахований загальний час виконання структури; 
 T0 – заданий час виконання структури. 
Задачу в загальному випадку можна звести до задачі лінійного 
програмування. В даній роботі поставимо за мету обрати способи виконання 
контрольних операцій таким чином, щоб забезпечити мінімум збитку при 
обмеженні на математичне очікування часу виконання. Конкретний приклад 
технології вибору раціонального варіанту буде розглянуто в пункті комп’ютерне 
моделювання.  
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4. КОМП’ЮТЕРНЕ МОДЕЛЮВАННЯ ПРОЦЕСІВ ВИНИКНЕННЯ І 
УСУНЕННЯ ПОМИЛОК ЛЮДИНИ-ОПЕРАТОРА 
 
 
Розглянемо моделювання процесу обробки даних в системі роздрібної 
торгівлі [33]. Є два типи найбільш важливих помилок: 
1. Рівень поля запису (наприклад, не вказано номер каси); 
2. Рівень запису (наприклад, ціна продажу менша за ціну постачальника). 
Структура алгоритму функціонування процесу обробки даних задається 
ФС, граф робіт якої зображений на рисунку 4.1. 
 
 
Рисунок 4.1 - Граф робіт процесу обробки даних 
 
Для кожної операції АФ задані значення імовірнісних та часових показників 
якості її виконання (таблиця 4.1 - показники якості виконання робочих ТФО, 
таблиця 4.2 - показники якості виконання контрольних ТФО). 
 
Таблиця 4.1 - Показники якості виконання робочих ТФО 
Показник 
Операція 
Р1 Р2 Р3 
Ймовірність  
В1
1 
0,92535 0,91255 0,93457 
В2
1
 0,91525 0,90781 0,88093 
Часовий М, с 2,5 3,1 3,15 
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Таблиця 4.2 - Показники якості виконання контрольних ТФО 
Показник 
Операція 
К1 К2 К3 
Ймовірність 
K1
11
 0,8056 0,8389 0,8656 
K1
00
 0,8689 0,8461 0,8913 
K2
11
 0,9001 0,9278 0,9294 
K2
00
 0,8689 0,8461 0,8913 
Часовий M, c 3,5 3,7 3,9 
 
Для визначення показників якості ФС, зображеної на рисунку 4.1, необхідно 
виконати поетапне згортання, замінивши ТФС на еквівалентні їм ТФО. Цю дію 
потрібно повторювати до тих пір, поки вся задана структура АФ не буде згорнута 
в одну ТФО (рис. 4.2). 
 
  
Рисунок 4.2 - Схема поетапного згортання структури 
 
На рисунках 4.3-4.5 показані розраховані характеристики на кожному етапі 
згортання структури. 
 
 
Рисунок 4.3 – Перший етап згортання 
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Рисунок 4.4 – Другий етап згортання 
 
 
Рисунок 4.5 – Третій етап згортання 
 
Розглянемо оптимізаційну задачу вибору оптимального варіанту, якщо є 
декілька варіантів виконання контрольних операцій (табл. 4.3). 
 
Таблиця 4.3 - Варіанти виконання контрольних операцій 
Показник 
Операція Час Операція Час Операція Час 
К1 M, c К2 M, c К3 M, c 
Ймовірність 
(K1
00
 = K2
00
) 
1 
варіант 
0,8689 3,5 0,8461 3,7 0,8913 3,9 
2 
варіант 
0,8312 3,15 0,9533 4,3 0,9615 5 
3 
варіант 
0,7891 3 0,6441 3 0,7511 3,1 
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Розраховані характеристики та вибір оптимального варіанту показаний на 
рисунку 4.6. 
 
 
Рисунок 4.6 – Вибір оптимального варіанту 
 
Таким чином, для того щоб забезпечити мінімум збитку та час виконання не 
перевищував 33, необхідно обрати такі характеристики контрольних операцій:   
К1 = 0,8312 з часом 3,15; К2 = 0,8461 з часом 3,7; К3 = 0,8913 з часом 3,9. 
Для візуалізації обраного варіанту побудовані діаграми, зображені на 
рисунку 4.7. 
 
 
Рисунок 4.7 – Візуалізація результатів 
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На рисунку 4.8 представлений графік, що відображає залежність результатів 
збитку від якості контрольної операції. 
 
 
Рисунок 4.8 – Вплив якості виконання контролю на збитки 
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ВИСНОВКИ 
 
 
Тільки враховуючи помилки різних типів, можливо ефективно змоделювати 
надійність ЛМС. Це пов'язано з різними наслідками різних помилок. Для того, 
щоб автоматизувати отримання оцінок безпомилковості необхідно використати 
бібліотеку типових моделей. Для її отримання технологія методу укрупнення 
імовірнісного графа проф. Губинського А.І. 
Розроблено математичні моделі і інформаційну технологію для 
моделювання надійності людино-машинної взаємодії в АСУ, де враховується 
можливість виникнення і усунення помилок декількох типів.  
Розроблена оптимізаційна модель дозволяє обрати варіант виконання 
функціональної структури з мінімальною кількістю збитків та враховує 
обмеження в часі. 
Розробка дозволяє визначити: 
 ймовірність безпомилкового виконання; 
 ймовірність виконання окремо з кожним типом помилки; 
 математичне очікування часу виконання; 
 оптимальний варіант виконання функціональної структури. 
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Формування вимог до моделей оцінки і оптимізації діяльності операторів 
систем обробки інформації і управління 
 
 
1 Найменування: математичні моделі оцінки і оптимізації діяльності 
операторів систем обробки інформації і управління. 
2 Терміни виконання: 10 червня 2019 року. 
3 Призначення: розроблені моделі і інформаційна технологія для 
моделювання надійності людино-машинної взаємодії в АСУ з урахуванням 
можливості виникнення і усунення помилок різних типів, що базується на вхідній 
інформації про типову структуру та ймовірнісні параметри кожної одиниці, 
повинні вплинути на підвищення рівня безпомилкового виконання роботи 
оператора та оптимізувати його діяльність. 
4 Мета: розробити математичні моделі і інформаційну технологію для 
моделювання надійності людино-машинної взаємодії в АСУ з урахуванням 
можливості виникнення і усунення помилок різних типів. 
5 Основні завдання: розрахунок ймовірності безпомилкового виконання, 
ймовірності виконання окремо з кожним типом помилки, математичного 
очікування часу виконання, вибір оптимального варіанту виконання довільної 
функціональної структури, візуалізація результатів обчислень у вигляді діаграм та 
графіків. 
6 Вхідні дані: функціональна структура, надійнісні і часові характеристики 
типових функціональних одиниць, максимальний час виконання структури, 
кількість збитку від кожного типу помилки. 
7 Вихідні дані: ймовірності виникнення помилок, ймовірність 
безпомилкового виконання, математичне очікування часу виконання, 
оптимальний варіант виконання структури, діаграми та графіки ймовірнісних 
характеристик. 
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8 Програмне забезпечення: моделювання, розрахунок і побудова діаграм 
повинні проводитися у програмі Microsoft Excel, версія 14.0.7229.5000 (32-
розрядна). 
9 Апаратне забезпечення: склад апаратного забезпечення повинен 
забезпечувати роботу програмного забезпечення, зазначеного у п. 8. 
10 Рівень кваліфікації: користувач повинен мати навички роботи з ПК, а 
також у сімействі програм MS Office. 
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Додаток Б 
Планування робіт 
 
 
Деталізація мети методом SMART 
Мета проекту: Створити моделі діяльності людини-оператора, що 
будуються за вибором алгоритму та параметру при формування оптимального 
рішення, які будуть оцінені експертами підприємства для виявлення, усунення 
помилок різного типу і використання запропонованих моделей для впровадження 
у виробничий процес, що дозволить оптимізувати роботу оператора і підвищити 
рівень обслуговування клієнтів. Проект буде виконано вчасно, що 
підтверджується календарним планом проекту. 
Планування змісту структури робіт. Структурна декомпозиція робіт (work 
breakdown structure, WBS) - це графічне подання згрупованих елементів проекту у 
вигляді пакетів робіт, які ієрархічно пов'язані з продуктом проекту. Така 
структура необхідна для забезпечення ефективного управління проектом, 
визначення і структурування переліку робіт, створення структури звітності та 
розуміння задач виконавця. На рисунку Б.1 представлена структурна 
декомпозиція робіт проекту. 
 
 
Рисунок Б.1 – WBS структура проекту 
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Планування структури організації, для впровадження готового проекту 
(OBS). Наступним кроком розробки структури проекту є визначення 
організаційної структури (ОBS) проекту. Організаційна структура проекту (OBS) 
– є графічним відображенням учасників проекту (фізичних та юридичних осіб) та 
їхніх відповідальних осіб, залучених до реалізації проекту. На верхньому рівні 
OBS проекту знаходиться керівник та команда управління проектом; на 
наступному рівні – виконавці. Останнім рівнем OBS-структури є відповідальні 
особи виконавців. Це не обов’язково повинні бути керівники, а ті співробітники, 
яким доручено безпосередньо організовувати і відповідати перед виконавцем за 
виконання конкретного елемента WBS-структури. 
OBS структура представлена на рисунку Б.2. 
 
 
Рисунок Б.2 – OBS структура 
 
Побудова матриці відповідальності. Матриця відповідальності 
(Responsibility Assignment Matrix) забезпечує опис і узгодження структури 
відповідальності за виконання пакетів робіт. Вона являє собою форму опису 
розподілу відповідальності за реалізацію робіт проекту із зазначенням ролі 
кожного з виконавців. 
На рисунку Б.3 показано матрицю відповідальності проекту. 
 
72 
 
Рисунок Б.3 – Матриця відповідальності 
 
Діаграма Ганта. Діаграма Ганта - це популярний вид діаграми 
(придуманий Генрі Гант), який використовується для планування і контролю 
виконання проекту. Такий інтерактивний мережевий графік присутній практично 
у всіх системах управління проектами. 
На діаграмі відображаються завдання і стадії проекту з урахуванням їх часу 
виконання. Завдання на діаграмі можуть бути залежними один від одного 
(наприклад, одна задача може починатися тільки після завершення другого). Крім 
того, може показуватися відсоток виконання кожного завдання і відповідальний 
за її виконання. 
Діаграма Ганта зручна для управління часом проекту. Якщо поставити 
плановану тривалість кожного завдання і залежності між завданнями - можна 
легко отримати теоретичний термін проекту (критичний шлях). А подивившись 
на діаграму під час виконання проекту, можна швидко оцінити, наскільки людина 
встигає зробити у заплановані терміни, і ввести відповідні коригування. Для 
побудови діаграми Ганта використовуємо програму MS Office Project 2010 року. 
Визначившись з завданнями, які повинні бути виконані, і точним часом їх 
виконання, отримуємо діаграму Ганта, яка показана на рисунку Б.4. 
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Рисунок Б.4 – Діаграма Ганта 
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Аналіз ризиків. Виконаємо якісну і кількісну оцінку ризиків роботи. При 
якісній оцінці визначимо ризики, що потребують швидкого реагування. Така 
оцінка визначить ступінь важливості ризику і дозволить вибрати спосіб 
реагування. Кількісна оцінка ризиків буде виконана для більш повної 
ідентифікації ризиків та ступеня їхнього впливу на виконання проекту. Кількісна і 
якісна оцінка ризиків можуть використовуватися окремо або разом, залежно від 
наявного часу і бюджету, необхідності в кількісній або якісній оцінці ризиків.  
Визначимо ризики: 
- R1 – зміна вимог при реалізації проекту; 
- R2 – невчасне виконання етапів проекту; 
- R3 – виявлення помилок на етапі завершення; 
- R4 – виникнення несправностей в апаратному забезпеченні; 
- R5 – непередбачувані життєві обставини розробника. 
У таблиці Б.1 показана ймовірність виникнення кожного з зазначених 
ризиків. 
 
Таблиці Б.1 - Ймовірність виникнення ризиків 
Ймовірність 
виникнення 
R1 R2 R3 R4 R5 
Дуже низька      
Низька   +   
Середня  +  + + 
Висока +     
Дуже висока      
 
У таблиці Б.2 показані витрати при виникненні кожного з зазначених 
ризиків. 
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Таблиця Б.2 – Втрати при виникненні ризиків 
Значимість 
впливу 
R1 R2 R3 R4 R5 
мінімальна      
низька     + 
середня  +    
висока    +  
максимальна +  +   
 
Виходячи з цих двох, була побудована Матриця впливу (ймовірностей і 
наслідків) ризиків. В матриці світлим кольором позначено неважливі ризики-
білий колір, темнішим – помірні, темним – критичні. 
 
Таблиця Б.3 – Матриця ймовірність-втрати 
Ймовірність    
  R1 
R5 R2 R4 
  R3 
   
 Втрати 
 
Виходячи з цього, було визначено два критичні ризика, такі як: 
- R1 – зміна вимог при реалізації проекту; 
- R4 – виникнення несправностей в апаратному забезпеченні. 
Перший ризик можна уникнути, заздалегідь визначивши вимоги з 
керівником. Другий ризик «виникнення несправностей в апаратному 
забезпеченні», може привести до некоректної роботи системи. 
  
  
Додаток В 
Порівняльний аналіз методів опису і оцінки процесів функціонування людино-машинних систем 
 
 
Таблиця В.1 - Порівняльний аналіз методів опису і оцінки людино-машинних систем 
Метод 
 
Характе-
ристика 
Граф-схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
1.Загальні відомості 
1.1 Основний 
автор 
Ляпунов А.А. Ахьюджа Х. Прицкер 
А.А 
Гусаков А.А. Губинський А.І. 
Ашеров Т.А. 
Ротштейн А.П. 
1.2 Рік 
розробки 
1960 1979 1972 1972-1974 1969-1981 
1977-1993 
1990-1997 
1.3 Основна 
спрямованість 
методу 
Опис 
алгоритмів 
Опис і оцінка 
комплексів 
робіт в 
промисловості 
і будівництві 
Опис і 
оцінка 
довільних 
процесів 
Опис і оцінка 
організаційно-
технологічної 
надійності 
комплексів 
робіт в 
будівництві 
Універсальна орієнтація на 
опис і оцінку будь-яких 
процесів функціонування. 
Опис і оцінка 
ефективності 
функціонування 
дискретних інформаційно 
виробничих ерготехнічних 
систем 
Опис і оцінка 
бездефектного 
функціонування 
промислових 
ЛМС, в тому 
числі в нечітких 
умовах 
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 Продовження таблиці В.1 
Метод 
 
Характе-
ристика 
Граф-схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
1.4 Наявність 
засобів 
автоматизації 
моделювання 
Ручні На різних 
класах ЕОМ 
На ЄС 
ЕОМ 
На ЄС ЕОМ На ЄС ЕОМ ПК Персональні 
комп'ютери 
MS DOS 
2.Опис можливостей методу 
2.1 Форма 
подання АФ 
ЕТС 
Граф робіт 
(вершини - 
роботи, дуги 
- відношення 
слідування в 
часі) 
Граф подій 
(вершини - 
події, дуги - 
роботи) 
Граф 
подій 
(вершини - 
події, дуги 
- роботи) 
Граф подій 
(вершини - 
події, дуги - 
роботи) 
Граф "робіт-подій" 
(вершини двох типів: 
роботи і події, дуги - 
відношення слідування в 
часі з широкими 
логічними функціями) 
Граф подій 
(вершини - 
події, дуги - 
роботи) 
2.2 Склад 
символів 
алфавіту 
Дві роботи 
(оператор і 
логічне 
умова) 
Тільки роботи 
з одним 
результатом 
Роботи з 
одним і 
двома 
результа-
тами 
Тільки роботи 
з одним 
результатом 
П'ятнадцять функціонерів 
і чотирнадцять 
композиціонерів 
Три оператора 
робіт і два 
оператора умов 
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 Продовження таблиці В.1 
Метод 
 
Характе- 
ристика 
Граф-схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
2.3 Можливість 
представлен-
ня: 
      
а) послідовних 
робіт 
Так Так Так Так Так Так 
б) паралельних 
робіт з ФАЛ на 
вході "І" 
Ні Так Так Так Так Так 
в) паралельних 
робіт з ФАЛ на 
вході "АБО 
виключити" / 
"АБО 
включити" 
Ні Ні Так Ні Так Так 
г) паралельних 
робіт з ФАЛ на 
виході "І" 
Ні Так Так Так Так Так 
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 Продовження таблиці В.1 
Метод 
 
Характе- 
ристика 
Граф-схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
д) паралельних 
робіт з ФАЛ на 
виході "АБО 
виключити" / 
"АБО 
включити" 
Так/Ні Ні Так Ні Так Так 
е) циклів 
(повернутий) 
Так Ні Так Ні Так Так 
ж) циклів 
(доопрацю-
вань) 
Ні Ні Так Ні Так Так 
3. Можливості обліку та подання переривань робіт через виявлені збої, помилки, відмови 
 Ні Ні Ні Ні Так Так 
4. Можливості обліку невиявленх збоїв, помилок, відмов 
 Ні Ні Ні Ні Так Так 
5. Основні недоліки методу 
 Слабкі 
логічні 
можливості 
Неврахування 
переривань 
робіт через 
помилки, 
відмови 
Невраху-
вання 
переривань 
робіт через 
помилки, 
відмови 
Неврахування 
переривань 
робіт через 
помилки, 
відмови 
Висока складність 
методу 
Висока 
складність 
методу 
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 Продовження таблиці В.1 
Метод 
 
Характе- 
ристика 
Граф-схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
6. Загальна оцінка описових можливостей 
 Примітивна 
(історично 
перша 
спроба) 
Слабка Хороша Слабка Найбільш висока з усіх 
існуючих на сьогодні 
Висока 
7. Оцінка можливостей методу 
7.1 Облік 
стохастичності 
результатів 
(через помилки 
і відмови) 
Ні Ні Так Ні Так Так 
7.2 Облік 
стохастичності 
часу виконання 
роботи 
Ні Так Так Ні Так Так 
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 Продовження таблиці В.1 
Метод 
 
Характе- 
ристика 
Граф-
схеми 
алгоритмів 
(ГСА) 
Мережі PERT 
Мережі 
GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
8. Характеристика часу виконання роботи 
8.1 Закон 
розподілу 
Ні Бета-розподіл Нормальний 
або бета-
розподіл 
Нормальний 
або бета-
розподіл 
Гамма-розподіл 
(експоненціальний, 
нормальний, дискретний 
розподіл) 
Різні функції 
розподілу 
8.2 Показники Ні Параметри 
розподілу 
бети 
Математичне 
сподівання і 
дисперсія 
Математичне 
сподівання і 
дисперсія 
Математичне сподівання 
і дисперсія 
Математичне 
сподівання і 
дисперсія 
9. Загальна характеристика оцінки можливостей методу 
9.1 Рівень Нульовий Тільки часові 
характеристик
и 
Тільки часові 
характери-
стики (з 
урахуванням 
імовірнісних 
результатів) 
Тільки часові 
характери-
стики (з 
урахуванням 
показника 
своєчасності 
Як вартові 
характеристики так і 
характеристики 
бездефектності (з 
урахуванням помилок, 
структурних відмов, 
оргвідмов) 
Як вартові 
характеристики 
так і 
характеристики 
бездефектності 
(з урахуванням 
помилок, 
структурних 
відмов, 
оргвідмов) 
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 Продовження таблиці В.1 
Метод 
 
Характе- 
ристика 
Граф-
схеми 
алгоритмів 
(ГСА) 
Мережі PERT Мережі GERT 
Імітаційні 
моделі 
організаційно-
технологічної 
надійності 
(ОТН) 
Функціональні мережі 
Граф-схеми 
Функціональні 
мережі 
алгебраїзма 
10. Загальна оцінка методу 
 Придатний 
тільки для 
опису 
структур 
алгоритмів 
і процесів 
Придатний 
для оцінки 
часових 
характеристик 
процесів з 
обмеженою 
логікою 
Придатний 
для оцінки 
часових 
характеристик 
процесів з 
ймовірними 
наслідками і 
розширеною 
логікою 
Придатний 
для оцінки 
часових 
характеристик 
і своєчасності 
виконуваних 
процесів 
Придатний для оцінки 
часових і надійносних 
характеристик будь-яких 
процесів 
функціонування ЕТС з 
урахуванням помилок, 
структурних відмов і 
оргвідмов 
Придатний для 
оцінки часових 
і надійносних 
характеристик 
будь-яких 
процесів 
функціонування 
ЕТС з 
урахуванням 
помилок, 
структурних 
відмов і 
оргвідмов 
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Додаток Г 
Типові функціональні одиниці 
 
 
Таблиця Г.1 – Типові функціональні одиниці 
Види 
функціонерів 
Найменування Умовне 
позначення 
 Робочий 
 
Основні 
Логічний 
(алтернативний) 
 
 Затримки 
 
 Функціональний контроль 
 
Допоміжні Діагностичний контроль 
 
 Організаційний контроль 
 
 
Робочий з одночасним контролем 
результатів функціонування 
 
 
Робочий з одночасною 
діагностикою техніки 
 
 
Робочий з одночасним контролем 
результатів функціонування і 
діагностикою техніки  
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Додаток Д 
Типові функціональні структури для опису діяльності оператора 
 
 
Таблиця Д.1 – Типові функціональні структури 
Зміст типової 
функціональ-
ної структури 
(ТФС) 
Схема 
ТФС 
Показник Розрахункова формула 
1. Послідовне 
виконання 
робочих 
операцій, RR 
 
Вірогідність 
безпомилкового 
виконання 
операції 



n
i
iBВ
1
 
Математичне 
очікування часу 
виконання 
операції 
(трудомісткості, 
вартості) 



n
i
iXMXM
1
)()(  
},,{ CWTX   
Дисперсія часу 
виконання 
операції 
(трудомісткості, 
вартості) 



n
i
iXDXD
1
)()(  
},,{ CWTX   
2. Циклова 
функціональна 
схема “Робоча 
операція з 
контролем 
функціонування 
без обмеження 
на кількість 
циклів”, RK 
 
Вірогідність 
безпомилкового 
виконання 
операції 
)**(1
1
**
000101
111
KBKB
KBB

  
Математичне 
очікування часу 
виконання 
операції 
(трудомісткості, 
вартості) 
)(*))()(()( LMXMXMXM кр 
)**(1
1
)(
000101 KBKB
LM

  
},,{ CWTX   
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Продовження таблиці Д.1 
Зміст типової 
функціональ-
ної структури 
(ТФС) 
Схема 
ТФС 
Показник Розрахункова формула 
  
Дисперсія часу 
виконання 
операції 
(трудомісткості, 
вартості) 
)(*))()((
))()((*)()( 2
LMXDXD
XMXMLDXD
кp
кp


2000101
000101
))**(1(
**
)(
KBKB
KBKB
LD



},,{ CWTX   
Робоча операція 
з контролем 
функціонування 
і виправленням 
помилки без 
циклів, RKR1 
 
Вірогідність 
безпомилкового 
виконання 
операці 12
101
1
000
1
111
1
*)**(
*
BKBKB
KBB


 
Математичне 
очікування часу 
виконання 
операції 
(трудомісткості, 
вартості) 
)(*)**(
)()()(
2
101
1
000
1
1
р
кр
ХMKBKB
XMXMXM


 
},,{ CWTX   
Дисперсія часу 
виконання 
операції 
(трудомісткості, 
вартості) )(*)**(
*)**(
)(*)**(
)()()(
2
2010
1
111
1
101
1
000
1
2
101
1
000
1
1
p
р
кр
XMKBKB
KBKB
ХDKBKB
XDXDXD




 
},,{ CWTX   
Циклава ФС 
«Робоча операція 
з контролем 
функціонування, 
виправленням і 
повторенням 
робочої операції 
без обмеження на 
кількість 
циклів», RK 
 
Вірогідність 
безпомилкового 
виконання 
операції 
)(*
)*1(*
01111
2
1
1
01
0
2
00111
1
KKBBK
BKKB
B


  
Математичне 
очікування часу 
виконання 
операції 
(трудомісткості, 
вартості) 
*)]()()([)()()( 211 kppkp XMXMXMXMXMXM 
,
)*(1
**
*
000101
000
1
101
1
KBKB
KBKB


де  
   1012
1
1
1 1;* BBBBB   
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Продовження таблиці Д.1 
Зміст типової 
функціональ-
ної структури 
(ТФС) 
Схема 
ТФС 
Показник Розрахункова формула 
  Дисперсія часу 
виконання 
операції 
(трудомісткості, 
вартості) 
*)]()()([)()()( 211 kppkp XDXDXDXDXDTD 



)*(1
**
*
000101
000
1
101
1
KBKB
KBKB
 
*
))*(1(
**
2000101
000
1
101
1
KBKB
KBKB


  
*
)*(1
**
*
000101
000
1
101
1
KBKB
KBKB


 
*
))*(1(
**
*
2000101
010
1
111
1
KBKB
KBKB


 
2
21 )]()()([* kpp XMXMXM   
де    },,{ CWTX   
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Додаток Е 
Копії публікацій 
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Додаток Ж 
Копії актів впровадження 
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Додаток З 
Копії дипломів студентських наукових робіт 
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