Abstract-This work introduces the one-class slab SVM (OC-SSVM), a one-class classifier that aims at improving the performance of the one-class SVM. The proposed strategy reduces the false positive rate and increases the accuracy of detecting instances from novel classes. To this end, it uses two parallel hyperplanes to learn the normal region of the decision scores of the target class. OCSSVM extends one-class SVM since it can scale and learn non-linear decision functions via kernel methods. The experiments on two publicly available datasets show that OCSSVM can consistently outperform the one-class SVM and perform comparable to or better than other state-of-the-art oneclass classifiers.
I. INTRODUCTION Current recognition systems perform well when their training phase uses a vast amount of samples from all classes encountered at test time. However, these systems significantly decrease in performance when they face the open-set recognition problem [20] : recognition in the presence of samples from unknown or novel classes. This occurs even for already solved datasets (e.g., the Letter dataset [10] ) that are recontextualized as open-set recognition problems. The top of the Figure 1 illustrates the general open-set recognition problem.
Recent work has aimed at increasing the robustness of classifiers in this context [1] , [19] , [20] . However, these approaches assume knowledge of at least a few classes during the training phase. Unfortunately, many recognition systems only have a few samples from just the target class. For example, collecting images from the normal state of a retina is easier than collecting those from abnormal retinas [25] .
One-class classifiers are useful in applications where collecting samples from negative classes is challenging, but gathering instances from a target class is easy. An ensemble of oneclass classifiers can solve the open-set recognition problem. This is because each one-class classifier can recognize samples of the class it was trained for and detect novel samples; see Figure 1 for an illustration of the ensemble of one-class classifiers. Unlike other solutions to the open-set recognition problem (e.g., the 1-vs-Set SVM [20] ), the ensemble offers parallelizable training and easy integration of new categories. These computational advantages follow from the independence of each classifier and allow the ensemble to scale well with the number of target classes.
However, the one-class classification problem is a challenging binary categorization task. This is because the classifier is trained with only positive examples from the target class, yet, it must be able to detect novel samples (negative class data). For instance, a one-class classifier trained to detect normal retinas must learn properties from them to recognize other images of normal and abnormal retinas. A vast amount of research has focused on tackling the challenges faced in the one-class classification problem. These strategies include statistical methods [6] , [18] , neural networks [2] , [15] , and kernel methods [13] , [22] , [23] .
Despite the advancements, the performance of one-class classifiers falls short for open-set recognition problems. To improve the performance of one-class classifiers, we propose a new algorithm called the one-class slab SVM (OCSSVM), which reduces the rate of classifying instances from a novel class as positive (false positive rate) and increases the rate of detecting instances from a novel class (true negative rate). This work focuses on the one-class SVM classifier as a basis because it can scale well and can learn non-linear decision functions via kernel methods.
The one-class SVM (OCSVM) learns a hyperplane that keeps most of the instances of the target class on its positive side. However, instances from the negative class can also be on the positive side of this hyperplane. The OCSVM does not account for this case, which makes it prone to a high false positive rate. Unlike the OCSVM, the proposed OCSSVM approach encloses the normal region of the target class in feature space by using two parallel hyperplanes. When an instance falls inside the normal region or the slab created by the hyperplanes, the OCSSVM labels it as a sample from the target class, and negative otherwise. Figure 2 provides an overview of this new algorithm. Using two parallel hyperplanes has been explored before in visual recognition problems. Cevikalp and Triggs [4] proposed a cascade of classifiers for object detection. Similarly, Scheirer et al. [20] proposed the 1-vs-Set SVM, where a greedy algorithm calculates the slab parameters after training a regular linear SVM. However, these methods are not strictly one-class classifiers since they use samples from known negative classes. Parallel hyperplanes have also been used by Giesen et al. [11] to compress a set of 3D points and by Glazer et al. [12] to estimate level sets from a highdimensional distribution. In contrast to these methods, the OCSSVM targets the open-set recognition problem directly and computes the optimal size of the slab automatically.
This work presents two experiments on two publicly available visual recognition datasets. This is because visual recognition systems encounter novel classes very frequently in natural scenes that contain both target and novel objects. The experiments evaluate the performance of the proposed approach and compare it with other state-of-the-art one-class classifiers. The experiments show that OCSSVM consistently outperforms the one-class SVM and performs comparable to or better than other one-class classifiers.
The OCSSVM represents a step towards the ideal robust recognition system based on an ensemble of one-class classifiers. The proposed OCSSVM can also improve the performance of other applications such as the identification of abnormal episodes in gas-turbines [7] ; the detection of abnormal medical states from vital signs [14] ; and the detection of impostor patterns in a biometric system [14] . A. Brief Review of the One-class SVM Schölkopf et al. [22] proposed the one-class support vector machine (OCSVM) to detect novel or outlier samples. Their goal was to find a function that returns +1 in a "small" region capturing most of the target data points, and -1 elsewhere.
Their strategy consists of mapping the data to a feature space via kernel methods. Subsequently, it finds a hyperplane in this new feature space that maximizes the margin between the origin and the data.
To find this hyperplane, Schölkopf et al. proposed the following optimization problem:
where m is the number of total training samples from the target class; ν is an upper-bound on the fraction of outliers and a lower bound on the fraction of support vectors (SV); x i is the i-th training sample feature vector; w is the hyperplane normal vector; Φ() is a feature map; ξ are slack variables; and ρ is the offset (or threshold). Solvers for this problem compute the dot product Φ(
Schölkopf et al. [22] proposed to solve the problem shown in Eq. (1) via its dual problem:
where K is the kernel matrix calculated using a kernel function, i.e., K ij = k(x i , x j ), and α are the dual variables. This optimization problem is a constrained quadraticprogram which is convex. Thus, solvers can use Newtonlike methods [3] , [21] or a variant of the sequential-minimaloptimization (SMO) technique [16] . The SVM decision function is calculated as follows:
where the offset ρ can be recovered from the support vectors that lie exactly on the hyperplane, i.e., the training feature vectors whose dual variables satisfy 0 < α i < 1 νm . In this work, the projection w, Φ (x) of a sample x onto the normal vector w is called the SVM score.
B. Discussion
An interpretation of the solution (w , ρ ) for the problem stated in Eq. (1) is a hyperplane that bounds the SVM scores from below; see the inequality constraints in Eq. (1). This interpretation also considers that the SVM score is a random variable. In this context, ρ is a threshold that discards outliers falling on the left tail of the SVM score density. Figures 2(a) and 2(b) illustrate this rationale.
However, the one-class SVM does not account for outliers that occur on the right tail of the SVM-score density. It needs to account for them to reduce false positives. Its decision rule considers these outliers as target samples yielding undesired false positives and decrease of performance.
The proposed strategy does account for these outliers. It learns two hyperplanes that tightly enclose the normal support of the SVM score density from the positive class. These hyperplanes bound the density from "below" and from "above." The proposed strategy considers samples falling in between these hyperplanes the "normal" state of the positive class SVM scores. It considers samples falling outside these hyperplanes outliers: novel or abnormal samples. The region in between the hyperplanes is called a "slab." In contrast with the SVM's default strategy, the proposed strategy assumes that samples from the negative class can have both negative and positive SVM scores; Figures 2(c) and 2(d) illustrate the proposed strategy.
II. ONE-CLASS SLAB SUPPORT VECTOR MACHINE
This section describes the proposed one-class slab support vector machine. OCSSVM requires two hyperplanes to classify instances as negative (novel or abnormal samples) or positive (target class samples). Both hyperplanes are characterized by the same normal vector w, and two offsets ρ 1 and ρ 2 .
The goal of OCSSVM is to find two hyperplanes that tightly enclose the region in feature space of the SVM-score density for the positive class. The positive side of each hyperplane coincides with the slab region and their negative side indicates the area where novel or abnormal samples occur; Figs. 2(c) and 2(d) illustrate the proposed configuration of the hyperplanes and decision process.
OCSSVM solves a convex optimization problem to find the hyperplane parameters (w, ρ 1 , ρ 2 ). This problem is stated as follows:
where (w, ρ 1 ) are the parameters for the "lower" hyperplane f 1 ; (w, ρ 2 ) are the parameters of the "upper" hyperplane f 2 , ξ andξ are slack variables for the lower and upper hyperplanes, This proposed optimization problem extends the formulation introduced by Schölkopf et al. [22] . It adds two new linear inequality constraints per training sample, which are the constraints for the hyperplane f 2 , and penalty terms in the objective function of the optimization problem shown in Eq. (1). This extension is mainly composed of linear terms and constraints. Consequently, it preserves convexity.
The offsets ρ 1 and ρ 2 have the following interpretation: they are thresholds that bound the SVM scores from the positive class (i.e., w, Φ(x i ) ) from below and above, respectively. This new interpretation motivates the names for the lower and upper hyperplanes mentioned earlier. The region in between these bounds is the "slab," and its size can be controlled by ν 1 and ν 2 . The slack variables ξ andξ allow the OCSSVM to exclude some SVM scores that deviate from the slab region: the normal region of the SVM score density from the positive class.
The decision function of the OCSSVM,
is positive when SVM scores fall inside the slab region, and negative otherwise. Solving the primal problem (shown in Eq. (4)) is challenging -especially when a non-linear kernel function is used. However, the dual problem of several SVMs often yields a simpler-to-solve optimization problem. The dual problem for the OCSSVM (derived in supp. material) is
where K is the kernel matrix; α i andᾱ i are the i-th entries for the dual vectors α andᾱ, respectively; and 0 ≤ ν 1 ≤ 1, 0 ≤ ν 2 ≤ 1, and 0 ≤ ε are parameters. This dual problem is a constrained quadratic program that can be solved with convex solvers. This work considers only positive definite kernels, i.e., K is positive definite [21] . Therefore, ε = 1 must hold to avoid the trivial solution: α =ᾱ. The decision function can be re-written in terms of only the dual variables α,ᾱ as follows:
where
and
The SVM score s w is obtained from Eq. (8) and re-writing dot products with the kernel function. On the other hand, the offsets require analysis from the KKT conditions (see supplemental material) to establish their relationship with the dual variables. The offset computation requires knowledge of the support vectors that lie exactly on the lower and upper hyperplanes. These support vectors are detected by evaluating if their dual variables satisfy 0 < α i < 1 ν1m
and 0 <ᾱ i < ε ν2m for the lower and upper hyperplane, respectively. Equations (9) and (10) require the number of support vectors N SV1 , N SV2 that exactly lie on the lower and upper hyperplanes, respectively. Moreover, it can be shown via the KKT conditions that if α i > 0, thenᾱ i = 0, and that ifᾱ i > 0, then α i = 0. This means that each hyperplane has its own set of support vectors; the reader is referred to the supplemental material for a more detailed analysis of the KKT conditions.
III. EXPERIMENTS This section presents two experiments (described in Sections III-A and III-B) that assess the performance of the proposed OCSSVM. These experiments use two different publicly available datasets: the letter dataset [10] and the PascalVOC 2012 [9] dataset.
We implemented a primal-dual interior point method solver in C++ 1 to find the hyperplane parameters of the proposed OCSSVM. The experiments on the letter dataset were carried out on a MacBook Pro with 16BG of RAM and an Intel core i7 CPU. The experiments on the PascalVOC 2012 dataset were executed on a machine with 32GB of RAM and an Intel core i7 CPU.
The experiments compared the proposed approach to other state-of-the-art one-class classifiers: support vector data description (SVDD) [23] , one-class kernel PCA (KPCA) [13] , kernel density estimation (KDE), and the one-class support vector machine (OCSVM) [22] -the main baseline. The experiments used the implementations from LibSVM [5] for SVDD and SVM; and a publicly available Matlab implementation we created for the one-class kernel PCA algorithm to apply to the letter dataset. However, the experiments used a C++ KPCA implementation (also developed in house) for the PascalVOC 2012 dataset, since the Matlab implementation struggled with the high dimensionality of the feature vectors and large number of samples in the dataset. For the multivariate kernel density estimation, we used Ihler's publicly available Matlab toolkit 2 . However, the KDE method did not run on the PascalVOC 2012 dataset due to the large volume of data. Thus, the experiments omit KDE results for that dataset. The experiments trained a one-class classifier for each class in the datasets. Recall that one-class classifiers only use positive samples for training. To evaluate the performance of the one-class classifiers, the experiments used the remaining classes as negative samples (i.e., novel class instances). The tested datasets are unbalanced in this setting since there are more instances from the negative class compared to the positive class. Note that common metrics such as precision, recall, and f1-measure are sensitive to unbalanced datasets. This is because they depend on the counts of true positives, false positives, and false negatives.
Fortunately, the Matthews correlation coefficient (MCC) [17] is known to be robust to unbalanced datasets. The MCC ranges between −1 and +1. A coefficient of +1 corresponds to perfect prediction, 0 corresponds to an equivalent performance of random classification, and −1 corresponds to a perfect disagreement between predictions and ground truth labels; see supp. material for more details about MCC.
The experiment used common kernels (e.g., linear and radial basis function (RBF)) as well as efficient additive kernels [24] (e.g., intersection, Hellinger, and χ 2 ). Among these kernels, only the RBF kernel requires setting a free parameter: γ. Also, the experiment used a Gaussian kernel for the KDE method. Its bandwidth was determined by the rule-of-thumb method, an automatic algorithm for kernel bandwidth estimation included in the used Matlab KDE toolbox. The experiments compare the KDE method only with the remaining one-class classifiers using an RBF kernel since the Gaussian kernel belongs to that family.
The experiments ran a grid-search over various kernel and classifier parameters, such as γ for the RBF kernel, C parameter for SVDD, ν 1 , ν 2 , ν for the one-class SVMs, and number of components for KPCA, using a validation set for every class in every dataset; the reader is referred to the supplemental material where these parameters are shown.
To determine the ε parameters for training the proposed OCSSVM, the experiments used a toy dataset where samples from a bivariate Normal distribution were used. It was observed that ε = 2 3 produced good results; see supp. material for more details of this process.
A. Evaluation on Letter Dataset
This experiment aims at evaluating the performance of the OCSSVM. The tested dataset is letter [10] , which contains 20,000 feature vectors of the 26 capital letters in the English Fig. 3 . Matthews correlation coefficient on the letter dataset across different kernels (a-e); brighter indicates better performance. The proposed OCSSVM performed comparable or better than one-class kernel PCA (KPCA), kernel density estimation (KDE), support vector data description (SVDD), and one-class SVM (OCSVM). A comparison with the KDE method is only valid when using the RBF kernel.
alphabet. Each feature vector is a 16-dimensional vector capturing statistics of a single character. The dataset provides 16,000 samples for training and 4,000 for testing. The oneclass classification problem consists of training the classifier with instances of a single character (the positive class), and detecting instances of that character in the presence of novel classes -instances of the remaining 25 characters. Figure 3 shows the results of this experiment. It visualizes the performance of the tested classifiers across classes for different kernels. Table I presents a performance summary per kernel and per method. The results shown in Figure 3 and Table I only include a comparison of the KDE method and the one-class classifiers with an RBF kernel since the KDE method uses a Gaussian kernel, which belongs to the RBF family. Because the experiment uses Matthews correlation coefficient (MCC), higher scores imply better performance. Thus, a consistent bright vertical stripe in a visualization indicates good performance across all the classes in the dataset for a particular kernel. The figure shows that the proposed OCSSVM tends to have a consistent bright vertical stripe across different kernels and classes. This can be confirmed in Table I where OCSSVM achieves the highest median MCC for all of the kernels. The visualizations also show that the proposed OCSSVM outperformed the SVM method consistently. Comparing the OCSSVM and the SVM columns in Table I confirms the better performance of the proposed method. Table I also shows that OCSSVM performed comparable or better than one-class kernel PCA (KPCA), kernel density estimation (KDE), and support vector data description (SVDD).
B. Evaluation on PascalVOC 2012 Dataset
The goal of this experiment is to assess the performance of the OCSSVM on a more complex dataset: PascalVOC 2012 [9] . This dataset contains 20 different visual classes (objects) and provides about 1,000 samples per class. It has been used mainly for object detection. The experiment used HOG [8] features for every object class. To mimic novel classes that an object detector encounters, the experiment randomly picked 10,000 background regions for which HOG features were computed. The dimensionality of these features per class ranges from 2,304 to 36,864. This experiment used high-dimensional feature vectors and a large number of samples. Consequently, the kernel density estimation (KDE) MATLAB toolkit struggled and did not run properly on this dataset. Hence, the experiment omits the result for this method. The experiment trained one-class classifiers for each object using a 3-fold cross-validation procedure. The testing set for a fold was composed of object samples and all background features. Figure 4 shows the visualizations of the average Matthews correlation coefficients (MCC) for this experiment. In addition, Table II presents a summary of this experiment. Table II shows that OCSSVM tended to outperform the oneclass SVM across kernels. Moreover, it performed comparable to or better than one-class KPCA and SVDD across kernels. Figure 4 shows that the OCSSVM tended to outperform the SVM method across classes and kernels.
IV. CONCLUSIONS AND FUTURE DIRECTIONS
This work presented the one-class slab support vector machine as a step towards the idealized one-class solution for open-set recognition. In contrast to the regular one-class SVM, which learns a single hyperplane for identifying target samples, instances from the positive class, the proposed classifier uses two parallel hyperplanes learned in feature space to enclose a portion of the target samples. However, each plane has an offset with respect to the origin that places them at different locations in feature space, creating a "slab." The proposed approach to train the OCSSVM is a quadratic program (QP) that estimates the hyperplane normal vector and the two offsets.
The proposed OCSSVM showed consistent performance improvement over the regular one-class SVM on two different datasets: letter [10] and the PascalVOC 2012 [9] . The proposed strategy performed comparable or better than other state of Fig. 4 . Average of the 3-fold Matthews correlation coefficient scores per class; brighter indicates better performance. The proposed OCSSVM outperformed the SVM using efficient additive kernels (Hellinger, Intersection, and χ 2 ). It performed comparable or better than the one-class kernel PCA (KPCA), the support vector data description (SVDD), and the one-class SVM (OCSVM).
the art one-class classifiers, such as support vector data description [23] , one-class kernel PCA [13] , and kernel density estimation.
The approach used a Newton-based QP solver to train the OCSSVM. However, this solver is not efficient and a derivation of a sequential-minimal-optimization (SMO) [16] is planned for future work. The plan includes the adaptation of the SMO solver to deal with an extra inequality constraint that the QP of the OCSSVM includes.
