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ABSTRACT
This dissertation explored three themes with regard to the spatial aspects of tourist
behavior, conducting three independent analyses. For these analyses, this dissertation
research adapted Shoval’s (2012) definition of the space-time constraints concept
developed by Hägerstrand (1970): the purpose of trip (i.e., authority constraints), the
length of visit (i.e., capability constraints), and the composition of travel party (i.e.,
coupling constraints). The purposes of the three analyses were to examine the
relationships 1) between the space-time constraints and the spatial patterns of travel; 2)
between ICT use (i.e., smartphones) and the spatial patterns of travel, space-time
constraints, unplanned destinations visited, and tourism information types searched
during a trip; and 3) between space-time constraints and the characteristics of the
networks of tourists’ multi-destination movement.
This research was conducted as part of a National Oceanic and Atmospheric
Administration project, “Perceptions of marine aquaculture in costal tourist destinations
in the US southeastern region,” the overall aim of which was to examine tourist
perceptions of, attitude toward, and preferences of marine aquaculture, including seafood.
The study sites for this dissertation study included coastal locations where marine
aquaculture is present in the state of South Carolina, U.S.A. Tourists visiting
McClellanville, Isle of Palms, Charleston, Beaufort, and Hilton Head Island areas were
randomly intercepted to collect their email addresses during the Fall of 2014. The
population of this study was, thus, domestic tourists who visited those three South
Carolina coastal areas during that time.
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The results of this study found that 1) tourists’ spatial patterns of travel are
significantly associated with their space-time constraints; 2) tourists’ information search
occurred not only before trips but also during them although smartphone use did not
significantly increase the number of unplanned destinations visits; and 3) the results of
the social network analysis revealed the importance of relational marketing in
implementing destination marketing strategies.
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CHAPTER ONE
INTRODUCTION

Background
Since the concept of multi-destination travel research was developed by Lue,
Crompton, and Fesenmaier (1993), tourism scholars have applied various approaches to
better understand the spatial aspects of tourist behavior. However, only a few studies
(e.g., Chancellor, 2012; Hwang & Fesenmaier, 2003; Popp & McCole, 2014; Stewart &
Vogt, 1997) have directly applied Lue and colleague’s conceptual framework on spatial
patterns of travel, which is known as the LCF model.
The LCF model consists of one single destination travel pattern and four multidestination travel patterns: an en route pattern, a base camp pattern, a regional tour
pattern, and a trip chaining pattern. Based on Lue et al. (1993), these multi-destination
travel patterns can be defined as follows: 1) single destination travel is a tourist travelling
to a single destination such as city, town, or community; 2) the en route pattern involves
a tourist visiting several destinations within a state which are en route to and from a
primary destination; 3) base camp is when a tourist stays at the primary destination
throughout the vacation, using it as a base from which to visit destinations within a state;
4) the regional tour pattern is when a tourist travels within a state, sequentially visiting a
series of destinations in it; 5) the trip chaining pattern involves a tourist visiting multiple
destinations encompassing several states, traveling from one to another rather than having
a single focal state (See Figure 1.1).
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Figure 1.1. Spatial patterns of travels.
Note: PD represents a primary destination. D represents a destination.
Source: Adapted from Lue, Crompton, & Fesenmaier (1993).
Previous research conducted by Stewart and Vogt (1997), Hwang and Fesenmaier
(2003), Chancellor (2012), and Popp and McCole (2014) found that tourists tend to visit
multi-destinations during a trip. Thus, rather than simply assuming single destination
travel, a multi-destination travel perspective can provide better insights for understanding
tourists’ spatial behavior (Lue et al., 1993). Specifically, as multi-destination travel tends
to involve more unexpected situations and/or constraints requiring adjustments at the
tourism destination environment than single destination travel (Stewart & Vogt, 1999),
tourism constraints research in multi-destination travel appears to be fundamentally
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important. However, while tourism researchers have applied the concept of leisure
constraints developed by Crawford and Godbey (1987) or Crawford, Jackson, and
Godbey (1991) to examine barriers for participating in tourism activities or pleasure
travel (e.g., Boo, Carruthers, & Busser, 2014; Daniels, Rodgers, & Wiggins, 2005;
Fleischer & Pizam, 2002; Hinch & Jackson, 2000; Hudson & Gilbert, 2000; Hung &
Petrick, 2010; Norman, 1995; Nyauane & Andereck, 2008; Nyaupane, Morais, & Graefe,
2004; Pennington-Gray & Kerstetter, 2002), little tourism research has focused on
investigating the constraints associated with tourists’ actual spatial behavior such as
visiting multi-destinations.
Even though recreation and tourism scholars have relied heavily on the concept of
leisure constraints, geographers (e.g., Schwanen & Kwan, 2008) have examined the
constraints associated with individual daily travel and everyday life. Known as the
space-time constraints of time-geography (Hägerstrand, 1970), they consist of authority
constraints, capability constraints and coupling constraints. Developed by Hägerstrand
(1970), these constraints focus on barriers associated with human spatial movement in
both space and time (Couclelis, 2009). According to Hägerstrand (1970), the conceptual
definitions of these three are:
Authority constraints refer to a world filled with a device which we may
call the ‘control area’ or ‘domain.’ These words are essentially spatial.
However, I would suggest that the concept of a domain be redefined to
refer to a time-space entity within which things and events are under the
control of a given individual or a given group. (p. 16)
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‘Capability constraints’ are those which limit the activities of the
individual because of his biological construction and/or the tools he can
command. Some have a predominant time orientation, and two
circumstances are of overwhelming importance in this connection: the
necessity of sleeping a minimum number of hours at regular intervals and
the necessity of eating, also with a rather high degree of regularity. (p. 12)

These [Coupling constraints] define where, when, and for how long, the
individual has to join other individuals, tools, and materials in order to
produce, consume, and transact. (p. 14)

Since all people have a limited time span of 24 hours per a day, their planned
goals or activities in a day may be so diverse that achieving all of them may be very
complicated, meaning people may not successfully complete their plans. To efficiently
cope with these situations, individuals need to comprehend spatial and temporal aspects
of their lives since we essentially exist in time and space. Thus, time-geography provides
an interesting framework for understanding human existence in time and space, one that
could be used to better understand leisure travel. Like daily activities, tourism activities
and travel also occur within limited time and space resources such as the length of stay
and the territorial space at the tourism destination. For this reason, the concept of spacetime constraints of time-geography may provide insights that improve our understanding
of the tourism constraints associated with tourist spatial movement behavior.
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These tourist space-time constraints may be negotiated by information and
communication technologies (ICTs). For example, according to Hägerstrand (1970),
“telecommunication allows people to form bundles without (or nearly without) loss of
time in transportation” (p. 15). He continued, saying that “it is true that a call may save
much time, especially when it concerns the arrangement of future meetings” (p. 15).
Applying this conclusion to current communication technology, Schwanen and Kwan
(2008) found that ICTs such as mobile phones and the Internet increase the spatial and
temporal flexibility of everyday travel and activities. However, little is known if ICTs
such as smartphones can increase the spatial flexibility in tourism activities and travel, an
area that merits investigation because as Stewart and Vogt (1997), Chancellor (2012),
and Popp and McCole (2014) found, tourists tend to visit multi-destinations during a
single trip.
These multi-destination travel patterns demonstrate a network structure (Asero,
Gozzo, & Tomaselli, 2015), suggesting that applying social network analysis (SNA)
techniques such as Freeman’s (1979) centrality measures will provide interesting insights
to better understand the nature of this network structure (e.g., Asero et al., 2015; Hwang,
Gretzel, & Fesenmaier, 2006; Leung, Wang, Wu, Bai, Stahura, & Xie, 2012; Shih, 2006).
Freeman’s centrality measures include degree centrality, betweenness centrality, and
closeness centrality. Degree centrality measures the number of links a tourism
destination has to other tourism destinations in the tourism region, while betweenness
centrality represents the extent to which a tourism destination is positioned between the
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various tourism destinations in the tourism region and closeness centrality is how close a
tourism destination is to all other tourism destinations in the tourism region.
While the centrality measures can be used to assess the network structure, there
are difficulties in comparing one network to another. As a result, Freeman (1979)
developed normalized centrality measures for the purpose of comparing networks (Prell,
2012), an approach that can be used to compare networks based on the constraints of the
different tourists.

Purpose of the Study
This dissertation involves three goals: 1) To examine the associations between
space-time constraints and the spatial patterns of travels by tourists (Chapter Three); 2)
To better understand the relationship between tourism information search using
smartphones and unplanned tourism destination visits (Chapter Four); and 3) To compare
the characteristics of the spatial patterns of multi-destination travels using the Freeman’s
(1979) normalized closeness centralities based on the space-time constraints of tourists
(Chapter Five).

Outline of the Dissertation
This dissertation follows the three article format, which consists of an
introductory first chapter and a discussion of the methods used in the second. The next
three chapters include the three articles written for this study, with Chapter Six providing
the conclusions drawn from this investigation. More specifically, Chapter One is an
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overview of the three articles, while Chapter Two develops the methods used in the
three articles. Chapter Three, which is Article I, examines the association between spacetime constraints and the spatial patterns of travelers (see Figure 1.2). The major
contribution of this article is its theoretical application of the concept of the space-time
constraints of time-geography. Since this concept was developed by examining human
activities and travels in space and time, it may also be applied to improve understanding
of the tourism constrains associated with the spatial movement between/among
destinations. The peer reviewed journal, Annals of Tourism Research, would be an
appropriate target journal for this article.

Figure 1.2. Research framework for examining the association between space-time
constrains and spatial patterns of travel.
Article II in Chapter Four examines 1) the associations between space-time
constraints and information and communication technologies such as smartphones; 2) the
associations between spatial patterns of travel and information and communication
technologies such as smartphones; 3) the associations between information types
searched before and during trips; and 4) tourism information types searched during trips
7

related to an unplanned destination visit (see Figure 1.3). The analysis in this chapter is
based on Hägerstrand (1970)’s conceptual paper suggesting that individual space-time
constraints can be negotiated by ICTs. However, little tourism research has examined the
role of ICTs such as smartphone in negotiating tourists’ space-time constraints in the
multi-destination travel. Since this article focuses on the planning and management of
travel and tourism, Tourism Management would be an appropriate target journal for
publication consideration.
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Figure 1.3. Research framework for understanding the role of information and communication technologies (ICTs) to the
spatial pattern so f travel, space-time constraints, unplanned destination visited, and tourism information types searched during
a trip.
9

The article in Chapter Five compares the normalized centrality scores of each
destination with space-time constrains (see Figure 1.4) using the central place theory of
Christaller (1966) as the theoretical foundation. The network characteristics of the travel
will be measured using normalized in- and out-closeness centralities (Freeman, 1979)
based on the suggestion of Irwin and Hughes (1992). Since tourists’ multi-destination
travel data include the direction of movement, this study will consider both inward and
outward movements, and to reflect both of these, it measures both in-and out-closeness
centralities. This study will be submitted for publication consideration to the Tourism
Geographies because it is based on a geographical theory, i.e., central place theory.

Figure 1.4. Research framework for the relationship between space-time constraints and
centralities of destinations.
Chapter Six, the Conclusion, integrates the findings from the three articles,
critically discussing the primary concepts of this dissertation of space-time constraints,
the spatial patterns of travel, information search, smartphone use, unplanned destination
visits, and normalized centralities. This critical discussion will enhance the
understanding of tourist spatial behavior from a geographical perspective.
Recommendations for future studies are also presented in this last chapter.
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Hypotheses and Research Questions
A series of hypotheses and questions based on a review of the pertinent literature
was developed for this dissertation. The six hypotheses investigated in Chapter Three
(Article I) are listed below:
H1: There is a significant association between authority constraints and the
spatial patterns of travel (i.e., single destination travel versus multidestination travel).
H2: There is a significant association between authority constraints and multidestination travel patterns (i.e., en route pattern, base camp pattern, regional
tour pattern, and trip chaining pattern).
H3: There is a significant association between capability constraints and single
destination travel and the multi-destination travel.
H4: There is a significant association between capability constraints and the
multi-destination travel patterns (i.e., en route pattern, base camp pattern,
regional tour pattern, and trip chaining pattern).
H5: There is a significant association between coupling constraints and single
destination travel and multi-destination travel.
H6: There is a significant association between coupling constraints and the multidestination travel patterns (i.e., en route pattern, base camp pattern, regional
tour pattern, and trip chaining pattern).
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For Chapter Four (Article II), the following six hypotheses were developed:
H1: There is a significant association between authority constraints (i.e., the
purpose of visit) and smartphone use (i.e., smartphone use and smartphone
non-use).
H2: There is a significant association between capability constraints (i.e., the
length of trip) and smartphone use (i.e., smartphone use and smartphone
non-use).
H3: There is a significant association between coupling constraints (i.e., the
composition of travel party).
H4: There is a significant association between smartphone use (i.e., smartphone
use and smartphone non-use) and spatial patterns of travel (i.e., single
destination travel and multi-destination travel)
H5: There is a significant association between smartphone use (i.e., smartphone
use and smartphone non-use) and the multi-destination travel patterns (i.e.,
en route pattern, base camp pattern, regional tour patter, and trip chaining
pattern).
H6: There is a significant difference in the ratio of unplanned destinations visited
between smartphone use and non-use groups during a trip.
H 7: There is a significant association between tourism information types
searched using smartphones before and during trips.
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H 8: There is a significant difference in the ratio of unplanned destinations visited
between tourism information types searched during trips using a
smartphones.

For Chapter Five (Article III), the six research questions (RQs) listed below were
developed:
RQ1: There is a difference in normalized in-closeness centrality between
authority constraints.
RQ2: There is a difference in normalized out-closeness centrality between
authority constraints.
RQ3: There is a difference in normalized in-closeness centrality between
capability constraints.
RQ4: There is a difference in normalized out-closeness centrality between
capability constraints.
RQ5: There is a difference in normalized in-closeness centrality between coupling
constraints.
RQ6: There is a difference in normalized out-closeness centrality between
coupling constraints.
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Definition of Terms
Space-Time Constraints
Authority constraints in tourism research are the purposes of a specific visit since
“purpose of visit has a direct impact on the spectrum of possibilities available to the
tourist; tourists who travel for business or to visit friends and relatives will be less likely
to visit tourist sites than tourists who travel for the specific purpose of touring and
sightseeing” (Shoval, 2012, p. 177).
Capability constraints are the length of a visit because for “tourists the stay in the
destination varies and therefore the length of visit is a constraining factor that changes the
spectrum of opportunities for the tourists” (Shoval, 2012, p. 177).
Coupling constraints are the composition of travel party since “the spatial activity
of individual tourists and the geographic range of their activities in a destination will be
completely different from that of organized groups, as they are personally responsible for
selecting the particular tourist sites to be visited” (Shoval, 2012, p. 177).

Spatial Patterns of Travel
Single destination travel means that a tourist visits one destination such as a city,
town or community during a trip (Lue et al., 1993).
Multi-destination travel means that a tourist visits more than one destination,
which is a city, town, or community for this dissertation, on a single trip (Lue et al.,
1993). According to Lue et al. (1993), multi-destination travel has four patterns:
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An en route pattern involves a tourist visiting several destinations within a
state which are en route to and from a primary destination.
A base camp pattern is when a tourist stays at the primary destination
throughout the vacation, using it as a “base camp” from which to visit destinations within
a state.
A regional tour pattern is when a tourist travels within a state, sequentially
visiting a series of destinations in it.
A trip chaining pattern involves a tourist visiting multiple destinations
encompassing several states, traveling from one to another rather than having a single
focal state.

Information and Communication Technologies (ICTs)
Information and Communication Technologies (ICTs) enable tourists to access
reliable and accurate information as well as to make reservations using the Internet
(Buhalis & Law, 2008).

Smartphone
A smartphone is defined as “a mobile telephone with computer features that may
enable it to interact with computerized systems, send e-mails, and access the web”
(Collins English Dictionary, 2015). As a type of ITC, smartphones incorporate mobile
phone functions with Internet access functions.

15

Unplanned Destination Visited
An unplanned destination visited is defined as one visited that was not included
on a tourist’s trip itinerary before departing from his/her home (origin) area (March &
Woodside, 2005).

Social Network Analysis
Social Network Analysis is a data analysis technique used to examine the
connections among tourism destinations within a region (Asero, Gozzo, & Tomaselli,
2015). Because these locations and tourists’ spatial movement between tourism
destinations can be represented as nodes and links, respectively, social network analysis
techniques have been applied in the examination of the structural properties of multidestination travel by tourism researchers (e.g., Asero et al., 2015; Hwang et al., 2006,
Leung et al., 2012; Shih, 2006).

Centralities
Degree centrality represents the number of links between one tourism destination
to other tourism destinations in the tourism region. Thus, degree centrality measures the
extent to which a tourism destination is directly connected to all other tourism
destinations in a particular area (Hwang et al., 2006; Leung et al., 2012; Shih, 2006).
Based on the direction of the tourist movement between destinations, inward degree
centrality and outward degree centrality can be calculated, with the former considering
the inward movements of the tourist and the latter focusing on the outward (Shih, 2006).
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Betweenness centrality measures the extent to which a tourism destination is
positioned between the various other tourism destinations in the tourism region (Hwang
et al., 2006; Leung et al., 2012; Shih, 2006).
Closeness centrality focuses on how close a specific tourism destination is to all
the other tourism destinations in the tourism region. It is based on geodesic distances,
meaning the shortest path between two tourism destinations (Hwang et al., 2006; Leung
et al., 2012; Shih 2006). Thus, closeness centrality indicates a destination’s shortest
distance from other destinations, meaning that a destination ranked at the top is the bestconnected destination in the network (e.g., tourism region). Like degree centrality,
closeness centrality can be computed as in-closeness and out-closeness centralities based
on the tourist’s movement direction among destinations.
In-closeness centrality indicates a destination’s shortest distance from
other destinations; however, this centrality focuses on an inward connection from an
origin place to a destination (see Figure 1.2). Out-closeness centrality is the opposite,
meaning movement from a destination to a place of origin.
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Figure 1.5
Inward connection (i.e., movement from an origin place to a destination place) versus
outward connection (i.e., movement from a destination place to an origin place).
Farness is the opposite of closeness centrality (Borgatti, Everett, & Freeman,
2002). A tourism destination’s farness in a tourism region is the sum of the lengths of its
geodesics to all other destinations.

Normalized Centralities
Normalized centralities can be conceptually understood as centralities. However,
a distinct difference between centralities and normalized centralities is that normalized
centralities are proportional scores converted from degree centrality, betweenness
centrality, and closeness centrality into normalized degree centrality, normalized
betweenness centrality, and normalized closeness centrality. These normalized centrality
measures were developed by Freeman (1979) to compare the centrality of actors (e.g.,
destinations) from one network to the next (Prell, 2012).
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CHAPTER TWO
METHODS

Introduction
This study was conducted as part of a National Oceanic and Atmospheric
Administration (NOAA) project titled “Perceptions of marine aquaculture in costal tourist
destinations in the US southeastern region.” The overall aim of the project was to
examine tourists’ perceptions of, attitude toward, and preferences for marine aquaculture
in the coastal areas of the states of South Carolina and Florida, U.S.A., where marine
aquaculture is present. The final report of this project is available at
http://www.clemson.edu/centers-institutes/tourism/documents/Mariculture.
The final report presents findings from a socio-psychological perspective, such as
perceptions of, attitudes toward, and preferences for marine aquaculture in the coastal
areas. However, tourist behavior could be better understood by integrating sociopsychological behavior with spatial behavior, since tourism is by definition a spatial
behavior, including spatial movement from an origin to a destination(s) (Leiper, 1979).
Thus, as its contribution to the project, this research focuses on the spatial aspects of
tourist behavior.

Study Sites
While the larger study was conducted in South Carolina and Florida, this
dissertation research considered South Carolina data only, primarily because the spatial
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behavior of tourists, for example multi-destination travel, is associated with the spatial
structure of the tourism region (Kim & Fesenmaier, 1990). Thus, since the spatial
behavior of South Carolina tourists may be different from the visitors to Florida, these
data may not be compared or combined.
The specific South Carolina communities selected were McClellanville, Isle of
Palms, Charleston, Beaufort, and Hilton Head Island (see Figure 2.1). McClellanville,
Isle of Palms, and Charleston are located in the Charleston County, while Beaufort and
Hilton Head Island are in the Beaufort County. These communities were chosen because
they were profiled by the NOAA as fishing communities (National Marine Fisheries
Service, 2009) and because they represent different stages of tourism development. Also,
according to U.S. Travel Association (2015), Charleston and Beaufort counties are two
major tourism destination areas in the state of South Carolina as:

Charleston County ranked second with $2.1 billion in domestic traveler
spending in 2014, representing 17.7 percent of the state total. The payroll
income and jobs directly attributable to domestic traveler spending
reached $407.6 million and 22,100 jobs (U.S. Travel Association, 2015,
p.22).

Beaufort County, which includes the resort area of Hilton Head Island,
posted $1.2 billion in domestic traveler expenditures to rank third or 9.9
percent of the state total. These expenditures supported $220.7 million in
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payroll as well as 13,000 jobs within the county (U.S. Travel Association,
2015, p.22).

Figure 2.1. Data collection sites in the state of South Carolina, U.S.A.
Source: The author (2015).
The characteristics of these communities/cities/towns are described below in
Table 2.1. As this table suggests, these tourist destinations exhibit a range of
characteristics. For example, Charleston has the largest population (N = 120,083), while
McClellanville has the smallest (N = 499). Regarding seasonal, recreational or
occasional housing use, Hilton Head Island ranks first at 58.2%, with Beaufort being last
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at only 2.7%. Hilton Head Island (20.0%) is also ranked first in arts, entertainment,
recreation, accommodation, and food services, while McClellanville is last at only 7.0%.
Based on these data, Hilton Head Island could be recognized as one of major tourism
destinations on the South Carolina coast.
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Table 2.1
Characteristics of communities/cities/towns.
McClellanville

Isle of Palms

Charleston

Beaufort

Population
499
4,133
120,083
12,361
Total area (square
2.2
5.6
127.5
33.6
miles)
Land area (square
2.1
4.5
109
27.6
miles)
Water area (square
0.1
1.1
18.5
6.0
miles)
Median age
53.8
52.6
32.8
34.2
Housing units
318
4,274
59,283
5,630
For seasonal,
70
1,229
1,290
153
recreational or
(22.0%)
(28.8%)
(18.0%)
(2.7%)
occasional use
Owner-occupied
195
1,481
27,288
2,629
housing unit
(86.7%)
(81.0%)
(52.1%)
(53.8%)
Rental-occupied
30
347
25,053
2,254
housing unit
(13.3%)
(19.0%)
(47.9%)
(46.2%)
Agriculture, forestry,
27
2
339
9
fishing and hunting,
(12.6%)
(0.1%)
(0.5%)
(0.2%)
and mining
Arts, entertainment,
recreation,
15
242
9,883
490
accommodation, and
(7.0%)
(10.3%)
(15.8%)
(10.5%)
food services
Median household
42,500
76,170
51,737
36,532
income (dollars)
Source: U.S. Census Bureau, 2010 Census; 2009-2013 American Community Survey 5-Year Estimates.
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Hilton Head
Island
37,099
69.2
41.4
27.8
53.3
33,333
9,767
(58.2%)
12,039
(72.8%)
4,496
(27.2%)
156
(0.9%)
3,416
(20.0%)
69,772

Population and Data Collection
Tourists visiting Beaufort, Isle of Palms, or McClellanville as well as nearby
Charleston, Georgetown and Hilton Head Island were randomly intercepted and asked for
their email addresses during the fall of 2014 by Clemson University survey assistants.
The population for this study was domestic tourists who visited at least one of those
South Carolina coastal communities/cities/towns during the 2014 fall season. Specific
locations where tourists were intercepted included the Beaufort Shrimp Festival and
several Charleston areas including the South Carolina Aquarium, the Charleston Visitor
Center, Patriots Point Naval and Maritime Museum, the Wild Dunes Resort on the Isle of
Palms, and Hilton Head Island.
Specifically, the survey assistants approached randomly selected tourists and then
briefly explained the study using the tourist intercept information card containing the
purpose, and the names, affiliations, and signatures of the principle investigators of this
project (see Appendix A). The tourists who voluntarily agreed to participate in this email survey typed their email addresses in a tablet computer such as iPad or wrote them
on the designated sheet. One week after the intercept, an email invitation was sent to
these tourists.
A modified Dillman (2000) technique was applied to increase the response rate of
this email survey and an incentive of a $100 gift card was provided to one respondent
randomly selected from the list of email addresses after the survey process was
completed. This email list was compiled using the following statement located in the
last section of the online survey: “If you would like to participate, please enter your email
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address below so that we may contact you if you are selected to receive the gift card.
Your email address will be kept confidential, won’t be shared, and will be deleted upon
completion of the study.”
An online survey website, qualtrics.com, was used for this self-administrated
online survey. For the South Carolina survey, a total of 1,191 tourists were intercepted.
Of the 1,191 tourists, a total of 854 invitations were delivered to the tourists who
provided their email addresses, with a total of 362 tourists responding for a response rate
of 42.3%. To track the response rate, a survey deployment log (i.e., session expired,
completed the survey, partially completed, and email bound) was used, the results
indicating that of the 362 respondents, 357 completed the entire questionnaire.
To ensure an appropriate sample size, this researcher used the web site, National
Statistical Service (http://www.nss.gov.au/nss/home.nsf/pages/Sample+size+calculator),
which indicated a sample size of 357 was appropriate with a 95% confidence level and a
± 5.19% confidence interval. However, according to Smith (2010, p. 102), “the degree of
variability in the attribute being studied in [a] study population is more important than
population size when selecting an appropriate sample.” As the email addresses for this
study were collected at different locations and at randomly selected times during the data
collection period, the project team made their best efforts to get representative sample.
Of the 357 valid surveys, this dissertation considered only a total of 326 domestic
tourists’ data, which had a 95% confidence level and a ± 5.43% confidence interval
(http://www.nss.gov.au/nss/home.nsf/pages/Sample+size+calculator). This researcher
deleted data from 31 tourists, specifically international tourists since this study’s
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population focused on the domestic tourists and tourists who stayed more than one year
at a destination in the state of South Carolina.

Geographical Distribution of the Community
Of the 326 respondents, 208 respondents (63.8%) were intercepted at the Isle of
Palms/Charleston area, and 103 and 15 respondents were intercepted in Beaufort/Hilton
Head (31.6%) and McClellanville (4.6%), respectively (see Table 2.2).

Table 2.2
The geographical distribution of the communities where tourists were intercepted.
Frequency
Percent (%)
Isle of Palms/Charleston
208
63.8
Beaufort/Hilton Head
103
31.6
McClellanville
15
4.6
Total
326
100.0
Survey Instrument
The questionnaire used here, which was approved by Clemson University
Institutional Review Board (IRB) (see Appendix B), consisted of a welcome sentence
followed by 10 questions about the respondents’ recent trip, 1 question on their general
interest in seafood, 10 on their general preferences for seafood, 6 on their understanding
of marine farming, 6 on planning for their recent trip to the coast, 11 background
questions, and a sentence thanking them for their participation (see Appendix C).
For this dissertation study, a principal investigator of this NOAA grant project
allowed the researcher to add specific research questions. Thus, space-time constraints,
multi-destination travel patterns, smartphone use, information items searched using a
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smartphone before a tourist trip, information items searched using a smartphone during a
tourist trip, and the names of places visited (i.e., cities/communities/towns), both planned
and unplanned, were included. These research questions were developed based on a
review of the existing literature focused on tourists’ multi-destination travel, unplanned
destination visits, smartphone use, and social network analysis techniques in tourism and
related journals.

Space-Time Constraints
The three space-time constraints of time-geography, authority, capability, and
coupling constraints, were measured as a categorical variable based on Shoval’s (2011)
assertions about constraints regarding tourists’ space-time activity. The authority
constraint, which was the purpose of trip, was measured by the question, “What was the
main purpose of this most recent trip?” The respondents answered using one of eleven
options: Vacation, Business, Visit friends and relatives, Attend a special event, Go to
the beach, Go boating, Go fishing, Eat out, Visit a second home/cottage/condo, Visit
attraction(s), and Other (Please specify). Table 2.3 represents the frequency and
percentage distributions of responses to this question from the participants who visited
the South Carolina coast. Of the 326 respondents, 42.3% reported vacation as the main
purpose of their most recent South Carolina coast trip, followed by 14.7% reporting to
attend a special event, 11.3% to visit attraction(s), 11.0% to visit friends and relatives
and only 0.9% and 0.6% indicating going fishing or boating as their main purpose,
respectively.
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Table 2.3
The main purpose of most recent trip to the South Carolina coast.
Purpose
Frequency
Vacation
138
Attending a special event
48
Visit attraction(s)
37
Visit friends & relatives
36
Business
20
Go to the beach
14
Visit second
9
home/cottage/condo
Eat out
5
Go fishing
3
Go boating
2
Total
326

Percent (%)
42.3
14.7
11.3
11.0
6.1
4.3
2.8
1.5
0.9
0.6
100.0

The capability constraint, the length of stay, was measured by the question, “For
this most recent trip, how many nights did you stay at this location?” Respondents
answered using one of two options, “Day trip/no overnight” or “I stayed

nights.” In

addition, respondents who answered the latter provided the specific number of nights in
the box so designated in this section. Table 2.4 displays the length of stay of South
Carolina coast tourists. Of the 326 respondents, 22.4% were day trip tourists, and 77.6%
were overnight tourists. Of the overnight tourists (N = 253), 97.6% (N = 247) provided
specific information regarding the number of nights; specifically, the mean number of
nights was 6.53, with the median being 3, the mode 2, and the range from 1 to 90. Two
nights (29.6%) and three nights (24.3%) were the most frequently mentioned number of
nights.
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Table 2.4
Number of nights respondents stayed on their most recent trip to the South Carolina
coast.
Frequency
Percent (%)
1
I stayed
nights
253
77.6
Day trip/no overnight
73
22.4
Total
326
100.0
1
fill in box with # of nights.

Nights

Frequency

Percent (%)

Cumulative Percent
(%)
9.7
39.3
63.6
76.9
81.8
86.6
92.3
92.7
93.1
93.5
93.9
94.3
94.7
95.1
96.4
97.2
98.0
98.4
100.0

1
24
9.7
2
73
29.6
3
60
24.3
4
33
13.4
5
12
4.9
6
12
4.9
7
14
5.7
9
1
0.4
10
1
0.4
11
1
0.4
14
1
0.4
16
1
0.4
18
1
0.4
28
1
0.4
30
3
1.2
48
2
0.8
82
2
0.8
86
1
0.4
90
4
1.6
Total
247
100.0
Note: Mean = 6.53, Median = 3, Mode = 2, Standard Deviation = 14.9, Minimum = 1,
Maximum = 90.

The coupling constraint, defined as the composition of the travel party by Shoval
(2012), was measured by the question, “With whom did you travel on this most recent
trip?” The respondents answered based on the following eight options: Alone,
Spouse/Partner, Tour Group, Friends, Business Group, Immediate Family (including
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children), Relatives, or Other (Please specify). They were instructed to check all that
applied, with these responses being seen in Table 2.5. Exactly 50.0% of the respondents
traveled with his/her spouse/partner, followed by immediate family (including children)
and friends at 19.3% and 13.8%, respectively.

Table 2.5
Travel party on their most recent trip to the South Carolina coast.
Frequency
Spouse/Partner
189
Immediate family (including
73
children)
Friends
52
Relatives
34
Alone
20
Business group
6
Other
3
Tour group
1
Note: Multiple responses were allowed (N = 375).

Percent (%)
50.0
19.3
13.8
9.0
5.3
1.6
0.8
0.3

The Spatial Patterns of Travel
The spatial patterns of travel, which include both single destination and multidestinations, were measured as a categorical variable by the question, “How would you
best describe the travel pattern of your most recent trip?” Respondents answered using
one of the five spatial patterns statements prepared based on the definitions of Lue et al.
(1993): Traveled to a primary destination and stayed there the entire time (Single
destination pattern), Visited several destinations within the state, en route to and from a
primary destination (En route pattern), Stayed at the primary destination throughout the
vacation and used it as a “base camp” from which to visit destinations within the state
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(Base camp pattern), Traveled within the state and sequentially visited a series of
destinations in the state (Regional tour pattern), or Visited multiple destinations
encompassing several states and traveled from one to another, rather than having a single
focal state (Trip chaining pattern). Of the 326 respondents, 55.2% were single
destination travelers and 44.8% were multi-destination travelers, followed by the base
camp pattern at 22.4%, the en route pattern at 11.0%, the trip chaining pattern at 8.9%,
and the regional tour pattern at 2.5% (see Table 2.6).

Table 2.6
Respondents’ travel pattern for their most recent trip to the South Carolina coast.
Frequency
Percent (%)
Single destination travel
180
55.2
Base camp pattern
73
22.4
En route pattern
36
11.0
Trip chaining pattern
29
8.9
Regional tour pattern
8
2.5
Total
326
100.0
Smartphone Use
Smartphone usage was measured as a categorical variable by the question, “Did
you use a smartphone to search for travel information for this most recent trip to the
South Carolina coast?” Respondents answered with one of the three options, Yes; No,
but I have a smartphone; No, I don’t have a smartphone. Table 2.7 reports the percentage
of smartphone use for the respondents’ most recent trip to the South Carolina coast.
More than half of the respondents (54.6%) used smartphones during their trip, while the
remaining 45.4% did not. Approximately one-third, 32.7%, of the respondents indicated
that they have smartphones but did not use them to search for travel information during
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their most recent trip to the coast, and 12.7% of the respondents did not have a
smartphone.

Table 2.7
Smartphone use for searching for travel information for this most recent trip to the South
Carolina coast.
Frequency
Percent (%)
Yes
177
54.6
No, but I have a smartphone
106
32.7
No, I don’t have a
41
12.7
smartphone
Total
324
100.0
Tourism Information Types Searched Using Smartphones before the Trip
Table 2.8 demonstrates the type of travel information searched using a
smartphone before the trip. For this question, multiple responses were allowed, and only
respondents who used their smartphones during their trip were able to answer it.
Restaurants at 71.2% were the most searched information type before a trip, followed by
attractions at 61.6%, destinations at 57.6%, and activities at 52.5%, while flights at 10.2%
were the least searched tourism information type, with other, including weather and
directions, at 4.0%.
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Table 2.8
Type of travel information searched for on a smartphone BEFORE the most recent trip to
the South Carolina coast.
Frequency
Percent (%)
Restaurants
126
71.2
Attractions
109
61.6
Destinations
102
57.6
Activities
93
52.5
Hotels
83
46.9
Deals/Coupons
40
22.6
Flights
18
10.2
Other
7
4.0
Note: Multiple responses were allowed. Only tourists who used smartphone during their
trip were eligible to answer this question (n = 177).
Tourism Information Types Searched Using Smartphones during a Trip
Table 2.9 presents the type of travel information searched using a smartphone
during a trip. For this question, multiple responses were again allowed. Restaurants
(78.0%) were the most searched information type during a trip, followed by attractions
(61.6%) and activities (52.0%), with direction information at 2.8% and the least searched
information types, flights, at 2.3%.

Table 2.9
Type of travel information searched for on a smartphone DURING the most recent trip to
the South Carolina coast.
Frequency
Percent (%)
Restaurants
138
78.0
Attractions
109
61.6
Activities
92
52.0
Destinations
82
46.3
Deals/Coupons
32
18.1
Hotels
31
17.5
Other
5
2.8
Flights
4
2.3
Note: Multiple responses were allowed. Only tourists who used smartphone during their
trip were eligible to answer this question (n = 177).
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Ratio of Unplanned Destinations Visited
To calculate the ratio of unplanned destinations visited, the respondents (N = 326)
were asked to list the destinations visited using the question, “In the blanks below, please
list all of the destinations (i.e., cities, towns, or communities) that you visited in the order
of visit during your most recent pleasure trip to South Carolina.” Respondents were then
asked to check each destination they had planned to visit prior to the trip. The ratio of
unplanned destinations was calculated by [(total number of destinations - the number of
planned destinations) / total number of destinations] X 100. Of the 146 respondents who
used one of the multi-destination travel patterns, only 61 respondents reported they
visited unplanned destinations during their trip.
The minimum ratio of unplanned destinations visited was 20.0%, meaning that of
the total destinations visited during a trip, 20.0% were not on the itinerary prior to the
tourists’ most recent trip to the South Carolina coast. The maximum ratio was 100%,
meaning a completely unplanned trip (see Table 2.10). The mean ratio of unplanned
destinations visited was 55.9%. This finding indicates that more than half of the
destinations visited by tourists were unplanned. A skewness of 0.6 and a kurtosis of -1.0
indicate the ratio of unplanned destinations visited could be skewed, a possibility
addressed by this research by the Shapiro-Wilk test.
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Table 2.10
Ratio of unplanned destinations visited.
Ratio of unplanned destination
visited
20%
25%
33%
40%
50%
66%
75%
100%
Total

Frequency
2
6
13
3
15
6
3
13
61

Percent (%)
3.3
9.8
21.3
4.9
24.6
9.8
4.9
21.3
100.0

The Shapiro-Wilk test is recommended for small and medium samples up to
2000. For a normality test, the H0 is that the observed distribution is the normal
distribution. When the H0 is rejected, normality to a variable is not assumed. Since the
results of the Shapiro-Wilk test for this study revealed the dependent variable (i.e., the
ratio of unplanned destinations visited) is not normally distributed (Statistic = 0.86, df =
61, p < 0.001) (see Table 2.11), using parametric statistics such as the t-test and the
Analysis of Variance (ANOVA) to examine the mean differences between or among
groups are not appropriate. As a result, non-parametric statistics such as the KruskalWallis Test, the Mann-Whitney U test, or the Wilcoxon test is typically recommended
(Vogt & Johnson, 2011).

Table 2.11
The results of the normality test.
Ratio of unplanned
destinations

Statistics

Shapiro-Wilk
Df

P

0.857

61

< 0.001
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First-Time Tourists versus Repeat Tourists
Table 2.12 represents the frequency and percent of first-time tourist and repeat
tourists. To determine this, this question was used, “Including this most recent trip, how
many times in the last two years have you visited the location on the South Carolina coast?
(fill in box with #below) Example: 1 = first trip, 2 = first trip plus another trip …”
Extreme tourist data, meaning a tourist who has visited a location on the South Carolina
coast more than 20 times in the last two years, was excluded. Of a total of 306
respondents, 50% of the respondents were first-time tourists, while another 50% were
repeat tourists.

Table 2.12
The number of first time visit tourists and repeat visit tourists
Frequency
First-time tourists
153
Repeat tourists
153
Total
306

Percent (%)
50.0
50.0
100.0

Frequently Combined Pairs of Tourism Destinations
The respondents were asked to list the destinations visited using the question, “In
the blanks below, please list all of the destinations (i.e., cities, towns, or communities)
that you visited in the order of visit during your most recent pleasure trip to South
Carolina.” Table 2.13 presents the frequently combined tourism destination pairs by
multi-destination travelers (N = 89) who visited the South Carolina coastal area in
October 2014. A total of 135 tourism destination pairs were examined. Of these, 67.5%
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of the pairs appeared only once. The most preferred travel pattern was Charleston, SC, to
Beaufort, SC (3.5%). The travel pattern from Beaufort, SC, to Savannah, GA, (3.0%)
was ranked second, and Hilton Head Island, SC, to Savannah, GA, Myrtle Beach, SC, to
Charleston, SC, and North Charleston, SC, to Mount Pleasant, SC, all at 2.5%, were
ranked third. Since synthesizing the amount of information in Table 2.13 is challenging,
this research used a visualization technique to represent the spatial structure of the
tourism region based on the tourists’ multi-destination travels.
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Table 2.13
Frequently combined pairs of tourism destinations by tourists visiting the South Carolina
coast.
Percent
Rank
Tourism destination pair
Frequency
(%)
1
Charleston, SC → Beaufort, SC
7
3.5
2
Beaufort, SC → Savannah, GA
6
3.0
3
Hilton Head Island, SC → Savannah, GA
5
2.5
3
Myrtle Beach, SC → Charleston, SC
5
2.5
3
North Charleston, SC → Mount Pleasant, SC
5
2.5
6
Charleston → Hilton Head Island, SC
4
2.0
6
Charleston, SC → Savannah, GA
4
2.0
6
Isle of Palms, SC → Charleston, SC
4
2.0
6
Savannah, GA → Beaufort, SC
4
2.0
10
Beaufort, SC → Charleston, SC
3
1.5
10
Bluffton, SC → Beaufort, SC
3
1.5
10
Charleston, SC → Mount Pleasant, SC
3
1.5
10
Charleston, SC → Myrtle Beach, SC
3
1.5
10
Hilton Head Island, SC → Bluffton, SC
3
1.5
10
Hilton Head Island, SC → Charleston, SC
3
1.5
10
Savannah, GA → Charleston, SC
3
1.5
17
Asheville, NC → Charleston, SC
2
1.0
17
Beaufort, SC → Hilton Head Island, SC
2
1.0
17
Bluffton, SC → Hilton Head Island, SC
2
1.0
17
Charleston, SC → Summerville, SC
2
1.0
17
Charleston, SC → Folly Beach, SC
2
1.0
17
Charleston, SC → Fort Sumter, SC
2
1.0
17
Edisto Island, SC → Charleston, SC
2
1.0
17
Fort Sumter, SC → North Charleston, SC
2
1.0
17
Hilton Head Island, SC → Beaufort, SC
2
1.0
17
Hunting Island, SC → Beaufort, SC
2
1.0
17
Mount Pleasant, SC → Charleston, SC
2
1.0
17
Mount Pleasant, SC → Isle of Palms, SC
2
1.0
17
Pawleys Island, SC → Murrells Inlet, SC
2
1.0
17
Pawleys Island, SC → Charleston, SC
2
1.0
17
Savannah, GA → Asheville, NC
2
1.0
17
Savannah, GA → Mount Pleasant, SC
2
1.0
17
Savannah, GA → Bluffton, SC
2
1.0
34
Asheboro, NC → Charleston, SC
1
0.5
34
Asheville, NC → High Point, NC
1
0.5
34
Atlanta, GA → Yemassee, SC
1
0.5
34
Awendaw, SC → North Myrtle Beach, SC
1
0.5
34
Awendaw, SC → North Charleston, SC
1
0.5
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(Table 2.13 continued)
Rank
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34

Tourism destination pair

Frequency

Beaufort, SC → Hunting Island, SC
Beaufort, SC → Lady’s Island, SC
Beaufort, SC → Palmetto Bluff
Beaufort, SC → Orlando, FL
Beaufort, SC → Fripp Island, SC
Beaufort, SC → Yemassee, SC
Beaufort, SC → Greenville, SC
Beaufort, SC → Bluffton, SC
Birmingham, AL → Montgomery, AL
Bluffton, SC → Savannah, GA
Bluffton, SC → St. Helena Island, SC
Cape Charles, VA → Murrells Inlet, SC
Charleston, SC → North Charleston, SC
Charleston, SC → Hollywood, SC
Charleston, SC → Sullivan’s Island, SC
Charleston, SC → Birmingham, AL
Charleston, SC → Pittsburgh, PA
Charleston, SC → Pawleys Island, SC
Charleston, SC → Jekyll Island, GA
Charleston, SC → Asheville, NC
Charleston, WV → Charlotte, NC
Charlotte, NC → North Charleston, SC
Charlotte, NC → Shelby, NC
Charlotte, NC → Charleston, SC
Charlottesville, VA → Charlotte, NC
Columbia, SC → Charleston, SC
Corolla, NC → Myrtle Beach, SC
Dallas, AL → Little Rock, AR
Delaware, DE → Outer Banks, NC
Dunn, NC → Beaufort, SC
Folly Beach, SC → McClellanville, SC
Folly Beach, SC → Savannah, GA
Fort Sumter, SC→ Charleston, SC
Fort Sumter, SC → North Charleston, SC
Fripp Island, SC → Savannah, GA
Fripp Island, SC → Beaufort, SC
Garden City, SC → Isle of Palms, SC
Georgetown, SC → Garden City, SC
Georgetown, SC → Pawleys Island, SC
Georgetown, SC → Charleston, SC

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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Percent
(%)
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5

(Table 2.13 continued)
Rank
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34
34

Tourism destination pair

Frequency

Georgetown, SC → Palm Beach, FL
Georgetown, SC → Hilton Head Island, SC
Georgetown, SC → McClellanville, SC
Georgetown, SC → North Myrtle Beach, SC
Greenville, SC → Taylors, SC
Henderson, NC → Charleston, SC
High Point, NC → Charlottesville, VA
Hilton Head Island, SC → Myrtle Beach, SC
Hilton Head Island, SC → Tybee Island, GA
Hunting Island, SC → Savannah, GA
Isle of Palms, SC → Summerville, SC
Jekyll Island, GA → Silver Springs, FL
Lady’s Island, SC → Hunting Island, SC
Little River, SC → Georgetown, SC
Little Rock, AR → Memphis, TN
Lovingston, VA → Asheboro, NC
Manning, SC → Charleston, SC
McClellanville, SC → Murrells Inlet, SC
Montgomery, AL → Selma, AL
Montgomery, AL → Charleston, SC
Mount Pleasant, SC → Georgetown, SC
Mount Pleasant, SC → Awendaw, SC
Mount Pleasant, SC → Sullivan’s Island
Mount Pleasant, SC → Fort Sumter, SC
Murrells Inlet, SC → Myrtle Beach, SC
Murrells Inlet, SC → Georgetown, SC
Murrells Inlet, SC → Folly Beach, SC
Myrtle Beach, SC → Murrells Inlet, SC
Myrtle Beach, SC → Savannah, GA
Myrtle Beach, SC → Little River, SC
Natchez, MS → Montgomery, AL
New Orleans, LA → Natchez, MS
North Charleston, SC → Charleston, SC
North Charleston, SC → Johns Island, SC
Outer Banks, NC → Charleston, SC
Pittsburgh, PA → Gettysburg, PA
Port Royal, SC → Beaufort, SC
Richmond, VA → Dunn, NC
Saint Simons, GA → Key West, FL
Santee, SC → Manning, SC

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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Percent
(%)
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5

(Table 2.13 continued)

Percent
(%)
34
Savannah, GA → Tybee Island, GA
1
0.5
34
Savannah, GA → Hilton Head Island, SC
1
0.5
34
Savannah, GA → Atlanta, GA
1
0.5
34
Savannah, GA → Charlotte, NC
1
0.5
34
Selma, AL → Dallas, AL
1
0.5
34
Shenandoah National Park, VA → Lovingston, VA
1
0.5
34
Spartanburg, SC → Isle of Palms, SC
1
0.5
34
Sullivan’s Island, SC → Mount Pleasant, SC
1
0.5
34
Sullivan’s Island, SC → Folly Beach, SC
1
0.5
34
Sullivan’s Island, SC → West Ashley, SC
1
0.5
34
Summerville, SC → Elloree, SC
1
0.5
34
Summerville, SC → Charleston, SC
1
0.5
34
Taylors, SC → Greer, SC
1
0.5
34
Tybee Island, GA → Saint Simons, GA
1
0.5
34
West Ashley, SC → Mount Pleasant, SC
1
0.5
34
Wilmington, NC → Beaufort, SC
1
0.5
34
Yemassee, SC → Hunting Island, SC
1
0.5
34
Yemassee, SC → Lady’s Island, SC
1
0.5
Total
202
100.0
Note: Arrows represent the direction of the spatial movements between destinations.
Rank

Tourism destination pair

Frequency

Visualizing Multi-Destination Movement Patterns
Since vision is one of the most powerful of our five senses, visualization
techniques can reduce the cognitive burden of making sense of large amounts of data
(Card et al., 1999). Thus, visualizing multi-destination movement patterns can be an
effective way of comprehending the complex movement patterns between/among
multiple destinations.
In this study, of the 146 multi-destination travelers, 89 respondents (61.0%)
provided their specific travel information including the names of the destinations visited.
Of these 89 respondents, 27, or 30.3%, visited two destinations, 31 (34.8%) visited three,
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20 (22.5%) visited four, 7 (7.9%) visited five, 2 (2.2%) visited six, and 1 respondent
(1.1%) visited eight and nine destinations.
Since 89 multi-destination travelers visited more than two (≥ 2) destinations
among the 75 tourism destinations possible, an 89 multi-destination travelers-by-75
tourism destination matrix was constructed. In order to visualize the relationship
between destinations, this matrix was transformed into a 75 tourism destinations-by-75
tourism destinations matrix using the NetDraw program (Borgatti, 2002) to visualize the
movement pattern, with the results being seen in Figure 2.2. As this figure shows,
Charleston, Beaufort, and Hilton Head Island were the most popular tourism destinations
for the multi-destination travelers who visited the coastal areas of South Carolina. The
thickness of the lines represents the frequency of visits, and the arrows represent the
direction of spatial movement by the tourists, with the rectangles indicating the
destinations.
While a visualization technique may be an effective way to describe overall multidestination movement patterns (see Figure 2.2), it does not provide specific information
on the locational position of each destination within the network. Freeman’s centrality
measures of degree, betweenness, and closeness centrality can provide such detailed
information on the nature/role of each destination. The UCINET program (Borgatti,
Everett, & Freeman, 2002) was used to compute these Freeman’s centralities. Since this
data set contains direction of movement, in-degree centrality, out-degree centrality, incloseness centrality, and out-closeness centrality were able to be computed in addition to
betweenness centrality.
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Figure 2.2. Multi-destination movement network of tourists who visited the coast of South Carolina, U.S.A.
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Centralities
Freeman’s (1979) centrality measure (i.e., degree centrality, betweenness
centrality, and closeness centrality) reveal the characteristic of a tourism destination’s
position in a network (Shih, 2006; Hwang & Fesenmaier, 2006; Leung et al., 2012).
Multi-destination travel patterns consist of complex relationships between/among tourism
destinations as seen in see Figure 2.2. Thus, these centralities can be used to identify a
central tourism destination in a tourism region. According to Prell (2012, p. 99),
“centrality measures can only be used to make meaningful comparisons among actors in
the same network,” meaning they are appropriated for comparing destinations in the same
network.
To compute the Freeman’s degree, betweenness and closeness centrality scores, a
frequency matrix representing the tourists’ spatial movements to and from destinations
must be transformed into a binary form (i.e., 0s and 1s). UCINET (Borgatti, Everett, &
Freeman, 2002), which is a social network analysis program, transformed the data from
valued to binary for this study. Even though it is very important to select the most
appropriate value to dichotomize a frequency matrix into a binary matrix for calculating
Freeman’s centralities, there are no specific rules for determining this cut-off value. As a
result, this study follows Shih (2006)’s suggestion:
First, the difference in the structural patterns of a network system is
reasonably stable since the cut-off value changes from very low to very
high, so that it can choose just one cut-off value for carrying out the
purposes of this study. Second, the appropriate cut-off value must be
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selected based on the heuristic criteria of a network system can be
detected, rather than the very low or very high values that characterize
almost completely connected or nearly totally unconnected networks. (p.
1035)
For this dissertation, the criteria (cut-off) value for dichotomizing the valued data into
binary data was 2, meaning if a destination value was greater than 2 in the frequency
matrix, then it was transformed as a 1 by the UCINET program. If under 2, it was
transformed as a 0.
Figure 2.3 shows the visualized dichotomized multi-destination travel network
with a cut-off value of 2. Isolated destinations having no connections between
destinations mean that they were transformed into a 0 based on the cut-off value of 2. An
advantage of applying the dichotomous technique is that we can focus on specific
connections of interest between destinations rather than considering all connections
existing in the network. While this visualized map makes it easier to see the major
structuralized patterns of the multi-destination travel network than Figure 2.2, it is not
able to provide specific information regarding the locational position of each destination
in the network. For example, while it appears that Charleston is the central destination in
Figure 2.3, the map cannot provide details about the quantified information on the
position. However, Freeman’s degree, betweenness, and closeness centralities can reveal
the locational differences among destinations within a network (see Shih, 2006, Hwang et
al., 2006, Leung et al., 2012).
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Figure 2.3. Visualization of multi-destination travel networks using a dichotomous value of 2.
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Degree centrality indicates the direct connections between destinations. Since
this data set contains direction of movement, in-degree and out-degree centrality can be
calculated to address the direction of spatial movement between destinations. The indegree centrality, which focuses on inward connections of tourism destinations j and i
within the network, can be calculated using the following formula:

where
= the value of the tie from destination j to destination i (the value being either 0 or 1);
and
n = the number of destinations in the network.

In contrast, the out-degree centrality, which focuses on the outward connections
of tourism destinations i and j within the network, can be calculated as:

where
= the value of the tie from destination i to destination j (the value being either 0 or 1);
and
n = the number of destinations in the network.
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Table 2.14 shows the rank and score of in-degree centrality, which focuses on
inward movements. All destinations are located in the South Carolina (SC) except
Savannah, which is located in Georgia (GA). Charleston is ranked first, Beaufort and
Savannah second, Mount Pleasant fourth, and Hilton Head Island, Myrtle Beach, and
Bluffton fifth. Thus, Charleston can be recognized as the central tourism destination
based on the inward connections within the tourism region.

Table 2.14
In-degree centrality rank and score.
Rank
Destination
1
Charleston, SC
2
Beaufort, SC
2
Savannah, GA
4
Mount Pleasant, SC
5
Hilton Head Island, SC
5
Myrtle Beach, SC
5
Bluffton, SC

In-degree centrality
5
3
3
2
1
1
1

Table 2.15 shows the rank and score of out-degree centrality, which focuses on
outward connections between/among tourism destinations. Charleston, SC, is ranked
first, followed by Hilton Head Island, SC, at second, then Beaufort, SC, and Savannah,
GA, at third, and North Charleston, Myrtle Beach, Isle of Palms, and Bluffton, all SC
destinations, at fifth. As a result, Charleston is again the central tourism destination
within the tourism region with regard to outward connections made by multi-destination
travel.
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Table 2.15
Out-degree centrality rank and score.
Rank
Destination
1
Charleston, SC
2
Hilton Head Island, SC
3
Beaufort, SC
3
Savannah, GA
5
North Charleston, SC
5
Myrtle Beach, SC
5
Isle of Palms, SC
5
Bluffton, SC

Out-degree centrality
5
3
2
2
1
1
1
1

Betweenness centrality, which measures how often a destination locates between
two other destinations, can be calculated using the formula below (Prell, 2012):

= the number of geodesics linking destinations i and j that pass through destination k;
= the number of geodesics linking destinations i and j.
Thus, the betweenness centrality of destination k can be calculated using this equation.
Table 2.16 lists the betweenness scores of the destinations, indicating “the extent
to which the tourists would make a stop at this focal destination during their routes
between pairs of other destinations” (Shih, 2006, p. 1037). As this table shows,
Charleston, SC, was ranked first, followed by Hilton Head Island, SC, and Beaufort, SC,
at second and Savannah, GA, and Bluffton, SC, fourth. Among these five tourism
destinations, Savannah is the only one not located in SC. Compared with the other four
destinations, Charleston, SC, acts as a critical intermediate between pairs of other tourism
destinations (betweenness = 24.333) (see Table 2.16). Thus, destination marketing
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organizations should consider marketing Charleston as a broker destination, one from
which tourists can subsequently various other destinations.

Table 2.16
Betweenness rank and score.
Rank
1
2
2
4
4

Destination
Charleston, SC
Hilton Head Island, SC
Beaufort, SC
Savannah, GA
Bluffton, SC

Betweenness
24.333
5.000
5.000
0.333
0.333

Closeness centrality, the geodesic distance (i.e., the length of shortest path
between tourism destination i and j), can be measured by the distance between
destinations. For example, when one destination has the shortest distance to other
destinations, that destination exhibits the highest degree of closeness centrality (Prell,
2012; Shih, 2006). According to Prell (2012), closeness centrality for destination i can be
calculated using the formula below:

where,

= the distance connecting destination i to destination j.

While the calculation using this equation is a farness score, closeness centrality
score is a reversed score, meaning a high farness score is a low closeness score, and low
farness scores are high closeness centrality scores (Prell, 2012). The UCINET program
computes the farness score as the default.
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Table 2.17 lists the in-closeness centrality ranks and scores for each destination.
Mount Pleasant, SC, is ranked first, followed by Charleston, SC, at second; Beaufort, SC,
and Savannah, GA, at third; Hilton Head Island and Myrtle Beach, both in SC, ranked
fifth, and Bluffton is ranked at six. As a result, when considering the shortest path
between destinations focusing on the inward movement of respondents, Mount Pleasant
is seen as the central tourism destination in the South Carolina coastal area.
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Table 2.17
In-closeness rank and score.
Rank
Destination
1
Mount Pleasant, SC
2
Charleston, SC
3
Beaufort, SC
3
Savannah, GA
5
Hilton Head Island, SC
5
Myrtle Beach, SC
7
Bluffton, SC
8
Summerville, SC
8
Cape Charles, VA
8
Henderson, NC
8
Elloree, SC
8
Port Royal, SC
8
Murrells Inlet, SC
8
North Charleston, SC
8
Hunting Island, SC
8
Georgetown, SC
8
Garden City, SC
8
Isle of Palms, SC
8
Lady’s Island, SC
8
Corolla, NC
8
Santee, SC
8
Manning, SC
8
Edisto Island, SC
8
Palmetto Bluff, SC
8
Spartanburg, SC
8
Hollywood, SC
8
Pawleys Island, SC
8
Charleston, WV
8
Charlotte, NC
8
Charlottesville, VA
8
Shelby, NC
8
Tybee Island, GA
8
Fort Sumter, SC
8
Awendaw, SC
8
North Myrtle Beach, SC
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In-closeness
4965
5107
5109
5109
5112
5112
5115
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550

(Table 2.17 continued)
Rank
Destination
8
Palm Beach, FL
8
Folly Beach, SC
8
Orlando, FL
8
Columbia, SC
8
Saint Simons, GA
8
Key West, FL
8
Sullivan’s Island, SC
8
Johns Island, SC
8
Atlanta, GA
8
Yemassee, SC
8
McClellanville, SC
8
Asheville, NC
8
Fripp Island, SC
8
West Ashley, SC
8
Little River, SC
8
Greenville, SC
8
Taylors, SC
8
Greer, SC
8
St. Helena Island, SC
8
Wilmington, NC
8
Delaware, DE
8
Outer Banks, NC
8
Birmingham, AL
8
Montgomery, AL
8
Selma, AL
8
Dallas, AL
8
Little Rock, AR
8
Memphis, TN
8
Pittsburgh, PA
8
Gettysburg, PA
8
Shenandoah National Park, VA
8
Lovingston, VA
8
Asheboro, NC
8
Jekyll Island, GA
8
Silver Springs, FL
8
High Point, NC
8
Richmond, VA
8
Dunn, NC
8
New Orleans, LA
8
Natchez, MS
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In-closeness
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550

Table 2.18 lists the out-closeness centrality ranks and scores for each destination.
Isle of Palms, SC, is ranked first; Charleston, SC, second; Hilton Head Island, SC, third;
Beaufort, SC, and Savannah, GA, fourth; Myrtle Beach, SC, sixth; Bluffton, SC,
seventh; and North Charleston, eighth. Thus, the Isle of Palms can be considered as the
central tourism destination within the tourism region in regard to the shortest path for
outward movement between destinations in the South Carolina coastal area.
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Table 2.18
Out-closeness rank and score.
Rank
Destination
1
Isle of Palms, SC
2
Charleston, SC
3
Hilton Head Island, SC
4
Beaufort, SC
4
Savannah, GA
6
Myrtle Beach, SC
7
Bluffton, SC
8
North Charleston, SC
9
Mount Pleasant, SC
9
Summerville, SC
9
Cape Charles, VA
9
Henderson, NC
9
Elloree, SC
9
Port Royal, SC
9
Murrells Inlet, SC
9
Hunting Island, SC
9
Georgetown, SC
9
Garden City, SC
9
Lady’s Island, SC
9
Corolla, NC
9
Santee, SC
9
Manning, SC
9
Edisto Island, SC
9
Palmetto Bluff, SC
9
Spartanburg, SC
9
Hollywood, SC
9
Pawleys Island, SC
9
Charleston, WV
9
Charlotte, NC
9
Charlottesville, VA
9
Shelby, NC
9
Tybee Island, GA
9
Fort Sumter, SC
9
Awendaw, SC
9
North Myrtle Beach, SC
9
Palm Beach, FL
9
Folly Beach, SC
9
Orlando, FL
9
Columbia, SC
9
Saint Simons, GA
9
Key West, FL
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Out-closeness
5039
5107
5109
5111
5111
5112
5114
5476
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550

(Table 2.18 continued)
Rank
Destination
9
Sullivan’s Island, SC
9
Johns Island, SC
9
Atlanta, GA
9
Yemassee, SC
9
McClellanville, SC
9
Asheville, NC
9
Fripp Island, SC
9
West Ashley, SC
9
Little River, SC
9
Greenville, SC
9
Taylors, SC
9
Greer, SC
9
St. Helena Island, SC
9
Wilmington, NC
9
Delaware, DE
9
Outer Banks, NC
9
Birmingham, AL
9
Montgomery, AL
9
Selma, AL
9
Dallas, AL
9
Little Rock, AR
9
Memphis, TN
9
Pittsburgh, PA
9
Gettysburg, PA
9
Shenandoah National Park, VA
9
Lovingston, VA
9
Asheboro, NC
9
Jekyll Island, GA
9
Silver Springs, FL
9
High Point, NC
9
Richmond, VA
9
Dunn, NC
9
New Orleans, LA
9
Natchez, MS
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Out-closeness
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550
5550

While the centrality measures are useful for identifying the centrality of each
destination within a network, its critical weakness is that it cannot compare the centrality
between two networks, for example, the degree centrality between a children group’s
multi-destination movement network and an adults only group network. To address this
weakness, Freeman (1979) developed normalized degree, betweenness, and closeness
centralities. Chapter Five of this dissertation compares two networks using these
normalized closeness centrality measures. According to Irwin and Hughes (1992),
closeness centrality can be a relevant measure for verifying central place theory
(Christaller, 1966) to better understand the spatial structure of tourism destinations in a
tourism region. Specific definitions and equations for the normalized centralities are
presented in Chapter Five.

Data Analysis
Chapter Three (Article 1) used a series of Chi-square tests to examine the
association between two nominal variables, specifically, tourists’ space-time constraints
and their spatial patterns of trip. To measure the strength of this association, the
Cramer’s V and the Goodman-Kruskal’s lambda were used (Frankfort-Nachmias &
Leon-Guerrero, 2010; Sirkin, 2006).
Chapter Four (Article 2) used Chi-square tests to examine the association between
two nominal variables. The Cramer’s V and Goodman Kruskal’s lambda were applied to
measure the strength of the association.
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A non-parametric statistical test (i.e., the Mann-Whitney U test) was applied to
compare differences between groups since the distribution of the dependent variable (i.e.,
the ratio of unplanned destinations visited) was skewed. The Mann-Whitney U test is “a
test of the statistical significance of differences between two groups … It is a
nonparametric statistics equivalent of the t test” (Vogt & Johnson, 2011, p. 220).
The McNemar’s chi-square tests were applied to examine the association among
tourism information types searched using smartphones between before and during trips.
This test is appropriate “for samples that are not independent but are related in some way,
as in before-and-after studies, when the outcome variable is dichotomous [e.g., Yes/No]”
(Vogt & Johnson, 2011, p. 226). Because this study measured the information types
searched as a dichotomous yes or no response and because it compares the association
between information types searched between before and during trips, the McNemar’s chisquare tests is relevant.
Chapter Five (Article 3) computes normalized closeness centrality scores
(Freeman, 1979) using the UCINET program to reveal the relevance of the central place
theory (Christaller, 1966) in understanding the spatial distribution patterns of tourism
destinations in a tourism region.
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CHAPTER THREE1
SPACE-TIME CONSTRAINTS AND SPATIAL PATTERNS OF TRAVEL

ABSTRACT
Based on the concept of space-time constraints (i.e., authority constraints,
capability constraints, and coupling constraints) of time geography developed by
Hägerstrand (1970), this study examined the associations between these constraints and
the spatial patterns of tourist travels using the definitions adopted by Shoval (2012) for
tourism research of purpose of visit, length of trip, and composition of travel party.
Findings revealed authority constraints (i.e., purpose of visit) and coupling constraints
(i.e., composition of travel party) were significantly associated with both single
destination travel and multi-destination travel, while capability constraints (i.e., length of
stay) and coupling constraints were significantly associated with the micro level of the
multi-destination travel, specifically the en route, base camp, regional tour, and trip
chaining patterns. Coupling constraints appear to be particularly important as they were
significantly associated with both the macro (i.e., spatial patterns of travel) and the micro
(i.e., multi-destination travel patterns) levels of the spatial behavior of tourists.

Keywords: authority constraints, capability constraints, coupling constraints, timegeography, spatial behavior, multi-destination travel

1

This chapter follows the style of the Annals of Tourism Research.
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1. INTRODUCTION
According to Pearce (2011), tourist behavior can be best understood by
incorporating a socio-psychological approach (e.g., intention to travel) with a
geographical approach (i.e., actualized travel behavior such as tourists’ spatial
movement). However, tourism behavior researchers have focused primarily on such
aspects of the former as motivations, attitudes, perceptions, and satisfaction (Cohen,
Prayag, & Moital, 2014), while examining tourists’ spatial and temporal aspects are
relatively recent areas of study (e.g., Shoval, McKercher, Birenboim, & Ng, 2015). The
limited amount of research on the spatial aspects of tourist behavior may be related to the
lack of relevant data and techniques for analyzing tourists’ spatial movement (Beeco,
Huang, Hallo, Norman, McGehee, McGee, & Goetcheus, 2013; Gartner & Hunt, 1988,
Lue, Crompton, & Fesenmaier, 1993).
However, recent advances in statistics and computer technologies have led to
interesting approaches for increased understanding of tourists’ spatial behavior (e.g., the
spatial distribution of tourists and tourists’ movement pattern research), those efforts
(e.g., Birenboim, Anton-Clavé, Russo, & Shoval, 2013; Chancellor & Cole, 2008;
Edwards & Griffin, 2013; Grinberger, Shoval, & McKercher, 2014; Hallo, Beeco,
Goetcheus, McGee, McGehee, & Norman, 2012; McKercher, Shoval, Ng, & Birenboim,
2012; Shoval & Isaacson, 2007; Shoval, McKercher, Birenboim, & Ng, 2015) focusing
on data collection methods using GPS and/or visualizing tourists’ spatial movement
patterns using GIS rather than applying spatial theories.
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Given the inherent nature of traveling, tourists have to spend time moving from
place to place, meaning they are confronted with travel-related constraints that must be
negotiated. However, tourism scholars have struggled with studying spatial movement
related constraints. Tourism constraints researchers have traditionally applied the
concept of the leisure constraints developed by Crawford and Godbey (1987), an
approach that addresses the socio-psychological aspects of the constraints or perceived
constraints related to intention to participate in a particular tourism activity or in travel in
general (i.e., whether to take a vacation trip) (e.g., Boo, Carruthers, & Busser, 2014;
Hung & Petrick, 2010; Norman, 1995; Pennington-Gray & Kerstetter, 2002) rather than
tourists’ actualized spatial behavior (movement). Thus, the concept of leisure constraints
may not be able to completely explain the constraints associated with tourists’ actual
spatial movements and decisions made while traveling.
Pennington-Gray and Kerstetter (2002) empirically confirmed three types of
leisure constraints in a tourism setting. However, they reported “respondents were fairly
neutral in their response to the three dimensions” (p. 421), a result, according to them,
perhaps suggesting “that we have not identified the true constraints to travel” (p. 421).
Accordingly, they proposed that “in the future, we may want to use a constructivist
approach to studying constraints in an effort to truly understand what, if anything, is
constraining individuals from traveling” (Pennington-Gray & Kerstetter, 2002, p. 421).
Boo et al. (2014, p. 283) also found that “although the findings relative to constraints and
negotiation of event nonparticipants were consistent with the hierarchical leisure
constraints model, the variance explained was only moderate” (emphasis added). Thus,
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tourism researchers need to make an effort to determine the real tourism constraints that
are specifically associated with tourists’ actualized spatial behavior. To address this
need, this study examines the associations between space-time constraints and tourist
spatial patterns of travel.

2. LITERATURE REVIEW
2.1 Multi-Destination Travel
Lue, Crompton, and Fesenmaier (1993) conceptualized tourists’ movement
patterns, which includes one single destination pattern and the four multi-destination
patterns of the en-route pattern, the base camp pattern, the regional tour pattern, and the
trip chaining pattern as seen in Figure 3.1.
These patterns can be operationalized as follows: 1) single destination travel is a
tourist traveling to a single destination (i.e., city, town, or community) and staying there
the entire time; 2) an en route pattern involves a tourist visiting several destinations
within a state which are en route to and from a primary destination; 3) base camp is when
a tourist stays at the primary destination throughout a vacation, using it as a “base
camp” from which to visit destinations within a state; 4) the regional pattern is when a
tourist travels within a state, sequentially visiting a series of destinations in it; and 5) the
trip chaining pattern involves a tourist visiting multiple destinations encompassing
several states, traveling from one to another rather than having a single focal state.
While the en-route pattern and the base camp pattern both have a primary
destination during travel within a state, the regional trip pattern and the trip chaining
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pattern have more than one primary destination or no primary destination, meaning the
tourist visits multiple destinations. A major difference between the two is that the
regional trip pattern represents a travel pattern occurring within a state while the trip
chaining pattern includes multiple states (Lue et al., 1993).

Figure 3.1. Spatial Patterns of Travels.
Note: PD represents a primary destination. D represents a destination.
Source: Adapted from Lue, Crompton, & Fesenmaier (1993).
Since previous research conducted by Stewart and Vogt (1997), Chancellor
(2012), and Popp and McCole (2014) reported that tourists tend to visit multi-destinations
during a trip, considering this travel perspective can provide better insights in
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understanding tourists’ actual spatial behavior during traveling. However, previous
tourism research on tourist spatial behavior has primarily mainly focused on the single
destination or within a destination (e.g., McKercher & Lau, 2008; McKercher et al.,
2012; Shoval & Isaacson, 2007). Difficulties in data collection such as tourists having
trouble recalling sequential destinations visited and analyzing the movement data are
probably some of the challenges associated with conducting multi-destination travel
research.
While tourists develop their plans before their trips, these plans can be changed
or/and adjusted to address unexpected constraints occurring while traveling (Stewart &
Vogt, 1999). Such changes may be higher for multi-destination travelers than for singledestination tourists. The extent of the difficulty in coping with those challenges may
determine the level of tourism experience satisfaction or the level of satisfaction may
influence travel changes. For this reason, understanding multi-destination travelers’
actual constraints during their trip is an important research topic.

2.2 Tourism Constraints
The leisure constraints concept (Crawford & Godbey, 1987; Crawford, Jackson,
& Godbey, 1991) has primarily been applied in examining tourism constraints for
participating in tourism activities or pleasure travel (e.g., Boo et al., 2014; Daniels,
Rodgers, & Wiggins, 2005; Fleischer & Pizam, 2002; Hinch & Jackson, 2000; Hudson &
Gilbert, 2000; Hung & Petrick, 2010; Norman, 1995; Nyaupane & Andereck, 2008;
Nyaupane, Morais, & Graefe, 2004; Pennington-Gray & Kerstetter, 2002). According to
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Crawford and Godbey (1987), leisure constraints are classified into three categories:
intrapersonal, interpersonal, and structural constraints. Intrapersonal constraints are the
individual psychological states that interact with leisure preferences, while interpersonal
constraints are the result of the relationship between an individual’s characteristics, and
structural constraints are intervening factors between leisure preferences and participation
such as financial resources, season, and climate.
Tourism constraint researchers (e.g., Boo et al., 2014; Hung & Petrick, 2010;
Norman, 1995, Pennington-Gray & Kerstetter, 2002; Nyauane & Andereck, 2008) have
continually highlighted the advances and challenges in tourism constraint research since
the leisure constraint concept has only moderately explained tourism constraints and
structural constraint factors (i.e., time, money, and environment), both of which have
continually been confirmed as major tourism constraints. Differences in the definitions
between tourism and leisure may be one reason why the leisure constraint concept has
seen limited success in explaining tourism constraints. For example, Nyaupane and
Andereck (2008), and Hung and Petrick (2010) found differences in constraints between
leisure and tourism settings. Specifically, Nyaupane and Andereck (2008) found that
while the leisure constraint concept includes only one factor structure in the structural
constraint category, in a tourism setting it has three factors (i.e., place attribute, cost and
lack of time). Hung and Petrick (2010) also confirmed that “the structure of cruising
constraints [including intrapersonal constraints, interpersonal constraints, structural
constraints, and not an option] may differ from constraints in leisure settings” (p. 221).
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Since tourism is inherently a geographical phenomenon, which includes physical
movement to and from places (e.g., Smith, 2010), a constraints concept in a geography
discipline such as the space-time constraints of time-geography has the potential to be
applied to travel research in an effort to determine the real/actual tourism constraints
(Shoval, 2012). According to Ravenscroft, Church, and Gilchrist (2005, p. 321),
European researchers have embraced a normative approach in studying constraints in the
areas of sustainable transportation, the impact of people’s fear of crime, and geographical
research on the space-time constraints of human activity. On the other hand, tourism
constraints research in the U.S.A. has focused primarily on the cognitive approach (e.g.,
why take a trip?) using the leisure constraints concept, an approach referred to as the
North American tradition. This study embraces the European tradition of tourism
constraints research, applying the concept of space-time constraints to increase the
understanding of the relationship between the constraints and the tourists’ actual travel
movements.

2.3 Space-Time Constraints
Several geographers (e.g., Schwanen & Kwan, 2008) have conducted constraints
studies associated with human daily travel and everyday life, known as the space-time
constraints of time-geography. These constraints focus on barriers associated with
human spatial movement in both space and time (Couclelis, 2009). Since all people have
only a limited time span of 24 hours per a day, their daily planned goals or activities may
be so diverse that achieving all of them may be complicated, meaning people may not
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successfully complete all of their plans. To cope efficiently with these situations,
individuals need to comprehend the spatial and temporal aspects of their lives as they
essentially exist in time and space, and time-geography provides an interesting frame for
understanding human existence in time and space (Hägerstrand, 1970).
According to Hägerstrand (1970), the space-time constraints of individual daily
travel and activities are capability constraints, coupling constraints, and authority
constraints. The definitions of these constraints are:
[Authority constraints reflect that] the world is filled with a device which
we may call the “control area” or “domain.” These words are essentially
spatial. However, I would suggest that the concept of a domain be
redefined to refer to a time-space entity within which things and events are
under the control of a given individual or a given group. (p. 16)

Capability constraints are those which limit the activities of the
individual because of his biological construction and/or the tools he can
command. Some have a predominant time orientation, and two
circumstances are of overwhelming importance in this connection: the
necessity of sleeping a minimum number of hours at regular intervals and
the necessity of eating, also with a rather high degree of regularity. (p. 12)
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Coupling constraints define where, when, and for how long, the individual
has to join other individuals, tools, and materials in order to produce,
consume, and transact. (p. 14)

In tourism research, time-geography can be applied to examine “a complex
connection between time, space and tourist mobility” (Zillinger, 2007, p. 79). It focuses
on the movement and interaction of tourists in time and space and, thus, can provide a
relevant theoretical and methodological framework for examining tourism and leisurerelated mobility (Hall, 2012). However, regarding human spatial behavior research, not
only geographers but also tourism researchers have primarily focused on the visualization
of individuals’ (tourists’) movement patterns in time and space rather than emphasizing
space-time constraints, which define the individual movement patterns (Couclelis, 2009;
Shoval, 2012). Thus, additional research is needed in this area to more fully explore
these space-time constraints.
In addition, limited research has focused on understanding tourism constraints
associated with tourists’ multi-destination travel, even though the definition of tourism
traditionally includes the idea of spatial movement to and from places (Leiper, 1979).
The concept of space-time constraints was originally developed by Hägerstrand (1970) to
understand human daily activities and travels in space and time, a concept this study
applies to improve the understanding of tourists’ spatial behavior. To do so, this study
proposes six hypotheses to test the Shoval’s (2012) definition of the space-time
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constraints of time-geography (Hägerstrand, 1970) in the context of both single and
multi-destination trips.
Shoval (2012) defined the authority constraints, capability constraints, and
coupling constraints focused on tourism implications. Authority constraints in tourism
research refer to the purpose of the visit because the
Purpose of visit has a direct impact on the spectrum of possibilities
available to the tourist; tourists who travel for business or to visit friends
and relatives will be less likely to visits tourist sites than tourists who
travel for the specific purpose of touring and sightseeing. (p. 177)
Thus, an association between authority constraints (the purpose of visit) and the spatial
patterns of tourists’ trips is expected. As a result, two hypotheses, H1and H2, were
developed:
H1: There is a significant association between authority constraints and the
spatial patterns of travel (i.e., single destination travel and multi-destination
travel).
H2: There is a significant association between authority constraints and multidestination travel patterns (i.e., en route pattern, base camp pattern, regional
tour pattern, and trip chaining pattern).
Capability constraints can be defined as the length of a visit because “in the case
of tourists the stay in the destination varies and therefore the length of visit is a
constraining factor that changes the spectrum of opportunities for the tourists” (p. 177).
For example, the spatial patterns of day-trip tourists may be different from overnight
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tourists. This study expects that the spatial patterns of the tourists’ trips may differ by the
length of visit. Thus, two hypotheses H3 and H4 were proposed:
H3: There is a significant association between capability constraints and the
spatial patterns of travel (i.e., single destination travel and multi-destination
travel).
H4: There is a significant association between capability constraints and the
multi-destination travel patterns (i.e., en route pattern, base camp pattern,
regional tour pattern, and trip chaining pattern).
Coupling constraints can be defined as the composition of travel party since “the
spatial activity of individual tourists and the geographic range of their activities in a
destination will be completely different from that of organized groups, as they are
personally responsible for selecting the particular tourist sites to be visited” (p. 177). As
a result, the spatial patterns of tourists’ trips may be differentiated by the nature of the
travel party, resulting in the two hypotheses, H5 and H6 below.
H5: There is a significant association between coupling constraints and the
spatial patterns of travel (i.e., single destination travel and multi-destination
travel).
H6: There is a significant association between coupling constraints and the multidestination travel patterns (i.e., en route pattern, base camp pattern, regional
tour pattern, and trip chaining pattern).
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3. METHODS
3.1 Data Collection
Tourists visiting three rural coastal areas in South Carolina known for their locally
caught, grown, or harvested seafood were invited to participate in an online survey that is
part of a NOAA Sea Grant Aquaculture Research Project. Researchers from a U.S.
southeastern university traveled to the selected coastal areas of McClellanville, the Isle of
Palms, Charleston, Beaufort, and Hilton Head Island to obtain email addresses from
randomly selected tourists during October 2014. A modified Dillman (2000) technique
was applied to increase the response rate, and an incentive, a $100 gift card, was provided
to one randomly selected participant from those who had completed the entire survey.
Email invitations including a link to a web-based questionnaire were sent to tourists,
asking them to participate. An online survey website, Qualtrics.com, was used for this
self-administered online survey. The total valid number of survey responses was 362
(856 effective invites, a 42.3% response rate). Of these 362 responses, 357 respondents
completed the survey. Of these 357 responses, 31 respondents’ data were intentionally
deleted due to such reasons as they were international tourists and/or their length of stay
was more than a year. As a result, a total of 326 respondents were considered as the data
set for conducting the hypothesis tests.

3.2 Measurement
Space-time constraints were measured using the definitions proposed by Shoval
(2012). Authority constraints (i.e., the purpose of trip) were measured by the question,
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“What was the main purpose of this most recent trip?” Respondents answered with one of
the eleven options -Vacation, Business, Visit friends & relatives, Attend a special event,
Go to the beach, Go boating, Go fishing, Eat out, Visit a second home/cottage/condo,
Visit attraction(s), Other (Please specify). This study assumed that vacation tourists may
be more likely visit tourism destinations than non-vacation tourists who may have a
specific purpose for their trip (Shoval, 2012). As a result, this study dichotomized the
eleven options into two categories, vacation and non-vacation.
Capability constraints were assessed by the question, “For this most recent trip,
how many nights did you stay at this location?” Respondents answered one of two
options, either Day trip/no overnight, or I stayed

nights (fill in box with # of nights).

Based on these responses, the capability constraints consisted of two categories, day trip
and overnight trip. According to Shoval (2012, p. 177), “the length of visit is a
constraining factor that changes the spectrum of opportunities for the tourists.” Thus, this
study dichotomized capability constraints into day trip/no overnight and overnight.
Based on Shoval (2012), this study assumed that the geographical range of
tourists’ travel patterns may vary based on the composition of the travel party to reflect
the individual members’ wants. Coupling constraints were measured by the question,
“With whom did you travel on this most recent trip?” Respondents answered with one of
eight options - Alone, Spouse/Partner, Tour Group, Friends, Business group, Immediate
family (including children), Relatives, Other (Please specify). This coupling constraint
question allowed multiple responses so that a multi-group category was constructed. The
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business group category was intentionally deleted from the analysis because no business
groups traveled to multi-destination.
The spatial patterns of travel, which include both single destination and multidestination travel, were measured as a categorical variable with the question, “How
would you best describe the travel pattern of your most recent trip?” Respondents
responded to one of the five travel pattern options: “Traveled to a primary destination,
and stayed there the entire time,” “Visited several destinations within the state, en route
to and from a primary destination,” “Stayed at the primary destination throughout the
vacation, and used it as a “base camp” from which to visit destinations within the state,”
“Traveled within the state and sequentially visited a series of destinations in the state,” or
“Visited multiple destinations encompassing several states, and traveled from one to
another, rather than having a single focal state.” These travel pattern descriptions were
adapted from Lue et al. (1993).

3.3 Analysis
Chi-square tests were used to test for statistically significant associations between
the two nominal variables of tourists’ space-time constraints and their spatial patterns of
travel trip. The strength of the associations was examined by Yule’s Q, phi, Goodman
and Kruskal’s Lambda, or Gramer’s V. Statistical Package for the Social Sciences
(SPSS) was used to conduct the analyses.
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4. RESULTS
4.1 Descriptive Statistics
4.1.1 Space-time constraints
Authority constraints
Of the 326 respondents, 42.3% reported vacation as the main purpose of their
most recent trip to the South Carolina coast. The respondents reporting attending a
special event, visiting attraction(s), and visiting friends and relatives were 14.7%, 11.3%,
and 11.0%, respectively (see Table 3.1).

Table 3.1
The main purpose of most recent trip to the South Carolina coast.
Purpose
Frequency
Vacation
138
Attending a special event
48
Visit attraction
37
Visit friends & relatives
36
Business
20
Go to the beach
14
Visit second
9
home/cottage/condo
Eat out
5
Go fishing
3
Go boating
2
Total
326

Percent (%)
42.3
14.7
11.3
11.0
6.1
4.3
2.8
1.5
0.9
0.6
100.0

Capability constraints
Of the 326 respondents, 77.6% were overnight tourists, and 22.4% were day
trip/no overnight tourists (see Table 3.2).
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Table 3.2
Number of nights respondents stayed on their most recent trip to the South Carolina
coast.
Frequency
Percent (%)
I stayed
nights
253
77.6
Day trip/no overnight
73
22.4
Total
326
100.0
Coupling constraints
One-half (50.0%) of the respondents reported that they traveled with their
spouse/partner on their most recent trip to the South Carolina coast. The response rates
for immediate family (including children) and friends were 19.3% and 13.8%,
respectively. Only 0.3% respondents indicated that a tour group was their travel party
(see Table 3.3).

Table 3.3
Travel party on the most recent trip to the South Carolina coast.
Frequency
Spouse/Partner
189
Immediate family (including
73
children)
Friends
52
Relatives
34
Alone
20
Business group
6
Other
3
Tour group
1
Note: Multiple responses were allowed (N = 375).

Percent (%)
50.0
19.3
13.8
9.0
5.3
1.6
0.8
0.3

4.1.2 Spatial Patterns of Travel
Of the 326 respondents, 55.2% selected single destination travel for their most
recent trip to the South Carolina coast, with the remaining 44.8% traveling to multiple
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destinations. Of these 44.8% respondents, 50.0% selected the base camp pattern,
followed by the en route pattern (24.7%), the trip chaining pattern (19.9%) and the
regional tour pattern (5.5%) (see Table 3.4). This finding demonstrated an interesting
distinction compared with previous studies (Chancellor, 2012; Hwang & Fesenmaier,
2003; Popp & McCole, 2014; Stewart & Vogt, 1997). While only 5.5% respondents
visiting the South Carolina coastal region selected regional tour pattern for their multidestination travel, 28.9% and 50.0% respondents selected this tour pattern in Missouri
and Michigan states, respectively (see Table 3.4). This finding suggests that tourists’
multi-destination travel pattern could be associated with the spatial structure of a tourism
region.
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Table 3.4
Comparison of current study with similar previous work.
This study
Stewart & Vogt,
(2015), South
(1997), Missouri,
Carolina, USA
USA
Single destination travel
55.2%
30.1%
Multi-destination travel
44.8%
69.9%
En route
24.7%
41.5%
pattern
Base camp
50.0%
18.5%
Multipattern
destination Regional
5.5%
28.9%
travel
tour pattern
Trip
chaining
19.9%
11.1%
pattern
1
En route, regional tour, or trip-chaining pattern was 30.1%.

Hwang &
Fesenmaier,
(2003), USA
93.8%
5.4%

Chancellor
(2012), North
Carolina, USA1
69.9%
30.1%

91.3%
6.2%

78

Popp & McCole,
(2014), Michigan
USA
3.4%
96.6%
31.0%

44.7%

8.3%

-

50.0%

2.5%

10.7%

4.2 Hypotheses Test
4.2.1 Authority Constraints and Spatial Patterns of Travel
The Chi-square test results revealed that authority constraints (i.e., the purpose of
visit) were significantly associated with spatial patterns of travel, χ2 (1, N = 326) = 8.849,
p = 0.003. As a result, H1 hypothesizing a significant association between authority
constraints and the spatial patterns of travel (i.e., single destination travel and multidestination travel) was supported. Vacation respondents were more likely to be involved
in multi-destination travel (54.3%) than single destination travel (45.7%). In contrast,
non-vacation respondents were more likely to be single destination travelers (62.2%) than
multi-destination ones (37.8%) (see Table 3.5). The phi coefficient was computed, -0.17
(p = 0.003), to measure the strength of the association, with this value indicating that the
strength of the association between authority constraints and spatial patterns of travel
(i.e., single destination travel and multi-destination travel) was weak.

Table 3.5
Authority constraints (i.e., the purpose of visit) and the spatial patterns of travel.
Authority constraints
(i.e., The purpose of visit)
Total
Vacation
Non-vacation
Single destination travel
63 (45.7%)
117 (62.2%)
180 (55.2%)
Multi-destination travel
75 (54.3%)
71 (37.8%)
146 (44.8%)
Total
138 (100.0%)
188 (100.0%)
326 (100.0%)
Note: χ2 = 8.849, df = 1, p = 0.003.
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4.2.2 Authority Constraints and Multi-Destination Travel Patterns
The Chi-square tests revealed that there was not a statistically significant
association between authority constraints and multi-destination travel patterns, χ2 (2, N =
146) = 3.337, p = 0.188. Thus, H2, which hypothesized a significant association between
authority constraints and multi-destination travel patterns (i.e., en route pattern, base
camp pattern, regional tour pattern, and trip chaining pattern), was rejected.

Table 3.6
Authority constraints (i.e., the purpose of visit) and multi-destination travel patterns.
Authority constraints
(i.e., The purpose of visit)
Total
Vacation
Non vacation
En route pattern
14 (18.7%)
22 (31.0%)
36 (24.7%)
Base camp pattern
39 (52.0%)
34 (47.9%)
73 (50.0%)
Regional tour
pattern1 (including
22 (29.3%)
15 (21.1%)
37 (25.3%)
trip chaining pattern)
Total
75 (100.0%)
71 (100.0%)
146 (100.0%)
Note. χ2 = 3.337, df = 2, p = 0.188.
1
Since 25% of the expected frequencies were less than 5, the trip chaining pattern was
merged into the regional tour pattern using the definition used in the LCF model (Lue et
al., 1993).
4.2.3 Capability Constraints and Spatial Patterns of Travel
There was no statistically significant association between the capability
constraints (i.e., the length of travel such as day trip and overnights) and spatial patterns
of travel (i.e., single destination travel and multi-destination travel), χ2 (1, N = 326) =
3.198, p = 0.074 (see Table 3.7). As a result, H3 hypothesizing a significant association
between capability constraints and spatial patterns of travel (i.e., single destination travel
and multi-destination travel) was rejected.
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Table 3.7
Capability constraints (i.e., the length of travel) and the spatial patterns of travel.
Capability constraints
(i.e., The length of travel)
Total
Day trip /
Overnights
No overnight
Single destination travel
47 (64.4%)
133 (52.6%)
180 (55.2%)
Multi-destination travel
26 (35.6%)
120 (47.4%)
146 (44.8%)
Total
73 (100.0%)
253 (100.0%)
326 (100.0%)
Note. χ2 = 3.198, df = 1, p = 0.074.

4.2.4 Capability Constraints and Multi-Destination Travel Patterns
The Chi-square test results revealed a statistically significant association between
capability constraints (i.e., the length of travel such as day trip and overnight trip) and the
multi-destination travel patterns (i.e., en route pattern, base camp pattern, regional tour
pattern, and trip chaining pattern), χ2 (3, N = 146) = 30.196, p < 0.001. As a result, H4,
which hypothesized a significant association between capability constraints and the
multi-destination travel patterns (i.e., en route pattern, base camp pattern, regional tour
pattern, and trip chaining pattern) was supported.
Day trip respondents were more likely to use an en route pattern (53.8%) for their
multi-destination travel, followed by the base camp pattern and the region tour pattern
both at 19.2%, with only 7.7% day trip respondents using the trip chaining pattern. In
contrast, 56.7% of the overnight respondents preferred the base camp pattern for their
multi-destination travel to the South Carolina coast, followed by the trip chaining pattern
and en route pattern at 22.5% and 18.3%, respectively, with only 2.5% of the overnight
respondents using the regional tour pattern (see Table 3.8).
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The Goodman-Kruskal’s lambda was 0.123 (p = 0.036), indicating that for this
sample of respondents, capability constraints and multi-destination travel patterns were
only slightly associated. The proportional reduction of error can be indicated by lambda
when multiplied by 100. By using information on tourists’ capability constraints such as
trip length to predict tourists’ multi-destination travel patterns, the error of prediction was
reduced by 12.3% (0.123 X 100 = 12.3%). Relying on tourists’ capability constraints
such as trip length to predict their multi-destination travel patterns, the error of prediction
was reduced by 12.3 out of 100 or 12.3%. Thus, capability constraints could be
considered as a predictor for determining tourists’ multi-destination travel patterns.

Table 3.8
Capability constraints (i.e., the length of travel) and multi-destination travel patterns.
Capability constraints
(i.e., The length of travel)
Total
Day trip /
Overnight trip
No overnight
En route pattern
14 (53.8%)
22 (18.3%)
36 (24.7%)
Base camp pattern
5 (19.2%)
68 (56.7%)
73 (50.0%)
Regional tour pattern
5 (19.2%)
3 (2.5%)
8 (5.5%)
Trip chaining pattern
2 (7.7%)
27 (22.5%)
29 (19.9%)
Total
26 (100.0%)
Note. χ2 = 30.196, df = 3, p < 0.001.

120 (100.0%)

146 (100.0%)

4.2.5 Coupling Constraints and Spatial Patterns of Travel
The Chi-square test results revealed a statistically significant association between
coupling constraints and the spatial patterns of travel, χ2 (5, N = 316) = 17.406, p = 0.004
(see Table 3.9). As a result, H5, which hypothesized a significant association between
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coupling constraints (i.e., the composition of the travel party) and the spatial patterns of
travel (i.e., single destination travel and multi-destination travel), was supported.
Respondents traveling with their spouse/partner were more likely to visit multidestinations (53.9%) rather than a single destination (46.1%). Respondents traveling with
a multi-group were more likely to use single destination travel (68.1%) than multidestination travel (31.9%). Cramer’s V was 0.235 (p = 0.04), indicating a weak
association between the coupling constraints and the spatial patterns of travel.
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Table 3.9
Coupling constraints (i.e., the composition of travel party) and the spatial patterns of travel.
Coupling constraints (i.e., the composition of travel party)

Single destination
travel
Multi-destination
travel
Total

Alone

Spouse/
Partner

Friends

11 (57.9%)

70 (46.1%)

20 (74.1%)

Immediate
family
(including
children)
27 (49.1%)

8 (42.1%)

82 (53.9%)

7 (25.9%)

28 (50.9%)

3 (18.8%)

15 (31.9%)

143 (45.3%)

27 (100.0%)

55 (100.0%)

16
(100.0%)

47
(100.0%)

316 (100.0%)

19
152 (100.0%)
(100.0%)
Note. χ2 = 17.406, df = 5, p = 0.004.
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Total

Relatives

Multi-group

13 (81.3%)

32 (68.1%)

173 (54.7%)

4.2.6 Coupling Constraints and Multi-Destination Travel Patterns
The Chi-square tests revealed a significant association between the coupling
constraints and multi-destination travel patterns, χ2 (2, N = 113) = 9.927, p = 0.007. As a
result, H6 hypothesizing a significant association between coupling constraints and the
multi-destination travel patterns (i.e., en route pattern, base camp pattern, regional tour
pattern, and trip chaining pattern) was supported. According to Sirkin (2006), when
larger than two-by-two tables, Chi-square analysis needs to meet such criteria as no
expected frequency is less than 1 and no more than 20% of the expected frequencies are
less than five. Thus, for this study, the table was modified by combining categories such
as immediate family and relatives into the family category, while other variables seen in
Table 3.10 such as alone, friends and multi-group were intentionally excluded in this
analysis to meet the criteria needed to validly conduct a Chi-square analysis.
Of the 113 respondents, 42.7% who traveled with their spouses used the base
camp pattern, while the en route pattern and regional tour pattern or trip chaining pattern
were used by 29.3% and 28.0%, respectively. In contrast, family respondents were more
likely to use the base camp pattern (74.2%) than the en route pattern (19.4%). Only 6.5%
of the family respondents used the regional tour pattern or trip chaining pattern during
their most recent trip to the South Carolina coast (see Table 3.10). Cramer’s V was 0.299
(p = 0.018), indicating a weak association between coupling constraints and the multidestination travel patterns.
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Table 3.10
Coupling constraints (i.e., the composition of travel party) and multi-destination travel
patterns.
Coupling constraints
(i.e., The composition of travel party)
Total
Spouse
Family
En route pattern
24 (29.3%)
6 (19.4%)
30 (26.5%)
Base camp pattern
35 (42.7%)
23 (74.2%)
58 (51.3%)
Regional tour
pattern or trip
23 (28.0%)
2 (6.5%)
25 (22.1%)
chaining pattern
Total
82 (100.0%)
31 (100.0%)
113
(100.0%)
Note. χ2 = 9.927, df = 2, p = 0.007.

5. CONCLUSION
5.1 Discussion
This study found that the spatial patterns of travel are likely differentiated by the
spatial structure of the tourism destination region. Compared with Stewart and Vogt
(1997) and Popp and McCole (2014), who reported 28.9% and 50.0%, respectively, only
five percent of the multi-destination travelers in this study responded that they used the
regional tour pattern. In contrast, 19.9% respondents used the trip chaining pattern. This
finding suggests that while the amount of leisure time available for travel is an essential
component of the tourism experience, tourists’ spatial movement patterns may be related
to the spatial structure of a tourism region. For example, one of the major tourism
destinations in the U.S. southeastern coastal area is Savannah, GA; however the distance
between it and several popular tourism destinations in the state of SC such as Hilton
Head Island and Charleston is close. For example, it takes less than an hour to drive the
30.6 miles from Savannah, GA, to Hilton Head Island, SC, even though they are in
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different states. In contrast, tourists would spend at least four hours driving from Hilton
Head Island, SC, to Myrtle Beach, SC, even though these two destinations are located in
the same state. Thus, if these destinations provide the same tourism environment, a more
time and cost efficient approach for maximizing tourism experiences is traveling between
Hilton Head Island, SC, and Savannah, GA, than traveling to the destinations within the
state. As a result, the trip chaining pattern may be the preferred travel pattern over the
regional tour pattern for tourists visiting the South Carolina coastal region.
A series of Chi-square tests revealed statistically significant associations between
the space-time constraints developed by Hägerstrand (1970) and tourists’ spatial
behavior. Specifically, authority constraints (i.e., the purpose of travel) and coupling
constraints (i.e., the composition of the travel party) were significantly associated with
the spatial patterns of travel (i.e., single destination travel and multi-destination travel).
Capability constraints (i.e., the length of travel) and coupling constraints (i.e., the
composition of the travel party) were significantly associated with the multi-destination
travel patterns (i.e., en route pattern, base camp pattern, regional tour pattern, and trip
chaining pattern). The spatial patterns of travel may be seen as the macro level, while
multi-destination travel may be considered as the micro level of tourist spatial behavior
since the four multi-destination travel patterns are categories under the multi-destination
travel pattern. As a result, this study confirmed space-time constraints are differently
associated with the spatial scale of the movement pattern.

5.2 Limitations and Future Research
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Since the population of this study was tourists who visited South Carolina rural
coastal areas, the tourists’ spatial movement patterns may likely represent tourism
destinations located in coastal areas. Thus, seasonality should also be addressed since it
could impact the supply and demand sides of the tourism system in a tourism region
(Koenig-Lewis & Bischoff, 2005). While a recent study conducted by McKercher,
Shoval, Park, & Kahani (2015) asserted that the influence of the weather was probably
limited at urban destinations, weather may be still an important factor for tourists’ multidestination travel based on a natural resource tourism environment. For example,
tourists’ spatial movement patterns during the fall may be different from the spring,
summer, and winter seasons.
While this study empirically demonstrated statistically significant associations
between the space-time constraints and the spatial patterns of travel, future research is
needed to consider how tourists negotiate these space-time constraints by using
information and communication technologies (ICTs) such as a smartphone while
traveling. As projected by Hägerstrand (1970), ICT use could empower tourists with
regard to coping/negotiating with unexpected constraints, helping them to adjust their
travel plans based on such constraints such as the space-time constraints. However, there
have been few studies exploring the role of smartphones in multi-destination travel
research. Thus, future research should be conducted to examine the role of information
search using smartphones in relation to negotiating the space-time constraints during
tourists’ multi-destination travel.
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CHAPTER FOUR1
AN INVESTIGATION OF THE ROLE OF SMARTPHONES IN RELATION TO THE
SPATIAL PATTERNS OF TRAVEL, SPACE-TIME CONSTRAINTS, UNPLANNED
DESTINATION VISITED, AND TOURISM INFORMATION TYPES SEARCHDED
DURING A TRIP

ABSTRACT
This study explored the role of smartphones in relation to the spatial patterns of
travel, space-time constraints, tourism information types searched before and during trips,
and unplanned tourism destinations visited. Of the space-time constraints, the authority
constraints (i.e., purpose of visit) and the capability constraints (i.e., length of visit) were
found to be significantly associated with the smartphone use of tourists during their trip.
The findings also revealed significant differences in the ratio of the unplanned
destinations visited between the smartphone use group and the smartphone non-use group
for the multi-destination travel pattern. Interestingly, non-smartphone users tend to be
more spontaneous and flexible than the smartphone use group. This study confirms core
decisions in travel planning such as a destination being decided before a trip but
subsequently being revised using a smartphone during their trip. Secondary decisions
about restaurants, attractions, and activities are likely to become more flexible because of
smartphone use during a trip. These results suggest that the travel planning process may
be neither hierarchically structured nor fully flexible. Lastly, this study confirmed the

1

This chapter follows the style of the Tourism Management.
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importance of accessing or obtaining tourism information not only before trips but more
importantly during them.

Keywords: smartphone use, unplanned destination visit, information search, space-time
constraints, time-geography, information and communication technologies
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1. INTRODUCTION
According to Lue, Crompton, Fesenmaier (1993), multi-destination travel is
defined as visiting multiple destinations (i.e., cities) during a single trip. This travel
pattern lends itself to visiting unplanned destinations because of the potential for
obtaining new information and/or meeting unexpected constraints after departing from
home, staying at other destinations, or traveling between destinations (Hwang &
Fesenmaier, 2011; Kah & Lee, 2014; Stewart & Vogt, 1999).
These unplanned destination visits may become more frequent due to the
availability of the Internet while traveling. For example, smartphones provide various
functions, which can contribute to an enhanced tourism experience such as finding
information concerning the location of tourism destinations, attractions, accommodations,
or restaurants, and/or coping with unexpected situations through an en-route information
search (Wang, Park, & Fesenmaier, 2012; Wang, Xiang, & Fesenmaier, 2014a; Wang,
Xiang, & Fesenmaier, 2014b).
While tourists tend to visit unplanned destinations during a trip (Hwang &
Fesenmaier, 2011; Kah & Lee, 2014; Popp & McCole, 2014; Stewart & Vogt, 1999), this
phenomenon has been only narrowly examined. One of the less researched areas
involves the role of information and communication technologies (ICTs) such as
smartphones in regard to tourists’ unplanned destination visits.
More than four decades ago, the pioneer of time-geography Torsten Hägerstrand
(1970, p. 15) asserted the importance of ICTs in individual daily travel, saying
“telecommunication allows people to form bundles without (or nearly without) loss of
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time in transportation.” He continued, “It is true that a call may save much time,
especially when it concerns the arrangement of future meetings.”
Recently, Schwanen and Kwan (2008) empirically verified Hägerstrand’s
conceptual argument by examining the impact of ICTs such as mobile phones and the
Internet, finding that “Internet use only enhances the spatial flexibility of work,
household and personal needs, and not for social and recreational activities” (p. 1374).
One possible interpretation of this conclusion may be that individuals have to stay in a
specific place to access the Internet, while in the multi-destination context, tourists travel
to several cities to experience diverse tourism environments. For that reason, recreational
and tourism activities may not have benefit from the Internet use in regards to spatial
flexibility.
More advanced ICTs such as smartphones, however, could further enhance the
spatial flexibility not only of daily activities and travels, but more importantly also of
hedonic activities and travel including recreation and tourism using the wireless-based
Internet environment. Smartphones can allow tourists to find applicable tourism-related
information on the Internet anytime and anywhere including while traveling as well as to
communicate with their friends to obtain new information to make better decisions as
they incur unexpected situations and/or constraints and need to revise their trip itinerary.
Until recently, few conceptual, or theoretical, (e.g., Dickinson, Ghali, Cherrett,
Speed, Davies, & Norgate, 2014; Lamsfus, Wang, Alzua-Sorzabal, & Xiang, 2015; Wang
et al., 2012; Wang et al., 2014a; Wang et al., 2014 b) and empirical studies (e.g., Meng,
Kim, & Hwang, 2015; Okazaki, Campo, Andreu, & Romero, 2015) have been conducted
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examining the role of smartphones in tourism. To address the need for further research,
the purpose of this study was to better understand the relationship between tourism
information search by smartphone and unplanned tourism destination visits.

2. LITERATURE REVIEW
2.1 Unplanned Destination Visit
A number of tourism researchers (e.g., Hwang & Fesenmaier, 2011; Hwang & Li,
2008; Kah & Lee, 2014; March & Woodside, 2005; Moore, Smallman, Wilson, &
Simmons, 2012; Park & Fesenmaier, 2014; Perdue, 1986; Popp & McCole, 2014; Stewart
& Vogt, 1999; Wang & Fesenmaier, 2012) have reported that tourist decision making
becomes unplanned, flexible, or adjusted based on the on-site environment and
information obtained during travel or after arriving at the destination(s). Among them,
Hwang and Fesenmaier (2011) were the first to examine tourists’ unplanned visits to
attractions, investigating the role of on-site stimuli in evoking unplanned stops by
travelers. More specifically, Popp and McCole (2014) studied winery tourists’ unplanned
stops, reporting proximity to another stop, seeing a sign (road or other), or passing the
winery while traveling were the main reasons for such visits. In addition, Kah and Lee
(2014) found that using GPS devices in cars or on mobile devices while traveling is
highly significant in regard to unplanned travel activities. These studies are consistent
with the findings of Stewart and Vogt (1999), who found that tourists’ trip plans were
changed or/and revised due to obtaining more relevant information concerning their
tourism activities while traveling.
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2.2 The Role of Information and Communication Technologies (ICTs) in Spatial Behavior
A number of geographers have examined the role of ICTs in daily life. For
example, Mokhtarian (1990, p. 240) concluded that ICTs permit “much more flexibility
in whether, when, where, and how to travel, and thus loosening the constraints of having
to be at a certain place at a certain time.” Kwan (2006, p. 384) also noted that “people’s
increased geographical mobility associated with the use of mobile communications may
have an impact on their travel and trip making behavior,” and more recently, Schwanen
and Kwan (2008) found that space-time constraints related to human daily travel and
activities were negotiated by using ICTs such as mobile phones since individuals could
communicate with others to re-arrange their schedule while traveling.
In tourism research, Tussyadiah and Zach (2012) examined the role of geo-based
technology such as car navigation systems and mobile technology in relation to spatial
behavior, suggesting that the use of such “technology while traveling allows tourists to
gain experiences with the different elements of destinations” (p. 795). However, little
tourism research has been conducted on examining the role of ICTs such as smartphones
with regard to the multi-destination travel of tourists. Since this travel pattern may lend
itself to more possibilities for visiting unplanned destinations during travel than single
destination travel, ICTs may be a way to access tourism information during traveling.

2.3 Smartphone Use
Recent studies have confirmed the influence of smartphones in enhancing tourism
experiences and activities. For example, Wang et al. (2012, p. 371) examined the role of
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smartphones in mediating tourism experiences, while Dickinson et al. (2014) discussed
conceptually the effect of smartphone use on spontaneous access to the Internet in
negotiating travel schedules based on an unexpected destination environment. Lamfus et
al. (2015) reviewed existing ICTs literature published in the travel and tourism domains,
formulating four propositions (pp. 696-697): 1) “The level of decision making flexibility
during the trip will become higher because of the use of mobile technology”; 2) “the level
of decision specificity during the trip will become higher, that is, the traveler makes more
micro decisions, because of the use of mobile technology”; 3) “the decision-making time
frame is likely to become shorter during the trip, resulting in more instantaneous
decisions because of the use of mobile technology,” and 4) “information needs during the
trip will include more hedonic/creative needs because of the use of mobile technology.”
Of the four propositions, this study deals with the propositions 1 and 2, focusing on
decision making flexibility.
Wang et al. (2014a) confirmed that smartphone use for communication,
entertainment, facilitation, and information search contribute to enhanced tourism
experiences, developing a conceptual model for its use during travel, one which considers
pre-trip, en route and on-site, and post trip. This conceptual model addresses the flexible
nature of the travel decision making process and the changes in the travel experiences by
using a smartphone during a trip. For example, smartphones can be used for trip
planning, expectation formation, decision-making, and anticipation before a trip; for
connection, navigation, short-term decision making, and on-site transaction while
traveling; and for sharing and re-experiencing the travel experience after the trip. These
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researchers (Wang, et al., 2014b) also compared smartphone use between everyday life
and travel using a qualitative method, confirming that “the patterns of use of the
smartphone in everyday life are extended to the travel context” (p. 10).
More recently, Meng et al. (2015) examined differences in the factors influencing
the adoption of smartphones use for travel, finding personal innovativeness was
significant in relation to the tendency to use smartphones for travel. Extending this
research Okazaki et al. (2015) classified travelers into four categories based on mobile
Internet usage patterns before and after arrivals: savvies, those who use mobile
application before and after arrivals; planners, who are reluctant to use mobile application
after arrivals; opportunists, who are reluctant users but extremely active after arrival; and
low-techs, who are inactive during, before and after arrival in terms of mobile use.

2.4 Space-time constraints
Hägerstrand (1970) developed the concept of the space-time constraint to explain
individual daily activity and travel-related constraints in space and time. This concept
consists of three constructs: authority constraints, capability constraints, and coupling
constraints. Hägerstrand defined these constraints as:
[Authority constraints reflect that] the world is filled with a device which
we may call the “control area” or “domain.” These words are essentially
spatial. However, I would suggest that the concept of a domain be
redefined to refer to a time-space entity within which things and events are
under the control of a given individual or a given group. (p. 16)
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Capability constraints are those which limit the activities of the individual
because of his biological construction and/or the tools he can command.
Some have a predominant time orientation, and two circumstances are of
overwhelming importance in this connection: the necessity of sleeping a
minimum number of hours at regular intervals and the necessity of eating,
also with a rather high degree of regularity. (p. 12)

Coupling constraints define where, when, and for how long, the individual
has to join other individuals, tools, and materials in order to produce,
consume, and transact. (p. 14)

The space-time constraints concept of time-geography were operationally defined
from a tourism perspective by Shoval (2012), for whom authority constraints in tourism
research are the purpose of visit since it
Has a direct impact on the spectrum of possibilities available to the tourist;
tourists who travel for business or to visit friends and relatives will be less
likely to visit tourist sites than tourists who travel for the specific purpose
of touring and sightseeing. (p. 177)
Capability constraints refer to the length of a visit because “in the case of tourists the stay
in the destination varies and therefore the length of visit is a constraining factor that
changes the spectrum of opportunities for the tourists” (p. 177). Coupling constraints
involve the composition of the travel party since “the spatial activity of individual tourists
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and the geographic range of their activities in a destination will be completely different
from that of organized groups, as they are personally responsible for selecting the
particular tourist sites to be visited” (p. 177).

2.5 Multi-destination travel
Lue et al. (1993) conceptualized the multi-destination travel pattern, which
consists of one single destination pattern and the four multi-destination travel patterns of
the en-route pattern, the base camp pattern, the regional tour pattern, and the trip chaining
pattern. Some tourism scholars such as Stewart and Vogt (1997), Chancellor (2012), and
Popp and McCole (2014) have empirically verified the multi-destination pattern model of
Lue et al.
Based on the literature review, the following eight hypotheses were developed for
the study reported here:
H1: There is a significant association between authority constraints (i.e., the
purpose of trip) and smartphone use (i.e., smartphone use and smartphone
non-use).
H2: There is a significant association between capability constraints (i.e., the
length of trip) and smartphone use (i.e., smartphone use and smartphone
non-use).
H3: There is a significant association between coupling constraints (i.e., the
composition of travel party) and smartphone use (i.e., smartphone use and
smartphone non-use).

104

H4: There is a significant association between smartphone use (i.e., smartphone
use and smartphone non-use) and the spatial patterns of travel (i.e., single
destination travel and multi-destination travel).
H5: There is a significant association between smartphone use (i.e., smartphone
use and smartphone non-use) and the multi-destination travel patterns (i.e.,
the en route pattern, the base camp pattern, the regional tour pattern, and the
trip chaining pattern).
H6: There is a significant difference in the ratio of unplanned destinations visited
between smartphone use and non-use groups during a trip.
H 7: There is a significant association between tourism information types
searched using smartphones before and during trips.
H 8: There is a significant difference in the ratio of unplanned destinations visited
between tourism information search and non-search during trips using a
smartphones.

3. METHODS
3.1 Study Site
The state of South Carolina is located in the southeastern United States, with its
neighboring states including Georgia and North Carolina. Tourism is one of largest
industries in South Carolina as evidenced by “during 2014, domestic traveler spending in
South Carolina supported 116,700 jobs, including full-time and seasonal/part-time
position in the state, an increase of 2.5 percent from 2013. On average, every $104, 118

105

spent by domestic travelers in South Carolina directly supported one job” (U.S. Travel
Association, 2015, p. 16). These five counties - Horry County, Charleston County,
Beaufort County, Greenville County, and Richland County - received 73.1% of the
state’s total domestic travel expenditures (U.S. Travel Association, 2015), with
Charleston and Beaufort counties being ranked second and third with 17.7% and 9.9% of
the state total, respectively (U.S. Travel Association, 2015).
The survey sites for this study - Beaufort, Hilton Head, Isle of Palms, Charleston,
and McClellanville - are located in Charleston and Beaufort counties, meaning they are
considered significant tourism destinations in South Carolina. These coastal tourism
destinations are well known for their tourism resources including locally grown and
harvested seafood, aquaculture facilities, or/and well preserved historical sites or/and
buildings.

3.2 Survey
An online survey was administrated by using email addresses obtained from
respondents who visited the South Carolina costal area. Those respondents were from
outside of the community/town/city where intercepted and demonstrated their willingness
to voluntarily participate in this survey. A modified Dillman total design survey method
(Dillman, 2000) was applied to increase the response rate of this email survey, and an
incentive of a $100 gift card was provided to one randomly selected respondent who
completed the entire survey. This online survey was administrated by a survey company
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website, Qualtrics.com. The total number of valid response to this survey was 362 (856
invites, 42.3% response rate). Of the 362 respondents, 357 completed the survey.
While this study focused on U.S. domestic tourists only, it included South
Carolina residents who live outside the study community/town/city but who traveled to
one of the five coastal areas for their tourism experience. For this reason, of the 357
responses, 31 respondents’ data were intentionally deleted since they included
international tourists and the length of stay was more than a year, leaving a data set of
326 responses. In addition, as this study focuses on the role of smartphone use during a
trip, the data from the 41 respondents (12.6%) who indicated they do not have a
smartphone was intentionally excluded as were the data from the two respondents who
did not answer this question. Thus, for testing H1, H2, H3, and H4, a total of 283
respondents’ data were finalized as the data set. For testing H5, of the 283 smartphone
users, only multi-destination travelers (N = 125, 44.2%) were considered.
For testing H6 and H8, respondents who visited multi-destinations during their
trip were considered (N = 146). Of the 146 multi-destination travelers (i.e., who
answered a question “How would you best describe the travel pattern of your most recent
trip to the South Carolina coastal area?”), the data from 61 respondents (i.e., who
answered an open-ended question – “In the blank below, please list all of the destinations
(i.e., cities, towns, or communities) that you visited, in order of visitation, during your
most recent pleasure trip to the South Carolina coastal area” (N = 61, 41.8%) were
considered since they visited a number of unplanned destinations during their multidestination trip.
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For testing H7, respondents who used smartphones during their most recent trip
were considered (N = 177). This hypothesis tested the association between tourism
information types searched using a smartphone before and during a trip.

3.3 Measurement
3.3.1 Smartphone Use
Smartphone use during a tourist’s trip was measured by the question, “Did you
use a smartphone to search for travel information for this most recent trip to the South
Carolina coast?” Respondents answered using one of these three options, Yes; No, but I
have a smartphone; or No, I don’t have a smartphone. For the hypothesis tests, only the
two responses Yes and No, but I have a smartphone were considered.

3.3.2 Space-Time Constraints
Shoval (2012)’s definition was applied to measure the space-time constraints of
time-geography. Authority constraints (i.e., the purpose of travel) were measured by the
question, “What was the main purpose of this most recent trip?” Respondents answered
with one of the following eleven options: Vacation, Business, Visit friends & relatives,
Attend a special event, Go to the beach, Go boating, Go fishing, Eat out, Visit second
home/cottage/condo, Visit attraction(s), and Other (Please specify). Since vacation
tourists probably visit more tourism destinations than non-vacation tourists with a
specific purpose for their trip (Shoval, 2012), this study dichotomized the eleven options
into the two categories of vacation and non-vacation.
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Capability constraints were measured by a question developed based on Shoval
(2012)’s definition that “the length of visit is a constraining factor that changes the
spectrum of opportunities for the tourists” (p. 177): “For this most recent trip, how many
nights did you stay in this location?” Respondents answered using one of two options,
Day trip/no overnight or I stayed

nights (fill in box with # of nights).

Coupling constraints were measured by the question, “With whom did you travel
on this most recent trip?” Respondents answered using one of eight options, Alone,
Spouse/Partner, Tour Group, Friends, Business group, Immediate family (including
children), Relatives, Other (Please specify). Based on Shoval (2012), this study assumed
that the coupling constraint affected the geographical range of tourists’ travel patterns as
organized groups have to consider the travel party’s heterogeneous wants.

3.3.3 Spatial Patterns of Travel
The spatial patterns of travel, which include both single destination and multidestination travel patterns, were measured as a category variable with the question, “How
would you best describe the travel pattern of your most recent trip?” Respondents
answered with one of the five travel pattern statements defined by Lue et al. (1993): 1)
single destination travel is a tourist traveling to a single destination (i.e., city, town, or
community) and staying there the entire time; 2) an en route pattern involves a tourist
visiting several destinations within a state which are en route to and from a primary
destination; 3) base camp is when a tourist stays at the primary destination throughout
the vacation, using it as a “base camp” from which to visit destinations within a state; 4)
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the regional pattern is when a tourist travels within a state, sequentially visiting a series
of destinations in it; and 5) the trip chaining pattern involves a tourist visiting multiple
destinations encompassing several states, traveling from one to another rather than
having a single focal state.

3.3.4 The Ratio of Unplanned Destinations Visited
To calculate the ratio of unplanned destinations visited, the respondents were
asked to list the destinations visited by the question, “In the blanks below, please list all
of the destinations (i.e., cities, towns, or communities) that you visited in the order of
visit during your most recent pleasure trip to South Carolina.” Then, respondents were
asked to indicate if that location was “a stop that you planned before going on the trip”
with a check mark. The destinations not checked were considered as unplanned
destinations. These unplanned destinations were prepared as a ratio (percentage) variable
using the formula, (the number of unplanned destinations / the number of total
destinations) Χ 100.

3.3.5 Tourism Information Types Searched Using a Smartphone
The tourism information types searched before and during trips were measured by
two questions, “What type of travel information did you search for on a smartphone
BEFORE your most recent trip to the South Carolina coast? (Please check all that
apply)” and “What type of travel information did you search for on a smartphone
DURING your most recent trip to the South Carolina coast? (Please check all that
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apply).” The respondents were to check all of the following options of information types
adapted from Wang et al. (2014a) that applied: Destinations, Attractions, Restaurants,
Activities, Hotels, Deals/Coupons, Flights, and Other (Please specify).

3.4 Statistical Analysis
For H1, H2, H3, H4, and H5, a series of chi-square tests was used to examine the
associations between two nominal variables. The strength of the association was
measured by phi, Goodman and Kruskal’s Lambda, or Gramer’s V, depending on the
cross-tabulation table size.
A Shapiro-Wilk (W) test is applied to examine if a dependent variable, the ratio of
unplanned destinations visited for the research reported here, is normally distributed
(Vogt & Johnson, 2011). Based on the result of this W test, the Mann-Whitney U test
was applied for H6 and H8. This test is a nonparametric t-test and, thus, is used to test
the statistical significant differences between two groups (Vogt & Johnson, 2011).
For H7, the McNemar’s chi-square tests were applied to examine the associations
between tourism information types searched using smartphones before and during trips.
This test is “a variation on the chi-square test used for samples that are not independent
but are related in some way, as in before-and-after studies, when the outcome variable is
dichotomous [e.g., Yes/No]” (Vogt & Johnson, 2011, p. 226).
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4. RESULTS
4.1 Authority Constraints and Smartphone Use
The chi-square test showed a significant association between authority constraints
(i.e., the purpose of visit) and smartphone use (i.e., smartphone use and smartphone nonuse), χ2 (1, N = 283) = 5.583, p = 0.018 (see Table 4.1). As a result, H1, which
hypothesized a significant association between authority constraints and smartphone use
(i.e., smartphone use and smartphone non-use), was supported. More than one-half of the
respondents (62.5%) used their smartphones during their most recent trip. Of the 127
respondents who indicated vacation as the primary purpose of their trip, 70.1% reported
that they used smartphones. In contrast, only 56.4% non-vacation respondents used
smartphones. This finding suggests that a smartphone plays a more important role for
vacation tourists than non-vacation tourists. To measure the strength of the association,
the phi coefficient was computed, -0.14 (p = 0.018). This value showed a weak
association between authority constraints and smartphone use.

Table 4.1
Authority constraints (i.e., the purpose of visit) and smartphone use.
Authority constraints
(i.e., the purpose of visit)
Smartphone use
Vacation
Non vacation
Yes
89 (70.1%)
88 (56.4%)
No, but I have a
38 (29.9%)
68 (43.6%)
smartphone
Total
127 (100.0%)
156 (100.0%)
2
Note: χ = 5.583, df = 1, p = 0.018.
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Total
177 (62.5%)
106 (37.5%)
283 (100.0%)

4.2 Capability Constraints and Smartphone Use
The chi-square test revealed a significant association between capability
constraints (i.e., length of stay) and smartphone use, χ2 (1, N = 283) = 8.294, p = 0.004.
Thus, H2 hypothesizing a significant association between capability constraints and
smartphone use (i.e., smartphone use and smartphone non-use), was supported. Table 4.2
shows that of the 230 overnight respondents, two-thirds (66.5%) used smartphones
during their trip. In contrast, more than half of the day trip respondents (54.7%) who
have smartphones did not use them during their trip. This finding appears to indicate that
overnight tourists depend more on tourism information search during their trip than day
trip tourists. To measure the strength of the association, the phi coefficient was
computed, 0.17 (p = 0.004). This value indicates a weak association between capability
constraints and smartphone use.

Table 4.2
Capability constraints (i.e., the length of trip) and smartphone use.
Capability constraints
(i.e., the length of trip)
Smartphone use
Day trip
Overnights
Yes
24 (45.3%)
153 (66.5%)
No, but I have a
29 (54.7%)
77 (33.5%)
smartphone
Total
53 (100.0%)
230 (100.0%)
2
Note: χ = 8.294, df = 1, p = 0.004.

Total
177 (62.5%)
106 (37.5%)
283 (100.0%)

4.3 Coupling Constraints and Smartphone Use
The chi-square test revealed no significant association between coupling
constraints (i.e., the composition of travel party) and smartphone use, χ2 (5, N = 273) =
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1.050, p = 0.958. Thus, H3 hypothesizing a significant association between coupling
constraints and smartphone use (i.e., smartphone use and smartphone none-use) was
rejected.

4.4 Smartphone Use and the Spatial Patterns of Travel
The chi-square test found no statistically significant association between
smartphone use and the spatial patterns of travel, χ2 (1, N = 283) = 0.203, p = 0.653. As a
result, H4, which hypothesized a significant association between smartphone use (i.e.,
smartphone use and smartphone non-use) and the spatial patterns of travel (i.e., single
destination travel and multi-destination travel), was rejected.

4.5 Smartphone Use and the Multi-Destination Travel Patterns
The chi-square test found no statistically significant association between
smartphone use and the multi-destination travel patterns, χ2 (2, N = 125) = 2.211, p =
0.331. As a result, H5 hypothesizing a significant association between smartphone use
(i.e., smartphone use and smartphone non-use) and the multi-destination travel patterns
(i.e., en route pattern, base camp pattern, region tour pattern, and trip chaining pattern)
was rejected.

4.6 Smartphone Use and Unplanned Destinations Visited
The results from the Mann-Whitney U test revealed statistically significant
differences between smartphone use and non-use groups with regard to the ratio of
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unplanned destinations visited during tourists’ multi-destination travel, Mann-Whitney U
= 301.50, p = 0.025 (see Table 4.3). As a result, H6, which hypothesized a significant
difference in the ratio of unplanned destinations visited between smartphone use and nonuse groups during a trip, was supported. The smartphone non-use group (M = 35.45)
exhibited higher mean scores than the smartphone use group (M = 25.55), this result
indicating that the smartphone non-use group visited more unplanned destinations during
their multi-destination trip than the smartphone use group.

Table 4.3
Comparison of the mean ratios of unplanned destinations visited between smartphone
users and non-users.
Mann-Whitney
Smartphone use
N
Mean
p
U
No
30
35.45
301.500
0.025
Yes
30
25.55
Total
60
4.7 Tourism Information Types Searched Using Smartphones Before and During Trips
A series of McNemar’s χ2 tests revealed statistically significant differences
between before and during trips in regard to tourism information types searched using
smartphones: Destinations (McNemar’s χ2 = 6.446, p = 0.011), Hotels (McNemar’s χ2 =
44.845, p = 0.000, and Flights (Binomial distribution = 0.001). As a result, H7, which
hypothesized a significant association between tourism information types searched using
smartphones before and during trips, was partially supported.
Respondents searched for significantly more core tourism information such as
destination, hotel, and flight information before their trips than during their trips (see

115

Table 4.4). This finding supports Jeng and Fesenmaier’s (2002) travel decision making
hierarchy concept. However, at the same, this finding could suggest that this concept
may need to be revised by incorporating tourists’ information search behavior during a
trip using smartphones. Thus, the current hierarchy concept is perhaps loosely structured.

Table 4.4
Comparison of information searched using smartphone between before and during trips.
Information search changes
Probability values
Before
During
Restaurants
125 (21.8%)
137 (27.9%)
0.059a
Attractions
107 (18.7%)
109 (22.2%)
0.888a
Destinations
102 (17.8 %)
82 (16.7%)
0.011a
Activities
91 (15.9%)
91 (18.5%)
1.000a
Hotels
83 (14.5%)
31 (6.3%)
0.000a
Deals/Coupons
40 (7.0%)
32 (6.5%)
0.134b
Flights
18 (3.1%)
4 (0.8%)
0.001b
Other
7 (1.2%)
5 (1.0%)
0.727b
Total
573 (100.0%)
491(100.0%)
a
McNemar’s chi-square.
b
Binomial distribution.
Note: n = 177. Multiple responses were permitted.
4.8 Differences in the ratio of unplanned destinations visited between tourism
information search and non-search during trips
The results of the Mann-Whitney U test revealed that only attraction information,
out of the eight tourism information items, was statistically significant regarding the
difference in the ratio of unplanned destinations visited between the information search
group (M = 23.90) and the information non-search group (M = 34.46) (Mann-Whiteny U
= 268.00, p = 0.026) (see Table 4.5). As a result, H8, which hypothesized a significant
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difference in the ratio of unplanned destinations visited between tourism information
search and non-search groups during trips using a smartphone, was partially supported.
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Table 4.5
Differences in the ratio of unplanned destinations visited between tourism information search and non-search.
Information items searched
Mean
Mann-Whitney U
No (n = 43)
32.24
Destinations
333.500
Yes (n = 18)
28.03
No (n = 41)
34.46
Attractions
268.000
Yes (n = 20)
23.90
No (n = 39)
33.42
Restaurants
334.500
Yes (n = 22)
26.70
No (n = 47)
32.53
Activities
257.000
Yes (n = 14)
25.86
No (n = 57)
31.53
Hotels
84.000
Yes (n = 4)
23.50
No (n = 58)
31.15
Deals/Coupons
78.500
Yes (n = 3)
28.17
No (n = 60)
31.27
Flights
14.000
Yes (n = 1)
15.00
No (n = 60)
31.13
Others
22.000
Yes (n = 1)
23.00
Note: N = 61
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p
0.389
0.026
0.148
0.208
0.373
0.773
0.355
0.644

5. CONCLUSION
5.1. Discussion
This study examined the relationship between smartphone use and spatial patterns
of travel, space-time constraints, unplanned destination visited, and tourism information
types searched during a trip. In addition, it is the first to empirically test two of the four
propositions developed by Lamsfus et al. (2015). The first significant finding is that
there were significant differences in the ratio of unplanned destinations visited between
the smartphone use group and smartphone non-use group during tourists’ multidestination travel, a result suggesting that non-smartphone users tended to be less
organized and more spontaneous than the smartphone use group. This finding does not
support Lamsfus et al (2015)’s conclusion that “the level of decision-making flexibility
during the trip will become higher because of the use of mobile technology” (p. 696).
However, it should be carefully interpreted. Non-smartphone users may behave more
hedonistically than smartphone users. For example, when smartphone users meet
unexpected situations/constraints at a destination, they may successfully handle them
based on newly obtained, up-to-date information using their smartphone within the
destination.
In contrast, non-smartphone users might cancel their scheduled activities at a
planned destination when they meet these unexpected situations. One possible reason
may be that non-smartphone users may have few alternative plans for immediately
coping with these unexpected or constrained situations. Thus, non-smartphone users may
skip planned destinations, moving on to unplanned destinations where they assume they
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may get their expected/desired activities/experiences. Since they have already used some
of their leisure time traveling to the tourism destination, it would not be rational behavior
to cancel their trip and return home.
This study confirmed core decisions such as tourism destinations determined
before a trip can be revised during the trip due to in part acquiring new information by
using a smarphone. Specifically, some tourists found tourism information such as
destinations (16.7%), hotels (6.3%), and flights (0.8%) using their smartphones during
their trip (see Table 4.7). As such, tourism information search could be a dual structure,
one which may be described as a structuralized/de-structuralized tourism information
search pattern, meaning tourism information search behavior perhaps is neither structured
nor fully flexible even though Jeng and Fesenmaier (2002) conceptualized the travel
planning process as being hierarchically structured by core decisions, secondary
decisions, and peripheral decisions. Thus, while the travel planning process may follow
this hierarchical process developed by Jeng and Fesenmaier (2002), it may be weak and,
thus, flexible. In other words, the travel planning process may fall somewhere between
being hierarchically structured and fully flexible.
Recent advances in ICTs such as smartphones allow tourists to access the Internet
en-route to the destination or while traveling between destinations. For this reason,
tourists could plan their travel itinerary not only in their home area but also en route to
and/or at the destination. As a result, the hierarchy could be loosely structured or the pretrip, trip, and post trip could be a complex interaction across the travel process. Tourists
could defer some core decision until arriving at the destinations (Stewart & Vogt, 1999).
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As a result, the first proposition of Lamsfus et al. (2015) could be re-stated as secondary
decision making (i.e., restaurants, attractions, and activities) during a trip is likely to
become more flexible because of mobile technology such as a smartphones.
The findings from this study also support the second proposition of Lamsfus et al.
(2015, p. 696), “the level of decision specificity during the trip will become higher, that
is, the traveler makes more micro decisions, because of the use of mobile technology.”
The respondent searches for micro decisions such as restaurants (Before trip = 32.8%:
During trip = 36.1%), attractions (27.9%: 32.8%) and activities (19.7%: 23.0%) increased
during their trip using smartphones (see Table 4.7). Among those micro decisions,
attraction information was the only statistically significant information type with regard
to the ratio of unplanned destinations visited. This finding suggests that as tourists search
for attraction information during their trips using smartphones, they become more
spontaneous. As such, it confirms the importance of accessing or obtaining tourism
information not only before trips but more importantly during them, enabling tourists to
enhance and revise their trip plans while traveling (e.g., Kah & Lee, 2014; Park &
Fesenmaier, 2014; Stewart & Vogt, 1999, Wang et al., 2012).
Revising the tourism plan to adjust for the destination environment may provide
better opportunities to meet tourists’ needs based on activities or/and experiences. Thus,
destination marketing organizations (DMOs) could consider focusing on the specific
information tourists appear to access during their travel in order to increase tourist
satisfaction and/or re-visit intention in near future.
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In summary, this study supports Stewart and Vogt’s (1999, p 92) claim that “good
information about activities should be available at the destination.” This conclusion is
particularly critical in the current ICT-driven tourism environment. Thus, DMOs and
local tourism governments should consider distributing tourist-friendly attraction
information through diverse social media channels since there were statistically
significant differences between respondents who found attraction information during
their trip and respondents who did not search. This study suggests that while persuading
tourists to visit unplanned destinations during their multi-destination trip can produce a
positive economic impact at tourism destinations (see Perdue, 1986, Kah & Lee, 2014),
managing the quality of the tourism experience could be more important than focusing on
increasing the number of unplanned destinations for DMOs.
This study also addresses methodological aspects, suggesting that tourism
researchers should seriously consider the spatial scale of tourist behavior. For example,
the definition of a destination could range from a city to a nation, meaning that
determining the spatial scale is an important consideration before beginning research.
This study suggests that tourists’ unplanned destination visit behavior may be best
understood on the small scale such as within a destination. As a result, tourism should
consider single destination and multi-destination travel differently when examining
tourists’ unplanned destination visit and/or information search behavior.

5.2 Limitations/Future research
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The study analyzed the data from 61 respondents on specific destination
information including if visiting a specific destination was planned before beginning a
multi-destination trip. While it was difficult to obtain a large data set from tourists who
traveled to multi-destinations and did some extent of unplanned destination visit, future
studies may be conducted using a larger sample size.
The data for this study were collected during the 2014 fall season. However,
because it was not the U.S. summer vacation season, family tourists or the parties
traveling with children may have limited leisure time to travel to diverse tourism
destinations. Thus, tourists might travel with well-prepared travel plans to efficiently
handle their limited amount of time. For this reason, the ratio of unplanned destinations
visited may be different for other seasons.
In addition, this study assumed that respondents correctly recalled their most
recent trip information such as the names of destinations and information types searched
before and during trips. However, recall bias is a possibility for this data collection
technique since they may recall information they would like to recall (Fennell, 1996).
GPS along with a paper-based survey might be considered (Hallo, Beeco, Goetcheus,
McGee, McGehee, & Norman, 2012). While Popp and McCole (2014) argue that even
though a GPS survey could offer advantages over paper-based maps, using this
technology is much more expensive and requires significant technical expertise, meaning
the data collection technique used in this study is appropriate. The research areas were
rural coastal areas, and this study also only considered tourists who traveled to multidestinations, meaning tourists traveling between cities, or cities and states. With this
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travel pattern, GPS may be dependent on the survey participants’ ability to check the
battery status. Nevertheless, future studies may consider applying GPS to collect multidestination travel information such as the location of tourism destinations between cities
or between cities and states.
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CHAPTER FIVE3
A Comparison of Tourism Destination Hierarchy and Space-Time Constraints

Abstract
The study compares the characteristics of the spatial patterns of multi-destination
travel using the Freeman’s (1979) normalized in- and out-closeness centralities with the
space-time constraints (i.e., authority constraints, capability constraints, and coupling
constraints) of time-geography developed by Hägerstrand (1970). Central place theory
was the theoretical foundation for this study, and it was tested by applying the normalized
in-and out-closeness centralities. The respondents were tourists visiting the coastal areas
in the state of South Carolina, U.S.A. The results found that central place theory is a
relevant theoretical foundation for enhancing the understanding of the spatial distribution
patterns of tourism destinations in the South Carolina costal region. In addition, this
study confirms the central place in a tourism region differed based on the tourists’ spacetime constraints.

Keywords: time-geography, authority constraints, capability constraints, coupling
constraints, tourism destination hierarchy, normalized in-closeness centrality, normalized
out-closeness centrality, central place theory

3

The chapter follows the style of the Tourism Geographies.
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Introduction
According to Cox (1972), networks can be represented as movements from one
place to another via such routes as airlines, highways, and railroads. In this context a
tourism region can be understood as a network as it is composed of attractions and/or
communities and transportation systems linking destinations (Shaw & Williams, 1994).
From this perspective, the nodes represent the destinations and the edges are the order
and direction of the tourists’ visitation patterns. Because of these similarities, social
network analysis (SNS) techniques have been applied to studying tourism destinations
from the multi-destination (attraction) perspective (e.g., Asero, Gozzo, & Tomaselli,
2015; Hwang, Gretzel, & Fesenmaier, 2006; Leung, Wang, Wu, Bai, Stahura, & Xie,
2012; Shih, 2006).
However, according to the thorough review conducted by Casanueva, Gallego,
and García-Sánchez (2014), only four articles (i.e., Lee, Choi, Yoo, & Oh, 2013; Hwang
et al., 2006; Leung et al., 2012; Shih, 2006) employed such SNA techniques from a
geographical perspective in tourism journals, with Freeman’s centrality measures (i.e.,
degree centrality, betweenness centrality, and closeness centrality) being commonly
used. Hwang et al. (2006, p. 1075) saw the need for research “at the individual level to
understand ‘how’ cities are combined in single trips and ‘why’ certain combinations are
more prominent than others for certain types of tourists,” while Leung et al. (2012)
addressed the characteristics of individual tourists such as the length of stay in their
analysis of tourists’ movement patterns using SNA techniques. However, this study
ignored “the demographic characteristics of the overseas tourists, which may influence
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their tourist movement patterns … [as] length of stay may affect tourists’ travel
activities” (p. 482). In a more recent article, Asero et al. (2015) used SNA methods
including the centrality and centralization measures to investigate the nature of the
destination network.
In addition, Haugland, Ness, Grønseth, and Aarstad (2011) have suggested
extending spatial scale in destination network research from within a destination (e.g.,
Scott et al., 2008) to a between destinations (i.e., multi-destination) perspective as “a
third area for further investigation [for conducting] network analyses both within a
sample of destinations and across destinations that are linked geographically, or by type
of destination” (p. 286).
However, little research has compared the centrality scores of each destination
between two different groups. In addition, little research has been based on spatial
theories such as central place theory. To address this need, this study considers a multidestination perspective rather than focusing on within an individual destination (i.e.,
city). Thus, the purpose of this study was to compare the centrality score of destinations
in the South Carolina coastal area of the United States between two groups.

Literature review
Central place theory
Central place theory (Christaller, 1966) was used as a theoretical foundation to
motivate and inform the findings from this study. While this theory was originally
developed to explain “the distribution of market towns in largely agriculture regions”

131

(Malizia & Feser, 1999, p. 97), this study assumed that the distribution of tourism
destinations in coastal areas may also be explained by central place theory. For example,
a tourism destination may interact with many other destinations through the spatial
movements of tourists during their multi-destination trips. As a result, tourism
destinations may be hierarchically distributed within a tourism region based on the
number of tourists. For example, the top of the tourism destination hierarchy (i.e., the
highest-order central destination), may provide all the goods and services needed by the
tourists visiting the region such as the transportation hub. Thus, central place theory may
provide insights for understanding the spatial distribution patterns of tourism destinations
within a region.
However, Gunn (2002) suggested a concept different from central place theory,
one which addresses the complex distribution patterns of tourism destinations rather than
a hierarchical distribution, saying
spatial distribution of places around the earth has deep meaning for
tourism and its planning. Each place has its own unique relationship to all
other places, far or near. ... In modern context with changing air fares and
access, spatial distribution of destinations takes on new meaning. What
once was far may now be near in terms of ease of access, changing
dramatically the competitive position of places. (p. 227)
The study reported here may enhance the understanding of these opposing views, either
supporting the importance of the central place theory or finding that it is no longer as
relevant as it once was, by applying a quantitative methodology using Freeman’s
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normalized closeness measure. While a few tourism researchers (e.g., Daniels, 2007)
have applied central place theory to economic impact research in sport tourism, little
research has been conducted applying it to better understand the nature of the spatial
structure of multi-destination travel.

Space-time constraints
According to Hägerstrand (1970), the pioneer of time-geography, human
activities and travel can be constrained by space and time; since there are only 24 hours
in a day, tourists have to spend some of this time on travel. To complete their planned
activities and travel within this 24-hour period, individuals need to efficiently cope with
their travel-related constraints, referred to as the space-time constraints of authority
constraints, capability constraints, and coupling constraints.
Shoval (2012) defined the space-time constraints within a tourism research
context, defining authority constraints as the purpose of a trip. Since tourists have a
limited amount of time amount (i.e., length of stay) for a single trip, they need to
efficiently use this resource for the activities planned. Tourists may behave based on
how they have prioritized these planned activities. For example, Fennell (1996)
confirmed that special interest groups more frequently visit peripheral areas than the
general interest groups. Thus, the purpose of travel may constrain the spatial movement
of tourists.
A capability constraint in tourism research is the length of the trip. As explained
by Fennell (1996, p. 814), “when time is short, space is conserved.” Thus, this study
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assumed that a multi-destination visitation pattern may be constrained by trip length (i.e.,
day trip versus overnight trip).
Coupling constraints include the composition of the travel party. As such,
tourists’ spatial movements may be constrained or re-scheduled to reflect the demands of
or complaints from their travel party while traveling. For example, Thornton, Shaw and
Williams (1997) found children influence a tourist party’s spatial and temporal behavior.
Thus, this study assumed that the distribution patterns of tourism destinations in a tourism
region are likely different based on whether the travel party included children.

Multi-destination travel research and social network analysis techniques
Shih (2006) demonstrated the applicability of social network analysis techniques
including Freeman’s centralities in the examination of the network characteristics of 16
tourism destinations from a multi-destination travel perspective in Nantou, Taiwan, while
Hwang et al. (2006) found the importance of perceived accessibility of multi-destination
(i.e., city) travel using US In-Flight Survey data in addition to addressing the value of
applying social network analysis techniques to the study of multi-destination travel.
More recently, Leung et al. (2012) analyzed tourism attraction networks and visualized
the primary movement patterns in Beijing, finding that international tourist travel patterns
were more widely spread in the post-Olympic period than in the pre-Olympic period.
More relevant to the research reported here, Asero et al. (2015) applied social
network analysis techniques such as structural equivalence and CONCOR to cluster
destinations in Sicily, Italy, finding that while geographical distances affect connecting
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destinations so do the motivations and interests of tourists. They also found that
identifying the roles of destinations in a network was important for planning tourism
facilities, managing tourism routes, and implementing destination marketing strategies.
Finally, they suggested combining social network analysis techniques with a
segmentation approach to generate improved implications for tourism planning and
destination management strategies.
Based on this literature review, the following research questions (RQs) were
developed:
RQ1: There is a difference in normalized in-closeness centrality between
authority constraints (i.e., the purpose of trip).
RQ2: There is a difference in normalized out-closeness centrality between
authority constraints (i.e., the purpose of trip).
RQ3: There is a difference in normalized in-closeness centrality between
capability constraints (i.e., the length of trip).
RQ4: There is a difference in normalized out-closeness centrality between
capability constraints (i.e., the length of trip).
RQ5: There is a difference in normalized in-closeness centrality between coupling
constraints (i.e., the composition of travel party).
RQ6: There is a difference in normalized out-closeness centrality between
coupling constraints (i.e., the composition of travel party).
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Methods
Data collection
During fall of 2014, the research team traveled to the coastal areas of Beaufort,
Charleston, Hilton Head Island, Isle of Palms, and McClellanville in the state of South
Carolina, U.S., to intercept tourists, asking for email addresses from randomly selected
tourists. A modified Dilman total design survey method (Dilman, 2000) was adapted for
increasing the response rate of the subsequent email survey.
Of the 854 effective invitations, the total number of valid survey responses was
357 (response rate 41.8%). Cleaning the data resulted in a final sample size of 326, of
which 146 respondents were multi-destination travelers. Of these 146 respondents, 89
provided the names of the destinations visited during their trip. As a result, the data from
these 89 respondents were used to construct the destination-by-destination matrix for
computing Freeman’s (1979) normalized closeness centrality. A more detailed
explanation concerning the construction of this matrix can be found in the normalized
closeness centrality discussion of the measurement section below.

Measurement
Space-time constraints
Based on Shoval (2012)’s definition, an authority constraint, which is the purpose
of the trip, was measured by the question, “What was the main purpose of this most
recent trip?” Respondents answered with one of eleven options - Vacation, Business,
Visit friends & relatives, Attend a special event, Go to the beach, Go boating, Go fishing,
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Eat out, Visit a second home/cottage/condo, Visit attraction(s), or Other (Please specify).
These eleven categories were subsequently re-categorized into vacation and non-vacation.
The capability constraint (i. e., the length of trip) was measured by the question,
“For this most recent trip, how many nights did you stay in this location?” Respondents
answered using one of two options, either Day trip/no overnight or I stayed

nights. In

addition, respondents who answered the latter provided the specific number of nights in
the box so designated. For this analysis, the two categories became day trip/no overnight
and overnight.
The coupling constraint of the composition of travel party was measured by the
question, “How many people, including yourself, were in your group, on this most recent
trip to the South Carolina coast?” Respondent answered Adults (indicate # in
box):______ and Children – under 18 (indicate # in box):

. For the analysis,

the answers were transformed into the two categories of adults with children and adults.

Multi-destination travel pattern
To obtain the names of the tourism destinations visited, the tourists recalled these
names after completing their trip in the order of their visit through the question, “In the
blanks below, please list all of the destinations (i.e., cities, towns, or communities) that
you visited, in the order of visitation, during your most recent pleasure trip to the South
Carolina.”
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Normalized closeness centralities
As explained by Irwin and Hughes (1992, p. 23), “the stress placed on
accessibility and on the relative centrality of other cities is consistent with a closenessbased measure. The interpretation of closeness centrality as a measure of independence
is also consistent with central-place formulation.” Thus, this study tested whether or not
central place theory can be applied to explain the distribution of tourism destinations in a
coastal tourism region by employing the closeness centrality measure developed by
Freeman (1979).
However, according to Prell (2012, p. 99), “a disadvantage of degree,
betweenness, and closeness centrality measures is that these centrality measures can only
be used to make meaningful comparisons among actors [destinations] in the same
network.” To compare the centrality of actors (e.g., destinations) from one network to
the next, Freeman (1979) developed the normalized centrality measures which are
proportions. Degree centrality, betweenness centrality, and closeness centrality are
converted into normalized degree centrality, normalized betweenness centrality, and
normalized closeness centrality. A social network analysis program, UCINET (Borgatti,
Everett, & Freeman, 2002), computed the normalized centrality scores along with the
centrality scores of each destination. As a result, this study employed normalized
closeness centrality.
The normalized closeness centrality scores of a destination i can be calculated
using the equation:
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where

= the closeness centrality score of destination i, which can be calculated by

the formula below:

where

= the distance connecting destination i to destination j.
To calculate closeness centralities, the data need to be in a binary form, meaning a

matrix consisting of 0s and 1s. Since the initial data set constructed using the names of
the destinations provided by respondents for this study is a valued (frequency) data set,
this researcher determined the cut-off value for creating the binary matrix. While there
are no formal rules for determining these, meaning it is a controversial area, this study
followed Shih (2006)’s suggestions that
the appropriate cut-off value must be selected based on the heuristic
criteria that the distinguishing characteristics in the structure of a network
system can be detected, rather than the very low or very high values that
characterize almost completely connected or nearly totally unconnected
networks. (p. 1035)
Thus, based on the visitation frequency distribution pattern, this study used 2 as the cutoff value for constructing a binary matrix, meaning that UCINET replaced the matrix
values with a 1 if they were strictly greater than 2 and by a 0 for the others. The
resulting binary matrix was used to compute normalized closeness centrality.
For this study, six binary matrixes were prepared according to the respondents’
space-time constraints:
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An authority constraint is the purpose of trip (i.e., vacation vs. nonvacation) for this study. Of the 89 respondents, the trip purpose for 47
was vacation. Those 47 respondents visited more than one destination
among 55 destinations during their most recent trip. As a result, a 55
destination-by-55 destination matrix was prepared as a vacation network.
For a non-vacation network, the data from 42 respondents were considered.
These 42 respondents visited more than one destination among 40. As a
result, a 40 destination-by-40 destinations matrix was prepared as a nonvacation network using these 42 respondents’ destination visitation pattern
data.



A capability constraint is the length of trip (i.e., day trip/no overnight vs.
overnights). Of the 89 respondents, 17 were day trip/no overnight. These
17 respondents visited more than one destination among 19 during their
most recent trip to the South Carolina coast. Thus, a 19 destination-by-19
destination matrix was prepared as a day trip/no overnight network.
For an overnight trip network, the duration of the visitation pattern data of
72 respondents were considered. These 72 respondents visited more than
one destination among 67. As a result, a 67 destination-by-67 destination
matrix was constructed.



A coupling constraint is the composition of the travel party (i.e., adults
with children vs. adults). Of the 89 respondents, 34 respondents reported
that their travel party consisted of both adults and children. These 34
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respondents visited more than one destination among 34. As a result, a 34
destination-by-34 destination matrix was constructed as a network data.
Sixty-two (62) respondents traveled with adults. These respondents
visited more than one destination among 59 during their most recent trip.
Thus, a 59 destination-by-59 destination matrix was constructed as a
network for a travel party without children.
The data from 3 respondents were intentionally excluded from this
analysis since they did not provide travel party information.

Analysis
The UCINET program computed the normalized in-closeness and out-closeness
centrality scores since the data sets included the direction information of tourism
destinations visited. In-closeness centrality is the inward connections from an origin to a
destination, while, in contrast, out-closeness centrality focuses on the connections from a
destination place to an origin place in a network (see Figure 5.1 below).

141

Figure 5.1
Inward connection (i.e., movement from an origin to a destination) versus outward
connection (i.e., movement from a destination to an origin).
Results
Authority constraints (i.e., the purpose of trip) and normalized in-closeness centralities
Table 5.1 shows the normalized in-closeness centrality ranks and the scores of the
destinations in the authority constraints (i.e., the purpose of trip) network. Specifically,
Savannah, Georgia (GA) had the highest in-closeness centrality in both the vacation and
non-vacation networks, meaning that it has the shortest distance from other destinations
and, therefore, is the best-connected tourism destination in this region. For this reason,
Savannah is seen as the central tourism destination for tourists visiting South Carolina’s
coastal areas when considering the inward directional connections between/among
tourism destinations in the region. This finding suggests that when tourists travel to the
South Carolina coastal area, Savannah may be the central tourism destination they will
visit.
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An interesting difference between vacation and non-vacation networks was that
Beaufort, Mount Pleasant, and Charleston were higher ranked destinations for vacationers,
while Mount Pleasant was second for non-vacationers. As a result, there was a difference
in the normalized in-closeness centrality among the authority constraints (i.e., the purpose
of visit).

Table 5.1
Comparison of the normalized in-closeness centrality scores of destinations between
authority constraints (i.e., the purpose of trip - vacation vs. non-vacation).
Vacation
Non-vacation
In-closeness
In-closeness
Rank
Destination
Rank
Destination
centrality
centrality
1
Savannah, GA
1.959
1
Savannah, GA
2.632
2
Beaufort, SC
1.922
2
Mount Pleasant, SC
2.564
2
Mount Pleasant, SC
1.922
4
Charleston, SC
1.887

Authority constraints (i.e., the purpose of trip) and normalized out-closeness centrality
Table 5.2 shows which tourism destinations occupy a central position in the South
Carolina coastal area focused on their outward directional connections among
destinations. Within the vacation network, Myrtle Beach, Charleston, SC, and Beaufort
were ranked first, second, and third, respectively.
In contrast, in the non-vacation network, Beaufort, Hilton Head Island, and North
Charleston were ranked first. A destination having high out-closeness centrality can be
seen as a gateway destination in a tourism region (Shih, 2006). Thus, Myrtle Beach
appears to be the gateway destination for vacation tourists, while Beaufort, Hilton Head
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Island, and North Charleston function in the same capacity for non-vacation tourists
visiting South Carolina coastal areas.

Table 5.2
Comparison of the normalized out-closeness centrality scores of destinations between
authority constraints (i.e., the purpose of trip - vacation vs. non-vacation).
Vacation
Non-vacation
OutOutRank
Destination
closeness
Rank
Destination
closeness
centrality
centrality
1
Myrtle Beach, SC
1.959
1
Beaufort, SC
2.564
Hilton Head Island,
2
Charleston, SC
1.923
1
2.564
SC
North Charleston,
3
Beaufort, SC
1.852
1
2.564
SC

Capability constraints (i.e., the length of trip) and normalized in-closeness centrality
Table 5.3 shows that Charleston was the most central tourism destination at the
South Carolina coastal area for day trip/no overnight tourists. In contrast, for overnight
tourists, Mount Pleasant was the most central destination as it ranked first in this network,
followed by Myrtle Beach at second, Charleston at third, Savannah and Beaufort at
fourth, Hilton Head Island at sixth, and Bluffton at seventh. Based on these findings, it
appears that Charleston is probably the must-see destination in the coastal area since it
ranked first for the day trip/no overnight tourists and third for the overnight tourists.
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Table 5.3
Comparison of the normalized in-closeness centrality scores of destinations between
capability constraints (i.e., the length of trip - day trip/no overnight vs. overnight trip).
Day trip
Overnight trip
Normalized
Normalized
ininRank
Destination
Rank
Destination
closeness
closeness
centrality
centrality
1
Charleston, SC
5.556
1
Mount Pleasant, SC
1.664
2
Myrtle Beach, SC
1.637
3
Charleston, SC
1.613
4
Savannah, GA
1.612
4
Beaufort, SC
1.612
Hilton Head Island,
6
1.611
SC
7
Bluffton, SC
1.610

Capability constraints (i.e., the length of trip) and normalized out-closeness centrality
Table 5.4 reveals the distributional differences in the normalized out-closeness
centralities between the day trip/no overnight trip and the overnight trip groups. Myrtle
Beach, SC, was ranked first of the destinations visited by day trip tourists, with the
remaining destinations, which formed the second category in this network, ranking
second.
However, the overnight trip network consists of seven classes in the tourism
destination hierarchy: Isle of Palms, SC (ranked first), Charleston, SC (ranked second ),
Hilton Head Island, SC (ranked third ), Savannah, GA, and Beaufort, SC (ranked fourth) ,
Bluffton, SC (ranked sixth ), North Charleston, SC (ranked seventh ).
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Table 5.4
Comparison of the normalized out-closeness centrality scores of destinations between
capability constraints (i.e., the length of trip - day trip/no overnight vs. overnight trip).
Day trip
Overnight trip
Normalized
Normalized
outoutRank
Destination
Rank
Destination
closeness
closeness
centrality
centrality
1
Myrtle Beach, SC
5.556
1
Isle of Palms, SC
1.664
2
Charleston, SC
1.639
Hilton Head Island,
3
1.638
SC
4
Savannah, GA
1.637
4
Beaufort, SC
1.637
6
Bluffton, SC
1.636
7
North Charleston, SC
1.515

Coupling constraints (i.e., the composition of travel party) and normalized in-closeness
centrality
Table 5.5 compares the normalized in-closeness centrality with the coupling
constraints (e.g., adults with their children vs. adults). For the adults with their children
network, destinations were grouped into one class containing Mount Pleasant and
Charleston. This finding indicates that Mount Pleasant and Charleston appear to be the
central tourism destinations in the coastal area for tourists traveling with their children.
In contrast, the adult group shows different destination distribution patterns.
Savannah and Beaufort ranked at the top in regard to inward directional connections
between destinations within the region, followed by Charleston, SC, ranked third, Hilton
Head Island, SC, ranked fourth, and Myrtle Beach at fifth, meaning Savannah and
Beaufort has the shortest distance from other destinations and thus the best-connected
tourism destinations in the network for tourists who travel without children.
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Table 5.5
Comparison of the normalized in-closeness centrality scores of destinations between
coupling constraints (i.e., the composition of travel party - adults with their children vs.
adults).
Adults with their children
Adults
Normalized
Normalized
inRank
Destination
Rank
Destination
in-closeness
closeness
centrality
centrality
1
Mount Pleasant, SC
3.030
1
Savannah, GA
1.886
1
Charleston, SC
3.030
1
Beaufort, SC
1.886
3
Charleston, SC
1.884
Hilton Head Island,
4
1.883
SC
5
Myrtle Beach, SC
1.882

Coupling constraints (i.e., the composition of travel party) and normalized outcloseness centrality
Table 5.6 compared with the adult network, the adults with their children network
is simple, consisting of only one classes: Savannah and North Charleston (see Table 5.6).
In the adult network, Bluffton, SC, occupied the central position, ranking first,
followed by Charleston, SC, at second; Beaufort, SC, and Myrtle Beach, SC, at third and
fourth, respectively; and Savannah, GA, and Hilton Head Island, SC, at fifth and sixth,
respectively.
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Table 5.6
Comparison of the normalized out-closeness centrality scores between the coupling
constraints (i.e., the composition of travel party – adults with their children vs. adults
only).
Adults with their children
Adults only
Normalized
Normalized
outoutRank
Destination
Rank
Destination
closeness
closeness
centrality
centrality
1
Savannah, GA
3.030
1
Bluffton, SC
1.883
1
North Charleston, SC
3.030
2
Charleston, SC
1.852
3
Beaufort, SC
1.851
4
Myrtle Beach, SC
1.850
5
Savannah, GA
1.849
Hilton Head Island,
6
1.848
SC

Conclusion
Discussion
Understanding which tourism destinations occupy central positions in the tourism
region is fundamental for implementing effective tourism development planning. Based
on the suggestion of Irwin and Hughes (1992), this study applied the normalized
closeness centrality measure to verify the central place theory, the results indicating that
this theory helps in the understanding of the spatial distribution patterns of tourism
destinations within a tourism region. A more interesting finding was that the central
place (i.e., the central tourism destination) appears to change based on the attributes of
the tourists such as their space-time constraints.
Beaufort, Charleston, and Hilton Head Island were found to be the most central
destinations in the coastal area of SC, U.S.A., meaning those tourism destinations have
the shortest distance from other destinations and, thus, were the best-connected

148

destinations in the network (i.e., region). These destinations have well-developed,
integrated and attractive tourism environments/infrastructures such as hotels and
restaurants.
While the data for this study were collected from the tourists visiting this area,
Savannah, GA, was identified as the central destination based on the score and ranks of
the normalized in- and out-closeness centralities, which indicate the inward and outward
(directional) connections between destinations within the region, respectively. As a
result, this finding could highlight the importance of cooperative marketing efforts
between SC and GA tourism organizations, important because a destination having a high
out-closeness centrality can be considered as a gateway destination for tourists visiting
the state. For example, for the coupling constraint network, Savannah was ranked first in
the adult network along with Beaufort, SC. Thus, through cooperative tourism
development and marketing efforts between the two destinations located in different
states, the competitiveness of both could be enhanced.
In addition, the findings from this study could also be considered in implementing
destination segmentation strategies. Based on the space-time constraints (i.e., authority,
capability, and coupling constraints), different central tourism destinations were found
within the region. For example, Myrtle Beach, SC, was ranked first for normalized outcloseness centrality within the vacation network, while Beaufort, SC, and Hilton Head
Island, SC, were ranked first within the non-vacation network.
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Limitations/Future research
The data for this study were collected at the southeastern coastal areas of the U. S.
during fall of 2014. Thus, the travel patterns of the tourists might be seasonally biased in
these coastal areas, and, the central destination may be change depending on the season.
This study only compared Freeman’s normalized centrality scores between
groups. For this reason, future study may examine determinants associated with the
normalized centrality scores. Destination characteristics such as population of a
destination may also be considered as an independent variable.
Future research could consider tourist types (e.g., first-time tourists versus repeat
tourists) when classifying their movement patterns. Since previous experience may
influence to current behavior, there may be differences in the movement patterns which
may result in differences in the ranks of destinations.
This study was conducted at the coastal area in the state of South Carolina in the
U.S. Previous studies such as Stewart and Vogt (1997), Chancellor (2012), and Popp and
McCole (2014) found that tourist multi-destination travel patterns can be associated with
the spatial structure of tourism destination region. Thus, the approach used for this study
can be applied to other tourism destination regions such as mountain or urban areas.
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CHAPTER SIX
CONCLUSION

This dissertation explored three themes with regard to the spatial aspects of tourist
behavior in a coastal tourism region:
1) Space-time constraints and spatial patterns of travel
2) An investigation of the role of smartphones in relation to the space-time
constraints, unplanned destination visit and information types searched during a
trip
3) A comparison of tourism destination hierarchy and space-time constraints
Based on the space-time constraints concept developed by Hägerstrand (1970),
three independent analyses were conducted. The space-time constraints include authority
constraints, capability constraints, and coupling constraints, with Shoval’s (2012)
definitions for tourism research being adapted for this dissertation research. These three
constraints are the purpose of trip (i.e., authority constraints), the length of visit (i.e.,
capability constraints), and the composition of travel party (i.e., coupling constraints).
The purposes of the three analyses were to examine the associations between the spacetime constraints and the tourists’ spatial patterns of travels; to better understand the
relationship between tourism information search using smartphones and space-time
constraints and unplanned tourism destination visits; and to compare the characteristics of
the spatial patterns of multi-destination travel using the Freeman’s (1979) normalized
closeness centralities based on tourists space-time constraints. The results from these
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studies revealed several interesting theoretical and practical implications that enhance the
understanding of the spatial aspects of tourist behavior in a coastal tourism region.

Theoretical Implications
The first theoretical implication is that this dissertation adds to the existing
tourism constraint research based on the leisure constraint concept developed by
Crawford and Godbey (1987) for understanding the barriers for participating leisure
activities, referred to as intrapersonal, interpersonal, and structural constraints. However,
tourism researchers (e.g., Boo, Carruthers, & Busser, 2014; Hung & Petrick, 2010;
Norman, 1995; Pennington-Gray & Kerstetter, 2002) have frequently recommended that
more effective constraints and measurements associated with tourist activities and
experiences are needed because the leisure constraint concept primarily address sociopsychological aspects of human behavior.
This study proposed that since the space-time constraint concept was originally
developed to explain individual daily activities and travel, it may also be applied to
explain the spatial behavior of tourists. In addition, this framework may be particularly
relevant given the spatial and temporal nature of the tourism phenomenon. For example,
existing tourism definitions commonly address 1) spatial aspects as tourism occurs at
destinations through tourists’ spatial movement (travel) from their home to the tourism
destination place(s) and at the same time 2) temporal aspects as tourism generally occurs
during an individual’s leisure time. Thus, considering both time and space
simultaneously may be fundamental to comprehending tourism as a social phenomenon.
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As such, this dissertation is one of the first studies to apply the space-time constraint
concept of time-geography developed by Hägerstrand (1970) in the context of multidestination travel.
A series of statistical analyses confirmed the space-time constraint concept of
travel. More specifically, the research reported in Chapter Three found that authority
constraints such as the purpose of the trip and coupling constraints such as the
composition of the travel party were significantly associated with the macro level of the
spatial patterns of travel, i. e. single destination travel and multi-destination travel. In
contrast, capability constraints such as the length of visit were significantly associated
with micro-level behavior, for example the specific patterns in multi-destination travel
such as the en route pattern, the base camp pattern, the regional tour pattern, and the trip
chaining pattern. As a result, Chapter Three found that while the space-time constraints
of time-geography provide interesting and useful theoretical implications leading to an
improved understanding of the constraints related to tourists’ spatial movement, tourism
researchers should consider the spatial scale when they examine space-time constraints in
the spatial behavior of tourists.
The second analysis in Chapter Four examined unplanned destination visits.
More than four decades ago, the pioneer of time-geography Torsten Hägerstrand (1970)
investigated the importance of ICTs in negotiating the space-time constraints associated
with individual daily activities and travel. As such, this research assumed that a recent
ICT device, specifically the smartphone, may provide increased empowerment to tourists
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in regard to visit unplanned destinations by accessing diverse types of tourism
information during trips.
The findings from this second analysis indicated smartphone use did not
significantly increase the number of unplanned destinations visited in the context of
multi-destination travel, a finding that does not support the proposition, “the level of
decision-making flexibility during the trip will become higher because of the use of
mobile technology,” formulated by Lamsfus et al. (2015, p. 696). This finding
demonstrates that core decisions such as selecting destinations are not unplanned even if
travelers find tourism information during their trips using smartphones. Thus, based on
the results in Chapter Four, it appears that tourists’ unplanned behavior could be related
to details or secondary decisions such as restaurants or activities since deciding to visit an
unplanned destination during a trip may be seen as a risky decision. As a result, tourists’
negotiation strategy for adjusting constraints while traveling may be more effective
regarding secondary decisions within a destination rather than between/among
destinations.
Chapter Four also provides insights on the concept of the tourism decision making
hierarchy developed by Jeng and Fesenmaier (2002). While the analysis in Chapter Four
supports this hierarchy concept, some of the results reveal the entire trip process is not
fully nor accurately represented by it. Tourists searched for information not only before
their trips but also during them. However, significant differences were found between
before and during trips regarding the items searched. Specifically, tourists searched for
information about restaurants, attractions, and activities more frequently during their trip
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using smartphones more than before a trip, supporting Lamsfus et al.’s (2015, p. 696)
proposition, “the level of decision specificity during the trip will become higher, that is,
the traveler makes more micro decisions, because of the use of mobile technology.”
Chapter Five of this dissertation examined differences in the characteristics of the
networks created by tourists’ multi-destination movements between tourists’ space-time
constraints. Social network analysis techniques, specifically Freeman’s (1979)
normalized closeness centralities, were employed to calculate the characteristics of the
networks. This study confirmed that the characteristics of the spatial movement networks
are significantly different based on the constraint.
Chapter Five also confirmed the relevance of central place theory (Christaller,
1966) in understanding the spatial distribution patterns of tourism destinations in a
tourism region by applying the normalized in- and out-closeness centralities (Freeman,
1979) based on Irwin and Hughes’s (1992) suggestion that this theory could be verified
by Freeman’s closeness centrality. This study demonstrated not only the relevance of
central place theory for explaining the spatial structure of tourists’ multi-destination
movement patterns in a coastal area but also found significant differences in the central
tourism destination based on tourists’ space-time constraints. Freeman’s normalized
closeness centrality scores were computed, and then the centrality scores between two
groups were compared using independent sample t-tests, an approach supported by Prell
(2012), who concluded that normalized centralities can be used to compare one network
to another. Thus, Chapter Five introduced a unique methodological contribution to
tourism research by applying the normalized centralities based on a clear theoretical
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foundation (i.e., central place theory). Previous studies used Freeman’s centralities to
compare destinations within a network rather than applying normalized centralities for
comparing destinations between networks.

Practical Implications
In addition, to theoretical implications for the field, the results from this
dissertation have practical implications for marketers and other practitioners. More
specifically, Chapter Three confirmed that tourists’ spatial patterns of travel are
significantly associated with their space-time constraints. To maximize positive tourism
impacts, such as increasing expenditure by tourists, it is essential to understand tourist
behavior, particularly spatial aspects such as movements to and from destinations. Thus,
destination marketing organizations (DMOs) could implement different tourism
development planning and marketing strategies based on tourists’ space-time constraints.
Chapter Four found the tourists’ information search occurred not only before a
trip but also during one, specifically searches for secondary tourism information types
such as attractions and activities using their smartphones. This finding emphasizes the
importance of providing localized tourism information to help tourists’ unplanned or
spontaneous decision making or/and adapting them.
The ratio of unplanned destinations visited was significantly related to attraction
information searched during multi-destination trips, suggesting tailoring local
information to include attractions visited by local residents to enhance authentic tourism
experiences. Since these authentic experiences may vary depending on the tourists’
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demographic and socio-economic status (Chambers, 2009), different strategies for the
distribution of the appropriate information may contribute to enhancing tourism
experiences, in turn leading to increased economic expenditures by tourists at local
tourism destinations. As a result, DMOs could consider providing credible appealing
tourism information through social network channels since tourists tend to search for
tourism information using their smartphone during a trip.
The findings from this research may argue that visiting as many destinations as
tourists can may be important for the local economy. However, in some cases, the
tourism experiences at a destination may be more important than simply considering the
number of destinations visited. As Chapter Four found, smartphone use did not
significantly increase the unplanned destinations visited, suggesting that tourists may
seek alternatives within a destination rather than changing their itinerary to include an
unplanned destination. A revision to their schedule may introduce a level of uncertainty
and new constraints that tourists may choose to avoid by using newly obtained tourism
information accessed by their smartphones at the same destination.
The findings from Chapter Five suggest the importance of implementing
relational destination marketing strategies. While single destination travel was the
primary travel pattern found in this study, some tourists visited multi-destinations. These
multi-destination travel patterns can be represented as networks, with the destinations
being connected by tourists’ spatial movements through diverse transportation modes. In
the context of multi-destination travel, a destination does not exist alone since tourists
visit more than one sequentially, with the central tourism destination being found to vary
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based on the tourists’ space-time constraints. One particular destination may not have all
the tourism functions expected by visitors, and since tourism destinations can be
classified functionally, understanding the role of each in a tourism region would provide
distinct insights for diversifying tourism destination functions.

Limitation and Future Research
This dissertation is only a starting point for increasing the understanding of the
tourism constraints associated with tourists’ spatial behavior such as multi-destination
travel based on Shoval’s (2012) concept of space-time constraints of time-geography
(Hägerstrand, 1970). While it demonstrated statistically significant relationships between
space-time constraints, spatial patterns of travel, smartphone use, and unplanned
destination visit, the data set for this study are not appropriate for conducting regression
analysis since the variables were measured as categorically. As a result, future studies
could consider measuring space-time constraints using a Likert scale, a suggestion is not
only for statistical convenience but more importantly for the interpretation of data
analysis results. Such scale measurements could provide more information reflecting the
extent of the influence of constraints while traveling.
Future studies could also consider comparing the leisure constraints concept and
space-time constraints concept in the context of actualized spatial behavior such as multidestination travel. While this study demonstrated the relevance of space-time constraints
for understanding spatial aspects of tourist behavior, it did not provide evidence
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regarding which constraints, either leisure or space-time, are able to better explain this
spatial behavior.
The information types searched by tourists used here were adapted from Wang,
Xiang, and Fesenmaier (2014). However, other studies (e.g., Kah & Lee, 2014) used
different information types. Thus, future studies may consider adding additional tourism
information types. While the information types here had a clear theoretical foundation,
this study examined information types searched as a dichotomous type such as yes or no.
The influence of tourism information types searched during their trip might be on a
continuum, meaning the actual influence of the information types might go beyond yes or
no. A Likert-type measurement (e.g., 1 = not at all and 5 = very importantly worked)
could be considered to measure the extent of the actual influence of tourism information
types searched during trips.
From a tourism destination perspective, which represents units of analysis as
tourism destinations, identifying determining factors associated with the Freeman’s
centralities could be an important research area for DMOs. While Chapter Five of this
dissertation found significant differences in the normalized centralities between each
space-time constraints (i.e., authority constraints, capability constraints, or coupling
constraints), identifying factors (e.g., population, the level of tourism development)
associated with each destination’s centrality would be useful for implementing better
tourism development planning, developing tourism marketing strategies, and/or creating
a tourism development policy.

162

The data for this study were collected at a coastal region. For this reason, the
tourist spatial patterns of travel might be biased toward coastal destinations. For
example, a finding from this study regarding the spatial patterns of travel was different
compared with previous studies which applied the LCF model (e.g., Chancellor, 2012;
Hwang & Fesenmaier, 2003; Popp & McCole, 2014; Stewart & Vogt, 1997). As a result,
the implications from this study may be limited to tourism regions where the spatial
structure of a tourism region is similar to the one used here and, thus, would not be
immediately applicable to a non-coastal tourism region. Thus, future research could
apply the approached used in the Chapter Five to other locations such as mountain areas
or non-coastal cities taking into account different tourist types (e.g., first-time tourists vs.
repeat tourists).
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Appendix A
Tourists Intercept Information Card

PARKS, RECREATION AND TOURISM MANAGEMENT
263 Lehotsky Hall
128 McGinty Court
Clemson, SC 29634-0735

Thank you for agreeing to participate in the coastal tourism study being conducted by researchers from
Clemson University, Department of Parks, Recreation and Tourism Management. Your input will be valuable
to our study. In a few weeks, you will receive an email with a link to an online survey. The survey will ask you
for input about your most recent trip to the coastal community where you were intercepted. When you
complete the survey, you will be eligible for a lottery to win one of two $100 gift cards.
Survey results will be summarized in research reports. We assure you that your identity will be kept
confidential. Your contact information will also be kept confidential and will be deleted once the study is
completed. Your participation in this research study is voluntary. If you have any questions about the study,
please contact the project investigators, Bill Norman (wnorman@clemson.edu; 864-617-3582) or Laurie
Jodice (jodicel@clemson.edu; 864-656-2209).
Thank you for your assistance.
Laura Jodice
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Appendix B
Institutional Review Board (IRB) Application and Attachments

From: Nalinee Patin
Sent: Wednesday, September 24, 2014 2:03 PM
To: William Norman
Cc: Laura Jodice
Subject: IRB2012-305 Amendment #4 Approval: Perceptions of Marine Aquaculture in Coastal
Tourist Destinations in the US Southeastern Region
Dear Dr. Norman,
Your amendment to update the tourists’ survey and incentives being offered has been approved.
You may begin to implement this amendment.
No change in this approved research protocol can be initiated without the IRB’s approval. This
includes any proposed revisions or amendments to the protocol or consent form. Any
unanticipated problems involving risk to subjects, any complications, and/or any adverse events
must be reported to the Office of Research Compliance (ORC) immediately.
The Clemson University IRB is committed to facilitating ethical research and protecting the rights
of human subjects. Please contact us if you have any questions and use the IRB number and title
in all communications regarding this study.
All the best,
Nalinee
Nalinee D. Patin
IRB Coordinator
Clemson University
Office of Research Compliance
Institutional Review Board (IRB)
Voice: (864) 656-0636
Fax: (864) 656-4475
E-mail: npatin@clemson.edu
Web site: http://www.clemson.edu/research/compliance/irb/
IRB E-mail: irb@clemson.edu
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Appendix C
Survey Instrument
Aquaculture Tourists Survey
You were selected to receive this questionnaire because you provided your contact
information to a Clemson University or University of Florida representative while you
were visiting the South Carolina or Florida coast. Thank you for agreeing to
participate. Your input is highly valued. The questionnaire is expected to take about 15
minutes. When you complete the questionnaire you will have the option of entering the
lottery for a $100 gift card. The chance to win a gift card is available only to participants
in this study. Please click NEXT to learn more about this study, your rights as a
participant and confidentiality.
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The Department of Parks, Recreation and Tourism Management at Clemson University is
conducting this research to learn what tourists think about local seafood production and
harvest in coastal communities that they visit. Results from the questionnaire will be
summarized and included in research reports and published papers. These will be shared
with the coastal communities involved in the study. Information specific to individuals
will not be included in the summary or any other reports or papers produced from the
study. Your answers to the questionnaire are very important to us. There are no known
risks associated with this research. Your participation in this research study is voluntary.
You may choose not to participate and you may withdraw your consent to participate at
any time. You are assured of complete confidentiality. At the end of the questionnaire,
you may decide to provide your email address to participate in the drawing for a $100 gift
card. That email address and the one you provided initially will be deleted as soon as the
data collection is complete and will never be shared. Your email address will never be
placed on the questionnaire itself. Please click NEXT to respond to the questionnaire.
YOUR RECENT TRIP
The following questions ask you about your most recent trip to the coast, during which
you were intercepted by a representative from Clemson University or University of
Florida and asked to participate in this survey.
Please indicate the state in which you were intercepted at the coast. (This question
requires a response so you are directed to the appropriate survey version)
 Florida
 South Carolina
If Florida Is Selected, Then Skip To Please indicate the name of the commu...If South
Carolina Is Selected, Then Skip To Please indicate the name of the commu...
Please indicate the name of the community closest to where you were intercepted on the
Florida coast
 Cedar Key, FL
 Apalachicola, FL
 Sebastian, FL
If Cedar Key, FL Is Selected, Then Skip To Including this most recent trip, how ...If
Apalachicola, FL Is Selected, Then Skip To Including this most recent trip, how ...If
Sebastian, FL Is Selected, Then Skip To Including this most recent trip, how ...
Please indicate the name of the community closest to where you were intercepted on the
South Carolina coast
 Beaufort/Hilton Head, SC
 Isle of Palms/Charleston, SC
 McClellanville, SC
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Including this most recent trip, how many times in the last two years have you visited this
location on the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (fill in box with #
below) Example: 1 = first trip, 2 = first trip plus another trip...
What was the main purpose of this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast?
 Vacation
 Business
 Visit friends & relatives
 Attending a special event
 Go to the beach
 Go boating
 Go fishing
 Eat out
 Visit second home/cottage/condo
 Visit attraction(s)
 Other (Please specify) ____________________
For this most recent trip, how many nights did you stay in this location on
the ${q://QID1/ChoiceGroup/SelectedChoices} coast?
 Day trip/no overnight
 I stayed _____ nights (fill in box with # of nights) ____________________
If Day trip/no overnight Is Selected, Then Skip To With whom did you travel, on this
mos...If I stayed _____ nights (fill... Is Selected, Then Skip To What type of
accommodations did you u...
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What type of accommodations did you use on this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (Please check all that apply)
 Rented cabin/cottage/home
 Condominium
 Time Share
 Home of Friends/Relatives
 Motel
 Hotel
 Resort
 Campground
 RV
 Personal Vacation Home
 Bed & Breakfast
 Other (Please specify)
With whom did you travel, on this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (Please check all that apply)
 Alone
 Spouse/Partner
 Tour Group
 Friends
 Business group
 Immediate family (including children)
 Relatives
 Other (Please specify) ____________________
How many people, including yourself, were in your group, on this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast?
 Adults (indicate # in box): ____________________
 Children - under 18 (indicate # in box): ____________________
How did you travel to your primary destination for this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast?
 Airplane & then rental car
 Airplane & then shuttle bus or van
 Personal car/motor vehicle
 Recreational Vehicle
 Boat
 Other (Please specify) ____________________
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YOUR GENERAL INTEREST IN SEAFOOD
The following questions ask you about eating seafood and your seafood preferences at
home and when you are visiting the coast.
Do you eat seafood?
 Yes
 No
 I used to eat seafood, but I no longer do
If Yes Is Selected, Then Skip To YOUR GENERAL PREFERENCES FOR
SEAFOOD...If No Is Selected, Then Skip To End of BlockIf I used to eat seafood, but ...
Is Selected, Then Skip To End of Block

YOUR GENERAL PREFERENCES FOR SEAFOOD
Some of the following questions ask about seafood that is local or produced by marine
farming. Local refers to seafood that is caught or grown in the coastal state where you
visited. Marine farming refers to cultivation or growing of marine organisms for food
in saltwater (raising the product from egg to adult). This occurs in coastal waters and/or
in tanks or pools filled with saltwater. Marine farming is a form of aquaculture that is
also called “mariculture.”
In your hometown, how frequently do you eat seafood?
Several
Once a day
times a
Once a week
week

Once every
2 weeks

Once a
month

Prepared at
home











Prepared at
restaurants











171

When you visit the coast, please indicate how important it is that your seafood is....
Not
Slightly
Somewhat
Very
Important
Important
Important
Important
Important
Harvested
locally











Wild-caught









































Farmed in
marine waters
Environmentally
sustainable
Safe from
pollutants

When you visit the coast, please indicate your level of confidence in your ability to
determine if the seafood you are purchasing is....
Not
Slightly
Somewhat
Very
Confident
confident
confident
confident
confident
Harvested
locally











Wild-caught











Farmed in
marine waters































Environmentally
sustainable
Safe from
pollutants
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How important is the following information to your decision on which seafood to
purchase when you visit the coast?
Not
Slightly
Somewhat
Extremely
Important
Important
Important
Important
Important
How the
seafood was
harvested











When the
seafood was
harvested











Where the
seafood was
harvested











Who
harvested the
seafood











Has a
recognizable
brand name











Is labelled
"wildcaught"











Is labelled
"marine
farmed"











The following questions ask about seafood you ate during your most recent trip to the
coast (where you were asked to participate in this survey)
Before you left on your trip to the coast, did you plan to eat local seafood at coast?
(“Local” is seafood that is caught or grown in the coastal state you visited.)
 Yes
 No
While you were at the coast, did you eat seafood?
 I ate seafood at the coast.
 I did not eat seafood at the coast.
If I ate seafood at the coast. Is Selected, Then Skip To How many times did you eat
seafood du...If I did not eat seafood at th... Is Selected, Then Skip To If available at the
coastal destinat...
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How many times did you eat seafood during this most recent trip to the coast?
Please indicate which types of seafood you ate on this most recent trip (by checking in
column A). For those seafood items you ate, please indicate if you knew that this seafood
was a product of marine farming (column B), if you knew that it was "local" (column C)
and if you would eat it again (column D).
A. I ate this on
B. I knew it
C. I knew it was D. I would eat
my most recent was a marine
locally
this product
trip.
farmed product.
harvested.
again.
Clams (cooked)









Clams (raw)









Oysters
(cooked)









Oysters (raw)









Blue Crab









Stone Crab









Lobster









Scallops
Mussels













Shrimp









Fish (e.g., cod,
flounder,
grouper,
snapper)









Other (Please
specify)
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If available at the coastal destination, what is the likelihood that you would engage in the
following marine farming opportunities during your visit to the coast? Please indicate
likelihood on a scale of 1 = “Extremely unlikely” to 5 = “Extremely likely”.
Extremely
Extremely
Unlikely
Neutral
Likely
Unlikely
Likely
Attend a
culinary
event at a
local marine
farm with
farmers and
chefs present































Bring home
canned or
frozen
seafood
products
from a
marine farm











Eat farmed
seafood at a
seafood
festival











Use a travel
guide find
local farmed
seafood































Listen to a
chef talk
about farmed
seafood
Bring home
fresh seafood
from a
marine farm

Use a
smartphone
app to find
local farmed
seafood
Attend a
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cooking class
on local
farmed
seafood
Go to a
restaurant
where you
can learn the
story behind
farmed
seafood











Please indicate your views on farmed seafood (grown in the United States) when
compared to wild-caught seafood (harvested in the United States). Farmed seafood is
________ than wild-caught seafood.
Strongly
Strongly
Disagree
Neutral
Agree
Disagree
Agree
better tasting











healthier
cleaner
















safer











fresher











better in quality









































more
environmentally
sustainable
more available
for purchase
a better value
for the money

YOUR UNDERSTANDING ABOUT MARINE FARMING
The following questions ask you about marine farming. Marine farming refers to
cultivation or growing of marine organisms for food in saltwater (raising the product
from egg to adult). This occurs in coastal waters and/or in tanks or pools filled with
saltwater. Marine farming is a form of aquaculture that is also called “mariculture.”
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Did you hear the term "mariculture" before participating in this survey?
 Yes
 No
Did you know that marine farming was occurring in the coastal waters near the area you
visited, during your most recent trip to the coast?
 Yes, I knew this before I traveled to the area
 I did not know when I planned the trip, but learned this during the trip
 No
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Please rate your knowledge (relative to the average person) about marine farmed seafood
in or near the coastal region that you most recently visited. Rate each of the following
statements, on a scale of 1 = “Not at all knowledgeable” to 5 = “Extremely
knowledgeable.”
Not at all
Slightly
Somewhat
Very
Extremely
Knowledge- Knowledge- Knowledge- Knowledge- Knowledgeable
able
able
able
able
Where
marine
farmed
areas are
located in
the water































Economic
impacts of
the marine
farming
industry











Marine
farming
regulations
and
permitting











Quality of
marine
farmed and
wild-caught
seafood











Safety of
seafood
produced by











Growing
techniques
used by
marine
farmers
Environmen
tal
sustainabilit
y of marine
farms
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marine
farming
Nutritional
benefits of
seafood
produced by
marine
farming
When
marine
farmed
seafood is
available
for purchase
History of
marine
farming
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Please indicate your level of agreement about marine farms in our near the coastal region
that you recently visited.
Marine farming...
Disagree

Neither
Agree Nor
Disagree

Agree

Strongly
Agree











benefits
marine
wildlife.











increases
availability of
sustainable
local seafood.











makes the
scenery
interesting.











attract
tourism to the
area.











helps
improve local
water quality.































helps
preserve the
rural culture.











enhances
recreational
fishing.











increases my
personal











Strongly
Disagree
enhances the
marine
environment.

restrict
adjacent land
uses.
helps the
local
economy.
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attachment to
the area.
causes me to
use other
areas for my
recreation.
conflicts with
marine
boating.
creates local
jobs.
helps
preserve the
fishing
culture.
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How did marine farming operations in your most recent coastal destination affect your
opinions about the area in relation to the factors mentioned?
Very
Slightly
Slightly
Very
Neutral
Negative
Negative
Positive
Positive
Your
perception of
the area































Your key
recreational
activities











Your
willingness
to re-visit











Your support
of the local
seafood
industry











Your overall
support of
marine
farming in
the area











Its impact on
the scenery
The natural
environment
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If available at the coastal destination, what is the likelihood that you would engage in the
following marine farming opportunities during your visit to the coast? Please indicate
likelihood on a scale of 1 = “Extremely unlikely” to 5 = “Extremely likely”.
Extremely
Extremely
Unlikely
Neutral
Likely
Unlikely
Likely
Tour a
marine farm











Follow a
"trail"
focused on
marine
farming











Listen to a
tour provider
talk about
marine
farming











Order
farmed
seafood to be
mailed to me
from where I
visited











Talk to a
marine
farmer











Visit a
processing
plant for
farmed
seafood











Use a map
with marine
farm areas so
I can avoid
them while
boating
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PLANNING FOR YOUR RECENT TRIP TO THE COAST
The following questions ask you about planning you did for your most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast (before and during the trip).
Who planned this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (Please check one)
 Myself
 Family
 Friends
 Spouse/Partner
 Boyfriend/girlfriend
 Joint Decision
 Other (Please specify)
Did you use a smartphone to search for travel information for this most recent trip to
the ${q://QID1/ChoiceGroup/SelectedChoices} coast?
 Yes
 No, but I have a smarphone
 No, I don't have a smartphone
If No, but I have a smarphone Is Selected, Then Skip To How would you best describe
the trave...If No, I don't have smartphone Is Selected, Then Skip To How would you best
describe the trave...If Yes Is Selected, Then Skip To If you used a smartphone for travel
i...
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What type of travel information did you search for on a smartphone BEFORE your most
recent trip to the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (Please check all
that apply)
 Destinations
 Attractions
 Restaurants
 Activities
 Hotels
 Deals/Coupons
 Flights
 Where to buy local seafood
 Where to eat local seafood
 Other (Please specify) ____________________
What type of travel information did you search for on a smartphone DURING your most
recent trip to the ${q://QID1/ChoiceGroup/SelectedChoices} coast? (Please check all
that apply)
 Destinations
 Attractions
 Restaurants
 Activities
 Hotels
 Deals/Coupons
 Flights
 Where to buy local seafood
 Where to eat local seafood
 Other (Please specify) ____________________
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How would you best describe the travel pattern of your most recent trip
to ${q://QID1/ChoiceGroup/SelectedChoices}? A destination is defined as a city, a
town, or a community.
 Traveled to a primary destination, and stayed there the entire time.
 Visited several destinations within the state, en route to and from a primary
destination.
 Stayed at the primary destination throughout the vacation, and used it as a "base
camp" from which to visit destinations within the state.
 Traveled within the state and sequentially visited a series of destinations in the state.
 Visited multiple destinations encompassing several states, and traveled from one to
another, rather than having a single focal state.

186

In the blanks below, please list all of the destinations (i.e., cities, towns, or communities)
that you visited, in order of visitation, during your most recent pleasure trip to the
${q://QID1/ChoiceGroup/SelectedChoices}.
Then in the columns to the right, please indicate if that location was... (check all that
apply)
A) your primary destination (if there was one).
B) a place you stayed overnight.
C) a stop that you planned before going on the trip.
C) I planned this
A) It was my
B) I stayed
stop before going on
primary destination.
overnight.
the trip.
1.







2.
3.










4.







5.







6.







7.







8.
9.










10.
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YOUR BACKGROUND
What country do you live in?
 United States
 Other (please specify) ____________________
If United States Is Selected, Then Skip To What is your zip code?If Other Is Selected,
Then Skip To Your gender?
What is your zip code?
What is your gender?
 Male
 Female
What is your age?
What is the highest level of education you have completed so far?
 Less that 12th grade, no diploma
 High School graduate
 Some college, no degree
 Associate degree
 Bachelor's degree
 Graduate or professional degree
What is your employment status?
 Employed Full Time
 Employed Part Time
 Home maker
 Unemployed
 Student
 Retired
 Other ____________________
What is your current marital status?
 Never Married
 Now Married
 Married but seperated
 Widowed
 Divorced
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How many children under 18 years old currently live in your household?
Which of the following best describes your racial or ethnic background?
 White
 Black, African American, or Negro
 American Indian or Alaska Native
 Asian Indian
 Chinese
 Filipino
 Japanese
 Korean
 Vietanamese
 Native Hawaiian
 Other ____________________
What is your approximate household income?
 Less than $10,000
 $10,000 - $14,999
 $15,000 - $24,999
 $25,000 - $34,999
 $35,000 - $49,999
 $50,000 - $74,999
 $75,000 - $99,999
 $100,000 - $199,999
 $200,000 or more
Which type of device did you use to take this survey?
 Smartphone
 Tablet
 Computer
Please use this box for any additional comments you want to provide.
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Thank you for participating in this coastal tourism and seafood survey. We value your
responses and appreciate the time you took to complete the survey. You are now eligible
to enter a lottery for a $100 gift card. There are 2 of these gift cards available via the
lottery. If you would like to participate, please enter your email address below so that we
may contact you if you are selected to receive one of the gift cards. Your email address
will be kept confidential, won’t be shared, and will be deleted upon completion of the
study.
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