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Abstract. Curated Document Databases (CDDs) play a critical role
in helping researchers find relevant articles in available literature. One
such database is the ORRCA (Online Resource for Recruitment research
in Clinical trials) database. The ORRCA database brings together pub-
lished work in the field of clinical trials recruitment research into a sin-
gle searchable collection. Document databases, such as ORRCA, require
year-on-year updating as further relevant documents become available
on a continuous basis. The updating of curated databases is a labour in-
tensive and time consuming task. Machine learning techniques can help
to automate the update process and reduce the workload needed for
screening articles for inclusion. This paper presents an automated ap-
proach to the updating of CDDs. The proposed automated approach is
founded on a learning to rank model. The approach is evaluated using
the ORRCA CDD. Data from the pre-2015 ORRCA CDD was used to
train the learning to rank model, and data from the ORRCA 2015 and
2017 updates was used to evaluate the performance of the model. The
evaluation demonstrated that significant resource savings can be made
using the proposed approach.
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1 Introduction
There is an abundance of scientific research published in the form of academic
papers; the number of published papers in most domains has increased in re-
cent years. This makes it challenging for researchers to maintain an overview
of the published literature and to find relevant documents in their domain of
interest. One solution is the use of Curated Document Databases (CDDs) which
bring together, into a single scientific literature repository, all published work
in a particular domain. One example of such a CDD is the Online Resource for
Recruitment research in Clinical trials (ORRCA1) database [6]. The ORRCA
1 https://www.orrca.org.uk/
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database brings together abstracts of papers concerned with recruitment strate-
gies for clinical trials. A manual systematic search process was used to create
this database and a similar process is required to update the database on an
annual basis. The manual search process for updating the ORRCA database re-
quires substantial human resources. There is a growing need to regularly update
this repository as the number of articles being published in the clinical trials do-
main is growing exponentially. A similar challenge is encountered when updating
CDDs in the wider context.
This paper presents an approach to support the automated updating of
CDDs. The proposed approach is founded on the use of machine learning, partic-
ularly the concept of learning to rank models [10, 11]. The idea is to first obtain a
collection of candidate documents from an appropriate bibliographic database.
In the case of the ORRCA database candidate documents were obtained by
searching over various medical literature bibliographic databases. The next step
is then to apply a learning to rank mechanism on the set of candidate documents.
One such approach was presented in Norman et al. [12] where a pointwise doc-
ument ranking algorithm was proposed, the CN algorithm. In this paper, we
propose to use the CN algorithm as a foundation and incorporate a Support
Vector Regression (SVR) [12] mechanism to rank documents (abstracts). For
the evaluation presented in this paper the proposed model was trained using the
pre-2015 ORRCA database, and tested using ORRCA 2015 and 2017 updates.
The evaluation demonstrated that significant resource savings can be made using
the proposed approach.
The remainder of this paper is organised as follows. A brief literature review
is given Section 2. Then, in Section 3, a review of the proposed approach is
presented. Section 4 considers the necessary data pre-processing. The conducted
evaluation of the approach is reported on in Section 5. The report is concluded
in Section 6.
2 Literature Review
CDDs require regular updating. This updating process involves considerable hu-
man resource as it is typically conducted manually in the form of a systematic
review of a candidate collection of documents. The resource required for such
systematic review can be significantly reduced by pruning the set of candidates
using document ranking. The main objective of document ranking, also referred
to as “score-and-sort”, is to compute a relevance score for each document and
then generate an ordered list of documents so that the top k most relevant docu-
ments can be selected. Document ranking models can typically be categorised as
being either: (i) probabilistic models or (ii) Learning to Rank Models (LETOR).
Probabilistic ranking models focus on document relevance by assigning a
probabilistic value to each document [14]. The idea is to estimate the probabilis-
tic relevance of each document with respect to some criteria (such as a query).
Okapi BM25 is an example of a probabilistic ranking model. Okapi BM25 is used
as a baseline in many document ranking applications and it has been shown to
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substantially outperform alternatives [2]. The main advantage of the probabilis-
tic approach is that it is straightforward. A criticism of the approach is that
it is not sufficiently nuanced to capture sophisticated relationships between the
prescribed criteria and free text documents.
LETOR use machine learning techniques to “learn” a ranking model. They
address the criticism directed at probabilistic ranking models, but feature the
disadvantage that training data is usually required. The majority of LETOR fall
within two groups: (i) representation-based LETOR and (ii) interaction-based
LETOR. Representation based LETOR use representations of the criteria and
documents that are independent of each other [14]; while the query and document
representations are closely related in interaction-based LETOR, which has been
shown to be beneficial for relevance matching between specified criteria and the
document collection of interest [2]. A number of such methods for updating
curated databases in domain-specific settings, have been proposed including:
Voting Perceptrons, Lambda-Mart, Decision Trees, SVR, Waode, kNN, Rocchia,
hypernym relations, Linear Models, Convolutional Neural Networks, Gradient
Boosting Machines, Random Indexing and Random Forests [1, 3, 4, 8, 9, 13, 17].
More recent work has been directed at non domain-specific settings. Examples
include: (i) iterative learning on implicit feedback [15], (ii) pre-trained sequence
to sequence models [11], (iii) transformers based re-ranking [10] and (iv) BERT-
based document ranking [16]. Each of these examples is discussed in some further
detail below.
In [15] a non-domain specific LETOR was presented, founded on the Lamb-
daMART algorithm, which featured an iterative learning and implicit feedback
loop. The implicit feedback from users was used to understand the intent of
selecting a document. This feedback was then used to iteratively improve the
quality of the learning-to-rank model. The proposed LETOR was trained and
tested on a community question answering dataset.
There has been significant recent attention directed at pre-trained document
representation models. Pre-trained sequence-to-sequence models generated us-
ing Deep Transformer Networks have been applied with respect to a number of
Natural Language Processing (NLP) applications including non-domain specific
document ranking. Because of the computational complexity involved such mod-
els are typically used to re-rank document lists. The work in [11] was directed
at adapting a pre-trained sequence-to-sequence model for document ranking (as
opposed to re-ranking). The authors demonstrated that, given sufficient training
data, their proposed approach out-performed more traditional machine learning
based approaches
Deep Transformer Networks, as noted above, are computational expensive
and require large amounts of training data. In [10] a transformer based re-ranking
approach was presented, the Precomputing Transformer Term Representation
(PreTTR) approach, designed to reduce query-time latency that is a feature of
Deep Transformer Networks. The idea presented was to pre-compute part of
the document representation at “indexing time” (prior to consideration of any
document query), and then at “query time” to merge the representation for
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a given query with the pre-computed representation and use this to obtain a
document re-ranking. As a result the system can be used in real-time learning
to rank scenarios.
The most frequently referenced pre-trained NLP models are founded on the
Bidirectional Encoder Representations from Transformers (BERT) technique. A
recent example where BERT has been used to generate a non-domain specific
LETOR was presented in [16]. The pre-trained BERT model was tested on two
benchmark LETOR datasets: the MS MACRO passage ranking dataset and the
TREC 2004 Robust Track dataset. The evaluation results demonstrated how
BERT makes use of the surrounding context of words for document ranking.
The results using the MARCO and TREC datasets demonstrated that the pro-
posed BERT-based ranking approach produced equivalent results to previous
classification based models.
In the context of the biomedical domain, the example domain of interest
with respect to this paper, LETORs have been used for biomedical information
retrieval. Recent example can be found in [7], [12] and [5]. The work in [7] was
directed at the CLEF (Conference and Labs Evalutaion Forum) 2017 e-Health
Lab Task 2. The goal was to automatically rank studies, according to title and
abstract, instead of conducting systematic reviews. The approach involved the
use of random forests trained on a dataset of 15 systematic reviews conducted
by the Oregon Evidence based Practice Center (EPC). The reported evaluation
indicated a high recall. In [9] word embeddings and logistic regression were used
to create a model for the automated screening of citations. The proposed model
was tested on four benchmark datasets from medical domains and demonstrated
100% sensitivity on two of the datasets. The screening workload was reduced
by 53%. The work in [12] made use of a logistic regression based ranking model
applied to a clinical outcomes document dataset2. The proposed approach re-
sulted in a workload reduction of at least 75% and also only missed some 2%
of references. This last LETOR has been used as the foundation for the work
presented in this paper.
3 The Curated Document Database Update Approach
This section presents an overview of the proposed CDD update approach founded
on a SVR Learning to Rank Model (LETOR). A schematic of the approach is
given in Figure 1. The start point, top left, is an existing CDD such as the OR-
RCA CDD. Learning to rank algorithms require pre-labelled training data, both
positive examples (“relevant” abstracts) and negative examples (“not relevant”
abstracts). By definition CDDs do not include negative examples and thus the
positive examples within the CDD need to be augmented with negative exam-
ples. For the evaluation presented later in this paper, the pre-2015 version of
the ORRCA database was used and augmented with negative examples (“not
relevant” documents). The negative examples were taken from the original can-
didate corpus, which was still available, used to first create the ORRCA CDD.
2 http://www.comet-initiative.org/
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Fig. 1. Schematic of CN Document Collection Update System
This training data, referred to as the pre-2015 Training dataset, was then pre-
processed so that it was in a format that allowed for the generation of the desired
LETOR; the nature of the pre-processing is discussed in more detail in Section 4
below. A SVR learning approach was used to generate the desired LETOR. More
specifically the SVR within the Scikit-learn Python machine learning library3.
Once the model has been generated it can be applied to previously unseen
data; in other words a collection of candidate documents for inclusion in the
CDD. For the evaluation presented later in this paper, the 2015 and 2017 OR-
RCA update data collection were used (extracted from various medical reposito-
ries). SVR is a supervised machine learning model. This model is used to assign
a probability value p to a previously unseen document, the probability that the
unseen document belongs to the positive class. The probability that the docu-
ment belongs to the negative class is then p− 1. A decision boundary, defined in
terms of a threshold σ, is then required to assign an appropriate class label c to
the previously unseen records. If p > σ, c = relevant; otherwise c = not relevant
(Equation 1). The challenge is to identify an appropriate value for σ.
3 Sklearn is a python based machine learning library that contains implementations
for various machine learning algorithms.
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c =
{
relevant, if p > σ
not relevant, otherwise
(1)
For the ORRCA application considered here, the ranking model was trained
using log loss4. Thus when using the resulting model, each previously unseen
record is assigned a probability value between 0 and 1, which in turn can be used
to perform a simple binary classification using a decision threshold σ (0 ≤ σ ≤ 1).
If σ = 0 is selected all records will be selected as belonging to the positive class;
if σ = 1 is used the likelihood is that no records will be selected (unless we
have records where p = 1). In the proposed process (Figure 1) it is assumed
that human intervention will still be required at the final stage of the process.
The value for σ therefore needs to be selected so that the likelihood of false
positives is minimised to limit the resource required for the human intervention
(the assumption is that the data set selected for further human screening, the
screening data set, will always contain some false positives).
4 Pre-processing and Feature Exatraction
Any dataset used for machine learning has to be pre-processed so that the pres-
ence of any anomalous records is addressed. In the context of the ORRCA data
the pre-processing involved: (i) punctuation and stop word removal and (ii) re-
moval of duplicate records (duplicated abstracts with the same title and content).
The next stage was to transform the data into a format appropriate to the
selected learning algorithm to be applied. Usually this is in the form of a feature
vector representation. There are various ways that features can be extracted from
document collections. With respect to the variation of the CN algorithm con-
sidered here the feature extraction involved the extraction of n-grams from the
titles and abstracts of documents. An n-gram is defined as contiguous sequence
of n words from a given sample of text. Three kinds of n-grams were extracted
as potential features: unigrams, bigrams and trigrams. For each n-gram found in
a document the Term-Frequency - Inverse Document Frequency (TF-IDF) value
was calculated. The TF-IDF value is an indicator of how important a n-gram is
to a particular document in a collection or corpus of documents. The TF-IDF
value for a n-gram w, tfidf(w), is calculated as shown in Equations 2, 3 and 4
where: (i) tf is term frequency, (ii) w is a given n-gram (iii) d is a document,
(iv) |d| is the size of the document d in terms of number of words, (v) D is the
entire document collection (d ∈ D) and (vi) |D| is the size of D in terms of
number of documents. Once the TF-IDF values have been calculated a thresh-
old θ is required to decided which n-grams go into the vector representation. For
the evaluation presented in Section 5, the default value for θ in the Scikit-learn
4 Logarithmic loss (related to cross-entropy) measures the performance of a classi-
fication model where the prediction output is a probability value between 0 and
1
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implementation was used. The ORRCA pre-2015 Training dataset was unbal-
anced hence, in order to mitigate against the imbalance between the number of
positive and negative examples, the training weight for the positive examples
was increased to 80.
tfidf(w) = tf(w)× idf(w) (2)
tf(w) =





total number of d ∈ D in which w appears
(4)
Fig. 2. Effort-gain curve for ORRCA 2015 dataset with both titles and abstracts,
showing the percentage of articles screened versus the percentage of relevant articles
identified.
Fig. 3. Effort-gain curve for ORRCA 2015 dataset with both titles and abstracts, show-
ing the number of articles screened versus the percentage of relevant articles identified.
5 Evaluation
In this section an analysis of the proposed LETOR-based CDD update approach
is presented. For the analysis, as already noted above, the ORRCA pre-2015
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Fig. 4. Effort-gain curve for ORRCA 2017 dataset with both titles and abstracts,
showing the percentage of articles screened versus the percentage of relevant articles
identified.
Fig. 5. Effort-gain curve for ORRCA 2017 dataset with both titles and abstracts, show-
ing the number of articles screened versus the percentage of relevant articles identified.
database, augmented with negative examples, was used as the training set and
the 2015 and 2017 ORRCA updates as the test set. Some statistics concerning
these two data set are given in Table 1. The objectives of the analysis were to:
1. Determine a most appropriate value for σ.
2. Measure the performance of the proposed CDD update approach with re-
spect to: (i) effectiveness and (ii) time saving.
With respect to the first objective, effort-gain curves were used where the num-
ber of documents, or the percentage of documents, in the ranked list of docu-
ments selected for manual screening (the effort) was plotted against and num-
ber/percentage of true-positives identified (the gain). These curves tend to be
exponential in nature, they feature an initial steep climb and then a flattening-off.
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Fig. 6. Effort-gain curve for ORRCA 2015 dataset with titles only, showing the number
of articles screened versus the percentage of relevant articles identified.
Fig. 7. Effort-gain curve for ORRCA 2017 dataset with titles only, showing the number
of articles screened versus the percentage of relevant articles identified.
The idea is that σ should be selected according to the location of the elbow be-
tween the climb and the flattening-off because this is the point where the “gain”
starts to decrease compared to the “effort” required for manual screening. With
respect to the second objective, the metrics used to measure effectiveness were
precision and recall, calculated as given in Equations 5 and 6 where: (i) TP is
the number of true positives, (ii) FP is the number of false positives and (iii)
FN us the number of false negatives. A true positive is an outcome where the
model correctly predicts the positive class. A true negative is an outcome where
the model correctly predicts the negative class. A false negative is an outcome
where the model incorrectly predicts the negative class. Recall that we wish to
select a value for σ whereby the set of selected abstracts to be screened by a
human is comprised of as many relevant abstracts (true positives) as possible.
Database Name
Positive Examples Negative Examples
Total
Num. % Num. %
Pre-2015 Training dataset 4570 8.2 51460 91.8 56030
ORRCA 2015 Update Test dataset 1302 11.7 9797 88.3 11099
ORRCA 2017 Update Test dataset 1027 7.1 13458 92.9 14485
Table 1. Statistical overview of the ORRCA training and test data
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Fig. 8. Precision-recall curve for ORRCA 2015 dataset with both titles and abstracts,
showing the decision thresholds σ values on the x-axes and the precision and recall
values on y-axes
Precision = TP/(TP + FP ) (5)
Recall = TP/(TP + FN) (6)
The resulting effort-gain curves are presented in Figures 2, 3, 4 and 5. Figures
2 and 3 show the curves for the 2015 update, and Figures 4 and 5 the curves for
the 2017 update, based on features from titles and abstracts of documents. For
the effort-gain curves given in Figures 2 and 4 the x-axis denote the percentage of
candidate abstracts (thus both relevant and irrelevant abstracts) to be screened
as a percentage of the total number of abstracts; whilst Figures 3 and 5 show
the same information but in terms of absolute numbers. Figure 6 and 7 shows
the effort-gain curves for the 2015 update and 2017 update based on features
from titles of documents only.
Inspection of Figure 2, titles and abstract of documents for the 2015 update,
indicates that 97% of relevant abstracts can be identified by considering the
top 45% of abstracts in the ranked document list. From Figure 3 this equates
to the top 4500 abstracts in the ranked document list. Similarly, inspection of
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Fig. 9. Precision-recall curve for ORRCA 2017 dataset with both titles and abstracts,
showing the decision thresholds σ values on x-axes and precision and recall values on
the y-axes
Figure 4, titles and abstract of documents for the 2017 update, indicates that
identification of 97% of relevant abstracts requires consideration of the top 40%
of abstracts in the ranked document list; and that, from Figure 5, this equates
to the top 6000 abstracts. Thus screening the top 40%-45% of abstracts in the
ranked abstracts list would result in a loss of roughly 3% of the relevant abstracts;
which, it is argued here, is an acceptable compromise (trade-off) between gain
and effort. Selection of the top 40%-45% abstracts, in this case, would equate to
a σ threshold of σ = 0.3.
Inspection of Figure 6, titles only for the 2015 update, indicates that 97% of
relevant abstracts can be identified by considering the top 6000 abstracts in the
ranked document list. Similarly, inspection of Figure 7, titles only for the 2017
update, indicates that 97% of relevant abstracts can be identified by considering
the top 8000 abstracts in the ranked document list. This indicates that screen-
ing with titles of documents only is not a feasible option for identification of
relevant documents in a ranked list of documents in an acceptable time frame,
whereas screening with both titles and abstracts is a more practical option for
the automatic screening of documents.
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In order to estimate the time saved by automating the manual screening
process, the assumption was made that the screening rate of an experienced
screener is one abstract per minute. Using σ = 0.3, and considering the 2015
ORRCA update (titles and abstracts), this will result in 5099 (11099 − 6000 =
5099) abstracts being excluded, equating to a time saving of 5099 ÷ 60 = 85.0
hours (assuming an experienced screener for the abstract screening process).
With respect to the 2017 ORRCA update (titles and abstracts), by selecting
σ = 0.3 8485 abstracts would be excluded (14485− 6000 = 8485) equating to a
time saving of 8485÷ 60 = 141.4 hours.
Figures 8 and 9 show the precision-recall curve for the ORRCA 2015 and
2017 updates (titles and abstracts) respectively. In these figures σ is plotted on
the x-axis and the precision/recall score on the y-axis. Each figure features two
curves, one for precision and one for recall. As noted earlier, there is a trade off
between the number of relevant abstracts and the number of irrelevant abstracts
in the data set identified for screening depending on the selected value for σ.
This is illustrated in the figure. From Figures 8 and 9, in order to achieve a
recall of 1 (identification of all relevant abstracts) σ = 0.2 would be required.
Thus, after screening the first 40%-45% of the candidate abstracts, equivalent to
a σ = 0.3 and identifying 97% of the relevant abstracts, we would be prepared to
accept a loss of 3%; this is argued to be an acceptable trade-off in an automated
systematic review system.
6 Conclusion
In this paper, a Curated Document Database (CDD) update approach has been
presented founded on the concept of learning to rank. More specifically using
a Support Vector Regression (SVR) Learning to Rank Model (LETOR). The
proposed approach was applied to the task of updating the Online Resource for
Recruitment research in Clinical trials (ORRCA) database, but is equally appli-
cable to alternative CDDs. For the evaluation the ORRCA pre-2015 database,
augmented with negative examples, was used as the training set, and the 2015
and 2017 ORRCA update candidate dataset as the test set. The evaluation re-
sults obtained demonstrate that, when considering both titles and abstracts and
using σ = 0.3, 97% of relevant abstracts can be identified by considering the
top 40%-45% of potential abstracts ranked according to probability that they
belong to the positive class. This equated to a time saving of some 85 to 141
hours. Experiments using titles only indicated that this was not an appropriate
approach and that to obtain adequate recall both titles and abstracts needed to
be considered. More generally, the results indicated that automated screening
can be used to reduce the workload associated with CDD updating. In future,
the authors intend to investigate the use of entity embeddings and BERT based
learning-to-rank models for CDD updating.
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