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ABSTRACT
Much of operations research is concerned with quantitative 
analysis for business decisions. However, many decision-making situa­
tions do not lend themselves readily to the presentation of engineering, 
accounting, statistical, or other quantitative tools for analysis.
A survey of quantitative management techniques seems to indicate the 
need for a relatively unsophisticated modelling technique which combines 
both quantitative and qualitative elements. Therefore, the purpose of 
this research is to develop and test a technique for formulating quan­
titative models which will predict the effects of non-quantitative 
(qualitative) events.
A conceptual framework based upon utility theory and concepts 
was developed which permits the construction of a modelling technique 
capable of including non-quantitative elements. Using this framework 
as a basis, a general multiple transform regression modelling technique 
emerged which could theoretically treat non-quantitative variables in 
a quantitative systematic fashion.
After the general model was developed, it was tested for 
effectiveness in a specific situation. Using the 1964 Civil Rights 
Law as a non-quantitative test variable, the top managers from a group 
of test firms were asked to indicate the effects produced by this law 
in selected functional and sub-functional areas of management in their 
firms, using utility as the measuring medium. These test results were 
artificially quantified and then computerized. The Multiple Regression 
Program - 49 run on the IBM 7040 computer was used to determine the 
regression equations which best related the managers1 utility responses 
with the test firm sizes.
Using these equations, predictions were made and compared with 
the actual responses of a second group of top managers. The predicted 
results indicated that the model could be used to predict the effects 
produced by the 1964 Civil Rights Law in selected functional and sub­
functional areas of management in the second group of test firms.
In general it was concluded that
1) The modelling technique is valid, and is applicable to 
a wide variety of non-quantitative decision-making sit­
uations.
2) Decisions using additional information gleaned from the 
model may result in substantial trade-offs, culminating in 
improved decision-making.
3) The general technique embraces definite assumptions and 
limitations under which it must be applied. Disregarding 
these assumptions and limitations may cause the technique 
to provide inaccurate or useless predictions,
4) A need for further research in utility functions and 
relationships is indicated, particularly in the area of 
utility-time relationships.
CHAPTER ONE
INTRODUCTION: A SURVEY
OF DECISION-MAKING MODELS AND METHODS
Modern managers have available a wide variety of quantitative 
tools which permit them to make more scientific decisions than would 
otherwise be possible. These techniques are grouped into the general 
category called quantitative decision-making techniques.
Most quantitative decision-making techniques are expressed in 
the form of mathematical models which oversimplify the real world 
conditions. Once the simplified model has been developed, the model 
is applied to an actual situation, and the simplifying limitations 
are relaxed.
In general, the mathematical nature of these models prevents 
their universal application in all decision-making situations, since 
many decisions include qualitative considerations. In decisions 
involving qualitative considerations, managers have traditionally 
called upon managerial intuition and experience in an effort to make 
sound decisions. There are relatively few mathematical modelling 
techniques that enable managers to systematize qualitative decision- 
making, although such techniques would enhance the quality of de­
cisions which are based upon ^on-quantitative considerations. There­
fore, a brief investigation of simple modelling techniques would seem 
to be a step toward the possible development of a quantitative modelling 
technique that could be applied to decisions involving qualitative 
considerations. The purpose of this chapter is to make such a survey 
of decision-making models and methods.
The investigation of modelling techniques includes three broad
classifications of models: operations research models, statistical
models, and utility models. Although regression and correlation models 
are statistical in nature, they are discussed separately in this paper. 
A separate discussion seems warranted because of their particular 
relevance to the modelling technique developed here.
OPERATIONS RESEARCH
According to Churchman, Ackoff, and Arnoff, "Operations Research 
in the most general sense can be characterized as the application of 
scientific methods, techniques, and tools to problems involving the 
operations of systems so as to provide those in control of the opera­
tions with optimum solutions to the problems,"^ More specifically, 
Ellis Johnson contends that operations research "is the prediction and 
comparison of the values, effectiveness, and costs of a set of pro-
2
posed alternative courses of action involving man-machine systems."
Operations research can easily be distinguished from other
sciences and disciplines because it exhibits a set of unique charac- 
3
teristics. In the first place, operations research is identified 
by its breadth of scope. This breadth derives from its organization 
entity viewpoint as well as from its widespread applicability to any
C. West Churchman, Russell L. Ackoff, and E. Leonard Arnoff, 
Introduction tja Operations Research (New York; Wiley and Sons, 1957), 
pp. 8-9.
2
Ellis A. Johnson, "The Executive, the Organization, and Opera­
tions Research," Operations Research for Management (Baltimore: The
Johns Hopkins Press, 1954), p. xxiii.
3
Randolph W. Cabell and Almarin Phillips, Problems in^  Basi c Opera­
tions Research Methods for Management (New York: Wiley and Sons, 1961),
pp. 2-4.
3organizations having definable objects which are subject to constraints, 
and are achievable through alternative means.
A second characteristic of operations research is its emphasis 
upon the development of an analytic approach which is unique to a 
particular type of problem.
These two characteristics form the basis for the third. The 
entire breadth of operations research problems, applications, and 
techniques could not possibly be the result of only one man's work.
It is, therefore, a continuing science, and a science based upon 
teamwork.
Cabell and Phillips state a fourth characteristic of operations
research: that operations research is concerned with the practical
management of an organization and therefore must produce information
in the vernacular of the decision-maker in order to be of greatest
value to him. The implication is that the information produced by
operations research techniques must be in quantitative form. Indeed,
this very point is stressed:
It has been noted that administrative problems within business 
are exceedingly complex. Many of the factors necessary to a 
decision are not quantifiable, even in an ordinal sense, by 
their very nature. Many are quantifiable conceptually but 
elude measurement. Some are so inextricably intertwined that 
decades may pass before a model of their organizational systems 
can be created. As long as these conditions exist*-and surely 
there is no forseeable end to them— administrators will be 
forced to make decisions and exercise control in many areas 
without material aid from the scientific approach of opera­
tions research,^
With these points in mind, several popular basic operations 
research techniques will now be examined. This presentation, of
4Ibid.
course, is not an exhaustive survey of all operations research tech­
niques, nor is it intended to examine any technique in great detail. 
The following models will, therefore, be presented in their simplest 
forms.
Inventory control. The earliest recorded analysis of inven­
tory systems was by F. W. Harris in 1915.^ Harris was the first 
to publish the now classical optimum lot size formula,
where Q is the optimal lot size, C is the consumption or demand rate,
B is the cost of placing and receiving an order, and E is the cost 
of maintaining or carrying one unit of inventory per unit of time.
The basic model includes two different types of cost elements which, 
when added, produce the total cost of replenishing and carrying the 
inventory over a period of time. The general nature of these costs 
is illustrated in Figure 1-1. Typical component costs include storage, 
deterioration, insurance, material, set-ups, labor, procurement, hiring, 
training, interest, taxes, and handling. This, however, is not a 
collectively exhaustive list of costs. Because some of these costs 
are increasing with the lot size and some are decreasing with lot size, 
the total cost curve becomes U-shaped, and thus lends itself to the 
selection of a minimum cost point with a corresponding optimum inven­
tory lot size.
The system for which Harris' formula holds true is an over­
simplified hypothetical one. In order for this formula to be valid,
Fairfield E. Raymond, Quantity and Economy in Manufacture 
(New York: McGraw-Hill, 1931), p. 121*. * " ~
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FIGURE 1-1
COST PATTERNS GENERATED BY VARIATIONS IN LOT SIZE
(Raymond R. Mayer, Production Management (New York: McGraw-
Hill, 1962), p. 333.)
6at least tlie following assumptions must be in effect:
1) The demand remains constant from period to period.
2) There is no cost associated with lost orders.
3) Unit price remains constant from period to period.
4) The entire lot is received at one time.
5) The procurement time will not vary from one order 
to the next.
Other implicit assumptions include the adoption of a management 
policy regarding reordering inventories, and the ability of the 
managers to evaluate the various costs associated with the replenishing 
and carrying of inventories. Figure 1-2 illustrates schematically the 
maximum-minimum system of control implicit in the Harris formula. 
Depending upon the management policy, there may or may not be a 
minimum inventory level in a given firm. If the minimum inventory is 
zero, then the use line would extend down to zero inventory level 
before the new order was received.
The greatest shortcoming of Harris' formula is, of course, the 
oversimplified conditions necessary for its validity. Researchers 
have recognized this shortcoming for years, and have made numerous 
modifications to Harris' basic formula in an attempt to remove the 
oversimplifications. For example, Benjamin Cooper analyzed an inven­
tory system in 1926 in which the rate of production was considered.
(In Harris' analysis the rate of production was assumed to be infinitely 
larger than the rate of consumption.)^
Again in 1928, Thornton C. Fry analyzed a system in which some
Eliezer Naddor, Inventory Systems (New York; Wiley and Sons, 
1966), p. 16.
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FIGURE 1-2
A SCHEMATIC PRESENTATION 
OF THE MAXIMUM-MINIMUM SYSTEM 
OF INVENTORY CONTROL
(Raymond R. Mayer, Production Management (New York: McGraw-
Hill, 1962), p. 328.)
8factors were not precisely known, but could be expressed in terms of 
probabilities.7 These were the first attempts to include the more 
realistic conditions under which the real world manager operates.
In Fry's case, the contribution was particularly significant in that 
conditional and expected costs could now be evaluated using proba­
bilities, and subsequently could be included in the inventory models.
In Fry's analysis, the probabilities used were based upon managerial 
experience with similar situations which had been dealt with in the 
past.
Despite the availability of more sophisticated forms of the 
inventory model today, it is still applicable over a limited number 
and type of situations. However, inventory models are quite useful 
within their sphere of applicability. Probably their biggest advantage 
lies in their relative insensitivity to large errors in estimates of
g
costs and probabilities.
Game theory. Game theory is a generic term used to describe 
the study of decision problems where competitive strategies exist.
The name "game theory" is misleading in the sense that decision problems 
using competitive strategies in the real world are anything but recrea­
tional in nature. However, certain characteristics of simple games 
are identical to characteristics of many situations of business con­
flict. In many games, players make use of deductive and inductive 
mathematical techniques in attempting to determine an optimum strategy
7Ibid.
g
Martin K. Starr and David W. Miller, Executive Decisions and 
Operations Research (Englewood Cliffs, N. J.: Prentice-Hall, Inc.,
1962), p. 10.
9for winning; for this reason, the mathematics of the theory of games 
is of some interest to business practitioners. All current publica­
tions in the area of game theory are derived from the now classical 
work of von Neumann and Morgenstern, Theory of Games and Economic 
Behavior.^
The essence of any competitive situation is the competition by 
two or more persons or organizations having a conflict of interests 
for some mutually desired objective. In general, the success of one 
"player" is usually at the expense of the other player (s).
Despite the fact that von Neumann and Morgenstern published 
their Theory of Gaines and Economic Behavior in 1944, there have been 
surprisingly few successful applications of the theory to practical 
decision problems involving competitors. The reasons for this will be 
explained.
In general, there are only two kinds of games, and these are 
distinguished by the payoff utility and disutility relationships be­
tween the players. The first type, called zero-sum games, includes 
all games in which the sum of the "payoffs" to all the players is zero.
An example of this type of game is shown in Table 1-1. There are two
players, X and Y, each of whom knows the outcomes or payoffs for every 
possible combination of strategies. These strategies are also shown 
in Table 1-1. The example game happens to be biased in favor of
player X, but this is of no consequence since competitors are required
to compete in biased situations in the real world. The "solution"
Harold Bierman, Jr. e_t al_, Quantl tative Analysis for Business 
Decisions (Homewood, 111.: Richard D. Iiwin, 1965), p. 226.
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TABLE 1-1 
A TWO-PERSON, ZERO-SUM GAME 
PLAYER Y
STRATEGY Q STRATEGY R
STRATEGY
M
X wins
two points
X wins 
three points
STRATEGY
N
Y wins
one point
Y wins
two points
(Richard Levin and C. A. Kirkpatrick, Quantitative Approaches 
to Management (New York: McGraw-Hill, 1965), p. 268.)
to the gaiue is easily obtained by analyzing the possible strategies of 
each player;
1) X has a choice of strategies— M and N. To win, he must 
play M each time.
2) Y, aware of X ’s situation, attempts to minimize X's 
winnings, and subsequently plays strategy Q each time.
3) The solution to the game is thus M, Q.
4) Each time the game is played, X wins two points and Y 
does not win, but loses two points. Therefore, the value 
of the game to X is +2 points. To Y, the value is -2 
points.
5) This is a zero-sum game, since +2 + (-2) = 0.
Despite the fact that Y loses each game, he is still choosing 
the optimum strategy, since his losses could be worse under strategy 
R. The two-player, zero-sum game illustrated here is the simplest 
type of game, and forms the basis for all other game derivations.
Certain basic assumptions are necessary for the two-player, zero- 
sum game. They include at least the following;
1) Player X is equally as intelligent as player Y.
2) All payoffs for all possible combinations of strategies 
are known.
3) More than one strategy exists for each player.
4) All payoffs can be evaluated, and both players have the 
same utility scale.
5) When one player wins, the other loses an equal amount.
6) Both players maximize winnings and minimize losses.
7) No coalitions between players exist.
As simple as the two-player, zero-sum game is, difficulties 
immediately arise when the analysis is extended to include three or 
more players. Von Neumann and Morgenstern develop and analyze
12
progressively zero-sum games involving more than two players, but when 
the number of players exceeds two, the conditions surrounding the game 
must change to accommodate coalitions of many types. The possibility 
of the wide variety of combinations of coalitions makes the solution 
to the n-player, zero-sum game considerably more difficult to predict,' 
This type of game is quite useful as a tool of analysis, but is very 
difficult to apply to real world situations.
The other type of game is the non-zero-sum game, in which the
sum of the payoffs of all the players does not equal zero. This is
the type of game which more nearly characterizes business situations 
of the real world.
Games involving non-zero-sums and a multiplicity of players are 
even more difficult to analyze. Predictive solutions to this type of 
game are almost impossible to obtain. However, as a result of von 
Neumann and Morgens tern1s analyses of both types of games, optimum 
strategies can be developed even if definite solutions cannot be 
developed. This lack of predictive solutions makes the n-player game
of any type difficult to apply to real world situations.
There are still other important reasons why game theory has had 
somewhat limited application in the real V7orld. In the first place, 
there are usually more than two competitors in the real world, each 
with varying amounts of intelligence. Second, the real world '’game" 
usually has a non-zero sum, and collusion does exist. Furthermore, 
the players are not always able to evaluate all possible payoffs for
John von Neumann and Oskar Morgenstere, Theory of Games and 
Economic Behavior (Princeton, N. J,: Princeton University Press, 1953),
pp. 238-290.
all possible combinations of strategies. Finally, in the real world, 
each player's utility scale differs to some extent, thus creating a 
non-zero-sum game. ^  Nevertheless, the value of game theory as an 
analytical tool cannot be understated.
Linear programming. A useful definition of linear programming
is:
Linear programming is a technique for specifying how to use 
limited resources or capabilities of a business to obtain a 
particular objective, such as least cost, highest margin, or 
least time, where those resources have alternate uses. It is 
a technique that systematizes for certain conditions the pro­
cess of selecting the most desirable course of action from a 
number of available courses of action, thereby giving manage­
ment information for making a more effective decision about 
the resources under its control.^
The origin of linear programming was in the work of the economist 
Leon Walras, and can be traced to the year 1874, when he published his 
Elements d'Economie Politique. Walras showed that the price of any 
number of commodities can be determined by solving simultaneously 
the correct number of equations in terms of the number of unknowns 
for which a solution is sought. Wassily Leontief's input-output 
analysis developed in the 1920s is also a contributor to what is 
called linear programming today. However, both Walras' and Leontief's 
systems attempted only to describe or explain existing economic rela­
tionships. Linear programming as it is practiced today attempts to 
identify optimum allocation of resources, and thus differs from the 
basic developments of Walras and Leontief. The basic form of linear
^Starr and Miller, p. 10.
12 Robert Ferguson and Lauren Sargent, Linear Programming: 
Fundamentals and Applications (New York: McGraw-Hill, 1958),
p. 3.
programming used today was developed by George B. Dantzig in 1947,
13
and is called the Simplex Method of Linear Programming.
The definition of linear programming specifies that it is essen­
tially an allocation of resources technique. The definition also im­
plies that certain assumptions are in effect, which include at least 
14
the following:
1) There must be an objective that the firm wishes to achieve.
2) There must be alternative courses of action, at least 
one of which will achieve the objective.
3) Resources are in limited supply, and are valuable.
4) All variables in the situation must be interrelated.
5) The firm's objective must be expressed as mathematical
equations or inequalities which are linear.
6) The constraining limitations surrounding the situation 
must be expressed in equations or inequalities which are 
linear.
A simple problem will demonstrate the technique. Suppose that 
a furniture manufacturing company, which desires to maximize its 
profit, manufactures only tables and chairs. Suppose also that the 
profit per table is $8.00, that the profit per chair is $6.00, and 
that the total profit will reflect the ratio of table to chair sales.
In the manufacture of the furniture, both tables and chairs must 
pass through machine center one and machine center two. Machine 
center one has a maximum of sixty hours available while machine center
two has a maximum of forty-eight hours available. Furthermore, each
13Ibid.
14Richard Levin and C. A. Kirkpatrick, Quantitative Approach-: 
to Management (New York: McGraw-Hill, 1965), p. 199. ~
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table requires four hours in machine center one and two hours in machine
center two. Each chair requires two hours in machine center one and
four hours in machine center two. The objective, of course, is to
select a combination of tables and chairs which will maximize the total
profits of the firm. In equations and inequalities, then,
4T + 2C < 60
2T + 4C < 48
Z *= Profit
Z *= $8T + $6Cmax
T > 0 
C > 0
lliis information is tabulated in Table 1-2. The mechanics of arriving 
at an optimum allocation differ according to the linear programming 
technique used. A simplex solution is shown in Table 1-3, and a 
graphical solution in Figure 1-3. In addition, there are at least 
two other linear programming techniques in practice which will yield 
the same optimum solution--twelve tables and six chairs.
It is rather immaterial how the optimum solution was obtained; 
what is more important is the fact that an optimum solution is ob­
tainable, making linear programming a powerful operations research 
technique within the assumptions surrounding it.
The example illustrated here is extremely simple, since only 
two products were assumed, requiring only two manufacturing processes. 
The general concept is applicable, however, to much larger combina­
tions of products and processes, as well as to non-linear relationships 
and probabilistic concepts. To this extent, linear programming, non­
linear programming, and dynamic programming can all be applied
TABLE 1-2 
MANUFACTURING PROBLEM INFORMATION
Hours Required for One Unit of Product
Machine Center Tables (T) Chairs (C) Total Hours
Available
1 4 2 60
2 2 4 48
Profit Per Unit $8 $6
(Richard Levin and C. A, Kirkpatrick, Quantitative Approaches 
to Management (New York: McGraw-Hill, 1965), p. 268.)
17
TABLE 1-3
SIMPLEX SOLUTION TO MANUFACTURING PROBLEM 
Table l-3a. Initial Simplex Tableau Completed
Product $8 $6 $0 $0
c .i
Mix Quantity T C Xl X2
$0 Xl 60 4 2 1 0
$0
X2
48 2 4 0 1
Z j
$0 $0 $0 $0 $0
Cj ' Zj $8 $6 $0 $0
Table l-3b. Second Simplex Tableau Completed
Product $8 $6 $0 $0
cj
Mix Quant ity T C XI x 2
$8 T 15 1 % k 0
$0 x2 18 0 3 1
Zj $120 $8 $4 $2 $0
Cj - Zj $0 $2 $-2 $0
Table l-3c. Third and Optimum Simplex Tablea u Comple ted
Product $8 $6 $0 $0
C i
Mix Quant ity T C *1 x2
$8 T 12 1 0 lh - ^ 6
$6 C 6 0 1 -X/6
Zj $132 $8 $6 $^/3 $2/3
Cj - 2j $0 $0 *-5/3 $-2/3
iff 
sh
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h
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28
MACHINE CENTER 120
AREA OF
FEASIBLE
SOLUTIONS MACHINE CENTER 2
20 28
TABLE3
FIGURE l-3a 
GRAPHICAL REPRESENTATION OF RESTRAINTS
(Richard Levin and C. A. Kirkpatrick, Quantitative Approaches 
to Management (New York: McGraw-Hill, 1965), p, 206.)
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TABLES
FIGURE I-3b
GRAPHICAL REPRESENTATION OF FOUR POSSIBLE SOLUTIONS
(Richard Levin and C. A. Kirkpatrick, Quantitative Approaches 
to Management (New York: McGraw-Hill, 1965), pp. 206-211.)
TABLES
FIGURE l-3c
GRAPHICAL REPRESENTATION OF OPTIMUM SOLUTION 
TO MANUFACTURING PROBLEM
(Richard Levin and C. A. Kirkpatrick, Quantitative Approaches 
to Management (New York: McGraw-Hill, 1965), pp. 206-211.)
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successfully. Furthermore, there Is no reason why programming tech­
niques cannot be applied to qualitative relationships provided that some 
utility framework such as that devised by von Neumann and Morgenstern 
is in effect.
STATISTICAL METHODS
Despite the fact that some operations research methods include
the use of probabilities and statistical measurements, statistical
concepts are usually grouped separately for discussion purposes,
*
Within the study of statistics, there are two separate philosophical 
approaches, which shall here be labeled the classical approach and 
the Bayesian approach. Each approach has application in the area of 
decision-making, and each will be discussed on the basis of its objec­
tive contribution to decision-making rather than its philosophical 
merits or demerits. In addition, the statistical concepts of regression 
and correlation will be discussed as a separate entity because of the 
nature of this paper. The term "statistics" here is defined as "the 
collection, presentation, analysis, and interpretation of numerical
M15data."
Classical approach. Although classical statistics includes the 
topics of statistical testing and statistical estimation, it is still 
an objective discipline. This theme of objectivity which so thoroughly 
permeates the classical school is its largest single differentiating 
characteristic, and serves as the point of delineation between the
Frederick E. Croxton and Dudley J, Ccwden, Applied General 
Statistics (Englewood Cliffs, N, J.: Prentice-Hal 1, Inc., 1955), p, 1.
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two schools.
The classical statistician has sought to treat the problem of 
statistical inference from an objective viewpoint, and in terms of 
significance levels, confidence coefficients, unbiased estimates, etc. 
He explains these concepts in terms of the classical school's meaning 
of probability. The classical school defines probability in terms of 
frequency of occurrence in repeated trials, such as occurs in any of 
several typical games of chance. The implicit classical viewpoint 
regarding inference problems is th’at they are matters of routine which 
re-occur over the passage of time, and therefore should be solved with 
long-run solutions. Elements of personal judgment are as far as 
possible to be excluded from statistical calculations.^
Another differentiating characteristic of the classical school 
of statistics is the strong preoccupation with measurement of items 
in terms of numbers. To illustrate the classical approach, two brief 
examples will be used.
Consider the following five sample items drawn from some 
"universe" such as the distribution of ages of market cattle:
The standard classical treatment of these statistics is shown in
SAMPLE ITEM AGE (MONTHS)
1
2
3
4
5
16
21
18
12
8
F. J. Anscombe, "Bayesian Statistics," Statistics in Action, 
Theodore J. Sielaff, ed. (San Jose: The Lansford press, 1963), p.
159.
Table 1-4.
Thus it can be seen that the sample mean, X = 15 months, and 
the standard deviation, S, is 5.1 months.17 The classical statisti­
cian would refrain from making any qualitative observations concerning 
the data itself, and if asked for the probability that a bovine of 
thirty-six months of age would be sold on the market, he might general­
ly express this possibility as
p (X «= 36) = p (X > 36) - p (X > 36)
with the exact probabilities dependent upon the type of frequency 
distribution involved. More important, however, is the fact that 
the classical statistician could not or would not express the probabili­
ty above unless he were sure that the distribution was based (or could
be based, at least conceptually) upon repeated observations of actual
18
events, or unless he had some insight into the nature of the density 
function.
In the absence of a known distribution based upon repeated 
observations of actual events, the classical statistician would be 
at a loss to express the desired probability; this refusal to inject 
qualitative estimates into the problem situation frequently makes the 
classical approach to statistics somewhat inapplicable to decision­
making problems because in most decision-making situations there are 
some unknowns.
Bayesian approach. The Bayesian approach to statistical methods
17Benjamin W. Niebel, Motion and Time Study (third edition; 
Homewood, 111.: Richard D. Irwin, 1962), pp. 254-255.
18
"Math Plus Intuition Equals Decision," Business Week, March 
24, 1962, p. 54.
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TABLE 1-4
CALCU1ATI0N OF MEAN AND STANDARD DEVIATION 
OF A SET OF SAMPLE DATA
Sample Item 
1 
2
3
4
5
Age in Months
u u  
16
21
18
12
8
75
C X - X ) 
+1 
+6 
+3 
-3 
-7
104
EX « 75
E(X - X)2
N
EX 75 \ | 104
  • ------  “ 15 Months s ° \!--- :------" 5.1
N 5
makes use of standard measurement concepts such as mean values and 
standard deviations, but its similarity to the classical approach 
ceases somewhat when probabilities are discussed.
Bayesian statisticians certainly do use probability concepts, 
but in a different sense. To the Bayesian statistician, probability 
implies judgments in the face of uncertainty, Bayesian statistics 
is therefore highly subjective. This subjectivity arises from two 
distinct sources. First, the probability to which Bayesian statis­
ticians refer is not necessarily based upon many repeated observa­
tions of actual events. In most cases involving actual decision­
making situations, the probability is estimated by the manager on 
the basis of past experience, intuition, etc. Second, Bayesian 
statisticians are quite willing to revise original probability esti­
mates in the light of additional information of either a subjective 
or an objective nature. This revision is accomplished by combining 
the original estimated probability with the probability indicated 
by the additional sample information. Classical statisticians would 
also revise original objective probabilities in the light of additional 
objective information such as that obtained from a random sample. The 
classical school would not, however, accept any information of a sub­
jective nature.
This combination of additional subjective or objective informa­
tion with original subjective information and estimates is essentially 
the theorem derived by the Reverend Thomas Bayes (1702-1761) and 
published two years after his death (in 1763). His "Essay Towards 
Solving a Problem in the Doctrine of Chances" forms the basis for
26
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some of the work in probability later done by LaPlace, Other works
followed, including F. P. Ramsey's "Truth and Probability," and other
extensive developments by deFinetti, Jeffreys, Savage, and, most
20
recently, Schlaifer,
The modern outcome of all these works is the problem solving 
technique used by the Eayesian-oriented decision-maker of today. Using 
Bayesian statistics, he attempts to show how the evidence of observa­
tions should modify previously held beliefs in the formation of rational 
opinions, and how, on the basis of such opinions and of value judgments, 
a rational choice can be made between alternative available actions.
This, of course, is a simplified generalization. Nevertheless, by 
returning to the brief examples cited in the discussion of classical 
statistical methods, the modus operand! of the Bayesian statistician 
is readily apparent.
First, he is not bound by the classical definition of probability, 
so it is not difficult for him to assess subjectively the probability 
of a thirty-six month old bovine being sold. Second, on the basis of 
the sample data he may wish to revise upward or downward this original 
probability in the economic light of what this event means to him.
The direction of the revision as well as his economic repercussions are 
of no real consequence here. What is important is the subjective 
treatment of the available information by the Bayesian statistician,
as opposed to the rigidly objective treatment of the classical statis­
tician. However, the introduction of subjectivity introduces errors
19Anecombe, p. 159. 
2°Ibid., pp. 159-160.
of judgment which would not exist in the objective approach of the 
classical statistician. The classical statistician also makes use of 
additional sample information in much the same manner, but he limits 
his considerations to objective information.
In discussing decision-making tools, Bayesian statistical 
methods must be given strong endorsement as being both realistic and 
effective. In addition, Bayesian concepts can be applied to a wide 
variety of problems involving uncertainty. The subjective approach 
of the Bayesian statisticians broadens the decision-making applica­
tions, but decisions still must be limited to situations involving 
measurable phenomena.
REGRESSION AND CORRELATION
The statistical concepts of regression and correlation are often
used interchangeably, but will be discussed separately. Technically,
they are not one and the same, but are so closely related that many
authors choose to group both under the title "correlation." Regression
can be defined as the estimation or prediction of unknown values of one
21variable from known values of another variable. Regression is, there­
fore, a descriptive phenomena in that it describes the nature of the
functional relationship between two variables. Correlation, on the
2 2other hand, is simply a measure of the degree of relationship, or a
measure of how well the regression equation predicts the unknown
21
Helen Walker and Joseph Lev, Statistical Inference (New 
York: Henry Holt and Co., 1953), p. 230.
22
Ernest Kurnev, Gerald Glasscr, and Frederick Ottman, Statis­
tics for Business Decisions (Homewood, 111.: Richard D. Irwin, 1959),
p. 403.
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values of a variable. Because one variable may be a useful and effec­
tive means of predicting another does not, however, imply in any way 
that one variable causes a change in the other.
Linear regression. The simplest and most widely used form of 
regression is a two-variable relationship between one variable having 
known values (X), and one variable having unknown values (Y). These 
are commonly referred to as the independent and the dependent variables, 
respectively. The nature of the relationship may be illustrated by 
a scatter diagram as shown in Figure 1-4. The diagram simply indicates 
the relationship; the relationship itself can be derived from the data 
in Table 1-5 using the least-squares method, which fits a regression 
line to the data such that the sum of the squared deviations about 
the line is a minimum. Thus any other line would have a larger devia­
tion sum and would not "fit" as well as the least-squares line. The 
general equation for this line is
Y = A + BX 
c
where Yfi is a calculated value of the dependent variable, A is the 
Y intercept, B is the slope of the line, and X is the known value of 
the independent variable. The equation above is easily recognized 
as the general equation for any straight line; hence the name "linear 
regression." To determine values for A and B, the following set of 
normal equations must be solved:
EY = NA + BEX 
EXY = AEX + BEX2
Using the data in Table 1-5 in these two equations, the regression 
line becomes more specifically
Y = 43.0 + 2.8X c
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YEAR NUMBER
FIGURE 1-4
SCATTER DIAGRAM RELATING SALES WITH YEARS
(Samuel Ellon, Elements of Production Planning and Control (New 
York: The Macmillan Company, 1962), p. 119.)
YEAR
1
2
3
4
5
6
7
8
9
10
11
)TALS
>rk:
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TABLE 1-5
DATA AND COMPUTATION FOR THE DETERMINATION 
OF A REGRESSION LINE FOR SALES-YEARS RELATIONSHIP
X
DOLLAR 
SALES IN MILLIONS x 2 XY
0 $45.0 0 0
1 42.5 1 42.5
2 50.1 4 100.2
3 50.6 9 151.8
4 62.0 16 248.0
5 52.0 25 260.0
6 53.5 36 321.0
7 64.3 49 450.1
8 60.1 64 480.8
9 73.6 81 662.4
10 71.0 100 710.0
IX = 55 Vi = 624.7 IX2 = 385 DCY - 3426.8
(EY5X2) - (ZXIXY)
a ^ ------ 5---------- 7----  = 43.0
(NIX ) - (IX)
N5XY - (IXSY)
NIX2 - (IX)2
(Samuel Eilon, Elements of Production Planning and Control (New 
The Macmillan Company, 1962), p. 119.)
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Superimposing this line on the scatter diagram in Figure 1-4 yields 
Figure 1-5. Once this regression equation has been derived, it can 
be used to predict a corresponding value for Y for any given value 
of X. There are, however, certain underlying assumptions which must 
be operative for the linear regression model. These assumptions 
include:
1) The population relationship is linear.
2) The mean of the Y-values for a given X-value lies on 
the regression line.
3) The variances of the Y-value about the regression line 
are constant for all X-values.
23
4) The distribution of Y-values for any X-value is normal.
The limitations of linear regression as a decision-making tool
should be obvious. First, it is noted that not all relationships 
are linear; therefore the linear model may be inapplicable for curvi­
linear related data. However, the linear model may be a useful approxi­
mation of the relationship over a limited range of values of the indepen­
dent variable. Second, the use of regression requires quantification 
of variables. Some variables are more difficult to measure than 
others, but when limited to measurable variables, the linear regression 
equation can be quite useful as a predictive device. In addition, 
the linear regression equation may not be sufficiently accurate to be 
used as a dependable predictive device. However, this accuracy depends 
to some extent upon the nature of the data.
Non-linear regression. In an effort to circumvent some of the 
limitations of linear regression, statisticians have also developed
23Ibid., pp. 410-411.
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YEAR NUMBER
FIGURE 1-3
SALES--YEARS PEGRE3SION LINE ON 
SCATTER DIACRAM OF DATA
(Samuel Ellon, Elements of production Planning and Control (New 
York: The Macmillan Company, 1962) fpl ii?7T * " ‘
a non-linear regression technique. Non-linear regression, by defini­
tion, is simply the relationship between two or more variables which 
are of the second degree or higher. Thus non-linear regression analy­
sis could conceivably embrace a multiplicity of first order independent 
variables as well as higher order forms of these same variables which 
are collectively related to the dependent variables. The general 
regression equation can take almost any form. For example:
Y = A + BX + CZ + DR2 + EG3 
c
where Yc is the calculated value of the dependent variable, A is a
2 3
constant, B, C, D, and E are coefficients, and X, Z, R , and G are 
independent variables of varying order.
Substantially the same procedure is followed in deriving the 
regression equation under non-linear regression as is followed for 
linear regression. The only differences are that the procedure is more 
complex, the scatter diagram involves a multiplicity of variables, and 
the relationship expressed by the equation is non-linear.
The flexibility of the non-linear regression model makes it 
applicable as a predictive device for a wide range of decision-making 
situations.
Transform regression. A more common form of non-linear regres­
sion is transform regression. Under transform regression, only two 
variables are used in describing the relationship, but curvilinearity 
is achieved by injecting "transform" variables of the original inde­
pendent variable. Thus a linear relationship can be converted to a 
curvilinear one by simply transforming the independent variable into 
another form which is not of the first degree. There is a decided
advantage in transforming the relationship in this manner, since no 
new variables are injected, and at the same time only one degree of 
freedom is lost for the addition of each new transform variable. 
Furthermore, since the value of the basic independent variable is known, 
every possible transform value of that variable is automatically known.
A brief example illustrates the use of transform variables.
Using the data in Table 1-6, the 3cacter diagram shown in Figure 
1-6 can be derived. The data in Table 1-7 shows the computational 
procedure used in deriving a linear regression relationship for the 
scatter diagram in Figure 1-6. However, inspection shows that the 
relationship is curvilinear rather than linear. By injecting the 
quadratic term, X2 , into the model, a curvilinear regression equation 
of the form
is the result. By plotting this curve and superimposing it upon
the scatter diagram of Figure 1-6, the curvilinear regression line
shown in Figure 1-7 results. By inspection, one can see that the
curvilinear equation "fits" the scatter diagram better than the
straight line. As in the case of two-variable linear regression,
a set of normal equations must be solved simultaneously to find
specific values for A, B, and C in the equation above. For the
24
quadratic transform these normal equations are:
Y = A + BX + CX2 
c
SXY = ASX + BSX2 + csx3
Croxton and Cowden, p. 486.
TABLE 1-6
SEARS, ROEBUCK & COMPANY SALES, 1925-1951
DOLLAR
YEAR SALES IN MILLIONS
1925 $380
1926 408
1927 448
1928 538
1929 687
1930 600
1931 587
1932 534
1933 576
1934 618
1935 749
1936 936
1937 961
1938 899
1939 1,122
1940 1,282
1941 1,594
1942 1,328
1943 1,258
1944 1,365
1945 1,374
1946 1,954
1947 2,078
1948 2,231
1949 2,133
1950 2,513
1951 2,382
(William A. Spurr, Lester S. Kellogg, and John H. Smith, Bus iness 
and Economic Statisttcs (Homewood, Illinois: Richard D. Irwin, 
1955), p.339.)
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FIGURE 1-6
SCATTER DIAGRAM RELATING SALES WITH YEARS
(William A. Spurr, Lester S. Kellogg, and John H. Smith, Business 
and Economic Statistics (Homewood, 111.: Richard D. Irwin, 1955), p.
340.
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TABLE 1-7
STRAIGHT LINE AND PARABOLA FITTED BY LEAST SQUARES 
TO SEARS, ROEBUCK & COMPANY DEFLATED SALES, 1925-31
STRAIGHT LINE PARABOLA
YEAR X
SALES 
(MILLIONS) 
Y XY x2 x 2y x4
1925 -13 $380 -4,940 169 64,220 28,561
1926 -12 408 -4,896 144 58,752 20,736
1927 -11 448 -4,928 121 54,208 14,641
1928 -10 538 -5,380 100 53,800 10,000
1929 -9 687 -6,183 81 55,647 6,561
1930 -8 600 -4,800 64 38,400 4,096
1931 -7 587 -4,109 49 28,763 2,401
1932 -6 534 -3,204 36 19,224 1,296
1933 -5 576 -2,880 25 14,400 625
1934 -4 618 -2,472 16 9,888 256
1935 -3 749 -2,247 9 6,741 81
1936 -2 936 -1,872 4 3,744 16
1937 -1 961 -961 1 961 1
1938 0 899 0 0 0 0
1939 1 1,122 1,122 1 1,122 1
1940 2 1,282 2,564 4 5,128 16
1941 3 1,594 4,782 9 14,346 81
1942 4 1,328 5,312 16 21,248 256
1943 5 1,258 6,290 25 31,450 625
1944 6 1,365 8,190 36 49,140 1,296
1945 7 1,374 9,618 49 67,326 2,401
1946 8 1,954 15,632 64 125,056 4,096
1947 QV 2,078 18,702 81 168,318 6,561
1948 10 2,231 22,310 100 223,100 10,000
1949 11 2,133 23,463 121 258,093 14,641
1950 12. 2,513 30,156 144 361,872 20,736
1951 13 2,382 30,966 169 402,558 28.561
TOTAL 0 31,535 130,235 1,638 2,13 7,505 178,542
(William A. Spurr, Lester S. Kellogg, and John H. Smith, Business 
and Economic Statistics (Homewood, Illinois: Richard D. Irwin, 1955), 
p. 339.)
YEAR
FIGURE 1-7
SCATTER DIAGRAM WITH LINEAR REGRESSION LINE 
AND PARABOLIC REGRESSION LINE
(William A. Spurr, Lester S. Kellogg, and John H. Smith, Business 
and Economic Statistics (Homewood, 111.: Richard D. Irwin. 195SI. o.
340.)
Of course additional transform variables can be injected into 
the model which may or may not contribute to a better description 
of the relationship between the data. A new set of normal equations 
must be developed and solved simultaneously for each additional order 
of the relationship.
Transform regression has several advantages over both linear 
and non-linear regression as a predictive and decision-making device. 
First, any possible set of data could be described with some regres­
sion relationship provided enough transform variables were added to 
the model. Second, if the value of basic independent variables can 
be determined, every transform variable becomes deterministic auto­
matically. Finally, the transform variables may be added to or sub­
tracted from the model in order to achieve the best possible descrip­
tion of the relationship. The only "cost" is the reduction of the 
degrees of freedom by one for each transform variable added.
Some degree of caution must be used, however, in the appli­
cation of transform regression equations as predictive devices. In 
the case of transform regression equations, a description of the 
data is produced in equation form. This description of the data does 
not necessarily imply a causal or stable relationship of the data. 
Furthermore, in linear regression and non-linear regression a linear 
or non-linear relationship is assumed beforehand, whereas the arbi­
trary injection of transform variables in a transform regression 
equation implies that the relationship is being sought. Therefore 
the descriptive transform regression equation may not be useful as 
a predictive device.
Linear correlation. Correlation was earlier defined as a
measure of the degree of relationship. It is thus a measure of how 
well a regression relationship fits the data it is supposed to describe 
In order to measure the correlation between two variables, such as 
in linear regression, it is necessary to measure the divergence of 
the actual values of the dependent variables from their estimated or 
computed values. The statistical symbol commonly used to designate 
the correlation between two variables is the coefficient of correlation 
R. The coefficient of correlation is defined as the square root of 
the ratio of explained variation to total variation, or symbolically,
Explained Variation - Y)
Total Variation | £(Y - Y)^
By observation it can be seen that R will vary from -1 to +1. 
Intuitively it can be seen that the closer to +1 R is, the better 
is the correlation, and consequently the better the regression equa­
tion "describes11 the data. Herein lies the reason for discussing re­
gression and correlation together. Only after a correlation coeffi­
cient has been calculated can the quality of a regression relationship 
be determined. Exactly where the dividing line is between a high 
degree of correlation and a low degree of correlation cannot be 
determined, but Table 1-8 represents a generally accepted rule of 
thumb.
By extending the regression analysis to include the computa­
tion of a correlation coefficient, some degree of reliability can be 
determined, since the analyst then has a relative measure of the qua­
lity of his predictive equation. This measure of quality of relation­
ship thus strengthens considerably the faith one may have in any 
regression equation as a predictive device. It cannot, however,
TABLE 1-8
CORRELATION COEFFICIENT INTERPRETATIONS
Value of Correlation Coefficient Interpretation
0.90 - 1.00 Very high correlation
0.70 - 0.90 High correlation
0.40 - 0.70 Moderate correlation
0.20 - 0.40 Low correlation
0 - 0.20 Slight correlation
(Raymond Mayer, Production Management (New York: McGraw-Hill,
1962), p. 241.)
Author's Note; The interpretation of correlation coefficients depends 
heavily upon the number of degrees of freedom. For one degree of free 
dom, a correlation of 1.0 is inevitable. Thus, the more degrees of 
freedom, the less R Is required to be in order to be considered "high.
guarantee accuracy of predictions.
Non-linear correlation, 'fhe concept of correlation is not 
limited to linear relationships, but can be applied to non-linear and 
transform relationships as well. The correlation coefficient for 
non-linear and transform relationships is defined as the square root 
of the ratio of explained variation to total variation just as for 
linear correlation. The calculation of a correlation coefficient for 
non-linear and transform regression relationships has the same rela­
tionship to these tools as it has to linear regression. With the 
correlation coefficient, the predictor or decision-maker has a rela­
tive measure of the quality of his generated regression relationship, 
and on the basis of this coefficient, he may choose to improve the 
regression relationship by injecting transform variables.
The decision-maker may thus circumvent linearity as a limitation 
of his predictive tool, as well as describe the data as accurately as 
he see3 fit in terms of correlation coefficients. However, as stated 
before, regardless of the correlation coefficient, no guarantee of 
accuracy of prediction can be made.
UTILITY CONCEPTS
A third general category of decision-making tools involves the 
use of utility concepts. Since utility has been defined traditionally 
as the power to satisfy human wants, and since satisfaction is a 
subjective trait, utility is a qualitative concept. The study of 
utility concepts can thus be the first step towards a truly qualitative 
model.
The concept of utility in the classical economic sense assumes
43
implicitly that the objective of the individual is to maximize the
total profits he can achieve with his limited resources of time, effort,
and money. The rationality of the individual is thus defined in terms
of the utilization he makes of his scarce resources to achieve this
26
end of maximization of profit.
Contemporary developments in economics have#emphasized the lack 
of realism of the assumption that individuals act so as to maximize 
profits. Moreover, sociologists and psychologists have uncovered 
much evidence to support this allegation. Sociologists and psycho­
logists argue that individuals often make decisions without recourse 
to maximization of profit in the strict economic sense. Expressed
differently, people act irrationally, but only because rationality
27has been defined as the maximization of profits.
Before any meaningful discussion of utility concepts and models
can be undertaken, it is necessary to state the conditions under which
the concepts and models have been developed. Von Neumann and Morgen-
stern have developed a utility concept which forms the basis for most
contemporary works dealing with utility. Von Neumann and Morgenstern
recognized the difference between profit and utility and hypothesized
that men maximized utility (satisfaction from all sources rather than
from profits alone). Thus they defined rationality as satisfaction
28maximization rather than profit maximization. In addition, von
26
Starr and Miller, p. 20.
27Ibid., p. 21.
28
Von Neumann and Morgenstern, pp. 8-15.
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Neumann and Morgenstern developed a set of basic axioms which they 
thought would always hold true for a rational man.
Derivation of a utility function. Von Neumann and Morgenstern 
provide the entire mathematical theory and framework necessary to 
develop a utility function in preliminary discussions relative to 
game theory. Using this framework, Bierman, Bonini, Fouraker, and 
Jaedicke have illustrated an approach to deriving utility functions, 
but the approach demands the following assumptions:
1) With any two alternatives, we can decide whether we 
are indifferent to them or which one we prefer.
2) Alternatives are transitive, i.e., if A is preferred 
to B, and B is preferred to C, then A is preferred to 
C.
3) If a person is indifferent to two lotteries, then 
one of these lotteries may be substituted for the 
other for purposes of analysis.
4) If two lotteries have the same two possible outcomes, 
but the outcomes have different probabilities, then 
the lottery with the more favorable outcome having 
the higher probability is the preferred lottery.
5) If A is preferred to B, and B is preferred to C, then 
there is some lottery involving A and C which is indif­
ferent to B for certain.
6 ) If A is preferred to B, and there is some third alterna­
tive, C, then any combination of A plus C is preferred 
to a combination of B plus C, provided the probability 
assignments are the same in both lotteries.
7) The utility of a lottery is defined to be equal to the 
expected utility of its components.
These assumptions are merely simplified restatements of the basic
30utility axioms developed by von Neumann and Morgenstern.
29
Bierman e_t al, pp. 195-197.
30
Von Neumann and Morgenstern, p. 2C.
45
Thus by quizzing an individual regarding his preferences in a 
group of dual-alternative situations, a utility function can be derived 
which relates an individual's utility in terms of money. By repeating 
this process for a large number of alternatives involving varying 
amounts of money, a set of utility-money data can be gathered, which,
when plotted as a locus of points, would approximate the curve shown
in Figure 1-8. Table 1-9 shows a typical respondent's preferences.
Thus the derivation of an individual's utility function, as 
well as the measurement of his utility, poses no serious problems. 
According to von Neumann and Morgenstern, the only arbitrary charac­
teristics of such utility measurement are the zero point of the curve
31
and the unit used to measure the utility.
A more serious problem exists when interpersonal comparisons
of utility are attempted. Because each individual's utility function
differs in regard to absolute zero point and unit of measure, it is
difficult to compare one individual's function with that of another.
Von Neumann and Morgenstern do not, however, deny the possibility
that such interpersonal comparisons may be validly made at some point 
32
in the future.
An earlier treatment of utility functions and subjective pro­
bability was devised by Frank Ramsey in 1926. Ramsey's approach was 
somewhat different from that of von Neumann and Morgenstern. Ramsey
limited his theory to "ethically neutral" propositions about event
*
occurrences. For example, he visualized the individual as being 
3 1Ibid., p. 23.
3 2Ibid., pp. 1-6.
0.5
Money ($1,000)
FIGURE 1-8 
UTILITY FOR MONEY
(Harold Bierman et_ a_l, Quantitative Analysis for Business 
Decisions (Homewood, 111.; Richard D. Irwin, 1965), p. 202.)
TABLE 1-9 
MONEY INDEX - UTILITY INDEX DATA
d Monetary Index Utility Index
$1 0 0 , 0 0 0 1.50
1 0 , 0 0 0 1.00
5,500 0.75
3,000 0.50
900 0.25
0 0 . 0 0
-1 , 0 0 0 -0.50
-2 , 0 0 0 -1.50
(Harold Bierman et al, Quantitative Analysis for Business 
Decisions (Homewood, 111.: Richard D. Irwin, 1965), p. 201.)
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faced with two options (I and II), each of which gave him the prospect
of two money gains of different amounts but equal probabilities of .5
each. Thus option I gave the individual a prospect of money gain (a)
with a probability of .5 and also a prospect of money gain (b) with
probability .5. Option II gave the individual a prospect of money gain
(c) with probability of .5 and also a prospect of money gain (d) with
probability- of .5. Given that (a) > (c) and (d) > (b), the money
differences (a-c) and (d-b) must be adjusted so that the individual
33becomes indifferent as to his choice of options. The configuration
of the option payoffs is illustrated in Table 1-10.
From this indifference, Ramsey concluded that the utility of
(a) less the utility of (c) must equal the utility of (d) less the 
34utility of (b). Ramsey further concluded that the ability to rank
utility differences establishes the cardinal measurability of utility,
35and hence the utility function.
Measurement of utility up to a positive linear transformation 
was thus accomplished by different researchers at two different times 
and using two different approaches.
Characteristics of a utility function. There are certain 
generally observable characteristics of the utility function within 
its conceptual framework. By examining Figure 1-8, it can be observed 
that the slope of the utility function is continually positive, and
33
William Fellner, Probability and Profit (Homewood, 111.: 
Richard D. Irwin, 1965), p. 94.
3 4Ibid.
35Ibid.
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TABLE 1-10
PAYOFF CONFIGURATION FOR OPTIONS I AND II
OPTION
II
(William Fellner, Probability and Profit (Homewood, Illinois: 
Richard D. Irwin, 1965), p. 94.)
for small changes in the money scale, the utility function can be re­
garded as approximately linear. Should the utility function be, in 
fact, linear, as in Figure 1-9, the individual would maximize utility 
by maximizing monetary value. Using conventional indifference curve 
analysis, it is also reasonable to conclude that the utility function
would approach upper and lower limits due to the diminishing marginal
36
utility view of consumer psychology.
Finally, the analyses presented by von Neumann and Morgenstern, 
Fellner, Ramsey, and Bierman e_t al are inherently quantitative despite 
the qualitative nature of utility. Quantification in each case occurs 
as a result of the framework in which the analysis is presented. The 
analyses of von Neumann and Morgenstern and Ramsey indicate that pro­
gress is being made in the quantitative measurement and treatment 
of utility. However, some unanswered problems still remain in utility 
analysis, particularly in the area of applications of these concepts.
THE NEED FOR A QUALITATIVE MODELLING TECHNIQUE
In the discussion of the preceeding models and concepts, it is 
noted that some approaches are more adaptable to qualitative 
considerations than are others. In many cases, however, the inclusion 
of qualitative variables is either beyond the scope of the modelling 
technique, or else requires very special assumptions. Generally, 
these special assumptions result in a model which is considerably 
more sophisticated than many of the basic models presented here.
(For example, the application of von Neumann and Morgenstern's n- 
person, non-zero-sum game to a real situation requires knowledge and
36
Bierman et a), p. 202.
Money
FIGURE 1-9
LINEAR UTILITY - MONEY RELATIONSHIP
(Harold Bierman e_t al^ , Quantitative Analysis for Business 
Decisions (Homewood, 111.: Richard D. Irwin, 1965), p. 203.)
understanding beyond the leval of many managers.)
Higher levels of sophistication in models demand increased 
training and education of managers, if these managers expect to use 
the more sophisticated models for decision-making. Many top managers 
do not possess graduate training and education. Therefore, models 
which require more sophisticated managerial knowledge are of little 
use to them, despite the fact that these models may include qualitative 
considerations.
Thus it appears that there is a real need for a modelling 
technique which can include qualitative variables in decision-making 
and prediction situations, and which is of such a level of sophisti­
cation as to be usable by today's top managers. Hopefully the availa­
bility and use of such a modelling technique would either lead to a 
decision or provide additional information leading to a decision.
OBJECTIVES OF THE STUDY
With the need for a modelling technique which provides for the 
inclusion of qualitative considerations thus established, the objec­
tives of this study can now be stated. This study is concerned with 
two basic objectives that are stated formally as follows:
1) To develop a general modelling technique that enables 
decision-makers to include qualitative variables in 
models which will describe and predict non-quantitative 
event relationships.
2) To use the modelling technique to describe and predict 
the effects of the passage of the Civil Rights Law of 
1964 on selected functional areas of management in a 
test group of manufacturing firms in the state of Lou­
isiana.
The first objective is concerned with the ability to develop a 
conceptual framework leading to a modelling technique capable of
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including qualitative variables. Qualitative variables as defined 
in Chapter Two do not always lend themselves to mathematical treatment, 
particularly in some types of models discussed in Chapter One. The 
conceptual framework must, therefore, provide for the treatment of 
these qualitative variables in some type of modelling procedure.
The first objective is also concerned with the obfuscating problem 
of developing a method for quantifying and measuring these qualitative 
variables. The final concern of this first objective is the develop­
ment of a mathematical description of qualitative variable relation­
ships which permits prediction of the qualitative variable effects.
The second objective is concerned with the application of the
general modelling technique to a specific situation in an effort to
verify its effectiveness as a predictive device. The conceptual frame­
work developed under the first objective will be used to develop a
specific mathematical description of the effects of a non-quantitative 
event on selected functional areas of management. The qualitative 
variable selected for the experiment is the Civil Rights Law of 1964-.
This second objective also implies that the passage of this law is 
affecting selected functional areas of management. It is theorized 
that the effects of this law could motivate management to make com­
pensatory decisions, but in the absence of a mathematical description 
of the relationship of the effects of the law, their decisions would 
be based entirely upon intuition, experience, and guesswork.
A further objective is to apply the modelling technique to this 
situation, to describe and predict the effects of the law mathematic­
ally, and to conceptualize the relationship in terms of the number of 
employees in a group of test firms. With this mathematical description,
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the manager of a given-sized firm can rely less upon intuition, exper­
ience, and guesswork, while more heavily weighing the mathematical 
relationship in arriving at compensatory decisions suggested by the 
effects of the law. The final test of the validity of the modelling 
technique as applied in this situation is the comparison of the pre­
dicted effects as described by the mathematical relationship with the 
actual sample effects. It is theorized that the mathematical relationship 
will enable the analyst to predict accurately the effects the law will 
have in any given firm without having to undertake an extensive and 
expensive sampling program. If this is proved to be true, then the 
empirical mathematical relationship could be useful as a predictive 
device which hopefully leads to better decisions.
CHAPTER SUMMARIES
The study results are contained in the five chapters of this 
paper. Chapter One presents a brief survey of some of the more pop­
ular types of models and predictive techniques and culminates in a 
statement of the need for conducting this study.
Chapter Two is devoted to a discussion of the assumptions and 
concepts necessary for the development of the modelling technique.
The integration of these assumptions and concepts provides the con­
ceptual framework within which the modelling technique is developed.
Chapter Three discusses the design of the sampling approach 
used to gather the data for the study. This chapter also discusses 
preliminary statistical tests of homogeneity to which the. group of 
test firms was subjected.
Chapter Four explains the nature of the data, how it was
computerized, and the development, of the multiple transform regression 
equations resulting from the computer program iteration. This chapter 
also relates how these multiple transform regression equations were used 
to predict the effects of the qualitative variable in a second test 
group.
Chapter Five is a summary chapter devoted to an explanation of 
the study results. Conclusions and recommendations are discussed in 
this chapter, as well as areas in which further research is needed.
CHAPTER TWO
CONCEPTS AND ASSUMPTIONS 
OF THE PROPOSED MODELLING TECHNIQUE
Each basic type of model discussed in Chapter One assumes that 
all input and output variables are quantifiable and measurable In some 
manner. Furthermore, the sub-optimization solution to each model 
discussed is generally expressed in units that have some economic 
meaning or Importance to managers, such as dollars or time units.
This is because many models are built around the basic assumption of 
maximization of profits and/or minimization of losses (in the strict 
economic sense).
MEASURABILITY OF VARIABLES
Since the quantification of all significant input variables is 
necessary for a meaningful economic solution, measurability of these 
variables is essential. There is a variety of units available for 
measuring different types of Inputs. For example, hours, days, months, 
and years are accepted units of measurement for time. In the United 
States, the dollar is the accepted basic unit of measurement for money, 
while feet, inches, yards, and miles are accepted units of measure­
ment for length.
The measurability and quantification of input variables pose 
no problems when these variables are of the types described above. 
However, despite the realization by managers that qualitative phenomena 
can affect decisions, no widely accepted unit of measurement for these 
phenomena and their effects has emerged. With the passage of time, 
however, the effects of these events can be evaluated gradually as
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their relationships to the managerial functions become apparent.
This evaluation of the effects of qualitative events can thus be accom­
plished without actually developing a unit of measurement for the events 
themselves. Unfortunately, however, this type of analysis and evalua­
tion is ex post facto, rendering it useless for decisions which must 
be made before or at the time of occurrence of the event or events.
One possible method of immediate measurement of qualitative 
event effects on firms is to evaluate these effects in terms of utility 
or disutility experienced by managers. The utility from a given 
qualitative event can be gauged by the effect the event has upon func­
tional areas of management. For example, suppose that qualitative 
event A causes events B, C, and D to occur. Event A can then be 
"measured" in terms of the utility (or disutility) derived from 
events B, C, and D. It is assumed here that events B, C, and D have 
occurred previously, and that the utility produced by them has been 
experienced and evaluated previously by the manager. If this were 
not the case, the manager's evaluation of the utility produced by A 
would be pure guesswork based upon speculation.
If events B, C, and D happened to be repetitive or existing 
events whose intensity of occurrence varied with the occurrence of 
event A, then the effect of the occurrence of qualitative event A 
could be measured in the change In utility derived from changes in 
B, C, and D caused by event A. It also can be possible that events 
B, C, and D can be measured in terms of some accepted objective quan­
titative unit of measurement. If this is the case, then the impact 
of event A can be measured in important units (e. g. economic) and 
an objective decision can bo suggested. Furthermore, if this is the
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case, there, is no need to evaluate the utility derived from the events, 
since the use of a widely accepted objective unit of measurement is 
preferable to the use of a subjective unit as a measuring device.
The very nature of any modelling process suggests that the 
relationship between events A, B, C, and D (previously described) 
be put into some form of quantitative framework. The establishment, of 
this quantitative setting, as well as quantification of the events 
themselves, is of paramount importance and must be done before any 
modelling process can continue. No mathematical treatment can be 
given prior to this quantification.
ASSUMPTIONS
Most models are valid only under a limited set of conditions 
and assumptions. The multiple transform regression model proposed 
In this paper is no different in the sense that it too is valid only 
under a limited set of conditions and assumptions. These conditions 
and assumptions relate primarily to the quantification and measurement 
of the qualitative event variables used in the model. Since the model 
Is concerned with utility as a variable, at least two assumptions must 
prevail:
1) Utility is measurable
2) Managers are "generally rational"
Assumption: utility is measurable. In writing their Theory
of Games and Economic Behavior, von Neumann and Morgenstern developed 
a series of axioms for utility measurement.^
Von Neumann and Morgenstern, p. 26.
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The first axiom is concerned with the ordering of events, and
assumes that all events can be ordered according to a "greater than,
less than, or equal to" relationship. This first axiom establishes
2
the ordinal characteristic of utility.
The second general axiom provides for the application of the 
rules of probability to the utility concept. Therefore, according 
to von Neumann and Morgenstem, utilities can be weighted with proba­
bilities. Furthermore, through the use of probabilities, continuous
utility relationships can be developed. Finally, both prior and con-
3
ditional probabilities can be applied to utility.
A third axiom provides for independence of events. For example, 
if A is preferred to B, then the appearance of C will not alter this 
preference. In other words, the utility-producing events are mutually 
exclusive and exhibit no complimentary effects upon each other. Con­
versely, the utilities or disutilities produced by mutually exclusive
A
events are algebraically additive. In addition, von Neumann and 
Morgenstem showed mathematically that utility is an operationally 
testable expectation when examined within their axiomatic framework. 
Utilities considered within the context of these axioms are measurable 
up to a positive linear transformation. (Measurability up to a posi­
tive linear transformation refers to the assignment of a numerical 
measure to any quantity of an entity in question.3 The "entity" in
2Ibid.
3 Ibid.
4
Feliner, p. 83.
5Ibid.
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question here is utility.) The assigned numerical value' is arbitrary 
only in respect to the measuring unit used and the zero point of the 
scale being used to effect the measurement.^ ,
Finally, meaningful measurement of any phenomenon generally 
requires both cardinal and ordinal characteristics. Within the axiomatic 
framework of von Neumann and Morgenstem, both cardinal and ordinal 
characteristics of utility are achieved. Therefore, this first assump­
tion seems to be a valid one when considered within this context.
The axiomatic system developed by von Neumann and Morgenstem 
is for an individual person, and does not provide for cross-individual 
comparisons.^ Therefore, the consistent use of a given scale form 
should measure consistently the utility of any individual, provided 
the von Neumann and Morgenstem axioms are operational.
Additional evidence that utility is a measurable phenomenon
is found in writings on psychometric methods, particularly those of
8 9Guilford and Ghiselli. Moreover, according to Louis Guttman, any 
phenomenon is measurable provided that it has a single dimension or 
is a unitary concept. Thus any phenomenon is measurable when it 
has complete homogeneity.^ Sociologists and psychologists agree that
6Ibid.
^Ibid., p. 84.
8
J. P. Guilford, Psychometric Methods (second edition; New 
York: McGraw-Hill, 1954), pp. 1-18.
9
Edwin E. Ghiselli and Clarence W. Brown, Personnel and Industrial 
Psychology (second edition; New York: McGraw-Hill, 1955), pp. 87-125.
•^Louis Guttman, "A New Approach to Factor Analysis: The Radex,"
Mathematical Thinking in the Social Sciences, Paul F. Lazarsfield, ed. 
(Glencoe, Til.: The Free Press, 1954), p. 259.
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utility measurement is possible, but equate utility with the more 
conventional behavioral term, "attitude," which in turn is a unitary 
and homogeneous concept. Attitude is defined as a personal disposition 
common to all individuals which impels them to react to objects, situa­
tions, propositions, or events that can be called either favorable or 
unfavorable.
Assuming, then, that utility is measurable, the only remaining 
problem is the selection of a utility unit. The following discussion 
suggests how this problem can be overcome. If a rational individual 
is faced with measuring the utility of each of five independent events, 
and is given a discrete scale measuring 0-5 units of utility, he might 
indicate his preference according to Table 2-la. If given a discrete 
scale measuring 0 -1 0 0 , he might indicate the utility of each event 
according to Table 2-lb. Finally, if given a discrete scale measuring 
0-500, he might indicate the utilities of the events according to 
Table 2-lc. In each case, the level cf satisfaction indicated appears 
to be different according to the cardinal measurement, but in each 
case there is no relative difference between the utilities of the 
events in question. Thus, any of these three scales could suffice to 
measure utility in a given situation, provided the individual registering 
the utility is consistent in the use of that scale. Furthermore, since 
all five events retain their relative positions on each scale, then the 
utility units for each scale are simply multiples of each other scale. 
Therefore, if all utility measurements of an individual are recorded 
on the same scale, mathematical treatment of his utility function can
^Guilford, pp. 456-457.
TABLE 2-1
UTILITY-EVENT RELATIONSHIPS ON THREE DIFFERENT SCALES
Event A B C D E
Utility 0 1 2 3 4 5
TABLE 2-la
Event A B C D E
Utility 0 20 40 60 80 100
TABLE 2-lb
Event A B C D E
Utility 0 1000 2000 3000 4000 5000
TABLE 2-lc
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be validly undertaken, and meaningful mathematical relationships derived.
Thus the utility scale itself can be chosen arbitrarily. If the 
arbitrarily selected scale is used consistently and universally, all 
utility measurements will have both cardinal and ordinal characteris­
tics. These two types of characteristics thus enable utility to be
measured in much the same manner as many other phenomena experienced
12in the real world, provided the second assumption above is operative. 
Finally, from a mathematical viewpoint, it makes little difference 
what the unit used to measure utility is called, so long as it is used 
consistently.
The ability to measure utility implies that the utility of the
firm is approximately equal to the utility of the top manager of the
firm, and can be interchanged with it when referring to utilities
resulting from business decisions.
In the strictest sense, the firm itself, being inanimate, has no
utility. Utility is a subjective concept, and thus depends upon the
13
existence of people for its own existence. Therefore, the utility 
of the firm is the utility of the owners and operators of the firm.
The manager of a firm is its agent, and supposedly manages the firm 
according to the best interests of its owners, the stockholders. It 
can be reasoned, then, that unless the manager managed the firm to the 
satisfaction of the stockholders, he would not long retain his position.
As agent for the firm, his business decisions are the firm's decisions,
^Fellner, p. 83.
13
Campbell R. McConnell, Economics: Principles, Problems, and
Policies (second edition; N’ew York: McGraw-Hill, 1960), p. 424.
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despite the fact that he personally makes these decisions. Therefore, 
his utility schedule reasonably can be assumed to approximate the utility 
schedule of the owners of the firm, if his decisions are in their inter­
ests.
Assumption: managers are generally rational. Rationality is
defined here in the strict economic sense--that is, the maximization of
profits (in dollars) and the minimization of losses (in dollars). 3y
•'generally rational” is meant that managers do not necessarily maximize
profits (in dollars) or minimize losses (in dollars) but only tend
14toward these ideal objectives. Rather, the managers maximize their 
satisfaction and minimize their dissatisfaction. It is assumed that 
profit is a principal reason businesses operate. Therefore, profits 
generally are the dominant element of satisfaction, but the total satis­
faction at any time is derived from a combination of profits and other 
satisfaction-producing sources. If managers are generally rational, 
they would not substitute completely and totally non-profit objectives 
which produce satisfaction for profit objectives. At the same time, 
however, they would not realistically pursue only the profit objective. 
Under this assumption, then, managers endeavor to make "reasonable" 
profits and at the same time achieve some degree of success in pursuing 
objectives of a non-profit nature but which produce satisfaction.
These "other objectives”^^ would include personal or secondary objectives 
such as power, status, etc.
^James G. March and Herbert A. Simon, Organizations (New York: 
Wiley and Sons, 1958), pp. 136-142.
^Herbert A. Simon, Adroinistra cive Behavior (second edition;
New York; The Macmillan Company, 1961), pp. xxv-xxvi.
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Furthermore, under this second assumption, it would be impossible 
for managers to act in a completely irrational manner. It seems reason­
able to conclude, then, that managers are rational only in the seitse 
that irrationality beyond some point would not be tolerated. Within 
the confines of the area up to that point, the manager is capable of 
being irrational, but not to the extent that he disregards completely 
the interests of the stockholders. Hence the term "generally rational"
4 a 16is used.
A second implication can be observed intuitively. The total 
utility of a firm is equal to the sum of the utility from profits and 
the utility from all other sources. In a free enterprise system, profit 
is the reason why businesses operate. Thus in most cases, the utility 
derived from profits is greater than the utility derived from other 
sources. Expressed in mathematical terminology, these statements 
take the following form:
(1) U_ “ U_ 4 Uv , where U = total utility of the firm, U =
1 i; K  1 P
utility derived from profits, and U„ = utility from all
Iv
other sources.
(2) Up »  UK
Since Up is derived from profits, Up is a function of profits. In 
equation form,
(3) Up ® h (profits)
Since U„ is derived from other sources, U., is a function of these
K
sources. In equation form,
(4) UR = j(K)
16Ibid., pp. 75-77.
It is also evident that profits depend upon a variety of profit 
producing resources. Among these resources are capital, manpower, 
and equipment. Therefore, profits are a function of profit producing 
resources. In equation form,
(5) Profits = g(PPR)
Combining equations (1), (3), (4), and (5) yields equation (6 ):
(6 ) UT *= h[g(PPR)] + j (K)
By setting j(K) equal to a constant, equation (6 ) reduces to 
equation (7):
(7) UT = z(PPR), where z(PPR) = h[g(PPR)] + constant.
However, if j(K) is not a constant, the relationship in equation (8 ) 
holds true:
(8 ) UT «  z(PPR)
As IL, becomes very much greater than Uv , then z(PPR) becomes a pro- r K
gressively better approximation of U^.
Therefore, a carefully selected profit-producing resource can 
be used as an indicator or measuring device of utility provided the 
functional relationship is known, the profit-producing resources are 
employed in an approximately fixed ratio, and the utility from profits 
is much greater than the utility from other things.
DEFINITIONS
In developing a technique for predicting qualitative events, 
it is necessary to introduce certain concepts and terms. These 
definitional statements are related to the basic assumptions explained 
in this chapter, and are used extensively in the development of the 
proposed model.
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Qualitative event. A qualitative event is defined as a pheno­
menon, the effects of which do not ordinarily lend themselves to 
cardinal and ordinal measurement or evaluation at the time of the 
occurrence of the event. For example, if an event occurs which affects 
employee morale, the change in employee morale cannot ordinarily be 
measured discretely and deterministically. Given enough time, however, 
it is possible that the effect of the event can eventually be translated 
into some measurable unit such as dollars. However, ex post facto 
measurement of this type is useless for formulating decisions which 
will be operative and effective in the time period immediately following
the occurrence of the event.
It is implied, also, that qualitative events as defined in this
study are of some use and interest to the professional manager in a
decision-making environment.
Decision-making. According to Koontz and O ’Donnell, decision­
making is the actual selection from among alternatives to a course of 
17action. Koontz and O'Donnell developed progressively the concept 
of decision-making in the strict traditional sense: that the manager
makes his decisions in an attempt to maximize profits (in dollars) or 
minimize losses (in dollars).
Herbert Simon was more detailed and succinct in his definitional 
statements concerning decision-making. Simon recognized three distinct 
phases of decision-making— searching for courses of action, finding
Harold Koontz and Cyril O ’Donnell, Principles of Management 
(third edition; New York; McGraw-Hill, 1964), p. 135.
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courses of action, and choosing from among these courses of action.
Although Koontz and O'Donnell defined rationality as applied to decision­
making in the strict traditional economic sense, Simon chose not to 
define his concept of decision-making in this manner. Rather, he 
defined decision-making as being rational only within certain limits,
which coincides with the assumption made in this paper that managers
19are "generally rational."
Drawing elements from both of these schools of thought leads 
to a definition of decision-making used in this paper. Decision-making 
here refers to the generally rational selection from alternatives by 
top-level managers in an attempt to arrive at a satisfactory course 
of action. This definition is consistent with Simon's definition, 
despite its departure from strict traditional thought. The "generally 
rational" selection limits the selection process to generally rational 
managers. Decision-making here also encompasses only top management 
because of the hierarchical use by top managers of most models, and 
because of the Implications of the assumption that managers are generally 
rational. Moreover, because of the responsibility of his position, the 
top manager seems to be more "generally rational" than individuals in 
less responsible positions. Finally, the top manager is more concerned 
with the gathering and interpretation of decision-making Information 
than is an individual in a position of lesser authority.
Quantitative characteristic. Quantitative characteristic is a
18
Herbert A. Simon, The New Science of Management Decision (New 
York; Harper and Row, 1960), pp. 1-2.
19
Simon, Administrative Behavior, p. xxv.
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general term which refers to any characteristic of an item in a universe 
which can be measured in meaningful units, mathematically treated, 
and which varies from item to item in the universe. For a universe of 
business firms, examples of quantitative characteristics include sales, 
profits, number of employees, equipment investment, physical size of 
plant, average years of education of employees, etc. Because this term 
is defined as including a broad number and type of measurable phenomena, 
these characteristics may or may not be related to the occurrence of 
a particular event, or to the formulation of a particular decision.
As opposed to the general class of quantitative characteristics,
a relevant quantitative characteristic is one which is related to the
occurrence of a particular event, or to the formulation of a particular 
decision. It is "relevant" in the sense that it bears some defineable 
or observable relationship to the occurrence of a given event and is 
of some use to the decision-maker in formulating decisions relative to 
the occurrence of a given event. In mathematical language, the quanti­
tative characteristic is a function of the event.
The number and type of relevant quantitative characteristics
available to any decision-maker in a decision-making situation depends 
upon the astuteness of the decision-maker, his information gathering 
systems, his managerial experience, etc. Tn a general sense, the move 
relevant quantitative characteristics the manager recognizes, the greater 
is the probability that he will make a meaningful decision.
Artificial quantification. It has already been stated that some 
phenomena (qualitative events) are not ordinarily quantifiable and do 
not lend themselves to mathematical treatment. In order to use these
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qualitative events in a mathematical model, it is necessary to quantify 
them in some manner.
In the discussion of assumptions, it was shown that utility is 
measurable and is a medium which can be used to measure qualitative event 
effects. The only question that remains is the method to be used in thus 
artificially quantifying and measuring these qualitative events. Artifi­
cial quantification as used here is defined as the consistent subjective 
measurement by one or more individuals of qualitative events upon a 
utility scale that has cardinal and ordinal characteristics.
Subjective scalings require judgments on the part of the raters 
who use them. Care must be taken to ensure that the scale used measures 
adequately and accurately the phenomenon in question. The discussion 
of J. P. Guilford in his Psychometric Methods is applicable in develop­
ing a scale which can be used to measure utility. According to Guil­
ford, in the development of any type of rating scale, a number of ques­
tions arise. One of these questions concerns the number of rating
20categories which will give optimum results.
In selecting the proper number of scale categories to be used,
there are several considerations. If too few scale steps are used,
the scale loses much of the discriminatory powers of which raters are
capable. If the scale is graded so finely that it is beyond the rater's
21power of discrimination, it is useless for purposes of analysis. In
an effort to determine the optimum number of scale divisions to use, 
several empirical studies have been conducted. Most social studies
20Guilford, pp. 263-298. 
21 Ibid., pp. 289-290.
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agree that the optimal number of scale divisions is between five and 
22twenty-five, depending upon what is being rated and the purpose for
which the results are to be used.
Empirical evidence also exists which indicates that eleven is
the optimal number of scale divisions. Generally, as the number
of divisions increases, additional true variance is added; but this
becomes decreasingly important, while the addition of random errors
becomes increasingly important. Fortunately, there seems to be a wide
range of variation in refinement around the optimal point in which
the scale reliability changes very little. Therefore, the selection
of the optimal number of scale divisions is not as critical as it might 
23
seem.
A related question that arises is whether to use a discrete cr
a continuous scale. Neither discrete nor continuous scalings seem to
24
provide any advantage in reliability of test results. However, the
discrete scale does have the practical advantage of more simplified 
25
calculations. Thus, within certain limitations, the type of utility 
scale can be selected somewhat arbitrarily. Regardless of the number 
of scale divisions, consistency in the use of the scale must prevail 
throughout any data collection in order to achieve reliable results.
Descriptive event. A descriptive event in this paper refers to
22Ibid., p. 290.
23Ibid., p. 291.
24
Ghiselli and Brown, pp. 9/-98.
2 5Ibid., pp. 103-104,
72
any event which can be perceived and described in some detail. Des­
criptive events may result from the occurrence of a qualitative event, 
and serve as indicators of the qualitative event's occurrence.
For example, if qualitative event A occurred and caused events 
B, C, and D, then events B, C, and D could be used as measures of A. 
Descriptive events, therefore, are secondary in the sense that they 
are related to some primary event.
Predictive index. Hie predictive index is the value for a
dependent variable computed from a regression equation. The regression
equation in this paper is a transform variable equation developed to
describe as closely as possible the relationship between sample data.
In this study, the dependent variable, Y, is defined as the measured
utility of the study participants. Predicted utility, Y , is difteren-
c
tiated from measured utility by use of the subscript c. The indepen­
dent variable, X, is defined as the size of the firm measured by the 
number of employees. For example, the transform regression equation 
which best describes the relationship between variables X and Y could be;
Y - A + BX + CX2 
c
where Y£ is the computed value, A is the intercept, B and C are slope 
coefficients, and X^ is a transform variable of the independent variable 
X. Since Yfi is the computed value of the dependent variable, it is also 
defined as the predictive index. It is that value which is being pre­
dicted by the regression equation. In the event that the above equa­
tion relates two quantitative variables, there is no distinction 
between the predictive index (computed value) and the quantitative 
dependent variable itself. However, if the computed value of Y
c
represents an artificial quantification of a qualitative event such 
as utility, then the predictive index as computed by the equation has 
no meaning without the quantitative-qualitative bridge table.
Quantitative-qualitative bridge table. Since the predictive 
index values represent artificially quantified utilities, the index 
is meaningless without a quantitative-qualitative bridge table. From 
a decision-making viewpoint, more is needed than just a predicted value 
of utility resulting from a particular qualitative event. The utility 
must be further translated into meaningful terras (descriptive events) 
before it can be used to make decisions. This bridge table translates 
the artificially quantified value into descriptive events. The bridge 
table is reversible so that descriptive events can be translated into 
predictive indices. A separate and distinct bridge table is developed 
for each event, so that the number of bridge tables exactly equals the 
number of events in a series, as well as the number of event equations. 
In addition, each bridge table is applicable only to its own event 
equation.
The quantitative-qualitative bridge table is developed from the 
descriptive event information collected from the respondents, and is 
the most critical factor in the entire modelling technique. Care must 
be taken to gather sufficient information to develop a detailed bridge 
table. Without this detailed information concerning descriptive events, 
it is impossible to make the model meaningful.
Individual event equation. The equation Y£ *= A + BX + CX^ is 
an example of an individual event equation. The predictive index Y^ 
is the predicted value for variable Y for the occurrence of a given
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event involving variables X and Y. As stated earlier, the dependent 
variable Y is observed or measured utility, and Yfi is the predicted 
value of utility. For example, suppose that a series of qualitative 
events occurs beginning with event i = 1 and proceeding through i = n 
events. Suppose further that these events affect a population of 
business firms. In the event that the utility resulting from each 
event is a function of some quantitative characteristic, X, of each 
firm, a series of equations could be written which states these rela­
tionships. There is not necessarily a fixed form for each individual 
event equation when there is an occurrence of a series of qualitative 
events. However, the general form of one individual event equation 
may be repeated for another event in the series, as the following series 
of equations indicates:
Y « A- + B,X 
C1 1 1
Yc = h. + c-x'2
Y “ A 0 + B0X + C.X2J j J
Y * A. + D. log X
c4 4 4
Y - A, + B,X
c_ 5 5
o
Y *= A + B X + C X 2 . . . . + N X Zl c n n n nn
Each equation represents a different utility-quantitative charac­
teristic relationship. Despite the fact that the event i = 1 relationship 
and the event i *= 5 relationship have the same mathematical form, they
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are unrelated. Hence it is necessary to adopt this subscript conven­
tion to distinguish between relationships of identical mathematical form.
MULTIPLE TRANSFORM REGRESSION
The particular combination of advantages of multiple transform 
regression over other regression techniques seems to make it the logical 
choice of technique to be used in predicting the effects of qualitative 
event occurrences. Of particular importance is the non-assumption of 
any particular order of relationship--that is, linear, quadratic, 
logarithmic, etc. The approach using multiple transform regression, 
therefore, is a relationship-seeking one, with no preconceived opinions 
regarding the type of relationship which may exist, if any. This is 
significant when one realizes that managers have no way of knowing 
beforehand the manner in which the qualitative event is related to the 
operation of their firms.
Properly handled, the multiple transform regression technique
can generate a relatively smooth curve, the equation of which describes
the relationship between the variables (if a relationship does in fact
26exist). Such a relationship would describe the "best" combination 
of transforms of both the independent and the dependent variables put 
In equation form.
The concept of the "best" combination of transform variables 
(and consequently the best equation) to use embraces two conflicting 
criteria. On the one hand, it seems desirable to develop an equation 
which will produce results that are as accurate as possible. On the
Norman Draper and Harry Smith, Applied Regression Analysis 
(New York; Wiley and Sons, 1966), p. 163.
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other hand, the inclusion of additional transform variables necessary
27
to get increased reliability increases the cost of data gathering.
There is no unique procedure to be followed in selecting the best 
regression equation, but there are several acceptable procedures in 
use. In their Applied Regression Analysis, Draper and Smith list 
several of these procedures, including:
1) all possible regressions,
2) backward elimination,
3) forward selection, and
28
4) stepwise regression.
Any of these techniques will yield satisfactory results, so no parti­
cular advantage is to be gained by a detailed discussion of each. In 
general, as more and more variables are added to an equation, the resi­
dual mean square will tend to stabilize and approach the true value 
2
of a provided that all significant variables have been included,
and the number of observations exceeds the number of variables by at
29
least five times. The best regression equation is generally the 
one which produces the highest significant correlation coefficient 
between the two basic variables. However, this depends to some extent 
upon the use to be made of the equation.
Independent variables. An independent variable is one to which 
a limited range of values can be assigned and the values of which do
27Ibid.
28Ibid.
29Ibid.
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not depend upon the magnitude or occurrence of other variables.
The independent variable must therefore be some characteristic, the 
magnitude or value of which can be measured accurately or otherwise 
ascertained. The definition of a quantitative characteristic as stated 
earlier is coincident with the conditions necessary for an independent 
variable. Therefore, in developing the general multiple transform 
regression technique, quantitative characteristics will be treated 
as independent variables which could be related to qualitative events. 
The quantitative characteristics also could be related to each other.
Dependent variables. One variable is a function of a second
if a distribution of values of the first is defined whenever a value
is assigned to the second. Variables which are a function of other
variables are therefore of a dependent nature, and are referred to as
31
dependent variables.
In attempting to predict the effects of qualitative event 
occurrences, the general transform regression technique used in this 
paper searches for a mathematical relationship between independent 
variables and dependent variable distributions. The independent 
variables are quantitative characteristics, whereas the dependent 
variables are the utility values resulting from the occurrence of a 
given qualitative event or events. Because utility can vary with 
specific quantitative characteristics, a mathematical relationship 
can exist between them. If a mathematical relationship does exist
30
Paul K. Rees and Fred W. Sparks, College Algebra (third edition 
New York: McGraw-Hill, 1954), p. 73.
31
Ibid.
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between a quantitative characteristic and the dependent variable utility, 
the utility of any firm could be predicted from the regression equation, 
given a value for its quantitative characteristic. This predicted 
value corresponds to the predictive index previously defined.
Transform variable. The term "transform variable" is used 
in this paper in the strict mathematical sense, and refers to a 
given variable expressed In a transformed form. For example, the variables 
x \  log X, -7 , and x2 are all different forms of the basic variable X
A
and are called transform variables of X. Furthermore, If X is a variable
of known values, then every transform variable of X is deterministic.
Finally, there is an infinite number of possible transform variables
32
for every given variable.
Transform variables can be either dependent or independent, and 
can therefore be injected Into either or both sides of an equation 
relating an independent and a dependent variable. There are many 
possible transforms of every variable, and models could be postulated 
which contain few or many such transforms. For example, the variable 
Y may be suspected of being related to the variable X according to the 
equation Y = A + BX, but by testing different transforms of variables 
X and Y it can be discovered through regression analysis that the 
equation log Y * A + BX + CX2 is a much better description of the 
relationship between variables X and Y. Theoretically, if enough 
transform variables are injected into a regression equation, a mathema­
tical relationship would evolve which would describe exactly the
32 Draper and Smith, p. 131.
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relationship between the dependent and independent variables, including
every fluctuation in the data. Transform variables can therefore be
powerful tools in regression analysis where it is desired to describe
the relationship between the variables and at the same time maintain
33high correlation coefficients. However, in seeking a descriptive
mathematical equation for a set of data, it is more Important to obtain
a significant description of the data than to have each point fall
on the regression curve. Therefore, transform variables must be limited
to this use only, if a meaningful description is to result. Finally,
unqualified use of multiple transform equations as predictive devices
is dangerous. Arbitrary injection of transform variables can result
in a perfect mathematical description of the data. If the data are
dispersed, however, the mathematical description may be useless as a
predicting device, and can indicate a relationship which does not exist.
The purpose here of using transform variables is to find the
mathematical equation which best describes the relationship between
34
two basic variables. In developing this "best" equation, the choice 
of what, if any, transform variables to include is often difficult 
to decide. The choice can be made upon the basis of previous know­
ledge of the variables under study, or upon the basis of a plotting
35of the data under study.
3 3Ibid., p. 167. 
3 4Ibid., p. 163. 
35Ibid., pp. 131-132.
SUMMARY
Chapter Two is concerned with the statement and explanation 
of the conditions and assumptions necessary for the development of the 
proposed model. Definitional concepts unique to the model were also 
explained in this chapter.
Integration of the assumptions and the definitional concepts 
provides the basic framework of the model. Once this framework is 
developed, the proposed multiple transform regression modelling tech­
nique can be stated in the form of the following simplified procedural 
steps:
1) A particular qualitative event is selected, the effects of 
which are of some managerial importance, and which can 
affect managerial decisions.
2) A sample group of firms is selected, and these firms' 
utilities resulting from the qualitative event's occurrence 
are measured on a scale which artificially quantifies these 
utilities. At the same time, detailed information is 
gathered from the firms which relates in terms of descrip­
tive events the utility or disutility which the firm is 
experiencing.
3) The sample firms are classified according to some quanti­
tative characteristic or characteristics, which are also 
measured at the time the sample information is being 
gathered.
4) The measured utility values of the firms are then related 
to the measured quantitative characteristic values in the 
form of a regression equation; a correlation coefficient 
is then calculated, which indicates the degree of rela­
tionship between the utility values and the values of the 
quantitative characteristic.
5) Transform variables of either or both of the basic varia­
bles are then injected into the equation in an attempt
to find the "best" regression equation which relates the 
variables. Since the approach is a relationship-seeking 
one, the "forward selection," "all possible," or "reverse 
selection" procedure is suggested. The "best" combination 
of transform variables and, therefore, the "best" regression
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equation is achieved when no further significant correla­
tion is added by the introduction of additional variables.
6) After the "best" regression equation is determined, the 
quantitative-qualitative bridge table is developed from the 
detailed descriptive event information gathered in the 
sample. The quantitative-qualitative bridge table gives 
meaning, in terms of descriptive events, to the utility 
values of the firms.
7) With the regression equation relating utility values with 
some measurable quantitative characteristic, a firm's utility 
value associated with the occurrence of a given event can
be predicted, provided its quantitative characteristic 
is known. Once the utility value is known, it can be made 
meaningful by reading off the descriptive events associated 
with such a utility value from the bridge table. The pro­
cess can also work in reverse; that is, a firm's quantita­
tive characteristic can be predicted if its utility value 
associated with a particular event is known.
The second procedural step (above) in the modelling technique 
is concerned with measuring the utilities of a group of study firms. 
Before the model can be developed and tested, it is necessary to show 
that the managers participating in the study are a homogeneous group 
and have similar preferences. In addition, it must be shown that 
their collective utilities are a reliable estimate of the utilities of 
a homogeneous population of firms from which they were selected. These 
are the tasks of Chapter Three.
CHAPTER THREE
ESTABLISHMENT OF CONFIDENCE IN THE ABILITY OF MANAGERS 
TO ESTIMATE CONSISTENTLY
Since the modelling technique which was described in Chapter 
Two is a sampling technique, its success depends at least partially 
upon the ability to compile adequate reliable information. Adequacy 
of information refers to whether it is sufficient in amount to serve 
as a basis for drawing valid conclusions. Reliability of information 
refers to whether it is sufficiently representative and descriptive 
of a population to be used as an estimate from which generalizations 
can be drawn concerning that population. Because the information sought 
is qualitative, it is necessary to establish confidence in the ability 
of the participants to provide reliable, qualitative information, it 
is therefore necessary to test this ability before the prediction tech­
nique. can be developed with any degree of confidence.
PROCEDURE
The general procedure followed in establishing confidence in 
the ability of managers to supply reliable qualitative data included 
several sequential steps. First, the "universe" was defined. Second, 
twenty-five participants were selected as randomly as possible from the 
universe, and these participants comprised the sample group. Third, 
the sample group was instructed in the use of the sample response form. 
Fourth, the participants were asked to answer a number of questions 
dealing with hypothetical events, indicating their answers on the 
sample response form. Finally, the sample responses were analyzed 
statistically to determine the ability of the group to estimate and
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evaluate accurately.
Universe limits. The "universe" consisted of the top managers 
of each privately owned manufacturing firm in the state of Louisiana.
The top managers were selected as the study population because of the 
importance of their positions, the authority they possessed, and their 
extensive knowledge of their firms. A manufacturing firm is defined 
here as one which is not governmentally owned, subsidized, or regulated, 
and whose principal activity is the working of raw or partly wrought 
materials into suitable forms for profit. Manufacturing firms thus 
do not include service and repair shops, wholesalers, jobbers, distri­
butors, public utilities, or government-owned and controlled firms.
However, the selection and definition of the universe is not 
critical in the sense that theoretically a predictive model could be 
developed for almost any universe. Nevertheless, it is important to 
define succinctly the universe to maintain validity of the sample data.
Random selection of participants. The Louisiana Directory of 
Manufacturers classifies all manufacturing firms in the state according 
to several different criteria. One of these criteria is size, measured 
In terms of the total number of employees.^ Based upon this informa­
tion, five distinct employment level strata were defined according 
to Table 3-1. All manufacturing firms in the state were classified 
according to these employment strata. Firms in each stratum were 
selected randomly and contacted initially by mail. The contact letter
Louisiana Directory of Manufacturers (Baton Rouge: Louisiana
Department of Commerce and Industry, 1965), p. v.
TABLE 3-1
MANUFACTURING FIRM CLASSIFICATIONS
STRATUM NUMBER OF EMPLOYEES
1 0 - 2 5
2 2 6 - 5 0
3 5 1 - 7 5
4 76 -100
5 over 100
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explained briefly the nature of the proposed study, and invited the 
firm to participate. The contact letter is shown in Appendix A.
In an effort to eliminate geographical bias, the random selec­
tion of firms invited to participate in the study was accomplished 
within seven manufacturing centers throughout the state. The number of 
firms invited to participate in any given manufacturing center was 
controlled by the relative proportion of total manufacturing firm 
population each center represented. Thus, if a certain manufacturing 
center contained twelve per cent of the state's manufacturing firms, 
approximately twelve per cent of the number invited to participate 
were selected randomly from that center. The manufacturing centers 
themselves represented geographical areas rather than cities. There­
fore, each center contained several cities and smaller urban communities. 
However, each manufacturing center had as its hub a relatively large 
city. These seven manufacturing centers are shown in Figure 3-1.
Not all firms initially selected and contacted participated in 
the study. The random selection and contact procedure was repeated 
until five firms in each employment level stratum had agreed to parti­
cipate in the study. It was necessary to select randomly and to contact 
forty-three firms before the chosen sample size of twenty-five partici­
pating firms was achieved.
Since eighteen of the forty-three firms selected randomly either 
chose not to participate or were rejected systematically from the study, 
it is necessary to analyze the non-participating firms as well as the 
participating firms in an effort to uncover any type of statistical 
bias which might negate the randomness of the twenty-five participating 
firms.
FIGURE 3-1
GEOGRAPHICAL DIVISION OF 
MANUFACTURING CENTERS IN 
LOUISIANA
OD
cr>
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Table 3-2 illustrates the relationship between the various employ­
ment level strata and the number of non-participating and participating 
firms. Since the percentage of participating firms is approximately 
constant in each stratum, no relationship seems to exist between the num­
ber of non-participants and each stratum. Therefore, it was concluded 
that non»-participants occur approximately randomly in each employment 
level stratum.
Table 3-3 illustrates the relationship between the number of 
non-participating firms in each geographical area and the reasons 
for these firms' non-participation. Only four basic reasons for non­
participation were indicated, but these four accounted for fourteen 
of the eighteen (or approximately seventy-eight per cent) non-partici­
pating firms. There appear to be no significant differences in numbers 
of non-participating firms that are assignable to any given reason.
Therefore, it was concluded that non-participants for any given reason 
within any given geographical area occur approximately randomly.
Table 3-4 illustrates the occurrence of non-participants within 
each employment level stratum. No employment level stratum seems to 
have a significantly higher number of non-participants assignable to 
any given reason than does any other employment level stratum. There­
fore, it was concluded that non-participants for any given reason within 
any given employment level stratum occur approximately randomly.
Each of the reasons for non-participation requires some explana­
tion. Four firms were purposely deleted from the study. Of these 
four, two were engaged almost exclusively in manufacturing under govern­
mental contracts. Thus despite their private ownership, they were for 
all practical purposes government-controlled and therefore non-representative
TABLE 3-2
EMPLOYMENT LEVEL CLASSIFICATION 
OF PARTICIPATING AND NON-PARTICIPATING FIRMS
STRATUM
NUMBER
CONTACTED
NON­
PARTICIPATING PARTICIPATING
PER CENT 
PARTICIPATING
PER CENT NON- 
PARTICIPATING
1 9 4 5 55.6 44.4
2
i
8 3 5 62.5 37-5
3 8 3 5 62.5 37.5
4 8 3 5 62.5 37.5
5 10 5 5 50.0 50.0
TOTALS 43 18 25 58.2 41.8
TABLE 3-3
GEOGRAPHICAL CLASSIFICATION OF NON-PARTICIPATING FIRMS 
CROSS-REFERENCED WITH REASON FOR NON-PARTICIPATION
REASON NOT GEOGRAP1mcAjL AR]£A
TOTALS
PER CENT
PARTICIPATING 1 2 3 4 5 6 7 OF TOTAL
PURPOSELY DELETED 1 0 0 0 0 1 2 4 22.2
POLICY AGAINST 
PARTICIPATION 
IN ANY STUDY
0 1 0 I 1 0 1 4 22.2
UNABLE TO 
INTERVIEW 
TOP MANAGER
1 0 0 1 0 1 0 3 16.7
! NOT A 
MANUFACTURING 
! FIRM
0 0 I 0 1 0 1 3 16.7
'  " "  ...........
UNKNOWN 1 0 0 0 0 1 2 4 22.2
TOTALS 3 1 1 2 2 3 6 18 100.0
TABLE 3-4
EMPLOYMENT LEVEL CLASSIFICATION OF NON-PARTICIPATING FIRMS 
CROSS-REFERENCED WITH REASON FOR NON-PARTICIPATION
REASON NOT SIrRATUM TOTALS
PARTICIPATING 1 2 3 4 5
PURPOSELY DELETED 0 1 0 1 2 4
POLICY AGAINST 
PARTICIPATION 
IN ANY STUDY
1 1 0 1 1 4
UNABLE TO 
INTERVIEW 
TOP MANAGER
1 1 1 0 0 3
NOT A 
MANUFACTURING 
FIRM
1 0 1 0 1 3
UNKNOWN 1 0 1 I 1 4
TOTALS 4 3 3 3 5 18
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of the private sector of the economy. Of the remaining two firms 
purposely deleted, one was a public utility and the other was essentially 
a non-profit organization, and therefore non-representative of the 
"typical" manufacturing firm.
Four firms did not participate in the study because they had 
business policies preventing such participation. Three firms were 
eliminated from participation because their top managers were unavailable 
indefinitely for such study interviews. Therefore, rather than run 
the risk of getting less reliable information from lower-level managers 
and violating the population limits, these firms were eliminated entirely 
from participation in the study.
Three additional firms were eliminated from participation in 
the study because they did not qualify as manufacturing firms according 
to the definition used in this study. These were firms which engaged 
in manufacturing activities, but these activities did not constitute 
their principal activity. Finally, four firms chose not to participate 
in the study and gave no reason for their choice.
The foregoing discussion and analysis do not in any way "prove" 
the randomness of the remaining twenty-five study participants. Never­
theless, there seems to be no significant reason why the participants 
cannot be assumed to represent a random sample, and therefore representa­
tive of the population as defined earlier. Consequently, the twenty- 
five participants were assumed to be an approximately randomly selected 
sample of the universe of top managers earlier defined.
Instructions to participants. Once the top managers of these 
twenty-five firms had agreed to participate in the study, an appointment
for an interview with each manager was made. At these interviews,
each manager was given approximately the following instructions and
additional general information regarding the survey:
(Greeting and expression of appreciation for consent of the 
manager to participate in the research.)
Let me explain to you the objectives of the study which I 
am conducting. It is the opinion of some management people 
today that the Civil Rights Law is having and will continue 
to have an effect upon the manner in which managers manage 
their firms. Whether this effect is detrimental or beneficial 
is difficult to determine. It is also difficult to predict 
how the law might affect other firms because of its qualita­
tive nature. Therefore I am attempting to determine what 
effect, if any, the law has had upon the management of man­
ufacturing firms in this state. I am also attempting to 
develop a mathematical relationship which could be used to 
predict the effects any other manufacturing firm might expect 
to experience. Hopefully this would enable managers to make 
more enlightened decisions relative to the effects of the law 
within their own firms. I have requested that you partici­
pate in this study because you are the top manager of your 
firm, and you would naturally know more about the manner in 
which the management of your firm has been affected by the 
law than any one of your employees. Please do not hesitate 
to answer my questions honestly, as your name and the name 
of your firm will remain completely anonymous. Have you any 
questions before we proceed?
Now, I would like for you to answer two sets of questions 
to the best of your ability. The first set of questions deals 
with hypothetical events, and you will necessarily be required 
to subjectively evaluate your answers in many cases. This 
first set of questions is designed to test the ability of 
managers in general to estimate accurately, given a set of 
hypothetical conditions.
The second set of questions deals specifically with the civil 
rights question. You may find that this set of questions is 
much easier to answer, since it deals with your own exper­
iences and evaluations concerning your firm, rather than a 
hypothetical firm. This second set of questions is designed 
to determine the effect the Civil Rights Law is having in 
your firm, as well as to provide quantitative information 
leading to a mathematical model.
I would like for you to answer both sets of questions on these 
forms. Please let me explain these forms to you.
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There are eleven classifications on this form, ranging from minus 
five to plus five, including a zero classification. The positive 
numbers indicate a positive or beneficial utility, while a nega­
tive or detrimental utility is indicated by the negative numbers. 
The greater the number in either direction, the greater is the 
utility or disutility. Hence a plus-five or minus-five value 
indicates the maximum possible utility or disutility which can 
be experienced in either direction. A value of zero indicates 
no utility or disutility. The digits between minus five and 
plus five other than zero indicate equal increments of utility 
or disutility. Notice that the response numbers do not deal in 
any specific units. Specific units have been deleted purposely 
since these forms are designed to measure your firm's utility, 
or satisfaction, resulting from the occurrence of certain events. 
Since utility is a subjective phenomenon, the use of units here 
would only confuse the issue.
As you can see, a maximum of twenty questions can be answered 
on each form. I must caution you to answer the questions in each 
case as a top manager of a manufacturing firm, rather than as 
an individual. This is extremely important. Finally, I would 
like to review your responses with you to determine just what 
your indicated numerical answers mean to you as a manager.
Are there any questions about anything I have said? If not, 
here are your forms and the two sets of study questions.
The response form used by the managers is shown in Appendix B.
The two sets of study questions are shown in Appendices C and D.
FORCED SCALING OF QUALITATIVE EVENTS
By providing a standardized form to all the study participants, 
the participants were required to indicate their answers according to 
the scale divisions, thus limiting their choices to eleven. The respon­
dents' utility scale was thus selected for them. However, this posed 
no limitation, as pointed out in Chapter Two.
Artificial quantification. The twenty-five participating managers 
were from firms of varying sizes. To test the homogeneity of their abili 
ties to estimate accurately and consistently, each manager was asked to 
project himself into the hypothetical position of top manager of a manu­
facturing firm employing one thousand people and located in the state of
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Louisiana. They were then requested to answer a set of test questions 
as managers of this hypothetical firm. Their responses to this set of 
test questions would be made hopefully in reference to this uniform set 
of conditions, and would reflect the homogeneity of the managers in the 
sample group. The justification for the nsa of these hypothetical con­
ditions stems from the universality of management functions.
According to Koontz and O'Donnell, a universal group of managerial
functions is performed by each top manager in each firm, regardless of the
firm's characteristics. Some functions are performed singly and more
often than others. Some functions are performed simultaneously with
others. Universality of these functions exists only with the passage, of
time; that is, given the passage of sufficient time, each top manager
performs all managerial functions. The intensity as veil as the frequency
of performance of each function varies according to the dynamic interaction
of the general and specific conditions and circumstances (both internal
2
and external) affecting each firm over a period of time.
Because of the operational universality of managerial functions, 
a certain degree of commonality of experience and decision-making values 
seems to exist between all top managers. As the dynamic interaction of 
the conditions and circumstances surrounding each firm becomes more uni­
form, this ccmmonality increases. Therefore, if all conditions (both 
internal and external) affecting each firm arc identical, the course of 
action selected by the manager of each firm for a given .situation should 
be identical, providing there is no variation between managers from firm 
to firm.
2
Koontz and O'Donnell, pp. 38-^d.
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The population of firms used in this study was defined on the 
basis of certain common characteristics, conditions, and circumstances 
surrounding these firms. All characteristics, conditions, and circumstan­
ces were not identical in each firm. Furthermore, there are some differences 
in managers from firm to firm. Therefore, there is no reason to believe 
that the firms' courses of action would be identical for a given situation. 
However, it seems reasonable to expect the courses of action of all firms 
in the population to be distributed about the mean or expected course 
of action of the population for a given decision-making situation.
The actual artificial quantification of the participants' responses 
to the first set of questions was accomplished through the use of the 
standardized rating form designed for the study. Each question dealt 
with the relationship between a single qualitative variable and the hypo­
thetical firm. The participants chose their numerical responses according 
to their subjective evaluations of the effect of each variable upon their 
hypothetical firm. The specially designed rating form provided for varying 
degrees of disutility and utility, ranging in value from minus five to 
plus five. A plus-five value is defined as the maximum possible utility, 
while a minus-five value is defined as the maximum possible disutility.
By progressing from minus five to plus five in equal unit increments, 
eleven scale divisions were provided. The scale contains no utility unit 
designation. As explained in Chapter Two, the absolute amount of utility 
or disutility produced in a given situation is independent of the magni­
tude as well as the name of the unit of measurement. No universal unit 
of measure for utility exists, and no attempt was made to provide one 
here. However, the absence of such a unit does not invalidate any of the 
cardinal or ordinal characteristics of the rating scale. What is most
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important is the consistent use. of the same rating form in recording the 
responses of the sample group of managers. By using consistently the 
standard rating form and imposing the same set of hypothetical conditions 
on each participating manager, all sources of variation in question responses 
are removed, except variations resulting from relative differences in the 
managers themselves. The relative dispersion of their question responses 
should then indicate the degree of homogeneity of the participating managers.
The histograms shown in Figure 3-2 illustrate the relative frequen­
cies of the sample group's numerical responses for the questions in the 
test set number one. In each case, there is a high degree of concentration 
of numerical responses about some central value, with little variance 
from this central value. Based upon the shape of these histograms, it 
was concluded that the sample group is a homogeneous group, which was 
consistent in its numerical responses to the test questions when provided 
a standard form upon which to indicate these responses, and when operating 
under a uniform set of hypothetical conditions.
ERROR AND ACCURACY
The only purpose in administering the first set of study questions 
(Appendix C) was to indicate the homogeneity of the sample group and its
relative ability to estimate consistently. Assuming that the sample group
is representative of the entire population, its homogeneity and ability 
to estimate consistently can be considered representative cf the homogen­
eity and relative ability to estimate of the entire population.
A further indication of this homogeneity and relative ability to
estimate can be shown through a simple statistical analysis of the sample 
group's numerical question responses to the first set of study questions.
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Statistical treatment. Each question in study question set number
one was given the same statistical analysis. A mean value of each question
—  £Y
response was calculated using the equation Y = — — . A coefficient of 
variation for the responses to each question was calculated using the
equation \| . ^ 2
iV7. ■= — ------^-------  * 100
Y
Table 3-5 illustrates the procedure used to compute the coefficient of 
variation for the first question in study set number one. Appendix E 
contains similar tables for each of the questions in the first study set.
Consistency of estimates. The only purpose in calculating coeffi­
cients of variation for each question in set number one was to indicate 
statistically the homogeneity of the responses of the sample group when 
each member of the group made his decisions under approximately the same 
set of conditions. In review and summary, each of the following conditions 
existed during the administering of the first set of questions:
1) Each participant was a top manager of a manufacturing firm 
in the state of Louisiana.
2) Each participant answered the questions as the top manager of
a hypothetical firm which was at least similar to his own firm.
3) The hypothetical firm employed exactly one thousand employees, 
was a manufacturing firm as defined in Chapter Two, and was 
located in Louisiana.
4) Each participant answered the same set of test questions on 
identical standardized rating forms according to the instruc­
tions given earlier in this chapter.
5) The indicated responses were the participants' evaluations 
of the utility or disutility experienced by the hypothetical 
firm as a result of the occurrence of qualitative variables.
Table 3-6 shovrs the absolute values of the coefficients of varia­
tion for each of the twenty questions in study question set number one.
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TABLE 3-5 
STUDY QUESTION NUMBER ONE 
SET NUMBER ONE
(What would be the effect on your firm of a declaration of war by the
United States on some foreign power?)
SAMPLE FIRM NUMERICAL RESPONSE <Y) (Y - Y) (Y - Y)
1 +5 .24 .0576
2 +5 .24 .0576
3 +4 -.76 .5776
4 +5 .24 .0576
5 +5 .24 .0576
6 +5 .24 .0576
7 +5 .24 .0576
8 +4 -.76 .5776
9 +4 -.76 .5776
10 +4 -.76 .5776
11 +5 .24 .0576
12 +5 .24 .0576
13 +5 .24 .0576
14 +4 -.76 .5776
15 +5 .24 .0576
16 +5 .24 .0576
17 +5 .24 .0576
18 +5 .24 .0576
19 +5 .24 .0576
20 +5 .24 .0576
21 +5 .24 .0576
22 +5 .24 .0576
23 +4 -.76 .5776
24 +5 .24 .0576
25 +5 .24 .0576
Vi ■= 119 £(Y - Y)2 - 4.5600
Y ■ - 119 4.76 2
*1 *
£(Y - Y) 2 4.56
X1 25 N - 25 = ’
“I ’ \
| .1824 = .427 V .4274.76 —  • 100 ■= 8. 977.
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TABLE 3-6
ABSOLUTE VALUES OF 
COEFFICIENTS OF VARIATION 
SET NUMBER ONE
QUESTION NUMBER COEFFICIENT OF VARIATION, V%
1 8.97
2 25.70
3 14.41
4 22.20
5 5.51
6 11.13
7 13.33
8 25.00
9 00.00
10 3.96
11 00.00
12 10.54
13 19.18
14 00.00
15 11.05
16 00.00
17 13.32
18 20.40
19 7.58
20 5.51
LV% - 217.79
V7o
ZV7o
N
10.86%
The average of all the coefficients of variation for question 
set number one is 10.867.. This figure represents the grand average 
of all twenty coefficients of variation for the first set of study 
questions. Each individual coefficient of variation is the average 
per cent deviation any one response has from the mean of all responses 
for that particular question. Thus it was reasoned that on the average, 
the numerical responses of any participant will not deviate more than 
10.867. from the mean response of the entire group. This deviation, 
however, is valid only for the set of conditions stated above. Under 
this set of conditions, the histograms in Figure 3-2 as well as the 
mean of the coefficients of variation shown in Table 3-6 indicate 
a high level of homogeneity and consistency of question responses. It 
is possible that these responses resulted entirely from chance; however, 
it seems extremely unlikely that chance occurrences would happen in 
such a way as to produce the results shown in Table 3-6 and Figure 3-2. 
Since chance events require equal probabilities of occurrence, in five 
hundred "trials" (twenty-five firms times twenty questions) it would 
be expected that approximately two or three "successes" (five hundred 
trials divided by the product of twenty questions multiplied by eleven 
classifications is equal to 2.27) would occur in each utility response 
classification. Of the two hundred twenty possible classifications 
(twenty questions multiplied by eleven classifications), one hundred 
seventy-nine experienced no "successes," indicating the unlikeliness 
of the sample responses being due to chance alone.
The results of the responses to question set number one indicate 
(but do not prove) that the test group of managers is probably from 
the same population. These results suggest further that the utility
functions of the test group of managers are similar, at least when 
considered within the uniform set of conditions under which the question 
responses were collected. Since their responses do not vary widely, 
the sample group’s responses can be considered representative of the 
responses that could be expected from the entire population, and there­
fore potentially useful in developing a regression equation that can 
be used to predict qualitative variable effects in other firms in the 
population.
A relatively high consistency in responses (such as is indicated 
in Figure 3-2 and Table 3-6) does not in any way suggest accuracy of 
results. It is possible that the sample group was consistently wrong 
in evaluating the test set of questions. The laws of chance indicate 
that this is improbable, but nevertheless possible. Therefore, a narrow 
interpretation of consistency must be used here. Consistency of response 
refers only to the relative concentration or distribution of values 
about some central value. The degree of consistency would be indicated 
by the relative dispersion of the values about the central value.
Since accuracy implies true values, both consistency and accuracy 
would be obtained only when the concentration or distribution of 
values occurred about the true value. No definite claim is being made 
for accuracy of the test question responses. The evidence seems to 
indicate, however, considerable consistency in the test question 
responses. Furthermore, the evidence implies that the probability 
that the responses are accurate is greater than the probability that 
the responses are not accurate. If the responses are not accurate, 
a limited number of alternative possibilities exist. These include 
the possibility that the managers are consistently and uniformly
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uninformed, as well as the possibility that the managers consistently 
and uniformly evaded answering the questions truthfully. Because of 
the evidence in Figure 3-2 and in Table 3-6, the chances that either 
of these possibilities is the tiue case were considered highly improbable.
SUMMARY
Chapter Three defined the population and related the sampling 
approach used in gathering the data. Since the data are qualitative 
in nature, it was necessary to establish reasonable confidence in the 
ability of the sample group of managers to provide adequate and reliable 
data from which the model would be developed. This confidence was 
achieved using inductive reasoning rather than by performing accepted 
statistical tests. The sample group was shown to be reasonably homo­
geneous in nature, and therefore representative of the population from 
which it was taken. Some similarity in utility functions within the 
group was also indicated. Finally, the relationship between consistency 
of test question responses and accuracy of test question responses 
was explained.
Assuming that the sample group of managers is representative 
of the population and can provide adequate reliable information, the 
multiple transform regression technique can then be applied to the 
data provided by study question set number two. Chapter Four will 
explain the nature of these data, how they were computerized, and how 
the multiple transform regression equations were developed. An explan­
ation of the computer program used will also be given in Chapter Four. 
Finally, Chapter Four will demonstrate the use of the multiple transform 
regression equations as predictive devices by predicting the effects
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of the test qualitative variable in a second group of test firms.
CHAPTER FOUR
APPLICATION OF THE TECHNIQUE:
AN ILLUSTRATIVE EXAMPLE
The value of any concept lies in its ability to explain real
world phenomena. Despite the fact that the technique developed in
Chapter Two is a general technique theoretically applicable to a 
variety of qualitative events, the specific purpose for its develop­
ment is to enhance managerial information gathering, decision-making, 
and prediction. Therefore, the selection of a qualitative event 
which is of professional interest to managers seems logical in the 
interest of testing the pragmatism of the proposed modelling technique 
The qualitative event chosen to test the technique is the Civil Rights 
Law of 1954.
THE CIVIL RIGHTS LAW OF 1964
The civil rights question seems to be of general interest to
society as a whole;^ however, civil rights and related problems seem
to be of special interest and importance to the managers of the nation
Since businesses operate as a result of the profit motive, any event
which affects profits should concern business managers. According
to G. William Miller, civil rights problems cost the businesses of
2
the nation billions of dollars each year.
In July, 1964, the Civil Rights Law was passed. In addition
^For example, from June 1, 1964 to June 1, 1965, every edition 
of the Baton Rouge Morning Advocate newspaper contained at least one 
story or news item related to civil rights.
2
G. William Miller, "Equal Employment Opportunity," Management 
Review, LIII (April, 1964), 6 .
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to several sections of the law which are of general application, 
certain sections, particularly Title VII, specifically regulate 
activities of business managers. The passage of the law could detri­
mentally affect the operation of business firms. It is also possible 
that the effect of the passage of the law could be beneficial to 
business firms.
A copy of the Civil Rights Law of 1964 is shown in Appendix F.
Titles II, VII, IX, and X of the law deal specifically with provisions 
affecting the operation of public accommodations, the establishment 
of equal employment opportunities, relief through the courts, and the 
establishment of a community relations service. The legislation in 
each of these sections regulates some of the operational, functions of 
private businesses. Therefore, it seems that the effects of the passage 
of the law should be of special interest to the managers of the nation.
Qualitative in nature. In Chapter Two, a qualitative event is 
defined as "a phenomenon, the effects of which do not ordinarily lend 
themselves to cardinal and ordinal measurement or evaluation at the 
time of the occurrence of the event." It is further explained that 
ex post facto measurement is useless for decisions which must be or 
should be made immediately following the occurrence of the event, 
even though the effects of such events can eventually be translated 
into some quantitative unit such as dollars.
There is little doubt that the Civil Rights Law of 1964 meets 
the definitional test of a qualitative event. Because no comparable 
civil rights legislation was passed prior to 1964, managers had little, 
if any, experience in the resulting effects of such legislation.
Managers are now faced with the tasks of evaluating the impact of the
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law upon their firms, and of making decisions accordingly.
Repercussionary in effect. The 1964 Civil Rights Law is 
repercussionary in at least two ways. First, the law does not affect 
all firms engaged in interstate commerce at the same time. Table 
4-1 shows the manner in which the law becomes operational. According 
to the table, the law will not be fully implemented until July 1,
1968. Secondly, the effect of the passage of the law upon each firm 
can be evaluated in dollars only over a relatively long period of 
time.
Desirability of early knowledge. Because of the repercussionary 
nature of the law, managers tend to place a premium upon early knowledge 
of its effects, so that related decisions can be made. If managers 
could gain early knowledge of these effects, decisions could then be 
made which would generally maximize the positive effects of the law, 
and generally minimize the negative effects of the law, in accordance 
with the assumptions explained in Chapter Two. This is particularly 
true of those firms which have not yet been affected by the law, or 
those just beginning to experience its effects. (See Table 4-1.)
TAKING THE SAMPLE
Chapter Three relates the manner in which the ability of managers 
to estimate consistently was tested. The study participants were given 
a set of questions dealing with hypothetical situations; these question 
responses were then artificially quantified and statistically analyzed.
(See Appendices B, C, and E.)
A second set of questions dealing with situations resulting 
from the Civil Rights Lav/ and which each manager inay have experienced
TABLE 4-1
EFFECTIVE DATE FOR IMPLEMENTATION OF 
THE CIVIL RIGHTS LAW 
ACCORDING TO SIZE OF FIRM
EFFECTIVE DATE SIZE OF FIRM
July 1, 1965 Over 100
July 1, 1966 Over 75
July 1, 1967 Over 50
July 1, 1968 Over 25
in his own firm was administered at the same interview. These 
questions are shown in Appendix D. The conditions under which this 
information was gathered were identical to those under which the 
responses to the first set of questions were obtained. The responses 
to this second set of questions will be used to develop the specific 
equations utilized in predicting the effects of the law.
The scale form. The scale form used for indicating the response 
to this second set of questions is identical to the form used for the 
first set. (See Appendix B.) The form consists of eleven equal 
divisions ranging from -5 through +5. The negative values are defined 
as disutilities and the positive values as utilities. The zero value 
is defined as zero utility and zero disutility. Each form can accommo­
date up to twenty question responses.
Random stratified sampling. Since the second question set was 
administered to the sample group at the same time as the first set, 
the method of selecting the participants described in Chapter Three 
also applies here.
Sample size. Chapter Three also describes the sample size as 
consisting of twenty-five participants, and it is on the basis of this 
sample size that the statistical analysis in Chapter Three is performed 
The second set of study questions was administered to this same sample 
group, and it is upon the responses of this group that the modelling 
equations dealing with specific functional areas of management are 
developed.
Specific effects in functional areas of management. Because 
the 1964 Civil Rights Law is lengthy and broad in scope, it is
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difficult to determine in specific terms the overall effects that the 
law is having or may eventually have upon a given firm. Therefore, the 
second set of study questions was designed in such a manner as to isolate 
the effects of the law in specific functional and sub-functional areas 
of management in each firm. Most of the questions in the second set 
deal with the effects that each manager has experienced or expects 
to experience in these functional areas of management. These questions, 
then, are not an exhaustive list dealing with all possible functional 
and sub-functional areas of management. The basic functions of manage­
ment with which this study is concerned are those defined by Koontz
and O'Donnell in their Principles of Management, and include planning,
3
organizing, staffing, directing, and controlling. Sub-functional
activities within each basic function can be identified according to 
the interest of the researcher. Theoretically, therefore, the effect 
of the law upon any sub-functional activity, however minor, can be 
ascertained simply by asking the managers to evaluate the effects 
the law has had upon a highly specific and limited sub-functional area 
of management which is of interest to the researcher. The ability 
to gather information using this technique is thus limited only by 
the capability of the managers to evaluate, and the ability of the 
researcher tc phrase all questions succinctly in order that they may 
be fully understood by the managers being questioned.
The study question set number two (Appendix D) represents 
questions dealing with several sub-functional areas of management, as 
well as a representative number of basic functional and general areas
3
Koontz and O'Donnell, pp. 38-41.
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of management. The number of questions in the set is arbitrary, as 
is the sub-functional breakdown of subject matter contained in the 
questions. If a researcher were gathering information relative to a 
particular decision-making situation, he possibly would limit the 
question subject material to a highly specific area, and would limit 
the number of questions as well. Any number of questions is possible; 
in selecting a sufficient number of questions, the researcher would 
be guided only by the amount and detail of information desired. The 
purpose of gathering the information here is to build a model and to 
illustrate the applicability of that model, rather than to make a 
management decision. Consequently, the number of questions and the 
amount of detail in each question is not of critical importance. A 
reasonably large number of questions (twenty) was selected in order 
to evaluate the applicability and pragmatism of the proposed technique 
for a reasonably large number of qualitative variable effects. These 
questions are shown in Appendix D.
ANALYSIS OF THE SAMPLE RESULTS
The responses to the first question in the second set of study 
questions are shown in Table 4-2. This tabulation of question responses 
indicates that some relationship exists between the firm size and the 
individual question response.
Adjustments. Before the sample data could be computerized and 
analyzed, one basic adjustment was made in the data. At the sugges­
tion of the computer center personnel, a constant of magnitude +5 
was added to each question response to eliminate all negative values. 
This was done in order to facilitate the computer run. By adding this
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TABLE 4-2
UNADJUSTED RESPONSES TO QUESTION NUMBER ONE, 
STUDY SET NUMBER TWO
1 NUMBER FIRM SIZE RESP<
1 12 0
2 14 0
3 21 1
4 17 0
5 15 0
6 28 1
7 26 0
8 41 0
9 33 1
10 38 1
11 71 2
12 65 1
13 54 1
14 68 2
15 57 1
16 86 2
17 96 3
18 88 2
19 93 3
20 76 1
21 741 3
22 156 2
23 386 3
24 2600 4
25 216 2
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constant to each response, the sample data were adjusted so that all 
question responses fell in the range of 0 through + 1 0, rather than the 
range -5 through +5. The adjusted data for the responses to the second 
set of study questions are tabulated in Table 4-3.
Computerization of the sample results. The adjusted sample
results were punched on cards and run on the IBM 7040 computer at 
the Louisiana State University computer center. The MRP49 (Revised 
General Foods Multiple Regression) program was used to develop the 
regression equations. This program performs a variety of transforma­
tions and transgenerations up to a maximum of forty-nine variables in 
the process of developing a multiple regression equation.
The MRP49 also has a feature which permits automatic deletion
of the least significant variable and adjustment of the regression 
co-efficients as if the deleted variable had not been included (except,
of course, for computational round-off). The automatic deletion depends
2
upon the definition of a critical F ratio and a critical multiple R
value. Automatic deletion is terminated if the observed multiple
2 2 
R value is less than the critical multiple R value and (or) if none
of the F ratios for the coefficients are less than the critical F ratio.
The program also prints out and identifies the definitions of
all variables, averages, and variances, simple correlations, corrected
matrices, regression constants, regression analyses, inverse matrices,
partial correlations, residuals, and predictions.
Input data. The input data consist of both dependent and inde­
pendent variable observations. The dependent variables (Y) are the 
sample group responses to study question set number two. These responses
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17
15
28
26
41
33
38
71
65
54
68
57
86
96
88
93
76
741
156
386
2600
216
20
3
3
3
3
3
3
3
4
3
4
6
6
5
6
6
7
7
7
7
6
8
7
8
9
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TABLE 4-3
A D J U S T E D  R E S P O N S E S  T O  
S T U D Y  S E T  N U M B E R  T W O  
Q U E S T I O N S
Q U E S T I O N  N U M B E R
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
5 5 5 4 5 5 5 5 5 3 5 5 5 5 5 2 2 5
5 5 5 5 5 5 5 5 5 3 5 5 5 5 5 2 2 5
6 5 5 5 5 5 5 5 5 4 5 5 5 5 5 2 2 5
5 5 5 5 5 5 5 5 5 3 5 5 5 5 5 3 2 5
5 5 5 5 5 5 5 5 5 3 5 5 5 5 5 2 2 5
6 5 5 5 5 5 5 5 5 4 5 5 5 5 5 3 3 5
5 5 5 5 5 5 5 5 5 4 5 5 5 5 5 3 3 5
6 5 5 5 5 6 5 5 5 4 5 5 5 6 5 4 3 5
6 5 5 5 5 5 5 5 5 4 5 5 5 5 5 3 3 5
6 5 5 5 5 6 5 5 5 5 5 5 5 5 5 4 3 5
7 5 5 5 6 6 6 5 6 6 6 6 6 6 6 6 5 5
6 5 5 5 6 6 6 5 6 6 6 6 6 6 6 6 5 5
6 5 5 5 5 5 5 5 5 5 6 5 5 6 5 5 4 5
7 5 5 5 6 6 6 5 6 6 6 6 6 6 6 6 5 5
6 5 5 5 5 5 5 5 6 5 6 5 5 b 5 5 4 5
7 5 5 6 7 6 6 5 7 6 7 7 6 7 7 7 6 5
8 6 4 6 7 7 6 6 7 7 7 7 7 7 8 7 7 5
7 5 5 6 7 7 6 6 7 7 7 7 7 7 8 7 6 5
8 6 4 6 7 7 6 6 7 7 7 7 7 7 8 8 7 5
6 5 5 5 6 6 6 5 6 6 6 6 7 7 7 7 5 5
8 6 4 7 8 8 8 6 9 9 8 8 9 9 9 10 8 5
7 5 5 6 7 7 6 5 8 8 7 7 7 8 8 8 7 5
8 6 4 7 7 8 7 6 8 9 8 8 8 9 9 9 7 5
9 6 3 8 9 9 8 7 10 10 9 9 10 10 10 10 9 5
7 5 4 6 7 7 7 6 8 8 8 7 8 8 8 8 7 5
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were defined earlier as being the measured utility of the participants. 
The independent variables used for input data consist of a quantitative 
characteristic (size of the sample firm, X) and four transforms of this
h -1 2characteristic. These transforms include X , X , X , and log^X. Since 
the basic variable X is known in each case, each transform variable 
is also deterministic. Thus for each new question considered by the 
computer, the initial regression equation takes the general form
Y *= A + BX + CX2 + DX' 1 + EX^ + F loglftX. 
c & 10
Subsequent iterations of the program result in the deletion of the 
independent variable which contributes least toward the explanation 
of the variation. Therefore, for each group of question responses, 
the computer performs five iterations. After each variable deletion, a 
complete list of output information is printed, indicating changes in 
the regression equation, resulting multiple correlation coefficients, 
predicted values, standard errors, etc.
Transform variable selection. Since manpower is generally 
a profit-producing resource and since the implementation of the Civil 
Rights Law depends upon the size of the firm (Table ^-1), size of 
firm was selected as the quantitative characteristic in this study. 
Inspection of the data in Table 4-3 indicates that the question responses 
do vary with the size of the firm. However, the exact nature of the 
relationship is not readily apparent.
In an effort to discover a more descriptive mathematical rela­
tionship, transforms of the basic variable X are injected into the 
equations describing the relationships between the question responses 
and the sizes of the firms. As pointed out in Chapter Two, it is often 
difficult to determine which transform variables to use (as well as
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the proper number of transform variables) in improving the relationship 
t\
of the data. Draper and Smith suggest that this choice can be made 
upon the basis of & priori information concerning the nature of the 
variables, or through an analysis of the curve plot of the data."*
The approach used here is the latter.
The data in Table 4-3 are plotted as shown in Figure 4-1. 
Inspection of these curves indicates several different curve shapes.
Most of these curves are already reasonably smooth, indicating that 
first or second order variables may provide the best descriptions.
A basic knowledge of algebraic curve shapes is helpful in determining 
which transform variables will be most useful in obtaining the best 
description. Because of the curve shapes and the generally smooth
nature of the curve plots, the number of transform variables is limited
2 V -1
to four; these selected variables include X , X', log^X, and X
The final selection of these specific variables was based upon the
shape of the various curve plots shown in Figure 4-1. Theoretically,
any number of transform variables is possible. However, practical
limitations are present in the. capacity of the computer and in the
number of observations in the sample data. In the case of the computer,
only forty-nine variables can be handled. In the case of the sample
data, there are only twenty-five observations. Therefore, the number
of variables could not possibly be larger than twenty-five.
Multiple transform regression equation development. For computer 
programming purposes, the various input variables were defined according
4
Draper and Smith, pp. 131-132. 
5Ibid.
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to Table 4-4, The data were read into the computer, which developed 
the regression equations automatically. Since the program used is a 
reverse stepwise regression and correlation program, the initial 
iteration developed a regression equation which contained the dependent 
variable Y and the independent variables X^, X^, X^, X^, and X^. (See 
Table 4-4 for variable definitions.) A coefficient of determination, 
as well as residuals, predictions, standard deviations of the predic­
tions, inverse elements, and partial correlations, was computed for 
each iteration of each question. The first iteration of each question 
resulted in a regression equation of the form
Y «= A + BX, + CX, + DX„ + EX. + FX_
c 1 2 3 4 5
in which the various X variables are those defined in Table 4-4.
Once the initial iteration is completed, the computer automatically 
deletes that X variable which contributes least toward the explanation 
of the total variation. Complete output information is produced for 
the second iteration, as if the deleted variable had never been in the 
equation. This process is continued through five iterations for the 
response data of each question. An abridged printout for the five
iterations of the first question in Study Set Number Two is shown in
Figure 4-2. Similar abridged printouts for all twenty questions are 
shown in Appendix G.
It is important to note that the printout does not indicate the 
regression equation in equation form. However, all necessary elements 
for the equation statement are produced. The researcher must extract 
the information and put it into equation form. For example, in the 
initial iteration of question number one (Figure 4-2), the first informa­
tion shown is the identification of the variables included in the initial
TABLE 4-4
COMPUTER DEFINITION OF INPUT VARIABLES
X^ ■ input 1
X 2 ■ times Xj
X^ ■ square root of input 1
X^ “ logarithm^Qj of input
X 5 “ reciprocal of input 1
X 6
m
Y 1
mt input 2
X 7
W3
Y 2
S3 input 3
X 8
■X
Y3
input 4
X9
m
Y4
m input 5
X i0
m
Y 5
- input 6
X 11
-
Y 6
SI input 7
X 12
ft:
Y7 -
input 8
X 13
■3
Y 8
a input 9
X 14
a
Y9
a input 10
X 15 Y i0
a input 11
X i6 - Y U
SC input 12
X 17
m
Y 12
a input 13
X 18
hi
Y13
xe input 14
X 19
ac
Y 14
m input 15
X 20
m
Y15
S3 input 16
X 21
*3
Y16
s input 17
TABLE 4-4 (Cont.)
X 22
Y * 
17 input 18
X 23 Y 15 18
input 19
X24 “ Y *■ 19 input 20
X 25 "
Y *= 
20
input 21
X CCRR. x CPFFfICIEN1 F ANALYSIS OF Y 1
1 C.999947 1.551F2?r»L-:'2 . 3.1519HE-C1___  _ __ ______
2 C. 99*3576 -1.607* 396F-96 1. 7972?*-'" 1
 3 C.999047 - 1 .<? '14;>64t 00_4j, 7711 3b-*l________________________________________
4 C.999719 1.08923 6lE 01 9.P4690E-J1
5 C.992031 3.ri932S63L- 01 5.6296Ct-:i
CONSTANT MULTIPLE F 0F1 OF2 ' R-SVUARE RESIDUAL DELETE X 2
-6.62636991 00 1.8 8605?E 01 5 l-> 3.832307 2.66b9599E-G1_________ '
X CCRR. X CUEFTICI ENT F
 1__C.Q969H9 3.892 I7^6F—0 3 I.32324E 03_________________________________________
3 C.999061 -4.04426?lF-ni 1.636330 03
4 C.997856 6.36677761 00 2.45974E 00 _____  _________________________
5 C.973996 2.Cli:2«5t o] 9.3 74 98 6-01“
CONST A M ______MULT IPLE F !U 1 OF2 R-SUUAKE RESIDUAL DELETE X 5
-2.2386256E _£■! _  2.4537'jflF uT' 4 20 0.830721 2. S594956E-01______________
X CCRR. X _ COEEF IC IENT F ’ ~ ~
1 C.986680 1 . 7929644E-03 1.C7141E G9_._._ ___________ ________________________
3 C. 99 4<,3? -1 .78840068-^1 1.70364E 0.0
4 C.97CP25 3.9021012V 00 1.0347CE 0 1 ______ ______ _____________________________
 CCNS.T ANT _ _MULTIi>if F _____ fTJ___OF? R-SUUARE KF. S I DUAL DfcLfcTE X 1
1.5915 2* 73 L- DC 3.3269669 Cl’ 3 21 0.8261 7? 2 . 5 J 3 1 266E-o 1
X CCRR. X COEFFICIENT F
3 0.R31C69 — 3.937149SL-02 2.49695E Ou ..
4... C.831_"59__ .^4 7 7': 77 91. CD 2.98 78 1V ri__________________________________________
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2.3690862 T. TO 4 . <*2 'J't 05 * 01 2 22 0.817303 ?.31 12410E~-3 1
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3,150942 5E 00 9.0C5961F 01 1 23 0. 796567 2.6 746n<j 8f-T 1
FIGURE 4-2
ABRIDGED PRINTOUT THROUGH FIVE ITERATIONS FOR QUESTION NUMBER ONE
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iteration, along with their respective coefficients. Immediately
following the variable identification is a row of information which
includes the constant (Y-intercept), multiple F number, degrees of
2
freedom for both variables, coefficient of determination (R ), the 
residual, and the indication as to which variable Is to be deleted 
In the second iteration.
For the initial iteration of the first question, the regression 
equation is
Y = -6.6263699 + .015518225X. - .0000016078096X„ c 1 2
- 1.0014564X3 + 10.89236X4 + 38.032563X5>
2
with R « .832307 and variable X  ^ to be deleted on the second iteration.
Subsequent iterations and deletions culminating in the fifth iteration
produce the regression equation
Y >= 3.1509425 + 1.8242717X. c 4
2
with R * .796567. Since variable X^ is defined in Table 4-4 as log^X, 
this equation may be restated as
Yc = 3.1509425 + 1.8242/17 log1QX.
Precisely the same procedure is followed for the responses to each of 
the remaining questions in the second study set.
Correlation coefficients. In the above description of the initial
2
iteration for question number one, R (the coefficient of determination)
is computed as .832307. On the final iteration for question number one,
2 2
R is computed as .796567, which varies somewhat from the R value in the
2
first iteration. By definition, R is that percentage of the total 
variation in the dependent variable explained by the independent variables.
Croxton and Cowden, p. 462.
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It Is therefore a measure of the efficiency of the regression equation and 
should be tested for significance.
2
However, it is incorrect to test only this multiple R value result-
2
ing from any given iteration. The R values for all iterations of each 
group of question responses (except question eighteen) test significantly 
greater than zero at the a *= .01 level, with the proper number of degrees 
of freedom. The number of degrees of freedom depends upon the iteration 
under consideration. On the first iteration, the number of degrees of
freedom is nineteen; this number is increased by one as each new itera­
tion (and variable deletion) takes place. For the fifth iteration, the
number of degrees of freedom is twenty-three.
2
The fact that R is significantly greater than zero for any
combination of variables indicates that the independent variables in the
regression equation explain a significant proportion of the total varia-
2
tion. However, the test of the R values does not indicate which variables 
explain the greatest amount of variation. Furthermore, it is incorrect 
to assume that all independent variables explain an equal amount of the 
variation. Therefore, the significance of the added variation explained 
by each additional variable should be tested to determine if that variable 
should be included in the regression equation. For example, in the analy­
ses of the responses of the first question, .796567 of the variation is
explained using only one variable and .832307 is explained using five
2
variables. It seems that R is relatively insensitive to the addition 
or subtraction of additional variables.
2
The simplest method of ascertaining whether the R value associated
2
with one variable is significantly larger than the R value computed using 
additional variables is to compute the coefficient of partial determination,
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and then to test the significance of this value with a t-test.
2
If R,. Is defined as the coefficient of determination of the
2
variable used in the fifth iteration, then can be conveniently defined
as the coefficient of determination of the variables used in the fourth
2 2 
iteration. can then be tested against R,. to determine if any signifi­
cant addition variation is explained by injecting the second variable 
into the regression equation. This is accomplished by first computing 
"a coefficient of partial determination which indicates the proportion 
that the added variation explained by the use of the additional variable 
constitutes of the variation unexplained by the use of the first variable 
only."7 Algebraically, this is expressed in the formula
2 2 
R4 - *5
R7
4‘5 i -**
The t-test is then applied to this coefficient of partial determination 
and is exactly the came as any t-test for correlation, except that care 
must be exercised in determining the proper number of degrees of free­
dom. In proceeding from the fifth iteration to the fourth iteration, 
the degrees of freedom would be N-3, since three variables (one dependent,
two independent) are involved. Expressed algebraically, the calculation 
2
of t for R. c is 
4-5
t4-5
*4_5 (N-3)
1 • r L s
This t-value is then compared with the tabular value for the proper
7Ibid.
131
g
significance level and number of degrees of freedom. The same procedure
is followed in testing the additional explained variation in proceeding
from the fourth to the third iteration, from the third to the second,
and from the second to the first. The only adjustment that must be made
is to decrease the degrees of freedom for each succeeding t-test, and to
progressively calculate the coefficient of partial determination of each
new variable injected into the regression equation.
By applying this approach to the first question, the significance 
2
of the R for each iteration may be tested. However, since the program 
automatically deletes the variables according to the amount of additional 
explained variation each one contributes, a non-significant test pro­
gressing from the fifth to the fourth iteration automatically insures
non-significance in each of the following iterations. Therefore, in 
2
testing the R at each iteration, testing should continue progressively
until a non-significant t-value is obtained.
The regression equation should then include only those variables
whose coefficients of determination (or partial determination as the case
may be) test significant. The level of significance chosen here is
a *= .01. Table 4-5 indicates the application of this procedure to
2
question number one responses. This table shows the R values at each 
iteration and the variables included in the regression equation at that 
iteration. By beginning with the fifth iteration and proceeding to the 
fourth, a coefficient of partial determination is computed, and is equal
Table values for t-tests can be found in any basic statistics 
textbook. The text used in determining the table values for t in this 
study is Applied General Statistics by Frederick Croxton and Dudley 
Cowden.
TABLE 4-5
PROCEDURE FOR T-TESTING 
COEFFICIENT OF PARTIAL DETERMINATION 
FOR QUESTION ONE
STEP R2 VARIABLES INCLUDED
2 it -1
1 .832 X, X , X , log X, X 1
2 .830 X, X^, log X, X _1
3 .826 X, X , log X
4 .817 X*, log X
5 .796 log X
2 „ .817,- .796 _
4-5 .796
. \| C.0264) (N-3) 
4-5 V .9736
t, c - .866 a - .01 n - 22 t = 2.819
4-5
t. c - .866 < 2.819
4-5
Therefore not significant
Use log X variable only
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to .0264. The computed t-value is .8 6 6 . For an a = .01 and n = 22, the
table value of t is 2.819. Since .866 < 2.819, the coefficient of partial
determination is judged non-significant. Since this coefficient of
partial determination is not significant, there is no advantage in
adding the second variable. Therefore, of the variables considered,
the "best" regression equation would involve only the log X variable.
Similar tables are developed for each question in the second set and
are shown in Appendix H.
The results of each table in Appendix G are tabulated in Table
4-6. This table shows the equation which best describes the responses
2
to each question, along with the R and R values. By definition, R,
the coefficient of correlation, is Consequently, the coefficient
of partial correlation could have been used in the t-test just as well
as the coefficient of partial determination. Since the coefficient of
correlation is treated in Chapter Two as the relative measure of quality
2
of a relationship, both the R value and the R value are shown in Table 
4-6. Since all the values of R are relatively high, reasonable predicta­
bility of the equations is indicated.
Predictability. Figures 4-3 through 4-22 illustrate the plots 
of the predicting equations for each of the twenty questions in the 
second study set. Also shown on these graphs are the observed data 
and the three-sigma limits of the predicted values. The responses to 
each question result in a different predicting equation for each ques­
tion. Fifteen of the twenty regression equations involve only the 
variable log X. The responses to question number two result in a
quadratic equation form, while the responses to questions three, four,
V
and eight result in regression equations involving the variable X*.
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TABLE 4-6
OPTIMUM REGRESSION EQUATIONS 
FOR STUDY SET NUMBER TWO
QUESTION 2
NUMBER EQUATION R R
.893
.727
.849
.896
.914
.929
.936
.832
.948
.956
.939
.923
.940
.960
.902
.932
.929
.000
.903
.906
1 Y c = 3.1509425 + 1.8242717 log X
.796
2 Yc = 4.9782981 + .0020217083X - .529
.0000006272814X2
3 Y & 5.1985566 - ,04601875X% .720
4
c
Yc 4.7521357 + .073839026X^
.803
5 Yc 2.4920614 + 1.9222958 log X .835
6 Yc
s 2.5236244 + 1.9488384 log X .863
7 Y 2.8796342 + 1.5783956 log X .877
8
c
Yc
= 4.8458116 + .045598696X^ .669
9 Y c = 1.6715359 + 2.5034472 log X .897
10 Y c = -.87141836 + 3.5900753 log X .919
11
Yc
s 2.3727169 + 2.0753722 log X .881
12
Yc
s= 2.3398380 + 2.0276312 log X .851
13 Yc
s; .35476800 + 2.9724273 log X .883
14 Y c = 1.7025205 + 2.5741456 log X
.922
15 Yc
Xi 1.5024029 + 2.6838070 log X .814
16 Y c = -2.5252986 + 4.3867790 log X .869
17 Y c
ss -1.9715704 + 3.6449570 log X .862
18 Y c
t= 5.00000 .000
19 Yc
= -2.2951282 + 3.8880198 log X .816
20 Yc = -.58786225 + 3.2593359 log X .820
FIGURE 4-3
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION ONE
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FIGURE 4-4
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION TWO
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FIGURE 4-5
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION THREE
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FIGURE 4-6
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION FOUR
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FIGURE 4-7
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION FIVE
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FIGURE 4-8
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION SIX
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FIGURE 4-9
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION SEVEN
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FIGURE 4-10
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION EIGHT
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FIGURE 4-11
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION NINE
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FIGURE 4-12
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION TEN
Y = -8.7141836 * 10 -1- 3.5900753 log X
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FIGURE 4-13
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION ELEVEN
2.3727169 + 2.0753722 log X
I I I  i I i ' l l  |
50 100 500
FIRM SIZE IN NUMBER OF EMPLOYEES
145
PR
ED
IC
TI
VE
 
I
N
D
E
X
FIGURE 4-14
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION TWELVE
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FIGURE 4-15
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION THIRTEEN
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FIGURE 4-16
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION FOURTEEN
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FIGURE 4-17
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION FIFTEEN
Y = 1.5024029 + 2.6838070 log X
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FIGURE 4-18
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION SIXTEEN
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FIGURE 4-19
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION SEVENTEEN
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FIGURE 4-20
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION EIGHTEEN
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FIGURE 4-21
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION NINETEEN
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FIGURE 4-22
REGRESSION EQUATION, THREE-SIGMA LIMITS, AND ACTUAL RESPONSES FOR QUESTION TWENTY
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The responses to question eighteen indicate no relationship whatsoever 
between the responses and the chosen quantitative characteristic (size 
of the firm).
The correlation coefficient for question eighteen is equal to 
zero, and therefore not significantly different from zero at any 
confidence level.
These graphs indicate that most of the sample data, fall within 
+ three-sigma limits of the predicted values obtained using the regres­
sion equations. Part of the dispersion of the observed data is due to 
the discreteness of the scale. Because of this discreteness, the 
participants were forced to indicate their responses in terms of inte­
gers, whereas they may actually have wished to indicate a utility value 
at some point between the scale integers.
Development of the quantitative-qualitative bridge tables. After 
the regression equation is developed for the responses to each question, 
it is necessary to construct the quantitative-qualitative bridge table 
for each question. As explained in Chapter Two, the quantitative-quali­
tative bridge table translates the numerical value of Yc in the regression 
equation into meaningful events.
Data-gathering, computer programming, and equation development are 
useless without the quantitative-qualitative bridge tables. Without 
these tables, the predicted values resulting from each regression equa­
tion are meaningless numerals. Since the bridge tables are so critical, 
extreme care must be exercised in obtaining sufficient information with 
which to build the tables. This information is collected through 
intensive interviewing of the study participants in the following 
manner.
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After the participants complete their responses on the scale form, 
they are questioned in detail as to their perceptions of the meanings 
of each scale value in terms of repercussions on their firms. For 
example, if a participant indicates that his response of +4 on a given 
question means his firm is experiencing a twenty per cent increase in 
sales, this information is recorded and pooled with similar information 
from other participants for the same question. If a participant's 
perception of the meaning of a numeric is too general or vague to be 
meaningful, more intensive questioning is undertaken until the participant 
is able to identify and equate the numeric with some meaningful effect 
observed or expected in a functional or sub-functional area of management.
All numeric identifications in the tables are expressed in percentage 
ranges whenever possible in order to provide a common basis of comparison 
between firms of varying sizes. If the question does not lend itself 
to quantification, the mean descriptive term of all the participants 
is used to describe each scale numeric. The definitive descriptions 
of each numeric are distributed about a common value or descriptive 
term, and represent the descriptive responses of the sample group as 
condensed and paraphrased by the researcher. For example, a +3 on a 
given question might indicate an increase in sales ranging from 107, to 
20%, with the central value approximately 15%. Or, if the effect cannot 
be quantified, a +3 might indicate a range of "very slight" effect to 
"moderate" effect, distributed about a mean descriptive term of "notice­
able" effect.
The "meaning" of each number on the scale for each question 
varies somewhat from firm to firm. However, the meticulous manner in 
which the population is defined, interacting with the assumptions
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under which the model is developed, prevents the utility values of each 
member of that population from varying significantly from the mean 
value of the utility response of that population for a particular 
question. In essence, the selectivity of the population together 
with the restraining pressures (assumptions of the model) actually 
permit inter-personal comparison of utility schedules. The responses 
to the questions in set number two and the resulting regression equa­
tions provide strong empirical evidence of this inter-personal com­
parability of utility schedule. However, it cannot be mathematically 
or statistically "proven," and any conclusion that such comparisons 
are generally and universally possible would be premature and unsub­
stantiated.
The selected utility value of a given firm for each question 
depends upon the specific circumstances, both internal and external, 
surrounding that firm. Therefore, even for firms of precisely the 
same size, variations in utility responses would not be unusual.
Any extremely large variation in utility response would, however, 
be unusual.
Tables 4-7 through 4-26 are the quantitative-qualitative bridge 
tables for each of the twenty questions in the second study set. These 
tables should be used to give meaning to the predicted quantitative 
values obtained using the equations shown in Table 4-6 and illustrated 
in Figures 4-3 through 4-22. The table for question number eighteen 
is somewhat different from the other tables in that it indicates 
absolutely no repercussionary effect or relationship with size of 
firm. This information, however, is just as significant as informa­
tion provided in the other nineteen tables. All of the information
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TABLE 4-7
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION ONE
(What effect have you observed upon your policy-making that could be 
attributed to the Civil Rights Law of 1964?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Necessary changes in number and type of personnel policies 
so drastically confining that continued operation of busi­
ness is impossible.
1 Serious changes in number and type of personnel policies, 
resulting in 0 -20% increase in turnover, decline in pro­
ductivity, and 0 -20% increase in internal labor problems,
2 Substantial changes in number and type of personnel policies, 
resulting in slightly increased number of internal person­
nel problems.
3 Moderate changes in number and type of personnel policies,
resulting in increased friction between Negro and white 
employees and 3-10% deterioration in employee morale.
4 Very minor necessary changes in number and type of person­
nel policies, with little or no resulting effect upon 
operation of the firm.
5 None.
6 Very minor necessary changes in number and type of person­
nel policies with slight positive effect upon employee 
morale.
7 Moderate changes in number and type of personnel policies,
resulting in 0-57* increase in morale.
8 Substantial changes in number and type of personnel poli­
cies, resulting in 6-107. increase in morale, slightly 
decreased internal personnel problems, and 0-17* decrease 
in labor turnover,
9 Extensive changes in number and type of personnel policies, 
resulting in 10-25% increase in morale, slightly increased 
productivity, 0-15% decrease in internal problems handled 
by personnel department, and 0-57, decrease in turnover.
10 Necessary changes in personnel policies so beneficial 
as to virtually eliminate all racially-based personnel 
problems.
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TABLE 4-8
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION TWO
(Has the Civil Rights Law of 1964 caused you to make any changes in 
organizational structure? Indicate the degree of this effect.)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Changes in organizational structure constitute a major 
overhaul of the organization. Resulting structure efficien­
cy decreased a minimum of 10%. Changes made at all levels 
of management hierarchy.
1 Significant changes in organizational structure resulting 
in up to 10% decrease in operating efficiency. Changes 
involve mostly lower and middle management levels, but 
may include some changes in upper levels.
2 Moderate changes in organizational structure resulting 
in up to 57. decrease in operating efficiency. Changes 
primarily involve lower management levels, but may also 
include some changes at middle level.
3 Minor changes in organizational structure resulting in 
0-3% decrease in operating efficiency. Changes involve 
lower management levels only.
4 Changes in organizational structure so minor that overall 
structure not significantly affected. Changes decreased 
organizational efficiency very slightly.
5 None.
6 Changes in organizational structure so minor that overall 
structure not significantly affected. Changes increased 
organizational efficiency very slightly.
7 Minor changes in organizational structure resulting in 
0-3% increase in operating efficiency. Changes involved 
lower management levels only.
8 Moderate changes in organizational structure resulting
in 3-5% increase in operating efficiency. Changes involve 
lower management level primarily but may include some 
changes at middle level also.
9 Significant changes in organizational structure resulting 
in up to 7-87. increase in operating efficiency. Changes 
involve mostly lower management and middle management, but 
may include some structural changes in the upper levels
of management.
TABLE 4-8 (Con I.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
Changes in organizational structure constitute a major 
overhaul of organization. Resulting structure efficiency 
increased a minimum of 107. Changes made at all levels 
of management hierarchy.
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TABLE 4-9
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION THREE
(What effect has the Civil Rights Law of 1964 had upon your methods of 
recruiting and selection of new employees?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Recruiters forced to hire totally unqualified Negroes, with 
resulting decrease in efficiency of work force. Recruiting 
cost increased a minimum of 20%. Recruiting, testing, and 
selection methods completely revised.
1 Aggressive recruiting extended into Negro colleges with 
significant cost of increase up to 20%. Major changes 
adopted in selection and testing procedures, but very few 
Negroes judged qualified. Cost of hiring qualified Negro 
considerably higher than for qualified white.
2 Moderate increase in cost of recruiting. Search for quali­
fied Negroes expanded to include Negro labor market.
Negro labor market generally not qualified. New testing 
techniques adopted which are not racially discriminatory, 
and still cull out substandard applicants, Negro or white.
3 Minor increase in cost of recruiting. Cost increase ranges 
from 0-5%, depending upon degree of unionization of firm. 
Some of the most selective recruiting and selecting pro­
cedures eliminated because they appear racially discrimina­
tory, resulting in lowered standards of employment.
4 Very slight increase in cost of recruiting at all levels.
Few qualified Negroes available, so changes in recruiting 
and selection methods are "window-dressing." Operating 
level recruiting handled primarily by unions; therefore 
quality of workers is insured by unions.
5 None.
6 Very slight decrease in cost of recruiting at all levels.
Availability of qualified Negroes increases the trained 
and qualified labor force, making selection process some­
what easier.
7 Minor decrease in cost of recruiting. Cost decrease
ranges from 0-3%, depending upon degree of unionization 
of firm. Some of racially-discriminatory recruiting and 
selecting procedures eliminated, resulting in slightly 
raised standards of employment.
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TABLE 4-9 (Cont.)
EXPECTED
EFFECT
Moderate decrease in cost of recruiting. Search for 
qualified Negroes expanded to include Negro labor market. 
New testing techniques adopted which cull out unquali­
fied Negroes as well as whites. Some qualified Negroes 
found; cost of hiring qualified Negro recognizably less 
than cost of hiring qualified white.
Aggressive recruiting extended into Negro colleges with 
significant cost decrease up to 157.. Major changes adopted 
in selection and testing procedures, resulting in moderate 
numbers of qualified Negroes being hired.
Recruiting cost lowered a minimum of 15% with resulting 
increase in efficiency of work force. Recruiting, testing, 
and selection procedures completely revised, resulting 
in large numbers of qualified Negroes being hired.
TABLE 4-10
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION FOUR
(Has the Civil Rights Law of 1964 had any effect whatever upon the over­
all management of your company?)
ADJUSTED EXPECTED
NUMERIC NUMERIC
0 New management problems caused by the law are so complex 
and extensive that managerial effort must be increased a 
minimum of 20% to maintain pre-law level of operation.
1 Serious increase in management problems. Managerial effort 
must be increased up to 20% to maintain pre-law level of 
operation. Problems increasingly occurring at middle level 
of management, and some at uppermost levels.
2 Significant increase in management problems. Managerial 
effort must be increased up to 15% to maintain pre-law 
status of operation. Problems beginning to occur at 
middle levels, but confined mostly to lower levels of 
management.
3 Moderate increase in general managerial problems. Manager­
ial effort must be increased up to 10%, to maintain pre-law 
status of operation. Most additional problems are per­
sonnel-oriented.
4 Managerial problems increased slightly. Managerial effort 
must be increased up to 57, to maintain pre-law status of 
operation.
5 None.
6 Managerial problem-solving eased slightly. Managerial 
effort required to maintain pre-law status decreased up to 
3%.
7 Moderate number and type of management problems eased, 
particularly in area of personnel. Managerial effort re­
quired to maintain pre-law status of operation decreased 
up to 5%.
8 Significant number and type of management problems eased. 
Managerial effort required to maintain pre-law status of 
operation decreased up to 7-8%.
9 Significant number and type of management problems eased, 
along with more positive attitude throughout the company. 
Spirit of cooperation prevalent, with managerial effort 
decreased up to 10-127,, while maintaining the pre-law 
level of operation.
TABLE 4-10 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
Management problems eased to the extent that managerial 
effort can be decreased up to 15% and still maintain the 
pre-law level of operation.
TABLE 4-11
(Have you
ADJUSTED
NUMERIC
0
1
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QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION FIVE
changed your control techniques in any way as a result of 
the passage of the Civil Rights Law of 1964?)
EXPECTED
EFFECT
Control systems and techniques completely revised. 20% 
increase in disciplinary problems. Costs of discipline 
among employees are correspondingly increased, with de­
terioration of employees' sense of responsibility, obliga­
tion to company, and performance.
Considerable changes in employee control methods and tech­
niques resulting in up to 157. increase in disciplinary 
problems. Costs of discipline correspondingly increased, 
with poorer attitudes, morale, and performance of both 
Negro and white.
Moderate changes in employee control methods and techniques 
resulting in up to 10% increase in disciplinary problems. 
Costs of discipline correspondingly increased, with poorer 
morale and performance of both Negro and white employees.
Minor changes in employee control and disciplinary methods 
and techniques to eliminate double standards. Costs of 
control correspondingly increased. Performance of Negro 
employees poorer, as well as that of white employees.
Very minor changes in employee control and disciplinary 
methods and techniques tc eliminate double standard. Costs 
of control correspondingly increased. Negro employees' 
performances slightly poorer as a result.
None.
Very minor changes in employee control and disciplinary 
methods and techniques to eliminate double standard. Costs 
of control correspondingly decreased. Negro employees' 
performances and attitudes improved as a result.
Minor changes in employee control and disciplinary methods 
and techniques to eliminate double standard of control.
Costs of control correspondingly decreased. Negro employees 
performances improved, as well as performances of white em­
ployees .
Moderate changes in employee, control and disciplinary 
methods and techniques, with resulting 0-87. decrease
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TABLE 4-11 (Cont.)
EXPECTED
EFFECT
in disciplinary problems. Methods changes increased 
slightly personal responsibilities, particularly those 
of Negro employees. Costs of discipline correspondingly 
decreased; morale increased.
Considerable changes in employee control and disciplinary 
methods and techniques, with up to 15% decrease in disci­
plinary problems. Methods which were changed considerably 
increased personal responsibilities of employees. Greater 
sense of responsibility evident among all employees. Cost 
of discipline correspondingly decreased.
Control systems and techniques completely revised, resulting 
in up to 25% fewer disciplinary problems, reduced costs of 
control, and development of greater sense of responsibility 
and obligation among employees.
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TABLE 4-12
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION SIX
(Has the Civil Rights Law of 1964 affected your employee development
programs?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Extensive changes in existing program, as well as develop­
ment of new programs designed to upgrade quality of Negro 
employees. No noticeable participation in programs by Ne­
groes. Active participation by white employees, particu­
larly in educational programs.
1 Significant changes in development program at both the
operating level and lower management level. No improve­
ment noted in quality of Negro employees. No participation 
of Negro employees; significant increase in white partici­
pation,
2 Moderate changes in development program at operating level,
but some changes in lower management development programs. 
No appreciable improvement observed in quality of Negro 
employees. No Negroes taking advantage of changes in pro­
gram. Some increased white participation in development 
programs.
3 Very minor changes in development program to stimulate
Negro employees to participate. Changes designed to 
eliminate discriminatory practices and to provide oppor­
tunity for Negro employee improvement. No appreciable 
improvement observed in quality of Negro employees. No 
Negroes taking advantage of changes in development program.
4 No changes in the program itself, but programs now open
to Negroes. No participation by Negroes, and no improve­
ment in Negro employee quality.
5 None.
6 No changes in the program itself, but program now being
used by some Negro employees. No appreciable improvement
observed in quality of Negro employees.
7 Very minor changes in development program to stimulate
Negro employees to participate. Changes designed to 
eliminate discriminatory practices and to provide oppor­
tunity for Negro employee improvement. No appreciable 
improvement observed in quality of Negro employees. Very 
small number of Negroes taking advantage of program.
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TABLE 4-12 (Cont.)
ADJUSTED EXPECTED
NUMERIC EFFECT
8 Moderate changes in development program at operating level,
but some changes in lower management programs. No appre­
ciable improvement observed in quality of Negro employees. 
Small numbers of Negroes taking advantage of changes in 
program. More emphasis upon educational programs for Ne­
groes.
9 Significant changes in development program at both operating
level and lower management level. Slight improvement noted 
in quality of Negro employee performance. Some participa­
tion by Negroes at operating level, but little participa­
tion at lower management level. Participating Negroes 
taking advantage of educational programs. Some increased 
white participation also.
10 Extensive changes in existing program as well as develop­
ment of new programs especially designed to upgrade quality 
of Negro employees. Relatively small numbers of Negroes 
participating at this time. Some improvement in quality 
of Negro employees noticed. White employees beginning to 
take greater advantage of development programs.
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TABLE 4-13
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION SEVEN
(What effect has the passage of this law created in regards to your
personnel relations programs?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Complete reorientation of personnel relations program. 
Negative response from Negro employees. Relations con­
siderably deteriorated, with poorer attitude and quality 
of work on the part of Negro employees.
1 Extensive changes in personnel relations program. Indoc­
trination of first line supervisors with equal treatment 
training. Positive effort made to include Negroes in 
group meetings, discussions, etc. Slightly negative 
responses by Negroes. Relations with Negroes moderately 
deteriorated.
2 Moderate changes in personnel relations program. Positive 
effort being made to improve relations with Negro employees. 
No response from Negro employees. Slight deterioration of 
relations with Negro employees.
3 Minor changes in personnel relations program. No response 
from Negro employees. Slight deterioration of relations 
with Negro employees.
4 No changes in personnel relations program. Relations with 
Negro employees slightly deteriorated since passage of the 
law.
5 None.
a
6 Very slight improvement in personnel relations. Negro 
employees slightly more cooperative. No change in relations 
with white employees. No changes in personnel relations 
program.
7 Minor changes in personnel relations program, resulting 
in noticeable increase in cooperation and more favorable 
attitude among Negro employees. White employees unchanged.
8 Moderate changes in personnel relations program. Positive 
effort being made to improve relations with Negro employees. 
Negro attitude toward management noticeably improved.
9 Considerable changes in personnel relations program. Indoc­
trination of fir3t line supervisors with equal treatment
TABLE 4-13 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
training. Positive effort made to include Negroes in 
group meetings, discussions, etc. Negro attitudes con­
siderably improved with resulting improved working rela­
tionships.
Complete reorientation of personnel relations program. 
All separate facilities removed, or integrated racially. 
Considerable response from Negroes in the form of better 
cooperation, better attitude, increased acceptance of 
responsibility, improved quality of work.
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TABLE 4-14
QUANTITATIVE-QUALITATIVE BRIDGE TABLE 
FOR QUESTION EIGHT
effect has this law had upon your line organization?)
EXPECTED
EFFECT
Extensive changes in line organization with promotion 
of unqualified Negroes into management positions at all 
levels.
Considerable adjustments in line organization with promo­
tion of significant numbers of Negroes into line positions 
at lower and middle levels of organization. Positions 
stripped of responsibility when and where possible.
Moderate adjustments in line organization, resulting in 
promotion of representative numbers of unqualified Negroes 
into line positions at lower levels of management. Pro­
motions made to satisfy the law rather than on the basis 
of qualifications. Positions are of limited responsibility.
Minor adjustments in line organization, resulting in token 
promotions of Negroes into line positions. No plans for 
further changes in line organization. Promotions made 
to satisfy provisions of the law rather than on the basis 
of qualifications, with positions stripped of responsi- 
biliby.
No adjustments in line organization. No plans to promote 
Negroes, qualified or not, into management positions.
None.
No adjustments in line organization, but plans initiated 
to eventually promote Negroes into line suvervisory posi­
tions at lower levels.
Minor adjustments in line organization, resulting in 
token number of Negroes being promoted into line posi­
tions at lower levels; some line positions created with 
limited responsibilities especially for Negroes to serve 
as training positions for future Negro managers.
Moderate adjustments in line organization resulting in a 
representative number of qualified Negroes being promoted 
into line positions. Some reorganization of line to 
eliminate potential Negro-white altercations. Reorgani­
zation of line at lowest levels in the firm.
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TABLE 4-14 (Cont.)
EXPECTED
EFFECT
Considerable adjustments in line organization resulting in 
promotion of qualified Negroes into management at lower 
•and middle levels. Better utilization of qualified person­
nel. Some hesitancy to promote Negroes into upper line 
organization.
Extensive changes in line organization to take fullest 
advantage of capabilities of Negroes in management posi­
tions. Changes result in Negroes assuming line positions 
at various levels in the firm. Most efficient utilization 
of manpower evident.
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TABLE 4-15
QUANTITATIVE-QUALITATIVE BRIDGE TABLE 
FOR QUESTION NINE
(What effect has this law had upon your planning for the future?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Long range plans curtailed up to 30% due to uncertainty
of law. Short term plans completely disrupted.
1 Long range plans curtailed up to 20%. Short range plans
changed as necessary to conform to the law.
2 Long range plans curtailed up to 10%. Uncertainty per­
sists, particularly in area of personnel planning. Short
range plans considerably changed to conform to law dic­
tates, but changes being reluctantly made.
3 No changes in long range planning. Moderate disruption
of short term plans, while provisions of law are inter­
preted. Planning for future proceeding with caution.
4 No changes in long range planning. Some minor short term
plans changed to conform to the law, resulting in disrupted 
Pi anning for the future and mild uncertainty as to how to 
plan for future,
5 None.
6 No changes in long range planning. Some minor short
term plans changed to conform to provisions of the law. 
Planning slightly more efficient as result.
7 No changes in long range planning. Moderate changes in
short range planning, particularly in area of personnel 
demands. Increased availability of qualified Negroes makes 
personnel planning easier, personnel decisions better.
8 Long range planning extended up to 10% with passage of
the law. Changes in long range plans deal primarily with 
increased utilization of Negro labor force, and Negro 
managerial development. Short range plans considerably 
changed to reflect immediately the changes required by 
law.
9 Long range planning extended up to 207. with passage of
the law. Extended long range planning changes deal pri­
marily with extensive utilization of Negro work force. 
Active recruiting, selection, and development plans for 
Negroes formulated. Short range plans changed as necessary 
to meet provisions of the law.
TABLE 4-15 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
Lo-ng range plans extended 25% farther into future and 
completely overhauled to reflect availability of new 
labor source. Short range plans drastically changed to 
conform with the law. Overall planning more precise and 
detailed than ever before. Most planning changes affect 
personnel, particularly development of Negro management 
personnel.
TABLE 4-16
(Have you
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QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION TEN
noticed any effects upon the supervision of subordinates as 
a result of this law?)
EXPECTED
EFFECT
Cooperation between Negro and white operators decreased 
as much as 30%. Tasks of supervisor a minimum of 15% 
more difficult. Overt conflict prevalent. Disciplinary 
problems increased up to 20%. Some dismissals of both 
Negro and white employees.
Supervision of employees up to 157. more difficult. Coopera 
tion between Negro and white co-workers decreased up to 25% 
Frequent overt conflict between co-workers of different 
races. Disciplinary problems increased up to 15%.
Supervision of employees up to 107. more difficult. Co­
operation between races decreased up to 20%. Negroes 
overtly hostile toward white co-workers. Some overt con­
flict occurring. Disciplinary problems increased up to 
10%.
Supervision of employees more difficult by 0-3%. Co­
operation between races decreased up to 107.. Negroes 
passively hostile toward white co-workers. Slight in­
crease in disciplinary problems.
Supervision of employees (both Negro and white) slightly 
more difficult. Slightly less cooperation between races. 
Negroes passive towards white co-workers. No increase in 
disciplinary problems.
None.
Supervision of employees (both Negro and white) slightly 
easier. Slightly better cooperation between races. No 
change in number of disciplinary problems.
Supervision of employees 5-107. easier. Negroes and 
whites more cooperative on work assignments. Equal 
treatment insures cooperation.
Supervision of employees up to 20% easier. Cooperation 
between Negro and white co-workers increased up to 57.. 
Negroes taking initiative. Whites passive. Equal treat­
ment insures cooperation.
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EXPECTED
EFB’ECT
Supervision of employees up to 25% easier. Coopera­
tion between Negro and white co-workers increased up to 
10%. Negroes more active than whites in developing co­
operation, but whites not passive.
Cooperation between Negro and white subordinates increased 
up to 15%. No hostility or friction between races. Super­
visors trained in equal treatment of all subordinates. In­
creased productivity. Better work distribution. More 
responsible work force. Supervision of entire work force 
up to 33% easier.
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TABLE 4-17
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION ELEVEN
(Has this law effected your employee compensation?)
EXPECTED
EFFECT
Complete equalization of all operating personnel compen­
sation schedules. Complete equalization and standardiza­
tion of all compensation schedules for Negroes and women 
at all management levels. Costs prohibitive.
Extensive changes in compensation schedules and policy 
at operating level and for clerical personnel. Signifi­
cant equalization of management salaries at all levels 
employing Negro or female supervisors. Cost of labor 
Increased up to 20%. Cost increase not justified in 
increased productivity or efficiency.
Significant changes in compensation schedules and policy 
at operating level. Significant revisions in compensa­
tion schedule of clerical employees. Moderate equaliza­
tion of management salaries at lower and middle manage­
ment levels which have Negro or female managerial person­
nel. Cost of labor increased up to 107.. Cost increase 
not justified in increased output or efficiency.
Moderate changes in compensation schedules and policy 
at operating level. Moderate changes in compensation 
schedule of clerical employees. Some equalization of 
management salaries, particularly at levels with Negro 
and female supervisors. Cost of labor increased 0-57.. 
Cost increase not justified in increased output or effi­
ciency.
Minor changes in compensation schedules of operating 
personnel. Minor changes in compensation schedules of 
clerical employees. Changes are not justified in higher 
output or efficiency. Cost of labor slightly higher.
None.
Minor changes in compensation schedules of operating 
personnel. No changes in compensation schedules of 
women. No changes in management compensation schedules 
for women or Negroes. No change in clerical compensation 
schedules.
7 Moderate changes in compensation schedules and policy 
at operating level. No equalization of management compensa­
tion schedules for women or Negroes. No change in clerical
TABLE 4-17 (Cont.)
ADJUSTED EXPECTED
NUMERIC EFFECT
compensation schedule.
8 Significant changes in compensation schedules and policy
at operating level. No equalization of management compensa 
tlon schedules for women or Negroes. No change in clerical 
compensation schedule.
9 Extensive equalization of compensation schedules and 
policy at operating level. Corresponding equalization 
and upgrading of operating job specifications. No equali­
zation of management compensation schedules for women or 
Negroes. Some upgrading in clerical compensation schedules
10 Complete revision of compensation schedules for Negroes
and women in non-management positions. Labor costs in­
creased, but greater selectivity possible, resulting in 
no significant increase in cost per unit output. No 
equalization of management or technical compensation 
schedules for women or men. Moderate upgrading of clerical 
compensation schedule.
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TABLE 4-18
QUANTITATIVE-QUALITATIVE BRIDGE TABLE 
FOR QUESTION TWELVE
(What effect has this law had upon your staff organization?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Staff organization completely revised to provide for forced 
inclusion of Negroes and women. Revisions kept to a mini­
mum, but still affect up to 307o of staff positions at all 
levels. Staff efficiency decreased up to 20%.
1 Extensive changes in staff organization to provide for 
forced inclusion of Negroes and women. Revisions kept to 
a minimum but still affect up to 20% of staff positions at 
lower and middle levels of management. Staff efficiency 
decreased up to 15%.
2 Moderate changes in staff organization to provide for 
forced inclusion of Negroes and women. Revisions kept
to a minimum but still affect up to 10% of staff positions 
at lower and middle levels of management. Staff effi­
ciency decreased up to 10%.
3 Minor changes in staff organization to provide for forced 
inclusion of Negroes and women. Revisions kept to a 
minimum but still affect 0-5% of staff positions at 
lowest levels of management. Slight decrease in staff 
efficiency noted.
4 Very slight changes in staff organization to provide for
forced inclusion of Negroes and women. Revisions in 
staff organization kept to a minimum number and limited 
to lowest levels in organization. No change in staff 
efficiency noted.
5 None.
6 Very slight changes in staff organization to provide for
inclusion of qualified Negroes or women. Revisions in 
staff organization affecting 0-5% of all staff positions 
at lower levels of management only. Revisions seem pro­
mising .
7 Minor changes in staff organization to provide for inclu­
sion of qualified Negroes or women. Revisions in staff 
organization affecting up to 107„ of all staff positions at 
lower levels, and 0-5% of positions at middle levels. Very 
slight increase in staff efficiency noted.
TABLE 4-18 (Cont.)
ADJUSTED EXPECTED
NUMERIC EFFECT
8 Moderate changes in staff organization to provide for 
inclusion of qualified Negroes or women. Revisions in 
staff organization affecting up to 157. of all staff posi­
tions at lower levels, and up to 107, of positions at 
middle levels. No changes at top levels. Minor increase 
in staff efficiency noted.
9 Extensive changes in staff organization to provide for 
inclusion of qualified Negroes or women. Revisions in 
staff organization affecting up to 207. of all staff 
positions at lower levels and middle levels of manage­
ment. Isolated changes at upper level. Staff efficiency 
moderately increased.
10 Staff organization completely revised to provide for
systematic inclusion of qualified Negroes. Revision 
of organization affecting up to 307. of all staff posi­
tions at all levels. Some women included in staff revi­
sions. Corresponding improvements in staff efficiency 
noted.
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TABLE 4-19
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION THIRTEEN
(Has this law affected your training program for new and old employees?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Extensive new training programs developed. Relatively
few Negroes using new programs. No noticeable increase 
in quality of Negro workers. Percentage of white workers 
using training programs up to 25% higher than for Negro 
workers. Significant Increase in quality of white em­
ployees noted.
1 Significant revisions in number and type of training
programs, as well as development of new training pro­
grams. New management programs especially for Negroes. 
Percentage of white employees using programs up to 20% 
higher than Negro employees. Moderate increase in 
quality of white employees noted.
2 Moderate revisions in number and type of training pro­
grams for operating personnel as well as development of 
some new programs. New programs especially for Negroes. 
Percentage of white employees using programs up to 15% 
higher than for Negro employees. Noticeable increase in 
quality of white workers noted.
3 Minor revisions in number and type of training programs 
for operating personnel. Percentage of white employees 
using training programs up to 107, higher than Negro em­
ployees. Slight increase in quality of white workers 
noted.
4 No new training programs instituted, but existing ones 
opened to Negroes. Training programs deal with operating 
skills. No noticeable change in quality of Negro workei, 
Percentage of white employees using training programs up 
to 57. higher than Negro employees.
5 None.
6 No new training programs instituted, but existing pro­
grams liberalized and opened to Negroes. Training pro­
grams deal only with operating skills. Percentage of 
Negro employees using training program up to 57. higher than 
white employees. No noticeable increase in quality of 
workers.
7 Minor revisions In number and type of training programs
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ADJUSTED EXPECTED
NUMERIC EFFECT
for operating personnel. Percentage of Negro employees 
using training program up to 10% higher than white em­
ployees, No managerial training programs being used by 
Negroes. Very slight increase in quality of Negro workers.
8 Moderate revision in number and type of existing training
programs, as well as development of new training programs. 
Some new programs especially for Negroes. Percentage 
of Negro employees using programs up to 15% higher than 
white. Some qualified Negroes using managerial training 
programs. Noticeable increase in quality of Negro workers.
9 Significant revisions in number and type of existing
training programs, as well as development of new training 
programs. New management programs especially for Negroes. 
Percentage of Negro employees using programs up to 207. 
higher than white employees. Some Negroes using managerial 
training programs. Moderate increase in quality of Negro 
workers.
10 Extensive new training programs developed. New programs
being used extensively by new Negro employees at operating 
levels. Some Negro management trainees taking advantage 
of educational programs available. Increased use of 
training programs noted also among white co-workers. Per­
centage of Negro employees using training programs up to 
307. higher than white employees.
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TABLE 4-20
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION FOURTEEN
(Have you noticed any changes in communication that could be attributed
to this law?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 0-307. decrease in two-way Negro subordinate-superior communi­
cation. Extensive deterioration of working relationship.
1 0-207. decrease in two-way Negro subordinate-superior communi­
cation. Considerable deterioration of working relationship.
2 0-157. decrease in two-way Negro subordinate-superior com­
munication. Moderate deterioration of working relationship.
3 0-107. decrease in two-way Negro subordinate-superior com­
munication. Noticeable deterioration of working relation­
ship.
4 0-57. decrease in two-way Negro subordinate-superior com­
munication, Slight deterioration of working relationship.
5 None.
6 0-10% increase in Negro subordinate-white superior communi­
cation. 0-3% increase in superior-subordinate communication. 
Slightly better working relationships.
7 0-157. increase in Negro subordinate-white superior communi­
cation. 0-57. increase in superior-all subordinate communi­
cation. Noticeably improved working relationship.
8 0-207. increase in Negro subordinate-white superior communi­
cation. 0-107. increase in superior-all subordinate communi­
cation. Moderate improvement in working relationships.
9 0-257. increase in Negro subordinate-white superior communi­
cation. 0-15% increase in superior-all subordinate communi­
cation. Considerable improvement in working relationships.
10 0-307. increase in Negro subordinate-white superior communi­
cation. 0-207. increase in superior-all subordinate communi­
cation. Extensive improvement in working relationships.
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TABLE 4-21
QUANTITATIVE-QUALITATIVE BRIDGE TABLE 
FOR QUESTION FIFTEEN
(Has this law affected your promotion policy?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Promotion policy completely analyzed and revised to provide
for forced promotion of Negroes, regardless of qualifica­
tions. Widespread forced promotions made. No noticeable 
improvement in quality of work of promoted Negroes. Number 
of promotions kept to a minimum.
1 Extensive changes in promotion policy governing operating
level, clerical employees, lower and middle management 
levels. Extensive promotions made at operating level 
and lower management level, but limited promotions at 
other levels. No noticeable improvement in quality of 
work of promoted Negroes. Number of promotions kept to 
a minimum.
2 Moderate changes in promotion policy governing operating
level, clerical employees, lower management level, and 
middle management level. Significant forced promotions 
given at operating level and lower management level. No 
noticeable improvement in quality of work of promoted 
Negroes. Number of promotions kept to a minimum.
3 Minor changes in promotion policy governing operating
level and lower level of management. Some forced promo­
tions given to Negroes. No noticeable improvement in 
quality of work of promoted Negroes. Number of promo­
tions kept to a minimum.
4 No change in promotion policy, but some forced promotions
given to Negroes. No noticeable improvement in quality of 
work of promoted Negroes. Number of promotions kept to 
a minimum.
5 None.
6 No change in promotion policy, but some promotions given 
to qualified Negroes at operating levels. Work of pro­
moted Negroes noticeably improved.
7 Minor changes in promotion policy governing operating 
level and lower management level tc provide for promo­
tion of qualified Negroes. No changes in promotion policy 
of female employees. Work of promoted Negroes noticeably 
improved.
TABLE 4-21 (ConL.)
ADJUSTED
NUMERIC
8
9
10
EXPECTED
EFFECT
Moderate changes in promotion policy governing operating 
level, clerical employees, lower management level, and 
middle managerial levels. Significant promotions at lower 
levels, but very limited promotions at middle level. Work 
of promoted Negroes noticeably improved. Some women pro­
moted, but no noticeable improvement in work quality.
Extensive changes in promotion policy governing operating 
level, clerical employees, lower and middle managerial 
levels. Significant promotions at lower level, but limite 
promotions of clerical employees. Work of promoted Negroe 
noticeably improvedparticularly in managerial area.-.
Promotion policy completely analyzed and revised to pro­
vide for promotion of qualified Negroes and women. Ail 
discriminatory policies discarded. Up to 20?. of yearly 
promotions given to qualified Negroes and women. No 
unqualified persons nr any race cr sex promoted. Promo­
tions at operating level, as well as ail management levels 
Concentration of promotions is at lover level, with some 
at higher levels. Work of promoted Negroes significantly 
improved,
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TABLE 4-22
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION SIXTEEN
(Has this law caused difficulties between Negro and white employees
in general?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Numerous racially-inspired incidents between Negro and
white co-workers. Relations between the races greatly 
deteriorated. Open hostility between races. Most inci­
dents minor. Few incidents serious and of physical nature. 
Some disciplinary action necessary for both races.
1 Occasional racially-inspired incidents of both minor
and serious nature. Whites strongly belligerent. Negroes 
overtly hostile. Incidents of violent and non-violent 
nature. Some employee disciplinary action necessary for 
both races. Considerable deterioration of relations be­
tween races.
2 Occasional racially-inspired incidents of a minor nature.
Whites strongly belligerent. Negroes strongly hostile. 
Incidents of a non-violent nature. Measurable deteriora­
tion of relations between races.
3 No racial incidents between co-workers. Whites mildly
belligerent. Negroes arrogantly hostile. Noticeably 
poorer cooperation and attitudes between races.
4 No racial incidents between co-workers. Whites passively
hostile. Negroes passively hostile. Slightly poorer 
cooperation and attitudes between races.
5 None.
6 No difficulties encountered. Both Negroes and whites cau­
tious. No noticeable effect on output, efficiency, or 
relations between Negro and white employees.
7 No difficulties encountered, Negroes indicating better
attitudes toward whites. Whites passive. No other notice­
able effects.
8 No difficulties encountered. Negroes' cooperation with
whites increased measurably. Whites slightly more coopera­
tive with Negro co-workers. Slight improvement in racial 
relations of workers.
9 No difficulties encountered. Negroes taking strong
TABLE 4-22 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
initiative in improving relations with white co-workers. 
Whites responding moderately. Noticeable improvement in 
racial relations of workers.
No difficulties encountered. Negroes taking strong 
initiative in improving relations with white co-workers. 
Whites responding reciprocally. Measurable improvement 
in racial relations of workers.
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TABLE 4-23
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION SEVENTEEN
(Has this law caused difficulties between white superiors and Negro
subordinates?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Negro employees' cooperation decreased as much as 307=,
White supervisors find it impossible to maintain equal 
treatment. Negroes openly hostile and defiant. Signi­
ficant number of Negro employees dismissed due to insubor­
dination.
1 Negro employees' cooperation decreased as much as 20%.
White supervisors ridiculed. Negro employees openly 
hostile. Some Negro employees dismissed as a result.
2 Negro employees' cooperation decreased up to 107... White
supervisors find it difficult to maintain equal treat­
ment as a result of hostility. Some Negro employees 
dismissed as a result.
3 Negro employees' cooperation moderately decreased,
Negroes being supervised are hostile to white super­
visors, regardless of equal treatment by white super­
visors.
4 Negro employees' cooperation slightly decreased. Negroes
being supervised are passively hostile to white supervisors, 
regardless of equal treatment by white supervisors.
5 None.
6 Negro employees slightly more cooperative and somewhat
easier to supervise, provided supervisors are non-discrim- 
inatory in work assignments and treatment of Negro and white 
workers.
7 Negro employees' cooperation moderately increased provided
supervisors give equal treatment to all workers. Moderate 
increase in Negro leadership noted.
8 Negro employees' cooperation increased 15-207=, provided
supervisors give equal treatment. Some Negroes showing 
interest in progressing into supervisory work.
9 Negro employees' cooperation increased 25-307=, provided 
supervisors give equal treatment, particularly in assign­
ment of responsibility. Limited number of Negroes being
TABLE 4-23 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
used as supervisors of other Negroes with satisfactory 
results.
Negro employees up to 40% more cooperative and easier to 
supervise, provided supervisors are non-discriminatory 
in handling Negro and white workers. Limited number of 
Negroes being used as supervisors of both Negroes and 
whites with satisfactory results.
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TABLE 4-24
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION EIGHTEEN
(What effect has this law had upon your female employees?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Widespread forced promotions into all levels of manage­
ment. Cooperation with male supervisors significantly 
worse. Generally unqualified for job demands. Compen­
sation higher. No increase in productivity. Generally 
demanding widespread special considerations because of sex,
1 Some forced promotions into lower, middle, and upper 
management levels. Cooperation with male supervisors 
noticeably worse. Generally unqualified for job demat'ids. 
Compensation higher. No increase in productivity. Gener­
ally demanding significant special considerations because 
of sex.
2 Some forced promotions into lower and middle management 
levels. Cooperation with male supervisors slightly worse. 
Generally unqualified for job demands. Compensation 
higher. No Increase in productivity. Generally demanding 
special considerations because of sex.
3 Some forced promotions into lower management levels. Co­
operation with male supervisors slightly worse. Compen­
sation higher, but no corresponding increase in productivi­
ty. Generally demanding some special considerations because 
of sex.
4 Cooperation with male supervisors unchanged. Compensation 
slightly higher, but no corresponding increase in producti­
vity. Women demanding minor special considerations because 
of sex.
5 None.
6 Slight increase in initiative of women employees. Attitude 
toward male supervisors slightly better. Compensation 
higher but responsibilities commensurately increased.
Women treated slightly more impersonally.
7 Noticeable increase in initiative of women employees.
Attitudes toward male supervisors noticeably improved.
Output of female operating employees unchanged. Some 
promotions into lower level supervisory positions. Out­
put of promoted women noticeably higher. Women treated 
noticeably more impersonally by supervisors and fellow work­
ers.
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TABLE 4-24 (Cont.)
ADJUSTED EXPECTED
NUMERIC EFFECT
8 Moderate increase in Initiative of women employees.
Attitudes toward male supervisors considerably improved. 
Output of female operating employees unchanged. Moderate 
number of promotions into lower level supervisory positions. 
Output of women in supervisory positions noticeably higher. 
Women treated considerably more impersonally by supervisors 
and fellow workers.
9 Considerable increase in initiative of women employees. 
Attitudes toward male supervisors significantly improved. 
Output of female operating employees slightly increased, 
Considerable number of promotions into lower level and * 
middle level supervisory positions. Women treated signi­
ficantly more impersonally by supervisors and fellow 
workers.
10 Significant increase in initiative of women employees.
Attitudes toward male supervisors significantly improved. 
Output of female operating employees noticeably increased. 
Significant number of promotions into lower level and 
middle level supervisory positions, with isolated promo­
tions into top levels. Women treated completely imper­
sonally.
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TABLE 4-25
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION NINETEEN
(Has the "Equal Opportunity Concept" affected the operation of ycur
firm in any way?)
ADJUSTED EXPECTED
NUMERIC EFFECT
0 Thoroughly negative in effect. Significantly decreased 
morale, cooperation among employees, productivity. Sig­
nificant increase in number and type of disciplinary 
problems. Effects noted at all levels of organization.
1 Significantly negative in effect. Moderately decreased 
morale, cooperation among employees, productivity. Moder­
ate increase in number and type of disciplinary problems. 
All effects noted at operating level, lower and middle 
levels of management.
2 Noticeably negative in effect. Noticeably decreased 
morale, cooperation among workers, productivity. Notice­
able increase in number and type of disciplinary problems. 
All effects noted at operating level and lower management 
level.
3 Slightly negative in effect. Slight decrease in morale, 
cooperation among employees, productivity. Slight increase 
in number of disciplinary problems. All effects noted at 
operating level only.
4 Very slight negative effect manifested mostly in decreased 
morale of both white and Negro workers. No other notice­
able effects.
5 None.
6 Very slight positive effect manifested mostly in increased 
morale at operating level. No other noticeable effects.
7 Noticeably positive in effect. Slight improvements noted
in morale, cooperation among employees, productivity,
number of disciplinary problems, quality and availability
of labor force. All improvements noted at operating level.
8 Moderately positive in effect. Noticeable improvements
noted in morale, cooperation among employees, productivity, 
number of disciplinary problems, quality and availability 
of labor force. All improvements noted at operating level,
9 Significantly positive in effect. Moderate improvements
TABLE 4-25 (Cont.)
ADJUSTED
NUMERIC
10
EXPECTED
EFFECT
noted in morale, cooperation among employees, producti­
vity, number of disciplinary problems, quality and availa­
bility of labor force. Most improvements noted at lower 
levels of organization.
Thoroughly positive in effect. Significant improvements 
noted in morale, cooperation among employees, producti­
vity, number of disciplinary problems, quality and avail­
ability of labor force at all levels.
TABLE 4-26
(Has the
ADJUSTED
NUMERIC
0
1
2
3
4
5
6
7
8 
9
10
QUANTITATIVE-QUALITATIVE BRIDGE TABLE
FOR QUESTION TWENTY
passage of this law affected the general attitudes and leader­
ship of your Negro employees?)
EXPECTED
EFFECT
General attitude and positive leadership decreased by 
30-407.. Negroes at all levels exhibiting negative 
leadership and attitude. Cooperation markedly decreased.
General attitude and positive leadership decreased by 
20-307.. Negroes at operating level, lower and middle 
management levels significantly less cooperative.
General attitude and positive leadership decreased 10-20%. 
Noticeable decrease in cooperation, morale, and initia­
tive at operating level and lower management level.
General attitude and positive leadership decreased 3-107.. 
Noticeable decrease in cooperation, morale, and initia­
tive at operating level.
General attitude and positive leadership decreased by 
0-37.. Slightly decreased cooperation, morale, and initia­
tive at operating level.
None.
General attitude and leadership improved 0-57. Slightly 
increased cooperation, morale, and initiative at operating 
level.
General attitude and leadership improved 5-15%. Notice­
ably improved cooperation, morale, and initiative at 
operating level. Some improved leadership at lower 
management level.
General attitude and leadership improved 15-257.. Moder­
ate improvement in cooperation, morale, and initiative at 
operating level and at lower management level.
General attitude and leadership improved 25-40%. Signi­
ficant improvement in cooperation, morale, and initiative 
at operating level, lower and middle management levels.
General attitude and leadership improved 40-50%. Increased 
cooperation, morale, and initiative highly evident among 
Negro workers. Negro managers particularly improved at all 
levels.
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used to develop the tables represents either expected effects of the 
law or actually experienced effects of the law.
For the sake of brevity, the information in each table has been 
condensed as much as possible without destroying its meaning. In the 
actual application of the technique, a manager would probably be con­
cerned with fewer questions at any point in time, and consequently 
fewer bridge tables. The bridge tables can actually be as long and 
as detailed as the researcher wishes to make them. No attempt is 
being made in this study to interpret the responses of the partici­
pants. The only concern of this study is to accomplish the objectives 
stated in Chapter One. These objectives included only the develop­
ment of the modelling technique and the successful application of the 
model to a specific situation. The discussion and interpretation of 
the expected and experienced effects of the law represent separate 
studies of considerable magnitude.
Predictive ability of the regression equations: a test. After
the regression equations in Table 4-6 and the corresponding quantitative- 
qualitative bridge tables were developed, the predictive ability of these 
equations and tables was tested. A second random sample of five firms 
of varying sizes was selected using the same procedure described in 
Chapter Three. The managers in the second sample group were asked to 
answer the second set of study questions on the standardized rating 
form so that their actual responses could be compared with the computed 
results of the regression equations.
If the modelling technique is to be useful as a predictive device, 
it should predict with reasonable accuracy the numerical responses to 
each question that can be expected for a firm of a given size. Moreover,
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the predictive indices (adjusted numerics) computed by the formulas 
should represent reasonably accurate descriptions of the effects of 
the law in functional and sub-functional areas of management experienced 
by each sample firm. For example, for question number one, a firm with 
four hundred fifty employees would have a predictive index of approxi­
mately eight. This predicted index is obtained by substituting X *= 450 
into the regression equation for the first question, and computing Yc - 
Since the description of the relationship between utility and size of 
firm for the first question is
Yc *= 3.1509425 4- 1.8242717 log X, 
substituting X *= 450 into this equation yields
Y - 3.1509425 + 1.8242717 log (450), 
c
and Y fi »  8 . The three-sigma limits for X = 450 yield 8.6 and 7.4.
Therefore, a response value between 7.4 and 8.6 would be expected 99.7% 
of the time, assuming the responses for all firms employing four hundred 
fifty employees are normally distributed.
The actual responses of the group are shown in Tables 4-27 through 
4-31, along with the predicted value computed by the regression equation 
for each question. In each case, the computed response compares favor­
ably to the actual response made by the sample group^ indicating a 
relatively high degree of piecision of the predictor equations. In 
almost every case, the actual response numeric is well within the three- 
sigma limits of the predicted values, as illustrated in Figures 4-3 
through 4-22.
The predictive index is useless unless the corresponding word 
descriptions represent reasonably accurate descriptions of experienced 
or expected effects. A rough check on this accuracy was performed
12
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TABLE 4-27
COMPUTED AND ACTUAL RESPONSES
FOR SECOND TEST GROUP, FIRM A
FIRM A--EIGHTEEN EMPLOYEES
ADJUSTED IS DESCRIPTION IN BRIDGE
Y ACTUAL TABLE REASONABLY ACCURATE?
Noc
5.45 5
Yes
X
4.98 5 X
5.03 5 X
5.21 5 X
4.92 5 X
5.00 5 X
4.92 5 X
5.08 5 X
4.83 5 X
3.71 4
5.00 5 X
4.91 5 X
4.79 5 X
5.00 5 X
4.91 5 X
3.07 3 X
2.73 2 X
5.00 5 X
2.62 3 X
3.51 3 X
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TABLE 4-28
COMPUTED AND ACTUAL RESPONSES 
FOR SECOND TEST GROUP, FIRM B
FIRM B--FORTY EIGHT EMPLOYEES
ADJUSTED IS DESCRIPTION IN BRIDGE
Y Y ACTUAL TABLE REASONABLY ACCURATE?
C Yes No
6.20 6 x
5.08 5 x
4.90 5 x
5.35 5 x
5.70 6 x
5.77 6 x
5.55 5 x
5.23 5 x
5.84 5 x
5.13 5 x
5.85 5 x
5.70 5 x
5.81 5 x
5.80 6 x
6.02 5 x
4.88 4 x
4.18 4 x
5.00 5 x
4.17 4 x
4.80 5 x
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TABLE 4-29
COMPUTED AND ACTUAL RESPONSES
FOR SECOND TEST GROUP, FIRM C
FIRM C--NINETY-ONE EMPLOYEES
ADJUSTED IS DESCRIPTION IN BRIDGE
Y Y ACTUAL TABLE REASONABLY ACCURATE?
Noc
6.85 7
Yes
X
5.15 5 X
4.78 5 X
5.24 5 X
6.21 6 X
6.31 7 X
5.97 6
5.34 6 X
6.56 7 X
6.12 7 X
6.43 6 X
6.27 7
6.44 7 X
6.76 6 X
6.75 7 X
6.08 7 X
5.20 6 X
5.00 5 X
5.14 5 X
5.73 6 X
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TABLE 4-30
COMPUTED AND ACTUAL RESPONSES
FOR SECOND TEST GROUP, FIRM D
FIRM D--ONE HUNDRED SIXTY-TWO EMPLOYEES
ADJUSTED IS DESCRIPTION IN BRIDGE
Y ACTUAL TABLE REASONABLY ACCURATE?
No
7.18 7
Yes
X
5.20 5 X
4.60 5 X
5.60 6 X
6.69 7 X
6.78 7 X
6.36 6 X
5.44 6 X
7.12 7 X
7.00 8 X
7.18 7 X
6.79 7 X
7.08 7 X
7.37 8 X
7.42 8 X
7.19 7 X
6.11 7 X
5 . 0 0 5 X
6.19 7 X
6.52 7 x
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TABLE 4-31
COMPUTED AND ACTUAL RESPONSES
FOR SECOND TEST GROUP, FIRM E
FIRM E--FIVE HUNDRED SIXTY-SEVEN EMPLOYEES
QUESTION ADJUSTED IS DESCRIPTION IN BRIDGE
NUMBER Y_ Y ACTUAL TABLE REASONABLY ACCURATE?
Noi: Yes
1 8.20 8 X
2 5.80 6 X
3 4.08 4 X
4 6.45 7 X
5 7.73 7 X
6 7.80 8 X
7 7.20 7 X
8 5.93 6 X
9 8.50 8 X
10 8.95 9 X
11 8.08 8 X
12 7.90 7
13 8.42 8 X
14 8.73 8 X
15 8.91 9 X
16 9.63 9 X
17 8.01 8
18 5.00 5 X
19 8.32 8 X
20 8.53 8 X
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after each manager in the test group had indicated his scale responses 
for each question on the form. Each manager was asked if the descrip­
tions corresponding to his response in the quantitative-qualitative 
bridge tables were reasonably accurate descriptions of the expected 
or actual effects of the law in his firm. The descriptive events in 
the quantitative-qualitative bridge table were judged reasonably ac­
curate ninety-three times out of one hundred, indicating that the 
quantitative-qualitative bridge tables are reasonably accurate in 
describing the effects of the law, and lending further credence to 
inter-personal comparisons of utility schedules under special condi­
tions .
It seems reasonable to conclude, then, that the effects of the 
law can be predicted to a reasonably accurate degree, provided the 
quantitative characteristic (size of firm) is known and the selected 
firm is from the same population for which the predicting equations 
are developed.
Reversibility. The predicting equations can be used reversibly.
If descriptive event information concerning a given firm is known, the 
size of the firm (at least within a reasonable range) could be pre­
dicted by translating the closest conforming descriptions in the quanti­
tative-qualitative bridge tables into predictive indices. Once a pre­
dictive index is selected, the regression equation can be solved for 
the basic independent variable, size of firm.
For example, suppose that the descriptive event information 
known about a firm of unknown size corresponded to that represented 
by the numeric eight on the quantitative-qualitative bridge table for 
question number one. Suppose further that the information known about
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the firm ranged into those descriptions represented by the numerics 
seven and nine. By substituting these three numerics back into the 
regression equation for question number one, the range of the size 
of the firm may be predicted. If Y ■ 8 is substituted into the equa­
tion
Yc = 3.1509425 + 1.8242717 log X, 
the computed value of X is 450. If Y ■ 7 is substituted into the 
equation, the computed value of X is 130. If Y * 9 is substituted 
into the equation, the computed value of X is 1600. Thus it would be 
concluded that the size of the firm about which the descriptive, infor­
mation is known varies between one hundred thirty and sixteen hundred 
employees, but probably lies closer to four hundred fifty than to 
either of the extreme values. Because the quantitative-qualitative 
bridge tables are discrete, the reverse prediction process which predicts 
the independent variable is less accurate than the normal case in which 
the dependent variable is predicted.
The fact that the process is reversible is of minor importance 
in this particular study since the quantitative characteristic used 
(size of firm) is easily found. In cases in which the value of the 
quantitative characteristic selected by the researcher is difficult to 
determine, the reversibility of the process can be of greater importance.
SUMMARY
Chapter Four explained the nature of the qualitative variable 
selected to test the modelling technique, and the procedure used in 
gathering the data with which to make the model. A detailed discussion 
of the characteristics of the computer program and its operation was
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also Included, as well as a description of the manner in which the 
multiple transform regression equations were developed. Using the 
results of the computer run, the "best" regression equations were 
presented in Table 4-6, and in Figures 4-3 through 4-22.
The predictive ability and reversibility of the regression 
equations were then tested using data from a second random sample of 
firms selected from the population as defined in Chapter Three. The 
results of the test of the model indicate that the multiple transform 
regression technique can be an accurate and useful device for predict­
ing the effects of qualitative variables.
Chapter Five will be concerned with the summary of the study 
and conclusions regarding the applicability of the technique and 
possible tradeoffs resulting from its use. A discussion of the limita­
tions of the technique will be included, as well as a discussion of 
potential areas of research which are related to the multiple transform 
regression modelling technique.
CHAPTER V 
SUMMARY AND CONCLUSIONS
The discussion in Chapter One indicated that there is a need 
for a relatively unsophisticated modelling technique which will enable 
managers to systematically predict the effects of qualitative variables 
on their firms. Hopefully, the availability and use of such a modelling 
technique either would lead to better decisions, or would provide addi­
tional information leading to better decisions.
Before summarizing the study and drawing conclusions regarding 
the experimental modelling technique developed in this paper, it seems 
appropriate to restate the objectives of the study. These objectives 
were:
1) To develop a general modelling technique that enables 
decision-makers to include qualitative variables in 
models which will describe and predict non-qualitative 
event relationships.
2) To use the modelling technique to describe and predict 
the effects of the passage of the Civil Rights Law of 
1964 upon selected functional areas of management in
a test group of manufacturing firms in the state of 
Louisiana.
SUMMARY
A survey of modelling techniques and methods was conducted 
in an attempt to confirm the need for a modelling technique capable 
of including qualitative events. Once this survey was completed, the 
objectives of this study stated above were formulated.
The study itself consisted of two phases. In the first phase, 
the formulation of the modelling technique, complete with assumptions, 
was accomplished using inductive reasoning together with utility 
theory, game theory, and statistical concepts. The application phase
consisted of taking sample data, computerizing the data, and building 
a multiple transform regression model to describe the effects of a 
selected qualitative variable according to the conceptual framework 
developed in the formulation phase. The empirically developed model 
was then tested for accuracy and predictive ability in a second test 
group.
CONCLUSIONS
On the basis of the study results, it can be concluded that 
both of the study objectives stated above were achieved. The first 
objective was more theoretical in nature, and was achieved primarily 
in Chapters Two and Three. The second objective was concerned more 
with the successful application of the technique, and was achieved 
in Chapter Four. The results in Chapter Four seem to indicate that 
the modelling technique developed in this paper can be both accurate 
as a predictive device and useful to the manager in decision-making.
It must be strongly emphasized, however, that these conclusions are 
made only upon the basis of a special set of assumptions, as stated 
in Chapters Two and Three. These conclusions may not be valid under 
a different set of conditions and assumptions. Furthermore, for a 
given firm, the multiple transform regression model may not be totally 
accurate as a predictive device. For a population of firms, however, 
the model seems to provide reasonably accurate predictions.
The relatively unsophisticated nature of the multiple transform 
regression modelling technique and its predictive ability in terms of 
descriptive events are probably the two greatest advantages deriving 
from its use. Most existing models which are capable of including
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qualitative variables are so complex that the "typical" top manager is 
unable to use them because he lacks the necessary specialized training.
Furthermore, the applicability and predictive ability of these 
existing models are somewhat suspect in any given situation. Con­
versely, the multiple transform regression technique is theoretically 
applicable to a wide variety of situations involving qualitative 
variables, especially those in which management wishes to gather 
information which may facilitate decision-making.
Finally, the modelling technique can be flexible to the extent 
that it can be periodically upgraded by re-developing the model re­
gression equations using additional sample information. This upgrad­
ing is analogous to the Bayesian approach to computing revised proba­
bilities in the light of additional sample information.
Fractical limitations. The entire modelling technique developed 
in this paper is applicable only within the assumptions under which it 
was formulated, particularly the implicit assumptions. Consequently, 
the assumptions under which the model was developed provide a key to 
the limitations of the technique.
The most basic limitation inherent in any regression study 
is the assumption that the dependent variable is distributed normally 
for values of the independent variables. There is no "proof" that the 
population (and consequently the values of the dependent variable) 
studied in developing the proposed modelling technique is distributed 
normally. At the same time, there is no proof that the population 
studied is not normal. Substantial empirical evidence in Chapter 
Three seems to indicate that the population studied is approximately
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symmetrical and bell-shaped.
It is doubtful whether the researcher could ever be confident 
that any population being studied is normal. Therefore, unless there 
is evidence indicating the population is not normal, no significant 
errors are introduced by assuming that it is normal. This is particular­
ly true in cases in which empirical evidence indicates the presence of 
normal distribution characteristics, such as symmetry, bell-shape, 
etc. Furthermore, the effects of a non-normal sample distribution may 
be reduced by making the sample size as large as possible, since many 
statistical distributions more closely approximate the normal distribu­
tion as the sample size increases.
Since the success of the modelling technique depends upon the 
homogeneity of the population being studied, some degree of inter­
personal utility comparison must be possible between the members of 
the population being studied. The valid inter-personal comparison 
of utilities can occur only when there is some degree of homogeneity 
of utility functions of the members of the population. Furthermore, 
this homogeneity of utility functions can be assured only through 
careful definition and delimitation of the population. If the popula­
tion is too loosely defined or delimited, the information it can 
provide becomes too general to be meaningful. In most decision-making 
situations specific knowledge is desired; it follows, then, that only 
a specific population can provide this specialized type of information.
Since the proposed technique is subjective to some extent, some 
limitations exist because of this subjectivity. In Chapter Four it 
was stated that any amount and type of information can be modelled 
using this technique. The extent to which the technique is applicable
depends almost entirely upon the ability of the researcher to phrase 
his questions in such a manner as to stimulate perception in the sample 
groups. This ability varies among individuals; it would not be 
unusual for one person to glean more information than another from a 
sample group. Such a limitation is critical, since this specific 
sample information is used to build the quantitative-qualitative bridge 
tables; without meaningful tables the technique is useless.
Other limitations include the computer programs, computational 
equipment, and personnel available. In the interest of obtaining the 
desired information as soon as possible, it is almost imperative that 
electronic computational equipment be used to process the data and 
develop the regression equations. Long hand computation is, however, 
possible when time is not an essential factor.
Most "canned" computer programs and computer equipment have 
finite physical limitations, e. g. number of decimal places possible 
in the data, number of variables possible, type of calculations to 
be made, etc. For example, the MRP49 program used in the IBM 7040 
computer to develop the model in this paper limits the total number 
of variables in the equations to forty-nine, despite the theoretical 
possibility of ait infinite number of variables.
A wide variety of computational equipment is available, and 
the nature of any given piece of equipment also poses limitations.
These restraints may take the form of a limited number of variables 
or prohibitive computational time. For example, the sample data for 
this study were first run on the IBM 1620 using the MRP45 program.
This program makes essentially the same computations as the MRP49, 
so there was little programming difference. However, a difference in
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machine storage capacity did exist. Using the MRP45, only forty-five 
variables were possible. In this study, the number of variables con­
sidered (one dependent and five independent) was far less than either 
forty-five or forty-nine, so this particular limitation was not criti­
cal regardless of the program and equipment used.
The length of computational time required to develop a model 
of this type is one of the most serious limitations of the technique.
Time limitations can be overcome to some extent, provided that a 
modern computer center is available to the researcher. Certain types 
of electronic computational equipment are more efficient than others; 
efficiency (or the lack of it) is manifested in the computational time 
required to process data. For example, the sample data were first run 
on the IBM 1620 using program MRP45. Computational time for the 1620 
was approximately twenty hours. After the MRP49 program was written, 
the data were run on the IBM 7040. Computational time for the 7040 
was slightly over twenty minutes. The 7040 has a higher hourly cost 
rate than does the 1620, but the shorter computational time can more 
than compensate for the cost. When computer time must be purchased 
and economic resources are scarce and limited, prohibitively long 
computational times can increase the cost of the technique significantly.
With unlimited funds the modelling technique could be carried as 
far as the physical limitations of the computational equipment and re­
search personnel permit. Furthermore, with unlimited funds, periodic 
upgrading of the model would pose no problem. In actuality, however, 
cost is a very real restraint and funds are always limited. The manager 
is thus faced with the prospect of trading additional information 
(either in the form of larger sample si2es, better research personnel,
periodic re-modelling, or a combination of these) for additional cost. 
Just how far this trade-off should progress is difficult to determine.
In some cases it may not be economically feasible to justify even a 
minimum of data collection necessary to build a basic model. As a 
general rule, the cost of the additional information should always 
be equal to or less than the value of that information.
Another limitation in the use of the modelling technique is 
the deterioration of the accuracy and predictive ability of the model 
equations with the passage of time. Utility seems to vary to some 
extent with the passage of time. Consequently, those events which 
produced utility five years ago may produce disutility today. All 
of the equations developed in this paper were developed for a static 
situation. That is, each equation represents a relationship which 
was valid during some time period immediately following the collection 
of the data. The durability of the predicting equations relative to 
time is a research project in itself, and no claims are being made for 
the future predictive ability of the model developed in this paper.
The research done in this paper does seem to Indicate that the technique 
used produces reasonably accurate predictions within a reasonable 
period of time after the sample data are gathered. The accuracy of 
the model can be maintained, however, by periodical re-sampling and 
re-calculation of the predictor regression equations.
Areas of potential research. The preceding discussion of the 
limitations of the technique immediately focuses attention upon areas 
of potential research. The technique developed in this paper probably 
could be refined with additional experimentation, particularly in the 
areas of application of the technique.
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Probably the most critical need for research is in the develop­
ment of a dynamic modelling technique capable of including qualitative 
events, and which is durable with time. Such a technique would approach 
complete simulation of the occurrence of a given qualitative event 
and its repercussions in functional areas of management.
Coincident with the need for a dynamic technique is the need 
for basic research in utility-time relationships. As stated earlier, 
utility seems to be a function of time. The nature of that function, 
whether random or patterned, could be the subject of a research project 
in itself. If valid relationships between utility and time can be 
developed, these relationships could form the basis for a dynamic 
multiple transform regression technique which would describe the effects 
at any given time of some chosen qualitative variable.
The need for additional research in inter-personal utility 
comparisons was also suggested. According to von Neumann and Morgen- 
stern, inter-personal utility comparisons were not possible at the time 
Theory of Games and Economic Behavior was written. They do not deny 
the possibility that inter-personal utility comparisons may one day be 
validly performed. Inter-personal utility comparisons were accom­
plished in this study, but only for a small, highly-specialized, and 
delimited population. This study also presents some empirical evidence 
which seems to substantiate the idea that inter-personal utility com­
parisons can be made. There is little doubt that research in these 
areas would be valuable and would contribute toward the development of 
more efficient, durable, and dynamic models dealing with qualitative 
variables.
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APPENDIX A 
INITIAL CONTACT LETTER
Dear
As an executive of a manufacturing company possibly engaged in 
interstate commerce, I am sure that you are concerned with the effect 
the Civil Rights Law of 1964 might have upon you and the business 
you operate or manage.
Many businessmen feel that the law has adversely affected the 
management of their firms, while others maintain that the law has 
positively helped them in the management of their firms. As a 
doctoral candidate in the field of management at Louisiana State 
University, I am conducting a confidential dissertation research 
project to determine the aggregate impact the law has had on Louisi­
ana* s manufacturing uanagers, and the manner in which they perform 
their functions.
Quite naturally, any data which I gather must be reliable and accurate 
and above all, must come from the managers themselves. The informa­
tion that I request, however, is not in the form of confidential sales 
figures, profit figures, employment statistics, etc., but rather in 
the form of managerial opinions regarding policy changes caused by 
the law, changes in planning and supervision techniques, etc. In 
addition, the source of all data will remain completely anonymous.
I hope that you will wish to contribute to such a research project, 
particularly since it has the support of Mr. Ford Lacey, executive 
vice-president of the Louisiana Ifenufacturers Association. The study 
is restricted to only twenty randomly-chosen firms throughout the 
state, so you can readily see the importance of your cooperation to 
the study results. In addition, there are no complicated question­
naires to complete, but only a brief interview*
Please indicate on the enclosed coded card your desired participation 
or non-participation in the study, and mail it at your earliest conven 
ience. I respectfully solicit your cooperation on this research 
project, and I am looking forward to our personal interview.
Sincerely,
Francis J. Brewerton
APPENDIX B 
STANDARDIZED RATING FORM
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RATING FORM
0 « No Effect + - Positive or Beneficial Effect
1-5 ■ Relative Severity of Effect - * Negative or Detrimental Effect
_________(Positive or Negative)_________________________________________________________________
Question 1 -5 -4 -3 -2 0 +1 +2 +3 +4 +5
Question 2 -5 -4 -3 -2 -I 0 +1 +2 +3 +4 +5
Question 3 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 4 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 5 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 6 -5 -4 -3 -2 -1 0 +1 +2 + 3 +4 +5
Question 7 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 8 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 9 -5 -4 -3 -2 -1 0 +1 + 2 +3 +4 +5
Question 10 -5 -4 -3 -2 -1 0 +1 +2 + 3 +4 +5
Question 11 -5 -4 -3 -2 0 +1 +2 +3 +4 +5
Question 12 -5 -4 -3 -2 -1 0 +1 + 2 +3 +4 +5
Question 13 -5 -4 -3 -2 0 +1 +2 +3 +4 +5
Question 14 -5 -4 -3 -2 -1 0 +1 +2 + 3 +4 +5
Question 15 -5 -4 -3 -2 -1 0 +1 +2 + 3 +4 +5
Question 16 -5 -4 -3 -2 -1 0 +1 +2 + 3 +4 +5
Question 17 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 18 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5
Question 19 -5 -4 -3 -2 -1 0 +1 + 2 +3 +4 +5
Question 20 -5 -4 -3 -2 0 +1 +2 +3 +4 +5
APPENDIX C 
STUDY QUESTION SET NUMBER ONE
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STUDY QUESTIONS 
SET NUMBER ONE
You are the top manager in a manufacturing firm in Louisiana, Your firm 
employs one thousand employees and is engaged in interstate commerce.
With this in mind, please indicate your answers to the following questions 
as they affect you and this hypothetical firm.
1. What would be the effect in your firm of a declaration of war by 
the United States on some foreign power?
2. What would be the effect in your firm of the repeal of the United 
States patent laws?
3. What would be the impact in your firm of a strike lasting four 
weeks?
A. What would be the effect in your firm of a minimum wage increase 
of twenty per cent?
5. What would be the effect in your firm of hiring a known communist 
as your top manager?
6 . What would be the effect in your firm of experiencing a net loss 
of one hundred thousand dollars for the year?
7. What would be the effect in your firm of a twenty-five per cent 
increase in automated equipment?
8 . What would be the effect in your firm of a new pclicy to hire 
only college graduates for management positions?
9. What would be the effect in your firm of a government regulated 
profit level of three per cent?
10. What would be the effect upon the workers in your firm of the 
institution of a straight piecework incentive system?
11. What would be the effect in your firm of the negotiation of a 
labor contract calling for a fifty-fifty per cent ratio of Negroes to 
whites at the operating level?
12. What would be the effect in your firm of the entrance into your 
competitive market by General Motors? Assume General Motors is not 
presently in your market.
13. What would be the effect in your firm of a fifty per cent increase 
in decentralization of the production planning function?
1A. What would be the effect in your firm of the hiring of one addi­
tional employee?
15. What would be the effect in your firm of a ten per cent across 
the board increase in income taxes for all income classifications?
16. What would be the 
least senior employees
17. What would be the 
crease in production?
18. What would be the 
least senior employees
19. What would be the
20. What would be the 
of the labor union? A
effect in your firm of
effect in your firm of
effect in your firm of 
in production?
effect in your firm of
effect in your firm of 
sume that you now have
discharging your two 
a fifteen per cent in- 
discharging your twenty
a severe recession?
the complete withdrawal 
one.
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QUESTION SET NUMBER TWO
1. What effect have you observed upon your policy-making that could
be attributed to the Civil Rights Law of 1964?
2. Has the Civil Rights Law of 1964 caused you to make any changes in
organizational structure? Indicate the degree of this effect.
3. What effect has the Civil Rights Law of 1964 had upon your methods 
of recruiting and selection of new employees?
4. Has the Civil Rights Law of 1964 had any effect whatever upon the 
overall management of your company?
5. Have you changed your control techniques in any way (systems, 
disciplinary action, etc.) as a result of the passage of the 
Civil Rights Law of 1964?
6. Has the Civil Rights Law of 1964 affected your employee develop­
ment programs?
7. What effect has the passage of this law created in regards to 
your personnel relations programs?
8. What effect has this law had upon your line organization?
9. What effect has this law had upon your planning for the future?
10. Have you noticed any effects upon the supervision of subordinates
as a result of this law?
11. Has this law affected your employee compensation?
12. What effect has this law had upon your staff organization?
13. Has this law affected your training program for new and old em­
ployees?
14. Have you noticed any changes in communication that could be 
attributed to this law?
15. Has this law affected your promotion policy?
16. Has this law caused difficulties between Negro and white employees 
in general?
17. Has this law caused difficulties between white superiors and Negro 
subordinates?
18. What effect has this law had upon your female employees?
19. Has the "Equal Opportunity Concept" affected the operation of
226
your firm in any way?
20. Has the passage of this law affected the general attitudes and 
leadership of your Negro employees?
APPENDIX E
COMPUTATIONAL PROCESSES FOR CALCULATION 
OF COEFFICIENTS OF VARIATION
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STUDY QUESTION NUMBER ONE
SET NUMBER ONE
(What would be the effect on your firm of a declaration of war by the
United States on seme foreign power?)
SAMPLE FIRM NUMERICAL RESPONSE (Y> (Y - Y) (Y - Y)
1 +5 .24 .0576
2 +5 .24 .0576
3 +4 -.76 .5/76
4 +5 .24 .0576
5 +5 .24 .0576
6 +5 .24 .0576
7 +5 .24 .0576
8 +4 -.76 .5776
9 -.76 .5776
10 +4 -.76 .5776
11 +5 .24 .0576
12 +5 .24 .0576
13 +5 .24 .0576
14 +4 -.76 .5776
15 • +5 .24 .0576
16 45 .24 .0576
17 45 .24 .0576
18 45 .24 .0576
19 45 .24 .0576
20 45 .24 .0576
21 45 .24 .0576
22 45 .24 . 05/b
23 44 -.76 .5776
24 • 45 .24 .0576
25 45 .24 .0576
EY = 119 E(Y - Y)2 « 4.5600
V K • 119 2
81 "
E(Y - Y) 2 4.56
1824Y1 25 *■> • f o N 25 " '
S1 " 1
| .1824 = All Vj% .427 i no . q 977,4.76
■ -■ • |_UU c o ,
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STUDY QUESTION NUMBER TWO
SET NUMBER ONE
{What would be the effect in your firm of the repeal of the United
States patent laws?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
.2 .04
.2 .04
-.8 .64
.2 .04
.2 .04
-.8 .64
-.8 .64
.2 .04
.2 .04
-.8 .64
-.8 .64
.2 .04
1.2 1.44
.2 .04
.2 .04
.2 .04
-.8 .64
.2 .04
1.2 1.44
.2 .04
.2 .04
.2 .04
.2 .04
-.8 .64
.2 .04
1 -2
2 -2
3 -3
4 -2
5 -2
6 -3
7 -3
8 -2
9 -2
10 -3
11 -3
12 -2
13 -1
14 -2
15 -2
16 -2
17 -3
18 -2
19 -1
20 -2
21 -2
22 -2
23 -2
24 -3
25 -2
EY -= -55
-55
23 -2.2 i
= V732* = .566 1
£(Y - Y)2 - 8.00
_2 ECY - Y)2 8.00
s2 * N = — 25”  = *32
&2 = ^-32 = .566 V27° " “ T T  ' 100 = 25-70%
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STUDY QUESTION NUMBER THREE
SET NUMBER ONE
(What would be the impact in your firm of a strike lasting four weeks?)
—  —  2 
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
Y3
S3
1 -3 .4 .16
2 -3 .4 .16
3 -4 -.6 .36
4 -3 .4 .16
5 -3 .4 .16
6 -3 .4 .16
7 -3 .4 .16
8 -4 -.6 .36
9 -3 .4 .16
10 -4 -.6 .36
11 -3 .4 .16
12 -3 .4 .16
13 -4 -.6 .36
14 -4 -.6 .36
15 -3 .4 .16
16 -3 .4 .16
17 -3 .4 .16
18 -4 -.6 .36
19 -4 -.6 .36
20 -3 .4 .16
21 -4 -.6 .36
22 -3 .4 .16
23 -3 .4 .16
24 -4 -.6 .36
25 -4 -.6 .36
2 It 1 00 £<Y - Y)2 - 6.00
-85 -3.4 2 . S£Y - Y)2
6.0Q n.
25 “ 3 N 25 = *24
VT24 .49
49v % = --■ 100
3 3,4 * -14.41%
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STUDY QUESTION NUMBER FOUR
SET NUMBER ONE
(What would be the effect in your firm of a minimum wage increase of
twenty per cent?)
'LE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -2 -.2 .04
2 -2 -.2 .04
3 -2 -.2 .04
4 -1 .8 .64
5 -2 -.2 .04
6 -1 .8 .64
7 -2 -.2 .04
8 -2 -.2 .04
9 -2 -.2 .04
10 -1 .8 .64
11 -2 -.2 .04
12 -1 .8 .64
13 -2 -.2 .04
14 -2 -.2 .04
15 -2 -.2 .04
16 -2 -.2 .04
17 -2 -.2 .04
18 -1 .8 .64
19 -2 -.2 .04
20 -2 -.2 .04
21 -2 -.2 .04
22 -2 -.2 .04
23 -2 -.2 .04
24 -2 -.2 .04
25 -2 -.2 .04
EY = -45 E(Y - Y)2 = 4.00
*4 25 " 34 " N " 25 ‘ *
s4 * V /o * " -l's * 100 - -22.27.
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STUDY QUESTION NUMBER FIVE
SET NUMBER ONE
(What would be the effect in your firm of hiring a known communist as
your top manager?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y Y)2
1 -5 -.08 .0064
2 -5 i . o 00 .0064
3 -5 1 o 00 .0064
4 -5 -.08 .0064
5 -5 1 • o o* .0064
6 -5
000 •1 .0064
7 -5 1 • o 00 .0064
8 -5 -.08 .0064
9 -5
000 •1 .0064
10 -5 -.08 .0064
11 -5 1 • o 00 .0064
12 -4 .92 .8464
13 -5 -.08 .0064
14 -5 -.08 .0064
15 -5
000 •1 .0064
16 -5 -.08 .0064
17 -4 .92 .8464
18 -5
000 •1 .0064
19 -5
000 *1 .0064
20 -5 -.08 .0064
21 -5 -.08 .0064
22 -5 -.08 .0064
23 -5 -.08 .0064
24 -5 i * o 00 .0064
25 -5 -.08 .0064
£y = -123 £(Y - Y)2 ~ 1.8400
-123 CS
i1 2 1.84 .073625 “ S5 25
\i .0736 .271
.271
v c4 = _ / . -  • 100 = -5.51%
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STUDY QUESTION NUMBER SIX
SET NUMBER ONE
(What would be the effect in your firm of experiencing a net loss of 
one hundred thousand dollars for the year?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
1 -A .A .16
2 -A .A .16
3 -5 -.6 .36
A -A .A .16
5 -A .A .16
6 -5 -.6 .36
7 -A .A *.16
8 -A .A .16
9 -A .A .16
10 -5 -.6 .36
11 -A • A .16
12 -5 -.6 .36
13 -5 -.6 .36
1A -5 -.6 .36
15 -A .A .16
16 -5 -.6 .36
17 -A .A .16
18 -A .A .16
19 -A .A .16
20 -5 -.6 .36
21 -A .A .16
22 -A .A .16
23 -5 -.6 .36
2A -A .A .16
25 -5 -.6 .36
EY - -110 £(Y - Y)2 = 6.00
2 6.00 
6 = 25 = *24
S6 " = '49 V6Z = • _4~49 ' 100 - -11.13%
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STUDY QUESTION NUMBER SEVEN
SET NUMBER ONE
(What would be the effect in your firm of a twenty-five per cent
increase in automated equipment?)
SAMPLE FIRM NUMERICAL RESPONSE
1 +3
2 +3
3 +4
4 +3
5 +3
6 +3
7 +3
8 +3
9 +2
10 +3
11 + 3
12 +3
13 42
14 +3
15 +3
16 +3
17 +3
18 +3
19 +3
20 +4
21 +3
22 +3
23 +3
24 +3
25 +3
£Y - 75
<Y) (Y - Y) (Y - Y)2
1 1
-1 1
-1 1
1 1
E(Y- Y)2 - 4.0
Sy * 16 = .4 V % = ■ ‘*1 • 100 = 13.3%
/ w  * VJ
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STUDY QUESTION NUMBER EIGHT
SET NUMBER ONE
(What would be the effect in your firm of a new policy to hire only 
college graduates for management positions?)
—  —  2 
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 +2
2 +2
3 + 1 - 1 1
4 +2
5 +2
6 +2
7 +2
8 +3 1 1
9 +2
10 +2
11 +2
12 +2
13 +2
14 +3 1 1
15 +2
16 +2
17 +2
18 +2 -1 1
19 +2
20 +2
21 +2
22 +2
23 +2
24 +2
25 +2
£Y *= 50 E(Y - Y)2 = 4.0
v 50 _ _ 2 4.0 ,
8 25 = S8 25 =
sQ *= \l. 16 = .4 V8% * ' 100 = 25%
236
STUDY QUESTION NUMBER NINE
SET NUMBER ONE
(What would be the effect in your firm of a government regulated
profit level of three per cent?)
—  -  2 
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -5
2 -5
3 -5
4 -5
5 -5
6 -5
7 -5
8 -5
9 -5
10 -5
11 -5
12 -5
13 -5
14 -5
15 -5
16 -5
17 -5
18 -5
19 -5
20 -5
21 -5
22 -5
23 -5
24 -5
25 -5
£Y * -125 £(Y - Y)2 «= 0
-125
25
-5.0
F 0
2
S9 = 
V$% ■
~25~ °
0
-5.0 * 0
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STUDY QUESTION NUMBER TEN
SET NUMBER ONE
(What would be the effect upon the workers in your firm of the institu­
tion of a straight piecework incentive system?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -5 1 • o .0016
2 -5
<r0 ■1 .0016
3 -5 -.04 .0016
4 -5 1 • o .0016
5 -5 -.04 .0016
6 -5 -.04 .0016
7 -5
stO•1 .0016
8 -5 1 • o .0016
9 -5 1 * o .0016
10 -5 1 • o 4> .0016
11 -4 .96 .9216
12 -5 1 • o •o .0016
13 -5 1 • o .0016
14 -5 1 • o .0016
15 -5 -.04 .0016
16 -5
01 .0016
17 -5 -.04 .0016
18 -5
01 .0016
19 -5 -.04 .0016
20 -5 -.04 .0016
21 -5 i © .0016
22
9
-5 -.04 .0016
23 -5 -.04 .0016
24 -5 -.04 .0016
25 -5 -.04 .0016
£Y = -124 L(Y - Y)2 = .9600
V  — -124 -4.96 S^0 - .960010 25 “ 25 ' *384
-*:ir - • 100 * -3-810 =
\l.0384 = . 196 V1()7. = - 967.
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STUDY QUESTION NUMBER ELEVEN
SET NUMBER ONE
(What would be the effect in your firm of the negotiation of a labor
contract calling for a fifty-fifty per cent ratio of Negroes to whites
at the operating level?)
—  —  2 
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -5
2 -5
3 -5
4 -5
5 -5
6 -5
7 -5
8 -5
9 -5
10 -5
11 -5
12 -5
13 -5
14 -5
15 -5
16 -5
17 -5
18 -5
19 -5
20 -5
21 -5
22 -5
23 -5
24 -5
25 -5
EY - -125 £(Y - Y)
-  -125 c . 2 0
11 " 25 * ‘5*° 811 = 25 = 0
s,n  - F  ’ 0 vn 7' * -5.o
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STUDY QUESTION NUMBER TWELVE
SET NUMBER ONE
(What would be the effect in your firm of the entrance into your com­
petitive market by General Motors? Assume that General Motors is
not presently in your market.)
12
®12
*LE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -5 -.4 .16
2 -5 -.4 .16
3 -4 .6 .36
4 -5 -.4 .16
5 -4 .6 .36
6 -5 -.4 .16
7 -5 -.4 .16
8 -4 .6 .36
9 -5 -.4 .16
10 -4 .6 .36
11 -5 -.4 .16
12 -4 .6 .36
13 -4 .6 .36
14 -5 - .4 .16
15 -4 .6 .36
16 -5 -.4 .16
17 -5 -.4 .16
18 -5 -.4 .16
19 -5 -.4 .16
20 -5 -.4 . 16
21 -4 .6 .36
22 -4 .6 .36
23 -5 -.4 .16
24 -4 .6 .36
25 -5 -.4 .16
—  2
EY = -115 E(Y - Y) - 5.90
-115 2 5.9
25 *
-4. 6
S12 ~ 25 “ ■236
= ^.2^6 * .485 v12z - .485
-4.6
• 100 = -10.57=
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STUDY QUESTION NUMBER THIRTEEN
SET NUMBER ONE
(What would be the effect in your firm of a fifty per cent increase 
in decentralization of the production planning function?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
13
S13
1 +3 -.03 .0064
2 +3 -.08 .0064
3 +3 -.08 . 0064
4 +2 .92 .8464
5 +3 1 * o 00 . 0064
6 +3 -.08 .0064
7 + 2 .92 . 8464
8 +2 .92 .8464
9 +3 -.08 .0064
10 + 3
0001 .0064
11 +4
00o1 1.1664
12 +3 1 * o CO .0064
13 +3
00©• .0064
14 +3 -.08 .0064
15 + 3 i o 00 .0064
16 +4 -1.08 1.1664
17 +3 • o 00 .0064
18 +2 .92 .8464
19 43
00o• .0064
20 +3
00o«1 .0064
21 +3 -.08 . 0064
22 +2 .92 .8464
23 + 3 < o 00 .0064
24 +4 1 ►-* o 00 1.1664
25 +3 -.08 .0064
£Y -73 T,( Y - Y)2 = 7.8400
-73= _ 2 . 9 2 2
*13 " •
7.84
25
.314
- ^.314 = .56
V 13* "
.56
• 100 = -19.187.-2.92
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STUDY QUESTION NUMBER FOURTEEN
SET NUMBER ONE
(What would be the effect in your firr of the hiring of one additional
employee?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
9 0
10 0
11 0
12 0
13 0
14 0
15 0
16 0
17 0
18 0
19 0
20 0
21 0
22 0
23 0
24 0
25 0
- . 2
EY *= 0 E(Y - Y)
Yi4 - - i r -  0 - L  - i r -  0
s 14 \F - o vi47- • ~<r * 0
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STUDY QUESTION NUMBER FIFTEEN
SET NUMBER ONE
(What would be the effect in your firm of a ten per cent across the 
board increase in income taxes for all income classifications?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) <Y - Y) (Y - Y)
1 -4 .52 .2704
2 -4 .52 .2704
3 -4 .52 .2704
4 -4 .52 .2704
5 -5
00■sf1 .2304
6 -4 .52 .2704
7 -4 .52 .2704
8 -5
00•i . 2304
9 -5
00nT«1 .2304
10 -4 .52 .2704
11 -5
00*1 .2304
12 -4 .52 .2704
13 -5
00*1 .2304
14 -5 -.48 . 2304
15 -4 .52 .2704
16 -4 .52 .2704
17 -5
00■a .2304
18 -5 a 00 .2304
19 -5
00•1 .2304
20 -4 .52 .2704
21 -5 1 • 00 .2304
22 -4 .52 .2704
23 -5
00'd-*1 .2304
24 -5 1 ■ 00 .2304
25 -5 -.48 .2304
-113 * -4.52 . 2 - 6 * 1 5 - .  .251
‘15 25 15 25
s15 = ^ 2 5 T  = ,5 V157s c ' _4*52 * 100 = -11.057.
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STUDY QUESTION NUMBER SIXTEEN
SET NUMBER ONE
(What would be the effect in your firm of discharging your two least
senior employees?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
9 0
10 0
11 0
12 0
13 0
14 0
15 0
16 0
17 0
18 0
19 0
20 0
21 0
22 0
23 0
24 0
25 0
SY - 0 £(Y - Y)
r16 - “ 2§~ = o  s:, « = 0
®i6 “ r = ° v, - -7T- = o
2 0
S16 * 25
17 V _ 0
16 0
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STUDY QUESTION NUM3ER SEVENTEEN
SET NUMBER ONE
(What would be the effect in your firm of a fifteen per cent increase
in production?)
SAMPLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)2
1 +3
2 +3
3 +3
4 +3
5 +3
6 +3
7 +2 -1 l
8 +3
9 +3
10 +3
11 +3
12 +4 1 1
13 +3
14 +3
15 +3
16 +4 1 1
17 +3
18 +3
19 +3
20 +2 -1 1
21 +3
22 +3
23 +3
24 +3
25 +3
£Y - 75 £(Y - Y) 2 *= 4.0
75 2 4.03.0 s,_ = — t-t- * .16
17 25 17 25
■17 * V *  - V1?, .
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STUDY QUESTION NUMBER EIGHTEEN
SET NUMBER ONE
(What would be the effect in your firm of discharging your twenty 
least senior employees in production?)
SAMPLE FIRM
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
NUMERICAL RESPONSE (Y)
18
18
£Y = -2
-24 
25
1.7)384 =
-.96
.196
18
V % -18
. 196 
.96
- Y) (V - Y)
1 * o .0016
-.04 .0016
-.04 .0016
1 • o .0016
-.04 .0016
-.04 .0016
-.04 .0016
-.04 .0016
1 * o ■O .0016
1 * o ■p* .0016
-.04 .0016
.96 .9216
0
 •1 .0016
-.04 .0016
<*o•1 .0016
1 # o .0016
I • O .0016
I * o .0016
'JO*1 .0016
i o .0016
O
•1 .0016
-.04 .0016
-.04 .0016
1 • o .0016
i o .0016
—  7
£(Y - Y) *= .9600
= .0384
• 100 = -20,,4%
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STUDY QUESTION NUMBER NINETEEN
SET NUMBER
(What would be the effect in your
ONE
film of a severe recession?)
* -  2
PLE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 -5 -.16 .0256
2 -5 -.16 .0256
3 -5 -.16 .0256
4 -4 .84 .7056
5 -5 -.16 .0256
6 -5 -.16 .0256
7 -4 .84 .7056
8 -5 -.16 .0256
9 -5 -.16 .0256
10 -5 -.16 .0256
11 -5 -.16 .0256
12 -4 .84 .7056
13 -5 -.16 .0256
14 -5 -.16 .0256
15 -5 -.16 .0256
16 -5 -.16 .0256
17 -5 -.16 .0256
18 -5 -.16 .0256
19 -4 .64 .7056
20 -5 -.16 .0256
21 -5 -.16 .0256
22 -5 -.16 .0256
23 -5 -.16 .0256
24 -5 -.16 .0256
25 -5 -.16 .0256
_ /. q /. _ 2 3.3610 „ „, _
19 - -4.84 19 *  25 * *1345
.367
*19 ^1345“ = .367 V19% - -X l l  * 100 = -7.58%
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STUDY QUESTION NUMBER TWENTY 
SET NUMBER ONE
(What would be the effect in your firm of the complete withdrawal of the 
labor union? Assume that you have one now.)
20
20
>LE FIRM NUMERICAL RESPONSE (Y) (Y - Y) (Y - Y)
1 +5 .08 .0064
2 +5 o GO .0064
3 +5 O 00 .0064
4 +5 .08 .0064
5 +5
COo* .0064
6 +5 .08 .0064
7 +5 o 00 .0064
8 +4 -.92 .8464
9 +5 .08 .0064
10 +5
00o* .0064
11 +5 .08 .0064
12 +5 .08 .0064
13 +5 .08 .0064
14 +5 o 00 .0064
15 +5 .08 .0064
16 +5 » o 00 .0064
17 +5
00o .0064
18 +5 .08 .0064
19 +4 -.92 .8464
20 +5 .08 .0064
21 +5 .08 .0064
22 +5 .08 .0064
23 +5
00o• .0064
24 +5 .08 .0064
25 +5 .08 .0064
EY = 123 E(Y - Y)2 = 1.8400
123 4.92 2
S20 “
l.W° n-,r
25 ' 25 .0736
\|. 0736 = .271
V207, =
•271 .inn i 51%4.92 100 " 5'
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CCFFFICI ENT 
4.6331 48^-04
F
1 . 2 H 33 9E 00
3 0.922870 -6 .93 9 72 2 71.-02 1.C4H99F 01
5.
CCNST ANT 
3462581F 09
MULTIPLE F 
3.Of22 77F 01
PF1 nr 2 
2 22
R-SOUARF
9.735722
RESIDUAL 
8 •4 559149E-02
DtLtrr. X 1
X CCRR. X COEFFICIENT F
3 -C .000009 -4 .62 1 fi 767E-92 5.92301t 01
5.
CONSTANT 
19 R 5 5 6 6 F 00
MULTIPLE F 
5.923233F 01
PF1 0F2 
1 23
R—SQUARE 
9.720 305
RESIDUAL
8.5611137F-02
DELETE X 3
X
1
2
CCRR. X 
C.99^947 
0.999574
COEFFICIENT 
-1.564 1392L-02 
2.2722r‘43F:-r,/,
F
1.C0974E 09 
1.16136b 00 - - -
a n a l y s i s of Y 4
,—
3
4
C.999947 
0.999719
7.1454 8 9H b-01 
— 2.5427 76 4F 00
7.P58R7E-01 
1.594o8E-91
5 0*992ft 31 6 . 07370 70 L- 4•6452 0t-02
5
'c o n s t a n t
.0328065E Oi
MULTIPLE F 
3 3.5F74 2RF 01
UF1 OF 2 
5 19
R-SQUARE 
9.903490
RESIDUAL
8.2490419F-02
DELETE X 5
254
C C R R .  X C O n F F I C I E N T
1 C.999752 -1.837t43?fc-02
2 C.99R613 2.6507857L-96
6.99535E 90 
5•4 2A52 L 00
SQUARE RESIDUAL DELETE X 2
1. 9032 5* 7.R557A93E-02
3 C.999612 8.7595 i^SL— 1
A C.9953A7 -3.R724A65L 00
9.i'6594F 00 
6 * A292'-’t 00
CONSTANT
6.A195A97F 00
WUL T 1 PI r F
A . 6 L 8 I D C E 01
OF 1 
A
0F2
20
X CCRR. X COEFFICIENT 
1 0.986680 -2.7A57557F-C3 5.05169E 00
3 0.9 9 A A 3 2 2.2239L9RE-0 1
A C.97CR25 -6.1138A 5 OF-O]
"CONSTANT " MULTIPLE F
A.RC13S2 31" 00 A.9Q1723E 01
6 .9 3 3 A 3 b 00
8 . 299AO F-01 
OF 1 0F2
3 21
R-SGl/ARF 
0.8/70 w +
RESIDUAL 
51088880-02
DELETE X
CCRR. X CrifcFK IC I ENT 
1 0.922870 -1.A80S445E-03
3 C.922870 1 .482785AF-0 1
1.17501E 01 
A.30262E 01
CONSTANT m u l t i p l e f
A.28002111 00
DF 1 DF2 R-SOUARE RESIDUAL DELFTF X
7.5C*093F 01 22 0.B7215A 9.A 373698F-02
X CCRR. X 
3 -C.99C00Q
constant 
A. 7 521 35 7f: 90
COEFFICI & NT 
7. 3 33 SO? 6 1..-02
MUL I I PL E r
9.A2 7909f 01
9.4 27 35 E 01
CF1
1
DF 2 
23
R-SOUARF
0. 60 38 72
RhSiniJAL DELFTF X
1.3848376E-01
255
X
1
CCRR. X 
C.999947
COEFFICIENT
3.B495472T-02
ft
3.1 5S59E 09
ANALYSIS QF Y 5
2
3
C.999576 
0.999947
—4.31*7219!-06 
-2.3*480595 00
2.11164F 
4.40594ft
09
CO
4
5
C.999719 
0.09 20 71
2 .4 1 90650u 0 1 
1 .2 0 3 8 j 1 9 i n 7
7.26645F 
9.1798 3ft
00
09
CONSTAT VNt T 1 RLC * Oft 1 IOft 2 R-S9UARE RESIDUAL DELETE X 2
-2 .29441907 01 3 . 5 2 4 9 2 6 C 01 5 19 9.902687 1 .6389547E-C1
X
1
CCRR. X 
0.996 9 89
CGEFFICIENT 
7. 26-St; 38 3ft-0 3
ft
R24D5E 00
3
4
C.999961 
C.997854
- 7 . fi 11 2 9 3 C ft — 01 
1 .20 7442 51: 0 1
7.92 7 I 2 E 
1.300160 01
6 0.973956 7 . 2 26 30 5 ? 1' 01 1.9 24 7 21- A1
--1 .
CONSTANT 
. 1 1583278 01
RUL I IDLE F 
4. 124 14 IF 01
Oft 1 
4
Oft 2 
20
R-SOUARC 
0.891872
RESIDUAL DELETE 
1.73D951CE-01
X 1
X
3
CCRR. X 
0.94 8 3 64
CnFFFirI ONT 
-6 . 3 06 -4 951—02
ft
2.20368ft /’ a
4
5
C .9 75699 
C .R9B28 4
3.70764 3 76 90 
2.13953826 Cl
I.G7387E
2.74759ft
01
93
-6.
CCNST ANT 
.55064028-9 1
MULTIPLE F 
4.12 6 ft 6 1 F 01
Oftl
3
0 F2
21
R-SQUARE 
0 . 8  64078
RESIDUAL DELETE 
2.2 0985579-01
X 3
X CCRR. X COftT ft ICIKNT ft
4
5
C.663953 
C .667957
2.1088 8 281' A0 
5.3989 120k CO
4.6412 5ft. 
5.47212ft
01
-91
CCNS T AN 1 Mi J1 T ! PL ft ft Oftl Oft 2 R-SQUARE RESIDUAL DELETE X
i
5
2 .01429741. 00 5.7047045 01 2 22 j.3 3 9760 2. 370 763lft-C1
256
X CCRR. X CCEFFICIENT F
4 -o.conoco 1.92229506 00 ]. 17C59E 02
CCNSTANT MULTIPLE 1 nr i 19 F 2 R-SOUARF RESIDUAL DELETE X 4
2 .492C614F 99 1.17G612F 02 1 23 0.835774 ?.28487876-01
X CCRR. X CUFF FIG 1‘: NT b ANALYSIS of Y 6
1 C.999947 - 2 . 2 3 2 7 R 4 9 L - 9 3 9.75397E -0 3
2 C .999576 is. 0 3 5 3 4 1 7 f -0 7 4. 7939 0 E
3 G.999«4 7 -1.2 3/26b<;h-91 1. fi H 8 6 4 E- 0 2
4 C.9997 19 5.6762 94 4b DC 3.672 6 06- 0 1
5 C.992031 3.80^?3R')r 01 3.43994b - 01
CCNSTANT MJl. I IDLE F OF 1 0 F ? R-SOUARE RF SI DUAL DELETE X 1
-3.7 5 1U 74 3 L 00 3.16635HE 01 5 19 0.893455 1.7R54752E-01
X CCRR. X COFFFICI ENT F
2 C.972R36 5. 0457899E — 07 1.70157E 00
3 C.9961C9 — 2. 4 0 0 4 4 1 2 T — 01 3.162946
4 0 .995524 6.071 ft 2 30 b 00 8.24562b 00
5 C.96287^ 4 . 1 716 5 98b 01 4.96212b ">0
CCNSTANT 
-A.6309993b 00
MULTIPLE F OF 1 OF2
A. 19 043 IF 01 4 2 0
H-SOUARF_ 
0 • R 9 3 4 0 0
RESIDUAL DELETE X
1.69 7072 26-91
CCRR. X cne f f i c i e n t
3 0.94R864 -6.68777530-02
4 0.978599 3 . 8 11450 IF O'j
5 0.898284 2 . 179 7 140!. 01
3.111166 00 
1.457666 01 
3.57884b 00
.CCNSTANT 
_T 7 . 3 4 4 2 4 8 0 b - 9 I
MULIII’L!: F P R  OF 2 R-SOUARE
5.329904F 01 3 21 0.8 8 3904
RESIDUAL DELETE 
1 • 760233 3F-C1
257
• 4
CCRR. X' 
0.663953
COEFFICIE\T 
2.11072 731: 00 5 . 6 4 3 9 3 E  C-l
5
1
C . 6 6 396 3 4.82627351- 00 5.2B910E-01
2
CCNSTAVT
.09629730
VULIIPLE F 
00 7.1623471 01
DF1 0F2 
2 22
R-SQUARE 
0.666705
RESIDUAL
1.9291484T-01
DCLCrC X 5
X CCRR. X CUCFF IC 1 ENT F
4 -C.0CC900 1 .9488384!; 00 1.4 54 79F 02
2
CCNSTANT
,5236244t
m u l t i p l e f
03 1.4 54 96 IF 02
DF1 0F2 
1 23
R-SQUARE 
0. 843400
RESIDUAL
1.8890353F-01
DFLETt X 4
X CCRR. X CntFFICIFNT F ANALYSIS OF Y 7
1
2
0 . 99*3947
C .999 5 76
1.750454oc-02 
- 2 . 4 2 8 1 4 h v L - 9 6
I.54885C 0.9 
1.58302E CO
3
4
C . 99994 7 
0.999719
-9.7486161F-01 
1.06513280 01
1.746001: GO 
3.34091b 00
5 C.992031 5.55344901: 01 4.6 3 546b DO
-7.
CONSTANT MULTIPLE F 
,7f.423C8F 00 6 . 6  6 9 9 32F 01
DEI DF2 
5 19
R-SQUARE 
9.936134
RtSI DUAL 
6.911004IF- 0 2
DELETt X 1
X CCRR. X COFFFIC1ENT F
2
3
0.97 2 8 36 
C.996109
-4 . 5152062C-O8 
-6.29527171-92
3.4J973t-02 
5. 1 9 9 2 3 i: - 91
4
5
C .996524
C.962379
3 . 6 30 1 8 3 51~ 00 
2 . 7086 34.8 b 0 1
6 .01 39 1C GO 
4. 99969 F 0*0
crrgs t a n t m u l t i p l e r of-i DF2 r- souare r c s i o u al DELCTF X 2
-8.8565A20t'-01 6 . 7 ? 8 700E 01 4 2 0 ~ 079 30927 7. 1 00674 1F-02
X C C R R .  X C O F F F  I C I t M T  F
3 C . 9 A 8 8 6 A - 7 . 8 A A 8 78 7E-02 1. 11238fc' >1
A C.975599 3.877AN03F ™  3.91990F 91
5 0.R9R2HA 2.UH0F9M9F 91 1.63126F 91
CONSTANT MULTIPLE F PFl l)F2 R-SQUARF KL-SIDUAL HE LFT6 X 3
-I.23A3A5AE GO 9.A179O0F 01 3 21 0.930810 6.77A0760E-02
CCRR. X COEFFICIENT
A 3.693953 1.B83280OP 00 8.76829F 01
5 C.663953 8.961 7319:: 00 3.566791 90
CONSTANT MUL I IP L f F PFl OF 2 R-S'JUARF______ KtSJQUAL_PJLLETC_X__5
2.0H61A16F "0 9.76096AF 01 2 22 ~0.89A159 97R913O7RP-02 ’
X CCRR. X COEFFICIENT F
A -C.090000 1 .57839561. 90 1.6AQ69L 02
CONSTANT MULTI PL f. F OF 1 9T2 R-SOUARfc .RESIDUAL DEL ETE_ X A
2.87963A2E CO 1.6AC'6A3r 02 1 23 0.8770AM 1.09908 75^-01
X CFPR. X CUFFFICJENT F
1 C.9999A7 -7. / 735 6AAF-03 1.9716AE-01 _ _ ANALYSiS HE L Y__ 8
2 C. 999576 1 . 38022,">^F-06 3. 2970OP-O1 ...... ...
3 C . 9 9 9 9 A 7 2 .963 1? 3 7 —0 I 1..03978F-01 _________
A 0.999719 -2. 39 3 1 r • 2 F — 0 1 1.087166-^3 
5 C.9920 31 9.51 5 2J79L 00 ?!. 77 1 7 7F-0?
CONSTANT VULTIPIF Y- PFl OF? K-SDUARE____ KESIPUAL__ PFLETE _X _ A
3.6C02A73F 00 1.0O7869F 01 S 19 0.726197 1 .’972155 lE-Ol"
X
1
CCRR. X 
C.999152
COEFFICIENT 
-7.21976 241;-9 3
F
2.R460CE or
2
3
0.096 761 
C.997279
1 . 306 2436F-Q6 
2.663]021E~01
2.3724 2E on 
4.53603F 99
5 C.868126 1.0 54 2iU2L 01 1.8 75 53b 00
3.
CONSTANT MULTIPLE F 
,35781048 0 0 1 .3260?6.': 01
n F1 OF? 
4 20
K-SOUARF 
9.72 6181
RESIDUAL
1.C1P.6C56F-01
DELETE X 5
X
1
CCRR. X 
C.096005
COEFTIC If. NT 
-2.254784 7!— 0 3
F
9. 4 3 708 L’-C1
2
3
C .99 1 302 
0.0862 5 1
3.8615 20 If— 0 7 
1. l?9 44 50i:-01
6 .344490-jl 
3.95786b no
CONSTANT MULT I PIE F DF1 9 F2 P-SQUARE RESIDUAL DELETE X 2
4.,45793850 00 1,637256 E 01 3 21 0. 730503 1.06107341-01
X CCRR. X COEFFIC fENT F
1
3
0.022870
0.022870
-5.9131969E-04 
7.5 3213 14 t-02
1 .70218F. 99 
1 .993fiCb 01
4.
CONSTANT 
65739310 0
Mi)L r I RLE F 
0 2 . 4 M I 6 7 7 F 31
DTI 9F2 
2 22
R-SQUARE 
9.692 8 8 l"
RESIDUAL
1.0386r96E-91
DELETE X 1
X CCRR. X COEFFICIENT r-r
3 -C.COOOCO 4.55986 96b-02 4.65148b 01
CCNST ANT MUL f 1 PI E F 0 F1 OF2 R-SOUAR r- RESIDUAL DEL FT E X 3
4.64581160 00 4.671140b 01 1 23 0.6691 1? 1. 0 70 3? 8 I b-01
260
X C C R R .  X COEFFICIENT F ANALYSIS OF y 9
1
2
0. 999947 
C.999576
1.1C77064C-02 
— 6.716 4 02 6 F—0 7
3.66496E-51 
7. 1 569 3t-02
3
4
C.999947 
C.999719
— 9 . 7 6 5 4 3 6 4 T - 0 1 
1.4763426E 01
I. r 3 5 3 3 E CO 
3. 79 27 IE 00
5 Q.9r>2r31 9 . Q 8 3 0 4 2 4 L 01 7.3 27 3 ft 90
-1
CONSTANT
.49113!?t 'U
RJLTIPLE F 
0.2659810 01
OF 1 OF 2 
5 19
R-SOUAPF 
0.956049
RESIDUAL 
1. 16956990-01
DELETE X 2
X CCRR. X COcFFICIFNT F
1
3
0.9965 
C.999961
6 . 2 3 5 4 4 9 5 L - 0 3 
-7.2716255!.’ -3 1
7.75663E 00 
1.C6564F 01
4
5
0.997854
0.973956
l.?:W?92 6 E ni
H. 3351994T 01
7.3 57705 oi 
2.11437!: M
CONSTANT NNJLTIPLO F PFl 0F2 P.-SQUARE RFS I DUAL Of LET E X 1
- 1 . 3C 78 34 5F 01 1.03 3 160F 02 4 25 9.955883 1 .11526810-51
X CCRR. X CUCFFICir-NT F
3
4
C.94H!I64 , 
C.975599
-1. 12497521.-01 
5.74 ->4 26 4 f 50
1.0512 IF 0 ] 
3.^55140 0 )
5 C. 898284 3 ."9.3 1 2 5r,4L 01 ’.425690 LI
-4.
CONSTANT 
.08756540 90
MULTIPLE' f 
1 .07 3297F 02
PFl OF2 
3 21
K-SOUARF
0.938774
RtSIDUAL 
1.4 745993 F-01
DELtTt X 3
X
4
CCRR. X ' 
C.663953
COFFFIC1LNT 
2.892980HT 00
F
9 . 6 4 14 1F 01
5 0.663953 1. 1 21 51P 7 0 91 2.6328 IE r9
6 .
CONSTANT 
74C95610-91
MULTIPLE F"
1 . 0 d 7 2 R 1 c 0 2
OF 1 OF2 
2 22
P-SLMJA3F
0.90H125
RESIDUAL
1114509E-01
T e l e  t e" X 5
X CCRR. X COEFFICIENT
A - 0 . 0 0 0 0 0 0 2.503AA72L 00 2.006031 02
1
CONSTANT 
•671535 9E 00
m u l t i p l e f
2.005636E 02
OF 1 
1
DF2
23
R-SQUARE 
0.89 7130
RFSI DUAL PELtTE 
2.2613A66E-01
X A
X
1
2
CCRR. X 
0.9999A 7 
0.999576
CUFFFICIFNT 
-7 . 1905ASAc-03 
1 .929fc71At-06
F
I.AC179E
5.362A3t
-Cl
- 0 1
-----------  . ANALY s I S._g.F_ Y_ I C
3
A
0.9999A? 
C.999719
- 1 . 0 0 2A 8 1 8F- 0 1  
9 .1 A 6 0,0 3 7 f 00
1.U23AF
1.32123E
- 0 2
CO
5 C.99203] A.5497223c 0 1 1 . 6 6 2 I 8 E n
— ~~
■1
CCNSTANT 
• Cl8CAA7r -jl
M J L M ,>LF F 
1 . 5 3 6 5 5 6 F 02
OF 1 
5
f)F2
19
R-SOUARF 
0 . 975 806
RESIDUAL DELETE 
1 . 288A899E-01
X 3
X CCRR. X COFFFICICNT F
-
1
2
0.996C90 
C • 9 9 2 A 6 6
-9.20222 3 0 F — 0 3 
2 .1996PH2L-06
1.77206E 
1 .297MF
01
01
A
5
C . 9 n 6 5 7 3 
C.9A17A6
8.31903181 00 
A. 19860H21 01
5 . 89A8 f F 
1.0913HE
I! 1 
01
CONSTANT yuinPLc f OF 1 0F2 R-SOUARE RESIDUAL OtLETt X
9.3528B93E CO 2.02u5 7 3E 02 A 20 0.9 756 52 1. 2 2 A 7 8 2 0 E - 0 1
X CCRR. X COFFFICI-NT F
1
2
0.9B6215 
C .580073
-3.0897901C-03 
6.07A 6357 h—07
A.78A95E 
1 . 782 35E
00
90
A C.83A962 A . 8 9 7 I 8 7 7C 09 1.58896E 02
2
CONSTANT 
. 8 11200 7F 00
NU!_ 1 I P L C F 
1.806606F 02
PFl 
* 3
9F2
21
R—SOUARF 
0.962675
RESIDUAL DC LET F 
1.00 29871E-G1
V 2
X. CCRR. X COEFFICIENT F_________ __________
1 C.59588? -1.2361606L-03 2.16805E 6 1
4 C.595FF2 4 . A M I 825F O Q  3.16q70t 0?_________________________________________
CONSTANT NULTIPLC F DF1 OF? __Rj-_S 0 U A K E  RESIDUAL_____PELtTE X 1
— 2 . 2 765 1 77E Of 2.606436F 0? 2 2? 0 .9 5 9 5C6 1. B 6 71 5 3 4 F - 0 1
X CCRR. X COEFFICIENT F
4 -C.CCCGOO 3 • 5 900 75 3 F 00 2.63084E C?_________________________________________
 C CAST ANT______HJL TIPLE F______ CFj PF2 R-SOUARF RESIDUAL DELETE X 4
- 6 .7141836 F — 01 2.6306R0E 02 1 23 0.9196U0 3.54601 06C-01
X CCRR. X
1 C.999947
2 0.999576
3 0.999947
4 C.999719 
 5 C.992931
CCNSTANT 
-1.06719901
X ""CCRR. X
2 0.972336
3 C.996 1C9
4 C.99 9 924
5 0.96 28 79
CCNSTANT MULTIPLE F PFl OF2 ‘ R-SQUARE RESIDUAL DELETE X 2
-1.0260993E 01 l.lr'8764F 02 4 20 0.953639 7.3132578E-02_____________
COEFFICIENT 
1 .5 534 8 80L— 03 
1665776007 
4277167F-01
8
-5
1
7
1 118 55 0 E 
1 6 2 5 4 5 3 F
01 
0 1
1 . C 9154 0 0 2  
1 .60B49E-01 
4.86179E-01 
3.27006f 00 
6.92713E 00
AflALVSiS OF Y 11
01
m u l t i p l e f
H.811H32F 01
OF 1 D F 2
19
R-SOUA RE 
0.958659
RES1DUAL___
6937461t-02
DELETE X 1
Cl.iFFElC I ENT 
1.027 7300E-06 
— 4 . 6 1 9 5 9 8 9 E— 3 1
1 .04 96 6 751: 01
7151 IF
7I833E
4.PB139E 
6.910967 8 E 91 3.16916C
01
Cl
01
1
263
X CCRR. X 
3 0.948864
COEFFICIENT
-1.0929343F-OI
F
1.13046b 01
4 0.975459
5 C.898284
4,8 7431330 00 
2.8436775L 01
3.24346G 01 
8.34565E 00
CCMSTAMT MULTIPLE F DF1 0F2 K-SOUAKE RESIDUAL DELETE X 5
-2.3243828b 00 8.410195E 01 3 21 0.923163 1.2937838F-01
X CCRR. X COEFI 1C IFNT F
3 C.831059
4 C.831059
-3.0 8 76 1 17C-02 
2 . 587 ? 2 0* 1 00
2.2 3460b 00 
4.74 32°E 01
CCNST ANT MOLT I PLF F OF 1 DF2 R-SGUARF RESIDUAL DELETE X 3
1.7595640L 00 9.14466VF 01 2 22 0.892627 I.7257761E-01
X CCRR. X 
4 -0.000CCD
COEFFICIENT 
2.0753722b 00
F
1.71446E 02
CONSTANT 
2.3727169b 00
VULTIPLE F 
1.714553F 02
DF1 OF 2 
1 23
R-SOUARE
0.831721
RESIDUAL DELETE 
1.8184129E-01
X 4
X CCRR. X
1 0.999947
2 C.°99576
COEFFICIENT 
9 . 2403 0 0Oil-9 3 
-3 .89556*6"!— 07
F
1.92905'-01
1..821 r;E>92
-... — — — ANALVSIS OF Y 12
3 C.999947
4 0.999719
-8.7 72966 R E—91 
I . 3 18 J 2 1 i r n 1
6.3200HF-C1
2 . 2  868 6E no
5 C.992031 8.034017 4 *; 01 4.3 3614b r0
CONSTANT 
• 1 ■2 700553T 01
MUL TIPI t r 
4. 1 420 1.IF 01
r n  of 2
5 1 3
ft-SGUARE 
0.91596 7
RESIDUAL DELETE 
1 .54621 52F— Cl
X 2
X C C R R .  X C O E F F I C I E N T ______ F
1
3
4
5
C. 066509 
0.999061 - 
C.997854 
C.973956
6.4234636E-03 
7.22644326-91 
1. 2 0 F; 4 7 2 3 E 9 1 
7. 6 09 2 6 9.?E 91
6.27392E 
3.2955 IE 
1.54260h' 
1. 3 3 3 7 7 T
CO
00
01
Cl
----------------------------------------------
CONSTANT MtJLT I Rt f- F PFl 0F2 R-S9UARF RES I DUAL DELETE X 1
- 1.1637462F 91 5.444 3L6F 01 4 29 0.915886 1.4703124E-01
X CCRR. X
3 C.940864
4 C.975599
5 C.898254
COEFFICIENT 
-9. 79176 19C-92 
4.72459591: 00 
3.1042157F oi
F
6.38171E 00 
2. 143180 01 
6 .9454yE 00
------  ------------------ --------
CONST ANT MULT 1DL F F OF 1 0F2 R-SOUARE RESIDUAL DELbTt X 3
-2.3531905F •00 5.63483 IF 0 1 3 21 9.8895 90 1.6395652E-01 -- ---
X CCRR. X COEFFICIFNT F
- ----------- - --------
4 0.663953 2.241E355F 00 5.33927E 01
5 C.663953 6.194 5 7 6 5L 00 7. 34166F-01
CONSTANT MULTIPLE F OF 1 DF2 K-SC'UARF Rt SI DUAL DELETE X
1.791358 7E 00 6.534636E 01 2 22 0.855920 2.2895658F-01
X CCRR. X COEFHC I ENT F
4 -C.00COCO 2.02 76 31 ?b O'j ' 1.31493E 02
CONSTANT m u l t i p l e f OF I 0F2 R-SOUARF RESIDUAL DELETE X 4
2.3398 3801- C'u 1 . 3 14792F 02 1 23 0.85 LI 12 2.2631C3CF-C1
265
ANALYSIS JF Y 13
X CCRR. X COEFFICIENT F
1 0.999947 1.I72 26 75C-Q2 2. 8 7695E-01
2 C.999576 -1.01 1C9U6C-06 1.136m 3E-01 _______________________________
~ 3 ~ C.999047 -9.0809314F-D1 6.274785-01"
4 0.999719 ! . 3 32 c 74 8L 91 2.16580F 09
5 C\992^31 fl. If 56 13 3 l 91 4.15072E 00
CCNSTAM 1 MULTIPLE T o n  OF2 R-SUUARE RESIDUAL DELETE X 2
-1.28749188 91 5.5 362060 01 5 19 0.935770 1.668637OE-01
X CCRR. X COEFFICIENT 6
1 C.996589 4 .4 I 14M95F—0 3 2.72B38F 00
3 C ._99 9 0 61 -5. 3264 34 9L-Q1 3. 99876C 00
4 C.997 8 64 1.047S780r 01 1.06963E 01
5 C.973956 7 .0 3 9 P0681 01 1.C5504E 01
CCNSTAMT MULTIPLE F DF1 OT 2 R-SOUARE _ RE S_IDUA L __ DELETE X 1
— 1.0115634E n  7.233115 ?F 01 4 20 0.93 53 3 5 1.5946R99E-01
X CCRR. X COEFFICIENT F
3 C.948864 -9.67276861-32 6.6375 IF 00
4 C. 975569 5 .4 2 5 C 1 1.1 F DO 3.C1176E 01 _  _ _ _ ________________________________
5 C• 898?64 3.952':l90t 01 1.19985E 01
CCNSTAMT MULTIPLE F
-3.7394065T 00 R.Hi2978P oi
X CLRR. X CUEFFICIENT
4 C.663953 2.9724273E 09
5 C. 663953 1 .4974618F 01
CONSTANT MULT[PIE F PFl OF? R-SOUARE RESIDUAL DELETE X 5
3.54768P0E-0 1 1 • U28266F 02 2 22__0.903362__2. 16821 13E-01_____________
DF1 DF2 K-SQUARt RESIDUAL DELETE X 3 
3 21 0. 926571 1 .7259386E-01_______
F
5.91171F 01
t    _
4.53'Ji7F 00  "
X
A
CCRR. X 
-C.000000
COEFFICIENT 
2.A5A615U 00
F
L.7A372E 02
CONSTANT MULTIPLE F OF 1 OF 2 R-5QUARE RESIDUAL DELETE X A
1 .68C6A0CE 00 1.7A3595E 02 1 23 C.R83A61 2.5010195E-01
-
X
1
CCRR. X 
0 . 9 9 9 9 A 7
COEFFICIENT 
-6.05590001 -03
F
2.3233RE-01
ANALYSIS OF Y 1A
2
3
0.999576
C.9999A7
1 .6612523F-06 
- 1 • 789 2 1 3DE-02
7.2A598£-01 
5.75139£-0A
A
5
C.999719 
C.992031
7.17 0 5 A 3 81 00 
5•A 8 A ? 6 8 6 T 91
I.AKOKIF 9? 
A.a ?07ap CO
CONSTANT MU?, r 1 PI. F F DF1 0F2 R-SOUARE RESIDUAL delete X 3 '
■7..0C17AA 1C 00 1.A33576E 02 5 19 3.97A177 7.0672536E-02
- -
X
1
COPR. X 
C.096 C90
CPi.FFICIENT 
— 7 .19A 6 / A8F-0 3
F
1.97600E 01
2
A
C,99?A( 6 
C.98 55 73
1 . 7 0 6 7 1 A 2 C -0 6 
7 .0 3 100 A Oil 00
1.A2508L 0 1 
7 . 6 8 8 6 91 01
5 C.9A17A6 5.A 2 61A 7 9 E 01 3 * 3 2 9 9 91 01
6 .
CONSTANT
86237591 00
MULTIPLE F 
l.fi8 6??£F 02
OF 1 012 
A 20 _
R-SQUARE 
0 . 9 7 A1 7 7
RtSICUAL 
6.7 1^Q9A 1 E-C’2
DELETE- X 2
X
1
CCRR. X 
C . >’ 1A 2 1 2
COcFFICIFNI 
-1.1A935A7f-03
F
1.A6919F 01
A
5
C .92838 1 
C . 8 A 5 50 6
A.326C206C oc 
2.62A 5076 T 01
8.65923F Cl 
1.26675C 01
CONSTANT MOLM PL C F PFl or? R-SOU\RF RESIDUAL DELETE X 5 ■
I .9276965t 00 1.512 86 20 02 3 21 C.958776 1.0955629E-C1
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X CCRR. X COEFFICIENT F
1
4
C. 595*82 
0.593R82
-3.6491057E-04 
2.84221595 00
2.10497E 00  
1.4 100 IE 02
CONSTANT PULTIPit F !)F 1 Of-? R-SOUARE RESIDUAL d e l e t e X 1
1• 28 77398C CO 1.441480C 02 2 22 0.929100 1 . 6 75 8190E-01
—
X
4
CCRR. X
-C.000000
COFFFICIENT 
2,5 74 14561: 00
r
2.73079E 02
CONSTANT MULT IP L r T OF I OF 2 R-SOUARE RESIDUAL DELETE X 4
1.70 252051: 00 2.730721E 02 
*
1 23 0.922316 1.7 563290E-01
X CCRR. X COEFFICIENT F ANALYSIS OF Y 15
1
2
G.999947 
0.999576
4 .423?160E-93 
6.9764548C-07
2. 10451E-02 
2.78089E-02
3
4
C.999947 
C.999719
-8.469^2521-01 
1 . 6 0740 0 2F 01
2.80415E-01 
1.61929c C'l
5 C.992031 1.Q71C907E 02 3.6694CE 'CO
CCNSTAN'T MULTIPLE F OF 1 9F2 R-SQUARE RESIDUAL DELETE X 1
X CCRR. X COEFF fCI TNT F
2
3
0. 972R36 
C.996 109
1.29979311-06 
- t .1647787F-01
6.49566E CO 
1 . 14624 E 01
4
5
C .995524 
0.962H79
1 .43037221" 01 
9.992C682F 01
2. 14535E 01 
1 • 5 6 41 7 F Cl
1.
CONSTANT 
62228 55L 0
put. r I PL F F 
1 4 . 6 8 C 2 4 >F Cl
OF 1 OF? 
4 20
R-SOUARC 
0.903479
RESIDUAL 
3.0886591E—01
DELETE X 2
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1
X CCRR. X COEFFICIENT F
I C.996^89 " 1. C’ 4 6 7 7 3 1 F- 0 2 9• 79812 E 00
3 C.g^cOfcl -1.271F466E CO 1.45376E Cl
4 C.997854 2.1C5592H ^1 2.75412E Cl
6 C.97?06fe 9.46838 10 f 01 1.21734b 01
CONSTANT M.'L T I OFF F PF1 DF 2 R-SOUARF RESIDUAL DELETE X 1
-2.4263484F. 01 1.552291F 02 A 20 "C. 96 87 95 2. 5^617C 2 E-C1
X CCRR. X COEFFICIENT F
3 0.948964 -2.3 7203747-01 1.963696 01
 A__C. 9 7 5 r» 9 9 9_. 061^299 E 00 4.QRB24E 01
5 C.898 284 2.~1415‘j59V 01 1.71415E ^0
CONSTANT MULIIPLC F DF 1 0F2 R-SQUARE RESIDUAL DELETE X 5
-9.13379P7C 09 1.435603E 02 3 21 0.933007 3.5476377E-01
X CCRR. X COEFFICIENT F
3 0.8 31059 -1.73444028-01 3.51666E 91________________________________________
4 C.831059 7.345809 1 E 00 1.RD134E 02
CONSTANT MULTIPLE F " OF 1 0 F 2 R-SOUARF ^STOUAL DELETE X 3
-6.07892571 00 2.077396F 02 2 2 2 0.949712 3.66279980-01
X CCRR. X COE F FICIENl ‘ F
 4 -0.000900 4.38 6 7 790C 00 1.5390QE_02___________________________________ _______
CONSTANT NULTIPl.F F DF 1 DF-2 R-SQUARE____ RESIDUAL DELETE X_4
-2.5252986F 00 1.510125E 02 1 23 0.869327 9.103897RF-01
x C C R R .  x c o e f f i c i e n t  f
1 C . 9 9 9 9 4 7  5 . 7 4 4 2 0 3 2 r - P 2  4 . E 8 7 7 8 F  CO
2 C . 9 9 9 5 7 6  * 6 . 1 1 6 C 4 5 5 F - 0 6  2 . 9 4 3 2 5 E  00
3 0 . 9 9 9 9 47 - 3 . 7 lf.fr 7546 00 7 . 01 54 2 F 00
4 C. 9 9 9 7  19 1 . 9 n P 8 ? ( f : 01 1-3 2 1 7 £ 01
5 C.99?D 31 1.7464439T 02 1.34347E 01
C O N S T A N T  M U l T I P L f  f D F 1 0F2 R - S G U A R E  R E S I D U A L  D E L E T E  X 2
- 4 . 2 1 8 1 2 C 8 H  01 9 .07 106 7F 01 0 19 " 0 . 95 9 7 93 ''T. 3 5 8 2 5 2 3 E - G  1
X CCRR. X COEFFICIENT F
1 C . 9 9 7 5 8 9  1 . 3 2 ] 7 u 2 Q i > 02 . 1. 5 0 9 4 4 E  01
3 C . 999061 -1. 4 45 7 96 OF 00 I.86644F Cl
4 C.997854 2. 1923681c 01 2.P8516E 01
5 C. 973^56 !.0654 481L 02 1.4 8948E 01
C C N S T A N I  * M U L T I P L E  F D F 1 D F ? R - S Q U A R E  R E S I D U A L  D E L E T E  X 5
- 2 . 5 4 9 0 4 1 4 E  Cl 1 . 0 2 6  762E 02 4 20 0 . 9 5 3 5 64 2 . 5 8 7 3 8 6 3 E - 0 1_________________
X
1
C C R R .  X 
C. 98 6 6 8 0
C O E F F I C I E N T  
1 .89 2 59 <4C-0 3
F
7 . 2 7 4 5 1 F-01
3
4
0 . 9 9 4 4 3 ?
C . 9 7 C H 2 5
* 2 . 7 1 8 / 2 2 1 L - 0 1 
6. 7616 2 .ME 00
2 . 2 9 1 3 8 C  00 
2 . 2 4 5 6 3 F  01
C C N S T A N T Mill. ! Il'Lf F OF 1 DF? R-SOIJAUE R E S I D U A L D E L E T E  X *4.
-5. 218 30 38E CO 7.9 4 O'-'6 6 F 01 3 21 0 . 9 1 8 9 8 2 4 . 2 9 9  350 3 E - 0 1
X C C R R .  X curr f icien r F
3
4
0 . 8 3 1 0 5 9  
C .8 3 1 0 8 9
- 1 . 2 1 2 1 0 0 8 F-Cl 
5.6 54 70 7 2;. 00
i . 3 9 9 6 8 E 01 
9 . 2 C 8 6 3 C  01
C C N S T A N I MULilPM: F D F 1 DF 2 R - S G U A R F R E S I D U A L D E L E T E  X 3
-4. 3 7 8 6 1 8 3  E 00 1 . 2 C 2 2 6  !€ <j2 2 22 9 . 9 1 6 1 7 6 4. 2 4 6 0 8 7 5 F - 9 1
ANALYSI S  OF Y 17
X
4
CCRP. X 
-C.C-00000
C O E F F I C I E N T  F 
3.64499701; 00 1 . 4 4 7 0 7 F C2
C O N S T A N T M U L T I P L E  F OF 1 0F2 R - S Q U A R E R E S I D U A L D E L E T E  X 4
-1 .97197041 00 1 .4469 36 F 0i 1 23 0 . 8 6 2 8 4 5 6 . 6 4 5 4 5 2 2 E - C 1
X C CRP. X C 0 F F F I C IFNI F A N A L Y S I S  OF Y 18
1
1
2
0 . 9 9 9 9 4  7 
C . 9 9 9 9 7 6
4. 7667249J1-06 - 1 . 3 6 9 2 8 E  
- 6 . 9 4 9 C 9 1 71-10 -1 . 17363F
01
01
1 3 C . 9 9 9 9 4 7 - 2•6 56 3 64 H E-0 4 - 1 . 5 4 5 9 7 0 01
4
5
C . 9 9 9 7 1 9  
C. 9 9 2 0 3 1
2.21 7 6 0 9 3 0 - 0 3  - 1 . 7 2 6 5 4 E  
1 .022 7f>nnt-02 -1 . 8744 3F
01
01
4,
CONST.A'IT 
. 9 9 7 6 6 7 2 T
MOL 1 IPLF F OF] 
00 - 3 . H C 0 0 0 0 F  00 5
OF 2 
19
R-SQiJARF
" o . o c o o o o '
R E S I D U A L  
- 5 ^ 7 9 6 7 9 0 2 F - 10
D E L E T E  X 5
X CCRR. X C O E F F I C I E N T  F
1
2
C . 9 9 9 7 9 2  
C . 9 9 8 6  13
- 1 . 7 56 309 5t-0 7 - 6 . 7 7 1 8 6 E  
3 . 1 9 3 9 5 4 4 C - I 1 - R . 3 7 2 3 5 E
00
00
3
4
0 . 9 9 9 6 1 2  
C . 9 9 9 34 7
6 . 1 9 4 9 3 1 4 F-06 - 4 . 7 4 3 6 9 E  
- 2 . 2 1 2 2 8 4 9 0 - 0 5  - 2 . 2 2 3 7 5 E
00
00
CONSTANT 
5 . 0 0 9 0 0 2  31
M U L T l ° r t  F dfi or2
oo "c' . o c o o ' : c -  oo 4 20
R— SQU A R H R F S I O U A L C F L C T E  X
O . O C O O O O  - 7 . 4 1 2 5 6 7 7 E -12
X C C R R .  X C O F F F I C I C U I  F
1 C . 9 8 6 6 8 0  1 . 7 8 2 4 4 1  ir-0R - 6 . 7 6 9 4 9 F ~ 0 0
3 C . 9 0 4 4 3 2  - 1 . 7 3 2 2 I '>28-06 - 0 . 7 4 7 5 C E  00
4 C. 9 7 0 8 2 5  1.72 3 1 4R0';-Qr) - L . 5 2  7 72F 01
C C N S r / m  KULIIRLT: F DF1 OF? R — S Q U A R E  R E S I D U A L  D E L E T E  X 4
4 . 9 9 9 9 8 2 9 1  01 - 7 . 0 C C O 0 0 F  00 3 21 O . C C Q O O ^  -4. 1 0 4 3 2 2 8 F - 1 2 _______
CCRR. X COFFfTCIEMT _  F _
1 C. 927870 -6.54773310-09 -2.0 3036E 01 
3 C.922P70 3. 56624660-07 -7.19999F 01
CCNSTANI MULTIPLE F "FI DF2
A.99999761 00 -l.lGCDOCE 01 2 22
R-SOUARC  RESIDUAL
"O". 0 C 000 0 - 1. 06 7 6 5 2 71 -1 2
DE LET!
CCRR. X 
-C.OCCrCO
COEFFICIENT F
-6.6126171L-1 A -5.162 38F-03
CONSTANT 
5.0C00000E 00
MULTIPLE F OF 1
-2.3C0OCCF 01 1
C C R R .  X
1 C . 99 99 4 7
 2__0.99 9T>76_
3 0.999 967 
6 C.999719 
5 C .99 20 3 1
CUEFF IC I lr->|T 
7.66706690-0? 
-H. I 06 E 69 9!'-0 6
C 1 H 1 7 7 5 C
1 M 9 6 6 O 3 E 
396 19260
n 0
■n
92
DF2
23
3 . C 9 1 7 01: 0*0 
6.306 99F 09
1 . 2 5 9 3 9 '- 01
2 . 15 9 7 2 L 91 
2.36606E 91
R-SQUARE 
0 .OCOOOO
RESIDUAL DELETE X 1 
-S.2217939E-1B
ANALY S I S OF Y 19 
»
CONSTANT
-5.6S7975BF 01
NUL I IP! f F DFI DF2
1.01U033F 02 6 19
R-SOUARE 
0.966016
RESIDUAL 
2. 5 3 78007F-01
DELtTE X
1
3
6
5
CCRR.. JX__
C . 996 9 V. 9 
C .99906 1 
C.997066 
C . 973056
CGFF F!CIFNI
1.HO5 19 7 3 F —°2 
— 2.OC 76s*->6L O0 
2.9 0 776660 9 I 
1 .69167 >90 02
2.611920 01 
3.C00 16E 01 
6.367310 91
2. 6 Ci.' IFF 91
_ C C A S T  a m
■ 3 • 4 M 5 6 B'' 11
M i l  l  I PL F F 
1 .n;'9 06 r'r
; 1F 1____UF2 R-SQUARE
’ V  29
RuSIDUAI DELtTE X
0.9669 16 3.02061610-01
CCRR. X COEFFICIENT
3 C.94PR64 -2.2417241F-91
4 0.576699 8.39 3 1506? 00
5 C.R9P2S4 2.2793710? 01
9.6959?? 0 0  
t.9606 0? 01 
1.C8552F ^0
CONSTANT 
-8.765C4P2L 00
MULTIPLE F DFI 0F2 R-SCUARF
6.33 84B6F 01 3 21 0.900547
RESIDUAL DELETE 
6.34696?1F-01
CCRR. X COLFFI 0 IF NT 
3 C.8 31^59 -1 .6 I6?6rf9r-01 1.656BM- Cl
4 0.8 310 59 6.5664L42L 00 3 . 276 25? 01
CONSTANT 
— 5 . 5C 3C U I 4 f_ 00
RULTIPLF F DFI OF?
9.4 16M4 5F 01 2 22
R-SOUARF
0.395406
RESIDUAL DELETE 
6.3 7C 7322E-01
CCRR. X 
4 -C.OCOor-o
Cf'RrFIC I? NT 
3 • 8 8 3 0 1 9 8 E 00 1.02422E 02
CONSTANT
-2.25512P2L
n u l m p l f  r
1.024315E 02
DFI O r 2 
2 3
R-SUUARF 
0. fc lo633
RE SI DU AL 
1.0633119?
DELETE X 4
CO
ANALYSIS OF Y 20
X CCRR. X Cfir.FFICir-NT F
1 C .999947 8.038C9 370-02 ! .42167? 01
2 C.995 5 76 -9.03537 6 24-0 6 9.47833F 00
3 0.999947 -5.91 5 5 4 5 6 L 00 2.C1213? 91
4 C.999719 4 . 9 ? ? ? 3 8 6 f 91 3.1068 IF C'l
b C.992C 31 2.1899385? 0? 3 . 1 3 7 7 9 F 01
CONSTANT RU1. TIP or F DFI DF ? ‘ R-SQUARE RESIDUAL PbLtT ? X 2
-5. 1529269r C1 1.143L34T 02 6 19 0.9678 28 1.5D76269E-C1
X CCRR. X COEFFICIENT F
1
3
0.996589 
C. 999061
1.5262156F-02 
-1.67156 700 00
2.30391c 01 
2.779402 01
- ~
4
5
C.997e54 
C.97 39 56
2.38744 9 91: 01 
1.19 7 ? 280T 02
3.°1597r 01 
7.11674E 01
1 CCNSTANI vucriPih f DFI OF 2 R-SOUARE RE SI DUAL DELETE X 5
- 2 .65 5 344K  ,31 9.868/108 01 4 20 0.951778 2.26064770-91
* X CCRR. X COEFFICIENT F
1
3
Q.9fit:6flD
0.994432
2.64435538-03 
-3.4152 7 871-01
1.37773E 00 
3.C0917E CO
4 C.97C825 6.975438 6 F; 00 2.32120t /'I
CONSTANT MULTIPLE F 
.36424421 oO 6.3522D1F 01
DFI OF2 
3 21
R-SQUARE 
_ 0 . 900 74 1
RESIDUAL 
4 .43166 35E-01
DELETF X 1
X CCRR. X CHCFFIC TCNT r
3
4
C.831059 
C .831089
-1.J108571f>'U 
5.4328 31 If 00
1.54202E 01 
8.00675E Cl
CONSTANT F- U E T T P L F F DFI f)F2 R-SOUARF RESIDUAL DELETE X 3
- 3 . 151C252C C0 9.299359E 01 2 22 0.894229 4.5J77538F— 01
X
4
CCRR. X
-0•OUOOCQ
COEFFICI ENT 
3.2597389C 00
F
1.04845E 02
CONST AN'T RUC T f tJL t F of i nr 2 R— SQUARE RES IDUAL DELETf X 4
- 5 . 6 7862251-0 1 L.948437E 02 1 23 0.820093 7.3339552E-01
APPENDIX H 
PROCEDURES FOR T-TESTING COEFFICIENTS OF 
PARTIAL DETERMINATION
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOP QUESTION ONE
STEP R2 VARIABLES INCLUDED
1 .832 9 k -1 X, X*, X , log x ,  X 1
2 .830 X, X s, log X, x"1
3 .826 X, X \  log X 1
4 .817 X , log X
5 .796 log X
'4-5
.817 - .796 
.796
.0264
\|
(.0264) (N-3) 
.9736
'4-5
.866 or ■* .01 n = 22 t - 2.819
t. , - .366 < 2.819
4-5
Therefore t, . not significant 4-5
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION TWO
STEP R2 VARIABLES INCLUDED
1 .539 2 k X, X , X , log X, X
2 .538 X, X2 , log X, X ' 1
3 .534 X, X2, log X
4 .529 x ,  x 2
5 .319 X
d2 „ .529 - .319 _
4 - 5 ----- 31 9 ----------*657
t = \| *v-"— C2.?-!—  = 5 49
4-5 \ 343
t^ _ 5 “ 6.49 Of « .01 R * 22 t *= 2.819
t. _ * 6.49 > 2.819
4-5
Therefore t ^ significant--Proceed to step three
Jl _ .534 - .529 ___
4-5  7529 * *0096
fc3-4
(.0096) (21)
.9904 = .45
■ .45 or *= .01 n * 21 t = 2.831
t, . - .45 < 2.831
3-4
Therefore c 3 4 n°t significant
2
Use X, X variables only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION THREE
STEP
1
2
3
4
5
.768
.767
.737
.735
.720
VARIABLES INCLUDED
2 i _i
X, X , X , log X, X
2 k 
X, X , X , log X 
L
X, X %  log X 
X, log X 
log X
4-5
“4-5
“4-5
.735 - .720 
.720
0208 (2 2)
.0208
= .6859792 
.685 Of “ .01 n *= 22 t ■ 2.819
t, . - .685 < 2.819
4-5
Therefore ^ not significant
Use log X variable only
PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION FOUR
STEP VARIABLES INCLUDED
1
2
3
4
5
.903
,903
.877
.872
.803
2 k -1
X, X , X , log X, X
X, X2 , X*f log X
it
X, X %  log x 
k
X,
4-5
'4-5
'4-5
.872 - .803 
.803
.086
\ (.086) 
\ 914
1.37 o = .01 n 22 2.819
t. _ «= 1.37 <  2.819
4-5
Therefore t^ not significant
Use X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION FIVE
STEP
1
2
3
4
5
.902
.891
.854
.839
.835
VARIABLES INCLUDED
2 % -1 
X, X , X , log X, X
X, X^, log X, X ' 1
X , log X, X
log X, X 
log X
-1
R
4-5
'4-5
.839 - .835 
.835
,0048
\ 00*8 ,.(2 2 ) . >326.9952
t. _ - .326 a « .01 n = 22 t - 2.819
4-5
t. c - .326 <  2.819
4-5
Therefore t, _ not significant 
4-5
Use log x  variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION SIX
STEP
1
2
3
4
5
R
.893
.893
.883
.866
.863
VARIABLE INCLUDED
2 \ -i
X, X , X , log X, X 1 
X2 , X*, log X, X " 1 
X^, log x, x"1
log X, X 
log X
-1
'4-5
4-5
.866 - .863 
."863
00347) (2 2) 
99653
.00347
.085
4-5
.085 a = .01 n = 22 t - 2.819
t. c “ .085 < 2.819
4-5
Therefore not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION SEVEN
STEP
1
2
3
4
5
.936
.930
.930
.894
.877
VARIABLES INCLUDED
2 k  - l
X, X , X , log X, X 1
X2, X^, log X, X* 1
X*, log X, x " 1
log X, x ' 1
log X
4-5
4-5
.894 - .877 
.877
= .0194
\1 (.p m .) .(221 „ 66
\ .9806 *bb
’4-5
.66 a = .01 n = 22 2.819
t, , * .66 < 2.819
4-5
Therefore not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION EIGHT
STEP
1
2
3
4
5
.726
.726
.700
.692
.669
VARIABLES INCLUDED
2 h -1
X, X , X , log X, X J
h h ~ l x, x , x , x 1
X, X2 , x^
x, x
4-5
4-5
.692 - .669 
.669 .0344
?0344)„(22>„ o
9656 5
a * .01 n « 22 2 .
t. e - .885 <  2.819
4-5 
Therefore ^ not significant 
k
Use X variable only
819
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION NINE
STEP
1
2
3
4
5
R
,956
,955
,938
,908
,897
VARIABLES INCLUDED
X, X2 , X s, log X, X " 1 
X, X^, log X, X ' 1 
X^, log X, X "1
log X, X 
log X
-1
4-5
'4-5
.908 - .897 
.897
= .0123
^  (.0123) (22) 
9877
.52
'4-5
.52 a = .01 n 22 2.819
t. _ = .52 < 2.819
4-5
Therefore ^ not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION TEN
STEP
1
2
3
4
5
R
.975
.975
.962
.959
.919
VARIA3LES INCLUDED
X, X2 , X*, log X, X * 1
X, X2, log X, X -1 
2
X, X , log X 
X, log X 
log X
4 - 5
4 - 5
. 959 - .919  
.919 .0436
= 994
.9564 ** 4
t .  _ * .994  a  *= .014 - 5
22 2.819
t .  _ -  .994 <  2 .8 1 94 -5
Therefore t^ ^ not significant
Use log X variable only
2 8 V
PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION ELEVEN
STEP
1
2
3
4
5
.958
.958
.923
.892
.881
VARIABLES INCLUDED
2 k  -1
X, X , X , log X, X
2 k  -1
X , X %  log X, X
X^, log X, x " 1
kx \  log X 
log X
R
.892 - .881
■4-5
*4-5
.881 = .0125
V10l_25)_ (22J_ ” .9875 - .527
“4-5 .527
.01 22 2.819
t. c * .527 < 2.819
4-5
Therefore ^ not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION TWELVE
STEP R2
1 .916
2 .915
3 .889
4 .855
5 .851
R2 .855 - .851
4-5 .851
t - \
(.0047) (22)
4-5 V .9953
t4-5 "
322 a =
t4-5
.322 < 2.819
VARIABLES INCLUDED
X, x2, X^“, log x, x-1
X, X^, log X, X _1
L -1
X , log X, X 1
log X, X 
log X
-1
.0047
» .322
22 2.819
Therefore t, _ not significant 
4-5
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION THIRTEEN
STEP
1
2
3
4
5
.935
.935
.926
.903
.883
VARIABLES INCLUDED
2 k -1
X, X , X , log X, X 1
X, X*, log X, X " 1
% -1 X %  log X, X 1
log X, X ' 1
log X
4-5
4-5
.903 - .883 
.883
\| (.0226) (2 2).9774
.0226
.714
“4-5
.714 a « .01 n « 22 2.819
t. _ «= .714 <  2.819
4-5
Therefore ^ not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION FOURTEEN
2
STEP R VARIABLES INCLUDED
1 *974 X, X 2, x \  log X, X " 1
2 .974 X, X2 , log X, X ' 1
3 .955 X, log X, X ' 1
4 .929  X, log x
5 .922 log X
D2 = .929 - .922
4-5 .922 “ .00757
*4-5
\ [ .00757. (22) 
M  .00243
t4 5  « .409 Of = .0] n “ 22 t - 2.819
t. c - .409 <  2.819
4-5
Therefore t^ ^ not significant 
Use log X variable only
PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION FIFTEEN
STEP VARIABLES INCLUDED
1
2
3
4
5
.903
,903
,872
.823
.814
X, X 2, X^, log X, x ' 1
2 k - 1
X , X %  log X, X *
k - 1
X , log X, X
k
X , log X 
log X
4-5
'4-5
.823 - ,814 
.814
^  (.00984) (22) 
99016
.00984
.467
4-5
.467 a «* .01 n * 22 2.819
t. c *= .467 < 2.819
4-5
Therefore t^ ^ not significant
Use log X variable only
PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION SIXTEEN
STEP R2 VARIABLES INCLUDED
1
2
.977
.968
2 k -1 
X, X , X , log X, X
% -1 X, X \  log X, X
3 .953 X*, log X, X " 1
4 .949 X*t log X
5 .869 log X
R2 - .949 - .869 - .092
4-5 .869
*4-3 - \
(.092) (22)
“ .476
.908
C4-5
.476 a “ .01 n “ 22 t “ 2.819
t4-5
.476 < 2.819
Therefore not significant
Use log x  variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION SEVENTEEN
STEP R2 VARIABLES INCLUDED
1 .959
2 it 
X, X , X , log X, X
2 .953 X, x \  log X, X "1
3 .918 X, log X
4 .916 X*, log X
5 .862 log X
* s - -
.916 - .862 _ A<-o. 
.862 -0625
t -\
...C^625). (2_2X_ . ,ft7
.9375
#- B
L /. _c •387 o « .01 n - 22 t * 2.8194-5
t. c * .387 <  2.819
4-5
Therefore t, _ not significant 
4-5
Use log X variable only
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PROCEDURE FOR T-TESTING 
COEFFICIENT OF PARTIAL DETERMINATION 
FOR QUESTION EIGHTEEN
STEP R2 VARIABLES INCLUDED
1 0
2 k - 1 
X, X , X , log X, X 1
-  i
2 0 X, X , X , log X
3 0 X, X*, log x
4 0 X, X*
5 0 X
No apparent relationship exists
295
PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION NINETEEN
2
STEP R VARIABLES INCLUDED
1 .964 X, X2, X^, log X, X -1
2 .954 X, x \  log X, X -1
3 .900 x*, log X, X ”1
4 .895 x \  log X
5 .816 log X
2 m _.895 .-, .81 6 , ^
4-5 .816 ,Uy/
. I f  .(.097) (22) t 
4-5 M .903
t. _ - .485 a *= .01 n «= 22 t ■» 2.819
4-5
t. . «= .485 < 2.819
4-5
Therefore ^ not significant
Use log X variable only
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PROCEDURE FOR T-TESTING
COEFFICIENT OF PARTIAL DETERMINATION
FOR QUESTION TWENTY
STEP
1
2
3
4
5
.967
,951
.900
.894
,820
VARIABLES INCLUDED 
2 k -1
X, X , X^, log X, X 1
X, X*t log X, x"1 
kX, X %  log x 
k
X , log x 
log X
4 - 5
'4 -5
.894 -  .820  
.820
J22X
91
.09
-467
'4 -5 .467 .01 22 2 .8 1 9
t .  _ *= .467  <  2 .8 1 94 - 5
Therefore t^ not significant
Use log X variable only
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