Abstract. We analyze the interaction between the conjugation action on link Floer homology and maps induced by link cobordisms. We derive a formula for the chain homotopy type of the conjugation action on the connected sum of two knots. We then construct a homomorphism from the concordance group to an abelian group consisting of chain complexes with homotopy automorphisms, modulo an equivalence relation. Using our connected sum formula, we perform some example computations of Hendricks and Manolescu's involutive invariants on large surgeries of connected sums of knots.
Introduction
Heegaard Floer homology is an invariant associated to 3-manifolds, introduced by Ozsváth and Szabó in [OS04c] and [OS04b] . By taking into account a conjugation involution, ι, Hendricks and Manolescu construct a refinement, called involutive Heegaard Floer homology [HM15] . They define a module HF I − (Y, s) over In [HMZ16] , the behavior of the conjugation involution on connected sums is described in terms of the above quasi-isomorphism, giving a version of the Künneth theorem for involutive Heegaard Floer homology. Knot Floer homology is an invariant of knots in 3-manifolds introduced by Ozsváth and Szabó in [OS04a] , and independently by Rasmussen in [Ras03] . Link Floer homology is a generalization for links in 3-manifolds, developed by Ozsváth and Szabó in [OS08] . There is a similar conjugation action on knot Floer homology, and also a version of the Künneth theorem for knot Floer homology.
In this paper we consider the conjugation action on knot Floer homology, its form on connected sums of knots, and more generally the interaction between the conjugation action and maps induced by decorated link cobordisms.
1.2. Conjugation invariance of the link Floer TQFT. To arrive at Theorem 1.1, we will study the interaction between the link Floer TQFT and the conjugation action more generally. If L = (L, w, z) is an oriented link in Y with collections of basepoints w and z in L which alternate between w and z as one travels along L, we consider a version of the full link Floer complex, which we denote by
If w = {w 1 , . . . , w n } and z = {z 1 , . . . , z n }, these are modules over the ring
For a general link L, the module CF L ∞ (Y, L, s) has an endomorphism ∂, which satisfies
for a constant k ∈ F 2 [U w , V z ]. The constant k is determined by the configuration of basepoints on the link components (see Equation (8)). In many natural situations, the constant k can be taken to be zero. For example if we identify all U w variables with a single variable U , and we identify all V z variables with a single variable V , the constant k will vanish. This situation is sufficient for proving Theorem 1.1. There is a tautological conjugation map η on link Floer homology. It is a map
It's important to note that on link Floer homology, the basepoints w and z play distinct roles. Hence the map η canonically squares to the identity, but is not an involution since it is a map between the link Floer homologies of two different based links. When s = s and K = (K, w, z) is a doubly based knot which is null-homologous, the maps η and ι K are related by the formula
where τ K is the diffeomorphism associated to a half twist of K, in the direction of the orientation of K.
The chain homotopy equivalences appearing in Theorem 1.1 are link cobordism maps for certain decorated link cobordisms, using the construction of link cobordism maps from [Zem16a] . The maps from [Zem16a] are expected to generalize the link cobordism maps from [Juh16] , which are defined on HF L. The first step towards proving Theorem 1.1, is to analyze the interaction of the link cobordism maps from [Zem16a] and the conjugation map η. The maps from [Zem16a] use the following notion of a decorated link cobordisms (adapted from [Juh16, Definition 4.5]): Definition 1.2. We say a pair (W, F ) is a decorated link cobordism between two 3-manifolds with multi-based links, and write (W, F ) : (Y 1 , L 1 , w 1 , z 1 ) → (Y 2 , L 2 , w 2 , z 2 ), if
(1) W is a 4-dimensional cobordism from Y 1 to Y 2 ; (2) F = (Σ, A), where Σ is an oriented surface, properly embedded in W , and A ⊆ Σ is a properly embedded 1-manifold dividing Σ into two disjoint subsurfaces Σ w and Σ z , which meet along A; (3) ∂Σ = −L 1 L 2 (4) Each component of L i \ A contains exactly one basepoint; (5) w 1 ∪ w 2 ⊆ Σ w and z 1 ∪ z 2 ⊆ Σ z .
Additionally, to define functorial link cobordism maps, we need to work with a set of formal variables and assign a formal variable to each basepoint in w ∪ z and each region of Σ \ A. Such an assignment of formal variables is called a coloring. See Section 3 for more details about colorings. For the purposes of proving Theorem 1.1, we can pick the coloring to assign the variable U to all components of Σ w and each w basepoint, and to assign the variable V to all components of Σ z and all z basepoints.
We prove the following version of conjugation invariance for the link Floer cobordism maps: Theorem 1.3. Suppose that (W, F ) : (Y 1 , L 1 , w 1 , z 1 ) → (Y 2 , L 2 , w 2 , z 2 ) is a decorated link cobordism with a coloring of the components of Σ \ A. Let (W, F ) : (Y 1 , L 1 , z 1 , w 1 ) → (Y 2 , L 2 , z 2 , w 2 ) denote the cobordism obtained by switching the roles of Σ w and Σ z (but using the same coloring). Then the following diagram commutes up to filtered, equivariant chain homotopy: 1.3. A bypass relation for link Floer homology. Theorem 1.1 does not follow immediately from Theorem 1.3, as the maps ι K also involve a diffeomorphism corresponding to a half twist of the knot K. However, ι K1#K2 involves a half twist on K 1 #K 2 , while ι K1 |ι K2 involves half twists on each of K 1 and K 2 . To relate these two, we will find a general relation satisfied by triples of dividing sets on a surface which fit into a "bypass triple". The link cobordism maps constructed by Juhász in [Juh16] for the hat flavor of link Floer homology are defined by using the contact gluing map from [HKM08] , for a contact structure on the boundary of a regular neighborhood of Σ which is determined by the dividing set on Σ. There is relation on the contact invariants in the sutured Floer homology of S 1 × Σ for a triple of contact structures fitting into a bypass triple (see [HKM08, Section 7] ). Inspired by this, we show the following relation on the link cobordism maps from [Zem16a] : Our proof of the above lemma involves no contact geometry, and instead follows from several simple relations between maps defined on the link Floer complexes, and their interpretation in terms of decorated surfaces.
Using the bypass relation, in Section 4.3 we give an entirely pictorial proof of Sarkar's formula that
where ρ * is the diffeomorphism map for twisting a link component in one full twist, in the case that the link component has exactly two basepoints, w and z. This was proven on the associated graded complex for links in S 3 by Sarkar in [Sar15] , and on the full link Floer complex for links in arbitrary 3-manifolds by the author in [Zem16b] .
1.4. A homomorphism from the smooth concordance group. Using Theorem 1.1 we construct a homomorphism from the smooth concordance group C to an algebraically defined, abelian group I K . The construction is inspired by constructions of Hom in [Hom14] and Stoffregen in [Sto15] . See also [HMZ16] for a similar construction.
In Section 2, we will define a notion of ι K -complexes, which is a tuple (C, ∂, B, ι), where (C, ∂) is a free chain complex over R with basis B, and ι is an R-skew equivariant (i.e. it switches the actions of U and V ), Z ⊕ Z-skew filtered map, which squares to id +Φ • Ψ. We define an abelian group I K , consisting of ι K complexes modulo a relation we call local equivalence (see Section 2.3 for a precise definition). To a smooth concordance between two knots (or more generally a homology concordance; see below) the link cobordism maps from [Zem16a] will induce local equivalence. We prove the following: Theorem 1.5. The natural map C → I K defined by
is a well defined homomorphism.
More generally, we can extend the above theorem to knots in integer homology spheres. One can define a group C Z 3 generated by pairs (Y, K) where Y is an integer homology sphere and K ⊆ Y is an oriented knot. We identify two pairs if there is an integer homology cobordism between the 3-manifolds, which contains a smooth, oriented, genus zero knot cobordism between the two knots. Multiplication is given by taking the connected sum of both the 3-manifolds and the knots. It is not hard to see that C Z 3 is an abelian group, where the inverse of (Y, K) is given by (−Y, −K). Remark 1.6. The homomorphism C → I K from Theorem 1.5 factors through a homomorphism C Z 3 → I K . 1.5. Example computations. In Section 8, we use the above formula to compute the involutive correction terms V 0 and V 0 from large surgeries from [HM15] for several examples of connected sums of knots. The following is a straightforward consequence of several example computations which we perform: Proposition 1.7. None of the knots T 4,5 #T 4,5 , T 4,5 #T 4,5 #T 5,6 , T 6,7 #T 6,7 , T 4,5 #T 6,7 , and T are concordant to a thin knot, an L-space knot, or the mirror of an L-space knot.
The proof of the above proposition uses the computation of the triple (V 0 , V 0 , V 0 ) for thin knots, L-space knots, and mirrors of L-space knots from [HM15] . For such knots, the involutive correction terms have a simple pattern: either all three are nonnegative and V 0 − V 0 ≤ 1, or V 0 ≤ 0 = V 0 = V 0 . Using our formula we will compute that none of the knots listed above have involutive invariants fitting into one of these two patterns. See [BH16] for some deeper applications of involutive large surgery invariants as well as some applications of the connected sum formula from this paper.
Note that looking at the triple (V 0 , V 0 , V 0 ) is not the only way to detect various parts of the above result. For example Υ K (t) is very simple for thin knots, so can be used as an obstruction to knots being concordant to thin knots. Similarly V 0 = 0 for any mirror of an L-space knot, and V 0 = 0 for the above knots. The function Υ K (t) is convex for an L-space knot [OSS14, Theorem 6.2], which can provide an obstruction to knots being concordant to L-space knots, however except for T −1 3,4 #T −1 4,5 #T 5,6 , the above knots have convex Υ K (t) invariants.
1.6. Further Remarks. In [HMZ16, Theorem 1.1], a similar formula for the involution ι on CF − of connected sums of closed 3-manifolds is proven, by considering the interaction between the conjugation action and the graph cobordism maps from [Zem15] . Writing ι i for the involution on CF − (Y i , s i ), we showed that the involution on CF − (Y 1 #Y 2 , s 1 #s 2 ) is F 2 [U ]-equivariantly chain homotopic to (id | id +U (Φ 1 |Φ 2 ))(ι 1 |ι 2 ) under a chain homotopy equivalence with
In the context of the 3-manifold invariants, the maps Φ i are analogous to the maps Φ i and Ψ i appearing in Theorem 1.1. By specializing Theorem 1.1 of this paper to the case K 1 and K 2 are doubly based unknots, one recovers the formula from [HMZ16] . In the setting of 3-manifold invariants, the term U (Φ 1 |Φ 2 ) turns out to be F 2 [U ]-equivariantly null-homotopic when each s i is self conjugate, by an algebraic computation. As we will see in Section 8, the term Φ 1 |Ψ 2 is usually non-trivial in the context of link Floer homology.
More generally, using the interpretation of the graph cobordism maps in terms of decorated link cobordisms between unknots from [Zem16a, Section 14], it is not hard to prove the relations from [HMZ16] about the interaction of the graph TQFT and the conjugation involution by using Theorem 1.3 form this paper, which is about link cobordisms.
For a doubly based knot K = (K, w, z) in S 3 , one more often considers a Z ⊕ Z filtered chain complex
. The complexes CF L ∞ are graded by the Alexander grading and
is the subset in zero Alexander grading. The standard action of U on CF K ∞ (K) corresponds to the action of the product U V on CF L ∞ (S 3 , K), in the notation of this paper. As the map ι K satisfies A(ι K (x)) = −A(x), the map ι K preserves the subset of zero Alexander grading, so Theorem 1.1 can be restated for the more standard CF K ∞ complexes. Nonetheless it's worth noting that Φ i and Ψ i are not individually endomorphisms of CF K ∞ (K i ) (as they shift Alexander grading by +1 and −1 respectively), but the tensor product Φ 1 |Ψ 2 shifts Alexander grading by zero, and hence is an endomorphism of the tensor product of the two CF K ∞ complexes. For the purposes of this paper, it is easier to use the complexes CF L ∞ than the CF K ∞ complexes, since it's convenient to work with the maps Φ i and Ψ i individually.
In a different direction, due to the work of Kutluhan, Lee and Taubes in [KLT10a, KLT10b, KLT10c, KLT11, KLT12], as well as Colin, Ghiggini and Honda in [CGH10, CGH12a, CGH12b, CGH12c] there are isomorphisms between certain versions of Heegaard Floer homology and the monopole Floer homology groups developed by Kronheimer and Mrowka in [KM07] . Monopole Floer homology is an S 1 equivariant theory, however the S 1 action can be enlarged to a Pin(2) action, and constructions which take the full Pin(2) action into account can be found in [Man16] and [Lin14] . The modules HF I − (Y, s) from [HM15] are expected to correspond to the Z 4 -equivariant theory for the subgroup Z 4 = j ⊆ Pin(2). In [Lin16] Lin proves a connected sum formula for Pin(2)-equivariant monopole Floer homology, in terms of an A ∞ tensor product. Our connected sum formula for involutive link Floer homology is different, since the involutive complex is determined entirely by the chain homotopy type of the map ι K . It seems likely that there is a description of our formula in terms of an A ∞ tensor product, but we will not pursue it in this paper.
1.7. Organization. In Section 2 we construct the group I K of ι K -complexes modulo local equivalence. In Section 3 we provide background on the link Floer complexes and the link Floer TQFT. In Section 4, we prove some new results about the link Floer TQFT, such as Theorem 1.3 and Lemma 1.4, about conjugation invariance and the bypass relation, respectively. In Section 5, we prove that several naturally defined link cobordism maps induce filtered chain homotopy equivalences for connected sums of 3-manifolds and knots. In Section 6 we prove Theorem 1.1, the connected sum formula for the map ι K . In Section 7, we combine our results to construct a homomorphism from C to I K . In Section 8 we compute some examples, mostly using the computer algebra system Macaulay2 [GS] . Finally in Appendix A, we provide some alternate proofs of some of the results of the paper.
1.8. Acknowledgments. The author would like to thank Kristen Hendricks, Jen Hom and Maciej Borodzik for suggesting this problem, and for some useful additional suggestions and discussions. In addition, the author owes an intellectual debt to Kristen Hendricks and Ciprian Manolescu, who coauthored a similar paper with the author and provided many of the ideas and arguments in that context. Ciprian Manolescu also wrote parts of the code which we use to compute the invariants V 0 and V 0 in the last section. The author would like to thank Sucharit Sarkar and Matt Stoffregen for useful conversations.
The group I K
In this section we define I K , the group generated by chain complexes with an involution, up to local equivalence. Along the way, we provide some algebraic preliminaries, such as some facts about the maps Φ and Ψ, which feature in our connected sum formula.
2.1. ι K -complexes and the definition of I K . In this section we define the group I K . In the following subsections we will prove some basic facts, and also prove that I K is an abelian group. Throughout, we will let R denote the ring
Definition 2.1. Suppose that C and C are two chain complexes over R and F : C → C is a homomorphism of abelian groups. We say
. If C and C have a filtration by Z ⊕ Z, denoted F and F respectively, we say that F is skew-filtered if F (F (i,j) ) ⊆ F (j,i) . If C and C are both bigraded with two gradings gr U and gr V , we will say that F is skew-graded if gr U (F (x)) = gr V (x) and gr V (F (x)) = gr U (x) for homogeneous elements x.
We will write for R-equivariant, filtered chain homotopy equivalence, unless we specify otherwise. Similarly will mean R skew-equivariant, skew-filtered chain homotopy equivalence, unless specify otherwise.
Suppose (C, ∂) is a chain complex which is a free R-module and such that ∂ is a homomorphism of Rmodules. If B is a basis over R for C, we can define a filtration F B on C over Z ⊕ Z, by defining F B (i,j) to be the subset generated by elements of the form U m V n · x, for x ∈ B and m ≥ i and n ≥ j. If x ∈ B, we can write
for a unique P xy ∈ R. Since ∂ is an R-homomorphism, the polynomials P xy determine ∂ on all of C.
If all of the P xy are in F 2 [U, V ] (i.e. involve only nonnegative powers of U and V ) then (C, ∂) is a Z ⊕ Z filtered chain complex with respect to the filtration F B . Given a basis B, we can formally differentiate each P xy , with respect to U or V . We define
We call these the formal derivatives of the differential ∂. Note that ∂ is a filtered map with respect to F B iff the matrix for ∂ in the basis B involves only nonnegative powers of U and V . Thus if ∂ is filtered, the maps Φ B and Ψ B are also filtered.
We now define the objects which will form the elements of the group I K : Definition 2.2. We say a tuple (C, ∂, B, ι) is an ι K -complex if
(1) (C, ∂) is a finitely generated free chain complex over R with basis B; (2) ∂ is a filtered map with respect to F B ; (3) The elements of B are assigned two gradings, gr U and gr V , taking values in Z. Extending gr U and gr V to the entire complex, by declaring U to have gr U grading change −2, V to have gr U grading change 0, and V to have gr V grading change −2 and U to have gr V grading change zero, the map ∂ is −1 graded with respect to both gr U and gr V ; (4) There is a grading preserving isomorphism H * (C, ∂) ∼ = R where 1 ∈ R has gr U and gr V grading 0; (5) ι is a skew-filtered, skew-graded, R skew-equivariant endomorphism of C;
Remark 2.3. It will be convenient to combine the two gradings gr U and gr V into an Alexander grading, by defining A = 1 2 (gr U − gr V ). Notice that since ι switches gr U and gr V , we have that A(ι(x)) = −A(x) for homogeneous x. Hence given an ι K complex (C, ∂, B, ι), we can consider the subset C 0 of C concentrated in zero Alexander grading. On C 0 , the two gradings gr U and gr V coincide, and furthermore ι restricts to a homotopy automorphism of C 0 . The group C 0 is no longer an R-module, but instead a
There is an obvious notion of homotopy equivalence between two ι K complexes, but this notion is too strong to define a homomorphism from the concordance group. Instead we use a weaker notion of equivalence from [Sto15] in the definition of I K : Definition 2.4. We will say two ι K complexes, C 1 = (C 1 , ∂ 1 , B 1 , ι 1 ) and C 2 = (C 2 , ∂ 2 , B 2 , ι 2 ), are locally equivalent if there are filtered, grading preserving R-equivariant chain maps
and G : C 2 → C 1 , such that ι 2 F + F ι 1 0, and
such that F and G are isomorphisms on homology. If in addition we have that F • G id and G • F id, we will say that C 1 and C 2 are homotopy equivalent.
Note that homotopy equivalent ι K -complexes are also locally equivalent.
Given two ι K -complexes C 1 = (C 1 , ∂ 1 , B 1 , ι 1 ) and C 2 = (C 2 , ∂ 2 , B 2 , ι 2 ), there are two ι K -complexes which can naturally be described as the product of C 1 and C 2 . We define two products, × 1 and × 2 , by the formulas
We can now define the group I K :
Definition 2.5. We define I K to be the set generated local equivalence classes of ι K -complexes. Group multiplication is given by either of
, where C ∨ = Hom R (C, R) and the other terms are defined similarly. If x ∈ B, then one defines gr(x ∨ ) = − gr(x), for gr equal to either of gr U or gr V . The identity complex is C e = (R, 0, {1}, ι e ), where ι e : R → R fixes 1 ∈ R and switches U and V .
We will prove the following over the course of the following subsections:
Proposition 2.6. The pair (I K , ×) is a well defined abelian group.
2.2.
Properties of Φ B and Ψ B . In this section, we describe some useful properties of the maps Φ B and Ψ B defined earlier. Recall that if B is a basis of (C, ∂) over R, we defined Φ B and Ψ B to be the formal derivatives of ∂ with respect to U and V (respectively) in terms of the basis B.
As a first property, we note that the Leibniz rule can be interpreted as saying exactly that
• ∂.
In particular the maps Φ B and Ψ B vanish on homology. Note that the derivative maps (d/dU )| B and (d/dV )| B are neither filtered nor R-equivariant, so the maps Φ B and Ψ B may still be nonzero in the group of chain maps modulo R-equivariant, filtered chain homotopy.
Definition 2.7. Given an ι K complex C = (C, ∂, B, ι) we define the skew of C, denoted C = ( C, ∂, B, ι) as follows. As a F 2 -module with differential, we define ( C, ∂) = (C, ∂), but we give C a new R-action. The element U now acts by V on C and the element V now acts by U , on C. We set B = B and ι = ι. For x ∈ B we define gr U (x) = gr V (x) and gr V (x) = gr U (x).
Note that by definition F
which is the identity map on the F 2 -module C, but as a map between ι K -complexes is skew-equivariant, skew-filtered and skew-graded. Tautologically, we have
Lemma 2.8. Suppose that (C 1 , ∂ 1 , B 1 ) and (C 2 , ∂ 2 , B 2 ) are two complexes over R with bases B 1 and B 2 . If
through skew-equivariant chain homotopies. If F (resp. G) is filtered (resp. skew-filtered) with respect to F B then the chain homotopies can be taken to be filtered (resp. skew-filtered).
Proof. Suppose F is R-equivariant. Writing ∂ 1 , ∂ 2 and F in terms of matrices with respect to B 1 and B 2 , we take the expression ∂ 2 • F + F • ∂ 1 = 0 and differentiate with respect to U , using the Leibniz rule, to see
where F denotes the result of differentiating the matrix for F with respect to U . If F is a filtered map, then F will be as well. The analogous argument works for Ψ B . Now suppose that G : C 1 → C 2 is skew-equivariant. Note that G = G • s • s, and G • s is an R-equivariant map. Hence we just apply the previous result together with Equation (5) to see that
If G is skew-filtered, then G•s is filtered, so the previous argument applies to show that the chain homotopies can be taken to be skew-filtered.
We now prove that the maps Φ B and Ψ B depend only on the filtration F B and not on the particular choice of basis, in the following sense:
Corollary 2.9. If B and B are two bases for the complex (C, ∂), then
through R-equivariant chain homotopies. If in addition F B = F B , then the chain homotopies can be taken to be filtered with respect to
Proof. If B and B are arbitrary bases, we apply the first part of Lemma 2.8 to the map id C : C → C, which is R-equivariant, to see that Φ B Φ B and Ψ B Ψ B through R-equivariant chain homotopies. If F B = F B , then id C is also filtered, so applying the second part of Lemma 2.8 shows that the chain homotopies can be taken to be filtered.
Note that if B and B are two different bases, the matrix for the identity map between B and B will not be the identity matrix. As such, the chain homotopy in the previous lemma will not vanish in general.
Lemma 2.10. If (C, ∂) is a free chain complex over R with basis B, then Φ B and Ψ B are chain maps, and
through R-equivariant chain homotopies. If ∂ is filtered with respect to F B , then the chain homotopies can be taken to be filtered with respect to F B .
Proof. Taking Proof. The proof is the same as [Zem16a, Lemma 3.9]. For Φ B , the chain homotopy is defined by first writing ∂ = ∞ n=−∞ P n · U n where P n is a matrix (using the basis B) with entries in
It is easy to check that Φ
Finally, if ∂ is filtered with respect to F B , then P n vanishes for n < 0 and P n involves only nonnegative powers of V , so H B is filtered as well.
Remark 2.12. Since we are working over F 2 , the latter relations imply that if ( 
2.3. I K is an abelian group. In this section we verify that our description determines an abelian group structure on I K . We first show that the product of two ι K -complexes is an ι K -complex:
Lemma 2.13. If C 1 = (C 1 , ∂ 1 , B 1 , ι 1 ) and C 2 = (C 2 , ∂ 2 , B 2 , ι 2 ) are two ι K -complexes, then C 1 × 1 C 2 and C 1 × 2 C 2 are both ι K -complexes.
Proof. Only conditions (4) and (6) of Definition 2.2 are not entirely straightforward to check. Condition (4) states H * (C 1 ⊗ R C 2 ) ∼ = R. By our grading assumptions, we can write C 1 and C 2 each as a direct sum (over F 2 ) over Alexander gradings (where A = 1 2 (gr U − gr V )). Write (C i ) j for the portion of C i in Alexander grading j. We note that each (C i ) j is an F 2 [ U , U
−1 ]-module, where U = U V . Now the differential is zero graded with respect to the Alexander grading, so this gives C i the structure of a direct sum of chain complexes over
] is a PID, so using the classification of chain complexes over a PID (see e.g. [HMZ16, Lemma 6.1]), we can write (C i ) 0 as a direct sum of 1-step and 2-step complexes. A 1-step complex is a copy of F 2 [ U , U
−1 ] with vanishing differential, and a 2-step complex is a complex over
. Since (C i ) 0 has a Z grading, it is not hard to see that the 2-step complexes must be of the form ∂(a) = U n b. Clearly This decomposition of (C i ) 0 as a sum of 1-step and 2-step complexes over F 2 [ U , U
−1 ] can be extended linearly over R to a decomposition of C i over R as a sum 1-step and 2-step complexes.
Over F 2 [ U , U −1 ], 1-step complexes of the form ∂(a) = U n b are R-equivariantly chain homotopy equivalent to the zero complex, since U n is invertible (though of course not filtered chain homotopy equivalent to the zero complex). The homology H * (C 1 ⊗ R C 2 ) only depends on the chain homotopy type of C i over R, so such 2-step complexes can be deleted from each C i . Since by assumption the homology of C i is isomorphic to R, with 1 ∈ R given zero gr U and gr V grading, we know that both C 1 and C 2 are R-equivariantly chain homotopy equivalent (though not filtered chain homotopy equivalent) to a 1-step complex. Hence
The other condition worth mentioning is condition (6), which requires that (ι 1 × i ι 2 ) 2 id +Φ • Ψ. To see this, note that on C 1 ⊗ R C 2 , we have
On the other hand
which is the same as Equation (6). A similar computation yields that (ι 1 × 2 ι 2 ) 2 id +Φ • Ψ, as well.
We now show that the two multiplications × 1 and × 2 coincide on homotopy classes of ι K -complexes (and hence local equivalence classes):
Lemma 2.14. If C 1 = (C 1 , ∂ 1 , B 1 , ι 1 ) and C 2 = (C 2 , ∂ 2 , B 2 , ι 2 ) are two ι K -complexes, then the ι K -complexes C 1 × 1 C 2 and C 1 × 2 C 2 are homotopy equivalent.
Proof. We define the map F :
Note that since Ψ 0, and since we are working over F 2 , it follows that F 2 id. We claim that F induces a homotopy equivalence of ι K -complexes. Note that in the definition of a homotopy equivalence, there are two maps. We use the map F in both directions. We need to show that F intertwines ι 1 × 1 ι 2 and ι 1 × 2 ι 2 . We first compute
In a similar manner, we have
completing the proof.
In light of the previous lemma, we will write × for the multiplication on I K , if no confusion will arise. We now show that × is well defined on local equivalence classes:
Lemma 2.15. The × operation is a well defined multiplication on I K . That is, if C 1 and C 1 are locally equivalent, and C 2 and C 2 are locally equivalent, then C 1 × C 2 and C 1 × C 2 are locally equivalent.
Proof. Let us consider changing the first factor, since changing the second factor follows similarly. Suppose that F : C 1 → C 1 and G : C 1 → C 1 are maps which induce a local equivalence. Since the maps
are isomorphisms by the same argument as in Lemma 2.13, we see that (
It remains only to show that F | id and G| id intertwine the involutions, up to skew-equivariant, skew-filtered homotopies.
For F | id, this amounts to showing that
Rearranging terms reduces this to
By assumption, F ι 1 ι 1 F , since F was part of a local equivalence. By Lemma 2.8, we also know that F Φ 1 Φ 1 F . Combining these facts shows that the above identity is satisfied, so F | id intertwines the involutions, up to skew-equivariant, skew-filtered chain homotopies. The same argument works for G. The same argument also works for the second factor of the tensor product, and hence the proof is complete.
Lemma 2.16. The multiplication × is associative on I K .
Proof. Suppose that
, 2, 3}. We will construct a homotopy equivalence between the two ι K complexes (C 1 × C 2 ) × C 3 and C 1 × (C 2 × C 3 ). The map on chain complexes will be the identity. The only nontrivial thing to show is that the identity map intertwines the involutions, up to skew-equivariant, skew-filtered homotopy. This is a computation. We have
On the other hand, we can also compute that
which is skew-equivariantly, skew-filtered chain homotopic to 0, by Lemmas 2.10 and 2.11.
We now consider inverses on I K . We first prove the following:
Proof. Most of the axioms are straightforward to verify. To see that H * (C ∨ ) ∼ = R, one can write down an explicit description of the complex C over R, using the strategy of Lemma 2.13 to decompose over Alexander gradings, and then using the classification of chain complexes over the PID F 2 [ U , U
−1 ], where U = U V . With such description of the dual chain complex, the result follows immediately.
We now show that C ∨ is the inverse of
Lemma 2.18. If C = (C, ∂, B, ι) is an ι K -complex, the product C × C ∨ is locally equivalent to C e = (R, 0, {1}, ι e ), the identity ι K -complex.
Proof. The chain complex C ⊗ R C ∨ can be naturally identified with the complex Hom R (C, C). We construct two maps, F : R → Hom R (C, C), and G : Hom R (C, C) → R, as follows. The map F sends 1 ∈ R to id C ∈ Hom R (C, C), and G is defined to be the trace of a matrix. In terms of the basis B, the map F takes the form
and G takes the form
The maps F and G are clearly filtered, and respect the grading. We need to show that they are chain maps, intertwine the involutions, and are isomorphisms on homology. That they are chain maps is an easy computation. To see that they are isomorphisms on homology, we note that the composition G • F gives the Euler characteristic of H * (C) over R, modulo 2, which is 1. Since C, C ∨ and C × C ∨ are all ι K -complexes, we know the associated homology groups are all R so we conclude that F and G must be isomorphisms on homology.
To see that F intertwines the involutions, it is sufficient to show that
As both summands on the left are skew-equivariant, it is sufficient to show that
If L : C → C is an R-equivariant map, using the basis B we can associate a matrix M (L) ∈ Mat n×n (R), and the action of L corresponds to matrix multiplication. If L is skew-equivariant, then we can also associate a matrix M (L). The action of L on an an element x ∈ C is given by first writing x as an R-linear combination of basis elements in B, switching the powers of U and V , then multiplying by the matrix M (L). If A : C → C and B : C ∨ → C ∨ are maps (equivariant or skew equivariant) the element (A|B)( x∈B x|x ∨ ) ∈ C ⊗C ∨ can be identified with the matrix
T ∈ Mat n×n (R). As such, the expression on the left side of Equation (7) corresponds to the matrix
T , respectively, the above matrix can naturally be identified with the homomorphism
which can be seen to be chain homotopic to zero using the algebraic relation ι 2 id +Φ • Ψ, in the definition of an ι K -complex. A chain homotopy of maps in Hom R (C, C) corresponds to a boundary in the complex Hom R (C, C), so we conclude that there is an h ∈ C ⊗ C ∨ such that
The proof that G intertwines the involutions follows similarly.
We can now prove that I K is a well defined abelian group:
Proof of Proposition 2.6. Lemma 2.13 shows that the product of two ι K -complexes under either multiplication × 1 and × 2 is an ι K -complex. Lemma 2.14 shows that the two products yield homotopy equivalent (and hence locally equivalent) ι K -complexes. Similarly, if C 1 and C 2 are two ι K -complexes, the natural map T : C 1 ⊗ R C 2 → C 2 ⊗ R C 1 induces a homotopy equivalence of ι K -complexes between C 1 × 1 C 2 and C 2 × 2 C 1 . An application of Lemma 2.14 now shows that C 1 × 2 C 2 is homotopy equivalent to C 1 × 1 C 2 , from which we conclude that C 1 × 1 C 2 and C 2 × 1 C 1 are homotopy equivalent, so I K is abelian. Lemma 2.16 shows that multiplication is associative. Lemma 2.15 shows that multiplication is well defined on local equivalence classes. Lemmas 2.17 and 2.18 show that I K contains inverses.
Background on link Floer homology and the link Floer TQFT
In this section, we provide background on link Floer homology, and describe some previous results about link cobordisms and link Floer homology. The original constructions of link Floer homology can be found in [OS08] , and more detail on the curved variation and the link Floer TQFT can be found in [Zem16b] or [Zem16a] .
Preliminaries on the link Floer complexes. Given a Heegaard diagram
for s ∈ Spin c (Y ). We will focus on • ∈ {−, ∞, ∧}. If w = {w 1 , . . . , w n } and z = {z 1 , . . . , z n } are collections of basepoints and I = (i 1 , . . . , i n ) and J = (j 1 , . . . , j n ) are multi-indices, then we write
and n = |w| = |z|) and consider the intersection points of T α and T β . The ∞ flavor of CF L
• (Y, L, s) is generated over F 2 by monomials of the form U I w V J z · x, for arbitrary multi-indices I and J, and intersection points x ∈ T α ∩ T β with s w (x) = s. The − flavor is generated over F 2 by monomials with nonnegative multi-indices I and J. The hat flavor, denoted CF L, is generated over F 2 by monomials with I = J = 0, i.e. setting all of the U w and V z variables equal to zero.
After picking an auxiliary almost complex structure, one can define an endomorphism ∂ which counts pseudo-holomorphic disks of Maslov index 1 inside of Sym g+n−1 (Σ), keeping track of their multiplicity over both the w and z basepoints by increasing the powers of the variables when a disk crosses over a basepoint. Equivalently, one can count holomorphic curves inside of Σ × [0, 1] × R, as in [Lip06] .
Counting the ends of the moduli spaces of Maslov index two holomorphic disks yields the formula
See [Zem16b, Lemma 2.1] for the proof. Here C(L) denotes the set of components of L, and if K ∈ C(L), we are writing w K,1 , z K,1 , . . . , z K,n K for the basepoints on K, in the order that they appear on K. The above formula follows from the fact that the compactification of the moduli spaces of index 2 disks consists of broken strips (corresponding to ∂ 2 (x)) as well as index 2 boundary degenerations (corresponding to the terms on the right side of Equation (8)). For • ∈ {−, ∞}, the modules CF L
• (H, s) are filtered by powers of the variables. As pseudo-holomorphic disks have only nonnegative multiplicities on the diagram, the differential is a filtered map.
Any two Heegaard diagrams for a link L in Y can be connected by a sequence of elementary Heegaard moves. To a sequence of elementary Heegaard moves between two diagrams H 1 and H 2 for a link L in Y , we can define a filtered, equivariant chain homotopy equivalence Φ H1→H2 , as in [OS04c] . A fundamental result is that the map Φ H1→H2 is independent of the choice of elementary Heegaard moves, up to equivariant, filtered chain homotopy. See [JT12] for more on naturality in Heegaard Floer homology. We write
to mean the collection of all the chain complexes CF L • (H, s) ranging over strongly s-admissible diagrams H for (Y, L), together with the change of diagrams maps. We sometimes call the objects
is a collection of filtered, equivariant maps F H1,H2 for each pair of diagrams H 1 and H 2 for (Y 1 , L 1 ) and (Y 2 , L 2 ), respectively, which commute with the change of diagrams maps up to equivariant, filtered chain homotopies.
For functoriality, we also need to work with collections of formal variables, which we assign to each basepoint:
where P is a finite set (thought of as an index set for a collection of formal variables) and σ : w ∪ z → P is a function.
We will usually suppress the coloring from the notation. Colored versions of CF L ∞ (H, s) can be similarly defined.
Note that by using Equation (8), it is straightforward to find many examples of colorings which have ∂ 2 = 0. For example, if there are only two colors, all w basepoints are given one color, and all z are given the other, then ∂ 2 = 0.
3.2. The conjugation action on link Floer homology. In this section we provide some background about the conjugation action on link Floer homology. Recall that Spin c structures on Y can be described as homology classes of nonvanishing vector fields. Given a nonvanishing vector field v on Y which corresponds to a Spin c structure s, the conjugate Spin c structure s corresponds to the vector field −v. In [OS04c] , Ozsváth and Szabó describe a map
The map s w depends on the choice of basepoints w, in the following sense:
) and x ∈ T α ∩ T β , then the maps s w and s z are related by the formula
Proof. See, for example, [Ras07, Equation (1) 
Given a Heegaard diagram
Here the embedded Heegaard surface is unchanged, though the orientation of the surface is reversed, and the roles of the α and β curves are reversed. Here L and L have the same underlying oriented link, and both have p ∪ q as basepoints, but the role of p and q as type w or z is switched.
There is a tautological chain isomorphism
). The map η sends an intersection point in x ∈ T α ∩ T β on H to the corresponding intersection point x ∈ T β ∩ T α . Given a coloring (σ, P), the map η induces a map on the colored complexes which is F 2 [U P ]-equivariant and P-filtered.
Lemma 3.3. If H 1 and H 2 are two diagrams, then the following diagram commutes up to chain homotopy:
Proof. The map Φ H1→H2 is a computed by picking a sequence of intermediate diagrams which differ each from the previous by a single Heegaard move. The map Φ H1→H2 can be computed using the same sequence of Heegaard moves, and it is easy to verify that the diagram commutes on the nose for each elementary Heegaard move (though the change of diagrams maps themselves are only defined up to chain homotopy).
As a consequence of the previous lemma, the map η descends to a map on the coherent, equivariant filtered chain homotopy type
since it commutes up to filtered, equivariant chain homotopy, with the change of diagrams maps. For a doubly based knot, the conjugation map ι K is defined as the composition
where τ K denotes a half twist in the direction of the links orientation, switching w and z. The map η is filtered and equivariant, while τ K is skew-filtered and skew-equivariant since it switches the two basepoints.
3.3. Maps associated to decorated link cobordisms. In [Zem16a] , the author describes Spin c functorial maps associated to decorated link cobordisms. To a decorated link cobordism (W,
in the sense of Definition 1.2 (together with a coloring of the components of Σ w and Σ z , which we suppress in the notation), there is a map
which is an invariant of the decorated link cobordism, up to equivariant, filtered chain homotopy. The identity cobordism induces the identity map, and together the maps satisfy the Spin
c (W i ) (and the surfaces are decorated with compatible colorings) one has
If we are working over a set of colors P, the colored chain complexes are F 2 [U P ]-modules, and the maps are morphisms of F 2 [U P ]-modules. The colors of components of Σ w and Σ z can be arbitrary, though the links forming the boundary of the surface must be colored compatibly with Σ w and Σ z .
In this section, we briefly describe the construction of the link cobordism maps from [Zem16a] . More details (such as explicit formulas) can be found in our proof of Theorem 1.3, below. Further details can be found in [Zem16a] .
The cobordism maps are defined by taking a decomposition of the link cobordism into simple pieces, and then defining a map for each piece. One defines maps for 4-dimensional handles of W added away from L, maps associated to band surgery on the link L, as well as cylindrical cobordisms with simple but nontrivial dividing sets.
The 1-handle and 3-handle maps are approximately the same as in [OS06] (the difference being now that we allow 1-handles or 3-handles which connect different components or separate a component of a 3-manifold).
There are also new 0-handle and 4-handle maps, corresponding to a 4-ball containing a 2-dimensional disk in a standard way.
The 2-handle maps are very similar to those defined by Ozsváth and Szabó in [OS06] , which count holomorphic triangles in a Heegaard triple (Σ, α, β, β , w) which represents surgery on a framed 1-dimensional link S 1 ⊆ Y . In [OS06] , Ozsváth and Szabó define a map
and the map associated to a Spin c structure s from [OS06] counts holomorphic representatives of homology classes of triangles ψ which have s w (ψ) = s.
Similarly the 2-handle maps from [Zem16a] are also defined by counting holomorphic triangles on a Heegaard triple (Σ, α, β, β , w, z) representing homology classes of triples ψ with s w (ψ) = s.
An important subtlety of the link Floer cobordism maps is the dependence of s w on the basepoints w. To see the dependence of the map s w on the basepoints w, we will consider more generally the situation of an arbitrary, multi-based Heegaard triple. We will call a Heegaard triple (Σ, α, β, γ, w, z) a doubly multipointed Heegaard triple if each component of Σ \ τ has exactly one w basepoint and one z basepoint, for each τ ∈ {α, β, γ}. Using the construction from [OS04c] , to a general Heegaard triple we can construct a 4-manifold X αβγ with three ends. In [Zem17], the author describes an oriented, properly embedded surface with boundary Σ αβγ inside of X αβγ for a doubly multi-pointed Heegaard triple. The construction of Ozsváth and Szabó from [OS06] yields a map (10)
analogous to the map in Equation (9). One can similarly define a map s z . The set Spin c (X αβγ ) is an affine space over H 2 (X αβγ ; Z) ∼ = H 2 (X αβγ , ∂X αβγ ; Z). The two maps s w and s z are related by the following formula:
Lemma 3.4 ([Zem17, Lemma 3.3]). If (Σ, α, β, γ, w, z) is a doubly multi-pointed Heegaard triple, and ψ is a homotopy class of triangles, then
We note that if (Σ, α, β, β ) represents surgery on a framed 1-dimensional link, then the map s w from Equation (9) can be viewed as a special case of the map s w from Equation (10). This follows since by [OS06, Proposition 4.3] the 4-manifold W (Y, S 1 ) is obtained from X αββ by filling in one of the boundary components with 3-handles and 4-handles, and hence the inclusion of
. Another important component of the construction of the maps in [Zem16a] are maps for adding or removing basepoints on a link component. These are called the "quasi-stabilization maps". The quasi-stabilization operation was first considered in [MO10] . The author considered them further in [Zem16b] , proving several useful results. Notably, according to [Zem16b 
is a link such that w ∈ w and z ∈ z, then there are chain maps
which are natural, i.e. commute with the change of diagrams maps, appropriately. The quasi-stabilization maps are the link cobordism maps for the decorated link cobordisms shown in The final ingredient of the link cobordism maps are the band surgery maps. If L is an oriented link, and B is an oriented band which is appropriately positioned with respect to the basepoints, then we can perform band surgery to obtain a new link L(B) inside of Y . There are two band maps defined in [Zem16a] for band surgery, corresponding to adding a band which forms a region of type z or of type w. They are denote F w B and F z B and they determine maps
As with the quasi-stabilization maps, there is a requirement on the coloring of the link L for the maps F w B
and F z B to be well defined chain maps. The coloring requirement for F w B is simply that the w basepoints adjacent to the ends of B are given the same color, and the requirement for the map F z B is simply that the z basepoints adjacent to the ends of B are given the same color. Both maps are defined by counting holomorphic triangles in a Heegaard triple which respects the band.
1 For S ± w,z and T ± w,z to be chain maps, there is an additional requirement on the coloring. If z and z are the z basepoints adjacent to w, by looking at the quasi-stabilized differential (Equation (16), below) one can verify that S ± w,z is a chain map iff the coloring identifies the variables Vz and V z . Note that this is equivalent to the condition that the coloring on the complexes is induced by the coloring of the decorated link cobordism shown in Figure 4 .1. Similarly if z is adjacent to the basepoints w and w , then T ± w,z will be chain maps iff Uw and U w are identified by the coloring. See [Zem16a, Section 3.2] for more details 3.4. Maslov gradings, Alexander gradings and link cobordisms. There are three gradings on link Floer homology, denoted gr w , gr z , and A.
They are described in [OS04a] and [OS08] , using slightly different notation than we use here. See [Zem17] for a description of the gradings in terms of link cobordisms, which is a convenient description for our purposes as it allows us to compute grading changes associated to decorated link cobordisms. The gradings gr w and gr z are called the Maslov gradings, and A is the Alexander grading. If x and y are intersection points, then as relative gradings they are defined by picking a homology class of disks φ ∈ π 2 (x, y) and using one of the formulas
Here n w (φ) is defined to be the sum of the multiplicities of φ at all of the w basepoints, and n z (φ) is defined similarly. If s is torsion, then gr w is independent of the disk φ,
, then A is independent of the disk φ. Absolute lifts of gr w and gr z can be specified as in [OS06] by using the absolute gradings on CF ∞ (Y, s) and
. With respect to gr w , the U w variables are −2 graded, and the V z variables are 0 graded. With respect to gr z , the U w variables are 0 graded, and the V z variables are −2 graded. With respect to the Alexander grading, the U w variables are −1 graded, and the V z variables are +1 graded.
As in [OS04a] or [OS08] , for knots in integer homology spheres, an absolute lift of the Alexander grading can be specified by a symmetry requirement analogous to the Alexander polynomial of a knot. For links, there is an Alexander multi-grading, which yields the above Alexander grading after collapsing the multigrading into a single grading. In general, it is possible to define an absolute lift of the Alexander grading under only the assumption the L is null-homologous, even when s is non-torsion. However, when s is nontorsion, an absolute lift of the grading requires a choice of Seifert surface S for L, and we write A S for the Alexander grading using the Seifert surface S (see [Zem17] for a description).
When s is torsion and L is null-homologous, all three gradings are defined, and are related by the formula
is a decorated link cobordism and x is a homogeneously graded element, then if S 1 and S 2 are Seifert surfaces for K 1 and K 2 , then
χ(Σ w ) denotes the Euler characteristic, and χ(Σ w ) denotes the reduced Euler characteristic:
The conjugation map ι K is graded, in the following sense:
for homogeneously graded x.
Proof. As A(x) = 1 2 (gr w (x) − gr z (x)), the third relation follows from the first two, so let us consider only the relations involving gr w and gr z . The map ι K is defined as a composition τ K • η. Since τ K is a diffeomorphism map, it is grading preserving, so it remains only to consider the map η. The result then follows easily from the link cobordism description of the absolute gradings (see [Zem17, Proposition 10.1]).
Further properties of the link Floer TQFT
In this section we describe several important properties of the link cobordism maps from [Zem16a] . Firstly, we prove Theorem 1.3, i.e. conjugation invariance for the link Floer TQFT. Then we prove several important relations for the link cobordism maps, such as the bypass relation, as well as an interpretation of the maps Φ w and Ψ z in terms of dividing sets on cylindrical link cobordisms.
4.1. Conjugation invariance of the link cobordism maps. We now consider how the link cobordism maps defined in [Zem16a] interact with the conjugation map η, described in Section 3.2, and prove Theorem 1.3:
2 ) denote the conjugate decorated link cobordism (but with the same coloring). The following diagram commutes up to filtered, F 2 [U P ]-equivariant chain homotopy: 
(1) W i has a Morse function f such that f and f | Fi have no critical points, and the divides go from the incoming end to the outgoing end; (2) W i has a Morse function with one index 1 or 3 critical point, or an arbitrary number of index 2 critical points, such that f | Fi has no critical points and the divides all go from the incoming end to the outgoing end; (3) W i has a Morse function function f such that f and f | Fi have no critical points, all dividing arcs go from the incoming boundary to the outgoing boundary, except for one arc, which has two ends on the incoming link, or two ends on the outgoing link; (4) W i has a Morse function which has an index 1 critical point, which is an index 1 critical point of both f and f | Fi . The dividing arcs go from the incoming to the outgoing boundary. At most one elementary cobordism in the decomposition is allowed to have a Morse function f with index 2 critical points.
In the language of [Zem16a] , this is essentially a decomposition into elementary parametrized cobordisms. However, in [Zem16a] we also considered a "parameterization", i.e. a diffeomorphism from W (Y i , S i ) to W i for a framed i-dimensional link in the incoming end of W i . See [Zem16a, Definition 9.3] for a precise description. We suppress the parameterizations in our notation here. As the link cobordism maps are defined as a composition of maps associated to elementary cobordisms, as above, it is sufficient to show the claim for each of the cobordisms of one of the above types.
The maps associated to link cobordisms of type (1) correspond to the maps induced by diffeomorphisms, so for such link cobordisms the claim follows from naturality of the map η from Lemma 3.3.
The maps for the cobordisms of type (2) correspond to handle attachment maps. Consider first the 1-handle and 3-handle maps. Suppose that a diagram H has been surgered along a framed 0-sphere S 0 to yield a diagram H(S 0 ). There are two intersection points, θ + and θ − , on H(S 0 ) which are distinguished by the relative homological grading. In our notation, there are two homological gradings, gr w and gr z , however the designation of higher and lower relative grading is the same with respect to both gr w and gr z . It is easy to see that η preserves this decomposition into higher and lower generators. In such a way we see that η commutes with the 1-handle and 3-handle maps.
The interaction of η with the 2-handle maps is slightly more subtle. Suppose (W,
is a 2-handle cobordism for a framed 1-dimensional link S 1 in Y 1 . The map F W,F,s is defined by counting holomorphic triangles in a Heegaard triple T = (Σ, α , α, β, w, z) which is subordinate to an α-bouquet 2 for S 1 . More precisely, for such a Heegaard triple, one defines
]).
However, there is a distinction in how Spin c structures are assigned to homology classes of triangles on the triples T and T , since the roles of the w basepoints and the z basepoints has been switched. Note that the 4-manifolds X α αβ and X βαα , are canonically diffeomorphic, and diffeomorphism restricts to a diffeomorphism between the embedded surfaces Σ α αβ and Σ βαα . Write ι : X α αβ → W (Y 1 , S 1 ) for the embedding, which is well defined up to isotopy (see [OS06, Proposition 4 .3] or [Juh16, Proposition 6.6]). Since W (Y 1 , S 1 ) is formed by attaching 3-handles and 4-handles to X α αβ , it follows that ι induces an isomorphism on H 2 (−; Z) and on the set of Spin c structures. If t ∈ Spin c (W ), the map F W,F ,t can be computed using the triple T by counting holomorphic triangles representing homology classes ψ with s z (ψ) = t. From Lemma 3.4, we have
. Hence, for 2-handle maps we conclude that
We now consider link cobordisms of type (3). The maps correspond to quasi-stabilization maps S Since the type of each region of Σ \ A is changed (from w to z, or vice versa), it is sufficient to show that
2 A α-bouquet is a collections of arcs, one for each component of S 1 , each with one end on S 1 , and one end on a component of L \ (w ∪ z) which is oriented to be going from a w basepoint to a z basepoint. See [OS06] for the original construction of Heegaard triples subordinate to a bouquet of a framed link.
where S ± p,q and T ± p,q are the quasi-stabilization maps defined in [Zem16b] and [Zem16a] . This is essentially a tautology from the definition. For example, the maps S We now consider the final type of elementary parametrized cobordism, type (4), corresponding to a framed 0-sphere along the link L. Such a map is a composition of a 1-handle map, a band map, and some diffeomorphism maps. We already know the 1-handle maps commute with η, so let's consider only the band maps. As defined in [Zem16a] , there are two band maps, F This is, however, just the correction in Spin c structures due to η (from Lemma 3.2), and hence we conclude that
Combining these observations with the composition law, we conclude that
for a link cobordism where each component of Σ intersects both Y 1 and Y 2 nontrivially. For a link cobordism where some components of Σ don't intersect one or both of Y 1 or Y 2 , the link cobordism maps are defined by puncturing the link cobordism at points along the dividing set, adding extra copies of (S 3 , U, w, z) to (Y 1 , L 1 ) and (Y 2 , L 2 ) using the 0-handle and 4-handle maps. As the conjugation map η commutes with the 0-handle and 4-handle maps, the statement thus follows for general link cobordisms.
4.2.
The maps Φ and Ψ. In this section we describe the maps Φ and Ψ which feature in Theorem 1.1, and prove that they are induced by two link cobordisms with relatively simple dividing sets.
In general, if L = (L, w, z) is a multi-based link, we can define endomorphisms Φ w and Ψ z of CF L ∞ (Y, L, s) for each w ∈ w and each z ∈ z. They are defined by counting holomorphic disks on a diagram using the formulas
When L = (K, w, z) is a doubly based knot, as in Theorem 1.1, we will often write Φ for Φ w and Ψ for Ψ z . In the case of a doubly based knot, these are the same maps considered in Section 2, in the context of ι K -complexes, for the basis B consisting of the set of intersection points x with s w (x) = s on a given Heegaard diagram.
The maps Φ w and Ψ z , described above are induced by two relatively simple dividing sets on (Y × Proof. Let us consider only the map Φ w , as the map Ψ z is handled in an analogous fashion. Let (W, F ) denote the link cobordism on the left side of Figure 1.1. If there are more than two basepoints on the link component, then the link cobordism is a composition of two quasi-stabilization maps, and we can use the computation of the quasi-stabilized differential from [Zem16b] to compute Φ w directly. To make this explicit, suppose that z is the basepoint immediately preceding w, and suppose H is a Heegaard diagram for the link with w and and z removed. Let H be a diagram obtained from H by quasi-stabilizing the link component at w and z, as in Figure 4 .2. Write w and z for the basepoints adjacent to w and z, which are already on H. By [Zem16b, Proposition 5.3], the differential on the quasi-stabilized diagram H can be written as
under the identification (of modules)
The above matrix notation is with respect to writing θ In the case where there are exactly two basepoints on the link component, to show the formula, our strategy is to move the dividing set around, so that L × {t} intersects the dividing set non-trivially for each t ∈ [0, 1]. Let φ be the diffeomorphism of (Y, L) which fixes all of the basepoints except w, and which moves w to a nearby point w , which is not a basepoint of the link. Let z be between w and w , and assume that the ordering of these points is w then z then w . We can move the dividing set around, as in Note that F W,F,s is chain homotopic to the composition (φ −1 ) * φ * F W,F,s , while the composition φ * F W,F,s is the link cobordism map for the link cobordism consisting of the bottom two portions of the link cobordism in Figure 4 .3. By construction, the induced link cobordism map is a quasi-stabilization followed by a quasidestabilization. Hence 4.3. The bypass relation. In this section we prove Lemma 1.4, the bypass relation. The bypass relation encodes several relations between maps which appear on link Floer homology. As an application, we use it to give a quick proof of the formula for the action of a diffeomorphism corresponding to a Dehn twist around a link component. Proof. We will interpret the relation As a corollary, we can give a quick proof of Sarkar's formula for the diffeomorphism map induced by twisting a link component in one full twist, in the case that a link component has exactly two basepoints (see [Sar15] and [Zem16b] ). A similar pictorial argument using more bypass triples could be used in the case that the link component has more basepoints, but we will not consider that case.
Corollary 4.2. Suppose L is a multi-based link in Y , and K is a component of L with exactly two basepoints. If ρ denotes the diffeomorphism resulting from twisting K in one full twist, in the direction of its orientation, then the induced map
has the filtered chain homotopy type
where w and z are the two basepoints on K. 
Link cobordisms and connected sums
In this section, we show that the link cobordism maps from [Zem16a] yield chain homotopy equivalences between the link Floer homology of a disjoint union and the link Floer homology of the connected sum (providing an alternate proof of the connected sum formula from [OS04a] ).
If K 1 = (K 1 , w 1 , z 1 ) is a null-homologous knot in Y 1 , and K 2 = (K 2 , w 2 , z 2 ) is a null-homologous knot in Y 2 , we will define two link cobordism maps
as well as two maps, E 1 and E 2 , in the opposite direction. Here K 1 #K 2 = (K 1 #K 2 , w, z) is the connected sum, with exactly two basepoints. The main goal of this section is to show that E i • G i id and G i • E i id through filtered, equivariant, chain homotopies.
5.1. The decorated link cobordisms for connected sum maps. We now describe the link cobordisms which we will use to induce the chain homotopy equivalences E 1 , G 1 , E 2 and G 2 . Briefly, the link cobordisms are simply obtained by adding a 1-handle and a band across the 1-handle, but there is an interesting ambiguity in the dividing set which is important for our connected sum formula, leading to four maps, instead of two. The four maps are depicted in Figure 5 .1. More explicitly, the link cobordisms are constructed as follows. Pick points p 1 ∈ K 1 \ {w 1 , z 1 } and p 2 ∈ K 2 \ {w 2 , z 2 } where the connected sum will take place. Also pick coordinate balls D 3 × {1} and D 3 × {−1}, centered at p 1 and p 2 respectively. Assume further that 
where B is the band B = {(0, 0, t) :
There is also a 3-handle cobordism in the opposite direction, for which we write W . We now decorate Σ with a dividing set. However the decoration depends on the positions of p 1 and p 2 with respect to the basepoints. There are two natural configurations which we will consider: (C1) p 1 is in a component of K 1 \ {w 1 , z 1 } going from w 1 to z 1 , while p 2 is in a component of K 2 \ {w 2 , z 2 } going from z 2 to w 2 ; (C2) p 1 is in a component of K 1 \ {w 1 , z 1 } going from z 1 to w 1 , while p 2 is in a component of K 2 \ {w 2 , z 2 } going from w 2 to z 2 . Given a pair of points p 1 and p 2 which together satisfy either (C1) or (C2), we can decorate the surface Σ by adding three dividing arcs, as follows. One arc goes from {p 1 } × {0} to {p 1 } × {1} along the path {p 1 } × {t}, then travels across the core of the band, and then from {p 2 } × {1} to {p 2 } × {0} along {p 2 } × {t}. The other two arcs of the dividing set are obtained by picking points p i ∈ K \ {w i , z i } in the components opposite to p i , and defining the arc to be {p i } × [0, 1]. Writing A for the dividing set consisting of these three divides, the set Σ \ A has two components. To K 1 #K 2 ⊆ Y 1 #Y 2 we add two basepoints, w and z, in the complement of the divides, in such a way which is compatible with the basepoints w 1 , w 2 , z 1 and z 2 .
Write F 1 = (Σ, A) for a surface with divides inside of the 1-handle cobordism W , using connected sum points p 1 ∈ K 1 and p 2 ∈ K 2 satisfying the configuration condition (C1). Write F 1 for the surface with divides in the 3-handle cobordism W constructed, using connected sum points p 1 and p 2 which satisfy (C1). The link cobordism (W , F 1 ) is obtained by turning around and reversing the orientation of (W, F 1 ). We then define G 1 = F W,F1,s , and E 1 = F W ,F 1 ,s , where s is the unique Spin c structure on the 1-handle or 3-handle cobordism which extends s 1 s 2 .
Naturally, we would like to define the maps E 2 and G 2 to be the link cobordism maps for the link cobordism maps constructed when the points p 1 and p 2 satisfy configuration condition (C2). This however, makes for an awkward comparison with the maps E 1 and G 2 , since moving the connected sum point changes both the 3-manifold Y 1 #Y 2 and the knot K 1 #K 2 . Instead we define (17)
, and
where τ K denotes the half twist diffeomorphism of the knot K (in the direction of the knots orientation, switching the two basepoints). Also F 1 and F 1 denote the conjugate link cobordisms of F 1 and F 1 (obtained by switching the designation of regions as type w or type z).
Note that (W, F 1 ) is not diffeomorphic as a decorated link cobordism to (W, F 2 ), since the order that Y 1 , Y 2 and Y 1 #Y 2 appear along the boundary of Σ w is reversed for (W, F 1 ) and (W, F 2 ).
The link cobordisms for E 1 , G 1 , E 2 and G 2 are shown in Figure 5. 1.
Figure 5.1. The link cobordisms used to define the maps E 1 , G 1 , E 2 and G 2 . See Equation (17) for the definition of G 2 and E 2 .
through filtered, equivariant chain homotopies.
The proof of the above proposition will take several steps. The key observation is that can perform a 4-dimensional surgery operation to the link cobordisms inducing the compositions E 1 • G 1 and G 1 • E 1 which yield the identity link cobordism. Thus our strategy will be to prove two 4-dimensional surgery operations and their effect on the link cobordism maps.
5.2. Surgering a link cobordism on a 0-sphere. In this section, we describe the effect of taking the connected sum of two link cobordisms at two points along the dividing sets. We phrase this in terms of surgering the link cobordism (W 1 W 2 , F 1 F 2 ) on an embedded 0-sphere. Given an orientation preserving embedding of ( Proposition 5.2. Suppose that (W 1 , F 1 ) and (W 2 , F 2 ) are two link cobordisms, with chosen points p 1 ∈ A 1 ⊆ W 1 and p 2 ∈ A 2 ⊆ W 2 , as well as coordinate balls centered at p 1 and p 2 , as above. If F 1 and F 2 are colored so that the regions of Σ w adjacent to p 1 and p 2 are given the same color, and the regions of Σ z adjacent to p 1 and p 2 are given the same color, one has
The proof is based on the fact that the maps are invariant under puncturing a link cobordism at a point along the dividing set, as well as a simple model computation which shows that we can connect up the punctures without changing the map.
be the link cobordism obtained by splitting an unknot in S 3 into two unknots, and then adding a 3-handle which separates the two unknots (corresponding to the map E i shown in Figure 5 .1, when Y 1 = Y 2 = S 3 and K 1 = U 1 and K 2 = U 2 ). The link cobordism (W 0 , F 0 ) induces a map
which is filtered chain homotopic to 1 → 1, under the identification of both the domain and range as
Proof. It is straightforward to explicitly compute the map F W0,F0,s0 in terms of a quasi-stabilization, followed by a band map, and finally followed by a 3-handle map. It is easier, however, to simply use formal properties of the link Floer TQFT. Note that both the domain and range of F W0,F0,s0 are filtered chain homotopy
, with vanishing differential. The cobordism map, being an equivariant map, is thus determined by its value on 1 ∈ R. However we can cap off either copy of (S 3 , U i ) with a 4-ball, and the result must be the identity map on R. This forces the image of 1
to also be 1, completing the proof.
We can now prove the connected sum formula for the link cobordism maps:
Proof of Proposition 5.2. Using the Spin c composition law for link cobordisms, it is sufficient to show the claim in the case that (W 1 , F 1 ) and (W 2 , F 2 ) are the identity cobordisms. Decompose the link cobordism representing (W 1 #W 2 , F 1 #F 2 ) as a 0-handle, followed by the cobordism considered in Lemma 5.3, followed by the link cobordisms (W 1 , F 1 ) and (W 2 , F 1 ), each with a puncture removed at a point along the divides. This is shown in Figure 5 .2.
Using the computation from Lemma 5.3, the middle portion of the cobordism (W 1 #W 2 , F 1 #F 2 ) obtained by attaching a 0-handle, quasi-stabilizing, attaching a band, and attaching a 3-handle can be replaced with two 0-handle attachments, without changing the cobordism map. By [Zem16a, Lemma 11.2], removing a ball from W which intersects F along an arc of the dividing set (and adding the new copy of (S 3 , U) to one of the ends of W ) doesn't affect the cobordism map. Hence the two cobordism maps are equal. 5.3. Surgering a link cobordism on a 1-sphere. We now describe a second surgery relation for the link cobordism maps, for surgering on framed 1-spheres in the 4-manifold W .
If γ is an embedded 1-manifold in the interior of W and we are given an identification of a regular neighborhood of γ with S 1 × D 3 , we can remove a neighborhood S 1 × D 3 of γ and glue in a copy of D 2 × S 2 . Let us call the surgered 4-manifold W (γ). Our goal is to relate the invariants for W to those for the surgered 4-manifold W (γ). To do this, we need to assume that γ is embedded in the surface Σ, and in fact that γ is one of the divides in A. In this case, we can simultaneously surger both W and F to get a new decorated link cobordism. We describe precisely the procedure, below.
We define two link cobordisms, (S 1 × D 3 , M 1 ) and (D 2 × S 2 , M 2 ), both from (∅, ∅) to a link in S 1 × S 2 . The decorated surfaces M 1 and M 2 are shown in Figure 5 .3. Write M i = (Σ i , A i ). The underlying surface Σ 1 is the annulus
The underlying surface Σ 2 is the pair of disks
Notice that
Write L 0 for this oriented link, with two basepoints per component, oriented as the boundary of the surfaces Σ 1 and Σ 2 . Note that L 0 is null-homologous in the sense that the total homology class is zero, since the two components go in opposite directions around S 1 × S 2 . Given a Spin c structure on W , the restriction to W \N (γ) is torsion on ∂N (γ) = S 1 ×S 2 . By considering the Mayer-Vietoris long exact sequence for cohomology, the obstruction to gluing a Spin c structure on W \ N (γ) and a Spin c structure on
e. the restriction of the two Spin c structures to
There is a unique Spin c structure on D 2 × S 2 which is torsion on S 1 × S 2 , which we can thus glue to the Spin c structure s| W \N (γ) . The ambiguity in gluing lies in δH
. By exactness of the Mayer-Vietoris sequence, the property that δH 1 (S 1 × S 2 ; Z) vanishes is equivalent to the property that the restriction map
is surjective. Surjectivity of the previous map is 
where s(γ) is as above.
Remark 5.5. One way to think of the above proposition is that it gives a way of exchanging handles of different indices. The 4-manifold S 1 × D 3 can be decomposed as a 0-handle followed by a 1-handle, while D 2 × S 2 can be decomposed by a 0-handle followed by a 2-handle. We can think of the above proposition as a way of exchanging a 1-handle for a 2-handle, or vice-versa, assuming that we also surger the surface with divides as well.
Remark 5.6. The requirement that [γ] ∈ H 1 (W ; Z)/ Tors is non-divisible can be relaxed, though s(γ) is no longer uniquely specified. Instead, the following relation holds:
The main ingredient of the proof of the previous proposition is the following lemma:
Lemma 5.7. For the decorated surfaces with divides M 1 and M 2 , described above, the two maps
are filtered chain homotopy equivalent. Here t and t 0 are unique Spin c structures on
which are torsion on S 1 × S 2 . Also the links and surfaces are colored so that there is one U variable for all of the w basepoints and regions, and one V variable for all of the z basepoints and regions.
Proof. We will use formal properties of the link Floer TQFT. See Appendix A for an alternate, explicit proof by decomposing the link cobordisms into pieces, and counting holomorphic curves. A diagram for (S 1 × S 2 , L 0 ) is shown in Figure 5 .4. Using the intersection points labeled in that diagram, write
where the designation into higher and lower intersection points is with respect to the gr w grading. Note that we are using a coloring which identifies the two U w -variables to U , and the two V z -variables to a single V . Figure 5 .4. A genus one diagram for (S 1 × S 2 , L 0 ). The designation into higher and lower intersection points is with respect to the gr w grading.
B B
Using the grading change formulas from Equations (11), (12) and (13), one sees that both F S 1 ×D 3 ,M1,t , F D 2 ×S 2 ,M2,t0 induce gr w and gr z grading changes of 0. For example, to compute the gr w grading changes of the two maps, one computes that χ(Σ 1,w ) = 0, and
and that the other terms in the grading change formula vanish. Here Σ i,w denotes the type w regions of Σ i , the underlying surface of
, it is sufficient to show that the value of the two maps on 1 ∈ R are equal. Since the maps are filtered, they map 1 ∈ R into the subcomplex
0 ) which are in both gr w and gr z grading zero is equal to the two dimensional vector space
As such, it is sufficient to restrict to the hat flavor, where we set U = V = 0. Let us write
Note that the differential on CF L(S 1 × S 2 , L 0 , s 0 ) vanishes. Also, by using the bypass relation, we can write
where A and B are the link cobordism maps for the link cobordisms shown in Figure 5 .5, which both have the same underlying, undecorated link cobordism as (S 1 × D 3 , M 1 ). Let A and B be the link cobordism maps obtained by turning around and reversing the orientation of the link cobordisms for A and B (i.e. viewing them as link cobordisms from (S 1 × S 2 , L 0 ) to ∅). We claim that we have the following relations:
Before we prove the above relations, we will show that they are sufficient to show that f = g. Equations (18) 
Equations (20) and (21) then imply that their values on f (1) and g(1) agree, so f = g.
Hence it remains only to establish Equations (18) - (21). This is done by interpreting each of the compositions as the link cobordism map for a link cobordism from (∅, ∅) to (∅, ∅). Notice that all compositions represent either a decorated S 2 which is unknotted in S 4 , or a copy of S 1 × U inside of S 1 × S 3 (where U denotes the unknot). These are shown in Figure 5 .6. In Figure 5 .6, the link cobordism on the right side of the top row is just a 0-handle followed by a 4-handle (each containing standard disks). The composition induces the identity map. The maps associated to the two link cobordisms on left side of the top row can be computed by using the map from Lemma 5.3 (splitting (S 3 , U) into two copies of itself), composed with the diffeomorphism associated to twisting one copy of the unknot in a full twist, composed with the link cobordism map from Lemma 5.3, turned upside down. This is clearly the identity. Finally the link cobordism shown on the bottom row, which induces the maps A • A and B • B, induces the zero map, since by moving the dividing sets around we can factor the induced map through the map Φ|Ψ on CF L(S 3 , U)⊗ F2 CF L(S 3 , U), which trivially vanishes, since each of Φ and Ψ vanish for an unknot in S 3 with exactly two basepoints. Hence Equations (18)-(21) hold, completing the proof.
Proof of Proposition 5.4. Note that the composition law implies that
which is equal by Lemma 5.7 to
The condition that [γ] ∈ H 1 (W ; Z)/ Tors is non-divisible is equivalent to the condition that there is a unique Spin c structure s(γ) on W (γ) which restricts to s| W \N (γ) on W \ N (γ) and to t 0 on D 2 × S 2 . Hence the composition law yields that the above composition is exactly F W (γ),F (γ),s(γ) .
5.4.
Proof of Proposition 5.1. We now show that E i • G i and G i • E i are chain homotopic to the identity as consequences of the 4-dimensional surgery relations proven in the previous sections:
Proof of Proposition 5.1. The fact that E 1 • G 1 id follows from Proposition 5.2, since the composition of the link cobordisms defining E 1 and G 1 is a connected sum of two identity link cobordisms (in the sense of Proposition 5.2).
The relation G 1 • E 1 id is similarly proven using Proposition 5.4. Write (W, F ) for the link cobordism inducing the map G 1 • E 1 . There is a single divide γ which is a closed curve. After performing an isotopy of the other two dividing arcs, we can arrange so that a neighborhood of this dividing arc looks like the surface M 1 in Figure 5 .3. After replacing this copy of (S 1 × D 3 , M 1 ) with (D 2 × S 2 , M 2 ) we are left with the identity link cobordism from (Y 1 #Y 2 , K 1 #K 2 ) to itself. We briefly describe the diffeomorphism between W (γ) and (Y 1 #Y 2 )×[0, 1]. Note that W has a handle decomposition given by a 3-handle followed by a "dual" 1-handle. We pull the 1-handle below the 3-handle. The handle decomposition of W (γ) is obtained by exchanging 
the 1-handle for a 2-handle attached along a 0-framed unknot. However, the original 3-handle cancels this 2-handle, and we are left with a handle decomposition for W (γ) which has no 4-dimensional handles. Showing that this diffeomorphism restricts to a diffeomorphism between the embedded surfaces is a straightforward. To describe this in terms of handle operations, one picks a handle decomposition of the surface in the link cobordism for G 1 • E 1 with a band B which disconnects K 1 #K 2 , and a dual band B which connects K 1 K 2 to form K 1 #K 2 . One trades B for a disk D and two bands, B 1 and B 2 . The band B has both ends on D. The effect of the 4-dimensional surgery operation is to trade B and D for two disks, D 1 and D 2 . After removing the canceling 2-handle and 3-handle of the surgered 4-manifold, as described in the previous paragraph, the disks D 1 and D 2 then cancel B 1 and B 2 , and we are left with the identity link cobordism.
Finally we note that the curve γ which we surger on represents a non-divisible element of H 1 (W ; Z)/ Tors since W has a handle decomposition as a 1-handle followed by a 3-handle, and γ goes around the 1-handle exactly once. Hence by Proposition 5.4, the composition G 1 • E 1 is chain homotopy equivalent to the link cobordism map for the identity link cobordism from (Y 1 #Y 2 , K 1 #K 2 ) to itself.
Finally, to see that G 2 • E 2 and E 2 • G 2 are chain homotopy equivalent to the identity, we note by definition (see Equation (17)) the link cobordism maps for G 2 and E 2 are defined as a composition involving the conjugates of the link cobordisms used to define G 1 and E 1 , as well as the half twist diffeomorphisms τ K1 , τ K2 and τ K1#K2 . One can first cancel the adjacent pair of half twists in the middle of either composition E 2 • G 2 or G 2 • E 2 , since they go in opposite directions. Then one simply uses Proposition 5.2 or 5.4 to surger the cobordism, leaving only a composition of two half twists on the identity cobordism, which go in opposite directions. After canceling these, one is left with the identity cobordism.
Remark 5.8. The 4-dimensional surgery formulas from Propositions 5.2 and 5.4 cannot be applied to the maps E i • G j and G j • E i if i = j. For example, the dividing set of the link cobordism corresponding to the compositions G 2 • E 1 does not contain a closed curve γ. Similarly the link cobordism corresponding to the composition E 1 • G 2 is not diffeomorphic to a connected sum of two link cobordisms (in the sense of Proposition 5.2), since in a connected sum, at most two arcs of the dividing set (the ones along which we perform the connected sum) can have an endpoint in both an end of W 1 and an end of W 2 , while in the link cobordism for E 1 • G 2 , all four divides have one endpoint in an end of W 1 and one endpoint in an end of W 2 .
The map ι K on connected sums
In this section, we prove Theorem 1.1: Theorem 1.1. Suppose K 1 = (K 1 , w 1 , z 1 ) and K 2 = (K 2 , w 2 , z 1 ) are two doubly based knots in Y 1 and Y 2 respectively, and let K 1 #K 2 = (K 1 #K 2 , w, z) denote their connected sum in Y 1 #Y 2 , with two basepoints. The two filtered chain homotopy equivalences
constructed in the last section, satisfy
and
Proof of Theorem 1.1. Let τ Ki denote the half twist diffeomorphism on (Y i , K i ), and let τ K1#K2 denote the half twist diffeomorphism on (
be the link cobordism described in Section 5.1. The decorations on the surface are redrawn in Figure 6 .1.
Recall that we defined G 1 := F W,F1,s to be the link cobordism map for the unique Spin c structure s on W which extends s 1 s 2 on Y 1 Y 2 . Using the composition law, the composition τ K1#K2 • G 1 is also a link cobordism map, as shown in Figure 6 .2.
Figure 6.1. The decoration on the surface used in the cobordism defining the map G 1 . This is the surface inside of the link cobordism from K 1 K 2 to K 1 #K 2 shown in Figure 5 .1. The arrows indicate the orientation of the knot components.
We now use the bypass relation from Lemma 1.4 on the link cobordism for τ K1#K2 • G 1 . The disk we pick for the bypass relation is a regular neighborhood of the dashed arc shown in Figure 6 .3. The resulting three dividing sets, in a neighborhood of the dashed arc, are also shown in that figure.
In Figure 6 .4, we compose with the half twist map τ K1#K2 , and perform some manipulations. From Figure  6 .4, and Lemma 4.1 we see that
Here F 1 is the surface with divides used to define G 1 , and F 1 is the conjugate surface with divides (i.e. the one resulting from changing the types of regions from w to z, and vice versa). We now compose with the conjugation map, η, on the left, which yields Using Theorem 1.3, we have η
, by definition, we arrive at
Since G 1 = F W,F1 by definition, the first statement of the theorem now follows. The second statement, involving the map G 2 , follows from an easy modification of the above argument.
The homomorphism C → I K
We finally put together the pieces of our theory and describe the homomorphism C → I K . For a knot
for a diagram (Σ, α, β, w, z) of (S 3 , K, w, z). Note that with no additional effort, we can extend this homomorphism to the group C Z 3 consisting of pairs of integer homology spheres with knots, modulo integer homology concordance (i.e. integer homology cobordisms with a smoothly embedded, genus zero surface). The homomorphism C → I K factors through the natural map C → C
defines a homomorphism from the smooth concordance group C to I K .
Proof. We first claim that the map K → [CF L ∞ (S 3 , K)] is well defined on the smooth concordance group. If (W, F ) is a concordance from K to K (or more generally a homology concordance) then we consider the map F W,F,s for the unique Spin c structure on W = S 3 × [0, 1]. Note that by reversing the orientation and turning around (W, F ), we get a map F −W,−F,s in the opposite direction. We claim that F W,F,s and
where we think of CF K ∞ (S 3 , K i ) as being concentrated in Alexander grading zero, and {k} denotes a shift in the 
The Alexander grading change of F W,F,s is equal to zero, by the Alexander grading change formula from Equation (11 
is an isomorphism, and induces Maslov grading change zero by the formula from [OS06] . We note that the link cobordism map for a concordance intertwine the ι K maps on the two ends, using Theorem 1.3 and the fact that the genus of the surface in a concordance is zero, so the half twist in the divides can be pulled from one end to the other. The map F −W,−F,s intertwines the involutions and is an isomorphism on homology by the same reasoning. This implies that the map C → I K is well defined.
Finally, we claim that the map C → I K is a homomorphism. By Theorem 1.1, the local equivalence class
Computations and examples
In this section we apply Theorem 1.1 to compute involutive concordance invariants V 0 and V 0 from [HM15] of connected sums of various knots. We compute the invariants for T r #T r "by hand" to demonstrate the formula, and then describe the results of some computer computations.
We recall the definition of V 0 , V 0 and V 0 . If (C, ∂) is a Q-graded chain complex, freely generated over
, with a homotopy involution ι, we consider the complex
a chain complex freely generated over the ring F 2 [U, Q]/(Q 2 ). The grading on the cone is obtained by shifting the domain of the map Q · (1 + ι) up by one. Similarly one can define complexes I ∞ (C, ι) and I + (C, ι). There is a long exact sequence
, we can define d(C) as the maximal grading of a non-torsion element of H * (C). Similarly, following [HM15] , we define
Note that unlike [HM15] and [HMZ16] , the convention in this paper is that HF − (S 3 ) has top degree generator in grading 0.
To define the concordance invariants V 0 and V 0 , one first defines In Figure 8 .2 we see the conjugation action on CF L ∞ (T r #T r ). Note that ι K on the tensor product complex appears somewhat asymmetric: the extra arrow on the right could instead point to the other generator nearby. This reflects the two formulas for ι Tr#Tr from Theorem 1.1. The arrow shown in Figure  8 .1 corresponds to a summand of ι 1 Φ 1 |ι 2 Ψ 2 . If we replaced that summand by ι 1 Ψ 1 |ι 2 Φ 2 , we'd replace the arrow with one pointing to the nearby generator. Note that the two ι K -complexes are homotopy equivalent, by Lemma 2.14.
In computing the invariants d and d, the following lemma is convenient. It is modified slightly from [HMZ16] , because of our grading convention:
Lemma 8.1 ([HMZ16, Lemma 2.12]). Suppose ι is a homotopy involution on a Z-graded complex (C, ∂) which is freely generated over
(a) The quantity d(C, ι) is the maximum grading of a homogeneous v ∈ C such that ∂v = 0, [U n v] = 0 for all n ≥ 0 and there exists a w ∈ C such that ∂w = (id +ι)v. (b) The quantity d(C, ι) can be computed by considering triples (x, y, z) of homogeneous elements in C with at least one of x and y nonzero such that ∂y = (id +ι)x, ∂z = U m x for some m ≥ 0 and [U n (U m y + (id +ι)z)] = 0 for all n ≥ 0. The quantity d(C, ι) is equal to the maximum of gr(x) + 1 (ranging over triples with x = 0) and gr(y) (ranging over triples where x = 0).
We now compute the involutive invariants of T r #T r . We note that T r #T r is alternating, and hence by [HM15, Proposition 8 .1] the map ι K is uniquely determined by its grading and filtration properties, and by the relation ι 2 K id +Φ • Ψ. Using this, the large surgery invariants can be computed for alternating knots [HM15, Theorem 1.7] . Nonetheless, we include this example as a demonstration of the formula in a simple case.
Proposition 8.2. The invariants for T r #T r from large surgeries are
Proof. The complex CF L ∞ (T r #T r ) and the involution ι Tr#Tr are shown in Figure 8 .2. The complex
Note that in the complex A id +Φ • Ψ. Using the formula from Theorem 1.1, we can compute the involution for any connected sum of such knots. In this section we provide some example computations using the assistance of Macaulay2 [GS] .
Using our computations, we can prove the following: Some caution is warranted making conclusions about connected sums of torus knots from these computations. For example T 5,6 #T 5,6 has (V 0 , V 0 , V 0 ) equal to (6, 6, 6). Appendix A. Alternate proofs that G i and E i are homotopy inverses
In this section, we sketch two alternate proofs that G i and E i are homotopy inverses by direct computation. Both of these proofs highlight different features of the link Floer TQFT, and involve directly counting holomorphic disks. The proof we gave earlier was based on formal properties of the link Floer TQFT.
The strategy described in Section A.1 is based on the observation that holomorphic disk and triangle counts can be simplified in the presence of a 2-sphere embedded in the 3-manifold (e.g. in the connected sum of two 3-manifolds), as long as there are enough basepoints on the diagram.
In Section A.2 we provide an alternate proof of Lemma 5.7, a key computation in our proof of the 4-dimensional surgery relations, by explicitly examining the holomorphic disks and triangles which contribute to the two maps.
A.1. Computing E i • G i and G i • E i by analyzing connected sum regions. We sketch a strategy for proving that E 1 and G 1 are homotopy inverses by using the 2-sphere separating the two summands of a connected sum to simplify the counts of holomorphic curves appearing in the link cobordism maps.
Proposition 5.1. The connected sum maps E 1 , E 2 , G 1 and G 2 satisfy
Proof. Let us consider only E 1 and G 1 . The strategy is to cut the link cobordisms for E 1 • G 1 and G 1 • E 1 into pieces, and compute some of the maps involved in the composition, explicitly, on certain diagrams. We can write G 1 • E 1 as the composition
where S ± w1,z1 are the quasi-stabilization maps, F 1 and F 3 denote the 3-handle and 1-handle maps, respectively, and B and B are bands which disconnect and reconnect K 1 #K 2 , respectively. This is shown in Figure A .1. Similarly, the composition E 1 • G 1 can be written as
Figure A.1. A decomposition of G 1 •E 1 (left) and a decomposition of the identity link cobordism (right). Here we have drawn only the surfaces with divides, and none of the 4-dimensional handles attached away from the link. The 4-manifold on the left consists of a 3-handle followed by a 1-handle. Equation (26), which allows us to relate the two maps in the figure, is an example of the surgery relation from Proposition 5.4.
Note that the formula for E 1 • G 1 in Equation (23) can be simplified since S + w1,z1 S − w1,z1 Φ w1 , which implies
Hence Equation (23) simplifies to
A key observation to this approach is that most of the maps appearing in Equations (22) and (24) can be computed using Heegaard diagrams or triples where there is a pair or triple of curves in the connected sum region. The curves appearing in the connected sum region can be taken to be isotopic to each other, though possibly not isotopic relative to the basepoints. All of the maps appearing in Equation (24) can be computed using such diagrams or triples, and we will directly compute that
In the description of G 1 • E 1 in Equation (22), the only maps which can't be computed in diagrams like this are the quasi-stabilization maps S ± w1,z1 . However, a miracle occurs, which allows us to avoid computing transition maps between diagrams where S ± w,z can be computed, and diagrams where the 1-handle maps can be computed. Namely, we will see that
Combining this with Equation (22), it will follow that
, which is chain homotopic to the identity, by [Zem16b, Lemma 9.6]. Note that the "miracle" which occurs in Equation (26) is actually a special case of our formula for 4-dimensional surgery on an embedded curve from Proposition 5.4, as shown in Figure A. 1.
Thus, it remains to describe the diagrams we will use and prove Equations (25) and (26). Let H K1#K2 and H K1 K2 denote the two diagrams shown in Figure A. 2, for (Y 1 #Y 2 , K 1 #K 2 ) and (Y 1 #Y 2 , K 1 K 2 ), respectively.
The connected sum region of the diagrams H K1#K2 and H K1 K2 for (Y 1 #Y 2 , K 1 #K 2 ) and (Y 1 #Y 2 , K 1 K 2 ). Both diagrams have two w basepoints which are not shown. Outside of this region, the diagrams coincide.
We now list the main subclaims which we will use to verify Equations (25) and (26). Note that in all of the following, we are setting U w1 = U w2 = U and V z1 = V z2 = V :
Claim ( 
and under this identification, for appropriately chosen almost complex structure, the differentials on both CF L ∞ (H K1#K2 ) and CF L ∞ (H K1 K2 ) are identified with
Note that this implies that two maps on the complexes are chain homotopic iff each of the four entries of their matrices are individually chain homotopic over
On H K1#K2 , for appropriately chosen almost complex structure, the map Ψ z1 is chain homotopic to
Claim (3): For appropriately chosen almost complex structure, the band map F z B for splitting K 1 #K 2 into K 1 K 2 using a type z band is chain homotopic to
Claim (4): For appropriately chosen almost complex structure, the band map F z B for connecting K 1 K 2 to form K 1 #K 2 using a type z band is chain homotopic to
Claim (5): Using this matrix notation, the 1-handle and 3-handle maps take the form [Zem15] is that we also have to pay attention to the multiplicity over the z basepoints in the connected sum region. When we do this, we get the extra power of V in one of the diagonal components of each matrix, but not the other.
Note also that Claims (3) and (4) are written in terms of matrices with id or V · id along the diagonal. However using a single triangle map to compute the band maps forces us to change the α curves outside of the connected sum region slightly. To get back to the original α curves outside of the connected sum region we would have to compute each of the band maps as a composition of two triangle maps. One Heegaard triple would be as in Figure A .3 for band surgery, and the second Heegaard triple would be a change of diagrams map to move the α curves back to their original position outside of the connected sum region. The triangle counts from [Zem15, Theorem 8.8] can be used to compute the diagonal and lower left components of matrices for both maps. By naturality, the diagonal entries of the composition are chain homotopic to id or V · id.
Claim (5) is the definition of the 1-handle and 3-handle maps, put into matrix notation. Claim (6) follows since Claims (3),(4) and (5) hold whenever the two connected sum necks are sufficiently stretched. Claims (1) and (2) require (by the argument in [HMZ16, Lemma 5.7] ) that the connected sum points are additionally degenerated towards the α 0 curve, which can be arranged throughout. A.2. Direct proof of the 4-dimensional surgery relation in Proposition 5.4. In this section, we give a direct verification of Lemma 5.7, a key step in the proof of Proposition 5.4. Our previous argument followed from formal properties of the link Floer TQFT. We have included this proof in the appendix since it gives a different perspective of the maps, but involves some subtle counts of holomorphic curves.
Lemma 5.7. For the decorated surfaces with divides M 1 and M 2 in Section 5.3, the two maps
are filtered chain homotopy equivalent.
Proof. First, note that by grading considerations, as in the argument from Section 5.3, it is sufficient to restrict to CF L, the version obtained from CF L − by setting all of the U w and V z variables equal to zero. On CF L, the maps Φ w and Ψ z are defined by counting disks going over w or z exactly once.
The argument follows from the following sublemma:
Sublemma A.1. In terms of the intersection points shown in Figure 5 .4, the following hold:
(1) One has F S 1 ×D 3 ,M3,s (1) = θ
for two constants C 2 , C 3 ∈ F 2 ; (2) One has F D 2 ×S 2 ,M2,s0 (1) = θ
for two constants C 2 , C 3 ∈ F 2 ; (3) For any choice of almost complex structure, the constants C 2 , C 3 , C 2 , and C 3 satisfy C 2 + C 3 = C 2 + C 3 .
Once we complete the proof of the above sublemma, it will follow that F S 1 ×D 3 ,M3,s = F D 2 ×S 2 ,M2,s0 . Below, we prove each part of the sublemma separately.
Proof of Part (1) of Sublemma A.1. We now compute the map F S 1 ×D 3 ,M1,s . The four dimensional cobordism is simply obtained by adding a 0-handle and a 1-handle. A decomposition of the decorated surface M 1 is shown in Figure A .4. The decorated link cobordism (S 1 × D 3 , M 1 ) is constructed by adding a 4-dimensional 0-handle with a 2-dimensional disk inside of it (the 2-dimensional disk is split into two pieces by the dividing set), then performing a T + w1,z1 quasi-stabilization, attaching a 4-dimensional 1-handle, then attaching a type z band, which goes around the 1-handle once, then attaching a cylindrical link cobordism Proof of Part (2) of Sublemma A.1 . The map F D 2 ×S 2 ,M2,s0 can be computed by starting with a 0-handle map, which sends 1 to the generator CF L(S 3 , U) (where U is a doubly pointed unknot). Then one adds an additional unknotted component U using the "disk stabilization maps" from [Zem16a] . This maps the generator to Θ + αβ , the top graded element of CF L(S 3 , U∪U ) (the gradings gr w and gr z for this link). Finally, this is composed with a 2-handle map for a surgery on a 0-framed unknot which has linking number +1 with U and −1 with U . The 2-handle map is computed by counting holomorphic triangles in the Heegaard triple (Σ, α , α, β, w, z) shown in ). The homology class ψ 1 consists of only small triangles, and has a unique holomorphic representative by the Riemann mapping theorem. The homology classes ψ 2 and ψ 3 each consist of annular domains. Write C 2 = #M(ψ 2 ) and C 3 = #M(ψ 3 ).
We conclude (28) F D 2 ×S 2 ,M2,s0 (1) = θ
Proof of Part (3) of Sublemma A.1 . We now show that C 2 + C 3 = C 2 + C 3 .
One could hope to find precise values for C 2 , C 3 , C 2 and C 3 (which we defined to be the number of representatives of φ 2 , φ 3 , ψ 2 and ψ 3 , respectively) by using conformal mapping techniques, however this is challenging to make precise. Instead, we will use a (somewhat indirect) Gromov compactness argument to show that C 2 + C 3 = C 2 + C 3 , for any choice of almost complex structure. We will prove the following subclaims:
Claim ( We now verify Claims (1)-(4). Claim (1) is obvious, since on (Σ, α , α) and (Σ, α, β) the region with w 1 also has z 1 in it (so no disks are counted by Φ w1 on the hat flavor).
Claim (2) is also straightforward. On (Σ, α , β) there are no nonnegative, Maslov index 1 domains which have zero multiplicity over all of the basepoints. Similarly, on each of the diagrams (Σ, α , α) and (Σ, α, β), there are exactly two nonnegative, Maslov index 1 classes which don't go over any basepoints. Each has domain equal to a rectangle, so each class has a unique representative and modulo two, and hence the total count between the two classes cancels, modulo two. C 2 + C 3 = C 2 + C 3 .
The final step is to show that C 2 = C 2 and C 3 = C 3 , which combined (31) will finish the proof of Part (3) of Sublemma A.1. To this end, we will show that C 3 = C 3 ; the argument that that C 2 = C 2 is nearly identical. This will follow from a holomorphic curve chasing argument (i.e. by using Gromov compactness). Recall that C 3 = # M(φ 3 ) and C 3 = M(φ 3 ). Also note that φ 3 and φ 3 have the same domain, but they represent different homology classes since they have different incoming and outgoing intersection points. We count the ends of two Maslov index 2 homology classes. This is shown in Figure A 
