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ABSTRACT 
Schumpeter (1911) was one of the first authors to emphasise the long-term positive effect 
of a well-developed financial system on economic growth, notably through its ability to 
allocate capital towards productive investments and to ease economic transactions. 
Cameroon, one of the sub-Saharan African countries, aims to be an emerging market 
economy by 2035. In this context, a key policy question is how important Cameroon’s 
financial system is as a determinant of growth. Some studies find that financial 
development has a positive effect on growth in Cameroon, but it is not always clear 
whether the results are interpreted and derived in a robust and rigorous way. 
This minor dissertation contributes to the literature by using a larger sample and more 
recent data on financial development indicators, covering the period 1965 to 2014 in a 
theory-consistent modelling framework. The theoretical framework is based on an 
augmented Solow model, in which total factor productivity is expressed as a function of 
financial development indicators and a set of control variables. The autoregressive 
distributed lag (ARDL) bounds procedure developed by Pesaran, Shin and Smith (2001) 
is used to test for cointegration among the level variables, and to examine whether the 
financial development indicators are long-run causal determinants of per capita income.  
The results show that financial development, as measured by the liquid liabilities-to-GDP 
ratio, has a positive long-run causal effect on per capita income, suggesting that 
Cameroon should increase the size of its financial system, notably the level of penetration 
of financial intermediaries, in order to raise living standards. The second financial 
development indicator, which measures how efficiently credit is allocated, is only 
significant in the short run. However, its long-run effect may be captured via the liquid 
liabilities’ ratio. This interpretation suggests that a more efficient allocation of credit, as 
measured by the private sector-to-GDP ratio, should be a long-run policy objective. 
In addition to the importance of financial development, the study also identifies other, 
significant determinants of per capita income. The results suggest that Cameroon should 
design export-promoting policies, raise investment in fixed capital, and orientate 
government spending towards more productive activities. 
 
Key words: Cameroon, financial development, ARDL bounds-testing approach, economic 
growth  
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CHAPTER 1: INTRODUCTION 
 
1.0  Background to the study 
There are various determinants of economic growth that explain why some countries 
grow rich and others remain poor (Barro, 1991, 1996; Nell & Thirlwall, 2018). These 
determinants range from infrastructure, energy, education, governance, physical and 
human capital accumulation, to monetary and fiscal policy, geography, as well as the 
financial system, which is the key focus of this dissertation.  
Schumpeter (1911) was one of the first authors to emphasise the long-term positive 
effect of a well-developed financial system on economic growth. He argued that 
economic growth is driven by the ability of the financial system to allocate capital to 
productive investments. Indeed, by mitigating market frictions, reducing information 
asymmetries and easing the implementation of other economic policies, a well-
developed financial system influences long-term economic growth. 
Following Schumpeter, there has been a vast and growing literature on the relationship 
between the financial system and economic growth (e.g. Gurley & Shaw, 1967; King & 
Levine, 1993b; Valickova, Havranek & Horvath, 2015), and whether finance leads 
growth (Ghirmay, 2004; Odedokun, 1996) or whether financial development is the 
endogenous outcome of the growth and development process itself (Demetriades & 
Hussein, 1996; Thornton, 1994).  
According to Levine (1997), well-developed financial institutions boost growth and 
development insofar as they reduce information and transaction costs in order to 
provide a better allocation of resources across space and time. By doing so, a well-
developed financial system has the ability to influence the rate of capital formation, 
either by widening savings or by reallocating savings more efficiently. 
Levine (2005) identifies some broad functions of the financial system that generate 
positive externalities and lead to faster economic growth. These include making 
information available about productive investment projects, supervising firms and 
exerting corporate governance, mitigating risks, and mobilising and accumulating 
capital (savings) for activities with high rates of return. 
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Financial development can broadly be defined as “the factors, policies, and institutions 
that lead to effective financial intermediation and markets, as well as deep and broad 
access to capital and financial services” (World Economic Forum, 2012: xiii).  
Valickova et al. (2015) executed a metadata analysis of 1 334 estimates extracted from 
67 studies. They find that financial development impacts positively on growth. 
However, when studies do not control for endogeneity bias, they tend to overstate the 
effect of financial development on growth.  
Indeed, the inclusion of control variables (e.g. legal frameworks proxied by the 
protection of creditor rights and contract enforcement in regression models) can 
determine whether the relationship between financial development and economic 
growth is positive or negative (Andersen & Tarp, 2003; Demirgüç-kunt et al., 2001). 
In some instances, therefore, the relationship between financial development and 
economic growth can be de facto ambiguous. King and Levine (1993a, 1993b) and 
Levine, Norman and Beck (2000) are of the view that financial development enhances 
economic growth, while other scholars, such as Ang and Mckibbin (2007) and 
Gennaioli, Shleifer and Vishny (2012), consider financial development as a natural by-
product of the economic growth process. The direction of causality varies across 
countries. It can be unidirectional, bidirectional or non-existent, depending on country 
characteristics such as legal framework, geography and governance. For instance, 
Demetriades and Hussein (1996) investigated the effect of financial development on 
economic growth in 16 developing countries and predominantly find evidence of 
bidirectional causality. 
Despite these various ambiguities, an important point to note from Valickova et al.’s 
(2015) research is that the positive effect of financial development is stronger in 
developed economies, particularly those in Europe, and weak in sub-Saharan African 
(SSA) countries. This finding tends to contradict the view of Ghirmay (2004), however, 
who finds evidence of a long-run relationship between financial development and 
economic growth in 12 SSA countries, and concludes that financial development can 
accelerate and sustain the economic growth rate in these countries.  
This dissertation investigates the relationship between financial development and 
economic growth in the particular case of Cameroon, as one of the sub-Saharan 
African countries, in order to determine whether an improvement in the financial system 
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can sustain Cameroon’s ambition to become an emerging market economy by 2035 
(Government of Cameroon, 2009).  
Cameroon aims to achieve an annual average GDP growth rate of 5.5% in the period 
2010 to 2020. However, its average GDP growth during the period 2008 to 2017 (4.2%) 
failed to reach this target. A key policy question is how important Cameroon’s financial 
system is as a determinant of growth and development, and whether a more developed 
financial sector could generate faster growth. Financial development indicators, such 
as liquid liabilities to GDP and private credit to GDP (22.2% and 16.4% respectively in 
2016), remain relatively low compared with countries at a similar level of development 
(44.4% for liquid liabilities and 44.3% for private credit in lower-middle income 
countries) 1. 
According to Wade (2005), bank-based financial systems and the development of the 
financial market have played a leading role in the rapid development of East Asian 
countries. Domestic credit institutions remain the biggest sources of finance in 
Indonesia, Thailand and China (Rethel, 2014), with an average share of domestic 
credit to the private sector as a percentage of GDP estimated at 113.9% in 2016.2  
Against this background, it becomes an important policy issue to establish whether 
financial development has a positive and causal effect on Cameroon’s economic 
growth performance.  
1.1 Problem statement 
Many empirical studies have established that a well-functioning financial system can 
foster the economic growth process of countries. This positive effect relies on the ability 
of financial institutions to improve capital accumulation and efficiently allocate 
resources across time and space. Despite some improvements in its financial system, 
such as mobile banking technologies, Cameroon’s financial sector remains 
underdeveloped.  
There are several constraints to the development of the Cameroonian financial system. 
The regulatory and supervisory framework falls under the Bank of Central African 
States (BEAC), the Central African Banking Commission (COBAC), the Central African 
                                                          
1 Author’s compilation based on the Global Financial Database (GFD). The lower-middle income country 
classification of the World Bank (2017) is used.   
2 Author’s calculation based on the GFD.  
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Financial Market Oversight Commission (COSUMAF) and, at the national level, under 
the ministry of finance. All these regulatory bodies give rise to political interference and 
weaken the functioning of the financial system (Manka, Kong & Naiping, 2016; 
Puatwoe & Piabuo, 2017). 
Moreover, the legal system does not adequately protect property rights and enforce 
contracts, while judges in the judicial system lack proper training. As a consequence, 
loan recoveries become uncertain and require more guarantees (Maino & Veyrune, 
2009). 
Further problems include poor access to credit, despite the excess liquidity of banks 
(the deposits of commercial banks at the central bank exceed the minimum required). 
This poor access to credit is magnified by a high level of information asymmetry, and 
the excess liquidity situation reduces the incentives for banks to attract poor customers 
and open new branches (Maino & Veyrune, 2009). After corruption, access to finance 
is the most problematic factor for doing business in Cameroon (Schwab, K. & Xavier 
Sala-i-Martin , 2017). 
Pertaining to credit facilities, the Cameroonian financial system consists of 15 
commercial banks, 412 microfinance institutions, 66 insurance companies and one 
financial market institution, the Douala Stock Exchange (DSX). The DSX, however, is 
poorly capitalised (less than three million US dollars) and comprises just three listed 
companies.  
For a population estimated at approximatively 24 million, the level of penetration of 
financial intermediaries remains very low (less than three commercial bank branches 
per 100 000 adults and 68 bank accounts per 1 000 adults).  
Although there is ongoing emergence and development of microfinance institutions, 
which provide basic financial services, these institutions are often not able to mobilise 
large funds, given their capacity and the risk involved in large financial projects 
(Owoundi, 1992). The funding of large investment projects is a function that can be 
fulfilled by macro-institutions, such as commercial banks or development banks.   
In addition to the problem of poor access to credit facilities, Cameroon also faces the 
challenge of information asymmetries. According to Banerjee and Duflo (2005), the 
two aforementioned problems of access to credit and information asymmetries are 
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interconnected. They argue that the dysfunction of the credit market in developing 
countries can be attributed to an underdeveloped information system, the willingness 
of the borrower to cheat the lender, and the political pressure to protect the borrower 
from the lender. In other words, credit markets in developing countries suffer from 
moral hazards, adverse selection, and contract enforcement issues, which in the long 
run affect their economic performance. 
The problems in Cameroon’s financial system have also led to the expansion of an 
informal financial system, which has caused the International Monetary Fund (Maino 
& Veyrune, 2009) to recommend the restructuring and development of Cameroon’s 
financial institutions and the alleviation of credit restrictions in order to improve 
economic growth prospects. These recommendations assume that finance determines 
growth in Cameroon. But will the development of the Cameroonian financial system 
really boost its economic growth, or is financial development an outcome of growth 
rather than its underlying cause? 
1.2 Objectives of the study 
This research seeks to accomplish two main goals. Firstly, it attempts to validate 
whether the development of Cameroon’s financial institutions can boost growth. 
Secondly, if a positive long-run causal relationship can be established from financial 
development to economic development, the dissertation will proceed to identify several 
policy recommendations. 
In this dissertation, the main objective is thus to investigate the impact of financial 
development on the Cameroonian economy over the period 1965 to 2014.  
1.3 Contributions to existing literature 
Although there is a vast literature on financial development and economic growth (see, 
for example, Demetriades & Hussein, 1996; Levine & Kunt, 2004; Levine et al., 2000; 
Shaw, 1973; Stiglitz, 1998; Valickova et al., 2015), there are only a few studies that 
focus specifically on the case of Cameroon (Achamoh & Baye, 2016; Puatwoe & 
Piabuo, 2017; Tabi, Njong & Neba, 2011).  
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Two out of the three studies find that financial development has a positive effect on 
Cameroon’s economic growth. However, it is not always clear whether the results 
across the three studies are robust.  
For instance, Puatwoe and Piabuo (2017) emphasise the impact of financial 
development on growth, but all the control variables used (government expenditure 
and private investment) are not significant in the long run. Moreover, the authors 
consider economic growth as a non-stationary variable, while this dissertation argues 
that the level of GDP per capita is non-stationary and its growth rate is stationary. Thus, 
the correct specification is to test for a long-run relationship between the variables in 
levels.   
Similarly, Achamoh and Baye (2016) consider real GDP growth as a non-stationary 
variable and, using the Johansen cointegration and the ARDL techniques, the authors 
show that there is a cointegrating relationship between real GDP growth, a financial 
development index and a set of other control variables (see Table 3 in Chapter 2). 
They also state that the direction of causality runs from real GDP growth to financial 
development. This provides evidence against the finance-led growth hypothesis. 
However, their study does not define the financial indicator used as a proxy for financial 
development. This lack of clarification can lead to misleading inferences from the 
relationship between financial development and economic growth. 
In contrast to Achamoh and Baye (2016), Tabi et al. (2011) find that financial 
development has a positive and causal effect on economic growth in the long run. 
However, the authors do no report the standard errors of the long-run relationships. It 
therefore is unclear whether the long-run effect of financial development is statistically 
significant.  
In contrast to most of the previous studies that have been done on Cameroon, this 
dissertation contributes to the literature by using a larger sample and more recent data 
on financial development indicators, covering the period 1965 to 2014, in a theory-
consistent modelling framework.  
The theory-consistent approach of this dissertation models the relationship between 
financial development and economic growth in an augmented Solow model. In this 
framework, total factor productivity (TFP) is expressed as a function of financial 
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development variables (proxied by liquid liabilities as a percentage of GDP and private 
credit by deposit money banks and other financial institutions to GDP). In addition to 
the financial development indicators, the model includes exports as a percentage of 
GDP, government final consumption expenditure as a percentage of GDP, and capital 
per worker as control variables. Moreover, the econometric methodology uses 
Pesaran, Shin and Smith’s (2001) bounds-testing procedure in order to examine 
whether the financial development indicators and controls are long-run causal 
variables of output per capita in Cameroon over the period 1965 to 2014. 
1.5 Structure of the dissertation  
The rest of the dissertation is structured as follows: Chapter 2 reviews the literature on 
financial development and growth; Chapter 3 presents the Solow model augmented 
for financial development indicators, together with some preliminary descriptive 
evidence; Chapter 4 introduces the ARDL bounds-testing procedure of Pesaran et al. 
(2001) and the econometric results; while the last chapter makes some 
recommendations and concludes the dissertation. 
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CHAPTER 2: LITERATURE REVIEW 
2.0 Introduction 
There is a vast literature on the determinants of growth rate differences across 
countries. Although the existing literature shows that there is a strong correlation 
between financial development and economic growth, there is no consensus on the 
direction of causality. 
There are two contradictory views on the direction of causality between financial 
development and economic growth. The first view, known as “finance-led growth”, 
arose from Schumpeter (1911) and his followers, Goldsmith (1969), Shaw (1973) and 
King & Levine (1993b), to cite a few. They emphasise that the expansion and 
development of financial institutions lead to positive externalities on the economy, 
notably by raising productive investment and funnelling funds to their optimal use.  
The second view on the relationship between financial development and economic 
growth, “the demand-led view”, considers that financial development is the natural 
response to an increasing demand for financial instruments. Robinson (1952) argues 
that, as an economy grows, the need for more financial instruments increases and 
pushes financial systems to upgrade their services and respond to market expansion. 
In that case, the development of financial institutions is considered to be a by-product 
of economic development. 
Financial development has been proxied by a wide range of indicators in an attempt to 
capture the size, activities and efficiency of the financial system. Each of these 
indicators has its own advantages and limitations, which generate diverse 
interpretations of the functioning of the financial system. 
The aim of this chapter is therefore to provide a theoretical and empirical review of the 
literature on the relationship between financial development and economic growth, and 
to emphasise the contributions of this dissertation in the context of studies that have 
been done on Cameroon. The remainder of this chapter is organised as follows: the 
next section provides theoretical reasons for why financial development is important 
for economic growth. The rest of the chapter reviews the international literature, as well 
as studies that have been conducted on Cameroon.  
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2.1 Financial development and growth: A theoretical perspective 
In the real world, every transaction is characterised by a certain level of uncertainty 
and risks due to asymmetrical information, contract enforcement or legal frameworks. 
For instance, investors have some doubts about the ability of the borrower to pay them 
back; or firms willing to pay their suppliers from abroad will need a secure means of 
payment. These uncertainties and risks generate friction in the market and can 
generate a misallocation of resources among economic activities. 
Financial systems arise in this perspective to reduce market frictions, ease economic 
transactions and influence the allocation of resources across activities and projects. 
The functions of the financial system are commonly the same across economies, but 
differences occur in the efficiency with which each financial system increases its 
performance and contributes to the overall improvement of the production system 
(Merton, 1990). 
The first function of a financial system is to “produce information and allocate capital” 
(Levine, 2005: 869). The cost of acquiring information about the market, economic 
agents or profit expectations represents one of the main obstacles facing investment 
decisions and may impede the use of capital in a productive way (Levine, 2005). Many 
economic models assume a perfect allocation of resources, but this presupposes that 
information is reliable and uniformly available in the market.  
Hence, by making information available, financial systems reduce the cost of 
information acquisition and improve the allocation of resources to a more profitable 
portfolio. A better allocation of resources has a positive impact on the investment rate 
and capital accumulation, which, in turn, stimulate a faster economic growth rate. 
The second function is “to monitor firms and exert corporate governance” (Levine, 
2005: 869). Due to asymmetrical information about the final use of capital and the level 
of trust between lender and borrowers, providers of capital are willing to exert a certain 
level of monitoring of firms to ensure the right allocation of capital and the loan 
repayment. This ability to monitor firms has an impact on both savings and resources 
allocation, in the sense that firm managers will be constrained to improve the firm 
governance to make investors more willing to finance their projects (Levine & 
Demirgüç-Kunt, 2004). 
10 
 
On the stock market, the acquisition of bonds or stocks gives shareholders a certain 
level of control over firms (i.e. voting rights, board of director’s election) and induces 
better managerial decisions. In the absence of corporate governance (understood as 
a set of rules and management systems applied to avoid management misbehaviour), 
capital may be diverted to less productive activities or may flow from scarce-capital 
countries to capital-abundant countries (Levine & Demirgüç-Kunt, 2004).  
Therefore, financial intermediaries arise to reduce costs and improve capital allocation 
through diverse financial arrangements that enhance corporate governance, such as 
debt contracts, in order to align managerial decisions to the interest of shareholders 
and investors. 
The third function of a financial system is to mitigate risks inherent to the financial 
market. The general assumption concerning savers is their aversion to risks or fear of 
losing their capital. Since high-return projects tend to be riskier than low-return projects, 
providers of capital are more willing to invest in a safe portfolio, with a direct impact on 
resource allocation (Levine, 2005). 
There are three types of risks inherent in financial activities. The first one is the cross-
sectional risk, which relies on project selection. Economic agents usually are more 
willing to select the least risky project at the expense of riskier projects with high return 
prospects. In such a situation, financial systems, through diverse financial 
arrangements such as risk spreading or public-private partnerships (PPP), allow 
economic agents to hold a diversified portfolio of projects instead of a single one. 
The second risk is the intertemporal risk. It relies on risks that cannot be diversified at 
a specific period of time, but rather over time, such as macroeconomic shocks or 
financial crises. These kind of risks are mitigated through the timeless nature of the 
existence of financial intermediaries and through lowering contracting costs (Levine, 
2004b). 
The third risk is the liquidity risk. It refers to the needs of firms to dispose of a long-term 
fund to finance their activities and the needs of savers to be able to dispose of their 
assets at any time. This risk is mitigated by the convertibility and exchangeability of 
financial instruments such as bonds or stocks into a direct means of payment. 
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The fourth function of a financial system is to mobilise and allocate savings among 
economic agents. This function implies that the financial system must provide savings 
incentives in order to be able to allocate capital to productive investments. 
The fifth and last function of a financial system is to “ease the exchange of goods and 
services” (Levine, 2005: 869). Considering both the consumer and producer theories, 
the exchange of goods and services on the market is subject to transaction costs and 
accepted means of payment. This exchange of goods and services is the core of any 
economic activity with a direct impact on growth.  
Thus, by lowering transaction costs and facilitating the exchange of goods through 
diverse financial arrangements, financial systems stimulate growth and development.  
To summarise, the financial system, by fulfilling its core functions, influences the 
accumulation and allocation of resources across economic activities. Each of these 
functions is provided by every financial system, but differences occur in the quality and 
efficiency with which these functions are diffused to an economy. Financial 
development therefore occurs when the financial system is able to efficiently optimise 
the provision and quality of these functions across diverse economic agents.  
2.2 Empirical evidence 
Having reviewed the theoretical literature on the relationship between financial 
development and economic growth, it is crucial to assess the empirical evidence. 
Following the seminal work of Schumpeter (1911), McKinnon (1973) and Shaw (1973), 
there has been a large and growing literature on the relationship between financial 
development and growth. Studies have employed various econometric techniques and 
financial development indicators across different countries and time periods. The 
review of the empirical literature is divided into four parts. The first part reviews 
research that has examined the effect of financial development using a regression 
model. These studies, however, do not explicitly test for causality, so the second, third 
and fourth parts distinguish between studies that find evidence of finance-led growth, 
growth-led finance and bi-directional causality respectively.  
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2.2.1 Financial development and economic growth relationship 
Table 1 below presents a summary of the empirical literature on the relationship 
between financial development and economic growth.  
These studies have mainly used GDP and GDP per capita as dependent variables. 
The independent variables are financial development indicators (liquid liabilities to 
GDP, domestic credit extended to the private sector as a percentage of GDP, broad 
money, and the ratio of commercial bank capital to total assets) and some control 
variables (government expenditure, inflation, trade openness, and gross fixed capital 
formation). 
The review in Table 1 covers time-series studies from 1960 to 2014, case studies, 
cross-country studies, panel data studies, and the metadata analysis of 1 334 
estimates over the period 1960 to 2000 by Valickova et al. (2015).  
Overall, the studies in Table 1 show that the various financial development indicators 
have a significant and positive impact on economic growth, notably through the 
allocation of resources towards productive investments. King and Levine (1993a, 
1993b) and De Gregorio and Guidotti (1995) find that the relationship between financial 
development and growth is significant for both developing and developed countries, 
while Valickova et al. (2015) find that the effect of financial development on economic 
growth is weaker in developing countries.  
Ndikumana (2000) investigates the relationship between real GDP per capita and 
financial development indicators (see Table 1) for a sample of 30 sub-Saharan Africa 
countries (Cameroon included) in the period 1970 to 1995. She argues, after 
controlling for country-specific effects, that “high financial development leads to high 
future investment levels”, which, in turn, positively affects economic growth 
(Ndikumana, 2000:397). 
Rajan and Zingales (1998) remark that financial development has a positive impact on 
the development of the real sector, notably on industrial growth, by reducing the cost 
of raising funds. Thus, by investigating the relationship between the average real 
growth rate of the value added of industries and financial development indicators, they 
find that financial development enhances industry expansion and promotes growth. 
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Table 1: Financial development and economic growth relationship  
Sources  Sample Time frame Dependent 
variables 
Independent variables Modelling 
technique 
Result 
King and 
Levine (1993a) 
92 countries 1960-1989 Real GDP per 
capita (RGDP per 
capita) 
 Liquid liabilities to GDP (M3/GDP); 
 Credit allocated to the private 
sector divided by credit issued by 
central bank and government plus 
credit issued to public and private 
enterprises;  
 Bank credit issued to private 
enterprises divided by GDP; 
Cross-country 
regression 
Financial systems affect entrepreneurial 
activities in different fashions: financial 
systems assess entrepreneur’s abilities and 
select the most profitable project; mobilize 
resources; financial systems empower 
economic agents to reduce diverse risks 
related to innovative activities in order to 
promote innovation and technological 
upgrading. 
King and 
Levine (1993b) 
77 countries 1960-1989 RGDP per capita  M3/GDP; 
 Credit allocated to the private 
sector divided by credit issued by 
central bank and government plus 
credit issued to public and private 
enterprises;  
 Bank credit to GDP; 
Cross-sectional 
regression 
The size of financial intermediaries, credit to 
private sector to GDP, the importance of 
banks relative to central banks in allocating 
credit are positively correlated to growth 
The analysis show that the rate of capital 
accumulation significantly predicts future 
growth. 
De.Gregorio & 
Guidotti (1995)  
100 
countries 
1960-1985 RGDP per capita 
growth 
Bank credit to the private sector as 
a percentage of GDP 
Cross-section 
regression 
In a cross-country regression, financial 
development (FD) is positively correlated with 
economic growth however, because of a poor 
regulatory environment, this relationship is 
negative for Latin American countries 
Valickova et al. 
(2015) 
67 studies 1 334 
estimates 
over 1960s 
to 2000s 
Growth rate of 
GDP per capita 
 M3/GDP 
 M2/GDP;  
 Bank ratio;  
 Private domestic credit to GDP 
Meta-analysis  Banking sector improvement has a positive 
and significant effect on growth but the degree 
to which this relationship is stronger varies 
across time and regions. 
-Stock markets has a positive and faster 
impact on economic growth than financial 
intermediaries. 
Ndikumana 
(2000) 
Panel data of 
30 sub-
Saharan 
countries 
1970-1995 Real GDP per 
capita; domestic 
investment 
(%GDP); GNP 
per capita 
 M3/GDP;  
 Inflation;  
 Bank credit / Credit to private 
sector (%GDP);  
 Financial index  
Reduced-form 
investment 
model 
Fixed-effects 
model 
Improvement of financial services increase the 
level of investment within an economy. This 
positive effect arise from the financial sector 
abilities to allocate resources toward 
productive activities. 
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Table 1: Financial development and economic growth relationship (continues) 
Sources  Sample Time frame Dependent 
variables 
Independent variables Modelling 
technique 
Result 
Levine et al., 
(2000) 
74 countries Five-year 
intervals for 
the period 
1960-1995 
Growth rate of 
RGDP per capita  
 M3/GDP 
 commercial-central bank3 
 private credit to GDP 
GMM 
Cross-sectional 
instrumental-
variable 
estimator 
Positive and significant relationship between 
financial development indicators and 
economic growth. 
Beck (2003) 56 countries 
and 36 
industries 
1980-1989  Exports to GDP; 
 Trade balance; 
 RGDP per capita  
Financial external dependence for 
industries 
Private credit; liquid liabilities; 
commercial-central bank; market 
capitalisation 
Value traded 
Two-stage least 
squares 
Better-developed financial system and market 
have a positive impact on export shares and 
trade balance, hence on economic growth. 
Rajan and 
Zingales 
(1998) 
41 countries 1980-1990 Average annual 
real growth rate 
of value added in 
industries 
Ratio of domestic credit plus stock 
market capitalisation to GDP; the 
country’s accounting standard; real 
value added 
Cross-country 
regression 
Financial development has a substantial 
supportive effect on the rate of economic 
growth; financial development can enhance 
innovation in industry; well-developed 
financial markets are sources of comparative 
advantages 
Ductor and 
Grechyna 
(2015) 
101 
countries 
1970-2010 Real GDP growth 
per capita 
Trade openness; inflation; human 
capital; government expenditure, 
private credit to GDP; liquid 
liabilities to GDP; R&D expenditure 
to GDP 
Private credit by bank to GDP; 
value added; initial real GDP per 
capita 
Generalised 
method-of-
moments 
technique 
(GMM) 
The effect of financial development on 
economic growth is maximum under balanced 
growth of financial and real sector 
Acceleration of financial development without 
growth in real sector reduces the positive 
effect of financial development on economic 
growth 
Benhabib and 
Spiegel (2000) 
4 countries 1965-1985 Real GDP per 
worker 
Investment as a 
percentage of 
GDP 
Years of 
schooling 
Liquid liabilities to GDP; ratio of 
deposit-money bank domestic 
assets to deposit-money bank 
assets plus central bank domestic 
assets; the ratio of claims on the 
non-financial private sector to GDP 
GMM Financial development positively influences 
both rates of investment/capital accumulation 
and TFP growth 
The overall debts of the financial sector and 
the private sector’s share of credit relative to 
GDP both influence growth through enhanced 
TFP 
Puatwoe and 
Piabuo (2017) 
Cameroon 1980-2014 GDP growth rate Broad money to GDP; bank 
deposits to GDP; domestic credit to 
the private sector as a percentage 
of GDP; government expenditure; 
private investment 
ARDL All indicators of financial development have a 
positive and significant impact on economic 
growth 
                                                          
3 The ratio of commercial bank assets divided by commercial bank plus central bank 
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In the specific case of Cameroon, Puatwoe and Piabuo (2017), using the ARDL 
technique on a set of variables (see Table 1) covering the period 1980 to 2014, find 
similar results, advancing the view that financial development has a long-term positive 
impact on economic growth. Notwithstanding their suggestion that Cameroon has to 
reform its financial institutions in order to improve the allocation of capital and the 
contribution of the financial system for economic growth, their work presents some 
ambiguities.  
All the control variables used in Puatwoe and Piabuo’s (2017) work are not significant 
in the long run, and the authors specify economic growth as a non-stationary variable. 
The non-stationarity of economic growth in Cameroon will be examined in more detail 
in Chapter 4. If growth is in fact stationary, it may lead to misleading inferences on the 
long-run relationship between financial development and per capita income. 
Overall, the findings in Table 1 support the Schumpeterian view that, by channelling 
funds towards productive investments, well-functioning financial institutions increase 
the productivity of capital, and hence generate positive externalities on the overall 
economy. However, these studies do not explicitly test the direction of causality.  
2.2.2 Finance-led growth 
Table 2 below presents a summary of empirical literature that supports the finance-led 
growth hypothesis.  
Calderon and Liu (2003), Jung (1986) and Odedokun (1996), to cite a few studies, 
support the view that financial development exerts a stronger causal influence on 
economic growth in less-developed countries. On the other hand, Pradhan, Arvin and 
Bahmani (2018), who investigate the role of innovation and financial development in 
49 European countries over the period 1961 to 2014, find that both innovation and 
financial development are causal determinants of economic growth in the long run.  
According to these studies, financial development has a positive and causal impact on 
innovation and economic growth in both developed and developing countries.
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Table 2: Finance-led growth 
Sources  Sample Time frame Dependent 
variables 
Independent variables Modelling 
technique 
Result 
Calderon & Liu 
(2003) 
109 developing 
and industrial 
countries 
1960-1994 Real GDP per 
capita 
 M2/GDP;  
 Credit/GDP;  
 Initial human capital;  
 Initial income level;  
 Government spending to GDP;  
 Black market exchange rate 
premium;  
 Regional dummies. 
Vector auto-
regressive model 
(VAR) 
Granger causality 
technique 
 FD is largely associated to growth; 
 Financial deepening has a stronger 
causal impact in developing countries. 
 The effect of financial development on 
economic growth is stronger with bigger 
sample; 
 Financial deepening by increasing 
capital accumulation and productivity 
growth rate, generate faster economic 
growth. 
Odedokun 
(1996) 
71 countries 1960-1980 Real GDP 
growth 
 Labour force growth;  
 Real export growth 
 Gross fixed capital formation; 
 Liquid liabilities to GDP growth 
 OLS technique 
 Generalised 
least squares 
technique 
 The intermediation function of the 
financial sector has played a leading 
role in 85% countries economic growth 
under consideration. 
 The study shows that this growth 
enhancing effect is higher in low-
income countries than in high-income 
countries. 
 
Khan (2008) Pakistan 1961-2005 Ratio of GDP 
to CPI 
 Investment to GDP; 
 Real interest rate; 
 Domestic private sector credit to 
GDP 
ARDL  Domestic credit to GDP and real 
interest rate have a growth enhancing 
effect on GDP in the both short and long 
run. 
 The availability of funds on the financial 
market rather than their cost generate 
an increase in Investment to GDP 
Beck, Levine 
and Loayza 
(2000) 
63 countries 1960-1995  RGDP per 
capita 
 Real capital 
stock growth 
per capita 
 
 Real GDP per capita;  
 M3/GDP; 
 Real per capita capital stock growth; 
 Inflation; 
 Commercial central bank; 
 Private credit to GDP;  
 Cross-country 
instrumental 
variable 
estimator. 
 GMM 
Financial intermediaries have a positive 
and significant relation with growth and 
TFP 
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Table 2: Finance-led growth (continues) 
Sources  Sample Time frame Dependent 
variables 
Independent variables Modelling 
technique 
Result 
Christopoulos 
& Tsionas 
(2004) 
10 countries 1970-2000 RGDP  GFCF; 
 CPI. 
 Ratio of total bank deposits 
liabilities to nominal GDP; 
Fully modified 
Johansen co-
integration analysis 
Financial depth has a long term 
causal effect on growth 
Ghirmay 
(2004) 
13 SSA 
countries 
30 years RGDP  Credit to the private sector,  
 M3/GDP 
VAR (Granger 
causality and Error 
Correction Model) 
Financial development and economic 
growth are cointegrated; 
There is causality from financial 
development to economic growth in 
eight countries, while it is bidirectional 
in six countries. 
Jung (1986) 56 countries 1950-1980 RGDP per capita  Ratio of currency;  
 broad money to GDP 
Time series 
analysis; Granger 
causality 
There is evidence that the finance led 
growth view appears more often in 
less developed countries, while In 
most advanced countries, the growth-
led finance is predominant. 
Pradhan et al. 
(2018) 
49 European 
countries 
1961-2014 RGDP per capita financial development index; 
Patents by residents; number of 
patents by non-residents; total 
patents; R&D expenditure; high-
technology exports; banking sector 
development index; stock market 
development index;  
VAR model 
Fully modified OLS 
Financial development and 
innovation are both causal factors of 
economic growth. 
Menyah, 
Nazlioglu and 
Wolde-Rufael 
al.(2014) 
21 SSA 
countries 
1965-2008 RGDP per capita  Trade openness 
 M3/GDP 
 M2/GDP 
 Credit to private sector  
Panel bootstrapped 
approach to 
Granger causality 
The finance-led growth approach is 
valid for four countries 
Tabi et al. 
(2011) 
Cameroon 1970-2005 GDP per capita  M3/GDP; 
 Government consumption; 
 Bank credit to the private sector; 
 Investment rate;  
 Trade openness  
Johansen method 
of cointegration 
No causal relationship from financial 
development to economic growth has 
been found in the short run, it appears 
only in the long run  
18 
 
The findings of Calderon & Liu are consistent with those of Ghirmay (2004), who 
focuses on SSA countries. For a sample of 13 SSA countries, he finds that there is a 
long-term cointegrating relationship between economic growth and financial 
development, and the direction of causality runs from financial development to 
economic growth in eight countries. There is reverse causality from economic growth 
to financial development in nine countries, but these results are significant at the 10% 
of level (Cameroon included). For six countries there is bi-directional causality.   
In the particular case of Cameroon for the period 1970 to 2005, Tabi et al. (2011), using 
the level of GDP per capita as the dependent variable and several financial 
development indicators as the independent variables (see Table 2), find that there is 
no causal relation in the short run between financial development and economic 
growth, but in the long run financial development exerts a causal influence on the level 
of per capita income. However, the authors do no report the standard errors of the 
long-run cointegrating relationships. It is therefore not possible to verify whether the 
long-run effect of financial development on per capita income is in fact statistically 
significant, even though the authors claim some causal relationship via a significant 
error-correction term. 
To sum up, the findings of the studies presented in Table 2 support, firstly, the view 
that a well-functioning financial system improves the allocation of resources towards 
productive investments and, secondly, that the causal relationship from financial 
development to economic growth is stronger in developing countries. 
2.2.3 Growth-led finance 
Table 3 below presents empirical studies supporting the growth-led view of the 
relationship between financial development and economic growth. This view assumes 
that the development of the financial system originates from an increase in the demand 
for financial services. Hence, as the economy grows, demand for better financial 
services increases. 
In contrast to the finance-led studies for developing countries in Table 2, Thornton 
(1996) finds that, in six developing countries, the direction of causality is from economic 
growth to financial development. Similarly, Odhiambo (2007) investigates the direction 
of causality in three SSA countries and shows that growth-led finance is relevant in 
Kenya and in South Africa, while evidence of finance-led growth is found in Tanzania. 
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Table 3: Growth-led finance 
Sources Sample Time frame Dependent variables Independent variables Modelling 
technique 
Result 
Ang and 
McKibbin 
(2007) 
Malaysia 1960-2001 RGDP per capita  
 
 M3/GDP; 
 Domestic credit to private sectors 
 Commercial bank assets  
 real interest rate (RI);  
 financial repression index 
 
Co-integration and 
causality test 
 Financial liberalisation stimulates 
financial development; 
 Financial depth and economic growth 
are positively co-integrated. Increase 
in output growth generates higher 
level of financial depth 
Thornton 
(1996) 
22 
developing 
countries 
1960-1990 RGDP  The ratio of bank deposit to 
nominal GDP 
VAR model; 
Granger causality 
There is evidence of growth enhances 
financial deepening in six countries and 
bidirectional causality in two countries. 
Shan, Morris 
and Sun 
(2001) 
9 OECD 
countries 
and China 
1960-1998 RGDP per capita  Trade,  
 Investment;  
 CPI;  
 Bank credit;  
 TFP 
VAR model; 
Toda and 
Yamamoto 
technique 
There is evidence of a bidirectional 
causality between financial development 
and economic growth in five countries, 
and reverse causality in three countries. 
Achamoh 
and Baye 
(2016) 
Cameroon 1977-2010 Real GDP FDI, real exchange rate, trade 
openness, labour force, level of 
infrastructure development, 
government expenditure to GDP; 
financial development index 
ARDL 
Johansen co-
integration 
Foreign Direct Investment has a causal 
influence on economic growth and 
RGDP has a causal effect on financial 
development. 
 
Odhiambo 
(2007) 
South 
Africa, 
Kenya; 
Tanzania 
1980-2005 Real GDP per capita  M1/GDP;  
 Bank claims on the private sector 
to GDP; 
 M2/GDP 
Vector error 
correction model 
 
 The selection of financial development 
variables has a sensitive effect on the 
direction of causality between 
financial development and economic 
growth. 
 The growth-led finance pattern is 
stronger in Kenya and South Africa, 
 The finance-led growth hypothesis is 
stronger in Tanzania. 
Guryay et al. 
(2007) 
Northern 
Cyprus 
1986-2004 RGDP growth rate  Export growth;  
 Domestic investment /GDP;  
 Deposits to GDP;  
 Loans to GDP 
Granger causality Growth of RGDP has a causal impact on 
domestic investment to GDP growth and 
on the ratio of loan to GDP 
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Turning to the case of Cameroon, Achamoh and Baye (2016) find evidence of 
unidirectional causality from GDP per capita growth to financial development, using 
the ARDL bound-testing technique and the Granger causality procedure. However, 
they do not specify the variable used to proxy financial development, which makes it 
difficult to compare with other studies. 
Nevertheless, this result contradicts the findings of Tabi et al. (2011) in Table 2, who 
use two financial development indicators (liquid liabilities to GDP and bank credit 
extended to the private sector) and Granger causality tests. They claim evidence in 
favour of the finance-led hypothesis but, as mentioned above, the authors do not report 
the long-run standard errors, nor the t-statistics associated with the financial 
development indicators. 
On the whole, Table 3 presents evidence in favour of the growth-led approach, which 
supports the view that financial development is the natural response of an increase in 
demand for better financial instruments.  
2.2.4 Bi-directional causality 
Table 4 presents a summary of the literature that finds bidirectional causality between 
financial development and economic growth.  
Overall, the table shows that the development of the financial system generates 
positive externalities on the economy, while the development of the economy, in turn, 
generates higher demand for better financial services. 
However, it is important to note that, while Ghirmay (2004) finds that there is bi-
directional causality in Kenya and South Africa, Odhiambo (2007) finds that growth-led 
finance is consistent for the same countries. These contradictory results might be 
explained by the different financial development indicators used. Indeed, while 
Odhiambo (2007) uses the money supply, the ratio of bank claims on the private sector 
to GDP and broad money to GDP as independent variables, Ghirmay (2004) employs 
the level of credit to the private sector by financial intermediaries and liquid liabilities. 
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Table 4: Bi-directional causality 
Sources Sample Time frame 
Dependent 
variable 
Independent variable 
Modelling 
technique 
Result 
Lawal, Ayopo 
and 
Olukayode 
(2016) 
Nigeria 1981-2013 RGDP  Domestic credit to private 
sector by GDP;  
 M2/GDP;  
 Stock market turnover ratio 
to GDP;  
 Total trade 
ARDL bounds-
testing approach 
 A bidirectional causality between growth 
and financial development is consistent 
Jedidia, 
Boujelbène 
and Helali 
(2014) 
Tunisia 1973-2008 RGDP per capita  Domestic credit to the private 
sector by GDP; 
 Value trade ratio; 
 Bank securities per GDP 
 
ARDL  Domestic credit to private sector and 
stock market have positive impact on 
economic growth. 
 There is a bi-directional causality 
between domestic credit and RGDP per 
capita. 
Demetriades 
and Hussein 
(1996) 
16 countries 1960-1990 RGDP per capita  Bank deposit liabilities to 
GDP;  
 Bank claims on the private 
sector to GDP 
VAR (Granger 
causality) 
 There is evidence of bi-directional 
causality between financial 
development and economic growth. 
 
Ghirmay 
(2004) 
13 SSA 
countries 
30 years RGDP  M3/GDP 
 Domestic credit to the private 
sector by GDP 
VAR (Granger 
causality and ECM) 
 There is a long-run relationship between 
financial development and economic 
growth in 12 out of 13 countries. 
 The direction of causality goes from 
financial development to economic 
growth in eight countries, while 
evidence of bidirectional causality is 
found in six countries 
Abu-bader 
and Abu-qarn 
(2008) 
Egypt 1960-2001 RGDP per capita  M2/ GDP; 
 Money stock 
 Bank credit to private sector 
by GDP;  
 Credit issued to non-financial 
private firms to total domestic 
credit 
VAR model  There is a bidirectional causality 
between financial development and 
economic growth. The development of 
the financial sector improve the rate of 
investment. 
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2.3 Conclusion 
The aim of this chapter was to present the core functions of the financial system and 
provide a review of the theoretical and empirical literature on the relationship between 
financial development and economic growth. 
There are several studies that suggest that a well-developed financial system has a 
positive impact on economic growth. However, correlation does not necessarily mean 
causality. Studies provide contradictory findings on the direction of causality, with many 
supporting the finance-led growth hypothesis and others the growth-led finance 
hypothesis.  
These contradictory views may reflect differences in the methodology, data and 
econometric techniques used. The relationship between financial development and 
economic growth should therefore be treated with caution. 
In the case of Cameroon, there is ambiguous evidence on the causal relationship 
between financial development and economic growth (see Achamoh & Baye, 2016; 
Tabi et al., 2011). In addition, it is not always clear whether the results are obtained in 
a rigorous and robust way. The control variables are not always significant (see 
Puatwoe & Piabuo, 2017), long-run significance levels of the financial indicators are 
not reported (Tabi et al., 2017), while Achamoh and Baye (2016) do not specify what 
proxy they use for financial development. In addition, Puatwoe and Piabuo (2017) test 
for a long-run relationship between the growth of output and the level of financial 
development. If, however, the growth of output is stationary, the long-run relationship 
may be mis-specified.    
Given the ambiguous nature of the literature on Cameroon, this dissertation examines 
the relationship between financial development and economic growth in a theory-
consistent framework, using an augmented Solow model.   
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CHAPTER 3: THEORETICAL MODEL AND DATA 
 
3.0 Introduction 
This chapter presents the theoretical model that will be used to empirically assess 
whether a well-developed financial system affects the economic growth rate in 
Cameroon. The present analysis augments the Solow (1956) model by expressing the 
total factor productivity term as a function of two financial development indicators and 
other control variables, which includes the ratios of exports and government 
consumption expenditure to GDP.   
The remainder of the chapter is organized as follows: the next section introduces the 
theoretical model, followed by a description of the dataset and preliminary graphical 
evidence on how the variables have evolved over time in Cameroon.   
3.1 Theoretical framework  
The aggregate Cobb-Douglas production function underlying the Solow model takes 
the following form: 
1 ; 0t t t tY AK L
     
where tY  is the aggregate output of the economy at time t ; tK  represents the physical 
capital stock at time t ; tL  represents the number of employees or hours of employment 
at time t ; and the term tA  represents  technology or knowledge at time t  which is 
assumed to be non-rival, non-excludable and, therefore, freely available in the 
economy (Acemoglu, 2008; Solow, 1956). 
Rewriting the production function in equation (1) in per-worker terms gives: 
t t ty Ak
         
where /t t ty Y L  is output per worker; /t t tk K L  is capital per worker; and tA  is the 
technology or total factor productivity (TFP) term. 
The economic literature (Beck, Demirgüç-Kunt & Levine, 2000; Easterly & Levine, 
2001; King & Levine, 1993) suggests that, besides physical and human capital 
accumulation, there is another determinant that accounts for a large part of cross-
country output per worker differences. This is the TFP term in equation (2), which 
(1) 
(2) 
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captures technology, infrastructure, financial institutions, and a wide range of other 
variables that may determine the efficiency of factor inputs. 
Hence, following Easterly and Levine (2001) and Knight, Loayza and Villanueva 
(1993), this dissertation expresses TFP as a function of financial development 
indicators and other control variables assumed to affect output per worker. Therefore, 
the TFP term in equation (2) can be defined as follows: 
31 2 4
0
gt
tA A e LL PC GOV EXP
    
where g  is the exogenous growth rate of technological progress;  LL  is “liquid 
liabilities as a percentage of GDP”; PC  is the “private credit by deposit money banks 
and other financial institutions to GDP”; GOV  is “general government final 
consumption expenditure as a percentage of GDP”; and EXP  is “exports of real goods 
and services as a percentage of GDP”. 
Substituting equation (3) into equation (2) and taking logs gives the empirical 
specification: 
0 1 2 3 4ln ln ln ln ln lnt t ty gt k LL PC GOV EXP               
where 0 0ln( )A   and t  is an “error term”. The a priori expectation is that 
0 1 2 4, , , , , 0g       and 3 0  .  
3.2 Data: Source and description 
The data used in this dissertation are extracted from “World Development Indicators” 
(WDI), the “World Bank’s Global Financial Development” (GFD) database, and “Penn 
World Table” (PWT) 9.0 for a sample period of 50 years (1965 to 2014)4. 
Output per worker ( /t t ty Y L ) in equation (4) is proxied by GDP per capita sourced 
from WDI. In terms of the financial development measures, it is difficult to identify a 
single variable that effectively captures how the financial system performs each of its 
functions. Hence, following Beck, Demirgüç-Kunt & Levine (2000), the study proxies 
financial development using two indicators. 
                                                          
4 This study uses (at the time of writing) the latest version of PWT (9.0) to obtain capital per worker data. This 
version of PWT provides consistent data for Cameroon and other countries in the world, but only until 2014. 
(3) 
(4) 
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The first financial development indicator in equation (4), “liquid liabilities to GDP”  
( LL ), measures the size of financial intermediaries (financial depth). Liquid liabilities 
to GDP is also known as broad money (M3), which equals “currency plus demand and 
interest-bearing liabilities of banks and other financial institutions divided by GDP” 
(GFD, 2018). It is the broadest indicator of the size of the financial system, and studies 
generally show that it is strongly correlated with real GDP per capita (Ang & Mckibbin, 
2007; Ductor & Grechyna, 2015; King & Levine, 1993a; Levine et al., 2000; Valickova 
et al., 2015). 
The second indicator, “private credit by deposit money banks and other financial 
institutions to GDP” (PC ), captures the ability of the financial system to mobilise and 
transform deposits into credits. This measure isolates the credit issued specifically to 
the private sector by financial intermediaries other than the central bank, and excludes 
credit issued to government and public enterprises. It is assumed that more credit 
issued to the private sector, rather than to public enterprises, raises efficiency (Levine, 
1997). Both financial development indicators are sourced from the GFD database and 
their signs are expected to be positive. 
Capital per worker ( /t t tk K L ) in equation (4) is computed by dividing the real capital 
stock by the number of persons engaged. These measures are extracted from PWT 
9.0. The sign on capital per worker is expected to be positive. 
In addition to these variables, equation (4) includes two control variables to capture 
other determinants of the economic growth process, namely “real exports of goods and 
services to GDP” (EXP ) and “general government final consumption expenditure as a 
percentage of GDP” (GOV ). Both variables are extracted from the WDI database.  
Following export-led growth models (Hussain, 1999; Thirlwall, 2011), the export ratio 
in equation (3) is hypothesised to have a positive effect on per capita income. Likewise, 
Hussain (1999) argues that the expansion of exports by African countries could 
accelerate their development and growth process. Thus, growth of exports should have 
a positive effect on economic growth.  
The government consumption ratio, on the other hand, may represent a diversion of a 
country’s resources into unproductive activities (Barro, 1998; Nell & Thirlwall, 2018), 
so its sign is hypothesised to be negative. 
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3.3 Descriptive analysis 
Table 5 presents some descriptive statistics of all the variables in equation (4). 
Table 5: Descriptive statistics, 1965-2014  
Variables  Description Mean Median Min Max Std dev Obs 
GDP per capita ln y   7.111 7.125 6.769 7.514 0.189 50 
Capital per 
worker  
lnk
 
 9.550 9.552 9.289 9.750 0.132 50 
Liquid 
liabilities-to-
GDP ratio  
ln LL
 
 2.868 2.882 2.497 3.095 0.173 50 
Private credit-
to-GDP ratio 
lnPC
 
 2.679 2.703 1.896 3.348 0.460 50 
Exports-to-
GDP ratio ln EXP  
 3.147 3.141 2.633 3.511 0.171 50 
Government 
consumption-
to-GDP ratio 
lnGOV
 
 2.426 2.429 2.179 2.696 0.122 50 
Source: Author’s compilation 
Figure 1 below shows how the variables in Table 5 have evolved over time in the period 
1965 to 2014. 
From 1965 to 1986, as shown in Figure 1 (a), Cameroon experienced an upward trend 
in GDP per capita, with an average per capita income growth rate of 3.25% per annum. 
The relatively fast per capita income growth rate over this period can largely be 
explained by an industrialisation strategy of import substitution, the expansion of 
agriculture and the exploitation of oil. 
In 1986, due to the fall in primary commodity prices, a governance crisis and capital 
flight, the economy collapsed, as witnessed by the 42% drop in GDP per capita and 
an average per capita income growth rate of -5.48% per annum during the period 1986 
to 1994 (Nantang, 1991).  
In order to overcome the economic crisis, Cameroon adopted a series of reforms 
(Structural Adjustment Plan, privatisation of state-owned enterprises, trade 
liberalisation and a 50% salary cut for public employees), which led to a slow recovery 
of the economy. Despite an upward trend in GDP per capita since 1995 (the average 
per capita income growth rate per annum from 1995 to 2014 is 0.91%), Cameroon has 
failed to regain growth rates similar to those experienced in the pre-1986 period. 
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Figure 1: Variables in natural logarithms ( ln ), 1965-2014 
Source: Author’s construction using Eviews 10 
Both financial development indicators (liquid liabilities to GDP and private credit to 
GDP) in Figures 1(d) and 1(e) fell sharply during the economic crisis period (1986 to 
1994), and then started to recover. However, they remain relatively low compared with 
countries at a similar level of development. For instance, lower middle-income 
countries recorded average levels of liquid liabilities to GDP and private credit to GDP 
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of 46.71% and 35.01% respectively in 2014,5 while the corresponding figures for 
Cameroon are substantially lower, at 20.4% and 14.43% respectively in 2014. 
In summary, the trends of the variables show an overall decline during the economic 
crisis of 1985 to 1994, except for government final consumption expenditure in Figure 
1(b), which presents an upward trend over the same period. Most of the variables show 
an upward trend after the crisis, but they failed to reach the same levels experienced 
during the prosperous period of 1965 to 1985.  
In order to capture the economic crisis in the analysis, the econometric model in the 
next section includes an outlying dummy variable ( 1984 1996EC  ), which will take the value 
1 during the period 1984 to 1996, and 0 otherwise. 
3.4 Conclusion 
The objective of this chapter was to present the theoretical model, data and some 
descriptive evidence of how the variables have evolved over time. The augmented 
Solow model includes conventional variables (GDP per capita and capital per worker), 
and additional ones to specifically model TFP (liquid liabilities to GDP, private credit to 
GDP, government consumption to GDP and exports to GDP). 
The descriptive evidence shows that the financial development variables follow the 
same path as per capita income over the period 1965 to 2014. The economic crisis of 
1985 to 1994 led to an overall decline in the trends of all the variables, except for 
government consumption to GDP. 
The next chapter examines the empirical fit of the augmented Solow model over the 
period 1965 to 2014. 
 
  
                                                          
5 Author’s compilation based on the Global Financial database. The lower middle-income country classification 
of the World Bank (2017) is used. 
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CHAPTER 4: ECONOMETRIC METHODOLOGY AND RESULTS 
4.0 Introduction 
This chapter estimates the per capita income model derived in the previous chapter. 
The econometric methodology follows the autoregressive distributed lag (ARDL) 
bounds-testing procedure of Pesaran et al. (2001) to examine whether there is a long-
run level relationship among the variables, and whether the variables (including the 
financial development indicators) are long-run causal determinants of per capita 
income.     
The remainder of this chapter is organised as follows. Section 4.1 discusses the 
econometric methodology, followed by unit root tests in section 4.2. Section 4.3 reports 
the bounds tests (long-run causality tests) and the long-run estimates. Section 4.4 
presents the error-correction model together with structural stability and diagnostic 
tests to examine the robustness of the results. The final section concludes. 
4.1 Econometric methodology 
The impact of financial development on economic growth in Cameroon is investigated 
using the ARDL bounds testing approach developed by Pesaran et al. (2001).  
The use of the ARDL technique presents several advantages. Firstly, it is applicable 
irrespective of the order of integration of the regressors. The regressors in levels can 
be purely I(0), I(1) or a mixture of I(0) and I(1) variables. Secondly, the ARDL technique 
provides consistent and robust estimates in the short and long run, even with a 
relatively small sample size.  
The ARDL bounds-testing procedure involves four steps. First, the empirical equation 
(4) in Chapter 3 is transformed into an unrestricted error-correction version of the ARDL 
model:  
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1 0 0 0
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0 0
7 -1 8 -1 9 -1 10 -1 1 1984 1996
ln ln ln ln  ln
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where   is the first-difference operator, and 1984 1996EC   is a dummy variable taking the 
value of 1 for the period 1984 to 1996, and 0 otherwise, to capture the effect of the 
(5) 
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economic crisis in Cameroon, as discussed in Chapter 3. The definitions of all the 
variables are reported in Table 5 of Chapter 3. 
The optimal lag length (p, q, r, s, u, v) selection in equation (5) is determined by the 
Schwarz information criterion (Schwarz, 1978) (hereafter SC). Pesaran and Shin 
(1999) find that the SC is a consistent model-selection criterion that provides slightly 
better results than the Akaike Information Criterion (Akaike, 1974) in the majority of the 
experiments that they conduct. 
The second step is to perform long-run tests on the level variables in equation (5). The 
empirical analysis uses both the F- and t-test versions of the bounds procedure to 
examine the existence of long-run level relationships. The null and alternative 
hypotheses of these tests are discussed in more detail in section 4.3.   
Third, once it has been established that there is a long-run level relationship among 
the variables, the solved long-run estimates of the variables in equation (5) can be 
obtained as follows: 6 5( / )  ; 7 5( / )  ; 8 5( / )  ; 9 5( / )   and 10 5( / )  . 
The final step is to estimate the restricted error-correction version of equation (5). To 
ensure that the results are statistically robust, the model is subjected to a wide range 
of diagnostic and structural stability tests.   
The presence of heteroscedasticity is assessed using the Breusch-Pagan-Godfrey 
test, which was developed by Breusch and Pagan (1979). It is useful to determine 
whether the variance of the error term is homogeneous or whether the variance of the 
error term changes systematically (heteroscedasticity). 
The presence of serial correlation in the residuals of the regression is examined using 
the Breusch-Godfrey Lagrange Multiplier (LM) test. The intuition behind this test is to 
determine if the regression suffers from misspecification or measurement errors 
(Godfrey, 1996).  
The normality test of Jarque-Bera is applied to check if the variables follow a normal 
distribution (Jarque & Bera, 1980), and the Regression Equation Specification Error 
Test (RESET) is used to detect the presence of specification errors, such as omitted 
variables or incorrect functional form (Ramsey, 1969).  
Finally, the stability of the model is assessed using the cumulative sum (CUSUM) and 
cumulative sum of squares (CUSUMSQ) tests (Brown, Durbin & Evans, 1975). 
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4.2 Unit root test 
Before the bounds tests are performed, it is useful to establish the order of integration 
of the variables: i.e., whether the level variables are stationary {I(0)}, or whether they 
become stationary after first differencing {I(1)}. The ARDL bounds-testing procedure 
provides two sets of critical values – lower bound values for purely I(0) variables and 
upper bound values for purely I(1) variables. The unit root tests will therefore provide 
some indication of which set of critical values to use. 
The Augmented Dickey Fuller (ADF) is based on the model
1
1 1
1
p
t t i t i t
i
y y y y 

 

    , 
where 1  is the auto-regression parameter and t  is an error term (Dickey & Fuller, 
1979). The null hypothesis of the test is 0 1: 1H    (there is a unit root) and, under the 
alternative hypothesis, 1 1   (there is no unit root) (Arltova & Fedorova, 2016). The 
null hypothesis is rejected if the absolute value of the test statistic exceeds the critical 
value at the chosen level of significance (1%, 5% or 10%). 
The ADF test is sensitive to the selection of the number of lags. If p  is too large, the 
test could suffer from low power, and if p  is too low, the test could be affected by 
autocorrelation. To overcome this limitation, the dissertation also uses the Phillips-
Perron (PP) test, which is an application of the Dickey-Fuller test with non-parametric 
test statistics (Arltova & Fedorova, 2016). Table 6 below presents the ADF and the PP 
unit root tests. 
Table 6: Summary of unit root tests  
Variable ADF: t-statistics  Phillips-Perron: t-statistics Conclusion  
Level 1st Diff Level 1st Diff 
ln y   -1.549 -4.999*** -1.648 -5.201*** I(1) 
lnk   -1.952 -3.756** -1.356 -3.645** I(1) 
ln LL   -1.526 -5.547*** -1.928 -5.686*** I(1) 
lnPC   -1.710 -4.335*** -1.635 -4.279*** I(1) 
lnGOV   -2.351 -8.597*** -2.280 -8.804*** I(1) 
ln EXP   -3.896** -8.609*** -3.905** -13.697*** I(0) 
 
MacKinnon (1996) critical values:   (i) 1%  -4.161 
      (ii) 5% -3.506 
      (iii) 10% -3.183 
Note: *** and ** denote significance at the 1% and 5% level respectively. 
Source: Author’s compilation using Eviews 10. 
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The absolute values of the t-statistics across the two unit root-testing procedures show 
that all the level variables are I(1), except exports as a ratio of GDP, which appear to 
be I(0). As mentioned before, the ARDL bounds-testing procedure is tailor-made to 
deal with a mixture of I(1) and I(0) variables.  
4.3 Bounds tests and long-run estimation 
Using a maximum lag length of 4 in equation (5) and an unrestricted intercept and no 
trend, the SC selects an ARDL (3, 1, 2, 0, 0, 4) model.  
The F-test version of the bounds procedure has as its null hypothesis that no long-run 
level relationship exists in equation (5), 0 5 6 7 8 9 10: 0H            , against the 
alternative hypothesis of a long-run cointegrating relationship,
1 5 6 7 8 9 10: 0 0 0 0 0 0H                 . 
Table 7 below presents the F-test version of the bounds procedure. 
 Table 7: F-test for the existence of a long-run relationship   
Dependent 
variable 
Test 
statistic 
Value 
Critical value bounds 
Conclusion 
Significance I(0) I(1) 
GDP per capita 
( ln y ) 
F-statistic 
k   
17.196 10% 2.26 3.35 Co-
integration 
relationship 
exists 
5 5% 2.62 3.79 
 1% 3.41 4.68 
The critical values are extracted from Pesaran et al. (2001: 300) 
Source: Author’s compilation using Eviews 10 
The results of the bounds test show that the calculated F-statistic = 17.196 is higher 
than the 1% critical values for both the I(0) (3.41) and I(1) (4.68) variables. Therefore, 
the Pesaran et al. (2001) procedure rejects the null hypothesis of no long-run 
relationship and suggests that there is evidence of a unique cointegrating relationship 
between output per capita, capital per worker, the financial development indicators and 
the set of control variables over the period 1965 to 2014.  
The t-test version of the bounds procedure examines the significance of the coefficient 
on the lagged level of the dependent variable ( 1ln ty  ) in equation (5). The null 
hypothesis of no long-run relationship is given by 5 0  , against the alternative of a 
long-run level relationship 5 0  . Note that, in the unrestricted error-correction model, 
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the parameter 5  is the error-correction coefficient, which measures how fast per 
capita income adjusts toward its long-run equilibrium value in reaction to changes in 
the independent variables. Thus, in effect, the t-test version of the bounds procedure 
is a direct test of long-run causality.  
The results of the t-test are presented in Table 8 below. 
Table 8: T-test for the existence of a level relationship 
Dependent 
variable 
Test 
statistic 
Value 
Critical value bounds 
Conclusion 
Significance I(0) I(1) 
GDP per capita 
( ln y ) 
t-statistic 
k   
-6.220 10% -2.57 -3.86 There is a long-run causal 
relationship from the 
independent variables to 
the dependent variable 
5 5% -2.86 -4.19 
 1% -3.43 -4.79 
The critical value bounds of the t-statistic are extracted from Pesaran et al. (2001, p. 303). 
Source: Author’s compilation using Eviews 10. 
The calculated t-statistic (t-statistic = -6.220) exceeds the critical value bounds for both 
I(0) and I(1) variables at the 1% level of significance. Therefore, the null hypothesis of 
no long-run level relationship is rejected and it is possible to conclude that there is a 
cointegrating relationship among the variables. The t-statistic also explicitly shows that 
the independent variables are long-run causal determinants of per capita income.  
The long-run solution of the ARDL (3, 1, 2, 0, 0, 4) model is shown in Table 9 below. 
The results of the long-run estimates show that all the variables are statistically 
significant (at least at the 5% level), except for private credit to GDP, and carry the 
signs predicted by the theory.  
Table 9: Long-run ARDL estimation 
Dependent variable: ln y   
Variables Coefficient Std error T-stat P-value 
ln LL   0.340*** 0.086 3.970 0.000 
lnPC   -0.032 0.029 -1.110 0.276 
lnk   1.011*** 0.133 7.587 0.000 
ln EXP   0.975*** 0.125 7.781 0.000 
lnGOV   -0.403** 0.157 -2.569 0.016 
***, ** and * denote the significance at the 1%, 5% and 10% levels respectively 
Source: Author’s compilation of the results given by Eviews 10. 
The insignificance of the private credit ratio may be explained by the fact that the liquid 
liabilities variable, which represents financial depth, captures a part of credit issued to 
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the private sector. The estimated long-run coefficient of liquid liabilities is positive and 
significant at the 1% level, and shows that a 1% increase in the liquid liabilities’ ratio 
increases GDP per capita by 0.34%, everything else remaining constant. Thus, 
increases in the size of the financial system (financial depth) raise living standards, as 
measured by per capita income. This result is consistent with Tabi et al. (2011) and 
Puatwoe and Piabuo (2017) who also find a positive long-run effect of the size of 
financial system on the level of development.   
Turning to capital per worker, the estimated long-run coefficient is positive and 
significant at the 1% significance level, meaning that a 1% increase in capital per 
worker increases GDP per capita by 1.011%, holding everything else constant.6 This 
result is consistent with the original Solow framework, which emphasises the 
importance of investment and capital accumulation for growth and development. 
Similarly, the estimated long-run coefficient of exports as a percentage of GDP is 
positive and significant at the 1% level. A 1% increase in the export ratio generates an 
increase in GDP per capita of 0.975%, holding everything else constant. This result is 
consistent with export-led growth models in which exports have a positive impact on 
the real growth of an economy (Hussain, 1999; Nell, 2003; Thirlwall, 2011). In this 
context, Hussain (1999, p. 104) argues that “export performance is crucial because no 
other component of aggregate demand provides the foreign exchange to pay for import 
requirements associated with the expansion of output”. 
The estimated long-run coefficient of the government consumption ratio is negative 
and significant at the 5% level. A 1% increase in the government consumption ratio 
decreases GDP per capita by 0.403%. This result is in accordance with the expected 
sign and may capture the diversion of resources toward unproductive activities. 
4.4 Error-correction model  
The restricted error-correction version of the ARDL-SC (3, 1, 2, 0, 0, 4) model is 
reported in Table 10 below. 
                                                          
6 Note that, if the elasticity of capital is exactly one, growth becomes endogenous to policy shocks. This contrasts 
with the Solow model, where the elasticity is assumed to be less than one, so that policy shocks generate 
temporary growth effects and permanent level effects. For simplicity, but without lack of generality, it is assumed 
that the elasticity is slightly less than one (it can formally be shown that the capital elasticity in Table 9 is not 
significantly different from values that range between 0.90 and 0.99), thus maintaining the theoretical 
framework of the Solow model.  
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The heteroscedasticity test (Breusch-Pagan Godfrey test) gives an F-statistic of 1.405 
with a p-value of 0.207. Therefore, the test does not reject the null hypothesis (the error 
term is homoscedastic) and it is possible to conclude that the variance of the error term 
is homoscedastic, meaning that the coefficients are efficient.  
Table 10: Error-correction model estimates 
Dependent variable:  ln y   
Variables Coefficient Std error t-Stat P-value 
C   -2.753*** 0.252 -10.923 0.000 
1ln ty    -0.109 0.085 -1.281 0.210 
2ln ty    -0.422*** 0.078 -5.434 0.000 
lnPC   0.202*** 0.049 4.0098 0.000 
ln LL   -0.173 0.092 -1.879 0.070 
1ln tLL    -0.156** 0.068 -2.299 0.029 
ln EXP   0.071** 0.027 2.606 0.014 
1ln tEXP   -0.234*** 0.039 -5.934 0.000 
2ln tEXP   -0.183*** 0.030 -6.009 0.000 
3ln tEXP   -0.100*** 0.028 -3.569 0.001 
1984 1996EC    -0.053*** 0.011 -4.923 0.000 
1tECM    -0.502*** 0.045 -10.998 0.000 
ECM = ln (0.340ln 0.032ln 1.011ln 0.975ln 0.403ln )y LL PC k EXP GOV       
R-squared 0.861    
Adjusted R-squared 0.816    
 
Overall significance: F-stat (P-value): 19.110*** (0.000) 
Heteroscedasticity test: F-stat (P-value)  1.405 (0.207) 
LM Serial correlation test: F-stat (P-value) 0.777 (0.386) 
Normality test (Jarque-Bera): chi-squared (P-value) 0.440 (0.802) 
RESET (Misspecification): F-test (P-value) 
 
1.704 (0.201) 
 
*** significance at the 1% level and ** at the 5% level.    
Source: Author’s compilation using Eviews 10. 
The test for serial correlation (Breusch-Godfrey LM test) provides an F-statistic of 0.777 
with a p-value of 0.386. Based on this result, the null hypothesis of no autocorrelation 
cannot be rejected.  
In addition, the normality test (Jarque-Bera) gives a p-value of 0.802, while the 
Ramsey’s RESET test for the functional form gives a p-value 0.201. These results 
show that the residuals are normally distributed and the functional form of the model is 
correctly specified.  
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In addition to the diagnostic tests, the stability of the regression is tested using the 
CUSUM and the CUSUMSQ tests. Figure 2 shows that the lines of the CUSUM and 
CUSUMSQ (solid lines) values remain within the 5% critical value bounds over the 
entire period. Therefore, the model is structurally stable. 
 
Figure 2: CUSUM and CUSUMSQ plots 
Sources: Author’s compilation using Eviews 10. 
The coefficient of the error-correction term ( 1tECM  ) in Table 10 is significant at the 
1% level and correctly signed. This implies that 50.2% of the disequilibrium between 
actual and equilibrium per capita income is being made up during the course of a year. 
The significance of the error-correction term is consistent with the results of the t-test 
version of the bounds procedure in Table 8. In effect, it shows that financial 
development, as proxied by the liquid liabilities’ ratio, and the other significant variables 
in Table 9 are long-run causal determinants of per capita income.  
The dummy variable ( 1984 1996EC  ) is negative and significant at the 1% level, which 
captures the negative effect of the Cameroonian economic crisis.  
The estimated short-run effect of the export-to-GDP ratio is positive and significant at 
the 5% level. A one percentage point increase in the export ratio increases the growth 
rate of GDP per capita by 0.071 percentage points. This shows that exports have a 
positive effect on per capita income in both the long and the short run. 
Looking at the financial development indicators, the estimated short-run coefficient of 
the private credit ratio is positive and significant at the 1% level. A one percentage 
point increase in the growth rate of the private credit ratio increases the growth rate of 
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GDP per capita by 0.202 percentage points in the short run. The short-run effect of 
liquid liabilities to GDP is not significant at the 5% level.  
This result suggests that private credit to GDP, which captures the allocation of 
capital to the private sector, has a positive impact on economic growth in the short 
run, while the size of financial institutions (proxied by the liquid liabilities ratio) has 
a positive impact on per capita income in the long run.  
4.5 Conclusion 
The aim of this chapter was to test for a long-run level relationship between the 
level of per capita income, the two financial development indicators (proxied by the 
liquid liabilities ratio and private credit ratio) and a set of control variables (capital 
per worker, exports and government consumption), using the F- and t-test versions 
of the ARDL bounds procedure developed by Pesaran et al. (2001). 
The bounds tests provide evidence of a long-run relationship among the variables. 
The long-run estimates show that financial depth (liquid liabilities to GDP) has a 
positive and significant effect on per capita income, while in the short run, the effect 
of financial efficiency (private credit to GDP) is stronger. More specifically, the 
results show that financial depth is a long-run causal determinant of per capita 
income. The underlying model and results are statistically robust and theory-
consistent, based on a wide range of diagnostic and structural stability tests.  
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CHAPTER 5: CONCLUSION AND POLICY RECOMMENDATIONS 
 
5.0 Conclusion  
The aim of this dissertation was to investigate the relationship between financial 
development and economic growth in Cameroon over the period 1965 to 2014. The 
analysis employed the bounds-testing approach proposed by Pesaran et al. (2001) to 
test for long-run level relationships, and whether financial development causes per 
capita income in the long-run. 
The literature review in Chapter 2 provides theoretical arguments that emphasise the 
positive effects of a well-developed financial system on economic growth, notably by 
easing transactions among economic agents, reducing information asymmetries, 
mobilising and allocating capital toward productive investments, and by mitigating risks 
inherent in financial markets. 
Despite these theoretical arguments, the empirical literature surveyed in Chapter 2 
provides ambiguous evidence. While many, as shown in Table 2, find evidence of 
finance-led growth, others (Table 3) find evidence of growth-led finance. There are also 
several studies (Table 4) that provide evidence of bi-directional causality between 
financial development and economic growth. Thus, the empirical literature suggests 
that the relationship between financial development and economic growth is country 
specific and that results can vary depending on the variables used in the analysis. 
Concerning the particular case of Cameroon, Chapter 2 shows that the empirical 
literature is also ambiguous. On one hand, some studies find that financial 
development exerts a causal effect on economic growth (Tabi et al., 2011). However, 
some of the results do not appear to be robust. Tabi et al. (2011) do not report the 
long-run significance levels of their financial development indicators, while all the 
control variables in Puatwoe and Piabuo (2017) are statistically insignificant. On the 
other hand, the study by Achamoh and Baye (2016) finds evidence of growth-led 
finance. However, there is again some uncertainty about the result, because the 
variable used as a proxy for financial development is not defined.  
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The results of this study, using the F- and t-test versions of the bounds test procedure, 
show that there is a unique, cointegrating relationship among per capita income, 
financial development and several control variables. 
The results of the long-run estimation show that financial depth (liquid liabilities-to-GDP 
ratio), which captures the overall size of the financial system and the provision of 
financial services (King & Levine, 1993b), has a positive, long-run effect on per capita 
income. Moreover, the t-test version of the bounds test explicitly shows that financial 
depth is a long-run causal determinant of per capita income. The effect of the financial 
system’s efficiency (private credit to GDP), on the other hand, is stronger in the short 
run.  
The insignificance of the private credit ratio in the long run may be explained by the 
fact that the liquid liabilities variable, which represents financial depth, captures a part 
of credit issued to the private sector.    
In contrast to some of the literature in Cameroon, the long-run causal effect of financial 
depth on per capita income is robust to the inclusion of several control variables. 
Capital per worker is positive and significant and consistent with the Solow model, 
which states that the accumulation of capital per worker is an important source of 
growth and development (also see Bosworth & Collins, 2003).  
In addition, the findings also support the export-led growth hypothesis, which states 
that improved export performance (in terms of quality, quantity and product 
differentiation of goods) has a positive effect on real economic growth.  
The results also show that government consumption expenditure as a percentage of 
GDP has a negative effect on per capita income, which may be associated with the 
diversion of resources toward unproductive activities. 
5.1 Policy recommendations  
From the empirical findings, the dissertation has shown that there is a long-run effect 
of financial development (measured by the liquid liabilities ratio) on per capita income. 
Therefore, this dissertation suggests that Cameroon should increase the size of its 
financial intermediaries, notably the level of penetration of financial intermediaries, 
which remains low (less than three commercial bank branches per 100 000 adults). 
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In addition, private credit to GDP (as a proxy for efficiency) is only significant in the 
short run. However, as mentioned before, the insignificance of the private credit ratio 
may be explained by the fact that the liquid liabilities variable, which represents 
financial depth, captures a part of credit issued to the private sector. Thus, it is plausible 
to assume that the long-run effect of the private credit ratio could be measured 
indirectly via the significant liquid liabilities ratio. According to the Global 
Competitiveness Index (2017), the inefficient allocation of credit in Cameroon is viewed 
as one of the most important constraints to doing business. Therefore, policy measures 
should be designed to improve the allocation of credit to the private sector in order to 
enhance productive investments. 
The results show that the accumulation of capital per worker has a positive effect on 
growth and development. Designing policy measures to maintain high rates of 
investment would therefore be an important source of growth in the Cameroonian 
economy.  
The findings also show that exports as a percentage of GDP have a positive, long-run 
effect on per capita income. Export-promoting policies should therefore be designed. 
Examples of these are export-processing zones, an improvement in the export 
environment (infrastructure, legislation and export procedures), and export-tax 
incentives, which will increase the demand for Cameroonian goods and services 
through market diversification.  
The balance-of-payments model emphasises that an improvement in the structural 
characteristics of exports goods (quality, design, product differentiation and packaging) 
is crucial to increase the share of exports and generate faster growth. Therefore, 
Cameroon should increase its participation in global value chains (GVC) and expand 
its level of exports relative to imports in order to accelerate its development and growth 
rate, and to reduce the vulnerability of the economy to fluctuations in primary 
commodity prices, such as the ones experienced during the economic crisis from 1985 
to 1995.  
The results further show that an inflated government, measured by the government 
consumption ratio, has a negative long-run effect on per capita income. The main 
implication is that the government should reallocate its spending to productive 
activities, such as transport infrastructure, energy and education. 
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As far as future research areas are concerned, Demirgüç-Kunt, Levine and Beck 
(2001) argue that the legal framework, such as the protection of investor’s rights and 
contract enforcement, could influence the development of the financial system. Thus, 
future research could investigate whether or not the Cameroonian judiciary has a 
positive effect on both financial development and economic growth. Finally, this study 
implies that financial development in Cameroon affects TFP. A vector-autoregressive 
(VAR) modelling framework can be used to examine whether there are also effects 
running through capital accumulation. 
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