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Abstract
This paper surveys several alternative data structures and algorithms for multiplying sparse upper-triangular matrices over closed
semirings, and evaluates their efﬁciency in computing transitive closures of matrices over the Boolean semiring. Two new variants
are introduced that outperform previously known methods on a collection of large data-sets drawn from linguistic applications.
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1. Background
Let M be an upper-triangular n × n matrix over the Boolean semiring. We can elect to interpret this matrix as an
adjacency representation of a ﬁnite directed acyclic graph on n nodes, where M[i, j ] = 1 iff there is an arc from node
i to node j. Under this interpretation, adding in the identity matrix and multiplying the result by itself until it reaches a
ﬁxed point, M∗, corresponds to computing the path accessibility relation in the graph. In the category of partial orders,
this amounts to computing the reﬂexive-transitive closure of a cover relation. For brevity, we can refer to M∗ as the
transitive closure of M.
In computational linguistics, this computation is necessary for computing the subtype relation in HPSG-type signa-
tures. By generalizing semirings to semi-lattices of more than two elements (1 and 0), we can similarly compute all of
the feature appropriateness conditions for deﬁning feature structure uniﬁcation from HPSG feature declarations [19].
Here, we left-multiply a t × f matrix of declarations by the transitive closure of this generalized subtyping matrix,
where t is the number of types in the grammar and f is the number of features.
Alternatively, let M be an upper-triangular n×n matrix over a non-commutative semiring in which the carrier is the
powerset of some ﬁnite set,N, and addition is set-union.We can interpret the elements ofN as the set of non-terminals of
a context-free grammar, the singleton element of the multiplicative identity as the “empty category,” i.e., the category
corresponding to the empty string, and multiplication as a powerset extension of the phrase-structure rules of that
grammar (Fig. 1). Then constructing M∗ corresponds to deriving an all-paths parse forest over an (n − 1)-word input
string:M∗[i, j ] = P ⊆ P(N) iff every non-terminal of P can be rewritten towi+1 . . . wj [13]. A similar generalization
for adjacency representations lets us compute path accessibility in labelled graphs, such as graphical lexical semantic
representations like WordNet [8].
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Fig. 1. All-paths chart parsing with a context-free grammar reduces to transitive closure (c) of an upper-triangular matrix over sets of non-terminals
(b) speciﬁed by the input (a). Unary phrase structure rules are interpreted as aliases and expanded out in the multiplication rules (e) that the phrase
structure rules (d) induce. The input is recognised because the uppermost rightmost set contains the distinguished symbol S.
In practical contexts, we expect all of these linguistic applications to begin with a matrix M that is very sparse, and
end with a matrix M∗ that is still fairly sparse—crucially, there exists a topological ordering of the n vertices implicit
in M’s graph-theoretic interpretation such that M can be rendered upper-triangular, resulting in a worst-case (n2 +n)/2
non-zero elements.
This paper surveys several alternative data structures and algorithms for multiplying sparse upper-triangular matrices
over closed semirings, and evaluates their efﬁciency in computing transitive closures of matrices over the Boolean
semiring (i.e., AND/OR, not AND/XOR). In doing so, it seeks to make four speciﬁc contributions:
(1) Whereas most evaluations of network ﬂow (e.g., [5,15]) and lattice encoding algorithms (e.g., [2]) proceed from
randomly or artiﬁcially generated sparse graphs, the present evaluation uses actual large data-sets found in linguistic
applications. These data-sets are available free of charge from the author’s web-site as a reference collection for
future experimentation.
(2) A new representation for sparse matrices, called Zero-Counting by Quadrants (ZCQ) is presented that outperforms
all standard matrix multiplication methods on the aforementioned linguistic data-sets. This includes sparse repre-
sentations used in numerical analysis, such as the PCGPACK row-indexed storage method [3,20]. On artiﬁcially
generated data-sets that are more dense than what one ﬁnds in linguistic applications, ZCQ performs quite poorly,
however.
(3) The linguistic data-sets are so sparse, in fact, that successive applications of Dijkstra’s algorithm are shown to
outperform all of the conventional matrix multiplication methods in computing transitive closures, including ZCQ.
This method also performs quite poorly on the artiﬁcially generated dense data-sets.
(4) A better method of using Dijkstra’s algorithm for solving all-source shortest-path problems, called the Topological
Dijkstra algorithm, is presented which outperforms all of the above methods, including successive Dijkstra, on both
the linguistic data-sets and the artiﬁcially generated data-sets.
The present evaluation is limited, on the other hand, in that it has so far only been completed on Boolean semirings,
although all of the methods used here have natural extensions to any closed semiring. No consideration has been given
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Multiplication (·) of two n × n matrices, A and B, is deﬁned as
(A · B)ij =
n∑
k=1
Aik × Bkj .
This deﬁnition only requires notions of pointwise addition (
∑
) and pointwise multiplication (×). It is thus well-deﬁned
for both semirings, in which themultiplicative identity is idempotent (1+1 = 1), and true rings, in which every element
has an additive inverse. There is a Boolean semiring, in which addition is OR, as well as a Boolean ring, in which addition
is exclusive OR (XOR); in both cases, multiplication is AND. The complexity of multiplication with this method isO(n3),
but for transitive closure it must be iterated log n times, for a total complexity of O(n3 log n). In the Boolean case, the
expected running time comes closer to O(n2) when almost all of the elements of the result are 1 [1], but by deﬁnition
this is not the case for sparse matrices.
It is worth noting that sub-cubic matrix multiplication algorithms are generally ill-suited to the present task. Many,
including Strassen’s algorithm [22] and its successive reﬁnements (e.g., [6]), pay for their exponents in the form of larger
constant coefﬁcients that make them practical only for very dense matrices, even when they are designed to be useful
in lower dimensions [16]. In addition, most of them use subtraction, which means that they require additive inverses,
and therefore rings. An exception is the semiring-based reﬁnement of the Floyd–Warshall Algorithm (Section 2.2)
by Fredman [11], which computes transitive closures in O(n2.5), although the constants dominate there as well. The
Four Russians’ algorithm works on semirings directly, and has complexity O(n3/ log n), which means that transitive
closures can be computed with it in cubic time. It is also more co-operative with respect to dimension and density, but
not enough to be suitable for high dimension with low density.
2.2. Floyd–Warshall algorithm
Warshall [23] developed his well-known algorithm for transitive closure on the Boolean semiring. Warshall’s algo-
rithm is a dynamic programming method that avoids the outer log n loop of the naive method by observing that the
inner k of the naive method’s sum can be used to tabulate partial results
Akij = Ak−1ij + Ak−1ik × Ak−1kj .
Floyd [10] extended this to transitive closure on the tropical semiring, which computes the solution to the weighted
all-pairs-shortest-path problem. Neither of these pays any attention to sparseness.
2.3. Row-indexed sparse storage
Algorithms that do pay attention to sparseness are generally found in numerical computing circles. These appear to
have been designed exclusively for matrices over integer-or-real-valued rings, 1 and are generally not developed with
transitive closure speciﬁcally inmind, whichmeans that the outer log n loop is still necessary. The PCGPACK algorithm
[20] is a very common one that stores the non-zero entries of each row serially in two arrays: one with the column
number, and one with the entry itself (Fig. 2). In the case of Boolean matrices, only the column number is necessary.
This multiplication algorithm has a worst-case time complexity of O(n3), but because of its orientation towards rows,
the B matrix must be transposed before computing (A · B). When performing transitive closure iteratively, there is a
signiﬁcant cost attributable to this transposition.
1 The present author has yet to ﬁnd even one exception to this statement.
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(a)
(b)
Fig. 2. The row-indexed representation (b) of a matrix (a) as used in the PCGPACK algorithm, taken from Press et al. [20]. The ﬁrst n cells of sa
store the diagonal elements of the matrix, and the ﬁrst n cells of ija store the array index (in both ija and sa) of the ﬁrst non-zero off-diagonal
element of the corresponding row. Cells n + 2 i < ija[n+1] contain the values (sa) and column indices (ija) of the non-zero off-diagonal
elements themselves. sa[n+1] is not used.
Many semirings, including theBoolean semiring, can be embedded into a ring (Z, in the case of the Boolean semiring)
in which matrix multiplication preserves enough structure for an answer in the original semiring to be recovered. Lee
[18] tacitly relies on this in her more complexity-oriented discussion of Boolean matrix multiplication and parsing. In
principle, this would allow us to use a standard sparse matrix multiplication algorithm such as the PCGPACK algorithm
to perform multiplication in semirings.
2.4. Upper-triangular decomposition
In the speciﬁc case of transitive closure, there is a good reason not to do this in practice, even when the embedding












Not only does this reduction yield a transitive closure algorithm with the same worst-case complexity as the multi-
plication algorithm it uses (in the upper-right quadrant), but, with the judicious choice of n/2 as the dimension of
A, it reduces the number of basic operations by a constant 75%. ZCQ was speciﬁcally designed to avail itself of
this property.
3. Zero-counting by quadrants (ZCQ)




0, i = 1,
dn/2(i) + 1, 1 < in/2,
dn/2(i − n/2) + 1, i > n/2.




n, d = 0 (thus i = 1),
qd−1n/2(i), d > 0, in/2,
qd−1n/2(i − n/2), d > 0, i > n/2.
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We will use these functions to recursively divide a matrix evenly into quadrants. One way of looking at them is as
measures deﬁned on a balanced binary tree with n leaves. Given the ith leaf from the left, there will be some subtrees
for which i is the leftmost leaf. In that case, dn(i) is the least depth of such a subtree, and qdn (i) is the total number of
leaves that such a subtree at depth d has.
Given a matrix M, we shall say that a submatrix is rooted at M[i, j ] iff [i, j ] is its leftmost, uppermost coordinate
in M.
Given i, j,m and n such that 1 im, and 1jn, let v〈m,n〉(i, j) = max (dm(i), dn(j)). When we divide anm×n
matrix M evenly into quadrants, then the largest quadrant rooted atM[i, j ] will be qv〈m,n〉(i,j)m (i)×qv〈m,n〉(i,j)n (j) in size.
It can be proven that if m and n differ by no more than 1, then these two dimensions will differ by no more than 1.
Now, given a matrixM over the Boolean semiring, there is a unique matrixZ(M) over the non-negative integers such
that the value of Z(M)[i, j ] is the dimension of the largest quadrant of zeros rooted at M[i, j ] in the largest quadrant
rooted at M[i, j ]. If this largest zero-quadrant is not square, then we use the larger of its dimensions as the value. As a




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ , Z(M) =
⎛
⎜⎜⎝
0 1 2 1
1 0 1 1
2 1 0 1
1 1 1 0
⎞
⎟⎟⎠ .
Note that the 1’s in M are replaced by 0’s in Z(M)—there are no zero-quadrants rooted at those coordinates. Also
notice that many values of Z(M) can be inferred from other values. The fact that Z(M)[1, 3] is 2, for example, tells
us that Z(M)[1, 4], Z(M)[2, 3], and Z(M)[2, 4] must be 1, and vice versa. It is perhaps useful to conventionally write




0 1 2 −
1 0 − −
2 − 0 1
− − 1 0
⎞
⎟⎟⎠ .
This convention accentuates the sparseness of the original matrix M.
3.1. Transitive closure with ZCQ
To transitively close a matrix in its ZCQ-representation, we ﬁrst recurse on its diagonal quadrants, as suggested by
(*), to obtain A∗ and C∗. We then compute A∗ ·B ·C∗ with two matrix multiplications. Matrix multiplication in ZCQ










AE + BG AF + BH
CE + DG CF + DH
)
.
Summation in ZCQ is given by the pointwise min operation, regardless of the underlying algebra. In addition to
the size-one base cases, an efﬁcient implementation of ZCQ would include in both summation and multiplication
a sparse case, in which the value of Z(M) is checked ﬁrst against the dimensions of the submatrices being multi-
plied. With the sparse case having failed, the base case of multiplication thus always returns 0 (indicating a non-zero
element).
3.2. Three-way aggregation
There is, in fact, a three-way aggregation for computingA∗·B·C∗, using two recursive functions, given inFigs. 3 and4.
These functions decompose their arguments by quadrant, as does ZCQ. Upper-triangularity is again assumed. in/4 has
a worst-case complexity of O(nlog 10) because of the number of recursive calls in its deﬁnition. One might expect that
sparseness would favour this aggregation, since even a single zero argument produces a zero result. Experimentally, this
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Fig. 3. out(A,B,C): computes B := A∗ · B · C∗.
Fig. 4. R := in(A,B,C,R0): computes R := AB∗C + R0.
has proven not to be the case: this method is over 1000 times slower than performing the left and right multiplications
of A∗BC∗ separately, as described earlier, even with small values of n. It also consumes more memory, although total
memory consumption by the temporary buffer, temp, in computing the closure of an n × n matrix is bounded above
by 13n(2n + 5). It is possible that there is a better representation than ZCQ which would improve on the standard
quadrant-based recursion with a three-way aggregation.
4. Adaptations of Dijkstra’s algorithm
Dijkstra’s algorithm [7], which computes the solution to the single-source-shortest-path problem, can also be used to
compute the solution to the all-pairs-shortest-path problem simply by applying it successively to all possible sources.
Intuitively, a single round of Dijkstra’s algorithm completes a single row of the resulting matrix, M∗. Johnson’s [14]
algorithm for computing all-pairs-shortest-paths on sparse graphs reduces to this idea when there are no negative weight
cycles.
Because our cover relations are anti-symmetric, the elements can be topologically ordered, and for this case a
linear-time variant of Dijkstra’s algorithm exists [17]:
Linear-Dijkstra(M, s): transitively close row s of matrix M
(1) Topologically sort the rows of M (M becomes upper-triangular)
(2) For all 1 in, ds(i) := 0
(3) ds(s) := 1
(4) For all i in topological order beginning at s:
(5) For all j such that M[i, j ] 
= 0:
(5) ds(j) += ds(i) × M[i, j ]
In the case of the Boolean semiring, selection of [i, j ] pairs can proceed depth-ﬁrst, no element needs to be visited
more than once, and so d can be used simultaneously to tabulate which elements have already been considered as an i.
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This is the version employed for each of n sources in n × Dijkstra in the evaluation below. Topological orders have
also been used to make heuristic reﬁnements to the Bellman–Ford algorithm (e.g., [12]). Where acyclicity cannot be
established, this is often locally approximated by a heuristic known as “parent-checking” [5].
4.1. Topological Dijkstra algorithm
In the case of all-pairs-shortest path problems, this same topological order can also be used to select the order in
which rows are relaxed. If M[i, j ] = 1, and i < j , then dj already records all possible relaxations that could occur as
a result of j and its descendants. This row, and all similar js, only need to be summed (OR-ed, in the Boolean semiring)
with di .
The problem with this approach is that, with sparse matrices, summing entire rows involves summing far too many
zero elements. Here again, however, the topological order comes to the rescue. If the topological order is built using a
depth-ﬁrst traversal, then children (more speciﬁc elements or subtypes, in the case of partial orders), generally acquire
indices in very close proximity to their parents (more general elements). The exception to this is when an element
is join-reducible, i.e., has more than one parent. The Topological Dijkstra algorithm assumes that join-reducibility is
indeed the exception to the rule, and simply records for every row a bound, b, which is the (topologically) greatest non-
zero column in that row. Rows must only then be summed from the row number (since the matrix is upper-triangular)
out to that bound:
Topological-Dijkstra (M): transitively close matrix M
(1) Topologically sort the rows of M (M becomes upper-triangular)
(2) For all 1sn in reverse topological order:
(3) For all 1 in, ds(i) := 0
(4) ds(s) := 1, b(s) := s
(5) For all i in topological order beginning at s:
(6) For all sjb(i):
(7) ds(j) += ds(i) × di(j)
(8) b(s) := max (b(s), b(i)).
5. Evaluation
Table 1 presents the times obtained by using all of the above algorithms to transitively close the cover relations
speciﬁed by the following data-sets:
• ALE: a relatively small but standard HPSG grammar distributed with the Attribute Logic Engine [4] with 132 types.
Very little join-reducibility.
• JFC: a partial order obtained from the subclass and interface implementation relationships of the Foundation Classes
in Java 2 Platform Standard Edition, v. 1.4.2. 443 interfaces extend more than one other interface. By juxtaposing
subclass and implementation links, a further 894 elements become join-reducible.
• ERG: the English Resource Grammar [9], a large HPSG grammar with 4305 types, 1439 of which are join-reducible.
• Baby-ERG: a pre-release version of the ERG made available to the author in late 1999 with 2762 types, 1615 of
which are join-reducible.
• GALEN: a 12,791-concept medical ontology from the OpenGalen project [21].
• WNvb: the hyponymy relationships among the 13,286 verbs of WordNet 2.0 [8].
• WNn: the hyponymy relationships among the noun concepts (synsets) of WordNet 2.0 that are reachable from the
most general concept with a path of length  or less.
In addition, three artiﬁcial data-sets were also used:
• T100: a total order of 100 elements (already transitively closed).
• T1000: a total order of 1000 elements (already transitively closed).
• T10K: a total order of 10,000 elements (already transitively closed).
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Table 1
Performance using RAM and swap memory
ALE Baby-ERG JFC ERG GALEN WNvb WNn5 WNn6 T100 T1000 T10K
# Types 132 2762 2996 4305 12 791 13 286 13 375 26 733 101 1001 10,001
Input Links 279 7961 7559 11 720 25 684 26 602 26 838 53 732 5151 501 501 50 015 001
T.C. Links 453 63 680 14 297 77 005 83 481 52 019 58 199 124 261 5151 501 501 50 015 001
Naive 280 3324 s 3406 s 3960 s Huge Huge Huge Huge 120 171 s Huge
Naive∗ 10 271 s 287 s 865 s 4009 s 3420 s 3670 s Nomem 7 10 823 3278 s
Warshall 3 108 s 199 s 481 s 1676 s 1882 s 1397 s 1406 s 3 3897 1481 s
ZCQ 10 15 456 1811 22 527 18 992 3847 6971 Nomem 382 309 s 73 450 s
PCGPACK < 1 1353 1207 3127 12 660 23 090 18 193 Nomem < 1 73 9820
ZCQ∗ 3 437 71 488 401 180 156 Nomem 50 31 550 37 275 s
n × Dijkstra < 1 13 < 1 23 57 23 23 60 < 1 6457 3790 s
T-Dijkstra < 1 < 1 < 1 < 1 3 10 10 17 < 1 20 1190
Times are in milliseconds unless marked as seconds. Asterisked rows use the upper-triangular decomposition of (*). Cells with ‘nomem’ failed to
run because more than 2GB of memory were required. Cells marked with ‘huge’ required more than 24 h of CPU time. Input links include reﬂexive
closure (diagonal entries). T.C. links are the number of non-zero entries in the transitive closure.
Each artiﬁcial data-set has a 1 in every upper-diagonal element, and has a transitive closure equal to itself. This is the
worst case among anti-symmetric cover relations of a given dimension in terms of density.
Times are given in milliseconds, and were measured as an average of three runs on a Dell dual-Xeon 2.4GHz server
with 4GB RAM, 8GB of swap memory, and 2GB of RAM addressable to a single process. The measurements shown
include only the transitive closures—not reading the cover relations from disk or other initialization tasks. The two
asterisked methods were obtained by using naive matrix multiplication and ZCQ, respectively, in combination with the
reduction given in (*) above. All implementations are those of the present author, and were written in C.
Large zero subquadrants are crucial to the efﬁcient performance ofZCQ∗.Without the step inwhich zero subquadrants
are re-combined to form larger zero quadrants, ZCQ∗ is roughly as fast as the PCGPACK algorithm. In their lattice-
theoretic interpretation, large zero quadrants of size n × n occur off-diagonally as representatives of anti-chains of
n elements. Large n × n quadrants consisting only of non-zero elements correspond to a number of other structures,
ranging from the generalised crown Sn, in which case the matrix has zeros in its remaining positions, to a chain of
length 2n, in which case the quadrant would be contained in a 2n × 2n triangle of exclusively non-zero elements. The
ERG contains several generalised crowns, and its largest chain is of length 21, which is larger than any of the chains
in the larger linguistic data-sets. This explains why ERG is the slowest of the linguistic data-sets for ZCQ∗.
As for the methods based on Dijkstra’s algorithm, successive applications of Dijkstra’s algorithm are sensitive
primarily to the number of joins, and to large branching factors, particularly among very general concepts in the
resulting partial orders. Baby-ERG is worse than JFC in both of these respects, for example. The Topological Dijkstra
algorithm scales up better than successive Dijkstra, particularly on the artiﬁcial data-sets. On the artiﬁcial data-sets, the
bound it tabulates on the maximal non-zero column is of no use, but these have sufﬁciently many non-zero elements
that the tabulation during its topological order traversal more than compensates. Both methods also consume less
memory—of the others, only Warshall’s algorithm (and the naive algorithm, if one has an abundance of spare time)
can cope with WNn6, for example. This excludes PCGPACK as well, which is disappointing because it means that its
data structures will have snapped out to disk before their sparse representation could provide the locality of reference
that might, in the limit, have overtaken some of the other methods. None of the methods can cope with WNn7. 2
Table 2 continues with implementations of the two Dijkstra variants using the Berkeley DB library, version 4.1.25,
in btree mode with its default cache size. This allows us to store the matrices on disk. While Berkeley DB reimple-
mentations of the other methods have not yet been undertaken, it is very unlikely, given the performance of the Dijkstra
2 It may be possible to use some knowledge about the idiosyncrasies of particular classes of matrices to determine better heuristics for memory
allocation than has been attempted here. In these implementations, memory is allocated in advance to accommodate the largest upper-triangular
matrix of the dimension of the input.
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Table 2
Performance using Berkeley DB 4.1.25 btrees. Times are in milliseconds
WNn7 WNn8 WNn9 WNn10 WNn11 WNnoun WN
# Types 38 801 52 183 63 416 71 008 75 068 79 690 92 975
Input Links 78 127 105 373 128 386 143 908 152 180 161 556 188 157
T.C. Links 188 318 262 141 334 360 372 738 401 907 420 981 481 229
n × Dijkstra 73 60 190 180 200 150 170
T-Dijkstra 30 10 20 40 60 30 100
variants on these larger data-sets, that any of the other methods would outperform them.WordNet is the largest publicly
available linguistic data-set of which the author is aware.
6. Conclusion
It is possible that, in algebras other than the Boolean semiring, the costs associated with integer or real multiplication
and addition may change the relative performance of the methods evaluated here. Numerical stability is also an
important consideration that may cause us to prefer an otherwise slower method. There are almost certainly more
efﬁcient memory management strategies for this particular task than Berkeley DB btrees as well. These remain topics
for further investigation.
Insofar as the present experiments can be taken as representative of linguistic application, however, the Topological
Dijkstra algorithm combines an ability to exploit the high degree of sparseness that one often ﬁnds in this domain with
a robustness in the face of potential density to appear as the clear favourite among the methods tested. Relative to the
potential for improvements in both asymptotic worst-case upper-bounds and future adaptation for denser matrices over
semirings, ZCQ∗ and its alternative aggregations also merit further consideration. In particular, it would seem rather
fortuitous if decomposing matrices into roughly square quadrants would emerge as the optimal choice of shape into
which they could be cut. It may very well be that there is some degree of ﬂexibility in this decision that would allow us
to tailor the decomposition of a matrix over semirings according to some prior knowledge of the domain from which
its interpretation arises.
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