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In the theory of inﬁnite dimensional dynamical systems, one problem that has received a lot of
attention in the last few decades is the description of the geometric structure of their associated
invariant sets. Any characterization of the structures inside an invariant set of a given dynamical
system helps to describe the asymptotic behavior (possibly chaotic) of the modeled phenomena under
study. A large literature related to this problem has been developed in the ﬁnite dimensional case
whereas very little is known about the structure of attractors in inﬁnite dimensional spaces. Only in
very particular examples (see [2,13,21,25]) a detailed description of such structure is available. What
it is essentially known is that, if an autonomous dynamical system (nonlinear semigroup) with a
ﬁnite number of equilibria is gradient—it has an associated Lyapunov function—then its attractor can
be characterized as the union of the unstable sets of the equilibria. Moreover, if all equilibria are
hyperbolic, this structure remains unchanged under autonomous perturbation of the system.
Recently, in [6] (see also [26]), the authors consider non-autonomous perturbations of an (au-
tonomous) gradient nonlinear semigroup for which all equilibria are hyperbolic. In both articles the
authors have started from the proof that the hyperbolic equilibria under perturbation give rise to the
same number of hyperbolic global solutions for the perturbed problem, proving that the perturbed
attractor “contains” the same structures as the limiting one. Then, using the properties of the Lya-
punov function (backwards and forwards convergence to equilibria and non-existence of homoclinic
structures) for the limiting problem they prove that the perturbed attractor does not contain anything
else.
In this paper, using the dynamical properties of a gradient semigroup and without using a Lya-
punov function, we introduce a class that we call gradient-like nonlinear semigroups. This new class
strictly includes the class of gradient nonlinear semigroups. The class of gradient-like nonlinear semi-
groups has a natural extension that includes nonlinear semigroups which may have periodic orbits
while maintaining some interesting features of the gradient structure. In addition, this concept can
also be extended to non-autonomous evolution processes.
These gradient-like nonlinear semigroups are shown to be stable under perturbation (autonomous
or non-autonomous). That is, without talking about hyperbolicity (but assuming the continuity of the
targeted global solutions) we prove that the attractor of a gradient-like nonlinear semigroup under
perturbation (autonomous or not) maintains its characterization.
In the autonomous case, the attractor of a gradient-like nonlinear semigroup has a Morse decom-
position (see [11,18,24]), so that we are showing that Morse decompositions of attractors are, under
certain assumptions, stable under perturbations (autonomous or not). The concept of Morse decompo-
sition can be extended to evolution processes (non-autonomous dynamical systems) and if a nonlinear
semigroup has an attractor which has a Morse decomposition, a perturbation (autonomous or not) of
this nonlinear semigroup also has a pullback attractor with a Morse decomposition.
In what follows we introduce some terminology to better explain the results in this paper. To avoid
being excessively technical in the introduction we will present the results in a simple context which
can be easily generalized to the more complex situations.
A one-parameter family of continuous operators {S(t): t  0} from a Banach space Z into itself
is called a semigroup if S(0) = I , S(t)S(s) = S(t + s), t, s  0 and [0,∞) × Z  (t, z0) → S(t)z0 ∈ Z
is continuous. A set A ⊂ Z is invariant under the semigroup {S(t): t  0} if S(t)A = A for all t  0.
A set B ⊂ Z attracts a set C ⊂ Z under the semigroup {S(t): t  0} if
dist
(
S(t)C, B
) := sup
c∈C
inf
b∈B
∥∥S(t)c − b∥∥Z t→∞−→ 0.
A compact set A ⊆ Z is a global attractor for {S(t): t  0} if it is invariant and attracts bounded
subsets of Z under {S(t): t  0}. A continuous function z : R → Z is called a global solution for the
nonlinear semigroup {S(t): t  0} if it satisﬁes
S(t)z(τ ) = z(t + τ ), for all τ ∈ R and t  0.
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set of equilibria for {S(t): t  0} is denoted by E . The unstable set of an equilibrium z∗ of {S(t): t  0}
is the set
W u(z∗) =
{
ζ ∈ Z: there is a global solution ξ : R → Z for the semigroup
{
S(t): t  0
}
which satisﬁes ξ(0) = ζ and lim
t→−∞dist
(
ξ(t), z∗
)= 0}.
The intersection of the unstable set with a neighborhood of z∗ in Z is called a local unstable set and
is denoted by W uloc(z
∗).
If A is a subset of a Banach space Z , its -neighborhood is given by O(A) =⋃a∈A B(a), where
B(a) = {z ∈ Z: ‖z − a‖ < } (we write O(a) for O({a}) = B(a)). We deﬁne (see [12,20])
Deﬁnition 1.1. Let {S(t): t  0} be a nonlinear semigroup with a global attractor A and a ﬁnite
set of equilibria E = {z∗1, . . . , z∗n}. If δ < δ0 := 12 min{‖z∗i − z∗j‖Z , 1  i < j  n}, ﬁx 0 ∈ (0, δ). For
z∗ ∈ E and  ∈ (0, 0), an -chain from z∗ to z∗ is a sequence {z∗1 , . . . , z∗k } ⊂ E , a sequence of real
numbers t1, σ1, . . . , tk, σk, with ti > σi , 1 i  k, k  n, and a sequence of vectors ui , 1 i  k, such
that ui ∈ O(z∗i ), S(σi)ui /∈ O0({z∗1 , . . . , z∗k }) and S(ti)ui ∈ O(z∗i+1 ), 1 i  k, with z∗ = z∗k+1 = z∗1 .
We say that z∗ ∈ E is chain recurrent if there is an 0 ∈ (0, δ) and -chain from z∗ to z∗ for each
 ∈ (0, 0).
Examples of -chains
Next we introduce three classes of semigroups which will be important to explain the purpose of
the results in this paper.
Deﬁnition 1.2. Let Z be a Banach space and {S(t): t  0} be a nonlinear semigroup in Z with a
global attractor A and a ﬁnite set of equilibria E = {z∗1, . . . , z∗n}. We say that a nonlinear semigroup{S(t): t  0} is gradient if there exists a continuous function V : Z → R such that
• t → V (S(t)z) : [0,∞) → R is non-increasing for each z ∈ Z .
• If z ∈ Z is such that there is a global solution ξ(·) : R → Z such that ξ(0) = z, and there exists a
t∗ ∈ R such that V (ξ(t)) = V (z) for all t  t∗ or for all t  t∗ , then z is a solution for {S(t): t  0}
(and so in fact V (ξ(t)) = V (z) for all t ∈ R).
The function V : Z → R is called a Lyapunov function for {S(t): t  0}.
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attractor A and a ﬁnite set of equilibria E = {z∗1, . . . , z∗n}. We say that {S(t): t  0} is a gradient-like
nonlinear semigroup if the following two hypotheses are satisﬁed:
(G1) Any global solution ξ : R → Z in A satisﬁes
lim
t→−∞dist
(
ξ(t), z∗i
)= 0 and lim
t→∞dist
(
ξ(t), z∗j
)= 0,
for some 1 i, j  n.
(G2) S = {z∗1, . . . , z∗n} does not contain any chain recurrent equilibrium point.
Let Z be a Banach space and {S(t): t  0} be a nonlinear semigroup in Z with a global attractor
A and a ﬁnite set of equilibria E = {z∗1, . . . , z∗n}. Clearly, if {S(t): t  0} is gradient, then {S(t): t  0}
is gradient-like.
Deﬁnition 1.4. Let Z be a Banach space and {S(t): t  0} be a nonlinear semigroup in Z with a global
attractor A and a ﬁnite set of equilibria E = {z∗1, . . . , z∗n}. We say that {S(t): t  0} is a semigroup with
a gradient-like attractor if
A =
n⋃
i=1
W u0
(
z∗i
)
. (1.1)
Let Z be a Banach space and {S(t): t  0} be a nonlinear semigroup in Z with a global attractor A
and a ﬁnite set of equilibria E = {z∗1, . . . , z∗n}. Clearly, if {S(t): t  0} is gradient-like, then {S(t): t  0}
is a semigroup with a gradient-like attractor.
In the simple context presented above, we are ready to present the ﬁrst versions of the main
results in the paper.
Theorem 1.5. Let Z be a Banach space and {Sη(t): t  0}, η ∈ [0,1], be a family of nonlinear semigroups in
Z which satisfy:
(a) For each η ∈ [0,1], {Sη(t): t  0} has a global attractor Aη and⋃η∈[0,1] Aη is compact.
(b) {S0(t): t  0} is a gradient-like nonlinear semigroup with stationary solutions E0 = {y∗1,0, . . . , y∗n,0}.
(c) {Sη(t): t  0} has a ﬁnite number of stationary solutions Eη = {y∗1,η, . . . , y∗n,η}, for all η ∈ [0,1], and
sup1in ‖y∗i,η − y∗i,0‖Z
η→0−→ 0.
(d) ‖Sη(t)u − S0(t)u‖Z η→0−→ 0 uniformly for t in compact subsets of [0,∞) and for u in compact subsets
of Z .
(e) There is a η¯ > 0 and neighborhoods V i of y∗i,0 such that y
∗
i,η is the maximal invariant set for Sη(t) in V i ,
for each i ∈ {i, . . . ,n} and for each 0< η η¯.
Then, there exists η0 > 0 such that, for all η ∈ [0, η0], the nonlinear semigroup {Sη(t): t  0} is gradient-like.
Remark 1.6. Note that a gradient nonlinear semigroup is also a gradient-like nonlinear semigroup.
Moreover, a perturbation of a gradient nonlinear semigroup, in general, is not a gradient nonlinear semigroup.
Theorem 1.5 proves that a gradient-like nonlinear semigroup {S(t): t  0} is stable under perturba-
tion. Since gradient nonlinear semigroups are also gradient-like nonlinear semigroups we have that
a perturbation of a gradient nonlinear semigroup is a gradient-like nonlinear semigroup. Section 5
in [6] gives examples of regular perturbations of gradient nonlinear semigroups which are nonlinear
semigroups with gradient-like attractors but are not gradient.
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On the other hand, observe that a gradient-like attractor is a global attractor with the structure
shown in (1.1). But, for instance, an attractor can exhibit this structure and for u0 ∈ Z its omega limit
is not just one of the stationary points z∗j (see Fig. 1, cf. [13]), so that (G1) does not hold.
Note that both (G1) and (G2) fail in the example of Fig. 1. A perturbation of a nonlinear semigroup
with a gradient-like attractor may have an attractor which is not gradient-like (e.g., contains a peri-
odic orbit) but behaves upper and lower semi-continuously (see Fig. 2). This shows that the class of
nonlinear semigroups with a gradient-like attractor is larger that the class of gradient-like nonlinear
semigroups.
From this reasoning, one can see that the concept of gradient-like nonlinear semigroup is inter-
mediate between the gradient nonlinear semigroup and the nonlinear semigroup with a gradient-like
attractor.
If one only assumes that {S0(t): t  0} has a gradient-like attractor A0, all its stationary solutions
are hyperbolic, {Sη(t): t  0} has an attractor Aη and some continuity properties of the semigroups,
it is shown (see for example [5] or [1]) that the attractors Aη of {Sη(t): t  0} behave continuously
as η → 0; that is,
distH (Aη,A0) → 0 as η → 0,
where distH (X, Y ) = max[dist(X, Y ),dist(Y , X)]. In fact this continuity result is proved by showing
that the attractors for the perturbed problem contain (possibly strictly) the union of the unstable
manifolds of the hyperbolic equilibria (see for example [5,7]), while the remaining part of the attractor
for the perturbed problem (if it exists) is small (this is what happens when the attractor in Fig. 2 is
seen as a perturbation of the attractor in Fig. 1).
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turbed problem is gradient (has a Lyapunov function), there is no ‘remainder,’ and the attractor has
the same structure as the autonomous attractor; that is
Aη =
n⋃
j=1
W u
(
z∗i,η
)
,
where the z∗i,η are the hyperbolic equilibria corresponding to the hyperbolic equilibria z
∗
j in the orig-
inal problem. It is also shown in [6] that every solution converges to one of the z∗i,η as t → ±∞.
The above remarks together with Theorem 1.5 generalize the results in [6] to the class of gradient-
like nonlinear semigroups. In fact, the concept of gradient-like semigroups is extended in Section 2
to what we call generalized gradient-like semigroups replacing the stationary solutions by isolated in-
variant sets. In this case, assuming the upper and lower semi-continuity of the isolated invariant sets,
a version of Theorem 1.5 will still hold (see Theorem 2.13).
In the example of Fig. 1 the isolated invariant sets would be (1) the closure of the homoclinic,
(2) the stable node and (3) the unstable focus. Likewise, in Fig. 2 the isolated invariant sets would
be (1) the closure of the orbit which is backwards asymptotic to the unstable saddle and forwards
asymptotic to the periodic orbit, (2) the stable node and (3) the unstable focus. In both cases, the
attractor is the union of unstable manifolds of the three isolated invariant sets and the global solutions
in the attractor are forwards and backwards asymptotic to one of these isolated invariant sets. In
this general setting, a continuity result for the structure of the attractors holds. Of course, the main
problem to apply this result is how to obtain the continuity of the isolated invariant sets.
That opens the possibility for considering perturbations of generalized gradient-like nonlinear
semigroups with periodic solutions. Indeed, for each 1m ∈ N, the problem
r˙ =
{
π−1(1− 12m+1 − r)3 sin π1−r , r < 1− 12m+1 ,
−(1− 12m+1 − r)2, r  1− 12m+1 ,
θ˙ = 1 (1.2)
has an attractor Am = {|r|  1 − 12m+1 }, which is the union of the unstable manifolds of Ξ∗j ,
1  j  2m + 1, where Ξ∗j is the 2π -periodic solution corresponding to r = 1 − 1j , 1  j  2m + 2.
These periodic solutions are normally hyperbolic solutions (if k is even, the orbit is unstable and if
k is odd, the orbit is stable). In this case, it is easy to see that the attractor Am is the union of the
unstable manifolds of the of periodic solutions {Ξ∗j : 1  j  2m + 1}. An extension of Theorem 1.5
proved in Section 2 implies that any small non-autonomous perturbation of the nonlinear semigroup
generated by (1.2) will lead to a generalized gradient-like evolution process and the perturbed attrac-
tor is characterized. Of course one must prove the continuity of the isolated invariant sets Ξ∗j under
perturbation. That is known to hold for normally hyperbolic global solutions (see [4]).
In Section 3 we show that the concept of gradient-like nonlinear semigroups can be extended in
a natural way to nonlinear evolution processes (not necessarily autonomous). We prove a continu-
ity result for the structure of pullback attractors for non-autonomous evolution processes which are
perturbations of gradient-like semigroups (see Theorem 3.9).
Let {Sη(t): t  0}, 0 η η0, be a family of gradient-like semigroups and suppose that there exist
c = c(B0) and L > 0 such that
∥∥Sη(t)u − Sη(t)v∥∥ ceLt‖u − v‖, for all u, v ∈ B0 ⊂ Z bounded. (1.3)
Under this additional assumption we show that
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Theorem 1.7. Let (1.3) and the assumptions of Theorem 1.5 be satisﬁed. Assume that there are γ ,M > 0 and,
for each 1 i  n, a neighborhood V i of z∗i such that
dist
(
Sη(t)u0,W
u
η
(
y∗i,η
))
 Me−γ t,
for each u0 ∈ Vi and as long as Sη(t)u0 ∈ Vi . Then, for any bounded set B ⊂ Z , there are constants c(B) > 0
and η¯ = η¯(B) ∈ (0, η0] such that
dist
(
Sη(t)u0,Aη
)
 c(B)e−γ t, for all u0 ∈ B, ∀η η¯. (1.4)
In the applications, usually it is also possible to chose η¯ independently of B by proving that a large
bounded set B0 has some uniform absorption property with respect to η.
This result is proved following the results in [2] (see also [26]) on regular attractors. In Section 3
we extend this result to pullback attractors of gradient-like non-autonomous evolution processes (see
Theorem 3.10).
This paper is organized as follows. In Section 2 we present the results for the autonomous case
emphasizing the generalization of previous known results. In Section 3 we extend the results to the
non-autonomous case. In Section 4 we write the consequences of the results of Section 3 for asymp-
totically autonomous evolution processes. Finally, Section 5 focuses on the comparison of the concept
of generalized gradient-like nonlinear semigroups with the concept of nonlinear semigroups with at-
tractors having a Morse decomposition and to point out several problems that remain open.
2. Gradient semigroups, gradient-like semigroups and semigroups with ‘gradient-like’ attractors
In this section we prove Theorems 1.5 and 1.7 and extend them to the case when the equilibrium
points are replaced by isolated invariant sets. Before we proceed with the analysis of the attractors of
gradient-like nonlinear semigroups under perturbation let us establish the equivalence between condi-
tion (G2) and the absence of homoclinic structures (see Fig. 3).
Deﬁnition 2.1. Let {S(t): t  0} be a nonlinear semigroup with a ﬁnite number of stationary solu-
tions E = {y∗1, . . . , y∗n} and assume that it has a global attractor A. A homoclinic structure in A is a
set {y∗1 , . . . , y∗k } ⊂ E and a set of global solutions {ξi :R → Z, 1  i  k} in A such that, making
y∗k+1 := y∗1 ,
lim
t→−∞ ξi(t) = y
∗
i
, lim
t→+∞ ξi(t) = y
∗
i+1 , 1 i  k.
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E = {y∗1, . . . , y∗n} and a global attractor A. If {S(t): t  0} satisﬁes (G1), then (G2) is satisﬁed if and only
if A does not have homoclinic structures.
Proof. If A has a homoclinic structure, all equilibria in it are chain recurrent. On the other hand, if
y∗ ∈ E is chain recurrent, there exist 0 < δ0, {y∗1 , . . . , y∗r+1 } ⊂ E and, for each N  k > 10 , points
yk1, . . . , y
k
r+1 and positive numbers tk1 > σ k1 , . . . , tkr > σ kr such that
∥∥yki − y∗i∥∥Z < 1k , dist
(
S
(
σ ki
)
yki ,E
)
> 0,
∥∥S(tki )yki − y∗i+1∥∥Z < 1k ,
1 i  r.
Choose 0< δ < 0 and choose τ ki > 0 such that ‖S(τ ki )yki − y∗i‖Z = δ and ‖S(t)yki − y∗i‖Z < δ, for
all 0 t < τ ki . Note that τ ki → +∞ as k → +∞. For t ∈ [−τ ki , tki − τ ki ] let ξki (t) = S(τ ki + t)yki .
Taking subsequences we deﬁne the global solutions ξi : R → Z by ξi(t) = limk→∞ ξki (t). Since each
ξi(t) must converge to an equilibrium solution as t → +∞ and as t → −∞ and since ξi(t) ∈ Bδ(y∗i )
for all t  0 we have that ξi(t) → y∗i as t → −∞. Also, there is a time σ ki > 0 such that ξki (t) ∈
Bδ(y∗i+1 ) for all t ∈ [σ ki , tki − τ ki ]. It is easy to see that the sequence {σ ki }∞k=1 is bounded and that
tki − τ ki − σ ki → +∞ as k → ∞. Consequently ξi(t) → y∗i+1 as t → +∞.
The set {y∗1 , . . . , y∗k } ⊂ E and the set of global solutions {ξi :R → Z, 1 i  k} are such that
lim
t→−∞ ξi(t) = y
∗
i
, lim
t→+∞ ξi(t) = y
∗
i+1 , 1 i  k,
with y∗k+1 := y∗1 . Hence A has a homoclinic structure. 
Recall that a nonlinear semigroup {S(t): t  0} in a Banach space Z is asymptotically compact
if, for any sequence {tn} in [0,∞) with tn n→∞−→ ∞ and bounded sequence {un} in Z , the sequence
{S(tn)un} has a convergent subsequence.
Lemma 2.3. Let {S(t): t  0} be an asymptotically compact semigroup, z∗ ∈ E be an isolated equilibrium and
ξ : R → Z be a global solution for {S(t): t  0}. Assume that U , V are open subsets of Z with U¯ ⊂ V and
such that z∗ ∈ U , {z∗} being the maximal invariant set contained in V . If there is a t0 ∈ R such that ξ(t) ∈ U
for all t  t0 (respectively, t  t0), then ξ(t)
t→∞−→ z∗ (respectively, ξ(t) t→−∞−→ z∗).
The proof of this result is a particular case of the proof of Lemma 2.12 and will be omitted.
We are now ready to prove that (G1) and (G2) are stable under perturbation, i.e. the concept of a
gradient-like nonlinear semigroup is robust under perturbation.
Proof of Theorem 1.5. Note y∗i,η → y∗i and that there is a δ0 > δ > 0 such that, for suitably small η,
if a solution ξη satisﬁes ‖ξη(t) − y∗i ‖Z  δ for all t  t0 and for some t0 > 0, then ξη(t) → y∗i,η as
t → ∞.
We argue by contradiction to prove that for all suitably small η, {Sη(t): t  0} satisﬁes (G1).
Assume that there is a sequence ηk
k→∞−→ 0 and corresponding global solutions ξk in Aηk such that
sup
tt0
dist
(
ξk(t),E
)
> δ, ∀t0 ∈ R. (2.1)
Since ξk(t) → ξ0(t) uniformly in compact subsets of R and since ξ0(t) t→∞−→ y∗i , for some 1 i  n,
we have that, given r ∈ N \ {0} there is a tr > 0 and kr ∈ N such that ‖ξk(tr) − y∗i ‖Z < 1r , for
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Taking subsequences, if necessary, let ξ1(t) = limr→∞ ξkr (t + t′r). Then, since t′r − tr → ∞ as r → ∞
and ‖ξ1(t)− y∗i ‖Z  δ for all t  0 it follows that ξ1(t) → y∗i as t → −∞. From (G1) and (G2) we also
have that ξ1(t) → y∗j as t → ∞ with i = j.
From the fact that ξkr → ξ1(t) uniformly in compact subsets of R we have that, for each m ∈ N,
there is a time tm > 0 and km ∈ N such that ‖ξk(tm)− y∗j‖Z < 1m for all k km . Again, from (2.1), there
exists t′m > tm such that ‖ξkm (t) − y∗j‖Z < δ for all t ∈ [tm, t′m) and ‖ξkm (t′m) − y∗j‖Z = δ. Proceeding
exactly as before we obtain a global solution ξ2 : R → Z such that ξ2(t) → y∗j as t → −∞ and
ξ2(t) → y∗p as t → ∞ with p /∈ {i, j}.
In a ﬁnite number of steps we arrive at a contradiction. This proves that there is an η0 > 0 such
that, for all global solution ξη in Aη with η η0, we have that
lim
t→∞
∥∥ξη(t) − y∗i,η∥∥= 0.
To prove that there is an η1 > 0 such that, for all global solution ξη in Aη with η  η1, we have
that
lim
t→−∞
∥∥ξη(t) − y∗j,η∥∥= 0,
we proceed exactly in the same manner. This completes the proof that, for all suitably small η,
{Sη(t): t  0} satisﬁes (G1).
Let us prove that, for all suitably small η, {Sη(t): t  0} satisﬁes (G2). Again we argue by contra-
diction. Assume that there is a sequence y∗1, . . . , y∗p+1 in E , a sequence ηk → 0, global solutions ξk,i
in Aηk , and times tk1, . . . , tkp such that
∥∥ξk,i(tki )− y∗i+1∥∥< 1k , 1 i  p, y∗1 = y∗p+1.
Proceeding as in the proof of (G1) we construct a homoclinic structure for {S0(t): t  0} and arrive
at a contradiction. 
As an immediate consequence of this theorem we obtain the following generalization of the char-
acterization result in [6] for autonomous perturbations of nonlinear semigroups.
Corollary 2.4. Under the assumptions of Theorem 1.5, there is an η0 > 0 such that
Aη =
n⋃
i=1
Wu
(
y∗i,η
)
, ∀η ∈ [0, η0].
Remark 2.5. We observe that, up to this point, we have not explicitly used the hyperbolicity of the
equilibria y∗i , 1  i  n. Hence the results may hold in some cases for which hyperbolicity fails. In
applications hyperbolicity of all equilibrium points for {S0(t): t  0} is used to prove conditions (c)
and (e).
We may replace the ﬁnite set of equilibria by a ﬁnite set of isolated invariant sets, changing ac-
cordingly the deﬁnition of gradient-like nonlinear semigroups and completely similar proofs.
Deﬁnition 2.6. We say that S = {Ξ∗1 , . . . ,Ξ∗n } is a family of isolated invariant sets if there exists
δ > 0 such that Oδ(Ξ∗i ) ∩ Oδ(Ξ∗j ) = ∅, 1  i < j  n, and Ξ∗i is the maximal invariant subset of
Oδ(Ξ∗i ) := {z ∈ Z: dist(z,Ξ∗i ) < δ}.
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of isolated invariant sets S = {Ξ∗1 , . . . ,Ξ∗n }. We deﬁne (see [12,20])
Deﬁnition 2.7. Let δ be as in Deﬁnition 2.6 and ﬁx 0 ∈ (0, δ). For Ξ∗ ∈ S and  ∈ (0, 0), an -chain
from Ξ∗ to Ξ∗ is a sequence {Ξ∗i , . . . ,Ξ∗k } ⊂ S , a sequence of real numbers t1, σ1, . . . , tk, σk, with
ti > σi , 1  i  k, k  n, and a sequence of vectors ui , 1  i  k, such that ui ∈ O(Ξ∗i ), S(σi)ui /∈
O0(
⋃k
i=1(Ξ∗i )) and S(ti)ui ∈ O(Ξ∗i+1 ), 1  i  k, with Ξ∗ = Ξ∗k+1 = Ξ∗1 . We say that Ξ∗ ∈ S is
chain recurrent if there are an 0 ∈ (0, δ) and -chain from Ξ∗ to Ξ∗ for each  ∈ (0, 0).
Deﬁnition 2.8. Let Z be a Banach space and {S(t): t  0} be a nonlinear semigroup in Z . Let A be
the global attractor for {S(t): t  0}. We say that {S(t): t  0} is a generalized gradient-like nonlinear
semigroup if the following two hypotheses are satisﬁed:
(GG1) There is a ﬁnite family S = {Ξ∗i : 1 i  n} of isolated invariant sets in A (i.e., S(t)Ξ∗i = Ξ∗i ,
for all 1 i  n) with the property that any global solution ξ : R → Z in A satisﬁes
lim
t→−∞dist
(
ξ(t),Ξ∗i
)= 0 and lim
t→∞dist
(
ξ(t),Ξ∗j
)= 0,
for some 1 i, j  n.
(GG2) S = {Ξ∗1 , . . . ,Ξ∗n } does not contain any chain recurrent isolated invariant set.
Deﬁnition 2.9. Let {S(t): t  τ ∈ R} be a nonlinear semigroup with a ﬁnite number of isolated invari-
ant sets S = {Ξ∗1 , . . . ,Ξ∗n } and assume that it has a global attractor A. A homoclinic structure in A is
a set {Ξ∗1 , . . . ,Ξ∗k } ⊂ S and a set of global solutions {ξi :R → Z, 1 i  k} in A such that, making
Ξ∗k+1 := Ξ∗1 ,
lim
t→−∞dist
(
ξi(t),Ξ
∗
i
)= 0, lim
t→+∞dist
(
ξi(t),Ξ
∗
i+1
)= 0, 1 i  k.
The proof of the following lemma is similar to the proof of Lemma 2.2.
Lemma 2.10. Let {S(t): t  τ ∈ R} be a generalized gradient-like nonlinear semigroup. Then the attractor A
for {S(t): t  0} does not contain any homoclinic structures.
As before we introduce the deﬁnition of unstable manifolds.
Deﬁnition 2.11. Let {S(t): t  0} be a nonlinear semigroup. The unstable manifold of an isolated
invariant set Ξ∗ is given by
W u(Ξ∗) =
{
ζ ∈ Z: there is a global solution ξ : R → Z
such that ξ(0) = ζ and lim
t→−∞dist
(
ξ(t),Ξ∗
)= 0}.
The intersection of the unstable manifold with a neighborhood of Ξ∗ in Z is called a local unstable
manifold and is denoted by W uloc(Ξ
∗).
The following result generalizes Lemma 2.3 to the case of isolated invariant sets instead of an
isolated equilibrium.
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and ξ : R → Z be a global solution for {S(t): t  0}. Assume that U , V are open subsets of Z with U¯ ⊂ V and
such that Γ ⊂ U , Γ being the maximal invariant set contained in V . If there is a t0 ∈ R such that if ξ(t) ∈ U
for all t  t0 (respectively, t  t0), then ξ(t)
t→∞−→ Γ (respectively, ξ(t) t→−∞−→ Γ ).
Proof. Let us prove the case ξ(t) ∈ U for all t  t0. The other case is completely similar. We argue by
contradiction assuming that
limsup
t→∞
dist
(
ξ(t),Γ
)
> 0.
Then, there exists  > 0 and a sequence tn → ∞ such that dist(ξ(tn),Γ )   . From the asymptotic
compactness of the semigroup, this sequence has a convergent subsequence (which we denote the
same). If y = limn→∞ ξ(tn), then dist(y,Γ )   and y belongs to the set ω-limit set of x0 = ξ(0).
If we denote by ω(x0) the ω-limit of x0 we have that y ∈ ω(x0) ⊂ U¯ and ω(x0) is invariant un-
der {S(t): t  0}. That contradicts the assumption that Γ is the maximal invariant subset of V and
concludes the proof. 
The proof of the following result is completely analogous to the proof of Theorem 1.5.
Theorem 2.13. Let Z be a Banach space, η be a parameter in [0,1] and {Sη(t): t  0} be a nonlinear semi-
group in Z with a global attractor Aη , η ∈ [0,1]. Assume that:
(a)
⋃
η∈[0,1] Aη is compact.
(b) {S0(t): t  0} is a generalized gradient-like nonlinear semigroup with ﬁnitely many isolated invariant
sets S0 = {Ξ∗1,0, . . . ,Ξ∗n,0}.
(c) Aη has a ﬁnite number of isolated invariant sets Sη = {Ξ∗1,η, . . . ,Ξ∗n,η}, η ∈ [0,1], which behave upper
and lower semi-continuously as η → 0 (sup1in[dist(Ξ∗i,η,Ξ∗i,0) + dist(Ξ∗i,0,Ξ∗i,η)]
η→0−→ 0).
(d) ‖Sη(t)u − S0(t)u‖Z η→0−→ 0 uniformly for t in compact subsets of [0,∞) and for u in compact subsets
of Z .
(e) There is a η¯ > 0 and neighborhoods V i ofΞ∗i,0 such thatΞ
∗
i,η is the maximal invariant set for Sη(t)u in V i ,
for each i ∈ {i, . . . ,n} and for each 0< η η¯.
Then there exists η0 > 0 such that, for all η  η0, {Sη(t): t  0} is a generalized gradient-like nonlinear
semigroup. Consequently, there exists η0 > 0 such that
Aη =
n⋃
i=1
Wu
(
Ξ∗i,η
)
, ∀η ∈ [0, η0].
Next we show, following [2] (see also [26]), that the global attractor of a gradient-like nonlinear
semigroup is also an exponential attracting set. This proof will be extended in Section 3 to pullback
attractors of gradient-like non-autonomous evolution processes.
To prove Theorem 1.7 we need the following important lemmas (which generalize those of [16] in
the case S(t) is a gradient system):
Lemma 2.14. Let {S(t): t  0} be a gradient-like nonlinear semigroup with ﬁnitely many stationary solutions
E = {y∗1, . . . , y∗n} and a global attractor A. Given δ < δ0 and B ⊂ Z bounded, there is a T = T (δ, B) > 0 such
that {S(t)u0: 0 t  T } ∩⋃ni=1 Bδ(y∗i ) = ∅ for all u0 ∈ B.
Proof. We argue by contradiction. Assume that there is a sequence uk in B and a sequence of positive
numbers tk (with tk
k→∞−→ ∞) such that {S(t)uk: 0 t  tk}∩⋃ni=1 Bδ(y∗i ) = ∅. Extracting subsequences
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subsets of R. Clearly ξ(t) ∈ A, for all t ∈ R and ξ(t) /∈ ⋃ni=1 Bδ(y∗i ) for all t ∈ R which contradicts
(G1). 
Lemma 2.15. Let {S(t): t  0} be a gradient-like nonlinear semigroup with a ﬁnite number of stationary
solutions E = {y∗1, . . . , y∗n} which has a global attractor A. Given 0< δ < δ0 , there is a δ′ > 0 such that, if for
some 1 i  n, ‖u0 − y∗i ‖Z < δ′ and, for some t1 > 0, ‖S(t1)u0 − y∗i ‖Z  δ, then ‖S(t)u0 − y∗i ‖Z > δ′ for
all t  t1 .
Proof. Assume that, for some 1  i  n, there is a sequence uk in Z with ‖uk − z∗i ‖Z < 1k and se-
quences tk < τk of positive numbers such that ‖S(tk)uk − z∗i ‖Z  δ and ‖S(τk)uk − z∗i ‖Z < 1k . This
contradicts (G2). 
It is not diﬃcult to see that, under the assumptions of Theorem 1.5, the time T in Lemma 2.14 and
δ′ in Lemma 2.15 can be chosen independently of η for all suitably small η. With this, it is suﬃcient
to prove Theorem 1.7 for a ﬁxed semigroup {S(t): t  0}.
Proof of Theorem 1.7. To prove (1.4) we ﬁrst choose δ < δ0 such that Bδ(y∗i ) ⊂ Vi . From Lemma 2.15,
for all suitably small δ, there exists δ′ = δ′(δ) < δ such that, if u0 ∈ Bδ′(y∗i ) and for some t1 > 0
S(t1)u0 /∈ Bδ
(
y∗i
)
,
then
S(t)u0 /∈ Bδ′
(
y∗i
)
, for all t  t1.
Now, let B be a bounded subset of Z and B0 be a closed ball centered at z = 0 that contains B
and
⋃
z∈A Bδ(z). From Lemma 2.14, there exists T = T (δ′, B0) such that, for all u0 ∈ B0
S(t)u0 ∈ Oδ′ =
n⋃
i=1
Bδ′
(
y∗i
)
, for some t  T .
Thus, given u0 ∈ B0, there are sequences {ti−}pi=0 and {ti+}pi=0, p  n and {y∗i }pi=0 such that
t0−  T , ti− − ti−1+  T , 1 i  p, t p+ = +∞,
for which S(t)u0 ∈ Oδ(y∗i ), for all t ∈ [ti−, ti+] and i ∈ {0,1, . . . , p}. Then,
dist
(
S(t)u0,A
)
 c0(B0)e−γ t, for all t ∈
[
ti−, ti+
]
.
On the other hand, for t ∈ [ti−1+ , ti−], t = s + ti−1+ , for some s T , and using (1.3) we have that
dist
(
S(t)u0,A
)= dist(S(s + ti−1+ )u0,A)= dist(S(s)S(ti−1+ )u0, S(s)A)
 c1(B0)ekT dist
(
S
(
ti−1+
)
u0,A
)
 c1(B0)ekT c0(B0)e−γ t
i−1+ = c(B0)e−γ t . 
We close this section with a result on exponential attraction for generalized gradient-like nonlinear
semigroups. The main difference here is that the conditions under which the exponential attraction of
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sets are equilibria, this condition is hyperbolicity of each of them. When the isolated invariant sets
are normally hyperbolic invariant manifolds there are results indicating that the hypotheses of the
theorem below will be satisﬁed and this will be explored in a future work where more applications
to differential equations will be considered.
Theorem 2.16. Let the assumptions of Theorem 2.13 and (1.3) be satisﬁed. Assume that there is a γ > 0 and,
for each 1 i  n, a neighborhood V i of Ξ∗i,0 such that
dist
(
Sη(t)u0,W
u
η
(
Ξ∗i,η
))
 Me−γ t,
for each u0 ∈ Vi and as long as Sη(t)u0 ∈ Vi . Then, for bounded set B ⊂ Z , there are constants c(B) > 0 and
η¯ = η¯(B) such that
dist
(
Sη(t)u0,Aη
)
 c(B)e−γ t, for all u0 ∈ B, ∀η η¯. (2.2)
The proof of this result is identical to the proof of Theorem 1.7 using the following generalizations
of Lemmas 2.14 and 2.15.
Lemma 2.17. Let the assumptions of Theorem 2.13 be satisﬁed. Given δ < δ0 and B ⊂ Z bounded, there is
a T = T (δ, B) > 0 such that {Sη(t)u0: 0  t  T } ∩ ⋃ni=1 Oδ(Ξ∗i ) = ∅ for all u0 ∈ B and for all suitably
small η.
Lemma 2.18. Let the assumptions of Theorem 2.13 be satisﬁed. Given 0 < δ < δ0 , there is a δ′ > 0
such that, if for some 1  i  n, dist(u0,Ξ∗i ) < δ′ and, for some t1 > 0, dist(Sη(t1)u0,Ξ∗i )  δ, then
dist(Sη(t)u0,Ξ∗i ) > δ
′ for all t  t1 and for all suitably small η.
3. Non-autonomous gradient-like dynamical systems
The deﬁnition of a gradient-like nonlinear semigroup given in Section 2 can be extended to an
evolution process. In this section we prove that all properties observed for gradient-like nonlinear
semigroups can be extended also to those gradient-like evolution processes which are small non-
autonomous perturbations of gradient-like semigroups.
A nonlinear evolution process is a two-parameter family {S(t, τ ): t  τ ∈ R} of continuous oper-
ators from Z into itself such that
(1) S(τ , τ ) = I,
(2) S(t, σ )S(σ , τ ) = S(t, τ ), for each t  σ  τ , and
(3) (t, τ ) → S(t, τ )z0 is continuous for t  τ , z0 ∈ Z.
A continuous function z : R → Z is called a global solution for the evolution process {S(t, τ ): t  τ }
if it satisﬁes
S(t, τ )z(τ ) = z(t), for all t  τ ∈ R.
A nonlinear semigroup (or autonomous evolution process) is a family {S(t): t  0} with the property
that {S(t, τ ) = S(t − τ ): t  τ ∈ R} is an evolution process.
Recall that, for a semigroup {S(t): t  0} a set A is said to be invariant if S(t)A = A for all t  0.
Since any ﬁxed set A will not, in general, be invariant in the above sense for a non-autonomous
process, it is natural to deﬁne invariance in this context as follows:
• A family {A(t) ⊂ Z: t ∈ [σ ,∞)} is invariant under S(·,·) if S(t, τ )A(τ ) = A(t) for all t  τ  σ .
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orbits (see [25]),
A = {z: there is a bounded global solution through z}. (3.1)
In the non-autonomous case, the ‘attractor’ which coincides with the union of all globally-deﬁned
bounded solutions; that is,
{A(t): t ∈ R}= {ξ(t): ξ(·) : R → Z is bounded and S(t, τ )ξ(τ ) = ξ(t)} (3.2)
is the pullback attractor (see [9,10,15,23]).
Deﬁnition 3.1. A family of compact sets {A(t) ⊂ Z: t ∈ R}, with ⋃t∈R A(t) compact, is a pullback
attractor for {S(t, τ ): t  τ ∈ R} if it is invariant and attracts all bounded subsets of Z ‘in the pullback
sense,’ i.e.
lim
τ→−∞dist
(
S(t, τ )B,A(t))= 0, ∀t ∈ R.
For autonomous problems, it is clear that the concept of a pullback attractor coincides with the
standard deﬁnition of attractor, while the characterization in (3.2) shows that this notion is in some
sense a ‘natural’ generalization (see [6] for a discussion). However, the pullback attractor will not nec-
essarily enjoy any kind of forwards attraction. Except in speciﬁc situations, the pullback behavior and
the forwards behavior will not be related (see Theorems 4.1 and 4.2, and [8,17,22] for other speciﬁc
cases). On the other hand, the hypothesis of
⋃
t∈R A(t) compact is not standard in the pullback at-
tractor theory, although is natural in our case of small non-autonomous perturbations of nonlinear
semigroups, so that we decide to include it in the deﬁnition.
Deﬁnition 3.2. Let Ξ := {Ξ(t): t ∈ R} be an invariant family for the nonlinear evolution process
{T (t, τ ): t  τ ∈ R}. The set Γ =⋃{Ξ(t): t ∈ R} is called trace of {Ξ(t): t ∈ R}. If there exists δ > 0
such that Ξ is the maximal invariant family contained entirely in Oδ(Γ ) := {z ∈ Z: dist(z,Γ ) < δ},
then we say that Ξ is an isolated invariant family. S = {Ξ∗1 , . . . ,Ξ∗n } is said to be a set of isolated
invariant families if each Ξ∗1 is an isolated invariant family and there exists δ > 0 such that Oδ(Γ ∗i ) ∩Oδ(Γ ∗j ) = ∅, 1 i < j  n, where Γ ∗i is the trace of {Ξ∗i (t): t ∈ R}.
Remark 3.3. Let Z be a Banach space, {S(t): t  0} be a nonlinear semigroup on Z , {T (t, τ ): T (t, τ ) =
S(t − τ ), t  τ ∈ R} be the associated nonlinear evolution process and J be an invariant subset of Z
under the nonlinear semigroup {S(t): t  0} (that is, S(t) J = J , ∀t  0):
• The family J = { J (t) ⊂ Z: J (t) = J , t ∈ R} is an invariant family for {T (t, τ ): t  τ }.
• If ξ : R → Z is a uniformly continuous global solution for {T (t, τ ): t  τ } the invariant fam-
ily {ξ(t): t ∈ R} is not isolated unless ξ is an equilibrium solution. In fact, for each r ∈ R,
ξ(· + r) :R → Z is a global solution for {T (t, τ ): t  τ } and supt∈R ‖ξ(t) − ξ(t + r)‖Z r→0−→ 0.
In addition, if {Ξ(t): t ∈ R} is an isolated invariant family with Ξ(t)  ξ(t) for all t ∈ R, then
Ξ(t) ⊃ Γ for each t ∈ R, where Γ is the trace of {ξ(t): t ∈ R}.
Let {T (t, τ ): t  τ ∈ R} be a nonlinear evolution process with a pullback attractor {A(t): t ∈ R}
which contains a ﬁnite number of isolated invariant families S = {Ξ∗1 , . . . ,Ξ∗n }. Let Γ ∗i be the trace
of Ξ∗i . We deﬁne (see [12,20])
Deﬁnition 3.4. Let δ be as in Deﬁnition 3.2 and ﬁx 0 ∈ (0, δ). For Ξ∗ ∈ S and  ∈ (0, 0), an -
chain from Ξ∗ to Ξ∗ is a sequence of natural numbers i ∈ {1, . . . ,n}, a sequence of real numbers
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O0(
⋃k
i=1(Γ ∗i )) and T (ti, τi)ui ∈ O(Γ ∗i+1 ), 1 i  k, with Ξ∗ = Ξ∗k+1 = Ξ∗1 . We say that Ξ∗ ∈ S is
chain recurrent if there are an 0 ∈ (0, δ) and -chain from Ξ∗ to Ξ∗ for each  ∈ (0, 0).
Remark 3.5. We note that the introduction of 0 in the above deﬁnition is only needed to account for
the case k = 1. When k > 1 it is automatically true that the solution must leave O0(
⋃k
i=1(Γ ∗i )) while
going from one isolated invariant family to another.
Deﬁnition 3.6. Let Z be a Banach space and {T (t, τ ): t  τ ∈ R} be a nonlinear evolution process
in Z . Let {A(t): t ∈ R} be the pullback attractor for {T (t, τ ): t  τ ∈ R}. We say that {T (t, τ ): t 
τ ∈ R} is a generalized gradient-like process if the following two hypotheses are satisﬁed:
(H1) There is a ﬁnite set S = {Ξ∗i :R → Z: 1 i  n} of isolated invariant families in {A(t): t ∈ R}
with the property that any global solution ξ : R → Z in {A(t): t ∈ R} satisﬁes
lim
t→−∞dist
(
ξ(t),Γ ∗i
)= 0 and lim
t→∞dist
(
ξ(t),Γ ∗j
)= 0,
for some 1 i, j  n.
(H2) S = {Ξ∗1 , . . . ,Ξ∗n } does not contain any chain recurrent invariant family.
Note that, if T (t, τ ) = S(t−τ ), t  τ , with {S(t): t  0} being a nonlinear semigroup, Deﬁnition 3.6
reduces to Deﬁnition 2.8. In this case, if {T (t, τ ): t  τ ∈ R} is a generalized gradient-like process,
then {S(t): t  0} is a generalized gradient-like semigroup and vice versa.
Next we introduce the deﬁnition of unstable sets which we will refer to as the unstable manifolds,
though they do not need to be a manifold (up to this point).
Deﬁnition 3.7. Let {T (t, τ ): t  τ ∈ R} be an evolution process. The unstable manifold of an isolated
invariant family Ξ∗ with trace Γ ∗ is the set
W u(Ξ∗) =
{
(τ , ζ ) ∈ R × Z: there is a global solution ξ : R → Z
such that ξ(τ ) = ζ and lim
t→−∞dist
(
ξ(t),Γ ∗
)= 0}.
Also, W u(Ξ∗)(τ ) := { ζ ∈ Z: (τ , ζ ) ∈ W u(Ξ∗)}.
The intersection of the unstable manifold with a neighborhood of {(t,Ξ∗(t)): t ∈ R} in R × Z is
called a local unstable manifold and is denoted by W uloc(Ξ
∗).
Remark 3.8. We note that, when the nonlinear evolution process {T (t, τ ): t  τ ∈ R} comes from
a nonlinear semigroup {S(t): t  0} (T (t, τ ) = S(t − τ ), for all t  τ ∈ R), the above deﬁnition of
unstable manifold coincide with the usual deﬁnition of an unstable manifold of an invariant set.
Unfortunately, in the case of a general nonlinear evolution process {T (t, τ ): t  τ ∈ R}, this may
not hold. To make the usual deﬁnition of unstable manifolds for an invariant family {Ξ(t): t ∈ R}
coincide with Deﬁnition 3.7 we ask for the following additional condition:
• If a solution ξ(t) stays inside a suitably small neighborhood of Γ ∗i for all t in an inter-
val of the form (−∞, t0] (respectively, [t0,∞)), then dist(ξ(t),Ξ(t)) t→−∞−→ 0 (respectively,
dist(ξ(t),Ξ(t))
t→∞−→ 0).
This condition is automatically satisﬁed when the nonlinear evolution process is given by a non-
linear semigroup, as seen in Lemma 2.12.
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tion of an autonomous dynamical system.
Theorem 3.9. Let Z be a Banach space, η ∈ [0,1] be a parameter and {Tη(t, τ ): t  τ ∈ R} be a nonlinear
evolution process in Z with a pullback attractor {Aη(t): t ∈ R}. Assume that:
(a)
⋃
η∈[0,1]
⋃
t∈R Aη(t) is compact.
(b) T0(t, τ ) = S(t − τ ), t  τ , and {S(t): t  0} is a generalized gradient-like nonlinear semigroup with
isolated invariant sets {Γ ∗1,0, . . . , Γ ∗n,0}.
(c) {Tη(t, τ ): t  τ ∈ R} has a ﬁnite number of isolated invariant families Sη = {Ξ∗1,η, . . . ,Ξ∗n,η}
with traces {Γ ∗1,η, . . . ,Γn,η}, η ∈ [0,1], which behave upper and lower semi-continuously as η → 0
(sup1in[dist(Γ ∗i,η,Γ ∗i,0) + dist(Γ ∗i,0,Γ ∗i,η)]
η→0−→ 0).
(d) ‖Tη(t + τ , τ )u − T0(t + τ , τ )u‖Z η→0−→ 0 uniformly for τ ∈ R, t in compact subsets of [0,∞) and for u
in compact subsets of Z .
(e) There are δ > 0 and η0 ∈ (0,1] such that, if η < η0 , ξη : R → Z is a global solution in {Aη(t): t ∈ R},
t0 ∈ R and dist(ξη(t),Γ ∗i,η) < δ for all t  t0 (t  t0), then dist(ξη(t),Ξ∗i,η(t))
t→−∞−→ 0 (dist(ξη(t),
Ξ∗i,η(t))
t→+∞−→ 0).
Then there exists η0 > 0 such that, for all η  η0, {Tη(t, τ ): t  τ ∈ R} is a generalized gradient-like
nonlinear evolution process. Consequently, there exists η0 > 0 such that
Aη(t) =
n⋃
i=1
Wu
(
Ξ∗i,η
)
(t), t ∈ R and ∀η ∈ [0, η0]. (3.3)
Theorem 3.9 generalizes the characterization result in [6] to perturbations of autonomous general-
ized gradient-like nonlinear semigroups. Hence, the limit problem need not have a Lyapunov function,
nor does Ξ∗i need to be an equilibrium point. Of course, in applications it is needed to prove the
continuity of the isolated global solutions Ξ∗i,η at η = 0 which is known to hold; e.g., for normally
hyperbolic global solutions (see [4]). As mentioned in the introduction, that opens the possibility for
considering non-autonomous perturbations of generalized gradient-like nonlinear semigroups with
periodic solutions.
Observe that Theorem 3.9 implies that the pullback attractors for {Tη(t, τ ): t  τ ∈ R} are charac-
terized, for instance, as the union of the unstable manifolds of isolated global solutions. Hyperbolicity
is not required up to this point. Nonetheless, the persistence of the isolated global solutions will
require some kind of hyperbolicity (in general normal hyperbolicity, see [4,24]).
Suppose that {Tη(t, τ ): t  τ ∈ R}, η ∈ [0,1] is a family of nonlinear evolution processes with
the property that there exist c = c(B0) and L > 0 such that, for all τ ∈ R, η ∈ [0,1], u, v ∈ B0 ⊂ Z
bounded,
∥∥Tη(t + τ , τ )u − Tη(t + τ , τ )v∥∥ ceLt‖u − v‖. (3.4)
Our next result proves that a non-autonomous perturbation of a generalized gradient-like non-
linear semigroup with all equilibria hyperbolic has an exponential forwards (and pullback) rate of
attraction.
Theorem 3.10. Let the assumptions of Theorem 3.9 and (3.4) be satisﬁed. Suppose that there are γ ,M > 0
and, for each 1 i  n, a neighborhood V i of the trace Γ ∗i,0 of Ξ∗i,0 such that, for any u0 ∈ Vi , τ ∈ R, and as
long as Tη(t + τ , τ )u0 ∈ Vi,η
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τ∈R
dist
(
Tη(t + τ , τ )u0,Wuη(Ξ∗)(t)
)
 Me−γ t .
Then, for any bounded set B ⊂ Z , there is a constant c(B) > 0 such that
sup
τ∈R
dist
(
Tη(t + τ , τ )u0,Aη(t + τ )
)
 c(B)e−γ t, for all u0 ∈ B. (3.5)
We will need the following important lemma (Lemma 3.1 in [6]):
Lemma 3.11. Let ηk be a sequence of positive numbers such that ηk → 0 as k → ∞. Assume that ξηk : R → Z
are global solutions in {Aηk (t): t ∈ R}, k ∈ Z+ . Then, for any sequence {tk} in R, there is a subsequence, which
we again denote by ξηk , and a global solution ξ : R → Z in the attractor A for {S(t): t  0} such that
lim
k→∞
ξηk (t + tk) → ξ(t) (3.6)
uniformly for t in compact subsets of R.
Proof of Theorem 3.9. The proof will be done in the case when Ξ∗(t) is unitary for each t ∈ R, the
general case is completely analogous. Note dH (Γ ∗i,η,Γ
∗
i,0)
η→0−→ 0, and that there is a δ > 0 such that, for
suitably small η, if a solution ξη satisﬁes dist(ξη(t),Γ ∗i )  δ for all t  t0 and for some t0 > 0, then
dist(ξη(t),Γ ∗i,η)
t→∞−→ 0.
We argue by contradiction to prove that for all suitably small η, {Tη(t, τ ): t  0} satisﬁes (H1).
Assume that there exists a sequence ηk
k→∞−→ 0 and corresponding global solutions ξk : R → Z in
{Aηk (t): t ∈ R} such that limsupt→∞ dist(ξk(t),Γ ∗i,ηk ) > δ, 1  i  n. Consequently, for large values
of k,
limsup
t→∞
dist
(
ξk(t),Γ
∗
i,0
)
> δ, 1 i  n. (3.7)
Taking subsequences, if necessary, we may assume that ξk(t) → ξ0(t) uniformly in compact subsets
of R. Since dist(ξ0(t),Γ ∗i,0)
t→∞−→ 0, for some 1  i  n, we have that, given  > 1
δ
there is a t > 0
and k ∈ N such that dist(ξk(t),Γ ∗i,0) < 1 , for each k  k . From (3.7), there exists t′ > t such that
dist(ξk (t),Γ
∗
i,0) < δ for all t ∈ [t, t′) and dist(ξk (t′),Γ ∗i,0) = δ. Taking subsequences, if necessary, let
ξ1(t) = lim→∞ ξk (t + t). Then, since t′ − t → ∞ as  → ∞, dist(ξ1(t),Γ ∗i,0)  δ for all t  0 and
consequently dist(ξ1(t),Γ ∗i,0)
t→−∞−→ 0. Furthermore, dist(ξ1(t),Γ ∗j,0)
t→∞−→ 0 with i = j. From the fact
that ξk (t + t) → ξ1(t) uniformly in compact subsets of R we have that, for each m ∈ N, there is
a time tm > 0 and km ∈ N such that dist(ξk(tm),Γ ∗j,0) < 1m for all k  km . Again, from (3.7), there
exists t′m > tm such that dist(ξkm (t),Γ ∗j,0) < δ for all t ∈ [tm, t′m) and dist(ξkm (t′m),Γ ∗j,0) = δ. Proceed-
ing exactly as before we obtain a global solution ξ2 : R → Z such that dist(ξ2(t),Γ j,0) t→−∞−→ 0 and
dist(ξ2(t),Γ ∗r,0)
t→∞−→ 0 with r /∈ {i, j}. In a ﬁnite number of steps we arrive at a contradiction. This
proves that there is an η0 > 0 such that, for all global solution ξη in {Aη(t): t ∈ R} with η  η0, we
have that
lim dist
(
ξη(t),Γ
∗
i,η
)= 0.
t→∞
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we have that
lim
t→−∞dist
(
ξη(t),Γ
∗
j,η
)= 0,
we proceed exactly in the same manner. This completes the proof that, for all suitably small η,
{Tη(t, τ ): t  τ ∈ R} satisﬁes (H1).
Let us prove that, for all suitably small η, {Tη(t, τ ): t  τ ∈ R} satisﬁes (H2). Again we argue by
contradiction. Assume that there is a sequence ξ∗1 , . . . , ξ∗p+1 in S , a sequence ηk → 0, global solutions
ξk in {Aηk : t ∈ R}, and times tk1, τ k1 , . . . , tkp, τ kp with tki > τ ki , 1 i  p, such that
dist
(
ξk
(
τ ki
)
,Γ ∗i,ηk
)
<
1
k
, dist
(
ξk
(
tki
)
,Γ ∗i+1
)
<
1
k
, 1 i  p, and ξ∗1 = ξ∗p+1.
Proceeding as in the proof of (H1) we construct a homoclinic structure for {S(t) = T0(t + τ , τ ):
t  τ ∈ R} and arrive at a contradiction. 
Note that we may replace in the above theorem the ﬁnite set of global solutions by a ﬁnite set of
isolated invariant sets for Tη(t, τ ), as written in (H1)–(H2). Thus, Theorem 3.9 holds with completely
similar proofs.
Proof of Theorem 3.10. The proof will be done in the case when Ξ∗(t) is unitary for each t ∈ R, the
general case is completely analogous. To prove the exponential decay we proceed in three steps:
Step 1. Let η0 be such that {Tη(t, τ ): t  τ } satisﬁes (H1) and (H2) for all η η0. It holds that, for
all δ small enough, there exist δ′ = δ′(δ) < δ and η1 > 0 such that, for each η  η1, if u0 ∈ Bδ′ (Γ ∗i,η)
(with Γ ∗i,η being the trace of ξ
∗
i,η(·)) and for some t1 > 0 and τ ∈ R
Tη(t1 + τ , τ )u0 /∈ Bδ
(
Γ ∗i,η
)
,
then
Tη(t + τ , τ )u0 /∈ Bδ′
(
Γ ∗i,η
)
, for all t  t1.
We follow the argument in Lemma 2.15. Indeed, if not, there exist δ0 > 0 and sequences ηk → 0,
τk ∈ R, tk < t′k , and uk such that, for some of the isolated global solutions ξ∗i,ηk ,
• uk ∈ B1/k(Γ ∗i,ηk ),
• Tηk (tk + τk, τk)uk /∈ Bδ0(Γ ∗i,ηk ),
• Tηk (t′k + τk, τk)uk ∈ B1/k(Γ ∗i,ηk ).
Taking subsequences, it follows from Lemma 3.11 that
ξk(t) := Tηk (t + tk + τk, tk + τk)Tηk (tk + τk, τk)uk → ξ0(t)
uniformly in compact subsets of R where ξ0 : R → Z is a solution in A. Consequently, ξ0(t) → y∗i as
t → −∞ and ξ0(t) → y∗j as t → +∞ with j = i. Proceeding as in the proof of Theorem 3.9 we arrive
at a contradiction.
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for all u0 ∈ B and τ ∈ R
Tη(t + τ , τ )u0 ∈ O δ :=
n⋃
i=1
Bδ
(
y∗η
)
, for some t  T .
Indeed, if not there exist ε > 0 uk ∈ B , ηk → 0, τk ∈ R and tk → +∞ such that
dist
(
Tηk (tk + τk, τk)uk, O δ
)
 ε,
for all t ∈ [0, tk]. Now, if we deﬁne
ξk(t) := Tηk
(
t + τ + tk
2
, τ + tk
2
)
Tηk
(
τ + tk
2
, τ
)
uk,
dist(ξk(t), O δ) ε, for all t ∈ [−tk/2, tk/2].
Again, we have that there exists ζ(t) global solution in A such that
lim
k→+∞
ξk(t) = ζ(t),
for all t ∈ R, uniformly on bounded subsets of R. Thus,
dist
(
ζ(t), O δ
)
 ε,
for all t ∈ R, which contradicts (H1).
Step 3. Now, by the two previous steps, there is η¯ > 0 such that, given u0 ∈ B0 and η η¯, one can
ﬁnd sequences {ti−}pi=0 and {ti+}pi=0, p  n and {y∗i }pi=0 such that
t0−  T , ti− − ti−1+  T , 1 i  p, t p+ = +∞,
for which
Tηk (t + τ , τ )u0 ∈ Oδ
(
y∗i
)
,
for all t ∈ [ti−, ti+] and i ∈ {1, . . . , p}. Then,
dist
(
Tηk (t + τ , τ )u0,Aηk (t + τ )
)
 c0(B0)e−γ t, for all t ∈
[
ti−, ti+
]
.
On the other hand, for t ∈ [ti−1+ , ti−], t = s + ti−1+ , for some s T , and using (3.4) we have that
dist
(
Tηk (t + τ , τ )u0,Aηk (t + τ )
)
= dist(Tηk (s + ti−1+ + τ , τ )u0,Aηk (t + τ ))
= dist(Tηk (s + ti−1+ + τ , ti−1+ + τ )Tηk (ti−1+ + τ , τ )u0, Tηk (s + ti−1+ + τ , ti−1+ + τ )Aηk (ti−1+ + τ ))
 c1(B0)ekT dist
(
Tηk
(
ti−1+ + τ , τ
)
u0,Aηk
(
ti−1+ + τ
))
 c1(B0)ekT c0(B0)e−γ t
i−1+ = c(T , B0)e−γ t . 
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previous result a set of isolated invariant families instead of isolated global solutions.
4. Asymptotically autonomous dynamical systems
An asymptotically autonomous (backwards and/or forwards) dynamical system is one of the impor-
tant examples which can be interpreted as a non-autonomous regular perturbation of an autonomous
system (see [3,14,19,20]). In this section we apply our results to these cases, generalizing the results
in Section 4 of [6]. In particular, if we suppose that the long-time behavior in the past and future
are unrelated (i.e., there is no uniform regular perturbation of the limit system) we are still able
to give a characterization of the associated pullback and forwards attractors. However, the uniform
(with respect to the initial time) exponential convergence to these sets will be lost, so that only an
exponential pullback attractor or an exponential forwards attractor will exist.
Consider a Banach space Z and the semilinear problem
y˙ =By + f (t, y),
y(τ ) = y0, (4.1)
where B : D(B) ⊂ Z → Z is the generator of a C0-semigroup of bounded linear operators and f (t, ·)
is a differentiable function that is Lipschitz continuous in bounded subsets of Z with Lipschitz con-
stant independent of t . If we denote by t → T (t, τ )y0 the solution for (4.1), then {T (t, τ ): t  τ ∈ R}
deﬁnes a nonlinear evolution process. We will assume that the problem (4.1) has a pullback attractor
{A(t): t ∈ R}.
Consider also the semilinear autonomous problem
y˙ =By + f0(y),
y(τ ) = y0 ∈ Z. (4.2)
Assume that (4.2) gives rise to a gradient-like nonlinear semigroup {S(t): t  0} which has a global
attractor A0.
4.1. Asymptotically autonomous problems at −∞
Assume that
lim
t→−∞ supz∈B(0,r)
{∥∥ f (t, z) − f0(z)∥∥Z + ∥∥ f y(t, z) − f ′0(z)∥∥L(Z)}= 0, for each r > 0, (4.3)
and that (4.2) has an autonomous attractor A0.
Theorem 4.1. Let f : R × Z → Z be a differentiable function that satisﬁes (4.3). Consider the initial value
problem (4.1). Assume that (4.2) is gradient-like and A0 is its global attractor.
(1) Then the attractor {A(τ ): τ ∈ R} for (4.1) is given by
A(τ ) =
n⋃
i=1
W u
(
ξ∗i
)
(τ ).
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lim
t→−∞
∥∥ξ(t) − y∗i−∥∥Z = 0. (4.4)
(3) For every B ⊂ Z bounded
dist
(
T (t, t − τ )B,A(t)) c(B)e−γ τ . (4.5)
Proof. The proof of (1) is a consequence of (3.3) if we analyze (4.1) by considering the small non-
autonomous perturbations of (4.2) obtained by replacing f (t, y) by
fν(t, y) =
{
f (t, y), if t −ν,
f (ν, y), if t > −ν.
Indeed, for suitably large ν , there exists a pullback attractor {Aν(s): s ∈ R} for
y˙ =By + fν(t, y),
y(τ ) = y0 (4.6)
given by Aν(s) =⋃ni=1 W uν (ξ∗i,ν )(s). To obtain the pullback attractor for (4.1) we ﬁrst note that (4.6)
and (4.1) coincide for t  τ  −ν . Hence A(t) = Aν(t) for t  −ν . To recover A(t) for t  −ν we
only have to deﬁne A(t) = T (t, τ )A(ν), for all τ −ν  t.
Now, (2) is also essentially proved since, by (H1), every global solution approaches one of the
equilibria y∗i− as t → −∞, so that, in particular, (2) holds.
Finally, Theorem 3.10 gives (3). 
4.2. Asymptotically autonomous problems at +∞
Assume that
lim
t→+∞ supz∈B(0,r)
{∥∥ f (t, z) − f0(z)∥∥Z + ∥∥ f y(t, z) − f ′0(z)∥∥L(Z)}= 0, for each r > 0, (4.7)
and that (4.2) has an autonomous attractor A0. We note that the nonlinearity f0 in this subsec-
tion may be different from that in the previous subsection and consequently the attractor A0 in
this subsection may be different from that in the previous one. We assume in addition that (4.2) is
gradient-like; it follows from Theorem 3.10 that A0 is given by (1.1).
Consider fk(t, z) the function which coincides with f in [k,∞) × Z and which is equal to f (k, z)
for all t < k and z ∈ Z . Then
lim
k→+∞
sup
t∈R
sup
z∈B(0,r0)
{∥∥ fk(t, z) − f0(z)∥∥Z + ∥∥( fk)y(t, z) − f ′0(z)∥∥L(Z)}= 0. (4.8)
It has been proved in [6] that the family of attractors for
y˙ =By + fk(t, y),
y(τ ) = y0 (4.9)
behaves upper and lower semi-continuously as k → ∞ with the limit attractor being the attractor for
(4.2), i.e.
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t∈R
dist
(Ak(t),A0)→ 0 as k → ∞,
where dist(A, B) is the symmetric Hausdorff distance deﬁned in Section 1.
Let k0 be such that for k  k0 the pullback attractor of (4.9) coincides with the union of the un-
stable manifolds of all those {ξ∗i,k} with supt∈R ‖ξ∗i,k(t) − y∗i ‖Z → 0 as k → ∞. Deﬁne A+(t) = Ak0 (t)
for t  k0. Note that A+(t) is in fact the forwards image of the global attractor of the autonomous
system y˙ =By + f (k0, y) under the non-autonomous process T (t, τ ).
Then we have the following result:
Theorem 4.2. Assume (4.8). Then, there is a t0 ∈ R and a time dependent forwards attractor {A+(t): t  t0}
for (4.1). Moreover, if T (t, τ ) is gradient-like, it holds that, for τ big enough and B ⊂ Z bounded
dist
(
T (t + τ , τ )u0,A+(t + τ )
)
 c(B)e−γ t, for all u0 ∈ B.
5. Further comments and open problems
We have proved in Section 3 that a non-autonomous perturbation of a gradient-like nonlinear
semigroup is a gradient-like evolution process. It remains open if the perturbation of a gradient-
like evolution process is again a gradient-like evolution process. The fact that an equivalent result
as Lemma 3.11 does not immediately hold for perturbations of gradient-like nonlinear evolution pro-
cesses is what impair us to extend the results of Section 2 to perturbations of gradient-like nonlinear
evolution processes.
It is also true that (we will pursue that in a future work) if the attractor of a nonlinear semi-
group is the union of the unstable manifold of a ﬁnite number of normally hyperbolic global solutions,
then it is an exponential attractor. If, in addition, the nonlinear semigroup is gradient-like, a non-
autonomous perturbation of it will have an exponential pullback attractor given as the union of
unstable manifolds of global solutions. If the perturbation is autonomous, that result together with
the lower semi-continuity of attractors will follow from the results of [4] whereas if the perturbation
is non-autonomous is yet to be proved. Note also that our notion of gradient-like evolution process
given in Deﬁnition 3.6 resembles the concept of Morse decomposition [11,18,24].
Let {S(t): t  0} be a nonlinear semigroup. In this case, a more general notion of gradient-like
nonlinear semigroup can be written as in Deﬁnition 2.8.
On the other hand, a Morse decomposition of an attractor is deﬁned as follows:
Deﬁnition 5.1. Let {S(t): t  0} be a nonlinear semigroup with a global attractor A. We say that A
has a Morse decomposition if the following holds:
(M1) There is a ﬁnite number of non-empty, compact and disjoint invariant sets Γ1, . . . ,Γn in A. The
sets Γi , 1 i  n, are called the Morse sets.
(M2) The ω-limit of each z ∈ Z is contained in one of the invariant sets Γi , 1 i  n.
(M3) For each z ∈ A, either z ∈⋃ni=1 Γi or, for each global solution φ through z there are i = i(z) and
j = j(z) with 1 i < j  n such that
lim
t→−∞dist
(
φ(t),Γi
)= 0 and lim
t→∞dist
(
φ(t),Γ j
)= 0.
It is not diﬃcult to see that a gradient-like nonlinear semigroup in the sense of Deﬁnition 2.8 has
a global attractor which has a Morse decomposition in the sense of Deﬁnition 5.1. In addition, in a
generalized gradient-like semigroup, the invariant sets must be isolated.
We can also deﬁne
Deﬁnition 5.2. Let {S(t): t  0} be a nonlinear semigroup with a ﬁnite number of isolated invariant
sets S = {Ξ∗1 , . . . ,Ξ∗n } and assume that it has a global attractor A. A homoclinic structure in A is a
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making Ξ∗nk+1 := Ξ∗n1 ,
lim
t→−∞dist
(
ξi(t),Ξ
∗
i
)
, lim
t→+∞dist
(
ξi(t),Ξ
∗
i+1
)
, 1 i  k.
If in Deﬁnition 2.8 we replace (GG2) by
(GG2′) The attractor A does not have any homoclinic structure,
then the new deﬁnition gives the same class of gradient-like nonlinear semigroups.
In the non-autonomous context we have given a deﬁnition of a gradient-like nonlinear evolution
process. We have proved that non-autonomous perturbations of autonomous gradient-like nonlinear
semigroups are gradient-like nonlinear evolution process. That gives a Morse decomposition for nonlin-
ear evolution processes. This is, to our knowledge, the ﬁrst example for which a Morse decomposition
for pullback attractor has been given. Finally, for nonlinear semigroups, we have also proved that
Morse decomposition is stable under perturbations. For processes, we conjecture that this is also the
case.
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