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ABSTRACT 
On the Medium-Term Simulation of Sediment Transport and Morphological Evolution 
in Complex Coastal Areas 
Ben Williams 
A program for selecting the optimal wave conditions for morphodynamically accelerated 
simulations of coastal evolution (‘OPTIWAVE’) has been constructed using a novel Genetic 
Algorithm approach. The optimization routine iteratively reduces the complexity of an 
incident wave climate by removing the events that contribute least to a target sediment 
transport pattern, and then ‘evolving’ a new set of weights for the remaining wave conditions 
such that the target sediment transport pattern (and magnitude) is optimally maintained.  
The efficacy of OPTIWAVE to satisfactorily reduce the incident wave climate is tested 
against three coastal modeling paradigms of increasing complexity: (a) A simple 1-D beach 
profile model (no tides); (b) A 2-D micro-tidal beach; (c) A tidal inlet, where the interaction 
between waves, tides, and wave-current interaction, adds significant complexity.   
The simple test case for a beach profile shows that OPTIWAVE is successfully capable of 
maintaining a target profile-integrated long-shore sediment transport rate. The calculated 
skill and RMSE of the reduced wave climate is a good indicator of its ability to reproduce the 
target sediment transport pattern. The optimal number of wave conditions is identified by an 
‘inflection point’ at a critical number of wave conditions, where less complex a wave climate 
results in substantially reduced skill (increased error). 
The assumption that the ability of OPTIWAVE to reproduce a target sediment transport field 
is a valid proxy for the potential skill of a morphologically accelerated simulation is assessed 
for the case of a 2D micro-tidal beach.  The skill of the accelerated models, which use a 
state-of-the-art ‘event-parallel’ method of simulating bed evolution from multiple wave 
conditions in parallel, is tested against a ‘brute force’ reference simulation that considers the 
full wave forcing. A strong positive correlation is found between the skill of the reduced wave 
climate to reproduce a target sediment transport pattern, and the resultant skill of the 
accelerated morphodynamic model against the ‘brute force’ reference simulation. 
Finally, the ability to combine reduced wave and tide climates for simulations that must 
consider both wave and tidal forcing, is assessed against a ‘brute force’ reference simulation 
of the seasonal evolution Ancao inlet, Algarve, Portugal. The reference simulation is 
validated against a comprehensive field dataset collected in 1999, and is shown to 
qualitatively reproduce key features of inlet behavior over a seasonal period. 
The combination of reduced wave and tidal climates in accelerated ‘event-parallel’ models 
did not successfully reproduce the reference seasonal morphological evolution of Ancao 
inlet. Assessing the model Brier Skill Score showed that the model was more successful in 
reproducing the reference morphology in areas dominated by tidal forcing, but did not have 
any predictive power in regions where morphological evolution is due to some combination 
of both wave and tidal processes.  
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Chapter 1: Introduction 
1.1 General Introduction 
Tidal inlets are a common feature throughout the world’s coastlines, providing an essential 
ecological function in exchanging water, nutrients, and sediment between the lagoon and 
ocean, as well as being a conduit for water-borne biomass exchange. Coastal population 
growth in many of the world’s deltas, barrier islands and estuaries has led to widespread 
conversion of natural coastal landscapes for industrial and residential uses (Valiela 2006). 
Anthropogenic pressures on these regions result in serious environmental stress, with some 
of the most dramatic consequences being related to the river mouths. Construction, 
dredging, changes in freshwater flow, and pollution are some of the activities that affect 
these systems. 
 
Inlets are often managed as part of the transportation system for commercial, military, and 
recreational vessel traffic. An inlet may be in a natural state or its channel can be dredged as 
needed for navigation. The economic and environmental consequences of engineering or 
managing inlet systems in conjunction with coastal development have, over time, 
necessitated an increasing level of understanding of tidal inlet processes. Simple empirical 
relationships developed in the early and mid-20th Century to understand the hydraulic and 
morphodynamic response of inlets to engineering works (e.g. LeConte 1905, O'Brien 1931, 
Bruun and Gerritsen 1959, Jarrett 1976, Walton and Adams 1976) are now used in 
conjunction with detailed numerical models to predict coastal behavior over a variety of 
spatial and temporal scales. With the continuing exponential increase in computational 
capability and, to some extent, improved understanding and representation of some of the 
physical processes, the simulation of estuarine and tidal inlet morphodynamic processes 
using sophisticated numerical models are no longer solely the preserve of academic 
researchers.  
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The reliability and usability of 2D/ 3D coastal area models have increased to the point where 
they may be deployed as a sophisticated engine to encapsulate morphodynamic processes 
occurring over engineering time-scales traditionally the preserve of simpler coastline and 
beach profile models (e.g. Roelvink and Walstra 2004). The primary argument for the use of 
coastal area models in this way is that even if the underlying sediment transport prediction 
will always be a point of uncertainty, the fundamental behavior of the system will be much 
improved by consideration of processes in two or three dimensions.  
 
Although the speed and capability of desktop computers has improved to the point where, 
dependant on model size and resolution requirements, a ‘brute force’ numerical simulation 
may be conducted for a prototype time of order-of weeks to months, the morphodynamic 
timescale of processes typically of interest to the field of coastal engineering usually occur 
over a period of months (seasonal behavior), years (annual behavior) and decades.  It then 
becomes necessary to numerically conceptualize the problem via some simplification of 
boundary conditions and application of a suitable ‘scale factor’ to sediment transport rates 
and sea bed evolution, whereby a given prototype time represents some multiple of real 
world time. 
 
For tidal inlets and their associated delta systems, the problem can be decomposed to (a) 
selection of a ‘representative’ wave climate (b) selection of a ‘representative’ tidal climate, 
and (c) the correct probability of occurrence of each condition in the reduced climate such 
that the resultant hind-cast morphological evolution retains some semblance to that 
expected for the full environmental forcing.  
 
The overall aim of this thesis is to assess the ability of climate reduction methods to 
accelerate morphodynamic simulations of tidal inlets and their associated ebb deltas. These 
coastal environments are often the most complex to model numerically due to the interplay 
of waves and currents.. 
  
17 
 
 
1.2 Specific Objectives 
The overall aim of the thesis is broken down to the following specific objectives: 
· Review the state-of-the-art in coastal morphological modelling and the various 
methods presently used to reduce the complexity of environmental forcing;  
· Develop a novel method for reducing an incident wave climate to just a few 
‘representative’ conditions. The method should provide a quantitative measure of the 
accuracy of the reduced wave climate against some target criteria;  
· Apply the wave climate reduction method in coastal environmental where 
morphological evolution is driven purely by wave forcing. Assess the efficacy of the 
method to accelerate morphological simulations compared to a reference ‘brute 
force’ simulation, with full wave forcing. 
· Construct and validate a ‘brute force’ simulation of a tidal inlet feature, where the 
morphological evolution is due to both wave and tide forcing; 
· Apply the climate reduction methods to accelerate the morphological simulation, and 
compare against the ‘brute force’ simulation.  
 
1.3 Thesis Outline 
Following this introductory chapter (Chapter 1) is the theoretical background to the study in 
the Literature Review (Chapter 2). A synthesis of the research conducted on the subject of 
inlet sandbar dynamics is presented in this chapter focusing on conceptual understanding of 
inlet processes, the applicability of numerical models to such environments and recent 
developments in coastal morphological modeling techniques.  
 
Chapter 3 details the construction of a state-of-the-art Genetic Algorithm method to simplify 
wave climates to just a few representative conditions, based on their ability to reproduce a 
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target sediment transport pattern and magnitude. The performance of the method is 
assessed against (a) beach profile simulations; (b) 2-D sediment transport simulations of a 
micro-tidal beach;   
 
Chapter 4 provides a detailed description of the coastal system used to assess the 
applicability of the acceleration technique for tidal inlets (Ancao inlet, Rio Formosa, 
Portugal). The field data available to calibrate and validate the performance of ‘brute force’ 
numerical models is described, along with a brief description of the instrumentation and 
analysis used.  
 
Chapter 5 describes the setup and calibration of a ‘brute force’ tidal inlet model, that is to be 
used as a reference simulation for accelerated morphodynamic models. The ability of the 
model to reproduce observed hydrodynamic and morphodynamic processes is assessed 
against a comprehensive field data set.  
 
Chapter 6 applies the optimization method to Ancao inlet, in combination with a reduced set 
of tidal conditions. The quality of the accelerated model results is assessed against the 
‘brute force’ simulations described in Chapter 5.  
 
General conclusion of this study and suggestions for future work are presented in the 
concluding Chapter 7.  
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Chapter 2: Literature review 
2.1 Introduction  
2.1.1 Importance of tidal inlets 
 
Inlet systems are defined as being the passage between the ocean and the adjacent estuary 
or barrier lagoon, encompassing the channel and associated bodies (Hayes 1980).  They 
provide a connection between the ocean and bays, lagoons, and marsh and tidal creek 
systems, where the tidal range is sufficient for currents to maintain a tidal channel through 
scour action. They are associated with low-lying coastlines subject to significant littoral drift 
such as sandy or mixed sand and gravel barrier islands, which represent 10 – 13% of the 
worlds continental coastline (Schwartz 1973) . Common formation mechanisms of tidal inlets 
include barrier breaching through storm activity, transgressive coastal evolution through sea-
level rise, or through spit building via longshore littoral drift.  In the latter instance tidal inlets 
can also be associated with coastal spits extending across an estuary or river mouth that is 
constrained on one side by a rocky headland (Boothroyd 1985). 
 
2.1.2 General morphology 
 
A tidal inlet is specifically the area between two barriers or between the barrier and the 
adjacent bedrock or glacial headland.  Inlets tend to have a large variety of forms and there 
is commensurately a wide variety of nomenclature dedicated to describing tidal inlet 
morphology (see for examaple, Bruun 1978, Boothroyd 1985, Davis 1994, Davis 1994).   
The most common nomenclature is that proposed by (Hayes 1975) and is presented in 
Figure 2-1 
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The primary morphological elements of inlet systems comprise the flood delta, inlet channel 
and ebb tidal delta. Detailed descriptions of these sedimentary bodies are found in Hayes 
(1975, 1979, 1980), FitzGerald and Nummeda (1977) and Boothroyd (1985), of which a brief 
summary is given here.  
 
The flood-tidal delta is found at the interior of the inlet system, and results from sediment 
transported past the channel being deposited by decelerating flood tidal currents as they 
disperse to the tidal basin. The main components comprise the flood ramps, flood channels 
and the ‘ebb shield’ that protects the delta from ebb currents. The presence, size, and 
development of the flood tidal delta is generally related to the region’s tidal range, wave 
energy, relative flood-ebb tidal dominance, sediment supply and back-barrier setting.  
 
The ebb-tidal delta is the most morphologically complex unit of the inlet system, and results 
from the interaction of tidal currents, waves and wave generated longshore currents acting at 
the seaward margin of the inlet. The main components comprise the main ebb channel, 
channel margin linear bars, the terminal lobe at the end of the main ebb channel, the swash 
platforms formed by wave action over the shoals, and marginal flood channels that may 
occur at updrift and downdrift edges of the inlet running parallel to the shore.  
 
The main channel (or inlet throat) is the narrowest and deepest part of the inlet system, and 
connects the basin interior to the ocean. It governs the exchange of sediment and flows 
between the tidal basin and the ocean, and therefore in part controls the morphology of the 
flood and ebb tidal deltas.  
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Figure 2-1: Key morphological components of an inlet system (from Davis 1994). 
 
2.1.3 Coastal engineering significance 
 
The presence of inlets at estuary and river mouths, or as part of barrier island complexes, 
results in frequent close association with human development and activity.  Where shipping, 
fishing or other commercial trade is important, tidal inlet systems are often significantly 
modified for land development through reclamation, navigation purposes through dredging 
within the flood or ebb delta (e.g. Pacheco et al. 2006, Fortunato and Oliveira 2007, Longdill 
and Healy 2007), or their dimensions ‘stabilized’ via coastal engineering structures at the 
inlet throat (e.g. Boothroyd 1985, Komar 1996, Forbes and Solomon 1999, Seabergh and 
Kraus 2003, Kraus 2005, Kraus 2010).   
 
In general tidal inlets act as barrier to the delivery of sand along a coastline via longshore 
littoral drift  (e.g. FitzGerald 1996, Mehta 1996). Material is deposited within the flood and 
ebb deltas, which then represent reservoirs of sediment that have historically been 
frequently assessed as useful sources of material for construction or sand nourishment of 
nearby coastlines.  In these instances the subsequent behavior of the tidal inlet can be 
LAGOON SIDE OCEAN SIDE 
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substantially modified from its historical norms, with unintended consequences for adjacent 
coastal communities (e.g. Riggs et al. 2009).  In some European countries as much as 50% 
of the total annual budget may be allocated to nourishment and engineering schemes at 
inlets (Williams et al. 2003). Dean and Walton (1975) indicated that tidal inlets represent the 
largest sediment sink along the coast, and are believed to be responsible for much of the 
beach erosion in Florida. Leatherman (1989) showed how inlet activity controls the 
geomorphic configuration and long - term stability of microtidal barrier islands and is the 
principle mechanism for landward migration. 
 
Other environmental influences of tidal inlets include acting as productive nursery grounds 
for fisheries (e.g. Strain et al. 1995), or controlling water quality through moderation of 
estuarine flushing times (e.g. Liu and Aubrey 1993, Anabela 2006, Oliveira et al. 2006), and 
the sustainability of wetlands and associated wildlife (e.g. Roman 1997).  In some coastlines 
with medium to small tidal ranges that are subject to significant wave action, such as 
Australia, tidal inlets can be ephemeral features present only seasonally (Intermittently 
Closed and Open Lakes and Lagoons, ICOLL) (Ranasinghe and Pattiaratchi 1999, 
Ranasinghe et al. 1999, Ranasinghe and Pattiaratchi 2000, Ranasinghe and Pattiaratchi 
2003, NSW Department of Primary Industries 2013). ICOLLs tend to be actively managed to 
mitigate threats such as flooding to associated communities (e.g. Hains 2008, Matias et al. 
2008). 
 
It is therefore clear that an understanding of the response of tidal inlets to environmental 
forcing is critical to establish coherent management strategies and to assess vulnerabilities 
of adjacent developed areas (Vila-Concejo et al. 2002, Dean and Dalrymple 2004, Vila-
Concejo et al. 2006). 
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2.2 Morphological stability of tidal inlets 
2.2.1 Tidal prism and inlet cross-sectional area 
 
It is conceptually reasonable that the equilibrium cross-sectional area of a tidal inlet is 
determined by a balance between the transporting capacity of the inlet current and the littoral 
or longshore transport (Kraus 2010). The concept of tidal inlet morphological stability (also 
referred to as geometrical stability, as the dimensions of the inlet channel are maintained) is 
often used in coastal engineering and management. Early work by LeConte (1905) and 
O’Brien (1931, 1969) observed a linear relationship between the inlet cross-sectional area 
and tidal prism. Jarrett (1976) comprehensively analyzed the relation between spring or 
diurnal tidal prism and inlet channel cross-sectional area for various inlets (jettied and non-
jettied) along the US Atlantic, Pacific and Gulf coasts (Figure 2-2) to derive the following 
expression relating the equilibrium, minimum cross-sectional area of the inlet channel, Ac, to 
the tidal prism, P,  of a tidal basin: 
 ?? ?????? Eq. 2-1 
 
where CA is a site specific coefficient of proportionality and n a site specific exponent being 
close to unity (typically in the range 0.84 to 1.05).   
 
Some evidence exists that larger values of CA and smaller values of n apply to coasts with 
limited littoral transport (e.g. Byrne et al. 1980, Hume and Herdendorf 1992).  The 
relationship between cross-sectional area and tidal prism was more recently explored by 
Stive, Liang et al. (2010), who presented a theoretical argument that a unique Ac – P
n 
relationship should only be expected for clusters of inlets that are phenomenological similar 
(viz. similar tidal range, similar sediment size, similar littoral transport and similar hydraulic 
radius), and that the exponent n should always be larger than 1. However subsequent re-
evaluation of available tidal inlet datasets, clustered by these phenomenological types, found 
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that only in a few inlet types were Ac – P
n correlations significantly better than those derived 
for the complete datasets by Jarret (1976) and Powell (2006), and in only two clusters did 
the exponent exceed unity – contrary to theoretical expectations.  
2.2.2 Tidal prism and inlet delta morphology 
 
Conceptually, material transported through the tidal inlet throat must be deposited as the 
current carrying capacity decreases due to either flows entering deeper water on the ocean 
side, or a wider basin on the lagoon side.  This therefore gives rise to the flood and ebb 
deltas described in Figure 2-1.  
 
Walton and Adams (1976) found a correlation between tidal prism and ebb-tidal shoal based 
on analysis of 44 inlets on the Atlantic, Gulf, and Pacific coasts of the USA that were judged 
to be near or at equilibrium (Eq. 2-2). Marino and Mehta (1987) found that tidal prism was a 
leading parameter controlling ebb-shoal volume for 18 inlets along the Florida coast, with the 
ratio of inlet width to depth being a secondary factor. Hicks and Hume (1996)  conducted a 
similar analysis for 17 inlets in New Zealand and confirmed the overall results of Walton and 
Adams, thus suggesting wide-ranging applicability. Carr de Betts and Mehta (2001)  
analyzed 67 inlets in Florida and obtained an empirical relationship between the tidal prism 
and flood tidal shoal volume (Eq. 2-3), although the degree of correlation is much lower than 
that typically observed between ebb delta volume and tidal prism. 
 ?? ?????? Eq. 2-2 
 ?? ??????  Eq. 2-3 
 
Where VE and VF are the ebb-shoal and flood-shoal volumes, respectively, in m
3, CE and CF 
are site-dependant constants, P is tidal prism (in m3) and n is a site-dependant exponent, 
being approximately 1.23 for ebb-shoals (Walton and Adams 1976) and approximately 0.3 
for flood-shoals (Carr de Betts and Mehta 2001). 
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Figure 2-2: Relationship between inlet throat cross-sectional area and tidal prism for inlets along the US 
Atlantic and Pacific coasts (from Jarrett 1976). 
 
2.2.3 Feedback mechanisms between tidal prism and inlet cross-sectional area 
 
Escoffier (1940) recognized that for a given tidal prism, the cross-sectional area (Ac) of a 
single tidal inlet or channel exists in a dynamic equilibrium between two stability points (SP1 
and SP2, Figure 2-3), governed by feedback between the maximum tidal current (Vmax) and 
the critical threshold of sediment transport (Vcr).  Under stable discharge conditions, SP2 
defines conditions where the net erosion and deposition over a tidal cycle are balanced. 
Disturbing an inlet from this equilibrium, for example by increasing the inlet channel cross-
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sectional area Ac by dredging (disturbance away from SP1), will reduce the amount of time 
during the tidal cycle that currents exceed the threshold required for sediment transport (Vcr), 
promoting deposition and channel infilling.  Ac will therefore decrease until tidal velocities re-
attain equilibrium between erosion and deposition. Disturbing the system towards SP1, for 
example through the use of jetties, will increase the amount of time during the tidal cycle that 
currents remain above Vcr, promoting scour and therefore an increase in Ac until equilibrium 
is re-attained at SP2.  
 
However, should the system be constrained beyond SP1 then frictional effects come to 
dominate, reducing the tidal prism, and tidal currents irrevocably decrease below that 
required for sediment transport and the inlet infill completely. Therefore SP1 represents the 
limit of inlet stability beyond which closure is inevitable. This situation typically arises during 
barrier island storm breaching: If a new channel is of sufficient size (Ac beyond SP1) then it 
will ‘capture’ the tidal prism, promoting scour and a stable tidal inlet will be maintained. 
However if the breach is not of sufficient size (Ac below SP1) then the new inlet will 
eventually close.  
 
 
Figure 2-3: Conceptual Escoffier curve for equilibrium channel width  (from de Vriend 1996). 
 
2.2.4 Effect of littoral drift on inlet stability and morphology  
 
The stability of an inlet may also be affected by the amount of material delivered to it through 
wave action. Bruun and Gerritsen (1959, 1960) classified inlet stability using the ratio of the 
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mean spring tidal prism (P) and annual littoral drift (M) (Table 2-1).  As wave action 
progressively dominates over tidal prism, sediment moving across the inlet deposits material 
as a series of bars that migrate across the main channel, further blocking tidal currents and 
destabilizing the inlet. As wave dominance decreases, the capacity of tidal currents to 
counteract the deposition of material and flush away from the channel entrance is increased, 
maintaining the inlet and preserving geomorphological stability.  
 
Table 2-1 Inlet stability and navigability as a function of ratio between spring tidal prism and average annual 
littoral drift. (Adapted from Bruun and Gerritsen 1960) 
P / M Sediment bypassing Stability 
condition 
Inlet characteristics 
>150  Poor ‘bar’ bypassers Excellent Stable, deep channels, little shoaling 
100 - 150 Some sediment 
bypassing allowed 
Good Low ocean bar, minor navigation problem 
50 - 100 Increasing sediment 
bypassing 
Fair Increasing shoaling; wider, higher ocean bar, 
increasing navigation problem. Increasing 
instability. 
20 - 50 Good ‘bar’ bypassers Poor Wide, shallow ocean bar, navigation difficult.  
< 20 Efficient sediment 
bypassing on shoals 
surrounding ebb delta.  
Bad Much shoaling, unstable entrance, very prone 
to closure or significant migration. Navigation 
very difficult.  
 
This relative influence of wave and tidal energy over the morphology of tidal inlets was 
recognized by Hayes (1979), who classified inlet plan-view geomorphology in to five broad 
categories, based on incident mean annual wave height and mean tidal range (Figure 2-4). 
The limiting states are wave dominated and tidal dominated, passing through various mixed-
energy states in between. Wave-dominated inlets generally have ebb deltas that are smaller 
in area and volume than tide-dominated inlets and are typically associated with microtidal 
ranges (<2 m; Davies 1964), whereas tide dominated coasts have well-developed ebb deltas 
and are typically associated with meso-tidal ranges (2m – 4m).  
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Figure 2-5 displays example plan-view morphologies of tide-dominated, mixed-energy and 
wave-dominated tidal inlets. Ebb deltas at tide-dominated inlets tend not to have ebb deltas 
and instead exhibit two shore-normal parallel channel margin bars (Figure 2-5 A). Wave-
dominated tidal inlets (Figure 2-5 D) typically have arcuate or horseshoe-shaped bypassing 
bars and a shoal in front of the ebb jet. As mixed-energy inlets (Figure 2-5 B, C) can 
experience a wide range of forcing by the incident wave and tidal climate, their ebb deltas 
are not as easily defined and may exhibit a wide variety of morphologies (FitzGerald 1982).  
 
Recognizing the simplistic nature of the classification, Davis and Hayes (1984) examined 
additional variables to describe the plan-view geomorphology of a tidal inlet (such as 
physiography and stratigraphic sequences), hypothesizing that tidal prism rather than tidal 
range may provide improved predictions of inlet morphology type. A recent analysis by Carr 
de Betts et al. (2012) found a substantial degree of scatter when applying the Hayes (1979) 
classification to a database of 89 inlets measured at various locations around the U.S. coast, 
suggesting its predictive power is somewhat limited. However employing a variety of 
additional parameters (including tidal prism) did not substantially improve morphological 
predictions, possibly due to the changing relative influence of various parameters with tidal 
prism. The most successful correlations were obtained with tidal prism and the wave 
exposure concept of Walton and Adams (1976). Thus despite its limitations, the Hayes 
(1979) classification remains widely used due to its simplicity. 
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Figure 2-4: Mean wave height vs. mean tidal range for 21 coastal plain shorelines, grouped in to five 
morphological classes. BF = Bay of Fundy; BB = Bristol Bay, Alaska; SWF = Southwest Florida; NWF = 
Northwest Florida; GB = German Bight; CRD = Copper River Delta, Alaska; PI = Plum Island, Mass.; OB = 
Outer Banks, N.C.; and ICE = Southeast Iceland. From Hayes (1979). 
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Figure 2-5: Examples of inlet plan view morphology using Hays (1979) classification. (A) Tide-dominated 
inlet, Boca Grande Inlet, Florida; (B) Mixed energy (with jetties), Masonboro Inlet, North Carolina; (C) Mixed-
energy inlet (without jetties), New Pass, Florida; and (D) Wave-dominated stabilized inlet, Shinnecock Inlet, 
New York. From Carr de Betts, Beck et al. (2012). 
   
2.2.5 Migration of tidal inlets and their ebb shoals 
If an inlet is unconstrained by bedrock or consolidated sediments, a geometrically stable inlet 
will tend to migrate along the coast as a function of littoral drift. This occurs where the 
hydraulic regime may be sufficient to maintain the channel cross-section, but material added 
to one side of the channel through wave action results in erosion on the other side, causing 
the inlet to migrate in the direction of longshore transport  (Bruun 1978).  
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FitzGerald (1982) identified sediment bypassing in mixed energy inlets as a discontinuous or 
episodic process involving attachment of portions of the ebb delta to the downdrift shore, 
whilst Bruun and Gerritsen (1959) identified wave-induced sand transport along the 
periphery of the ebb delta (bar bypassing) for wave-dominated inlets, and transport of sand 
in channels by tidal currents (tidal bypassing) at tide-dominated inlets. These processes are 
generalized in to a unified framework of conceptual models for sediment bypassing at tidal 
inlets by Fitzgerald et al. (2000), presented in Figure 2-6. 
 
The key process identified is the interplay between waves and currents within the ebb delta, 
and the tidal transport of material from the shoals to the ebb-jet region to produce a cyclical 
morphological behavior (Oertel 1977). Up-drift shoals accumulate against the inlet channel, 
which acts as a barrier to longshore transport of sediment. The shoals prograde downdrift 
and seawards, adding to the tidal delta until wave transport processes are sufficient to 
overcome the tidal currents within the extending ebb jet, and the material moves across the 
channel as a large bar that ultimately welds to the downdrift shoreline. The volume of sand 
delivered is dependent upon the inlet size, ebb-delta morphology, rate at which material is 
delivered to the inlet, and the type of bypassing mechanism.  
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Figure 2-6: Conceptual models of sediment bypassing at unconstrained tidal inlets. From FitzGerald, Kraus et 
al. (2000).  
 
2.2.6 Response of adjacent beaches 
The behaviour of the inlet has a strong influence over the sediment budget of adjacent 
coastal regions, affecting the stability of adjacent beaches and barrier islands (e.g. Komar 
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1996). Flood and ebb deltas act as important reservoirs of sediment for the coastal zone, 
and may alternately act as a source or sink of sediment during calm or storm conditions 
(Devine and Mehta 1999, Kraus and Rosati 1999). Mehta (1996) demonstrated through 
sediment budget analysis that US Federal policy of dredging ebb deltas for navigation by 
moving material beyond the littoral zone was responsible for most of the erosion 
experienced along the Florida coastline. Ebb tidal deltas also strongly influence the wave 
energy distribution along the adjacent shoreline, defining the sediment transport patterns 
that dictate inlet sand bypassing processes (Fitzgerald 1984, Oertel 1988, FitzGerald 1996).   
 
If an inlet experiences a dominant direction of longshore sediment transport, the typical 
response of the adjacent beaches is up-drift accretion and down-drift erosion. This can be 
divided between ‘near-field’ and ‘far-field’ adjustment of the down-drift shoreline at inlets 
(Bruun 1995, 2005). Whilst the near-field shoreline is in general defined as the reach 
between the inlet mouth and the attachment bar, the far-field may reach for many kilometers 
(e.g. Plenard-Considere 1956, Leatherman 1989, Bodge 1993). Gaudiano and Kana (2001) 
found that although bypassing shoals typically represent only small volumetric percentages 
of the overall ebb-tidal delta volume, shoal bypassing can be the single most important 
process contributing to a locally accreting beach. For the design and management of inlets, 
especially those inlets stabilized by jetties and those to be dredged for navigation, 
understanding the behavior of the ebb-delta and associated predictions of sediment 
movement to the adjacent beaches are therefore critical for coastal engineering and 
management on littoral drift coastlines.  
 
2.3 Modeling tidal inlets 
2.3.1 Coastal morphodynamic processes 
The morphodynamic behavior of a coastline is time dependant and occurs on different 
scales through intimate feedback between fluid dynamics, sediment transport and 
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morphological processes. De Vriend (1991) proposed the idea of a ‘primary-scale 
relationship’, whereby for each scale level it is possible to identify a specific morphodynamic 
system (Figure 2-7).  
 
Figure 2-7: Typical coastal morphodynamic features (bold) and their  main forcings (italic) as a function of 
time and space (after de Vriend 1991). 
 
Smaller-scale processes, forced by individual events such as waves or tides, cascade 
through the system to influence larger scale behaviour. As the length scale increases, so 
does the response time of the morphodynamic feature. Thus the evolution of channels and 
bars, which may occur in response to a single storm, aggregate to form components of a 
larger system such as an ebb-tidal delta which in turn evolves according to seasonal 
variations in wave climate. De Vriend (1991) used the following relative scale to classify 
morphological processes:  
 
Process scale phenomena (e.g. turbulence, waves, currents and their interactions) occur 
at smaller scales than the corresponding morphodynamic behaviour, and primarily constitute 
the dominant hydrodynamic and sediment transport forcing.  
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Dynamic scale phenomena (e.g. formation and migration of bedforms) correspond to the 
primary morphodynamic behaviour, resulting from the interaction of the constituent 
processes and seabed topography, and are of an order magnitude larger than those of the 
constituent processes.  
 
Trend scale phenomena (e.g. sea level rise) occur at scales much larger than the primary 
morphodynamic behaviour, and are mostly due to changes in the intrinsic forcing of the 
system.  
 
The primary concept is that any particular model has to be carefully ‘tuned’ to accurately 
represent the behavior of specific morphological feature. For example, Wang et al. (1994, 
1995) found that morphodynamic simulations of tidal channels had to consider several 
morphodynamic time scales in order to model channel migration correctly within the Texel 
ebb delta.  
2.3.2 Types of coastal models 
De Vriend (1996) and de Vriend and Ribberink (1996) identified several types of coastal 
model used in describing morphodynamic processes: 
 
Empirical relationships, establishing observed relationships between measured 
parameters. A commonly used method in data analysis which may also use relationships 
derived from data-based modelling. Examples include the relationships between tidal prism 
and inlet cross sectional area (O'Brien 1931), or cross sectional area and ebb-tidal volume 
(Walton and Adams 1976, Powell et al. 2006) explored in the previous section. 
 
Process-based models, based on first physical principles (conservation of mass, 
momentum, energy etc) and use of mathematical equations to describe waves, currents, 
sediment transport and seabed evolution. This type of model is especially common in 
coastal engineering consultancy studies. A comparison of the performance of various 
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coastal area process models is given in Nicholson et al. (1997) and Pechon et al (1997), 
although much development has occurred since then. Jones et al. (2007) give a useful 
introduction to considerations and best practices of using modern process models in coastal 
environments.  
 
Data-based models, using only measured data aimed directly at the phenomena to be 
described. Examples include the use of parametric and non-parametric geostatistical models 
such as canonical correlation analysis, empirical orthogonal functions and neural networks, 
amongst others. A comprehensive review of these types of models, and applications therein, 
are given by Larson et al. (2003), Southgate et al. (2003).   
 
Formally integrated, long term models, which are derived from a process-based model by 
formally averaging the constituent equations over time and space scales smaller than the 
phenomena of interest. This may be done empirically or through theoretical analysis of the 
relevant interacting processes. Van Dongeren and de Vriend (1994) used such an approach 
in conjunction with a 1D hydrodynamic model to simulate the evolution of long term 
morphodynamic equilibrium of a narrow tidal basin in response to partial closure, 
accelerated sea level rise, and changes in the tidal range.  
 
Semi-empirical, long term models, which describe the dynamic interaction between large 
elements of the system, using empirical relationships to represent the effects of smaller-
scale processes. Examples of this method include the basin model of Di Silvio (1991) and 
the aggregated scale model ASMITA (Stive et al. 1998, van Goor et al. 2001), which focuses 
on the ‘residual’ interaction occurring between schematised elements on long time scales. A 
similar approach is the Reservoir model of Kraus (2000), which describes changes in 
equilibrium volume and bypassing rates of ebb-tidal shoals and adjacent beaches on the 
engineering timescale.  
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2.3.3 Process based coastal area models 
The underlying principle of coastal process models is that they solve the fundamental 
equations of motion, momentum, energy propagation, friction and dissipation. Although the 
way these are solved numerically varies, they all operate on some form of time-stepping 
spatial integration that may occur using a rectilinear or curvilinear grid (‘finite difference’) or 
unstructured meshes (‘finite volume’). The basic concepts in coastal area process models 
are outlined in de Vriend et al. (1993), and summarized in Figure 2-8. 
 
“Initial sedimentation / erosion” (ISE) models, which assume invariant bed topography to 
calculate a rate of sediment transport and hence an initial rate of sedimentation or erosion 
from a simple sediment balance calculation. Although these models are relatively easy to 
implement and are computationally straightforward, they can only provide information on 
phenomena at a time scale much smaller than the morphological one. This therefore limits 
their ability to provide information on near-equilibrium morphological conditions, as they only 
describe the first morphological adjustment from an initial disturbance to the system. 
 
“Medium-term morphodynamic” (MTM) models, which include a time-stepping 
mechanism to feed the new bottom topography back in to the hydrodynamic and sediment 
transport calculations. Iterating the process yields a deterministic description of the dynamic 
time-evolution of the bed, explicitly capturing the morphological response of the system as it 
moves from an initial disturbance towards morphological equilibrium. 
 
“Long-term morphological” (LTM) models, in which the constituent equations describe 
integrated processes at higher levels of aggregation, rather than the individual processes. 
Unlike MTM models, the constituent elements of each aggregated component are assumed 
to be in equilibrium. 
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Figure 2-8: Concept of ISE, MTM and LT models (modified from de Vriend et al. 1993) 
 
2.4 Modern Techniques in Medium Term Morphodynamic (MTM) modeling  
Over the past decade, the skill of process-based models to predict or hindcast reasonably 
realistic evolution of coastal morphology over timescales ranging from weeks, months and 
years has increased dramatically.  Examples of medium term modelling in wave or tide 
dominated systems (or both) include Steijn (1989, 1992), Bernardes et al. (2006), Elias and 
van der Spek (2006), Jones et al. (2007), Brown and Davies (2009) and Ruggiero et al. 
(2009), amongst many others.  Recently advanced in morphological modelling have been 
extended from decades (e.g. Hibma et al. 2004, Lesser 2009) to centuries and millennia 
(Dastgheib et al. 2008, Dissanayake et al. 2009, Dissanayake et al. 2009).  
2.4.1 ‘Online’ approach  
 
Extreme storm events can act as a significant catalyst for morphological change, and around 
tidal inlets may have drastic consequences for beach morphology and alter the configuration 
of sand bars and spit platforms in a relatively short space of time. At this point it is necessary 
to run the hydrodynamic, sediment transport and bottom updating in a morphological model 
at the same small timesteps. This is the basis of the online approach (Lesser et al. 2003, 
Lesser et al. 2004). The difference in hydrodynamic and morphodynamic timescales may be 
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accounted for by applying a ‘morphological factor’ (MORFAC), which simply scales the depth 
changes by a constant factor until some specified threshold is reached. During storm events 
MORFAC will be close to unity, as the coast will be dominated by event-scale processes 
(e.g. Roelvink et al. 2003).   
 
2.4.2 Upper limits of morphological acceleration 
 
The coupling of short term processes at flow time-step level using the online method makes 
it easier to include various interactions between flow, sediment and morphology. This gives 
the online method an advantage over the tide averaging approach by removing the 
requirement for a continuity correction as shallow water processes are represented more 
accurately (Roelvink 2006). The online approach has also been successfully applied to 
complex simulations of migrating tidal inlets (e.g. Roelvink et al. 2003, Tung et al. 2009). The 
underlying requirement for using MORFAC is that the upscaled morphological change 
cannot result in the bed form celerity exceeding the grid cell CFL criterion, which occurs at a 
critically limiting MORFAC value (MFcrit). Ranasinghe et al. (2010) showed MFcrit to have a 
strong dependency on Froude number and grid resolution, and that for practical purposes 
the criterion CFLMF < 0.05 provides a safe first estimate of MFcrit. For typical nearshore 
coastal models (dt = 3-10; dx = 5-20m; Cbed ~ 0.001 m/s) this returns a MFcrit value of about 
100.   
2.4.3 ‘Parallel Online’ approach  
 
Recent developments to the online approach - the ‘parallel online’ approach (Roelvink, 2006) 
theoretically allows very high morphological factors (n >100) on the basis that for some 
morphological systems, the various phases of the tide and incident wave conditions occur on 
a timescale very much shorter than the morphological response. Thus each of these 
processes can be run in parallel as long as they share the same bathymetry that is updated 
according to the weighted average of the bottom changes due to each condition (Figure 2-9).  
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The advantage of the ‘parallel online’ method (also known as ‘event parallel morphology’) is 
that various combinations of wave and tidal forcing can be considered. Thus a very high 
morphological factor may be used for simulations considering purely tidal processes, whilst 
infrequent extreme storm events may retain their very low morphological factor without 
reducing their overall impact on the long term bathymetry. 
 
The ‘parallel online’ approach has been able to significantly extend the range of 
morphodynamic simulations of tidal inlets and tidal basins to millennia-scale (van der Wegen 
et al. 2008, van der Wegen and Roelvink 2008, 2008) without having to resort to formally 
averaged models – a paradigm change from the concept of long-term modeling presented in 
de Vriend et al.. The use of such detailed coastal process models to drive significantly 
upscaled morphological change, suitably interpreted based on hypsometry, has allowed an 
objective and critical evaluation of how the geometry of complex inlet systems and tidal 
basins evolve in the long term compared to empirical predictions (Dissanayake and Roelvink 
2007, van der Wegen and Roelvink 2008, Dissanayake et al. 2009, Dissanayake et al. 
2009). 
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Figure 2-9: Flow diagram of 'Event-parallel' morphological simulations (MOMERGE algorithm). Adapted from 
Roelvink and Reniers (2012) 
 
2.5 Reducing complexity via environmental filtering  
 
Environmental filtering (or ‘input filtering’) breaks down the incident oceanographic 
conditions to a small number of conditions that when combined are representative of the 
overall medium-term  climate and morphological evolution (de Vriend et al. 1993). For 
morphological models the two main environmental forcing are the tidal climate and the wave 
climate. 
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The goal of input filtering is to reduce the complexity of the incident climate such that the 
gross or net sediment transport for the target simulation period may be computed through 
just a few select environmental conditions. Uses may include assessment of longshore 
transport or computation of long-term sediment transport budgets using coastal area models.   
 
Various methods may be employed to ‘filter’ the wave or tide climate to a limited number of 
‘representative’ wave conditions that when applied together and weighted appropriately, 
reproduce the target gross and net sediment transport patterns.   
2.6 Selection of morphological tide 
 
In tide-dominated environments the tide averaging approach (Latteux 1987, 1992, 1995) 
may be used, whereby the spring-neap cycle is broken down to an appropriately weighted 
ensemble of tides that, when summed, combine to reproduce the elementary (flood and ebb) 
and residual (magnitude and direction) transport  experienced over the actual set of natural 
tides. This allows the morphology to be updated relatively infrequently compared to the 
hydrodynamics, resulting in computational savings. The nature of the ensemble method 
used for defining and weighting each representative tide is still subject to research (Cayocca 
1996, 2001, Bernades et al. 2006).  
 
A complicating factor in MTM simulations of tidal inlets is that they are frequently subject to 
wave action. The stochastic occurrence of storms makes the derivation of ‘representative 
wave’ conditions extremely complex (Steijn 1989, 1992, Cayocca 2001). Johnson et al. 
(2005) utilize a simple method to schematize the wave climate for wave dominated, non-tidal 
coastlines by simulating only the occurrences in the wave record which exceed the threshold 
for initiate sediment transport. A drawback of this approach is that for longer periods this 
simplistic method becomes computationally expensive. Therefore various methods may be 
employed to ‘filter’ the wave climate to a limited number of ‘representative’ wave conditions 
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that when applied together and weighted appropriately, reproduce the gross and net 
sediment transport patterns.  As the relationship between wave conditions and sediment 
transport are highly non-linear, the ‘representative’ wave conditions must be tightly aligned to 
the dominant physical process under consideration in the model.  
2.7 Methods of wave climate reduction  
Neglecting the accuracy, suitability and calibration requirements of any sediment transport 
algorithm and morphological updating scheme, the key to successful hindcasts of medium-
to-long-term coastal morphology is the selection of the reduced wave and tide climate. 
 
2.7.1 Wave Thresholding 
 
Assuming a wave-dominated, non-tidal coastline, the simplest type of wave climate 
schematization is that employed by Johnson et al. (2005), who simulated only the 
occurrences within the wave record which exceeded the threshold for initiating sediment 
transport. Whilst this method theoretically includes all wave conditions contributing to the 
gross and net transport over the period of interest, the rapidly increasing computational cost 
with simulation period gives it little advantage over ‘brute force’ simulations. Furthermore, the 
use of an arbitrary selected threshold defined for waves outside of the surf zone neglects the 
distribution of transport across the beach. Thus for some wave conditions the local transport 
in the schematised wave climate will be zero, even though it is a widely accepted basis of 
bulk longshore transport formulae (e.g. USACE 1984) that all wave conditions will result in at 
least some sediment transport due to wave shoaling and breaking.  
 
2.7.2 ‘Representative wave’ 
 
The ‘representative wave’ approach starts from measured wave heights and directions and 
reduces those to a limited number of combinations of wave height and direction at the model 
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boundary.  The basic approach is to divide the wave climate in to two or more sectors, and 
then calculate the ‘representative’ wave height for that direction based the weighted 
frequency of occurrence of wave heights, plus the weight factor to be applied to the results 
for each of them in the long-term mean transports and bed evolutions (Eq. 2-4): 
  ?????????? ? ?? ??????? ?? ???? Eq. 2-4 
 
In which Hm0 is the significant wave height and f is the frequency of occurrence, respectively, 
of each wave class occurring in jth sector, and n is an exponent of wave height, dependent 
upon the criteria used determine the relative weighting of each wave class.  
 
De Vriend et al. (1993) suggests the longshore power and the wave stirring parameter as 
two convenient criteria to determine the representative conditions and their corresponding 
weight factors, as both are required by bulk longshore transport formulae. This leads to an 
exponent of n = 2.5 (the basis of the CERC formula) as a widely accepted value.  
 
The seemingly arbitrary selection of the exponent used in the representative wave method 
by some authors occasionally gives rise to criticism that it is not rigorously based on physical 
arguments. For example, Steijn (1989, 1992) and Cayocca (2001)  use an exponent value of 
n=6 for determining wave events responsible for cross-shore transport. Brown and Davies 
(2009) applied the representative wave approach for modelling seasonal evolution of the 
Dyfi estuary, but apparently with an exponent value of 1. This neglects the non-linear 
relationship between wave height and sediment transport. 
 
Steijn (1989, 1992) termed the approach ‘Many Representative Waves’, suggesting that the 
direction sectors are preset  - typically at 10° or 20° intervals -  whilst the representative 
wave height per sector and the weight factor in the transport computation are the degrees of 
freedom.  The corresponding wave period and direction are subsequently calculated through 
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statistical analysis of the wave data within the directional bin. In the ‘Many representative 
waves’ approach, each wave computation is applied separately with a corresponding flow 
and sediment transport model to achieve an individual wave-driven flow and sediment 
transport field. The sediment transport fields are then weighted across all classes to achieve 
the overall sediment transport pattern and magnitude. 
2.7.3 Energy Flux Method 
 
The ‘Energy Flux’ method has a firmer basis in physical meaning than the ‘representative 
wave’ by recognising that littoral sediment transport is essentially driven by the longshore 
and cross-shore directed power of each wave event. That is, the long-term sand transport 
rate from a given direction is related to the total annual energy flux from that direction. The 
characteristic offshore wave conditions are thus determined based on the contributions of 
different wave events to the energy flux for a given time period (e.g. Johnson et al. 2001).  
 
Each occurrence in the wave record is classified by wave height and period occurring within 
a directional sector and subsequently weighted by the mean energy flux experienced in each 
sector over the observational period. Using linear wave theory and assuming a JONSWAP-
type frequency spectrum, the energy flux of each wave in a data set is given by: 
 
 
 
 
?? ? ???????? ??? Eq. 2-5 
 
In which ρ is the water density, g is the acceleration due to gravity, Hm0 is the significant 
wave height and Cg is the group velocity and is a function of the local water depth and wave 
period, Tp (or wavelength, Lp) due to the dispersion relation.  
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For an arbitrary jth cluster of the wave data when grouped by wave height and direction, the 
representative wave height then becomes: 
 ?????????? ??? ??????????? Eq. 2-6 
Where ?????? is the mean energy flux value of all wave conditions within the jth cluster. 
The representative wave direction is the centroid value of the jth cluster and is automatically 
weighted by contribution of each wave condition to the overall wave energy flux  
Assuming a given sector is banded narrowly enough that the sin-component of wave energy 
does not change significantly between its limits, the representative wave height that sector 
becomes:  
 
 
 
 
?????????? ????? ? ???? ??????? ?? ? ??????? ??????????? ?? ???? ????????? ? Eq. 2-7 
Where the subscript “i” refers to each (Hm0, T) element within a given sector, H is the 
centroid value of each wave height bin within the jth sector,  ΔH is the interval of each wave 
height bin and ???is the wave energy flux of each (Hm0, T) element. 
The representative wave period within a given sector is given by: 
 
 
 
 
???????? ???? ? ? ???? ??????? ?? ? ??????? ??????????? ?? ???? ????????? ? Eq. 2-8 
Where T is the centroid value of each wave period bin within the jth sector, and ΔT is the 
interval of each wave period bin. 
 
  
47 
 
The associated frequency of occurrence, or weighting, of each sector is calculated such that 
the characteristic event for a given sector gives the same energy flux contribution as the sum 
of energy flux contributions for all  (Hm0, T) elements in that sector: 
 
 
 
 
?????????? ? ?? ? ?????????????? ??? ?????????? Eq. 2-9 
 
Adaptation to sediment flux 
Observing that littoral transport fundamentally relies upon the wave height raised to a power, 
the wave energy flux method is easily adapted to calculate the sediment flux by 
incorporating a sand transport formula such as the CERC equation (USACE 1984), where 
the wave height is raised to a power of 2.5 (or another value, dependent upon the sediment 
transport formulae). This gives the advantage of providing a more direct link between 
characteristic waves and sand transport, and recognises that waves occurring less 
frequently within the wave record may still be capable of contributing equally to the overall 
sediment flux.  The contribution of each wave event to the sand transport over a given period 
is simply calculated as:  
 
 
 
??? ? ???????? ?? Eq. 2-10 
 ??? can then directly replace ???in equations  2-7 and 2-8.  
 
2.7.4 Increasing complexity: Using a coastal profile model as a proxy 
The ‘representative wave’ and ‘energy flux’ approaches are geared towards long-term 
quantities such as annualised sediment transport rates, where cross-shore processes 
effectively cancel out.  Roelvink and Reniers (2012) argue that although reproduction of 
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long-shore transport rates with a reduced wave climate can be more or less guaranteed 
based purely on energy flux arguments or simplified bulk transport formulae, it often gives 
inaccurate results when applied to morphological models. This is because often the transport 
relation in most sediment transport formulae is more complicated than the simple exponent 
used in bulk transport formulae. Whilst profile-integrated alongshore transport may be 
reproduced, cross shore transport or the distribution of longshore transport across the 
coastal profile may be completely incorrect.  Under these circumstances, the use of a profile 
model as a proxy for sediment transport and morphological processes gives a more 
satisfactory answer. 
 
The advantage of using a coastal profile model to simulate sediment transport is that it is fast 
enough to make simulation of a large number of wave events practical, yet contains enough 
‘realism’ (assuming appropriate calibration) to adequately capture transport processes 
across the coastal profile. The number and weighting of representative wave conditions can 
then be targeted to reproduce the profile integrated long-shore (or cross-shore) transport 
rates, or reproduce the distribution and magnitude of long-shore (or cross-shore) transport 
across the coastal profile.   
 
2.7.5 Expanding dimensions: input reduction for complex coastal features 
 
In a two-dimensional feature such as a tidal inlet, the direction and magnitude of sediment 
transport and subsequent morphodynamic evolution for a given wave condition will be 
depend upon the location and type of morphological feature. For a given wave or tidal 
forcing condition, the degree of morphological forcing will be different for swash bars, 
channels, and the ebb and flood delta shields.  Thus in complex coastal systems with 
multiple coast orientations and different areas with different dominating processes, wave 
input reduction via the above techniques breaks down.   
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A more statistically rigorous approach in such instances is to apply a global optimization 
method (e.g. Lesser 2009, Roelvink and Reniers 2012) to deduce the weighting of a of a 
limited set of sediment transport fields for reproducing complete sediment transport or 
sedimentation/ erosion pattern. Types of global optimization methods are many and varied 
(e.g. Horst and Pardalos 1994, Liberti and Maculan 2006), but all are a form of mathematics 
and numerical analysis that finds the globally best solution of a function in the presence of 
multiple local optima.  
2.8 Evaluation of Numerical Model Accuracy 
The ‘skill’ of a numerical model is a concept often used to describe the accuracy of a model 
prediction over some reference or baseline prediction (Murphy and Epstein 1989).  Error 
metrics such as the Coefficient of Correlation (R2), Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), Bias, the Skill Score and the Brier Skill Score are also used.  
2.8.1 Mean Square Error and Root Mean Square Error 
 
The Mean Square Error for a simulation, observational and baseline data are given by Eq. 2-
11 and Eq. 2-12. The Root Mean Square Error is simply the square root of the Mean Square 
Error. 
 ?????? ?? ? ?????? ? ???????? ? ??? ? ???? Eq. 2-11 
 ?????? ?? ? ?????? ? ???????? ? ??? ? ???? Eq. 2-12 
Where Y is a set of J forecasts or predictions, y1, y2, y3…yj; X is a set of J observations x1, 
x2, x3…xj with nth element of each set occurring at the same point in space and time. B is a 
set of J baseline data b1, b2, b3…bj that occurs at the same point in space as the Y forecasts 
and X observations. Angular brackets denote the mean. MSE is the Mean Square Error. 
  
2.8.2 Coefficient of Determination (R2) 
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Sometimes also known as ‘the goodness of fit’, the coefficient of determination quantifies the 
correlation and dependence between two or more random variables, and lies between the 
limits of 0 (no correlation between variables) and 1 (perfect correlation between variables).  
2.8.3 Brier Skill Score 
The Brier Skill Score is one of the most commonly used skill scores, and is based on Mean 
Square Error. Sutherland et al. (2004) showed that measuring the skill of a model (that is, its 
performance relative to a baseline predictor) is a more critical test than the measuring it’s 
absolute accuracy. A Brier skill score (BSS) is conventionally defined as the relative 
probability score compared with the probability score of a reference forecast.  The Brier Skill 
Score is given by: 
 ??? ? ? ? ?????? ???????? ?? Eq. 2-13 
  
 
Perfect agreement between the model prediction Y and observed data X gives a BSS of 1. A 
BSS score of 0 means that the model forecast is no better at predicting X than the baseline 
condition, B. If the model is further away than the final measured condition than the baseline 
prediction, then the BSS is negative and unbounded. Table 2-2 gives a relative classification 
of different BSS scores. 
Table 2-2: Proposed classification of the BSS (Sutherland et al. 2004) 
Classification BSS 
Excellent 1.0 – 0.5 
Good 0.5 – 0.2 
Reasonable/ Fair 0.2 – 0.1 
Poor 0.1 – 0.0 
Bad <0.0 
 
2.8.4 Murphy-Epstein decomposition of Brier Skill Score 
In coastal morphological simulations the BSS combines contributions from errors in 
predicting amplitude, phase and mean. For example, a BSS may be reduced erosion that is 
predicted in the correct place, but is of the wrong amount (amplitude error), or the correct 
  
51 
 
amplitude of erosion may be captured by the model but it is in the wrong location (phase 
error). Or the amplitude and phase of the feature may be adequately captured by the model 
but the overall bed levels in the region are too high or too low (mean error).  A useful 
decomposition of the BSS to provide information on which of these errors contributes most 
to lowering the skill score is the Murphy-Epstein Decomposition (EMD) (Murphy and Epstein 
1989), and can be written as:   
 ??? ? ?? ? ? ? ? ? ?? ? ?  Eq. 2-14 
 
Where α is a measurement of phase error (sand is moved to the wrong position), β is a 
measure of amplitude error (the wrong volume of sand is moved), γ is a measurement of 
map mean error (the predicted average bed level is different from the measured) and ε is a 
normalisation term, which is only affected by measured changes from the baseline 
prediction. Perfect modelling of the phase gives α=1. Perfect modelling of the phase and 
amplitude gives β=0. Perfect modelling of the mean gives γ=0. The terms of the EMD are 
given below: 
 
? ? ? ?????? ? ? ??????? ? ???????? ? ? ?????? ? ??????? ?? 
? ? ???????????? 
Eq. 2-15 
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Chapter 3: OPTIWAVE – Optimization of Representative Wave 
Conditions using a Genetic Algorithm Approach 
3.1 Introduction to Genetic Algorithms 
Genetic algorithms (G.A.), first used by (Holland 1975), are a class of adaptive stochastic 
optimization algorithms that generate useful solutions to optimisation and search problems 
by mimicking the process of natural evolution.  A population of candidate solutions is 
‘evolved’ towards better solutions over successive generations by evaluation against the 
objective of the optimisation problem.  A large body of literature exists on the theoretical 
foundations of G.A. (see for example, Holland 1975, Goldberg 1989, Mitchell 1998, Goldberg 
2002, Poli et al. 2008).  
3.1.1 Terminology 
Aside from numerical considerations, the key components of any genetic algorithm are 
(Holland 1975, Mitchell 1998, Poli et al. 2008): 
 
The fitness function (also known as ‘evaluation function’, ‘cost function’ or ‘objective 
function’) is the function used to assess the success of the genome in solving the sub-
problem.  The success of the fitness function is assessed using the fitness score, which 
represents how good an individual solution, is relative to the overall population.  An 
individual is any point to which you can apply the fitness function.  A chromosome 
represents the information encoded within any given individual that the fitness function is 
tested against.  A population is an array of individuals.  Diversity refers to the average 
distance between individuals in a population. A population has high diversity if the average 
distance is large; otherwise it has low diversity. Each successive population is called a new 
generation.  A feasible candidate solution that minimizes the objective function (i.e. has 
maximum fitness) is called an optimal solution.  
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3.1.2 Basic function of a genetic algorithm 
 
Simply stated, G.A. are probabilistic search procedures designed to work on large search 
spaces (the ‘fitness landscape’) involving states that can be represented by binary strings. 
Genetic algorithms therefore represent an example of machine learning (Goldberg and 
Holland 1988, Goldberg 1989) where, with no prior information on the properties of a given 
system, the algorithm discovers “the rules of the game” by searching through a class of 
candidate solutions to find an effective one. In optimization problems using G.A., fitness 
landscapes are evaluations of a fitness function for all candidate solutions (Figure 3-1). Each 
subsequent generation of candidate solutions is iterated towards the peaks of the fitness 
landscape, until just a few solutions are left. The solution that is highest on the fitness 
landscape is defined as the optimal solution. 
 
Figure 3-1: Example evolution of a population towards local and global maxima within a fitness landscape 
consisting of multiple peaks. From Conrad et al. (2011). 
 
Typically the chromosomes in a G.A. population are encoded in the form of bit strings, 
assigning each locus in the chromosome two possible alleles: 1 and 0. The simplest form of 
genetic algorithm involves just three types of operators on these bit strings: selection, 
crossover, and mutation (Mitchell 1998).  
 
The selection operator selects chromosomes in the population for reproduction. The fitter the 
chromosome, the more likely it is to be selected to reproduce. 
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The crossover operator randomly chooses a locus within the parent chromosomes and 
swaps sequences before and after that locus to create two offspring. For example, the 
strings 100000100 and 111111111 could be crossed at the third locus in each chromosome 
to produce the offspring 100111111 and 111000100. The cross-over operator roughly 
mimics biological recombination between two single-chromosome organisms. The mutation 
operator randomly flips some of the bits within a chromosome.  For example, the bit string 
0000100 might be mutated at its second locus to yield 0100100. Mutation can occur at each 
bit position with some (usually small) probability. 
 
Given a clearly defined problem to be solved, a simple G.A. therefore works as follows:  
1) Create a large randomly generated population of N l-bit chromosomes (candidate 
solutions to a problem). The values of the population are distributed equally within 
any imposed constraints in the fitness landscape.  
2) Test each chromosome against the fitness function and assigned a fitness score 
accordingly.  
3) Select a pair of parent chromosomes, the probability of selection being an increasing 
function of its fitness score. That is, the fittest individual can become a parent more 
than once and the least-fit individual not at all.  
4) With probability pc (“crossover probability”), cross over chromosomes of the parents 
at a randomly chosen point to form two offspring. If no crossover occurs the offspring 
are identical to the parents.  
5) Mutate the two offspring at each locus with probability pm (the mutation probability), 
and place the resulting chromosomes in a new population.  
6) Replace the current population with the new population and go to step 2.  
 
Assuming there is no user-defined limit to the number of generations, the G.A. is terminated 
if a) it finds a solution that is the ‘global’ maximum of the fitness function across the whole 
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search space, as represented by the spread of the candidate solutions; or b) the highest 
ranking solution reaches a plateau such that successive iterations no longer produce better 
results.  
 
A fundamental property of G.A. is that the reliability of the optimum solution is defined by the 
diversity of the search space within the fitness landscape inhabited by the initial candidate 
solutions, and the number of individuals populating that landscape. If the diversity and size 
of a population is not large enough then the risk increases that the solution found is only a 
local maximum in the fitness landscape. That is, the tallest ‘peak’ in the fitness landscape 
representing the optimal solution may be missed and the optimal solution for only a 
subsidiary found. 
 
3.1.3 Genetic algorithms in coastal engineering 
 
The advantage of genetic algorithms over other optimization methods is their ability to 
efficiently find optimal solutions for otherwise theoretically intractable problems. Recent 
examples within the field of coastal engineering are many and wide-ranging. G.A. have been 
used to optimise the design of coastal structures such as port geometry (e.g. Elchahal et al. 
2013), offshore breakwater position and stability (e.g. Koc and Balas 2012) and design of 
desalination plants (e.g. Alcolea et al. 2009).  G.A. have been used to improve training of 
neural networks (e.g. Altunkaynak and Wang 2012), improve the calibration and validation of  
numerical model hindcasts (e.g. Canellas et al. 2010), and improve state and parameter 
estimation for data assimilation to morphological models (e.g. Smith et al. 2013). G.A. have 
been combined with physical model data to obtain robust and reliable estimates of beach bar 
parameters (e.g. Komurcu et al. 2008) and combined with EOF analysis to improve tidal 
current predictions compared to computationally expensive numerical models (e.g. Remya et 
al. 2012).  
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3.2 Augmented Lagrangian Genetic Algorithm  
The Augmented Lagrangian Genetic Algorithm (ALGA; Conn et al. 1991, Conn et al. 1997) 
solves nonlinear problems without integer constraints.  Augmented Lagrangian methods are 
class of algorithms used for solving constrained optimisation problems. Their advantages 
over other penalty based methods include theoretical convergent properties and minimal 
distortion of the original objective function (therefore maintaining fidelity of the fitness 
landscape during search). The ALGA algorithm considers the problem of finding the 
minimiser of the function:  
 
 
???? ???? Eq. 3-1 
 
Such that x is required to satisfy the constraints 
 
 
????? ? ?? ? ? ??? Eq. 3-2 
 
 
??????? ? ?? ? ? ? ? ???? Eq. 3-3 
 
And the simple bounds,  
 
 
? ? ? ? ? Eq. 3-4 
 
 
??? ? ? ? ??? Eq. 3-5 
 
 
?? ? ? ? ?? Eq. 3-6 
 
Where ??????represents the nonlinear inequality constraints, ??????? represents the equality 
constraints, ? is the number of nonlinear inequality constraints and ?? is the total number of 
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nonlinear constraints.  A sub-problem is constructed by combining the fitness function and 
nonlinear constraint function using the Lagrangian and the penalty parameters and may be 
formulated as: 
 
 
 
 
 
 
 
???? ?? ?? ?? ? ????? ???? ? ?? ? ?????? ? ?????? ?? ? ?? ? ??????????????? ???
? ?? ? ???????????????  
Eq. 3-7 
 
Where the components ??  of the vector ? are non-negative and are known as Lagrange 
multiplier estimates; the elements ?? of the vector ?  a 
re nonnegative shifts; and ? is the positive penalty parameter.  
 
The algorithm minimizes a sequence of subproblems, of which each is an approximation of 
the original problem. Each subproblem has a fixed value of λ, s, and ρ.  When the 
subproblem is minimized to a required accuracy and satisfies feasibility conditions, the 
Lagrangian estimates are updated. Otherwise, the penalty parameter is increased by a 
penalty factor ?. This results in a new subproblem formulation and minimization problem. 
These steps are repeated until the stopping criteria are met. 
 
3.3 OPTIWAVE Algorithm 
OPTIWAVE is an original program written by the author of this PhD thesis, using Matlab® 
programming language and the Matlab Global Optimization Toolbox ® to construct, define 
and solve an optimization problem. In this case, the optimization problem is ‘How many 
  
58 
 
wave events can one use for numerically modeling the morphological evolution of a coastal 
feature and not lose accuracy?’.  
 
The optimization problem is solved by searching for a set of weights (probabilities) of a 
reduced number of sediment transport patterns that optimally reproduces the magnitude and 
pattern of the mean sediment transport field for a target area, obtained from a fuller set of 
environmental forcing conditions. This can either be the full wave climate or, more 
practically, the wave climate classified to particular intervals of wave height, period, direction, 
and the associated probability of occurrence of that wave class. 
 
By successively iterating the optimization process to identify and eliminate each wave 
condition that contributes least to the overall sediment transport field, the wave climate is 
gradually reduced to an optimal subset of wave conditions that, within a given error, 
reproduces the target sediment transport pattern.  
 
The optimization process is therefore two-fold: 1) For each iteration of the optimization, 
identify the target weightings for each of the reduced wave conditions. 2) Identify the 
minimum number of wave conditions that can optimally reproduce the overall sediment 
transport field (or morphological evolution) without significantly losing accuracy. 
 
Figure 3-2 shows the process through which the optimization process occurs. In Step 1 the 
wave climate time series is partitioned to particular intervals of wave height, period and 
direction and run through the numerical model to calculate an associated sediment transport 
magnitude (m3/s/m,) and direction at each grid point of the model. Summing all the sediment 
transport fields at each grid point by the occurrence probability of each wave condition gives 
the mean sediment transport pattern (magnitude and, optionally, direction). This is the target 
sediment transport pattern against which the optimized wave climate will be assessed. 
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In Step 2, the wave condition which contributes least to the total sediment transport 
magnitude (integrated over the entire model grid) is removed from the wave climate, and its 
associated sediment transport field removed from the simulation results. The initial weights 
derived in Step 1 are removed and new, random weights are assigned to the reduced wave 
climate. The weighting of each sediment transport event is then ‘optimized’ via the genetic 
algorithm to minimize the following fitness function, selected for simplicity and ease of 
implementation within the OPTIWAVE program: 
 ???????? ? ????????????x? ??? ? ??????? Eq. 3-8 
 
Where, for a given step in the elimination loop, ‘pST’ is the weighting of a particular sediment 
transport event associated to a particular wave condition, ‘mST ‘ is the total magnitude of the 
sediment transport associated with the wave condition, and ‘TargST’ is the target sediment 
transport pattern derived from the ‘full’ set of wave classes. The G.A. calculates the new 
weights of each set of conditions through the elimination loop using the lower bound of lb = 
1E-06. That is, the weighting of each wave event (and thus its contribution to the overall 
sediment transport field) is prevented from becoming negative, but is unbounded in the 
positive direction. The lower bound is non-zero so that the contribution of each jth sediment 
transport event (that is, pSTj x mSTj) does not evaluate to zero and therefore the lowest 
individual contributor to the target sediment transport pattern can be found and removed. 
All subsequent iterations of the OPTIWAVE algorithmrepeat Step 2 until only one wave 
condition is left. At the completion of each iteration the sediment transport field due to the 
reduced wave climate is assessed against that derived from the full wave climate the 
resultant Skill, Correlation Coefficeint and Root Mean Square Error of the mean sediment 
transport pattern from the reduced wave climate calculated against that from the full wave 
forcing. 
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Figure 3-2: Flow chart of OPTIWAVE optimisation method. The ‘iteration’ loop corresponds to the Genetic 
Algorithm. 
 
3.4 Application of OPTIWAVE to a 1-D Coastal Profile Model 
An adapted version of the Open Earth Tools coastal profile model is used for this study. As 
the model is open source, the structure of the source code (written in Matlab) has been 
modified by this author to achieve greater computational efficiency.  
 
STEP 1 
STEP 1 
STEP 2 to N 
STEP 2 to N 
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The basic physical processes of the model are described in Roelvink and Reniers (2012) 
and are summarised below. The model calculates the depth-averaged flow through the 
water column induced by wave shoaling, dissipation and breaking.  
 
First, the wave energy, roller energy and cross-shore momentum balance is solved across 
the profile to yield a cross-shore distribution of wave height and energy, roller energy, water 
level and longshore component of radiation stress gradient. Short wave dissipation, Dw, is 
given by Baldock et al. (1998):  
 ?? ? ???????? ???????? ?????????????????   Eq. 3-9 
 
The roller dissipation, Dr, is calculated from the spatial gradient in short wave dissipation, Dw, 
and is used to infer the roller energy, Er:  
 ?? ? ??????????? Eq. 3-10 
Where c is the local wave celerity and β is wave direction relative to shore-normal.  
The roller mass flux, Mr, is obtained from: 
 ?? ??????  Eq. 3-11 
 
The resultant current magnitude obtained from water level setup from wave radiation 
stresses and dissipation, compensating for an additional return flow from the wave- and 
roller- related mass flux, is given by: 
 ? ? ????? ? ?????? Eq. 3-12 
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The relative magnitudes of the cross-shore and long-shore components of the wave energy 
are used to assign the current vectors in the cross-shore and long-shore direction, 
respectively.  
 
Finally, the resultant wave height, period and current speed at each grid point within beach 
profile model is used to calculate the cross-shore and long-shore sediment transport 
following Soulsby-Van Rijn (Soulsby 1997) for each of the following sediment transport 
processes: 
 ?? ? ?????? ? ?????? ? ???????? ? ???????? ? ???????? Eq. 3-13 
Where Sb,x represents the bed load transport, Ss,x the suspended transport, Ssk,x the 
skewness related transport, Sas,x the transport related to wave assymentry, and Ssl,x the bed-
slope transport.  
 
Each wave condition is treated independently in the model, which is used to calculate the 
distribution of sediment transport across the foreshore.  The purpose of this application is to 
assess the ability of OPTIWAVE to reproduce the magnitude and distribution of sediment 
transport across the profile. Morphodynamic updating is therefore not included.  
 
3.4.1 Method 
 
Figure 3-3 shows a synthetic wave climate at the toe of an example beach profile. The wave 
climate was binned to 20 degree Mean Wave Direction intervals, 2 second Tp intervals, and 
1.0m Hm0 intervals to give a total of 80 individual wave events and their associated 
probability of occurrence.  
 
The scatter matrix was used as the initial step in OPTIWAVE, which was then applied with a 
constant random seed number (N=100) to maintain reproducibility of results. The 
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recombination value (‘cross-over fraction’) was set at 0.8, which is a generally accepted 
value.The population size applied to evolve the probability of each individual sediment 
transport class was 1000. The influence of varying population size and recombination value 
is investigated in Section 3.5. The mutation rate was set at 0.001%, which is an anecdotally 
generally accepted value. The target sediment transport pattern was the longshore transport 
integrated over the length of the beach profile, to give a rate in m3/s, due to the full wave 
climate.   
 
Figure 3-3: Joint-probability of wave height and direction at toe of the beach profile. Directions are relative 
to shore-normal of the beach profile.  
 
Figure 3-4 shows the evolution of error statistics at the end of each iteration in the wave 
climate reduction process. The skill score of the reduced wave climate remains very close to 
1.0 until about 30 wave conditions are reached. The skill then decreases slowly until 12 
wave conditions are reached, after which the skill score of the reduced wave climate rapidly 
reduces to 0 at 4 wave conditions. This suggests that at 4 wave conditions or less the 
reduced wave climate has no predictive skill against the full wave climate.  
 
Examination of the Root Mean Square Error (RMSE) over the optimization process shows 
that the error in the reduced wave climate grows slowly until an ‘inflection point’ is reached at 
12 wave conditions, after which the errors grow rapidly. The inflection point defines the 
optimal number of wave conditions required to reproduce the net longshore transport from 
the beach profile. The R2 values at the end of each elimination loop  show that the sediment 
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transport rate at each grid cell from the reduced wave climate is strongly correlated with that 
from the full wave climate until 12 wave conditions are reached, after which point the 
correlation decreases particularly strongly after 5 wave conditions.  
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Figure 3-4: Evolution of error statistics weighting of sediment transport rates due to specific wave events 
during OPTIWAVE wave climate optimisation. Upper three panels: Model Skill, Correlation  Coefficient and 
Root Mean Square Error calculated at the end of each OPTIWAE Elimination Loop. 
 
Figure 3-5 shows the evolution of the hindcast sediment transport fields on the beach profile 
for the full wave climate (‘All wave classes’) and successive iterations of the reduced wave 
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climate. A high degree of accuracy is retained for the reduced wave climate down to 10 
wave conditions. The sediment transport patterns for the reduced wave climate with only 5 
wave conditions shows significant error (which agrees with R2 and RMSE estimates in Figure 
3-4), suggesting that wave events important to reproducing the overall transport pattern have 
been removed during the optimization process. 
 
Figure 3-5: Sediment transport patterns derived from weighted averaged of the reduced wave climate from 
OPTIWAVE.  (a) Bed levels of beach profile simulated in model. (b) Distribution and magnitude of cross-
shore transport across beach profile. (c) Distribution and magnitude of long-shore transport across beach 
profile.  
 
3.4.2 Summary  
 
The OPTIWAVE program has been shown to successfully reduce an arbitrary wave climate 
to just a few representative conditions. Assessment of error metrics (Skill, R2 and RMSE) at 
the end of each Elimination loop of the algorithm indicate the minimum number of wave 
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conditions in the reduced wave climate that can still adequately reproduce a target sediment 
transport pattern. 
 
3.5 Expanding the dimensions: Application 2D simulations of beach 
evolution (Duck, Carolina) 
3.5.1 Introduction 
 
This section explores the efficacy of OPTIWAVE to reduce a wave climate against a 2D 
target sediment transport field for a micro-tidal beach environment. That is, for an 
environment in which tidal processes can be ignored. 
 
The reduced wave climate is used as boundary conditions for a series of accelerated 
morphodynamic simulations, the accuracy of which is assessed against a ‘brute force’ 
simulation that considers beach evolution over a 28 day period. 
 
3.5.2 Brute Force Simulation 
 
“Brute Force” refers to the traditional approach of simulating the full wave climate time series 
over a selected period of time. No morphological acceleration is applied. 
 
The selected site is Duck (Carolina, USA), due to the microtidal climate and the availability of 
wave and hydrographic survey data. The selected survey period is the coastal evolution over 
a 28 day period between 28th September and the 25th October. The model domain of the 
brute force simulation is shown in Figure 3-6. The area highlighted within the black box 
corresponds to the area covered by bathymetric surveys by the USACE Field Research 
Facility (FRF). The flow model was applied in 3D with five σ layers spaced logarithmically in 
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the vertical plane.  The wave climate during the ‘Brute Force’ simulation is shown in 
	
.  
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The ‘brute force’ model was undertaken using Delft3D (see Section 5 for description) to 
simulate wave-driven currents and associated sediment transport and morphological 
evolution. The simulations were run with full feedback between the waves and currents, with 
coupling occurring hourly. The model spin-up time was 180 minutes, after which the model 
Pier 
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was run for 28 days. The simulation period encompasses several storm events and a bi-
model indecent wave direction.  
 
 
 
Figure 3-7: Wave climate time series used as boundary conditions for ‘Brute Force’ simulation 
 
3.5.1 Wave Climate Reduction 
 
A target sediment transport pattern was derived by classifying the incident wave climate 
during the 28 day ‘brute force’ simulation period to intervals of Hm0 = 0.5m,Tp = 2s and 
Simulation Start  Simulation End 
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MWD = 20°. This gave a total of 93 wave conditions and their associated probability of 
occurrence.  
 
Each wave condition was used to simulate a sediment transport field in Delft3D.All the 
sediment transport fields were then weighted by frequency of occurrence of each wave to 
give a weighted average sediment transport field (Figure 3-8). The magnitude of the sediment 
transport rate occurring in each grid cell, summed across all wave events, forms the target 
sediment transport pattern for the optimization routine.   
 
Figure 3-8: Target sediment transport pattern from full wave climate 
 
Figure 3-9 shows the evolution of error metrics in the reduced wave climate during the 
optimisation process in OPTIWAVE.  Unlike the beach profile simulations, the evolution of 
the RMSE associated with the reduced wave climate does not monotonically increase during 
the optimisation process – although a gradual increasing trend is observed. The variation 
displayed in the error metrics, particularly for the final 10 iterations of the reduction process, 
is attributed to the challenges in finding an optimal set of weights for reproducing the 
spatially complex target pattern with a reduced set of candidate sediment transport fields. 
Note that the Skill, R2 and RMSE of the cross shore component is much better at the end of 
each elimination loop than that of the long shore component. This is because although there 
  
71 
 
exists a net longshore transport over the long term at Duck, during the period of assessment 
the predominant mode of transport is cross-shore, viz migration of subtidal bar during storm 
activity. 
 
3.5.1 Parameter Sensitivity Analysis 
3.5.1.1 Influence of Random Seed 
 
The influence of the random seed number on the wave optimization process for Duck is 
shown in Figure 3-9, Figure 3-10 and Figure 3-11. General broad patterns are visible in the 
skill of the reduced wave climate across the random seeds: The RMSE gradually increases 
as the wave climate is reduced, and that the skill score of the reduced wave climate starts to 
decay once the reduced wave climate is simplified beyond some optimal number. However 
the selected wave conditions and associated weighting at each step of the iteration process 
differ between random seeds.  
 
This implies that the optimal wave climate is governed by the choice of random seed. The 
quality of the optimization process is also seen to vary between random seeds. The effect is 
particularly pronounced once the reduced wave climate has less than ~10 wave events.  
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Figure 3-9: Evolution of error statistics weighting of sediment transport rates due to specific wave events 
during OPTIWAVE wave climate optimisation (seed number = 100). Upper three panels: Model Skill, 
Correlation  Coefficient and Root Mean Square Error calculated at the end of each OPTIWAE Elimination 
Loop. 
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Figure 3-10: Evolution of error statistics weighting of sediment transport rates due to specific wave events 
during OPTIWAVE wave climate optimisation (seed number = 200). Upper three panels: Model Skill, 
Correlation  Coefficient and Root Mean Square Error calculated at the end of each OPTIWAE Elimination 
Loop. 
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Figure 3-11: Evolution of error statistics weighting of sediment transport rates due to specific wave events 
during OPTIWAVE wave climate optimisation (seed number = 300). Upper three panels: Model Skill, 
Correlation  Coefficient and Root Mean Square Error calculated at the end of each OPTIWAE Elimination 
Loop. 
 
 
 
  
75 
 
3.5.1.2 Influence of Cross-Over Fraction 
 
The influence of the selected cross-over fraction (‘recombination value’) on the numerical 
accuracy of the GA is assessed by a simple Monte Carlo simulation (Figure 3-12). The GA is 
used to find the optimal weighting for 10 wave conditions, but with the recombination value 
varied in the range from 0.1 to 0.9. The random seed is varied with each successive 
application of the GA, thus ensuring that the initial weightings at each iteration are 
completely random. The results for each cross-over fraction are iterated 50 times, and the 
mean error and associated standard deviation retained.  
 
Figure 3-12 shows that the minimum mean error occurs for cross-over fractions of 0.5 and 0.6. 
The smallest standard deviation is associated with a cross-over fraction of 0.5. This value 
has been applied in the wave climate reduction shown in Figure 3-9, Figure 3-10 and Figure 
3-11.  
 
Figure 3-12: Monte Carlo simulation of mean error from 50 iterations of the Genetic Algorithm 
 
3.5.1.3 Influence of Population Size 
 
The time taken for OPTIWAVE to arrive at an optimal solution for 50 wave events is shown 
in Figure 3-13, for three different random seeds and various population sizes. The time to 
arrive at an optimal solution is broadly consistent between random seeds, but increases by 
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an order-of-magnitude for population sizes varying from 200 to 5000 individuals. This 
suggests that although computational effort increases rapidly with population size, the rate of 
change is roughly linear. In the analysis presented in this chapter, the population was kept at 
4000 individuals.  
 
 
Figure 3-13: Sensitivity analysis of time taken to reach optimal weighting for 50 wave conditions.  
 
3.5.2 Application of reduced wave climate as boundary conditions for ‘Event 
parallel’ simulations of accelerated morphodynamic evolution at Duck 
 
The accelerated simulations use the ‘event parallel’ approach described in Section 2.4 and 
Figure 2-9. That is to say, the wave conditions (and associated weightings) selected from the 
best-performing optimised wave climate (seed = 100) were used as boundary conditions to 
the Delft3D model. Each accelerated simulation considered one or more waves events, 
which were simulated in parallel and the resultant morphodynamic evolution shared across 
each of the incident wave conditions at each half time step. As the weighting of the selected 
wave conditions were always less than one (typically the combined weighting of all the wave 
conditions was in the order of 0.3), each accelerated simulation also had one further 
condition corresponding to no wave activity. This allowed the MOMERGE algorithm to get 
the overall weightings of the total wave climate correct.  
  
77 
 
 
The scaled prototype time (time x MORFAC) of the accelerated simulations must match that 
of the ‘brute force’ simulation. To allow the accelerated simulations to complete in a 
reasonable time, the assigned prototype time was 24 hours. That is, the morphological 
change is simulated to occur over one day but accelerated so that one day of morphological 
evolution is equivalent to 28 days of ‘real world’ change. The MORFAC for these simulations 
is therefore the prototype time of the ‘brute force’ simulation divided by the prototype of the 
accelerated simulations = 28/1 = 28. The coupling between the wave and flow modules for 
the accelerated simulations occurred every 15 minutes (every 7 hours of prototype time), 
compared to hourly for the ‘brute force’ simulation. The accelerated simulation took 3 hours 
on a dual-processor Intel Xeon E5-2680v3 workstation with CPU running at  2.5GHz with the 
simulation split across 10 cores. 
 
Figure 3-14 shows the simulated bed level change during the 28 day prototype time for the 
‘brute force’ and accelerated simulations. Figure 3-15 shows the correlation between ‘brute 
force’ bed level change and that for each of the accelerated simulations. Figure 3-16 shows 
the Brier Skill Score (BSS, see Section 5 for definition) and associated Epstein –Murphy 
decomposition. In general the BSS is above 1 for the each of the accelerated simulations, 
suggesting that they are capable of reproducing at least some features of the simulated bed 
level change. 
 
The phase error of the accelerated simulations is generally high (at or above 0.5), whilst the 
amplitude error for simulations with BSS> 0.2 is generally close to zero. This implies that 
roughly the right volume of material is being moved within the model, but not necessarily to 
the correct location. The error is therefore mostly attributable to the movement of the 
nearshore bar located in about 2m water depth.   
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Figure 3-14: Simulated bed level change over the prototype time of the brute force simulation and the 
accelerated simulations. 
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Figure 3-15: Correlation of simulated bed level change within area bounded by black box in Figure 3-6 over 
the prototype period, ‘Brute Force’ and ‘Accelerated’ simulations. Brier Skill Score shown in Figure 3-16. 
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Figure 3-16: Brier Skill Score (and associated Epstein-Murphy decomposition), for accelerated simulations  
 
3.5.1 Efficacy of OPTIWAVE for deriving the optimal wave conditions and 
weighting for accelerated morphological simulations.  
 
The basic assumption of OPTIWAVE in deriving characteristic wave events for accelerated 
simulations of coastal evolution, is that the ability of the reduced wave climate to reproduce a 
target sediment transport pattern is a suitable proxy for the ability of the wave climate to 
reproduce bed level change.  
 
This hypothesis is tested in Figure 3-17, which shows a clear, strong correlation between the 
Skill Score derived by OPTIWAVE during the wave climate reduction, and the Brier Skill 
Score of the event-parallel simulations in reproducing the observed morphological evolution 
of the ‘Brute Force’ simulation.  
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OPTIWAVE therefore has good predictive power of the correct combination of wave climate 
and associated weighting to apply to wave-driven coastal environments.  
 
Figure 3-17: Correlation between Skill Score of reduced wave climate in reproducing target sediment 
transport pattern,  
3.5.1 Summary 
 
OPTIWAVE has been applied to simulations of two-dimensional sediment transport patterns 
in a micro-tidal climate. That is, a situation in which tidal processes can be ignored. The 
ability of OPTIWAVE to correctly derive the optimal wave events and associated weighting of 
a reduced wave climate has been assessed against a ‘brute force’ simulation. The skill score 
of the optimized wave climate in reproducing a target sediment transport pattern is strongly 
correlated to the Brier skill score of the accelerated morphological evolution.  
 
This strongly suggests that the skill score of the optimized wave climate is a valid indicator of 
the likely accuracy of a morphodynamically accelerated simulation with the reduced wave 
climate used as boundary conditions.  
 
The efficacy of OPTIWAVE to select the correct wave conditions for accelerated 
morphological evolution is areas where wave and tidal processes are important is explored 
more in Chapter 6.  
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Chapter 4: Ria Formosa and Ancao inlet 
4.1 Introduction 
 
The Ria Formosa and Ancao inlet in particular is a tidal inlet system in Algarve, Portugal that 
has been monitored more-or-less continuously since 1997.  Ancao inlet was the subject of 
an intensive field measurement campaign for the years 1997 – 1999 (Williams et al. 2003), 
making it an ideal study site for testing the effectiveness of numerical coastal process 
models and tidal inlet processes in particular. The study site is decribed below. Chapter 5 
describes the development and validation of a ‘brute force’ numerical model system of 
Ancao inlet. Chapter 6 uses the ‘brute force’ model as a reference to test the skill of an 
accelerated model using the OPTIWAVE G.A. approach.  
4.2 Site description 
 
The Rio Formosa is a cuspate foreland located at the south coast of Portugal westward from 
the Spanish border on the Gulf of Cadiz Figure 4-1. The foreland is dissected into several 
barrier systems, each connected to the ocean through a series of tidal inlets. Although 
mesotidal (mean tidal range of 2m), the system experiences an unusually diverse tidal range 
over the lunar cycle. The mean neap tidal range is 1m, whilst the mean spring tidal range is 
3.5m  (Pilkey et al. 1989, Salles et al. 2000), giving rise to peak depth-mean flows through 
Ancao inlet that can exceed 3ms-1 on occasion (Williams et al. 1999).  There is no 
appreciable fluvial system.  
 
The Rio-Formosa system experiences a strongly seasonal wave climate. Spring and 
summer typically experience low-to-moderate sea states (mean wave height <1m), whilst 
autumn and winter are characterized by a bi-directional wave climate with intermittent but 
frequent storm events (Costa 1994, Ciavola et al. 1997, Pires 1998, Pilar et al. 2008), 
occurring with highest frequency between November and January (Pessanha and Pires 
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1981).  Storm wave heights at the Rio Formosa are defined as exceeding 3m  (Pessanha 
and Pires 1981) and are typically in the order of 2 to 4 meters within the wider Faro region 
(although peak storm wave heights in excess of 6m have been observed at Faro wave buoy, 
see for example Pilar et al. 2008) 
 
Storms with the greatest energy occur from the W-SW and are associated with Atlantic low 
pressure systems (occurring approximately 70% of the time). These conditions dominate 
barrier islands along the western side of the Rio Formosa barrier island due to their relatively 
exposed location to waves from this direction.  Less energetic storms occur from the SE, 
caused by strong easterly ‘Levantine’ Mediterranean winds that blow through the Gibraltar 
Straits (occurring approximately 30% of the time).  Although the eastern barrier islands are 
exposed to these lesser storm events, waves from ‘Levantine’ storms are typically strongly 
refracted and dissipated by the time they are incident upon the western coast. 
 
Figure 4-1: Location Map of the Ria Formosa System, with approximate location of Ancao Inlet (offshore 
bathymetry in metres below Chart Datum). Ancao peninsula and Barreta, Culatra, Armona, Tavira, Cabanas 
and Cacela islands. From Dias (1988). 
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4.2.1 Broad-scale geomorphology  
 
Whilst the presence of multiple inlets indicates tidal dominance, the morphology of the 
barriers is distinctly wave dominated with long narrow barriers separated by relatively small, 
unstable inlets with relatively small ebb deltas and relatively large flood deltas (Pilkey et al. 
1989, Davis 1994, Davis 1994, Vila-Concejo et al. 2002, Vila-Concejo et al. 2003, Salles et 
al. 2005).  The embayment is characterized by large salt marshes, sand flats and a complex 
network of natural and partially dredged channels (Bettencourt 1988). The salt marshes are 
composed of fine silt and fine sand intersected by a high density of shallow meandering tidal 
creeks, whilst the large sand flats consist predominantly of overwash fans, incorporated 
recurved spits and flood tidal deltas that are reworked during spring tides (Bettencourt 1988, 
Pilkey et al. 1989, Bettencourt 1994).  
 
The archipelago’s arcuate topology gives rise to varying wind, wave and tidal current 
exposure, which correspondingly gives rise to a range of island morphology, environments 
and dominant physical processes (Dias 1986, Dias and Moita 1986, Dias 1988, Pilkey et al. 
1989, Dias et al. 1999).  The exterior of the barrier island complex can be broadly divided in 
to a western and eastern section, separated by Faro inlet (also known as Faro – Olhão inlet). 
 
4.2.2 Tidal Hydraulics  
 
Although the lagoonal system behind the barrier islands is continuous between its 
westernmost and easternmost boundaries, hydraulically the Rio Formosa system may be 
divided in to three, quasi-independent sub-embayments (Salles 2001, Salles et al. 2005) 
(Figure 4-2). The multiple tidal inlets of the Ria Formosa are stable on an historical timescale 
due to strong, nonlinear hydrodynamic and morphodynamic interdependence between the 
inlets within a given sub-embayment (Salles et al. 2005).  
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The Ria Formosa is dominated by the western sub-embayment (Figure 4-2), which comprises 
almost 90% of entire Ria Formosa tidal prism (Pacheco et al. 2010, Pacheco et al. 2011).   
At present Ancao, Faro and Armona inlets constitute 9%, 60%, and 31% (respectively) of the 
total flood tidal prism of the western subembayment, and 9%, 55%, and 36% of the total ebb 
tidal prism (Salles 2001, Salles et al. 2005)..   
 
 
Figure 4-2: Bathymetry of Rıa Formosa lagoon showing hydraulically quasi-independent sub-embayments 
(as proposed by Salles (2001)). The numbers correspond to deployed tide gauge locations during the INDIA 
project (see section 4.4). From (Salles et al. 2005) 
 
4.3 Study Site: Ancao Inlet  
 
Ancao inlet (Figure 4-3) is a small, ebb dominated inlet separating Ancao peninsula and 
Barreta Island. It is located on one of the most dynamic areas of the Ria Formosa system 
with exposure to frequent winter storms (Vila-Concejo et al. 1999). The inlet undergoes 
progressive eastward migration during storms, followed by closure and a new inlet opening 
in a former western position every 30 to 40 years (Weinholtz 1964, Weinholtz 1978, Esaguy 
1986, Pilkey et al. 1989, Vila-Concejo et al. 1999, Vila-Concejo et al. 2002).  Ancao inlet was 
opened artificially in 1997 and intensively monitored during the period 1997 – 2001 through 
a combination of topographic and volumetric analysis and oceanographic data collection. 
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The main data collection campaign, the InDIA project (Williams et al. 2003) is described in 
the following section.   
4.4 Available Site Data: The InDIA project 
 
In 1999 the EU MAST3 Project InDIA (Inlet Dynamics Initiative: Algarve) undertook a 
comprehensive field campaign of measurement and monitoring within the Ria Formosa 
lagoon and associated inlets. The primary objective was “To understand complex 
interactions between waves, tidal flow, sediments and related phenomenon which determine 
the morphodynamic behaviour and stability of tidal inlet entrances and adjacent coastlines 
and to develop methodologies by which processes may be incorporated into numerical 
models in order to predict change" (Williams 2000). The data was obtained to provide 
detailed data for the calibration of future numerical models of the Ria Formosa system.  The 
following section presents a brief summary of data collected during the INDIA project. 
Comprehensive field reports of the INDIA project are described by BMT Marine Information 
Systems Ltd (1999) and Salles et al. (2000).  
 
4.4.1 Water levels 
Tidal data was acquired at 9 locations within Western, Middle and Eastern sub-embayments 
of the Ria Formosa  using internally recording Brancker TG205 pressure/temperatures 
gauges sampling at 2Hz with a vertical accuracy of <1.2 cm. Pressure data was burst-
averaged over a 6 minute period to obtain water depth information.  Transfer of vertical 
control from provided benchmarks to the installed tide gauges was performed using a 
Topcon model GTS 3-B total station. System components consisted of the measuring unit, 
tripod, triple prism reflector and stadia rod. The gauges were referenced to the Portuguese 
Vertical Datum (“hydrographic zero”),which is -2.0m with respect to mean sea level in the 
port of Casais, Lisbon.  Figure 4-3 shows the positions of gauges 1 – 6, which were 
deployed within the Western sub-embayment of the Rio Formosa lagoon between 21st 
D 
C 
B 
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January and 28th February 1999. Data return for these instruments was 100%, except TG4 
(Faro inlet) and TG6 (Olhão), which returned 62% and 68%, respectively. 
 
Figure 4-3: Tide gauge and wave buoy locations within the Western sub-embayment of the Ria Formosa. 
 
4.4.2 Current measurements 
Current velocities at the inlets and other selected locations were obtained using an RD 
Instruments ADCP unit operated at 1200kHz with a vertical bin size of 0.25m. Tidal 
discharge through each of the six inlets within the Ria Formosa were measured through 
cross-channel ADCP surveys, conducted every 30 minutes over the course of a full tidal 
cycle (13 hours). Plots of the designated vessel courses are shown in Figure 4-4 for Ancao 
and Figure 4-5 for Faro inlet.  The total discharge through the inlet and channel cross-sections 
was computed by integrating the velocity profiles along the area covered by each line. The 
channel is ebb-dominated with a tidal prism close to 8.5x106 m3  (Balouin and Howa 2001, 
Pacheco et al. 2010). 
Ancao inlet position, 
January  1999 
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Figure 4-4: ADCP tidal discharge survey paths at mouth of Ancao inlet. 
 
Figure 4-5: ADCP survey paths at mouth of Faro inlet. Only tidal discharge measured along line B will be used 
for this study. Image from BODC (2001) 
 
4.4.3 Wave Climate Measurements 
A Triaxis directional wave buoy was deployed 3.7km south-west of Ancao inlet, in 
approximately 25m water depth. Data was acquired at 1 hour intervals for the period 13th 
Jan to 25th March, 1999. Data return was approximately 60%.   Additionally, 3-hourly 
directional wave data was made available from Faro wave buoy, located in approximately 
100m of water, for the period January to April 1999. Figure 4-3 shows the wave buoy 
locations. Figure 4-6 shows time series of the wave data during the field campaign, along with 
tidal water levels predicted from harmonic constituents obtained from TG4 (Faro Inlet).   
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Figure 4-6: Time series of wave and tidal level data during InDIA experiment. Blue lines correspond to 
bathymetric surveys undertaken in February and April (Figure 4-7). 
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4.4.4 Bathymetry 
The following bathymetric survey data was collected during the course of the InDIA project: 
· Bathymetric data was collected within the ‘main channel’ between Ancao and Faro 
inlets, and within Ancao, Faro, Armona, Fuzeta and Taviara inlets using in integrated 
hydrographic survey system (Hypack) and single-beam echo sounder.  
· Topographic data of Ancao sand dunes and the ebb-tidal delta, swash bars and 
adjacent beaches above Mean Sea Level were obtained every few days at low tide 
by the University of Bordeaux via theodolite survey. Transects extended to a 
maximuim lateral distance of 800m from the inlet mouth. 
· Two bathymetric surveys of Ancao inlet and the adjacent coastal zone (to a distance 
of 1km offshore) were also completed by Hydromod Ltd on 1st February 1999 and 
8th April 1999.  
· A 75m horizontal resolution dataset was also provided by Hydromod, produced from 
linear interpolation of various navigation charts of the Ria Formosa lagoon and the 
adjacent continental shelf.   
  
All data was reduced to vertical levels relative to Hydrographic zero and horizontal Cartesian 
coordinates using UTM zone 29.  Figure 4-7 shows the bed levels at Ancao inlet on 1st 
February and 8th April 1999, based the combined “best available” amalgamated data.  At the 
time of measurement on 1st February, the inlet channel was approximately 250 m in width at 
mean sea level. Maximum channel depth was 5 m, relative to Hydrographic Zero. The ebb-
tidal delta exhibited some axial asymmetry, skewed in the down-drift direction, and covered 
an area of approximately 460,000 m2 (Vila-Concejo et al. 1999). A well developed swash 
platform was visible on the up-drift side of the inlet, composed several swash bars. Less well 
developed swash bars flank the down-drift side of the channel and ebb delta.  
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Figure 4-7: Bathymetry and Topography of Ancao Inlet at the start and end of the India project.  
 
4.4.5 Sediment Grain Size Distribution 
Information on the sediment grain size distributions around Ancao inlet are derived from van-
veen grab samples taken around Ancao Inlet on the 8th, 11th, 18th and 22nd of April 1999. 
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Data for D50, D10 and D90 are plotted in Figure 4-8. Mean values for each morphological 
unit are also given in Table 4-1.   
Table 4-1: Grain size properties of key morphological units of Ancao inlet. 
Morphological Unit 
D50 
Characteristics 
D10 
Characteristics 
D90 
Characteristics 
Mean 
(mm) 
σ 
(mm) 
Mean 
(mm) 
σ 
(mm) 
Mean 
(mm) 
σ 
(mm) 
1. Up-drift beach 0.47 ± 0.10 0.29 ± 0.04 0.81 ± 0.29 
2. Up-drift Swash bar 0.73 ± 0.22 0.42 ± 0.11 1.58 ± 1.48 
3. Ebb Delta Terminal 
Lobe 
0.60 ± 0.27 0.33 ± 0.11 1.24 ± 0.70 
4. Inlet Channel 1.22 ± 0.40 0.64 ± 0.18 3.81 ± 3.91 
5. Flood Delta 0.84 ± 0.41 0.42 ± 0.16 2.68 ± 2.79 
6. Down-drift Spit 1.16 ± 0.27 0.62 ± 0.10 4.80 ± 5.70 
7. Down-drift swash bar 1.09 ± 0.67 0.58 ± 0.26 4.61 ± 6.65 
8. Down-drift Beach 0.60 ± 0.12 0.35 ± 0.06 1.03 ± 0.20 
 
The sediment sizes observed in the morphological units reflect the relative degree of 
exposure to wave and tidal energy: The up- and down- drift beaches, ebb-delta toe and up-
drift swash bar are typified by coarse sand (observed median grin sizes approximately 
0.5mm – 0.7mm). The inlet channel, down-drift spit and down-drift swash bar are more 
typified by gravel (median grain sizes in the region of 1.0 to 1.5mm).  The flood delta is 
typified by coarse sand (approximately 0.8mm). 
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Figure 4-8: Distribution of sea floor sediment grain size (mm) around Ancao inlet, January 1999. Top Left: 
D50. Top Right:  D10. Bottom Left: D90. Bottom Right: Morphological Units corresponding to Table 4-1 
 
4.4.6 Morphological observations from video imagery 
A video camera imaging system was operated by Plymouth University on Baretta Island, 
some 200m south-east of Ancao inlet, for 14 months from November 1998 until January 
2000. The video camera was set up in a manner similar to the ARGUS coastal imaging 
system, and captured images from two video cameras every hour on the hour to provide 
"snapshot" images, 10-minute average “time-lapse” images, and “time stacked” images. 
Data was captured between 13 Nov 1998 and 31st January 2000.  Further details of the 
instrument setup are provided by BODC (2001) and Morris, Davidson et al (2001). 
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Morris et al. (2001, 2004) measured the response of Ancoa inlet to incident forcing 
conditions by analyzing seasonal and annual trends in inlet orientation and width, position 
relative to Barreta Island, and the cross shore width of the ebb tidal delta (Figure 4-9). Balouin 
et al. (2001), (2004) used video imagery to monitor dynamics of the ebb delta sand banks 
over the period of weeks rather than months (Figure 4-10).  
 
A conceptual model of the physical processes occurring at Ancao Inlet is presented in 
Section 4.5. This will inform the validation of the ‘brute force’ numerical model presented in 
Chapter 5. 
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Figure 4-9: Annual evolution of key inlet morphological state indicators observed from time-stack video 
imagery,  January  1999 - January 2000. (a) Distance of western tip of Barreta island from camera tower. (b) 
Migration of channel centre (at throat). (c) Alignment of channel axis relative to shore-normal. (d) Cross 
shore extent of ebb delta  . (e) Wave power, P, as measured at Faro wave buoy. Red lines show times of 
INDIA field experiment, From Morris et al. (2004).  
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Figure 4-10: Changes in ebb-tidal delta morphology at Ancao inlet (1st of February to 1st of March 1999) and 
inferred sediment transport patterns. From Balouin et al. (2004) 
 
4.5 Conceptual model of ebb shoal processes at Ancao inlet 
4.5.1 Morphological states 
The energy classification of Ancao inlet is ‘mixed energy’ (Figure 4-11). Because the tidal 
range varies so much over the 28 day lunar tidal cycle, during calm periods the inlet ranges 
from ‘tide dominated’ to ‘mixed energy (tide dominated)’. However storm conditions 
combined with neap tides dramatically increases the wave dominance of the system to 
‘mixed energy (wave dominated)’ or highly wave dominated.  
 
This regular transition between macro-tidal and micro-tidal conditions is unusual, and exerts 
a fundamental control on the morphodynamic behavior of the inlet over timescales varying 
from days to months.  Morris, Davidson et al. (2001) and Balouin and Howa (2002) identified 
three model states in the plan form morphology of the inlet channel and associated ebb delta 
sand banks, relating to the relative influence of waves and tides.  
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The first modal state (‘Post Storm’) corresponds to the inlet response to high energy storms, 
when rapid accretion occurs on the up-drift wash bar and channel margin due to large 
longshore fluxes of sediment during storms.  The system is characterized by smaller cross-
shore extent of ebb delta due to bull dozing by waves , a storm-induced spit on the up-drift 
edge of Barretta island. 
 
The second modal state (‘Extended Fair Weather) is observed during prolonged calm 
conditions and is characterised by an approximately across-shore orientated inlet channel. 
The end of Barreta Island is rounded by tidal flows and a dispersion of sediments due to low 
waves and tides can be observed on the swash platform. The ebb-shoal delta is broaden 
and quantity of sediments on the updrift swash platform is lower than on the post-storm 
case. The ‘Extended Fair Weather’ state is the predominant state for Anco inlet. 
  
98 
 
 
Figure 4-11: Energy classification (Davis and Hayes 1984) of Ancao inlet during INDIA project . Upper panel: 
Energy classification during calm conditions. Middle panel: Energy classification during storm periods .  
Lower panel: Frequency distribution of each energy class during the InDIA deployment (and beyond). From 
Morris et al. (2004). 
 
The third model state (‘Transitional’) is identified by Balouin and Howa (2001) occurs as the 
inlet progresses from ‘Post Storm’ morphology (autumn/ winter) to ‘Extended Fair Weather’ 
morphology (spring/ summer) through the progressive destruction of storm-induced features. 
Unlike the ‘Post Storm’ and ‘Extended Fair Weather’ states which are seasonally conferred 
on the inlet, the duration of this transitional period is governed by the extent to which inlet 
morphology was perturbed from the initial condition by the storm. The progressive 
reorganization of the ebb-tidal delta during this transitional state is characterized by a strong 
down-drift trending of the ebb-tidal delta and erosion of the storm-induced spit attached to 
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Barreta,  which occurs mainly during subsequent spring tides.  Sediment is provided by the 
longshore drift to the extremity of Ancao Peninsula where erosion by tidal-currents occurs 
 
4.5.2 Behaviour of ebb delta channel and associated sand bars 
 
 
Figure 4-12:  'Port Storm' and 'Extended Fair Weather' morphologies of Ancao inlet. (a) Extended calm 
period (3rd December 1998). (b) Storm period (20th January 1999). (c) Extended calm period (11th 
September 1999), (d) Storm period (9th January 2000). From Morris et al. (2004) 
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The detailed morphological response of the ebb delta to storm events, as measured by the 
migration and alignment of the channel axis, does not have a particularly strong correlation 
to variations in incident wave power (Morris et al. 2001, Morris et al. 2004), being a complex 
function of the balance between the rate of longshore wave driven transport and the tidal 
prism.  
 
At times of larger tidal range bypassing is effectively hindered by the presence of the deep 
channel, leading to an asymmetric, downdrift skewing of the channel axis. The channel axis 
orientation is governed by overall wave dominance during a given period. During storms the 
channel tends towards a general down-drift alignment that can reach almost 40° relative to 
shore normal. During long periods of low incident waves following major storms the channel 
migrates back towards a general shore-normal alignment. Depending on the spring tidal 
range and relative degree of inlet disturbance this ‘recovery’ of the inlet channel can be quite 
rapid, reaching rates of up to 22° per month (Morris et al. 2004). 
 
The evolution of these ebb shoals on the downdrift coast during fair weather is characterised 
by eastward migration of the main swash bar from incident swell from WSW. As the main 
swash bar is connected to the terminal lobe of the ebbtidal delta, this suggests by-passing of 
sediment along the lobe to cause migration under wave action. Inlet migration is almost 
entirely in the direction of the prevailing longsore current generated by sea and swell arriving 
from the Atlantic; observations from (Balouin and Howa 2001, Balouin and Howa 2002) 
found that swell arriving from the SE (Levantine) had little effect on the migration of the 
channel due shorter wave period and high degree of wave refraction.  
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4.5.3 Sediment transport pathways 
 
Owing to the coarse nature of the sediments around Ancao inlet, bed-load transport 
accounts for the bulk of sediment transport in the inlet and ebb delta (Williams et al. 2003). 
Survey data presented in (Balouin et al. 2001, Balouin et al. 2004) have shown that the net 
easterly alongshore sand transport is trapped by the swash platform and ebb shoal, causing 
the shoal to migrate towards the inlet, causing rotation of the platform that is balanced by a 
net easterly migration of the inlet channel, thus preventing closure. Sediment supplied to this 
bar is provided either by a direct by-passing of sediment along the terminal lobe, or by the 
scouring of the main channel by ebb-tidal currents. The second bar, closer to the dune, is 
moved towards the inlet throat by a reversal in the drift due to refraction of wave on the 
delta, which yields a net sediment transport toward the inlet throat. This convergence 
provides a source of sediment to the spit attached to Barreta Island, and eventually to the 
flood-tidal delta.  
 
Balouin and Howa (2002) summarize sediment transport pathways observed at Ancao inlet 
during the INDIA project as follows (Figure 4-13): Sand provided by longshore drift to Barra 
Ancao inlet (a) is predominantly trapped on the updrift ebb swash bar attached to Ancao 
Peninsula (b). Waves approaching from the WSW (c) induce a north-east migration of the 
swash platform towards the inlet channel, In the inlet throat sediment is transported by 
strong tidal currents, with a residual seaward transport (e) induced by the dominance of ebb 
tide.  The influence of the spit (f) attached to Barretta island enhances erosion of the Ancao 
peninsula adjacent to the inlet, and the sediment is transported offshore by the dominant eb 
tidal currents towards the seaward end of the swash platform where it connects with eth 
terminal lobe, where wave action can redistribute it on the downdrift swash platform (g). 
However the progressive counterclockwise rotation of the system shows that this bypass 
mechanism is very weak and not able to maintain a shore normal channel.  
  
102 
 
 
 
 
Figure 4-13: Conceptual model of sediment transport pathways at Ancao inlet during INDIA experiment. 
Modified from Balouin and Howa (2001) 
 
4.6 Conclusion 
A review of available data for Ancao Inlet suggests the site is extremely suitable as a case 
study site to test numerical models of tidal inlet behavior. The morphological evolution of the 
inlet has been observed and described in detail, and the conceptual processes operating at 
the inlet are understood, aiding interpretation of numerical model results. The inlet is known 
to respond quickly to indecent wave and tidal conditions, meaning that it is feasible to 
construct a ‘reference’ numerical simulation of Ancao Inlet using the full time series of wave 
and tidal forcing and capture some meaningful change in the morphology of the inlet.  
 
In this instance, the change occurring over several weeks as the inlet transitions from a ‘post 
storm’ morphology characterized by a small ebb delta volume, relatively shore-normal ebb 
channel orientation and the presence of a storm induced spit at the downdrift side of the inlet 
throat, to ‘extended fair weather’ characterized by anti-clockwise rotation of the channel 
caused by downdrift migration of the adjacent swash bars.  
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Once the ‘brute force’ simulation has been adequately validated against observational data 
and known to reproduce key physical processes occurring the site, it becomes a suitable 
benchmark with which to assess the accuracy of OPTIWAVE and the MOMERGE 
morphological acceleration approach in areas where the combination of wave and tidal 
processes are important.  
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Chapter 5: Wave, Tide and Morphological Modeling of the Ria 
Formosa  
5.1 Introduction 
The purpose of this chapter is to describe the construction and calibration of a series of 
numerical models that downscale wave and hydrodynamic processes occurring within and 
around the Ria Formosa system. The models are constructed to provide boundary 
conditions for a detailed morphological model of Ancao inlet.   
 
A summary of the process is as follows: 
 
First, a regional-scale spectral wave model is constructed to transfer detailed wave hindcast 
data from the Iberian shelf to the location of the Triaxis wave buoy. The wave model is 
calibrated against Triaxis wave buoy data. A long-term time series of integral wave 
parameters (Hm0, Tp, MWD) is then constructed using an efficient, innovative method 
developed during the course of this study. This time series is used as boundary conditions 
for the Ancao inlet morphodynamic model. 
 
Next, a regional-scale hydrodynamic model is constructed using an finite volume flexible 
mesh model to generate water levels and currents within the Ria Formosa. The model is 
calibrated for water levels against tide gauge data at multiple locations within the Ria 
Formosa, and is calibrated for discharge using ADCP transect observations for Ancao and 
Faro (Main) inlet over tidal cycles.  A time series of water levels is extracted from the model 
to provide boundary conditions for the Ancao inlet morphodynamic model. 
 
Finally, a detailed morphodynamic model of Ancao inlet is constructed to simulate the 
transition of the ebb delta from ‘Port Storm’ to ‘Extended Fair Weather’ morphodynamic state 
that was observed between February and April 1999. The model is validated by comparing 
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discharge through the inlet against observed ADCP data over a neap tidal cycle, and against 
simulated discharge extracted from the regional-scale hydrodynamic model over a 14 day 
neap-spring tidal cycle. Morphological simulations are undertaken using sediment grain size 
as a calibration parameter. Qualitative assessments of morphological hindcasts are 
undertaken using video imagery of the ebb delta configuration at regular intervals at low tide 
and key Coastal State Indicators (orientation of inlet channel) derived from the INDIA 
experiment. The skill of the morphological hindcast is measured against bathymetric survey 
data obtained in April 1999.  Figure 5-1 shows a flow chart of the simulation process.  
 
Figure 5-1: Flow chart of simulation process to hindcast morphodynamic evolution at Ancao inlet. 
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5.2 Wave Climate Simulation  
A wave climate at Ancao inlet was developed using a novel hybrid downscaling approach, 
developed independently by this author [but identical in essence to that described in Chini et 
al. (2010)].  
 
The offshore wave climate was monotonically grouped to discrete intervals of Hm0, Tp, 
MWD and water level that encompass the full range of conditions at the offshore site. A look-
up table of Each combination i of offshore parameters in the lookup table, ????? ? ????? ???? ??? ???? ??? ???? ????? is propagated inshore until a steady state is reached.  One 
then obtains for each point k within the model domain of the inshore wave field, ????? ?????? ???? ??? ???? ??? ???? ??????, assuming water elevation to be uniform and equal to the water 
elevation at point k.  
 
1) Inshore wave parameters, ????, may then be found for any offshore wave parameter, ?????, through an interpolation scheme based on a weighting function. A wave 
parameter is estimated from a linear combination of the N(=24) surrounding points, ?? ???, extracted from the lookup table and affected by the weights,? ?: 
 ???? ? ??? ??????????  Eq. 5-1 
 
The N surrounding points in the look-up are then the ones satisfying for each 
coordinate the relation: 
 
 
?? ? ?????? ? ?????? ? ? Eq. 5-2 
 
where Δ = (ΔHm0, ΔTp, Δθm, Δη) represents the increments of the lookup table.  
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The weight of the jth surrounding point is computed following the relation  
 ?? ? ? ????? ????????  Eq. 5-3 
 
where the coefficient αj is defined as  
 ?? ????? ? ??????????????  Eq. 5-4 
 
The interpolation is therefore ultimately a computation of the centroid of the 16 points with 
associated weights computed as a product of the differences between increments and the 
distance between actual offshore value and the surrounding points within the lookup table.  
5.2.1 MIKE21 SWFM Model description 
The wave transformation process used MIKE21 Spectral Waves Flexible Mesh (M21 
SWFM), a 3rd-generation spectral wave model (DHI 2008), to generate the wave lookup 
table. M21 SWFM simulates the growth, decay and transformation of wind-generated waves 
and swell in offshore and coastal areas based on unstructured meshes. The wave action 
conservation equation (Komen et al. 1994) is discretised in geographical and spectral space 
using a cell-centered finite volume method. The time integration is performed using a 
fractional step approach where a multi-sequence explicit method is applied for the 
propagation of wave action. M21 SWFM is capable of simulating wind-generated wave 
growth; non-linear wave-wave interaction; dissipation due to whitecapping, bottom friction 
and depth-induced wave breaking; refraction and shoaling due to depth variations; wave-
current interaction; and the effect of time-varying water depth. For further technical details 
the reader is referenced to the user manual and associated scientific documentation (DHI 
2008). 
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5.2.2 Mesh and bathymetry 
Figure 5-2 shows the model mesh and bathymetry. Mesh resolution varies linearly with depth, 
being 2km at the offshore boundaries in deep water, and 50m at the 20m depth contour. 
Bathymetric levels are given relative to Hydrographic Zero (H.Z.), which at Faro corresponds 
to 2m below Mean Sea Level (MSL). 
 
Figure 5-2: MIKE21 SWFM model mesh and bathymetry. 
 
5.2.3 Boundary conditions 
Figure 5-3 shows wave roses of the wave climate obtained from WANA wave hindcasts of the 
Portuguese continental shelf (Pilar et al. 2008, Rusu et al. 2008, Puertos del Estado 2009 - 
pers. comm.). The bi-modal nature of the wave climate is visible; to the west Atlantic ocean 
conditions dominate. To the eastern portion of the Ria Formosa, Levantine conditions 
become more dominant as the foreland provides shelter against Atlantic waves. To the 
north-west, the effects of wave refraction on the continental shelf are visible, causing waves 
to approach more from the south-west than is apparent further to the south. 
 
Trial and error comparisons of available WANA hindcast data at the wave model boundary 
(Figure 5-3) with observations at the Triaxis wave buoy found that WANA point 1047047 was 
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the most representative overall in terms of wave height, direction and period, for waves 
approaching from the Atlantic (MWD>180) and Mediterranean (MWD<180).  
 
 
 
Figure 5-3: Deep-water swell and wind-sea wave climate (significant wave height and incident direction) 
around Rio Formosa forced by NCEP and ECMWF reanalysis winds (Pilar et al. 2008, Puertos del Estado 
2009). Wave roses show wave heights with incident wave directions for period October 1995 to December 
2009. 
 
5.2.4 Model set up 
The model was run using a fully spectral, high-order quasi-stationary formulation using a 
Newton-Raphson iteration scheme a tolerance of 1x10-06 (RMS-norm of residual) and a 
relaxation of 0.1. The maximum number of iterations for an individual solution was capped at 
300.  The spectral grid constructed with frequencies discretised logarithmically between 0.04 
and 0.5 Hz (24 frequency bins), with a directional resolution of 10 degrees (36 direction bins) 
Depth-limited wave breaking was specified as γ1=0.8, with dissipation due to wave 
steepness retained at default values (α = γ2 = 1). As the model is compared at 20m water 
depth, wave breaking is relatively unimportant for all but the very largest peak storm waves.  
WANA 1047047 
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5.2.5 Calibration 
The model was calibrated by comparing select wave events (N=100) against Traxis wave 
buoy data using bottom friction (Nikurasde roughness, Nk) was used as a calibration 
parameter, varying in the range of 0.001 to 0.5m. The best model calibration was achieved 
with Nk = 0.04. Increasing the directional resolution of the model to 5 degrees (72 directional 
bins) had almost no effect on the calibration but significantly increased the model run time. 
Figure 5-4 shows correlation of the ‘best calibration’ of the wave model against Triaxis wave 
buoy data.  Simulation R2 for wave height is 0.85, bias is +0.02m, MSE is 0.06m and RMSE 
is 0.24m. 
 
Figure 5-4: Correlation of wave transformation model against measured inshore wave data for 100 select 
wave events corresponding to the envelope of conditions measured at the Triaxis wave buoy. Left panel: 
Hm0.  Right panel: MWD. 
5.2.6 Validation of inshore wave time series  
Figure 5-5 shows the validation of the interpolated wave climate against observed wave data 
at the Traxis wave bouy. To provide context for data that is missing at the Triaxis wave buoy, 
additional data at the near-by Faro Wavebuoy (in approximately 100m of water)is also 
shown. 
Model skill against measured wave height at the Triaxis wave buoy is 0.84 with Mean 
Square Error (MSE) of 0.25m. Model bias is -0.1m, but with a tendency to slightly over-
predict the largest peak storm wave heights. Thus although the interpolation is limited by use 
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of only one offshore boundary condition, the model performance against available data may 
be classified as excellent. 
 
The wave hindcast is used for driving the morphological model of Ancao inlet in section 5.4 
 
 
Figure 5-5: Validation of downscaled wave climate against measured inshore wave data at the Triaxis wave 
buoy during the INDIA field campaign in 1999. For reference, observed offshore wave data (Faro wave buoy) 
is also shown.  
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5.3 Hydraulic simulation of the Rio Formosa system 
5.3.1 Introduction 
A regional depth-averaged, hydrodynamic model of the Rio Formosa system has been set 
up in order to provide tidal elevation boundary conditions for the morphological model of 
Ancao inlet. The regional hydraulic model was constructed using Mike 21 HDFM, which uses 
a flexible mesh to simulate coastal regions. This allows variable resolution within the model 
domain to allow concentration of computational effort where required.  
5.3.2 Model Description 
MIKE21 HDFM (DHI 2008) is two/three-dimesional hydraulic model that solves the depth-
integrated incompressible Reynolds averaged Navier-Stokes equations to simulate 
advection and diffusion of continuity, momentum, temperature, salinity and density in the 
horizontal plane using a cell-centered finite volume method. Convective fluxes at the cell 
interfaces are calculated using a second-order accurate Reimann solver via an upwinding 
linear gradient-reconstruction technique. Time integration uses a second-order Runge Kutta 
method operating every half time-step. 
5.3.3 Mesh and bathymetry.  
Figure 5-6 shows the mesh and bathymetry used for the simulations.  The mesh was 
constructed with target element length of 500m in the offshore zone, 200m within the Ria 
Formosa intertidal zone, 75m within the channels of the eastern sub-embayment (east of 
Faro inlet), and 50m within the channels of the western sub-embayment (west of Faro inlet) 
and the ebb delta region of Ancao inlet.  
The bathymetry for the general offshore area region was digitized from Admiralty Chart 89 
(Cabo de Sao Vicente to Rio de Las Piedras). Bathymetry from within the Ria Formosa was 
interpolated from the 75m resolution Hydromod data provided as part of the INDIA project. 
Bathymetry for Ancao inlet and the adjacent offshore and inshore region was interpolated 
from topographic and bathymetric surveys of Ancao inlet. Bathymetric samples were 
interpolated to the mesh using triangulation with linear interpolation, and the resultant mesh 
locally optimized using Matlab routines to remove excessively small or angular elements. As 
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flexible mesh simulations are dependant upon the smallest element within the domain, the 
mesh optimization achieved an eight-fold increase in simulation speed. 
 
Figure 5-6: MIKE21 HDFM mesh (upper panel) and bathymetry (lower panel) of the Ria Formosa hydraulic 
model 
5.3.4 Boundary conditions. 
Equilibrium tidal constituents (MSF, O1, K1, N2, M2, S2, MN4, M4, M6) were obtained from 
an existing hydrodynamic model of the Iberian shelf (Fortunato et al. 2002, Fortunato 2009 - 
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pers. comm.). Tidal elevations at the model boundaries were predicted using the IOS 
method (Foreman 1977). 
5.3.5 Model set up 
Simulations were run using high-order spatial and time integration algorithms and an overall 
model timestep of 30s. MIKE 21 uses an adaptive timestep, which in this study was 
constrained within the limiting range of 0.01s to 30s to satisfy a selected CFL number of less 
than or equal to 0.8.   The flooding and drying depths were specified using model default 
values of 0.05m ad 0.005m, respectively. The wetting depth was 0.1m.   
 
To reduce simulation runtimes, a simple mixing-length turbulence model was applied with a 
constant eddy viscosity = 0.002m2/s, which is the model default value.  Sensitivity analysis 
found that although patterns of current vectors around Ancao ebb delta and Faro inlet were 
sensitive to the chosen eddy viscosity, there was only minor influence on the simulated 
water levels at the tide gauge locations and simulated discharge through Ancao inlet throat. 
Salinity, wind forcing, wave processes, precipitation and evaporation were neglected. All 
other parameters except bed roughness were retained at model default values.  
Simulations were started with a spin-up time of 12.5 hours (1 tidal cycle), and a minimum of 
3 further tidal cycles were completed before comparing simulation results against observed 
data. 
5.3.6 Calibration 
The model was calibrated using bed roughness as a calibration parameter. As no data on 
bed friction values to use in the Rio Formosa system was available, a single Manning 
coefficient value representing the entire study area was used.    Figure 5-7 shows the location 
of the tide gauges used to assess the model accuracy.  
 
Simulations were run using Manning bed roughness values of 20m 1/3 s-1 (roughest bed 
friction coefficient)  25m 1/3 s-1, 30m 
1/3 s-1, 32m 1/3 s-1, 35m 1/3 s-1 and 40m 1/3 s-1 (smoothest 
bed friction coeffieint).  
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  Figure 5-7: Locations of calibration tide gauges TG2, TG3 and TG4.  
Figure 5-8 compares model results against tide gauges TG2, TG3 and TG4.  For clarity, only 
simulated water levels for the roughest and smoothest simulations are shown. Figure 5-9 
shows the error magnitude at the three tide gauges for each of the simulations.  
Excellent agreement in tidal elevation, phasing and range is shown for locations TG2 to TG4 
during the calibration period. Friction effects are apparent in the simulation results for TG2, 
which manifest as promoting flood dominance through reduced tidal range at Low Water 
(LW) and delaying the onset of flood tide.  
 
Root Mean Square Error (RMSE) decreases with friction coefficient due to improved phasing 
and tidal range. The different calibration areas show the decreasing influence of bed friction 
with water depth. TG4 is located at the mouth of Faro inlet, where water depths are in the 
region of 30m. Model results at this location are relatively insensitive to friction, with RMSE 
remaining between ±0.06m to ±0.08m for all friction coefficients.  At TG3 higher bed friction 
causes a phase lag in the arrival of high water and increases the length of the ebb tide. At 
TG2 higher bed friction promotes flood dominance and reduced tidal range.  
Ancao position, 1999 
  
116 
 
Thus RMSE errors for TG3 and TG2 are more sensitive to bed friction than TG4. Simulation 
results at TG3 show a steady decrease in error until bed friction reaches 35 m1/3 s-1. TG2 
shows a similar pattern. ‘Best calibration’ for TG2 is achieved using a bed friction of 35 m1/3 
s-1, resulting in RMSE of 0.097m. Figure 5-10 shows that simulated discharge through Faro 
and Ancao inlets for bed friction of 35 m1/3 s-1 shows excellent agreement with observed 
discharge.  
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Figure 5-8: Comparison of hydraulic model against tide gauge data. Simulations using roughest (M=20) and 
smoothest (M=40) bed friction values are shown. ‘H.Z.’ refers to Hydrographic Zero, approximately 2 metres 
below Mean Sea Level. 
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Figure 5-9: Model calibration to tide gauges within western sub-embayment of Ria Formosa. TG2 = throat of 
Ancao inlet; TG3 = Faro-Ancao main channel; TG4 = throat of Faro (‘Main’) inlet.  
 
 
Figure 5-10: Simulated (blue) and measured (red) discharge through 'Ancao' and 'Main' inlets during a spring 
– neap cycle, January  - Feburary 1999 during the INDIA program. Simualtion results shown for best model 
calibration achieved using Mannings coefficeint  = 35 m
1/3
  s-1.  
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5.4 Morphological Simulations of Ancao Inlet 
The MIKE21 model subsystems described in Sections 5.2 and 5.3 are used to provide 
boundary conditions to drive a detailed morphological model of Ancao inlet. The 
morphological simulations are undertaken using Delft3D, which is described below.  
5.4.1 Delft3D model system 
Delft3D (Lesser et al. 2004), is an integrated depth-averaged or fully three-dimensional 
model system that consists of a number of integrated modules which together allow the 
simulation of hydrodynamic flow (under the boussinesq shallow water assumption), 
computation of the transport of water-borne constituents, short wave generation and 
propagation, sediment transport and  morphological changes.  A summary of the key 
numerical and physical processes is given below. For further detail the reader is referred to 
the Delft3D user manual (Deltares 2011, Deltares 2011) 
5.4.2 FLOW module 
The FLOW module solves the unsteady shallow-water equations in two (depth-averaged) or 
three dimensions. The system of equations consists of the horizontal momentum equations, 
the continuity equation, the transport equation, and a turbulence closure model. The vertical 
momentum equation is reduced to the hydrostatic pressure relation as vertical accelerations 
are assumed to be small compared to gravitational acceleration and are not taken into 
account.   
5.4.2.1 Governing Equations 
Within this study the depth-averaged continuity equation is solved on a depth-averaged (one 
σ-coordinate layer) Cartesian, orthogonal curvilinear grid using a Generalized Lagrangian 
Mean (GLM) reference frame. Under the hydrostatic pressure assumption, the depth-
averaged horizontal momentum equation becomes: 
 
???? ? ????? ? ? ???? ? ?? ???? ? ?? ??? ??? ?? ? ?? ??? ? ??? ??? ??? ????? Eq. 5-5 
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???? ? ????? ? ? ???? ? ?? ???? ? ?? ??? ??? ?? ? ?? ??? ? ??? ??? ??? ????? Eq. 5-6 
Where the horizontal pressure terms, Px and Py are given by the Boussinesq 
approximations: 
 
??? ?? ? ? ???? ? ? ???? ????? ? ????? ? ???????????  Eq. 5-7 
 
??? ?? ? ? ???? ? ? ???? ????? ? ????? ? ???????????  Eq. 5-8 
 
The horizontal Reynolds’ stresses, Fx and Fy, are determined using the eddy viscosity 
concept and reduce to the following for situations where shear stresses along closed 
boundaries may be neglected: 
 ?? ? ?? ??????? ? ??????? Eq. 5-9 
 ?? ? ?? ??????? ? ??????? Eq. 5-10 
 
 Several turbulence closure models are implemented within Delft3D, each based on the 
‘eddy viscosity’ concept (Prandtl 1925, Kolmogorov 1941, Rodi 1984), taking the following 
form: 
 ?? ? ?????? Eq. 5-11 
In which ??? is a constant determined by calibration, L is the mixing length and k is the 
turbulent kinetic energy.  
5.4.2.2 Numerical Implementation 
The continuity and horizontal momentum equations are solved on an Arakawa C- grid using 
an Alternating Direction Implicit (ADI) method (Stelling 1984, Stelling and Leendertse 1991, 
Stelling and van Kester 1994). In this arrangement, the water level points are defined in the 
centre of a continuity cell and the velocity components are defined perpendicular t the grid 
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cell faces.  A third-order upwind finite-difference stencil for the first derivative is split in to a 
central descritization and an upwind discretisation, both of which are used in both stages of 
the ADI scheme, to give a computational solution that is second-order accurate and stable at 
Courant numbers of up to approximately 10.  
 
Figure 5-11: Delft3D-FLOW Arakawa C-grid  showing the upwind method of setting bedload sediment 
transport componenets at velocity points. Water level points are located in the centre of the sediment 
control volumes. 
5.4.2.3 Domain decomposition 
 
5.4.3 Wave module 
The wave module within Delft3D is a modified version of SWAN. Wave effects are included 
in a FLOW simulation calls to the WAVE module at regular intervals. In on-line simulations, 
the wave module is called at the start of the simulation to initialise the wave field and provide 
wave radiation stresses via wave dissipation, and enhanced bed shear stress due to 
turbulence in the bottom boundary layer. The FLOW module then calculates the resultant 
water level and current fields on the basis of imposed tidal boundary conditions and wave 
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processes within the model domain. The latest bed elevations, water elevations and current 
fields from the FLOW module are then fed back to the wave module on the subsequent call.   
 
Thus, the system in this configuration includes dynamic feedback between waves and 
currents.  The degree of coupling between the FLOW and the WAVE modules is specified by 
the user, and is handled by the model by communicating current and wave fields via a 
communication file.  The more frequently the wave model is called, the more closely the 
wave and current fields are coupled.  The outputs from the WAVE module (RMS wave 
height, peak spectral period, wave direction, mass fluxes, etc) are stored in a communication 
file that the FLOW model accesses and are assumed constant between calls to the WAVE 
module. Therefore in situations where the water level, bathymetry or flow velocity field are 
rapidly changing it is desirable to make calls to the call the wave module more frequently. 
 
Wave forcing by radiation stress gradients due to breaking is modelled as a shear stress at 
the water surface using the simplified expression of Dingemans et al. (1987). Contributions 
other than those related to the dissipation of wave energy are neglected. Wave enhanced 
bed shear stress on the flow simulation follows the parameterisation of Soulsby et al. (1993). 
Various wave-current interactions are available. Following Walstra et al. (2000), wave-
induced mass flux is corrected with 2nd order Stokes drift. Additional turbulence production 
due to dissipation in the bottom wave boundary layer, whitecapping and wave breaking at 
the surface is included as extra production and dissipation terms in the k-E turbulence 
closure model.  Wave streaming is modelled as an additional, time-averaged shear stress 
acting across the thickness of the bottom wave boundary layer.  
 
5.4.4 Sediment transport and morphological (MOR) module 
The sediment transport and morphology module supports both bed-load and suspended 
load transport. Sediment transport simulations may contain up to 99 ‘suspended-load’ and 
an arbitrary amount of ‘bed-load’ fractions. Treatment of the sediment fractions are 
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dependent upon the sediment transport module used within Delft3D. Non-cohesive sediment 
transport modules available within Delft3D that include both wave and flow processes are 
the TRANSPOOR (2004) model (van Rijn et al. 2007), van Rijn (1993), Bijker (1971), 
Soulsby-Van Rijn (Soulsby 1997), and Soulsby (1997). Each of these are implemented 
within Delft3D to treat suspended load and bed load transport separately.   
 
The ‘default’ sediment transport model in Delft3D is the TRANSPOOR algorithm, which 
represents the state-of-the-art in non-cohesive sediment transport models. Unfortunately 
extensive testing by the author found that morphological simulations using the TRANSPOOR 
algorithm do not remain numerically stable when used in conjunction with Domain 
Decomposition. Therefore within this study the Soulsby-VanRijn sediment transport 
algorithm is used instead. The reader is referred to Soulsby (1997) for further details.  
 
5.4.4.1 Morphological updating 
The bed is dynamically updated and fed back to the hydrodynamic calculations at each half 
time-step in the model using a simple upwind book-keeping system to calculate the change 
in mass of bed material for each available sediment at a given (m,n) grid cell point, ??????? ? : 
 
??????? ? ? ?????????????? ? ???? ?????? ????????? ? ????? ???? ??????? ?? ???????? ????????? ??? ????? ???? ??????? ?? Eq. 5-12 
 
Where Δt is the computational timestep (s); ??????? is a user-defined morphological 
acceleration factor; ???? ? is the area of the computational cell (m,n);  ???????? ? is the computed 
bed-load sediment transport vector in u direction, held at the u point of computational  cell 
(m,n);  ????? ? is the cell width in the x direction, held at the V point of the cell; and ????? ? is 
the cell width in the y direction, held at the U point of the cell.  
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The use of a simple upwinding explicit bed updating scheme (rather than a Lax –Wendroff 
scheme, e.g. Johnson and Zyserman 2002) is computationally efficient, but requires that 
requires that the propagation of bed forms in one morphological time step cannot exceed the 
grid cell size.  The CFL criterion provides a fundamental limitation to the maximum allowable 
morphological acceleration factor without inducing numerical instabilities to the bed 
evolution. Numerical tests (Ranasinghe et al. 2011) indicate that for typical coastal 
applications (grid size of order 20m, model time of order 5 seconds), a morphological factor 
of up to approximately 100 can be used without presenting a fundamental numerical limit 
that would degrade the model skill in simulating bed form propagation.  
5.4.5 Grid and Bathymetry 
Figure 5-12 shows the extent of FLOW model domains and the bathymetry used in the model. 
A domain decomposition approach is used to locate boundaries away from the inlet. The 
extents of the domain were chosen through trial-and-error so that enough of the interior of 
the Ria Formosa was represented to maintain water surface slope (and therefore current 
speeds) through the inlet at the flood and ebb tide, and provided enough storage volume to 
maintain the tidal prism through Ancao inlet. The lateral extents were designed to prevent 
wave shadow effects from influencing the simulation results. 
 
The ‘Outer’ domain was constructed with a nominal resolution of 50m along-shore and 150m 
cross-shore. The ‘Inner’ domain was constructed with a 1 to 3 correspondence with the 
‘Outer’ domain in the cross-shore dimension. That is, the resolution was 50m along-shore 
and 50m ranging to 15m in the cross-shore dimension, refining landward. The ‘Inlet’ domain 
was constructed with an approximately uniform resolution, being 15m in the cross-shore and 
long-shore direction. The final grid resolutions and extents were chosen as a compromise 
between greater resolution of tidal inlet morphology and model run time. 
 
The WAVE model uses a nested domain approach to downscale integral wave parameters 
imposed at the offshore boundary through to the shoreline and Ancao inlet (Figure 5-13). The 
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resolution of the nested domains varied from approximately 200m for the large-scale, coarse 
grid, down to a resolution of ~10m along-shore by ~5m cross-shore for the finest scale wave 
model grid at the coastline and tidal inlet.  
5.4.6 Boundary conditions 
The FLOW model boundary was driven by time series of water levels obtained from the 
Regional hydrodynamic model (Section 5.2) at locations corresponding to the offshore and 
inshore boundaries of the Outer model. Water elevation time series at the inshore boundary 
correspond to the centre of the main channel where it bisects the inshore boundary. The 
north-western boundary of the Outer domain was treated as a solid wall with no flow allowed 
past. The south-east boundary was imposed as a Neumann boundary.  
 
The WAVE model boundary was driven by a time series of integral wave parameters derived 
from the regional wave model described in Section 5.3. 
5.4.7 Numerical considerations 
The FLOW model was run as depth-averaged (one sigma layer) with a timestep (Δt) of 6 
seconds to give a maximum courant number of 11 within the deep channel of Ancao inlet. A 
constant eddy viscosity of 10m2/s as assumed. Bed roughness was maintained at a default 
Chezy parameter of 65, which in 10m water depth is approximately consistent with the 
Manning value used in the MIKE21 model used to provide boundary conditions. The flow 
model was run using online WAVE coupling with FLOW results fed to the wave model every 
30 minutes. A spin-up interval of 24 hours was imposed before starting morphological 
updating.   
 
Simulations used sediment grain size as a ‘calibration’ parameter, which was specified 
uniformly throughout the domain. Trial simulations with variable grain sizes found simulation 
time increased from the order of weeks to the order of months when incorporating spatially 
varying sediment size.  
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The wave model was run fully spectrally with a directional resolution of 10°. 24 frequency 
bins were specified, spaced logarithmically between 0.05 and 1 Hz. The maximum number 
of wave model iterations per coupling interval was limited to 15, with numerical convergence 
satisfied at a relative change of 2% or less of the wave height in 95% of the wet model cells. 
Bottom friction in the wave model was specified as JONSWAP with a spatially uniform 
coefficient of 0.067 m2 s-3. Depth-induced wave breaking was incorporated via the Battjes 
and Janssen (1978) dissipation algorithm. The bed levels, water levels and ambient current 
fields were mapped to the wave model domains from the FLOW model communication file. 
Each simulation was run on a single node of Plymouth University’s FOT2 (Phase 1) High 
Performance Linux Cluster (Dual Intel Xeon E5420 Quad core, 2.5GHz with 8GB of onboard 
RAM), taking 4 weeks to complete plus 3 days downlink to extract results from the cluster.  
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Figure 5-12: Upper panel: Model domains used in simulation using a Domain Decomposition approach. 
Lower panel: Model bathymetry for Ancao inlet.  
Feb 1st 1999 
‘Inlet’ domain 
‘Middle’ domain 
‘Outer domain’ 
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Figure 5-13: Extent and locations of wave model domains. Black: ‘Outer’. Magenta: ‘Inner’. White: ‘Inlet’.  
 
5.4.8 Validation I: hydrodynamics 
Give the length of time each simulation took to complete, a ‘soft validation’ of the Delft3D 
model is undertaken using tidal prism as a validation parameter. Figure 5-14 compares the 
Delft3D model with the regional tidal prism and maximum tidal velocity. Measured 
parameters obtained from Pacheco et al. (2010) are shown as black diamonds.  
The magnitude of the simulated tidal prisms area larger than the neap tide and spring tide 
value suggested by Pacheco et al. (2010) because the tidal prism calculated for each model 
is taken from the discharge across the entire with of Ancao inlet, whilst the measured data is 
taken only from a portion of the available cross-section. Interestingly, the Ebb tidal prism and 
the maximum ebb tida currents are greater for the Regional hydrodynamic model that 
incorporates tidal processes through the entire Ria Formosa. The Delft3D model does not 
have this ebb dominance at higher tidal ranges, with maximum tidal currents being 
approximately symmetrical between flood and ebb tide.  
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Figure 5-14: Comparison of simulated and observed flood spring tidal prism 
 
5.4.9 Validation II: Morphodynamics 
 
Figure 5-16 specifies the areas used to calculate the Brier Skill Score for each simulation.  
 
Predicted Ancao inlet bathymetry at the end of each simulation (8th April 1999) is shown 
inFigure 5-15. A wide variety of morphologies are shown, which only loosely correspond to the 
observed configuration of Anaco inlet on the 8th April. However all simulations showed 
channel rotation via extension of the up-drift swash bar during the simulation period, and all 
show erosion of the storm-induced spit at the up-drift edge of Barretta island. 
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The degree of spit erosion and to which the up-drift swash bar extends is inversely 
dependant on grain size. For D50 = 0.5mm, material has separated from the up-drift swash 
bar, bypassed the channel, and attached to the down-drift swash bar. Extension of the up-
drift swash bar is significant for D50 = 1.0 to 1.3mm, and is less so above this. At D50=2.0mm, 
the appearance of sand bars is controlled more by onshore movement of the terminal lobe 
than alongshore sediment movement. 
 
These observations are consistent with Williams and Pan (2011), who, using a different 
coastal area model but including the Soulsby Van-Rijn sediment transport algorithm, found 
that the bypassing ability of sediment <1.0mm significantly increased when large storm 
events occurred in conjunction with low tidal range. The bypassing ability of sediments 
above this grain size is limited even during the combination of low tidal range with storm 
events.  
 
The reliance of grain size of sediment movement patterns is reproduced in the Brier Skill 
Scores (Figure 5-17). All simulations are uniformly below 0, indicating the continuing 
uncertainties in sediment transport and morphological modelling. The quality of the 
prediction increase with sediment diameter, which is not surprising as the amount of 
sediment movement reduces.   
 
However the Epstein-Murphy decomposition (EMD) provides more information. The quality 
of the phase contrubution, α, has a maximum for most morphological units – and the ebb 
delta as a whole – at D50 = 1.4mm. This suggests that although the incorrect amount of 
sediment is moving, it is generally moving to the correct place. The signal is dominated by 
the channel and the throat, both of which receive sand from the up-drift swash bar as the 
channel rotates via swash bar extension. 
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The quality of the amplitude prediction (lower value = better prediction) improves with 
sediment grain size, which is merely in line with the BSS where the quality of morphological 
prediction improves with decreasing sediment mobility. Interestingly, the map-mean error (γ) 
is at a minimum for the up-drift swash bar at D50 = 1.0mm and the channel and toe at D50 = 
2.0mm. These sediment grain sizes correspond to observed mean D50 for these 
morphological units, suggesting that there is a degree of realistic behaviour within the 
models even though the absolute skill of the prediction is poor. 
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Figure 5-15: Predicted bathymetry in 1999 for several grain sizes. -1m, 0m and +1m H.Z. contours are shown 
in black.  
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Figure 5-16: Areas for Brier Skill Score analysis 
 
Figure 5-17: BSS and EMD of hindcast morphodynamic evolution at Ancao inlet, 8th April 1999. (a) Brier Skill 
Score. (b) Phase error (c) Amplitude error (d) Map mean error. See Section 2.8 for explanation of the terms. 
a b 
c d 
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Lastly, an additional assessment of model performance may be sought from ‘object-oriented 
verification’. In this instance, the verification comes from a simple observed parameter, the 
orientation of the inlet channel axis Figure 5-18. The channel axis orientation is estimated from 
the simulation results by a simple least-squares regression of the x,y coordinates 
corresponding to the deepest part of the channel. 
The black dots in Figure 5-18 are data taken from data presented in Morris et al. (2004). 
Although the absolute value of the observed channel axis angle is not reproduced by the 
model, the general pattern of channel extension and rotation to shore-normal during the 
quiescent period Feb to March 11th, followed by channel rotation to more shore-parallel after 
the storm, is reproduced. 
 
Figure 5-18: Upper panel: Observed (black dots) and simulated channel orientation during INDIA 
experiment. Lower panel: Wave and tidal climate during the simulation period. 
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Figure 5-19 shows select time-lapse images that have been ortho-rectified by the author to 
show the morphological evolution of Ancão inlet during the InDIA field campaign. Wave and 
tidal conditions are also shown.  Brad Morris is gratefully acknowledged by the author for 
supplying advice on image orthorectification, and provision of some of the core image 
processing algorithms developed as part of the InDIA project. The down-drift extension of 
swash bars and rotation of the channel are clearly visible. The model bathymetry (‘best 
calibration’ using D50 = 1.4mm) at each of the six dates shows broadly the same pattern of 
channel migration and swash bar extension. The model also clearly reproduces the gradual 
erosion of the storm-induced spit on the down-drift side of the inlet throat, adjacent  to the 
flood delta. The onshore welding of the down drift sand shoals are also reproduced by the 
numerical model. 
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Figure 5-19: ARGUS imagery at key times during INDIA project, showing rotation and downdrift extension of 
the swash bars at the entrance to Ancao Inlet. Wave and water level conditions are also shown. 
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Figure 5-20: Bathymetry of ‘brute force’ morphological simulation at same times as ARGUS imagery shown 
in Figure 5-19. 
 
5.5 Summary 
A series of numerical models have been constructed to simulate hydrodynamic (wave, tide) 
and morphological processes at Ancao inlet.  
 
The high-quality validation of the hydrodynamic simulations indicates the numerical 
robustness and general reliability of such models. Although the general hydrodynamic 
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processes of Ancao inlet were captured reasonably realistically by the Delt3D model, the 
skill (BBS) of morphodynamic predictions was uniformly poor for each of the simulations. 
This reflects the considerable uncertainties that remain in sediment transport algorithms and 
morphological updating schemes, as implemented in coastal area morphological models.   
 
For most practical purposes applications it is very difficult to obtain a BSS skill above 0 – in 
particular within areas where there are large morphodynamic migrating features such as 
channels and swash bars. Decomposition of the BSS to the EMD however revealed some 
realistic behavior by the model in places, validating the the ability of the model to represent 
physical processes occurring at Ancao inlet. Specifically, the quality of the phase and map-
mean errors improved for the up-drift swash bar, inlet throat and ebb delta toe when the 
simulation grain size most closely corresponded to that observed at those morphodynamic 
units.  
 
Lastly, a good qualitative comparison was obtained between simulated and observed 
channel orientation during the course of the INDIA experiment.  Although simulations did not 
reproduce the absolute value of the channel angle, the general pattern of the channel 
movement over the simulation period was captured, with the channel approaching shore-
normal during quiescent conditions, followed by rotation again after the storm on 11th March 
as the inlet started to migrate during post-storm recovery. 
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Chapter 6: Application of OPTIWAVE to Regions of Wave and Tidal 
Forcing 
6.1 Wave Climate Reduction 
The time series of wave events at the boundary of the morphodynamic model was classified 
in to discrete bins (ΔH=0.5m, ΔTp = 2sec, ΔMWD = 10°) and the resultant sediment 
transport fields for each wave event simulated in Delft3D using online flow-wave-flow 
interaction, assuming a mean water level (+2m H.Z). Each wave condition was run for 30 
minutes to allow wave-driven currents to develop in the model and the resultant sediment 
transport vectors extracted at the end of the simulation. 
 
Figure 6-1 shows the discrete wave classes (combinations of Hm0, Tp and Mean Wave 
Direction, and their associated probability) obtained from wave time series used as boundary 
conditions for the ‘brute force’ Delft 3D model boundary during the INDIA experimental 
period. The lower panel shows the resultant sediment transport field, weighted by 
contribution of each wave class to the overall wave climate during the ‘brute force’ simulation 
period. 
 
The optimization of the wave climate is shown in Figure 6-2. The random seed number was 
set at 100. Interestingly, although the skill of the reduced wave climate drops rapidly after the 
first iteration, it then increases once the wave climate drops below about 60 wave conditions. 
This is accompanied with a commensurate drop in RMSE, suggesting that the optimization 
process has removed wave conditions that contribute to the overall sediment transport, but 
otherwise do not contribute to the target sediment transport field.   
 
Examination of the optimized wave climate showed that the smallest waves (e.g. Hm0 = 
1.0m, Tp = 6s) had been removed. Although these occur frequently in the full wave record, 
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they are of insufficient energy to contribute greatly to sediment transport with a D50 of 
1.4mm. The optimization routine tended to retain the larger wave heights (e.g. Hm0 = 2.5m), 
but associate them with a small weighting. This is interpreted in the same sense as the 
morphological tide (see below), where patterns are more reflective of a larger event (e.g. 
spring tide/ larger wave), but with the transport weighted to the mean transport magnitudes. 
 
 
Figure 6-1: Upper panel Frequency of occurrence of different wave height, period and direction classes 
observed during the INDIA project. Lower panel: resultant weighted sediment transport field due to waves 
(neglecting tidal currents and assuming a constant mean water level).  
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Figure 6-2: Wave climate optimisation for Ancao.  
 
6.2 Calculation of morphological acceleration factor (MORFAC) 
Whereas the MORFAC for Duck was taken simply as the total number of days of the ‘brute 
force’ simulation, in tidally dominated environments the concept of the ‘morphological tide’ 
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becomes important.  Traditionally this generally taken as the single tide that correlates most 
with sediment transport patterns within the estuary. Cayocca (2001) showed that, in an 
approximate sense, residual transport patterns are reasonably reproduced by a mean spring 
tide, with the sediment transport rates weighted accordingly to reproduce the weighted mean 
transport magnitudes. In areas where the spring-neap tidal range is significant (such as at 
Ancao), a single representative tide is not sufficient.   
 
Latteux (1987, 1992, 1995) suggested a ‘tide-averaging’ approach, whereby the spring-neap 
cycle is broken down to an appropriately weighted ensemble of tides (classified in to discrete 
intervals of tidal range) that, when summed, combine to reproduce the elementary (flood and 
ebb) and residual (magnitude and direction) transport experienced over the actual set of 
natural tides. A modification of this approach was applied used by Bernades et al. (2006) to 
simulate morphodynamic evolution of the Teign estuary ebb delta in Devon. The 
morphological acceleration factor for each ensemble tide was simply the number of tides 
recorded in that range class over a given time interval.  
 
The drawback of the ensemble tide-averaging technique as applied by Bernades et al. 
(2006) is that it can only be used by a model where only one boundary is powered by water 
levels. In this study both the inshore and offshore boundaries are powered by water levels 
taken from the regional model. Distortion of the tidal wave as it propagates through the inlet 
system removes some of the correlation between the ocean and inshore model boundaries 
as the tide become asymmetric and time-lagged, the nature of which changes over the 
spring-neap cycle.  
 
Figure 6-3 shows a simple adaptation of the ensemble tide technique applied in this study to 
calculate MORFAC for morphologically accelerated simulations. First, a period of time that 
encompasses all the observed tidal ranges in the ‘brute force’ simulation is identified. In this 
particular study, this corresponds to a 9 day period as the tide progresses from spring tide to 
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neap tide (shown as the red lines in the top panel of Figure 6-3). Next, the frequency of 
occurrence of tides with a given tidal range was measured by binning tidal range to 0.25m 
intervals and counting the number of tides falling in to that tidal range. The size of the bin 
was chosen so that each bin had at least one tide within the 9 day ‘accelerated model’ 
period. The histogram in the lower left panel of Figure 6-3 shows the number of tides occurring 
with each range of the simulation period. Finally, the MORFAC for each ensemble tide was 
calculated as the total number of tides within that bin over the period 30th Jan to 8th April, 
divided by the number of tides that occur within that bin during the 9 day accelerated model 
period.  
 
Instead of running each ensemble tide individually (like Bernades et al. 2006), here the 
model is run continuously through all ensemble members using the time series of water 
levels at both boundaries and altering the MORFAC ‘on the fly’ during the simulation. 
Although this places constraints on the minimum simulation time (a full spring-neap cycle 
has to be simulated instead of a few representative tides), it does fully preserve the nature of 
the tides applied at both boundaries.  
 
An additional limitation of using a time-varying MORFAC is that if any sediment is in 
suspension at the moment that the MORFAC changes, sediment continuity will be violated. 
This is because MORAC in Delft3D does not scale the change in bed level  at each grid cell, 
but rather multiplies the amount of sediment being deposited on the bed. This limitation has 
been minimized in this study by only changing the MORFAC at high water at the ocean 
boundary, when tidal currents are at a minimum.  
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Figure 6-3: Derivation of morphological acceleration factor for event-parallel simulation. a) Tidal levels 
during ‘brute force’ simulation period. Red lines show duration of morphodynamically accelerated 
simulation period. b) Tidal range. Bin intervals of ensemble tides are shown c) Frequency of tidal ranges, 
binned to discrete intervals. d) Tidal range during accelerated simulation period, and associated MORFAC for 
each tide. 
 
6.3 Morphodynamically accelerated  simulations of Ancao inlet 
Figure 6-4 compares the ‘Baseline’ (January 1999) and ‘reference’ (brute force model) 
bathymetry, and hindcast bed levels from accelerated simulations considering tidal 
processes with one and two wave events, respectively. Simulations with three wave 
conditions did not remain numerically stable. It is visually clear that the accelerated models 
do not reproduce the evolution of the swash bar and ebb channel.  
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Assessment of the simulation quality is undertaken by aggregating the results to 
‘morphological units’ (ebb delta toe, channel, throat, up-drift swash bar and down-drift swash 
bar). Figure 6-6 shows the BSS and Epstein-Murphy decomposition of the BSS, for each unit.  
 
The BSS is highest for the components of the tidal inlet where morphodynamic forcing is 
highest – that is, in the throat and channel, where tidal processes dominate. The BSS for 
these units are in the region of 0.4 – 0.6, which correspond to ‘good’ according to the 
classification of the BSS given in Table 2-2. The BSS of the delta toe and updrift swash bar 
are each below zero, indicating that the model has no predictive skill in these areas. The 
lack of predictive skill is likely due to the combination of wave and tidal forcing in these areas 
of the inlet.  
 
The simulation with two wave conditions has a slightly higher BSS relative to the simulation 
with one wave condition, indicating that increased complexity of boundary conditions is 
associated with better predictive skill. This is consistent with the accelerated morphological 
model of Duck (Chapter 3, c.f. Figure 3-17), which found that applying more wave conditions 
generally increased the Brier Skill Score of the accelerated model. The exact skill score for a 
given number of wave conditions will be dependant on the particular combination of height, 
period, direction of the selected wave conditions and their associated weighting derived by 
the OPTIWAVE algorithm, with a particular set of numerical parameters (population size, 
recombination value etc). 
 
Comparing the phase error (1 = best) of each morphological unit in Figure 6-6 suggests that, 
even though the fine details of the inlet are not being reproduced, the sand is being moved 
roughly in the correct directions. That is to say, the accelerated simulations still predict some 
movement of the delta toe, swash bars, channel, and the throat.  
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The amplitude error (0 = best) suggests that the right volume of sand is moved on the down-
drift swash bar, but the error increases in other regions. The worst amplitude error is for the 
‘channel’, which when combined with the phase error, suggests that although the position of 
the channel is correctly predicted in the accelerated model, the depth of the channel is not. 
The high phase and amplitude error for the delta suggest that both the position and volume 
of this morphological unit is not being predicted correctly in the accelerated model.  
 
The final simulated bathymetry of the ‘brute force’ simulation and the accelerated simulations 
(Figure 6-4) can be compared directly to the measured bed levels at Ancao inlet on the 8th 
April. In a purely qualitative sense, the ‘brute force’ simulation is clearly more capable of 
encapsulating morphological change at Ancao inlet than the accelerated models. Whilst the 
accelerated model (2 wave conditions) does show some general downdrift migration of the 
swash bars, the changing orientation of the channel is not captured. The general 
reproduction of morphological features within the ebb delta is also very poor compared to the 
observed bathymetry and the ‘brute force’ simulation. 
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Figure 6-4: Results of the morphodynamically accelerated simulation. 
 
Figure 6-5: Bathymetry measured at Ancao inlet at the time corresponding to the end of the numerical 
simulation. 
Toe 
Swash Down 
Swash-Up 
Throat 
Channel 
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Figure 6-6: Brier Skill Scores of morphological units within Ancao Inlet 
 
6.4 Discussion 
The accuracy of the accelerated model using the OPTIWAVE algorithm is poor, and does 
not reproduce the key features of inlet behaviour in areas of wave and tidal forcing. To a 
certain extent this is due to limitations in the design of the numerical model. The three flow 
domains plus wave domain means that at minimum four cores are used per simulation, 
causing the computational burden to increase rapidly with number of wave conditions 
considered by the MOMERGE algorithm. On the hardware used to run the simulations the 
number of available cores was exceeded beyond three wave conditions (12 cores to cover 
each wave condition, plus additional three cores to consider tidal processes only). In theory 
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this issue could be addressed by running each MOMERGE simulation distributed across 
multiple nodes of a high-performance Linux cluster. From inspection of Figure 6-2, it is clear 
that more than two wave conditions are required to adequately reproduce the target 
sediment transport pattern. Three wave conditions were attempted, but the simulations did 
not remain stable. 
 
Although the model skill and correlation coefficient are relatively good when considering the 
sediment transport magnitude only, they are very poor when considering the cross-shore 
and long-shore components. This reflects the spatial complexity of the sediment transport 
patterns at the site. It would perhaps be more appropriate to use a different parameter such 
as bed level change in this instance, as it removes (to some extent at least) the requirement 
to exactly reproduce the sediment transport magnitude and direction.  
 
An additional contribution to the poor accuracy the accuracy of the accelerated model may 
be that the selected wave conditions for application at the boundary were inadequate to 
drive the rotation of the swash bars and channel. This may be due to either being 
insufficiently energetic or of the correct incidence angle or weighting factor. It may also be 
that the assumption of applying a constant weighting factor to morphology change driven by 
each wave condition during the simulation is not valid. That is, it may be that the changing 
ratio of a given wave height to tidal range (and therefore bypassing efficiency) during the 
accelerated simulation means that the relative importance of ‘storm’ and ‘calm’ waves (and 
therefore their required weighting factor) in driving morphological evolution also changes. 
This could be interpreted as analogousto the argument that wave sequencing cannot be 
ignored in some morphological simulations, particularly when the morphological evolution of 
the feature occurs over a similar time scale to the hydrodynamic forcing.    
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Chapter 7: Conclusions and further directions 
7.1 General conclusions 
The conclusions of this thesis are presented in the light of the specific objectives described 
in Section 1.2.  
7.1.1 Wave Climate Optimization (OPTIWAVE) 
 
A novel method of wave climate optimization using a Genetic Algorithm approach has been 
constructed and applied to several coastal environments. The efficacy of the OPTIWAVE 
program for reducing wave climates has been most clearly shown for 2-D morphodynamic 
simulations of Duck, which is a micro-tidal climate and thus tidal processes can be ignored.  
The wave reduction technique assumes that the ability of a given wave climate to reproduce 
a target sediment transport pattern can be used as a proxy for inferring the ability of that 
wave climate to reproduce observed morphodynamic evolution of a reference ‘brute force’ 
simulation.  
 
The success of this optimization technique is demonstrated in Figure 3-17, which 
demonstrates a strong correlation shown between the skill score of the reduced wave 
climate in reproducing the target sediment transport pattern, and the resultant Brier Skill 
Score of the accelerated simulations compared to the reference ‘brute force’ simulation.  
 
The speed of the optimization routine has been shown to be strongly dependent upon the 
population size used by the G.A. More individuals within a population mean that the G.A. is 
more likely to find a Global solution to the optimization problem. However this occurs at the 
expense of rapidly creasing computational burden (Figure 3-13). In this study a population of 
4000 individuals enabled the G.A. to robustly find the optimal weighting of each wave 
condition in the reduced climate, but it is unlikely that this number can be generalized to 
other studies. 
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The sensitivity of the optimization accuracy to the ‘cross-over fraction’ used by the G.A. was 
also assessed by means of a simple Monte Carlo analysis. The analysis suggests that, for 
this specific study, the most accurate solution is obtained with a cross-over fraction of 0.5 - 
0.6 (Figure 3-12).   
 
Lastly, repeating the wave climate reduction with identical parameters but different numerical 
seeds shows that although the general skill of the optimized wave climate is reproduced 
between successive applications of the optimization algorithm, the weighting and selection of 
individual wave events differs with the random seed selected.  
 
7.1.2  ‘Brute force’ simulations of Ancao inlet 
 
A calibrated numerical model system of the Ria Formosa has been constructed and 
validated against a detailed set of wave, current and morphological observations. The 
performance of the hydraulic and wave models was good, indicating the general reliability of 
such models. The validation of the morphodynamic model of Ancao inlet was quantitatively 
less satisfactory, as judged by the Brier Skill Scores of the ebb tidal delta and associated 
morphological units. EMD decomposition of the Brier Skill Score showed that although the 
amplitude error – that is, the amount of sand moved around the inlet – was poor, the phase 
error suggested that some parts of the tidal inlet behavior – such as the down-drift extension 
of the swash bar and subsequent channel movement – were captured reasonably when the 
correct grain size was included in the model.  
 
In fact, the grain size used in the model was the single biggest determinant of the brute force 
model skill. This may reflect the ability of the sediment transport algorithm to encapsulate a 
range of physical processes by varying just one parameter. Finest sediments at the inlet 
throat are transported away in suspension, whilst very coarse sediment esponds only to the 
strongest tidal currents and can only be saltated as bedload transport. Intermediate grain 
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sizes are able to respond to both wave and tidal forcing. The most realistic bathymetry at the 
end of the simulation being obtained when using the grain size that most closely matched 
that of the dominantly active morphological features  - the swash bars, which were the 
features responsible for the rotation of the channel during the simulation period – reinforcing 
the ability of the numerical model to broadly reproduce the key physical processes occurring 
at Ancao inlet. 
 
Judged qualitatively against morphological observations, the model reproduced key features 
of inlet behavior such as the rotation of the inlet channel during the INDIA experiment and 
extension of the up-drift wash bar. This suggests that although challenges remain in the 
accuracy and implementation of sediment transport and bed updating algorithms, coastal 
models are generally capable of reproducing the dominant morphological processes 
occurring on a spatial scale of the order of the model spatial resolution when validated 
adequately against hydrodynamic forcing. 
 
7.1.1 Accelerated simulations of Ancao inlet 
 
The accelerated simulations of Ancao inlet were not very successful in reproducing the 
target ‘brute force’ simulation. This may be due to the limited number of wave conditions 
applied to the accelerated simulations, but is more likely due to the complexities of 
combining reduced wave and tide climates in such a way that the target morphology is 
reproduced.  
 
The skill of the accelerated simulations varied significantly over small spatial distances. 
Assessing the BSS of the model results on the basis of morphological units (Figure 6-6) shows 
that the predictive skill of the accelerated model was greatest in the ebb channel and throat 
of the inlet, where morphological change is dominated by tidal processes. The predictive skill 
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of the model deceased dramatically (to BSS<0) for the delta toe and up-drift swash bar, 
where morphology change is due to a combination of wave and tidal processes. 
 
 
 
 
 
7.1.2 Computational efficiency of accelerated simulations and advantage of 
OPTIWAVE approach 
 
The computational efficiency of the accelerated simulations is governed by the selected 
MORFAC parameter. In the simulations for DUCK, the MORFAC parameter was selected at 
a practical value that resulted in completion of the simulations within a reasonable time 
frame whilst not suffering from numerical diffusion effects known to occur in simulations with 
very high morphological factor relative to the propagation speed of the coastal feature (c.f. 
Ranasinghe et al., 2011). The selected MORFAC for purely wave dominated environments 
is therefore somewhat arbitrary, whilst the MORFAC parameter for tidal environments such 
as Ancao Inlet is controlled by the tide and therefore the method used to represent tidal 
processes within the model. 
 
The advantage of the OPTIWAVE approach for identifying boundary wave conditions to 
apply in accelerated models is that it replaces an arbitrary decision made on ‘engineering 
judgement’ with a statistically rigorous assessment of the accuracy of the reduced wave 
climate prior to application in the accelerated model. It also allows the user to make an 
informed decision over the optimal number of wave conditions to apply at the boundary. For 
the number of wave conditions considered for the accelerated ‘Duck’ and ‘Ancao’ 
simulations in this study, the MOMERGE algorithm imposed only a very minor computational 
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overhead for updating bathymetries between parallel models and is therefore considered no 
computationally efficient than other, less complex boundary simplification methods.  
 
7.2 Further work 
This study has highlighted several areas of potentially fruitful research.   
7.2.1 Wave Climate Optimization Process 
 
Several areas of further work could be undertaken on OPTIWAVE. Firstly, although the 
optimization program was proven to work successfully, it is at present too slow to be of 
practical use in engineering applications. The reduction of the wave climate for Duck and 
Ancao took in the order of several hours to one day. Although the speed of the OPTIWAVE 
in reducing a wave climate has been shown to be linearly dependent upon the population 
size used in the Genetic Algorithm, experience found it is also almost exponentially related 
to the number of wave conditions to reduce.   
 
This might be expected as the computational burden for a given number of candidate 
solutions in a population is multiplied by the number of wave conditions the algorithm is 
assessing. The ultimate complexity of the ‘full’ wave forcing used to generate the target 
sediment transport pattern is therefore likely to be influenced by practicalities such as 
reasonable amount of time needed for the optimization process. The spatial complexity of 
the target sediment transport pattern also affected the time taken to reduce the wave 
climate. The numerical performance of OPTIWAVE could likely be improved by investigating 
methods of ‘vectorising’ the fitness function to take advantage of performance benefits that 
Matlab has with vectorised code. 
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The assessment of OPTIWAVE was undertaken using sediment transport as a proxy for 
morphological evolution. A useful extension to the program could be to reduce the wave 
climate on the basis of reproducing a target pattern of bed level change. 
7.2.2 Accelerated simulations of wave-dominated environments 
 
The accelerated morphological simulations of Duck showed that the skill score of the 
reduced wave climate, as derived by OPTIWAVE on the basis of reproducing sediment 
transport magnitudes, is highly predictive of the BSS of the accelerated morphodynamic 
simulation when tidal processes can be neglected. However the correlation was not linear; 
Figure 3-17 suggests that the BSS increases asymptotically with the skill score of the reduced 
wave climate.  
 
Further work could test if this asymptotic relationship is maintained if more wave conditions 
are simulated. An alternative explanation of the asymptote is that the achievable BSS of the 
simulations are fundamentally limited by either the selected MORFAC (which was retained at 
28 in this study), or through the frequency of the coupling between the flow and the wave 
model. Both hypotheses could be easily investigated with additional simulations on a more 
powerful workstation.   
7.2.3 Accelerated simulations of wave and tide dominated environments 
 
Unlike the accelerated simulations of Duck, the accelerated simulations of Ancao inlet did 
not successfully reproduce the ‘brute force’ simulations. Part of this may be due to the 
relatively few wave conditions considered, but may also be due other causes such as the 
introduction of a time-varying MORFAC parameter in the simulations (which violates 
continuity); inadequate selection of the MORFAC for each tide condition in the accelerated 
simulation; or various feedback mechanisms between the schematized wave and tide 
boundary conditions. Unfortunately the complexities of processes occurring within the Ancao 
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simulations make it difficult to separate out the likely causes in more detail than has already 
been in this study.  
 
The domain decomposition approach taken to simulations of Ancao inlet also do not make it 
particularly suitable as a  test case for ‘event parallel’ simulations, as there is a heavy 
computational overhead by the three flow domains and the wave model (thus four cores 
minimum required per event). For all practical purposes this limits the maximum number of 
events that can be considered by the Ancao model to be three wave events plus tides (12 
cores in total). In this study three wave conditions were attempted, but numerical instabilities 
prevented the simulation from completing.  
 
It is more likely that an idealized tidal inlet model (basin with single entrance) would be a 
better test of combining reduced wave and tidal climates for accelerating morphological 
evolution. Recent advances in Delft3D now allow MPI simulations of sediment transport and 
morphodynamic updating, allowing a ‘brute force’ simulation to be undertaken in a 
reasonable time frame. A simplified model would also allow more wave and tide 
combinations to be assessed and may also allow more generalized inferences to be drawn.  
  
7.2.4 Original contributions 
The author believes the originality of this PhD thesis to lie in the following outcomes: 
 
Firstly, a novel method of wave climate optimization using a Genetic Algorithm approach has 
been constructed and applied to several coastal environments. The success of OPTIWAVE 
is exemplified by the strong correlation shown between the skill score of the reduced wave 
climate as produced by the optimization method and the resultant Brier Skill Score of the 
accelerated simulation compared to the reference, ‘brute force’ simulation of Duck (Figure 
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3-17). The optimization method is very suitable for reducing the complexity of wave climate in 
such a way that the overall morphological evolution can be reproduced.  
 
Secondly, this thesis contains an assessment of the ability of morphological acceleration 
techniques to reproduce morphological evolution in environments forced by both waves and 
tides. The ‘brute force’ simulation against which to measure the skill of accelerated 
simulations was comprehensively validated against a suitable data set, obtained from a 
detailed field campaign. Although the accelerated models were not very successful in 
reproducing the ‘brute force’ model, the analysis is an original contribution that tests the 
applicability of such acceleration techniques in complex coastal environments where 
simplification of both waves and tides are required.  
 
Lastly, this PhD represents an original contribution to the body of knowledge with regards to 
morphodynamic modeling of coastal features in general and tidal inlets in particular.  
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