The Boosted Difference of Convex functions Algorithm (BDCA) has been recently introduced to accelerate the performance of the classical Difference of Convex functions Algorithm (DCA). This acceleration is archived thanks to an extrapolation step from the point computed by DCA via a line search procedure. Additionally, empirical results have shown that BDCA has better chances to escape from bad local optima toward solutions with a better objective value than the classical DCA. The purpose of this note is to extend BDCA to solve a class of DC programs with linear constraints. We propose a new variant of BDCA and establish its global convergence to a critical point. Finally, we present some numerical experiments where we test the copositivity of a given matrix, which demonstrate that this new variant of BDCA outperforms DCA both in running time and objective value of the solutions obtained.
Introduction
In this paper, we are interested in solving the following DC (difference of convex functions) optimization problem: min
where g : R n → R ∪ {+∞}, h : R n → R ∪ {+∞} are proper, closed, and convex functions with g being smooth, a i ∈ R n , b i ∈ R for i = 1, . . . , p, and ·, · denotes an inner product. We use the conventions:
(+∞) − (+∞), (+∞) − λ = +∞ and λ − (+∞) = −∞, ∀λ ∈ ] − ∞, +∞[.
Observe that we can rewrite problem (P) as an unconstrained nonsmooth DC optimization problem, whose objective function is g + ι F − h, where ι F denotes the indicator function of the feasible set F := {x ∈ R n | a i , x ≤ b i , i = 1, . . . , p} .
For solving this problem, one could apply the classical DC Algorithm in [15, 8] . DC programming and the DC Algorithm (DCA) have been developed and studied for more than 30 years [8] . DCA has been successfully applied in different fields such as machine learning, financial optimization, supply chain management, and telecommunication, see, e.g. [9, 5, 13] . Nowadays, DCA has become a useful method to solve nonconvex problems, as it is guaranteed to be globally convergent to a critical point.
To accelerate the performance of DCA, a new method called Boosted DC Algorithm (BDCA) has been recently proposed in [1, 3] . The key idea of BDCA is to perform an extrapolation step via a line search procedure at the point computed by DCA at each iteration. This step allows the algorithm to take longer steps than the classical DCA, achieving in this way a larger reduction of the objective value per iteration. In addition to accelerating its convergence, BDCA has better chances to escape from bad local optima thanks to the line search procedure, see [3, Example 3.1] . Therefore, BDCA is not only faster than DCA but also provides better solutions. Extensive numerical experiments in diverse applications such as biochemistry [1] , machine learning [18] , data science [3] , and portfolio optimization [14] , have indicated that BDCA outperforms DCA. However, it is important to emphasize that, for unconstrained DC programs, the BDCA proposed in [1, 3] is not applicable when the function g in (P) is nonsmooth (see [3, Example 3.2] ).
The aim of this note is to show that BDCA can still be applied if the nonsmooth function g is the sum of a smooth convex function and the indicator function of a polyhedral set. More precisely, we will show that it is possible to use BDCA for solving DC programs with linear constraints of the form (P). The applicability of BDCA to a special case of (P), where the feasible set is a simplex, has been recently shown in [14] . As a representative application, we provide numerical experiments to test the copositivity of a given matrix, which has some key applications in various fields. Testing copositivity is known to be co-NP-complete [12] and was heuristically investigated in [4] using DCA. Our results confirm that BDCA significantly outperforms DCA in this application. In particular, we observe that on average BDCA converged seven times faster than DCA for Horn matrices [6] of various sizes (which are known to be copositive), while the advantage is much higher for a non-copositive modification of these matrices.
The rest of this paper is organized as follows. Section 2 recalls some preliminary results. In Section 3, we propose a new variant of BDCA for solving (P) and investigate its convergence. In Section 4, we provide some numerical experiments for testing the copositivity of a given matrix, where we compare BDCA and DCA. Finally, some conclusions and future research are briefly discussed in Section 5.
Preliminaries
In this section, we state our assumptions imposed on (P). We also recall some preliminary and basic results which will be used in the sequel. For any extended real-valued convex function f : R n → R ∪ {+∞}, the set dom f := {x ∈ R n | f (x) < +∞} denotes its (effective) domain, and
stands for the gradient of f at x. The one-side directional derivative of f at x with respect to the direction d ∈ R n is denoted by f (x; d). Recall that f is said to be strongly convex with strong convexity parameter ρ > 0 if f − ρ 2 · 2 is convex. Assumption 1. Both g and h are strongly convex on their domain with the same strong convexity parameter ρ > 0.
Assumption 2. The function h is subdifferentiable at every point in dom h; i.e., ∂ h(x) = / 0 for all x ∈ dom h. The function g is continuously differentiable on an open set containing dom h and
Remark 2.1. Assumption 1 is not restrictive, since any DC decomposition of φ as φ = g − h, can always be expressed as
0 holds for all x ∈ ri dom h (by [16, Theorem 23.4] ), so the first part of Assumption 2 is clearly satisfied if dom h = R n . A key point of our method is the smoothness of g in Assumption 2, which cannot be in general omitted (see [3, Example 3.2] ).
The cone of feasible directions at x ∈ F is denoted by
and the active cone at x ∈ F is given by
where I(x) stands for the set of active constraints at x, i.e. a T i x = b i for i ∈ I(x). Since we deal with affine constraints, we have (see e.g. [2, Proposition 4.14])
that is, D(x) is the polar of the active cone A(x). Recall from [11, Theorem 5.19 ] thatx is called a KKT point of (P) if there exist
Our goal then is to design a BDCA variant that converges to a KKT point of (P).
The Boosted DC Algorithm and its convergence
For solving (P), we propose the following method, Algorithm 1, which is a generalization of the Boosted DC Algorithm proposed in [3] . Input: An initial point x 0 ∈ F , a desired tolerance ε > 0 and two parameters α > 0 and
Choose any λ k ≥ 0 and set λ k ← λ k ; Let us make some comments on Algorithm 1.
• Lines 3 to 6 of Algorithm 1 correspond to the classical DCA for solving (P).
• Lines 7 to 15 present the boosting step. It first checks if d k is a feasible direction at y k ∈ F . If so, it then performs a line search step along the direction d k which maintains feasibility to improve the objective value φ . Otherwise, the boosting step is skipped and we simply use the DCA point y k .
• In terms of per-iteration complexity, the boosting step requires to check the feasibility of direction d k , which can be done by comparing the sets of active constraints at x k and y k . It also requires evaluating the objective function and checking the feasibility of the trial step y k + λ k d k . The computation effort of this task will depend on the particular structure of φ and F .
The next auxiliary lemma shows the equivalence between Line 7 of Algorithm 1 and checking the feasibility of the direction generated by DCA.
Lemma 3.1. If x k and y k are generated by Algorithm 1, then
Proof. Observe that, for any i ∈ I(y k ), it holds that
Hence, the result easily follows by taking into account (2).
In the following proposition, we collect some key inequalities which are useful in the sequel for the convergence analysis of Algorithm 1.
Proposition 3.1. Under Assumptions 1 and 2, for all k ∈ N, the next statements hold:
(iii) if the condition at Line 7 of Algorithm 1 holds, then there exists some δ k > 0 such that
Consequently, the backtracking step at Lines 9-11 of Algorithm 1 terminates after a finite number of iterations.
Proof. The proof of (i) is similar to the one of [1, Proposition 3] and is therefore omitted.
by convexity of h. Since y k is the unique solution of the strongly convex problem (P k ), we can write down the KKT conditions (see, e.g., [2, Theorem 4 .20]) of this problem as
The fact that h is strongly convex with a parameter ρ implies, by [17, Exercise 12.59] , that ∂ h is strongly monotone with constant ρ. Therefore, since v ∈ ∂ h(y k ) and u k ∈ ∂ h(x k ), we have
Hence, combining these expressions, together with the fact that x k ∈ F , we can derive
and the result follows by combining the last inequality with (4). Having in mind the condition at Line 7 of Algorithm 1 and Lemma 3.1, we observe that the proof of (iii) is similar to the one of [3, Proposition 3.1], so we omit it for brevity. Remark 3.1. A variant of BDCA for a special case of (P) where the feasible set F is a simplex has been recently considered in [14, Algorithm 2] . However, the step of checking the feasibility of the direction d k (Line 7 of Algorithm 1) was missing, which leads to an important waste of time in the line search procedure when y k is on the boundary of the feasible set F and the direction d k is not feasible. In fact, the line search would lead to an infinite loop, because all the points y k + λ d k will be infeasible for any λ > 0. This was circumvented in [14] by stopping the line search and setting x k+1 = y k when the step size is "too small", which is not efficient.
Remark 3.2 (General convex constraints). Consider a generalized version of (P) where the feasible set is formed by arbitrary convex constraints, i.e.,
where g and h satisfy Assumptions 1 and 2 and c i : R n → R are smooth, proper, closed and convex functions, for i = 1, . . . , p. Note that problem (P) is a particular instance of (P ) with c i (x) := a i , x − b i , for i = 1, . . . , p. The assertion in Proposition 3.1(ii) still holds true for the more general problem (P ); that is, the direction generated by DCA remains a descent direction provided that x k is feasible for (P ). To confirm this, one can easily check that the proof can be rewritten by replacing the linearity of the gradients by the inequality
However, Line 7 of Algorithm 1 is no longer useful to verify if d k is a feasible direction, as the equality in (2) only holds for affine constraints. For general convex constraints, we have the inclusion
Therefore, one possibility would be to run the boosting step whenever ∇c i (y k ), d k < 0 for all i ∈ I(y k ). Nevertheless, this will never be the case because x k is feasible for (P ). Indeed, from (6), we obtain that
In fact, it can be proved that if y k + λ d k ∈ F for some particular λ > 0, then the points in the segment [x k , y k + λ d k ] must be active for all i ∈ I(y k ).
We are now in the position to establish the main convergence result of Algorithm 1.
Theorem 3.1. For any x 0 ∈ F , either BDCA returns a KKT point of (P) or it generates an infinite sequence such that the following statements hold.
(i) φ (x k ) is monotonically decreasing and hence convergent to some φ * .
(ii) Any limit point of {x k } is a KKT point of (P). If in addition, φ is coercive (i.e. lim x →∞ φ (x) = +∞) then there exits a subsequence of {x k } which converges to a KKT point of (P).
Proof. If Algorithm 1 is terminated at Line 5 and returns x k , then x k = y k . From (3) and (5), it is clear that x k is a KKT point of (P). Otherwise, by Proposition 3.1 and Line 15 of Algorithm 1, we have
where λ k ≥ 0. Therefore, the sequence {φ (x k )} converges to some φ * , since it is monotonically decreasing and bounded from below, by (1) . As a consequence, we obtain
. Now, ifx is a limit point of {x k }, then there exists a subsequence x k j converging tox. Then, as y k j − x k j → 0, we have y k j →x. From (5), we obtain
Taking the limit as j → ∞ in (8), thanks to the continuity of ∇g and the closedness of the graph of ∂ h (see [16, Theorem 24 .4]), we obtain
which means thatx is a KKT point of (P). When φ is coercive, by (i), the sequence {x k } must be bounded, which implies the rest of the claim in (ii). The proof of (iii) is similar to that of [1, Proposition 5(iii)] and is thus omitted. , if we further assume that the function φ satisfies the Kurdyka-Łojasiewicz property, then it can be proved that the sequence {x k } converges to a KKT point of (P). Moreover, convergence rates can also be deduced depending on the Łojasiewicz exponent. Especially, when the objective function φ is quadratic (e.g., in our numerical experiments), it was proved [10, Theorem 4.2] that the function φ + ι F satisfies the Kurdyka-Łojasiewicz property with exponent 
Numerical experiments
In this section, we provide some numerical examples to compare the performance of the BDCA in Algorithm 1 with the classical DCA for testing copositivity. Recall that a given n × n matrix A is said to be copositive if
where R n + stands for the non-negative orthant. Copositivity has recently attracted considerable attention in mathematical optimization [4, 12] . This problem is equivalent to the following non-convex optimization problem
The copositivity of A is now equivalent to min x∈R n + φ (x) = 0. In [4] , the authors reformulated (9) as a DC problem and applied DCA as a heuristic for testing whether a matrix is not copositive. To be more specific, let r > max {λ max (A), 0}, where λ max denotes the largest eigenvalue of A. Then the matrix rI − A, where I denotes the identity matrix, is positive definite. Thus, problem (9) can be equivalently written in the form of (P) as
Under this decomposition, DCA is applied as a heuristic to determine the copositivity of a given matrix as follows: if at some iterate φ (x k ) < 0, then the matrix is non-copositive; otherwise, if a critical point is reached, the instance is undecidable. Copositive matrices play an important role in graph theory. The size of the largest complete subgraph contained in a given graph G, denoted by γ(G), is known as the clique number of G. If A and E are the adjacency matrix of G and the matrix of all ones, respectively, it can be shown (see [7, Corollary 2.4] ) that
Therefore, the matrix µ(E − A) − E will be copositive if µ ≥ γ(G) and non-copositive otherwise. Furthermore, in the latter case, the matrix will be closer to the copositive cone as µ γ(G). In our tests we considered matrices constructed as follows. Let G be the cycle graph of n nodes whose adjacency matrix, A cycle = (a i j ) ∈ R n×n , is given component-wise by
Its clique number is clearly γ(G) = 2. Hence, the matrix
is copositive for all µ ≥ 2 and non-copositive for µ < 2. In fact, when µ = 2 it coincides with the so-called Horn matrix H n (see, e.g., [6, §4] ). For instance, the Horn matrix H 5 takes the form
Experiments In our numerical tests we used the parameter setting as α := 0.01 and β := 0.1.
The trial step size λ k in the boosting step of BDCA (Line 8 of Algorithm 1) was chosen to be self-adaptive as in [3] . This technique proceeds as follows. At the first iteration, choose any λ 0 > 0. Then, for k ≥ 1, if the line search has never been used, we take λ k = λ 0 . Otherwise, if the two previous trial step-sizes have been directly accepted (without being reduced by the backtracking step), then the last accepted positive λ is scaled by a factor of γ > 1 and used as the current trial step-size. If that is not the case, the trial step size is set as the last positive value of λ accepted in previous iterations. In our tests we used λ 0 := 1 and γ := 2.
All the codes were written in Python 2.7 and the tests were run on a desktop of Intel Core i7-4770 CPU 3.40GHz with 32GB RAM, under Windows 10 (64-bit).
In our first numerical experiment, we considered Horn matrices of different sizes, H n , for n ∈ {500, 750, . . . , 5000}. For each size, DCA and BDCA were run from the same 100 starting points randomly generated in the intersection of the non-negative orthant with the unit ball. We stopped the algorithms when d k ≤ ε := 10 −9 for the first time. The results are shown in Figure 1 , where we can observe that, on average, BDCA was more than 7 times faster than DCA for all sizes. As expected, since Horn matrices are copositive, both algorithm converged to critical points with a positive objective value very close to 0. It is worth to mention that the objective function at the points found by BDCA was usually smaller than at the ones found by DCA. In Figure 2 we show the behavior of both algorithms in a particular instance for testing the copositivity of H 100 . In our second experiment we considered matrices of the form Q µ n as defined in (12) . In order to generate hard instances (those which are close to be copositive) we took µ := 1.9. For each size n ∈ {500, 750, . . . , 5000}, DCA and BDCA were run from the same 100 random starting points generated as in our previous experiment. In this case, we let the algorithms run until they find a negative objective value (which exists because of the noncopositivity of the matrices). We used two stopping criteria, whose results are depicted in Figure 3 : on the left, the algorithms were stopped when any negative objective value was found; on the right, the objective value was required to be smaller than −10 −4 . We do not show any results on the second criterion for n greater than 2000 because DCA becomes extremely slow (for n = 2000, the instances solved by DCA required more than 5 minutes on average). The advantage of BDCA with respect to DCA is significantly greater than in the previous experiment, especially when the second criterion was used, and it increases with the size n. Comparison between DCA and BDCA for detecting the non-copositivity of matrices of various orders n. For each size, we represent the ratios of the running time between DCA and BDCA for 100 random starting points (blue crosses) and the median ratio among all of them (white circle).
Concluding remarks
We have extended the Boosted DC Algorithm for solving linearly constrained DC programming. The algorithm is proved to provide KKT points of the constrained problem. In addition, we have shown why this approach cannot be extended to more general convex constraints. The theoretical results are confirmed by some numerical experiments for testing the copositivity of matrices. For copositive matrices, BDCA was on average more than seven times faster than DCA. For non-copositive ones, this advantage was much more superior. Future research includes investigation of alternative approaches to derive a Boosted DCA that permits to address any type of constrained DC programs.
