conductivity of a composite material. T h e method is general in that t h e distribution of components within the material can be ordered or random. Results from the calculations are compared with those based o n a geometric model in which the conductivity of the composite depends o n the volume fractions of t h e different components and with conductivities calculated using real-space renormalization group theory (RSRG) and t h e effective medium approximation (EMA). The results from t h e present work compare well with the geometric model and the EMA, whereas the RSRG results generally indicate lower conductivities. Possible reasons for the differences between the RSRG theory and t h e other methods are discussed.
INTRODUCTION
Materials that occur naturally usually consist of a number of components, and the thermal conductivities of the materials depend on the properties of the various components. The individual thermal conductivities, their volume fractions, and the measurement conditions influence the effective conductivity of a sample (HHkansson & Ross 1990) . In addition, the thermal conductivity depends on the sizes, shapes, and orientations of the constituents of the composite material.
A number of methods exist to calculate the thermal conductivities of composites. The geometric model (Sass, Lachenbruch & Munroe 1971 ) is a method in which the effective conductivity of a composite is the geometric mean of the conductivities of its constituents. A second method is that described by Shah & Ottino (1986) , who applied real-space renormalization group (RSRG) theory to investigate the effective transport properties of disordered multiphase composites. In their method, an effective thermal conductivity for the composite is determined by successively calculating the conductivities of larger and larger portions of the composite material. Shah & Ottino (1986) found that the thermal conductivity depends on the spatial configuration of the components as expressed by the degeneracy in their model. A third method is the effective medium approximation (EMA), described by Torquato (1987) . This method assumes that a typical basic element of a heterogeneous system can be regarded as being imbedded in an equivalent homogeneous medium whose properties are to be calculated.
The intention of the present work is to develop a numerical model for the direct calculation of thermal conductivity of a multicomponent system and to explore, by means of this model, the effects on the calculated thermal conductivity of the volume fractions of the constituents as well as the effects of their distributions throughout the composite material. The calculated results can be compared with the geometric model results and those from the real-space renormalization group theory and the effective medium approximation in some cases.
The impetus for the work arose from the need to know the thermal conductivities of rocks for geothermal heat-flow estimates, the recognition that rocks are usually composed of a number of constituents, and observed inconsistencies in thermal conductivity measurements.
Several methods are used to measure the thermal conductivities of rocks (Jessop 1990) , and one of the more common ones is by the divided-bar technique (Beck 1957) . In this method, a cylinder with the sample of unknown thermal conductivity sandwiched between two sections of known conductivity is constructed. The ends of the bar are held at different constant temperatures, with the sides of the cylinder insulated, and, when equilibrium is reached, it is assumed that the heat flow is uniform across the whole column. The thermal conductivity of the sample can then be determined from the measured temperature differences across each section of the column. The measurements can be made on solid discs, or on rock chips by the 'cell' method (Sass et al. 1971) . However, differences are sometimes observed between measurements on similar samples and between disc and cell measurements of the same rock sample.
In previous work, Jones & Pascal (1993) developed a numerical model of the divided-bar device in order to investigate the nature of the device and to determine what properties of the bar and sample influence the measurements and so may lead to inconsistencies in the results observed. That work used a cylindrical coordinate system to model the divided-bar, but as such presented limitations to the model in terms of the sizes of the components of the sample and their orientations. A Cartesian coordinate system provides a more general approach, and this latter system is employed here. Furthermore, in the previous work (Jones & Pascal 1993) , a time-dependent approach was used, whereas in the present work a solution to the steady-state equation is sought. The present numerical model is based on the divided-bar concept as before, and so the principle of that method is used in the development.
THE NUMERICAL MODEL
The model geometry is shown in Fig. 1 . The 'sample' lies between two layers of reference material of known uniform conductivity. The steady-state heat-flow equation in two dimensions can be written
(1)
A mesh of grid points (xi, z k ) is superimposed throughout the region including the reference material and the sample so that the whole region is composed of cells. In the model there is at least one grid point in the interior of each cell, and the interfaces of separation of the components of the sample with different conductivities lie on lines x = x i , z = zk. The mesh in the models here is taken as rectangular, with cell dimensions Ax and Az in the x-and z-directions, respectively.
The finite-difference equations for interior points, vertical and horizontal interfaces, and 'corner' points are derived in Appendix A. The finite-difference equations for all cases can be expressed as:
where i = 1, N,, and k = 1, N, and in which KiVk and T , k represent K ( x i , z k ) , T(xi, Z k ) , respectively.
The condition of continuity of heat flow across interior boundaries is incorporated in eq. (2). The sides of the region are insulated. That is, from the condition we have 
where, as in Fig. 1, h , is the height of the sample and 2h, is the total thickness of the reference material, A T , , AT2 and AT3 are as shown and K g is the known thermal conductivity of the reference material.
T H E GEOMETRIC MODEL
The geometric model is an empirical model in which the conductivity of a sample which consists of several constituents is represented by the geometric mean of the conductivities of its constituents. Sass et al. (1971) state that in cases where the constituent conductivities do not contrast by more than one order of magnitude, this model seems to have been as successful as any in applications of the kind they were dealing with and so it is an appropriate model for comparison with our present model. For a sample in which the ith constituent occupies volume fraction Gi, the conductivity of the material is given by
If there are two constituents, with volume fractions $ and 1 -Cp, respectively, then
For example, if a saturated rock sample is considered in which $ is the fluid volume fraction of conductivity K , and 1 -$ is the rock matrix volume fraction of conductivity K,, then the rock matrix conductivity can be recovered if the porosity ($), fluid conductivity and bulk sample conductivity ( K , ) are known:
If the volumes of the two constituents are V, and V,, then the volume fractions occupied by V, and V2 are, respectively, 
R E A L -S P A C E RENORMALIZATION G R O U P T H E O R Y ( R S R G ) MODEL
Shah & Ottino (1986) applied real-space renormalization group theory to estimate effective transport coefficients of disordered, two-and three-phase composites on the basis of intraphase transport coefficients. Their method can be used to calculate the effective thermal conductivities of porous media or of aggregate materials. In their paper, Shah & Ottino (1986) present a summary of prior work and outline the basic concepts of the RSRG approach.
In the renormalization process, heterogeneous distributions are successively replaced by equivalent homogeneous distributions whose effective transport coefficients (e.g. thermal conductivity) are determined. In the recursive scheme employed, the conductances of the intermediate (pseudo-) phases are defined by a probability-weighted combination of the regular conductivity distribution classes replaced by them. Shah & Ottino (1986) employed a probability-weighted geometric mean first used by Bernasconi (1978) .
Shah & Ottino (1986) investigated 2-D models for square and hexagonal material components and a cubic 3-D case. They also considered three-component composites for a 2-D model with a square mesh.
T H E EFFECTIVE MEDIUM A P P R O X I M A T I O N ( E M A )
Torquato (1987) reviewed methods to predict the effective conductivities of porous media and other composite media from the phase conductivities and the details of the microstructure, and discusses effective medium approximations.
The effective medium approximations assume that a typical basic element of a heterogeneous system can be regarded as imbedded in an equivalent homogeneous medium whose properties are the unknowns to be calculated. Torquato (1987) points out that the most well known of these approximations is that of Bruggeman (1935) , which is symmetrical and assumes the particle to be a sphere. The relationship amongst the conductivities of a two component system ( K , and K 2 ) and the effective conductivity ( K , ) in this case is given by where d is the dimensionality of the system, and $, and G2 are the volume fractions of components with conductivities K, and K , , respectively.
Kutcherov et af. (1992) tested the RSRG theory and the EMA experimentally using mixed and compacted powders of NaCl and low-density polyethylene over the entire range of volume fractions and a range of temperatures and pressures. In the work of that paper, and the previous work of HIkansson & Ross (1990) , a total range of conductivity ratios of 2-50 was measured. Their general conclusions were that the two approximations exhibited a comparable overall level of agreement with experiment (=lo per cent), but neither was successful in describing the experimental data within experimental accuracy over the whole range of volume fraction.
TWO-COMPONENT MIXTURES
In the models calculated here, the reference material conductivity is taken as 1 W m-' K-I. Various models are illustrated and compared. Both two-and three-component mixtures are considered. A number of conductivity distributions are considered for some comparisons and €;ampler of the d t e t r l b u t l o n e of the two-phase cocnposite ( O = K 1 , * = K 2 ) . In what follows, four conductivity distributions are considered for the numerical calculations. The four distributions are illustrated in Fig. 2 for three volume fractions. The distributions are termed as given below.
(1) Regular: the two components are arranged in regular order in the sense that two layers are repeated throughout the sample so that we always have two cells of the same material linked by a corner point. At volume fraction 0.5 they alternate in the two directions.
(2) Random: a completely random distribution (though there can be different 'random' distributions (see Section 6.3 below).
(3) Horizontally layered: the two components lie in layers, and at volume fraction 0.5 the layers alternate over the height of the sample.
(4) Vertical: the two components are arranged in columns, and at volume fraction 0.5 the two components lie along alternate columns.
-
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Sample conductivities for the range of volume fraction
Sample conductivities calculated by the numerical method for the four distributions above are compared over the full range of volume fraction in Fig. 3 . In this example, K , , is / taken as 0.6Wm-'K-' and K , is assumed to be 4.0 W m-l K-'. The results are tabulated in Table 1 . Table 1 and Fig. 3 show that calculated conductivities can vary considerably depending on the distributions of the components within the material. It is clear that the vertical and horizontal distribution models are special cases. Their conductivities differ from the random distributions throughout the whole range of volume fraction. Figure 3 also shows that the sample conductivity for the regular distribution is larger than for the random distribution and approaches the vertical distribution. This is because of the vertical corner connections between cells of the same material in the regular distribution and so heat-flow 'channelling' occurs. Such channelling may occur in random distributions as well, and this will produce different sample conductivity values for different 'random' distributions. Examples of this effect are given below (Section 6.3), and it may provide a way to investigate the effects of cell sizes in random distributions-and so the effects of different sizes of the components in mixtures (e.g. different grain sizes in rock samples). Figure 4 and Table 2 compare results for calculations for random distributions in which the cell sizes differ (i.e. the number of mesh points differs for the same sample dimensions). These results are for the case K, = 0.6Wm-'K-' and K2=4.0Wm-'K-' and are for the whole range of volume fraction. It is seen that the numerical model gives smoother results as the number of cells is increased and the oscillations as noted in Section 6.1 above disappear when a mesh of 30 x 28 cells is taken as the grid dimension is decreased. Again, as in Section 6.1, this may indicate a way to investigate the effects of cell sizes in terms of different grain sizes in the samples.
Comparison of results with different cell sizes
Different random distributions
Although a distribution can be termed 'random', there can be many different random distributions-ach of which will give a particular calculated thermal conductivity. It is worthwhile to investigate the range of conductivities that may exist within this randomness.
Four 'random' two-component distributions were generated on the 20 x 20 mesh. Initially, all mesh sites have their conductivities set to that of component 1, K,. N P sites on the mesh must be changed to the conductivity of component 2, K, so that the volume fraction is NP/4QQ. The total number of sites that have actually been changed, NC, is initially zero. The number of site coordinates that must be generated is NG = N P -NC. A random number generator is used to create a vector IX(J), J = 1 to NG, whose components are integers from a uniform distribution in the interval 1-20. Similarly, after reseeding the number generator to obtain a new sequence, a vector I Z is created.
The conductivities of all sites with coordinates (IX(J), IZ(J)) are then changed from K, to K,. This procedure is repeated until NC = NP. This method can be repeated for additional physical components. The thermal conductivities calculated for these four distributions over the range of volume fraction (with K, = 0.6 W m-' K-' and K2=4.0Wm-'K-') Are given in Table 3 and plotted in Fig. 5 .
It is seen that variations in the calculated sample conductivities exist amongst the different distributions. These variations appear to be greatest when equal volume fractions exist, but are generally less than 3 per cent for the component conductivities illustrated. 
Comparison of numerical, geometric and RSRG models and the EMA
The numerical model for a random case is compared with the geometric and RSRG models and EMA values in Table  4 and Fig. 6 . These results are for K, = 0.6 W m-l K-' and
The results indicate fairly close agreement amongst the numerical and geometric models and the EMA, but the values calculated from the RSRG theory fall below the others. As is expected, all models approach similar values at 0 and 1 volume fractions with the greatest differences appearing near volume fraction 0.5. It is interesting to note that the numerical model values approach those from the geometric model for V,/(Vl + V, ) < 0.3 but approach those from the EMA for V,/(V, + V, ) > 0.7. Figure 7 shows that the numerical and geometric model results and the EMA lie relatively close together, with the RSRG results generally less than the other models. All models give values that lie close together for K , = 2 W m-' K-' (i.e. for the case with least contrast between K , and K,), but the differences increase as K 2 increases. Again, the RSRG model results fall below the others. It is seen that oscillations appear in the numerical curves, and these increase in amplitude for larger component conductivity contrasts. These calculations were made with the 20x20 grid, and so it is expected that the oscillations will decrease for smaller mesh sizes. 
THREE-COMPONENT MIXTURES
3
RSRG model for cases with more than three components, only the input data need be modified in the numerical model.
DISCUSSION
Differences have been found between the numerical calculations, the geometric model, and the RSRG model and the EMA. Generally, the RSRG model gives conductivities that are less than those calculated by other methods. It is worthwhile to investigate why the differences between the geometric and RSRG models occur. Consider, as do Shah & Ottino (1986) , a cluster of the form of Fig. 9 (a) with its electrical analogy Fig. 9(b) . Since points (1) and (3) are equipotential nodes, K , , is inactive. Similarly points ( 2 ) and (4) are equipotential nodes and so K,, is inactive. Two cells in series with conductivities Ki, K, can be replaced by a single conductor of conductivity
That is, in Fig. 9 , When these are placed in parallel to complete the cluster (Fig. 9a) . we find The conductivity of the Shah & Ottino Class I11 (g" = 4) is less than the geometric model, while that for class IV (g" = 2) configuration is greater than that of the geometric model, but will occur less often than class I11 because its degeneracy is less. The Shah & Ottino Classes I1 (g" = 4) and V (g" = 4) will compensate for one another when the effective conductivity is calculated. Therefore, conductivities calculated by the Shah & Ottino (1986) method will be expected to be less than the geometric model calculations as we have found.
CONCLUSIONS
A 2-D numerical model has been developed to calculate the thermal conductivity of a multicomponent composite directly. The model permits either random or regular distributions of the material components and suggests the possibility of investigating the effects of different grain sizes and different distributions of the components on the thermal conductivities. The model is sufficiently general to allow for different grain sizes for different components of the mixture, and so should be of use in estimating thermal conductivities of natural bulk materials such as rocks.
The numerical calculations have been compared with the geometric model, the RSRG model and the EMA. It is found that the RSRG model generally gives values that are less than those calculated by other methods. The reason for the differences between the geometric and RSRG models is investigated and it is found that, on average, the RSRG method will be expected to give values less than those from the geometric model.
APPENDIX A
Equation (1) can be written in finite difference form using Taylor's Theorem to express the temperatures at the four grid points around ( x i , z k ) in terms of the temperature at (xi, z k ) .
In what follows, '7;," = T ( x i , 2").
There are four cases to consider.
Case 1. Interior of a cell
Within a cell, K ( x , z ) = constant and eq. (1) becomes a2T a2T
-++,=o. 
