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-,- Th~
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principal methods for t""he solution of the quadratic program-
.. 
·. · - ming problem are reviewed. The major contributions to quadratic 
'---.. 
·"'"'·'·'·"·. 
i.. 
programming are examined for any additional. restrictive conditions- ... or 
.special limitat.ions and evaluated· for their present utility as a tool 
for indqstrial problem ·solving. A quadratic model is developed for 
solution of a stochastic protiucti_on. smoothing problem. This appli-
cation of quadratic-progra~ing results in a solution formulation which 
, ..... 
is more compact and direct than are other sol-ution te.chniques which 
/ 
might have been employed. 
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,I. INTRODJCTION .. -
\ ' ·, 
> J .. ' ' . 
This_ paper is organized into three major sections. · The- f_irst of:, 
• \ \ ~. " 
;:-_-,_.:.-these 'is the introduction_ consisting_ of' Chapter I. This section de~ 
.. ,,.- . -~ 
' ·: 
fines' the purpose and intended ··coverage for the paper, ·traces the 
"' ' 
hisitori~al 'develbpment of the' subject,-· and conta:_in_s a fairly palatable -
' I dlscussion of some elementary. concepts of mathematical ·programming. 
J' 
The middle section contains Chapters ___ , II and Ill. This section· 
' ' 
' ~ 
presents i_n_ some detail the representative alg-orithms for the solution 
" qf quadratic programming problems in each of three major classifications. 
' \ 
. 
- I 
._.,._. 
Also~~:tncl~d~·d is a limited evaluation of restrict.ive conditions and of 
the ·present utility or usefulness oil the methods presented. 
, The third section consists of Chapter IV and contains the appli-: 
cation of quadratic programming to stochastic production smoothing. 
. ' 
The intent of t·his section is to· demonstrate the fact that quadratic 
•· 
. programming may be usefully applied for the efficient solution of a 
\. 
I 
complex industrial problem. An attempt .has been made to present this 
"· 
' \ 0 -l/ 
application in such\a way that previous familiarity with the problem 
and with the methodo ogy (except as covered in Chapter I) is not .re-
. .l . 
l'·- . 
.. r.:." 
,_ :· .. 
:",. (_ 
L -~ 
!, 
'·t-
. quired. 
---·· --------·--------- ··-----· ~ . ----·· ~--· -- ------ - - _____ , '-· .· ·-- -- .. -· -·- -·· .•·'--· --- -- ---- -·- ,---···. - ·---- -----· -•' . '·-·---." ---.-- _---~----- r------------0J""" ·--·------ ------,- ....... - _____ ! ___ , -----------·\"---- -· ... -~-----' ·- , ____ ------------------- - -- ··-- ---- ...................... . 
,~--,--.-~.,-~~-~-~-,·-···-·-- -_ - ;,,' '"-~-----~- '------- - ----· __________ , --- -· --· - . ---. -- - "\ ·-· 
~--'--- __ , ./~ ~ ~-~~"~ _ ~A P~rson a-lready\ familiar wi~h mathemata.caLprograinming ~~L!ind ~ ______ ---=~--
'· 
. '-· ; _:., . 'j ; 
' --,, 
' \ '- ' 
' l' 
, 
I, 
.. al 1 -t-hree se~t ions of. \f his paper to be of interest . For -genera 1 ,. 
1, • ,-.::-~,-,. 
. \ ,:; 
reading the middle sec,ion may be orni tted wit~out los·s of continuity. · I. 
. \ 
he last c~apter of the paper contains some concluding remar-ks w·hich - · 
I , • 
s ould be of general interes.t. -
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I-A. · PU~E AND SCOPE -
. ') 
_r 
There have been occasions in the past wheti ·mat·hematical formu-, 
. ~ . 
- ""lations of coi{siderrable · utility have r~ached a high state of develop-
, • 
- I 
I 
. L 
ment only to remain little used and virtually unknown. ·. An example .6f 
-this is quadrati~. programming. Quadrf+tic programming is an exten<9i~n 
.of linear progr~mming for. the case where a quadratic function is to be 
-r. 
optimized subje;ct to linear constraints.. Its development grew out of 
I 
-
the extensive ·work done in. the field of mathemat_ic~:i programming 
.. 
\ ,c . . following the Second World War.. The first ·papers on quadratic program-
1 
. 
ming appeared in 1956. ·By 1959 the probl~m was well in hand mathe-
matically, and ye.t today, si~ years later.~ there is 
J its e/xtensiveYuse, . ' .~-·;,... . 
~/ 
little evidence of . 
. . ~(/,. 
. I 
.. ;;· 
.I., 
--, 
r, 
. ~ 1
1 The quadratic programming problem i.s admiitedl·y a·. ·h:i.ghly restricted 
. ;.., 
and specialized form of the general nonlinear problem. It contains 
only one nonlinear elem~nt - its objective function - which. is a " 
I 
_. •- ' ,,... quadratic function of the variables of the problem. All .the constraints 
are'assumed to be linear. However, quadratic programming is unique 
•, . 
. among other nonlinear problems in that an exact so_lution may be ob-
tained,· as in linear programming, by linear methods. Furthermore, it 
I 
' 
-t~;~n 
. '~ . 
. ..... -
l. 
i 
/_ -
---.... 
1 
- . . 
_. _ can be __ applied. to __ good advantage~ t(l' .seveF-al. typ-es- of-pr·oblems. - -·- .. ---c--· r .~--~. -"~-~~-~- --- --~ -·- Four 
'· 
·' -
. . ' 
J / . 
-
= 
-"· 
. . . 
,- 0 
. - ' 
-- . __ . ________________ -- ----
listed by W.olfe [33J are as follows: (1) Regression: to find· the 
• . --- - ---, - -- ~=-:.;::....:.:..- ....... __ r _-_,- -
least·;·square _fit to given data where certain parameters are known 
a priori .to satisfy linear inequality constraints, e .g 9, being non-
(2) Eff i·cient Production: ,,. / / .negat·ive. maximization of profit, · assuming 
. ,,,.,.,,"- . 
I -I .. '" 
. , 
. ,. . ..,... . 
---·.---... --~-
/. 
I , 
)1 
., .. ;-. - -~ 
!( 
0 
' 
,1.-...·· 
------
•·. - t,. ,; 
' 
.-- - ···-
• 
.I' 
·, ·' - - - ____ ::__ ____ - ..• .:._, __ . ______ :;___.:_____,. •. ------· --·-··--·--··---------,*--, ----·-·----· ~-----··----··-- - . --- - .------·--··--··-·-,---------Q,--- ---·._,-------·~---
- .... 
~ t. 
·,-) 
. ._.-L 
' 't·l 
·( 
' /. 
i 
I . 
l -
I. 
i 
' • .'r :-
. ,. 
·- :• 
\ 
J-
. MinimUlll Variance: to ·find the soluti~n of a l~near prC>g~am d'th 
variable cost coefficients w·hich wtll have given expected costs and 
• 
minimum variance • (4), · Convex Programming: to find the ·minimum of a 
'!I 
general convex function under linear constrJlints and quadratic approxi-
mation. Two examples ·of speci·fic appli~ation are·:_ (1) Minimization 
-of power losses in electrical distrib~t ion networks; and· (2) Minimi·-
~ation of risk in the calculation of investment. portfolios [25]. In 
~-
·a.ddition, an e~ample of a general conve.x function under quadratic· 
appPOxi~tion is pr~sented in Chapt:e:r.~JV_ of~ __ ihis paper. 
The purpo.se of this paper is.to review the work done to date on,. 
-- quadratic progr~mming, to analyze the major classificati_ons, and_ to 
canment upon any restrictions imposed on the proble~ and the present I 
utility of the methods pres~nted tor industri.al problem s·olving. Ad-
! ditionally it. is hoped to demonstrate the usefulness. of quadratic 
'• pr~ramming by presenting_ its a'pplication to a complex problem-. 
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· - · 1-B • HIST<BIC'AL BACKGROOND , ' . - . . 
. '. ~ ..... , ... _, 
• •• 
• 
• 
. • The subject pf mathematical prog~amming ,· of which quadratic. 
- [; 
. ' 
.' . • I 
. . 
·• 
. ..... programming is ~pecia11zed s~bset, had its beginning shortly after 
I\ 
. ; . 
. . 
-I ., World War IJ. Mo,t~of t·he quadratic programming development is .sub~ 
. stantially based or ~Pa-p~~,:y Kuhn and Tucker [2.1] published in 195,1. 
'-.. . Kuhn and Tucker g~neralized the,,~pplication of Lagrange mul,tipliers /for 
·, .. ' 
.• '-.. 
.0 
.. __ ·;· 
·. -· .. 
use with a concave ;objective function ·under inequality ·constraints. 
. . ··,,,'·,. '•. 
·-. They est~blished necessary and sufficient .. conditions for an optimum on 
/ 
. . a boundary. These conditions are f_r~quently rJafe~red to as the Kuhn-
"'--. 
\ Tucker optimality conditions; The first papers on q\adratic progran-
ming appeared in 1956 [14], [24]. 
,. 
·~,,,.........__ 
Historically, however",,," it was 
--......_ 
Barankin and Dorfman [1J who pioneered the mathematical of . 
',., 
·-' - "-,_ . quadratic programming·. ....i '-, 
.Although Barankin and Dorfma·n did not publish until 1958, they 
, 
I 
! are credited with first pointing out that, if 1 inear Lagrangian con- . 
ditions of optimality were combined with those of the original system, 
the. optimum solution was a basic S'olution in the ~nlarged system. lrhis 
enlarged system has the. important property that only one of certain ) 
./ - pairs of "complementary" variables are . in the basic s·et. Under certain 
• .• - ------~lol-_. -- -
. r, 
-----· ------- Fest-r-ietive conqitions, this allows a.·quadr~tic objective function to 
-~ 
-
be. transformed· into another. f.unction,· \he. second ·order tertns of Which \ ~ 
-. 
- -~ .. -
. \ l ·. . . . ' ---- ··- --· ----~--- --~: -.. , -------~~-" --------- -------~------!a~r .....ec--eros s -products" Involving-pairs ·o·f -cdlllplementary variables . .Since . -
. 
. .. · \ 
\ 
'1 
\ on1\y one variable· in each pa-ir is allowed in s·o1ution at· one time,, the · · 
ne:\f:~Cuon tends to be linearizE!d. 
~ . ~ 
. 
Markowi1tz [24] showed that· it _wa·s, 
.,, 
.· \ .. pos~ible_ ·to' ~odify the. enlarged system· and then par~metrically. to · 
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-generate, a class of basic solutions with the c<11plem1nt•ry property~ 
·which converged to ·an optimum in a __ finite number .of :lt®:f®.tions. 
·• 
Wolfe (14], Beale [3J ·and_ Da~tzig [10] showed_ that- an easy way to do 
-this was. to mod~~y the _simplex algorithm qf li~ear programming_ so as 
/ ·::'./ 
not to allow a variable to enter the basic set if its complementary 
~ 
variable· were already,_ ther, .-
.. -
Houthakker [20], ·Theil and Van de .Panne [2s], and .Boot [5], [sJ 
" 
de.veloped me-thods of· binding constraints for the solution of quadratic 
. ' 
-
' . 
· programming problems. 'nle· bas·ic features of this method can be sup-
t/ 
port~d by proofs based on the Kuhn-Tucker optl~ality conditions [4], 
but other proofs· have also been· developed· [28]. The method of binding 
I 
constraints seeks that S\lbset of constraints which are satisfied 
\ .... 
exactly by the solution vector. The problem is then solved tly a; 
.. 
. ) straightforward application of ·Lagrange multipliers. >One of these 
algorithms [28] is rather unique among ·quadratic programming solutions 
·~· in.the sense that the vectors considered are always optimal (given 
-some binding constraints)' but .seldom feasible in that they .usually 
violate other cons~traints. All of the other methods restrict their 
' 
", sea ..rch for the .... optimum to tfe feasible region. 
--··· ---,--~----···. '"···-··-·· __ .. ~-~-------··--··-· .. -.  . 
~ . 
' . ... .. ~ 
I 
-..-~. ~. -----------
~- -
,· 
; .. ~ 
( , 
. . • . : 1..- ~ .• 
,• .. ;.. 
-~~ .J 
/' 
~-
···..-
,_. 
' .• 
\' ;_. I . 
""'-: '\. ;, 1· . 'j_ . 
6 
'":·,: .. 
·.c. 
. ' .. -... J 
• I .. ,I' 
...... -
·-. 
I 
\ . 
-. 
, >, 
,, 
i~ 
:-: 
~~ 
}.' 
- j 
r 
f 
I 
L 
- I ,. 
1.- . l 
I . . ,. 
. r· ( ! i . 
j 
I 
I 
! l , 
i 
I. 
i .,_. 
· 1 
i I 
. , a ' f: . 
·-----,,-,.·•• ... ,...~ .. ~~~~------- -- - . -~----- _-...- -·J---.---- -- --·--· --· --..,~~··- --·--- - --- - a --- -·-··- ·---·- -~ · .. -- -. ---. ··-- --·---· .. -~- - . - -·-
i ·. 
\ 
~-····· 
-· .• - ,--:·.-·-·---·-:.····->-··,·--·-··'"· .--,. 
J 
1 
,I, • , 
.. .,, 
. . 
. 
. ··--·.---------... ~-,... ~ -
. . .. " . . 
. . . .. . . .: 
. I·, .,..,_ ·.' -· __ -----~ _ ...... ·_._. ·_. :.~i:-{, .. ·_: -,-_ '·.· .. - -_ ... '. -·>._::· .. ·.·, . ·.·:~/:}··.·-~·'.-::.~,~iJ_;.]j;~;:~N·:?i;:~7t"1.*Sfft"'fo:1~~~~.f521i:S:J::7:~~---:,>_··~-:.f· .. -,.~S!!.J.,.¥.,,_.~~_J.0 _;__; 
~-· 
JJ 
~t 
J . 
u~ . 
. ' 
. ... . . 
- . 
-_..,.-
... 
... 
I : 
" 
~ . 
.. ' 
' 
-.~-
·. f.. 
. _.,._, •. 
·--~ 
• 
. .. , .. 
./ 
.. ; ·.,, / . . ..;. . 
,s r. 
--- ---· .. : .... _ ~ - . - - . ~ -
.. 
-·--- - . ---------, ~ __ .. _________ •-----··- .. -
l ~ ... 
-
.•. 
· 1-C • MA~IIATICAL BACKGROOND _ -
··~ 
' I 
I. . 
. - "/ . 
. Since quadratic programming. may bJ! considered an extension of 
/ 
·/ 
. / .. 
l~near programming for the case whe,-·e the objecti~e function to be 
I 
optimized is quadratic rather t~ linear, a brief statement of the 
linear problem is tn order. . /. 
........ 1 
~ 
Linear programming c 
I 
/ 
/ 
objective ·function subject 
Ii 
\ ' 
cer\ itself with optimizing al linear 
to linear constraints. 8o~sider a pro-
.... 
duction problem wne¥ n products are to be produced in aniounts xj, 
/ 
I -
m raw matetials are available in amounts b1, ,, j ·= 1,2,~ ... ,n, an 
J b 
1- = ·1,2, .... ,m.· For product k, aik amounts of raw materials bi would 
be required · Eac,h unit of.product k would yield a profit of ck. In 
/ 
/ 
/ 
·/ 
order to jax~mize profit, 
I 
produc,·d? 
how many units of then products should be 
The problem may be ·stated mathematically ,s follows: 
/ 
./ 
·.~ 
' Primal Problem 
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: . l . \ The pr,oblem may be stated more compactly-;as .follows: 
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':!··, .• 
Maximize: 
• 
. . 
/ ·Subject to: . . j =.1,2, ••• ,n 
i = 1,2, ••• ,m 
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·. :. t· . . 
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The problem ma"y be stated even more conveniently using matrix notation· 
... 
as follows:. 
" . 
' .. 
Maximize: Cx 
1
~ubject to: -·x 1 ;? 0 ·· 
Ax s b .:. .... ,' 
. ,\,v • 
, Where C is a lxn row matri_x, x is ~an rixl column matrix, R is an mxn 
matrix, and b is an mxl c<>lwnn matri-x. It should be noted that maxi-
, mi zing c·x is equi vale~t to minimizing -ex. 
1 · -·~ 
C 
Now·, if we consider a new variable u·:i, i = i,2, ... ,m, as the 
. ~;. 
.imp.uted profit per unit amount 0:f each of the m raw materials,· we may · 
,I.'','•. 
• 
form what is called the dual of the problem. These marginal profits 
., __ .. / . 
. \ ., become the va'riables of the· dual, problem, assuming different values. 
· with· each. product· mix. 
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, "' , I We constrain the unit .profit cj,, j = 1,2, ..• ,n·, 
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the. raw materials. We have thus transfonned a ~a~imization pr·oblem 
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.. into a minimization problem •.. Mathematically·, the problem is stated: 
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The·Dual.Probl• 
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Minimize J U1 b1 + Ua ba +: • • • +_.-u. b' • 
'--· \ 
Subject to: U1 Ua . 'u. ~· 0 
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• I a +·U-11 -c1 821 
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The problem may be stated .mor·e compactly as follows: 
I - Minimize: 
·, . Subject to: 
m 
.L u ~ b. 
i=l · l. 1 
u. ~ 0 
1 
'1 
.1 = 1,2, ... ,m 
j = 1,2., ... ·,n 
Or even more conveniently in matrix nota.tion: 
Minimize: ub 
I·' 
. 
Subject to: or MIN [ub • • u ~ 0 , uA ~ c] 
;~---<----
1.,! 
. .. 
,._-- .· --- - --- - ' .. _____ .. / -------
----- -- --- ----- - . ...__ 
f. 
-. 
____ ,_,, -., 
---- . 
.-.i·. 
. . -:..:-·-.:--. ~-~ 
.. -: . ~ . 
~ '-~- . 
..... i.· 
/ . . .! -·r 
.· .... 
. 'f/1 . 
./: ,-: 
·; 
-~<e.. 
' • 
··-
< ~ 
. 't\: "'\'. 
'~ 
/, 
.... 
:- . 
1•'. 
' 
.i. 
...... - ---------
-~::· ... -
• 
i--
;i 
f • 
... 
; 
l 
I i . 
, 
j 
~ 
f 
I 
.. 
:I: •• 
I ~ 
i I ij . 
l . I·. 
I 
i 
I 
! 
' 
' l ,. 
,· 
1 
' .. 
i 
I . 
! 
i. 
l I .. 
l 
I 
! 
l 
! 
•/ 
' i { . 
! I 
l 
I 
:' 
-· ·- .--- - ·~ - - }'---" 
i . 
- . - -------- ._ ' ~-~-· - - ·_ _ _______ _,;_ -·-~-----'-!"-~- I• 
------·· -- ·:--- ------
----:. ;·-. ________ ., ---
. . 
. t , 
/ 
----.---·--- - . --· ' -
~ 
. \~2·_ ... __ -·---. ,-------- .. -- - l-----·-
' ;
l j 
·where u ·I is ___ lxm_. _.,_·_b_ i_~. __ JJ!~l_, ____ A_J.s nix_n#· __and C c_is··-·-=:!-1~·•xn~···~·· ±~.=-=. ==-"l~t!in~-~im~i~ ~ ~·~.··~··· .~- -c--=-~ ---
e_qnivalent to maximizing -ub. ---- ~- . 
• 
The Duality TJteorem -~- --~ .. , ' 
•; ~ .. 
·-,, 
., 
' The dual i t·y theorem of linear programming will be stated ·he.re 
~ ,- . 
(,,..,,,. ' .. J., 1 • <if?' •· :, . ... ____ ., 
,,..., .. 
. J.·-. 
• 
. . ~~-
·---- ·---------·---
-- ··" . 
-- --·---- -------· ---··-···------
. _______ -- -. _________________ _____:. ________ ------------1,..:-- - .. 
. r .. 
• 
_ ... : .. -· 
: .. ';:· .,_.,._,. ·-:·-,,;·,· '.o·. ·-
~.{ J!' ; jl :, 
.J I '·_ I I . 
. , 
\' 
I, 
.,; 
I . ''""; . "' - ~·· ' ' 
.. ...,..,.,,.,.r., ~ ' 
•, 
·/ . . ' 
- -· 
'- -
I 
I 
• . •. -t' . ~.. ";,"" ... 
- - ~! 
··- -----·--·- ------ - _. --'-~----- ~----~------. ..... ..,.,..,.,......,,....-.-=""---·- ----:::-------------------- __ ...____~---, .. ,--- ~ - - . 
~~-~-- - _________ _:_... . . . 
·--~--.----~--'-
------------~--,-""if·-·. --~: 
\ 
.... 
f ~ · .. 
,· ,._ 
; i·without proof •• .backgrou~ to the _analysis in· the aeat ••etion .. 
. . t-=-'4& 
· P-roof ~ • y be f oulld in most t~n• deal iDg · with 1 :ltear Pr01rem111 ~DI 
c· 
(see Saaty (27], p.~118.) 
.'<.,. 
• 1' . 
THBORBM: Consider the primal and dual linear prograDDDing .fonau-
laticns for a problem·: 
Max [ex : x ~ O, Ax s b] 
( ._ • L_·-~·: 
Min· [ub: u ~ O, l,JA_ ~ c] 
)' I , 
.. 
' If_ one of these problems has a solution, then so does the other. ··· More-
" 
over, if solutions . exist, they are equal, 1 .e . , -- the maximum of the 
first equal.s the minimum ·of the second. Also, if one problem has an 
unbounded optimum solution, the other problem has no feasible 
solutions •. 
The Simplex A:lgori thm 
- .. <'· 
j 
\·' 
/ /' 
/ 
'. ·-? 
r 
The constr_aining equations.. in these formulations represent hyper- · 
_ planes which intersect to define th~ convex set k of all feasible, 
& 
solutions to the_problem. Since k is determined by the intersection 
·, 
of the f iili te set of 1 inear constraints, it is either a convex 
.. - polyhedron or .a convex region which is unbounded in some direction 
" 
? ·~ --~- ---~-·- _'= -~~:- - -~--~-~---·--~-'-~-~tor it is void ·1n which ca.se no· solutions exist) • 
:(.- -
If,. it is a· convex 
• 
. . . . . . ' 
"".!.. • 
j--5.· 
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hedron, the. problem has a solution with a finite value for the· · 
' 
- ··-·--·--,.-: ...... --·'- ---
objective function, otherwise the objec_tive function l]light be_ un-
J• 
bounded.· For the convex polyhedron, it can be proven that the 
maximum occurs at an extreme-point of ~he polyhedron. 
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The simplex algorithm ·for, 1 inear programming due to G. ·a .. Dantzig 
is a powerful tool for solving problems of tllis type. This, al,gori thm · 
I • I . . 
. . /', .. 
establishes an initial extreme po.~nt~ solutio,n, and then proceeds th~ough 
a change o'f basis technique to a new extreme point. so-lution where the 
a 
value for the objective function is equal to or gr_eater than the 
, previous. value. Since ther~ are a· finite number ·of extre·me points·; 
~--./ 
. -
this iterative process proceeds to maximize the objective func·tion in~ 
·.~' 
,~.finite number~ of steps.· The process tenninates at the maximum.· 
I 
Substituting a quadratic ob_jective function for the linear 
objective function in the pre.sence of. linear constraints significantly 
alters the programming problem. However, ·the problem may still be 
cast in.a linear fo:rmatidue to the fact that the gradient of the 
I 
objective funct'hlr .. is· linear, a·s the analysis- in .·the next section will· 
demon.strata. The simplex algorithm with appropriate. modtfications ·· 
may then be applied. 
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The Quadratic Forin 
"I' •• Qu~dratic programming has been defined to be the optimization of 
a quadrati.c objective function which is subject to .. linear constraints.· 
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where. x represents_ the transpose .. of-· x •.. Line.ar. -terms may be . presen.t . 
and represented as follows: 
• 
I 
., 
. P1 X,. · + Pa x:a =, <i>i Pa> (~) · = px 
' ) . 
:~. 
. ~ The quadratic _programming: problem may be ,stated in the .following way, 
-using matrix notation: 
Maximize: ·· f (x) = px - x' Cx 
Subject to:. Ax s b 
X ::? 0 
-~ 
. • I 
where p is a row matrix of 1 inear term coefficients. 
.. 
It sho·uld be 
·'noted that arty· combination. of linear equations and inequality con-
-
' 
· straints may. be written as·.a s.et of equations if additional slack 
variables are allowed into the problem. This technique. for 1removing 
·the., inequal-ities will appear in :the· later· development. 
The: Gradien~ Of A Function 
-
~. T·he gradient ,of· a function of n variables is defined to be an n-
dimensional -. rON vector· of elements equal. to the partial derivative of 
,r, 
the function with respect to each variable in turn. '!:he gradient of 
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f (x) denoted of (x) is then defined asv follows:. 
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Suppose in two dimensions'l"we have the f\lllction_: 
f (x) = px - x"'ex, · or expanded 
X -2 
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.Fina~ly, af(x)'°= p ~ 2x'C which will be used later. 
__ .:_ 
I •-, 
Vector Projection r, 
. .' 
The ma tr:i.x multiplication of a row and a column 'ma'triif'is 
f. .,. 
. ' 
equivalent to the dot product of two vectors . . . The dot product .of two·, 
.. 
'\..~, 
. . . 
vectors v1 and v9 separated by aii angle~ is defined. as v1 v2 cos e or 
.,. 
---~-~--\. 
·_ by ~1 . (v2 cos 0), which ~an ;be 'interpreted as the firs.t vector times. 
,·· 
the projection of the second vector on the first vector, yield.ing a 
., 
scaler answer. Consider the following· figure: 
---; 
~-t·:-: .-. 
L 
·, V 
' • I 
' . --- . . 
,~.. '' 
~Dlaximwn dot product of, vector y lying in the X;i_ axis with v1 , i = •· 
1·, 2, 3, 4, 5, is obviously the dot· product of·, V with v
3
, or· 
MAX [V • Vi ] . = V • V3 
I 
I These. _jdeas are impor1:~t· ·to. the anal.y-t.i.cal.,.ae-velepment ot--~-:the--~:·-----: __ ,_'.' ___ ·-· ---. -- -·~---···· 
& ' ' .. 
quadratic programming. methods in the n.ext s·e.ot-ion. 
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II.·. ANALYSIS OF QUAD8ATIC PROGRAMMING ME'l'HODS 
. . . . 
. . 
Many ··algorithms ha,,e been devised to· solve. the classj.cal quadrat;:ic' 
... . . 
. _programming problem; which is defined to be the bptimization of a· 
.,,. 
~ 
- · strictly concave quad-rati-c objective function, snbject to linear in-
# 
. equality constraints a·nd non-negative variables: 
-· Maximize: 
·Subj~ct to: 
I 
I ' 
\ 
. f (x) = px - x'Cx 
X :i? Ct 
.Ax s b. 
... ·;, 
... 
0 
-\• .. ' 
• 
J 
·' 
.. 
· where' p ·is a lxn row ma·trix, x is a n.xl column ir,atrix, x' · is the trans-
l', -, 
pose of x,· C is a men symmetric matrix," A is a· 1Hxn matrix, and b is a 
. mxl · collDJln matrix. Since the function f is to be strictly concave, 
the ~-matrix C must be positive definite, that 
.... 
is, x'Cx.> 0 for all 
x. Though ·all of ·these algo-ri tl)ms are very sim51ar ·in the ir·-'ma the-.. 
r:-;·. ~-
mat i ca 1 nature·, and· to a lesser extent in compt,tational as.pects, they 
-
fall into three classifications based on the.· basic question which they -
pose in moving to a solution. These classes are: (1) gradient _ 
.. I 
. :-;.,-'··-;, ! 
· methods.; (2) methods of binding· constra~nts·; and (3) simp·l icial · .. :.,. 
. ·. ~-
·methods. · Each of these classffications· will be analyzed thro~h the 
medium of. principal representat-ive papers in ,the class.· 
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II-A. GRADIENT METHODS - ~,.-
\ 
.Among the more common methods of· solution in nonlinear program-.·~- -
- m~ng problems are those which-- are classified as "gradient methods. 
. 
. . 
These methods are all directly based on· the fundamental Kuhn-~ck~r· _. 
. . 
conditions for an optimum on a bo~ndary. Gradient·methods have in r.:,,11,' ,,_, 
common that they start at some point within the feasi 1ble region. and ·.!· 
«.: , ' . /" -· _/ ,- • /' ,. • ·- ,. ... ,.. • • ;, , . I " • , . .?· .. ~ _,._ -- • 
then determine iri what direction and how far one mya profitably and 
,.---
feasibly move in progressing toward an optimµm solution. Most of the 
algorithms einploying · gradient methods a,i-~· constructed for general -
f .. 0 
convex objecti_ve functions and convex feasible regions defined by • 
. 
/ 
. 
curvilinear con~traints, for under those conditions the power of the 
I . 
} method is fully uti;l-i:z~d ~ However, one· of the first quadratic program- -
/'/ . 6> 
/,,/ 
ming algorithms to be published was ,a gradie·nt method. This algorithm, 
due to Marguerite Frank ,nd Phillip Wolfe [14], was :publisHe·d in 1956 
• 
f 
and- had a significant influence on the later development of quadratic 
" 
programming . 
of· solution . 
., 
For this reason it is a,ppropriate to examine its methocl 
.\ \ .___ ___ ......_ 
r· ~ The. Frank· and Wolfe Algorithm [14] 
The classical quadratic programming problem is stated in the · 
/ 
,, ;, . 
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\·~owever, this is equivalen·t. to t~e. matrix notation which was used ·1n 
~ . . :• .. 
I , 
section II; 
• 
. . 
Maximize: - f(x) =· px - x'Cx·· ,,. ·,:· ;" ' .. t. · .... . '. .. \ .• / . :- V 
,V 
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Subject to: 
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x~O 
· .Ax s b 
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Th8 o~Ctive function is rf::l<IUired to be concave, . which i"s equi\talent , .......... . 
~--.---··,,. .. -
to the requirement that C be the matrix of a positive semi-definite 
x'Cx ~ O for all x 
. • ,.'-
-·{ . 
A function· is· ·said to be concave if. linear -interpolat~on never over-
I ~ • .. I 
·~ est.imates its values.·· . • 4 •. 
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Re-.ferring to the above figure ,,,for Ct = t, this· is equivalent._ to: 
. ' 
f(Qlll ·+.[1-a]n) ~· a,f(m~ + [1-0'] f(n), 0 s: 0/ s: 1 
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employ generalized Lagrange· multiplie·rs to transform t_he original· 
problem into a' new one which embraces the multipliers. This is· a 
. 4 
dire~t.·application· of the Kuhn-Tucker ·optimalit.y_ conditions. These 
mult .. iplie.rs are equi~alent to the dual problem. va,riabl.es. of linear· 
programming. rhe existence- of_ solutions to the original problem is 
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·. ·guaranteed ·_if the linear const·raints of ·the second problem ar~ 
' ' feasible (recall the duality· theore~ of 1.1near programming) . The 
0, 
, •• ' • 
I 
I 
,\; ·. 
· maximum· ~ught in the second probl~m is k~own to be ·zero. .The next 
ri. 
·l 
• 
step is to-employ a gradient and interpolation pr9cedure. '· I Given an··, 
0 • • initial feasible point, a secondary basic feasible point is selecteq 
.. by th~ simplex.routine whose projection along the gradient of the 
objective function at the inittal,. · point is sufficiently large·. The 
point at which the objective is maximized along the -segme~t joining 
the ·initial and secondary points is then the starting point for the 
next iteration of the algorithm. The values of the. object~ve function 
at each iteration converge to zero, but a unique feature of the . 
quadratic problem -is that at· some iteration ~}?.·e <secondary t>Oint will 
be· a solution to the, problem, -insuring the termination of the pr9cess •. 
The follow.ing paragr~phs present this. development in more detail. 
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The Kuhn-Tucker optimality conditions consider the optiriiizatfon I 
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l ··· 
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of a· function f (x) whose variables x lie in t.he feasible region de7 
fined by a set of const,raining · inequalJties. · The applicatio.n oj -, I .. 
'\'- . 
: Lagrange multipliers was generalized to apply for inequaiity conditions 
I; thr9ugh the important .obseryation that f (x) has a local maximum. value 
1 at -~G if and· only if the normal hyperplane to the gradi~nt '·vector ,y} . .., 
·~'_t,f. _,_ 
-·-«--- -
-------
of ~x): at x0 is_ lo~.ally a supporting p.yperplane of t~e cqnstraint set. 
For x0 to be a local maximum, the constraint set and the grad~ent. 
!• 
vector drawn from Xo must lie on opposite sides of the supporting 
hyp~rplane. · s:If, in addition to this, the constraint set . is convex 
and f (x) is conca-ye, then this ·condition i$ _,_both necessary and 
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sufficient that f(x) have a global -ma~imum '"at Xe .• 
this might Qe illustrated as follows: . I 
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. ' 
~-hyperplane· 
. ,. ... ~ '. 
- ,-_~·.-. . . 0 
.•. 
ln~ two, dimensions 
~ f(x)· = co,stant· · 
-, 
' . 
.· 
_,_T~e above conditions are satisfied if ld only if ~0 · bas ·the maxim.um 
projection of, all points of the convex set along the outward norrn:al to · 
the hyperplane. Therefore, a necessary and sufficient cond,i,tion ·that 
Xe,. be a ·solu!i.on to the problem is: 
. , 
., 
of,(Xo) •Xe, ~ MAX [of(Xo) ~- w : w ~- O, Aw·-~ bJ. ~ 
' ,._ 
,_.,. .. , 
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-'--· Where w is an. n..,cl matrix. (vector) representing any fe.asible solution· 
(a point within the ~onstraint set) . Re.f~,to the discussion of vector 
projection in I-C. But by the duality theorem of linear __ programming, 
<Xe,. ·is fixed), the right side. is equal to 
MIN [ub ·, : u ~ 0, u A ~ of(~ ) ] 
. 
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··Maxlmize.: g(x,u) . =· :af (x) 1.-x - tib to zero ' .. -·~·.: .... -._ 
Subject to: of (x) + V- - uA -
I • . l Ax +·y - b' ·, 
X, U·, y, V. ~ 0 
a· 
From the constra_ining equalities we maY .... :!;Ubsti tute '« in~o _the objective 
I 
. funct·ioil anq _ obtain: 
~ 
. . 
-~~-----·----~---- . ) 
. _ g,x,u . = (uA~V) x~r_--··u(Ax+y)~ = -(vx4Uy)· C 
' . .· 
-
Noting_ from section I~C that· Of (x) _ = p-2x 'c, ,t'he. f ir·st constraint may 
be written: 
I (p-2x C) + v = uA 
,. 
. 0 
< Transposing both sides and re.arranging, we have: 
I I I I 2Cx +Au -v = p 
The problem then b~i.ls down. to.·the;· foliowing: 
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Maximize: 
S~bject to: 
g(x,u) = -(vx+uy)_ ·to zero 
j " 
Ax ~y - b 
-
.J 
· 2Cx+A 'u I I I -v - p 
-
x,u,y,v ~ 0 
'" .. ....-.--i. 
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--· No·t·e that to maximize the objective function ·to zero requ,ires 
vx+uy = O, which identifies the product terms as· paris, ~f comple-
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mehtary· variables., Now from t.~e ·constraining. equations, let 
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· .intermediate points ~, ~, ~, ••• of the constraint set which will 
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-converge to an exact problem solution. Ther~ .. wiil; also be gene~ated 
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.. another sequence Xe , x.., , ~, ••• of extr~mum points of ·the constraint 
·'i 
feasible points previously referred to which are selected by the \ ... 
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simplex routine at each iteration. The following are the procedures 
to be ~ollawed: 
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.. 
"Phase 1: Assuming· the problem is feasible,. let Xe,· be any· vertex of 
the constraint set, and let Z0 . :;: ...,r . J't) ..• 
Phase 2: This phase i's defined inductively.· Suppose k s·teps of the 
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, ,, r 
,,- . 
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p:,;ocedure have been taken. . There will be at hand a point ZK belonging 
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.l 
! ' · .•. 
I: r· , 
. I to the constraint set and a vertex xK .of the constr-aint set. ·Then 
' .I I 
1. . Calculate of (Zk.) • .,"---
:,__ 
2. Using of (ZK) .. as, a temporary cons_t~nt objective vector. 
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11-B .• BINDING CONSTRAINT MB'l'HODS __ : 
. ,' ' 
I • 
., The setlruoo- @f fQ)!rm©lixt~. ©(Q]!.o·t.Fulint.s for -the solution of quadratic: · · 
• 
• pragramming prQbleme is characterized _by the: fact that. it· se~It~ that . ... . ~~ . 
~ 
. 
subset of the _constraining inequalities which are bind-ing (sat~sfied 
j 
exactly) in the soluti@n v®ctor. The problem is then solved by a 
used by otbers_-are "effective constra.ints" (Houthakker) and "constraints 
satisfied in equational form'' (Theil-Van de Pantie).. In 1959,. Houthakker- . ' . 
. . 
. ~ .~ : . 
~~·. ----··--· ·----
. . 
D 
• developed his Capacity Method of Quadratic Programming [20] • Shortly 
afterwards, The1·1 and Van .de Panne published their canbinatorial meth·od 
~of solvirig quadratic programming problems. In 1963. Boot ~developed his 
q 
Lagrangian Capacity P&ethod which is technically. based on the Theil-Van 
de ·Panne method and conceptuaily bas~d on Houthakker 11 s Capacity Method. 
· Boot pointed out t·he underlying similar! ty. of these two binding con-
c- straint metl.lods and has linked the~e methods with the original Kuhn-· ' ~-
Tucker optimality conditions on which all other quadratic pro·gramm~ng 
·-algorithms are based • 
. Houthakker' s Capac 1 ty Method [20J 
, 
· The problem i-s stated in a. slight_ly different form employing a . · ,. . 
i-
.. 
" 
:· ---- -~ additional capacity constraint: 
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device for making the eapaci ty method work ( t-his does not a.f :f ecL;the · · i 
It is.-as·sumed ·. that the Ahj are non-negative, that bn. I 
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final solution) • 
. and ~*·are positive and that C ~k s O with at least one term not equal i.. 
to zero. This may be in;re rea~ily unclerstood by expressing the problem r 
in matrix notation. The sign of the quadra·tic form will be changed 
from· postt.ive to ne~ative to conform with previous notatiqn and a 
. compensating adjustment will.~be · made tn t_he ·assumptions regarding~ Cjk' · 
--- ... 
· namely that Cjk ~ O with at least· one term not zero. Also, · the 
coef·ficient i wiil ,be dropped without loss of generality to conform with 
previous noti:tiott. ·.·The problem may now be stated: 
, 
Ma.ximize: 
_Subject to: 
f (x) = et + px 
X ~ 0 
Ax~ b 
- x'Cx 
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a nxi;i matrix. x' denotes the transpose of x, A is a mxn .matrix, b is a -
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mxl matrix, and 1 is a nxl matrix of· ones . The matrix. C is req·uired 
tc:> be '.'posi·:ti·ve: definite,- that. is x.'Cx .> 0 for all X > 0 .• · 
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The capacity method involves putting the right-hand side· of --the 
-last constraint equal to the parameter.~, which is allowed to increase · · 
i 
tran O to a*, or as far as needed to attain the maximum of the 
. 
. 
Two. a_dvantages of this. procedure are (a) the 
I 
. problem is quickly 11 solved if S is close· to, zero and (b) the solution 
for a certain value of-,~ can· be found conveniently if the solution · 
( ., 
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____________________ ·_ .. ~. ________________ is known ... for. .. : .. a.----scimewhat smaller· value of ~ • The-se · two ·circumstances ·-----.. -----~-·---~-,--·"···-·- · 
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combine to produce a .Parametric approach to the p~oblem .. The capacity 
method is now discussed. through.a specific ~xample: 
Maximize: 
Subject to: 
'""·-:r 
: f (x) = 4Xi + 6:Ka - Xi 2 -
-~' + 2~ s 4 (=~) 
~ + X:a. s: a* 
•. 
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w1iere the 1at-ter- constraint is art.ificia1 with ~* taken sufficiently 
large so as not to be restri.cting. The left . side of the capacity 
1 constraint is set equa.l to a and allowed to increase from O to ~* . 
,: .. ( 
is clear that if -~ = ··O both. variables must vanish .. · As a assumes 
It" 
positive values, at least one ·variable must consequently be· pos'itive. 
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If ~ is very,, small, the variable. must also be very small and the 
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largest up to the amount· al_lowed by-·· the' limi~illg constraint •. In the ··. 
above example x2 = ~ for · small values ·of ~ and· x11 =· 0 • As ~ increases, 
. 'I> . 
• 
. ·_· the l·inear approximation of the objective funct.ion ceases to be valid.· 
_·_: '._ -. ' Moreove·r, the "marginal utility" of the chosen variable diminishes., 
... 
It is found by ·taking the partial de.rivative of f (x) with respect to 
In thi:/case with x1 ::: O,·-. 
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Hence,, if ~ = ,1, the marginal uti~ity of x2 would be zero and furh.ter· 
increa.ses of x2 · would decrease ·the objective ~unction. :Thfs value of 
I 
~ will be called _f30 • 0 • If no other variables were introduced, the ,(I '::· .. 
., ' 
maximum of f (x) would have been reached. However-, we must check to 
.. 
I -· 
· see if another variable may be introduced or if a constraint is 
limiting. A real variable will be intrO'duced at a positive level as 
. .. 
soon as its marginal utility i~ equal to the marginal utility of the 
variable which is al.ready in solution. We find, therefore, . the -·value · 
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We now need· to check ·the constraints (the .. capacity -constl!aint · is taken 
sufficiently· large so, as not to be restricting in this\ problem),. With 
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* / I 
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. ~ = O, we have 
.. :.1 
2Jes .= ~13 = 4 
I I • 
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\Ye now· know the two .choices o~ ~ at which the origjnal ._~ho.ice of a· 
. positive variab'ie ceases to be optimal. Consider ;'the ~following~gure 
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d~picting the two partial derivatives and th-e constraint limit·: 
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·. ·wbi.ch exerci_§es mo·re completely the capacity method_ algorithm, but the 
~c:,",><C'" 
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preceding example points out . the basi1c features. The pr~ofs of 
L ·. ' 
' . validity of. the capacity me,thod are based on the ·Kuhn-Tucker theorem 
which gives necessary and sufficient conditions for optimality in ' 
----- --- --- --- . ---·- --· ------- .------ -- -. --·---- -·---- ----------- -··--------------
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lirte,ar and non-linear programming. Since it was shown that· the 
capacity constraint· could be introduced .art'ificially, the capacity . ""! --- .. 
method may be considered generally applicable to .quadratic programming 
''-\. 
problems with 1 inear constraints whose coefficients are non-negative. ~.... 
.. --
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Theil-Van de Panne Combinatorial Method· [28] 
•· 
.. ·¥" 
·The.problem is <stated in conventional. matrix notation as follows: 
Maximize: 
Subject to: 
f (x) = px - x'Cx· 
X ~·· 0. 
· Ax s b 
' \ . 
· Where p is a lxn matrix, x is a nxl matrix,· x' denotes the transpose ;_~ . 
of x, --e 'is .a nxn symmetric matrix, O is a nxl '"zero matrix, A is a mxn 
"' 
matrix, and b is a mxl ·matrix. The matrix C is po~·itive definite -
that is·,. x'Cx > 0 for all x > 0. The two constra·ining inequalities 
may be combined and the problem ~xpres ses as : 
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Which implies that A*' =·[-I A'] and b*' = (.O'b't]·. ·This .makes· A* a 
Nxn matrix with N = min, since -I is a nxn-negative unit ·ma.tri",c,. and :. ' 
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"* b a Nxl matrix. 
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Most techniques for solving quadratic programming problems start 
with a solution vector· x which satisfies t.he constraints (a feasible· 
-
-
~ 
: solution) and then .replaces· this x with a series of diffe_rent x~'s, ,all 
. . 
·- --
· ·of which satisfy _the ·constraining inequalities, until the optimum 
' . 
.• 
.•-.·.- .... I 
l 
l,. . 
- . 
· .. solution is found. This prof.!edure restricts the search for an optimum 
·solution to t·he .feasib.le tegion. The Theil-Van·· de··'Panne· combinatorial 
. 
· ··· method uses quite a different scheme which is unique among quadratic 
· -c··-.. J progr~mming algorithms in that excursions outs~d~ the feasi-ble ~egion 
are made·. The objective function is first optimized without regard · 
, 
for the constraints to, dete:fffline if any constraints are violated. 
. This informatipn then serves as a basis for a combinatorial-type 
I 
' -
·search for the optimum.. ·This· search procedure is outlined in the 
·1 
following paragraphs. 
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. __ .:._ ________ Ce_rt_ain inf ormatton is supplied by the unconstrained maximum. 
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Rule 3. Suppose that for some subset S-of the c~nstraints,.x~. 
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exist.s and violates none of the constraints; then x8 A = x if and only .,. · 
if the .vector resulting from ·the set of S minus one constraint viplates 
. the constraint which was removed. 
' As an example of the last rule, suppose S -consi·sted of constraints 
2,3,5 in equational.form, and vector x~ 36 ·did not violate any of the 
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Proofs ~upporting the validity of the three r'11~s· ~-nd proof of 
the cot)vergence of the technique are given in [28~ e 
·'9 . 
It is int~resting , ( 
/ 
to note that Boot later showed that these ingeniously· derived rules 
b 
can be supported. b,y the Kuhn-Tucker opti\11.ali ty conditions °'[ 4]. These. 
) . 
observa tion~~y_B~_t _ t!ien proyided _ th~ __ §_timulus · for . the development of· 
n 
an algorithm by Lemke- [22] .which essentially combined concepts of 
.. nature. 
~mke ·, s work punctu.ates the considerable basic similarit·y 
· a~uadra tic · prOgramming. Jnethods • l Simplicial methods. are discussed 
in the next aection. 
f 
.r 
~-
·, 
.• .. 
. :1: 
,·- ·'.~. ',:.\ . 
" 
. ' 
. '. 
.·: 
··-=- .. : ,, 
b 
-- - - --- ---- -- ---·-· -------- -····--- . __. ~-·......__· 
.-·....: 
...: 
'· 
-:? --~-~ ,,-.. ,.,. ·-,. -
,,•., 
.. 
·.::-: 
. ' 
t'· 
. j 
\. 
·. / 
. . 
LJ. • 
'. 'l •• 
,#' 
.,._ __ 
. ,I r~--
). 
/.·., ... 
. j 
j 
; 
i 
1 
1 ·--·-- ·---------------- . --- _..._._ _______ ~_ .- ·r,--· 
------- - ------- . __ .. ,_ ·------·--------·- --~J>- --- -- !-, ~--- - --·--- • =-,-- -~- --- .- ···--·-- ~-- --·~--· --- -··- ._.., __ --·- -· ------------ - -~----- --·--·- --- - ,- -
. -7 
---~----------~~---~-- - ---- -
--. ---- .- ·- -- ---------
'· 
---- t --·~· -------- -- .--
- ·_ . <=-~-~·---- ~~--~----·. -~- ·-~·----·--- =--
). .. • • . ~ :t • - ·--·----------¥- --·------------ --'--=------=-,--·~~ 
. ' 
~ .. 
. 
• f. 
. . 
---------- =--
----- -;- • p 
===.c==~~ ·-- -- c~.- - =~~===~~~~~ 
; 
·------·--·.-·-···--·- . ·. -.; •.. -· . :· '·. ·. :J{ . 
. --:. - - . ~' 
,. . ... 
... ·, 
...... I, 
!"-:' • 
'· 
., 
.. 
"--·· . 
· .. · ·(.·: "'< ' i 
..,.__ 
. I 
; 
I J. 
··\. ' . . ,.;i - .
'l.-"' • 
r. i ·-
'· 
! - . -. '1.·. :<·--·.·-.' } . .. -
. . . ( 
- "'·"' -
_..: -.-.-:··-·_: . .. : - ., .... _ - . 
. . ~ 33 . .--- .• 
·( 
. ~-
• 
_,,. . 
. . ·Ii 
... ___ .2-
',___ .' ' . .- ·: . •. . : ··- .. 
. - ,,·_ . . . .. -- . ·: __ . ' --· . - . . . ·. . ·-··- - - ' -·· . --- ··---, -- -------
-- - - - -··· 
• \" . ..:..\ 
·--'----------
... 
--· ----~---· 
.. "-
.. ( 
., 
•. 
~-
ELI,. LIUJ ±,' 
·-- ~-·---------·----:--
i. 
' 
! l-·. 
-
-------~~--,--~--.....,,.-----------------------..... """'!l' ................ 1111111! ........ l!lm ........................ l!ll!lllllllllllllll! ... ________ .. _ .. _ ... ________ ,_. ___ I!_. -~-.=i:;;;="7'-:c.::_ L, ----.. 
, 
. :>...-
/ __________ -· -.,---:---~-~~~ . . ·. . .· . . .. ' . . . 
·.·- .:_· . ---c-- ___ ..,. __ -~---~---.. ' ,.· - ~--. ---~- -----.- ·-···-'------- -.- ------·--·-· -.. - - - - - - - . . . . . . - - .. - _· .. ·• ""P: · -. - ' - - .. ·- -:·- ---~: __ 
.. -
··- . -
---~-_;._· I' .... < -. 
··--:-;__ _____ .. ··--·· .. ~....:;_··:·--. ___ '._ __ Round O 
-
·Round, 1 
Round 2 
; 
- • I 
Round 3 
\. 
·, 
TABieE I 
· ·A P~s·1mJ: COMBINATORIAL -TABJ.E 
• 
No • of Constr • • in 
Set· Considered 
' 
-0 
_,e. I • 1 
-~-.-....... ..........- ..... --- ~-,-,-~------x6--
·" 2 
.• 
3 
~-
Q 
.. 
x6' 
. , 
.x' 
.,es 
~s 
-x:3·,;·· 
x5s 
·xc, 7 
__ x82 
xf:37 
·72 x_ 
x3ss 
· x3s7 
·x3sa 
·~f.7 
.,e?a 
. ,<F>62 
x687 
x827 
· 725 X-
. , -r 
·····'l' 
.- ' 
i 
. ---------- -·-"'-~+--c----..C.:..--
-
r'3 
-
,!33 
-
-
x73 
-
-
x.86 
-
-
x76 
= x7.e 
-
x?'S-Ei 
-
-
.,{376 
- x62~-
-
-
,je376 
-
-
x723 
-
<, 
-
x626 
"'-' 
-
-]!!, 76 
-
-
~72-
-
· ........ , . 
= x5ss 
= x67~ 
= ~76 
= x7?e 
-L 
··violates 
Constra_ints 
5,6,7 
_·_,,··---. · --~3, 6, 7 -
2, 3,,5, 7 
2,3,,5,6 
! 6 7 
. , 
2,5,7-
2, 5, 6 
2,3,1 
3 6 
' 3,5,7 
2,3,~ 
3,5,6 
none 
6 
' 
-5,7 
2 5 
' 5,6 
3.,7 
2,3 
5 
3,6 
'l 
.- -
~-· ·-
-· ---.- ----· --·-. ~-·------- -- - ---- -•- -----------·--. ·-------·- - --.-------~-----·-- ---· :--- . . . ----'---·- --·----··-·- --T-- . - - . .. . . -- - . . - -... 
~- - - ,- .--·- ·---.--- -----
-·-----'----~--
t-~---- ---
! . 
"" -
-~f,I~---- ···--
- --- - ·-- ____ :;,__ - ------- -·,-.. - . 
--'-------·~-------, 
-------., 
·, 
.P 
". 
' ·1: 
,. 
.... 
I -
? -- ·; -- - / ~ 
:• . t-
,-
. :-----·-- ·- · .. ~ 
;.., 
't 
. ' --·, 
~ -.. 
l. 34 '·-,, ' .. ., 
\. 
·\. 
., 
.. . 
-~. 
-: ,- --~ 
• ... 
[fti·_-.:_ ________ :: _ --__ , __ :~-~--~--~------,,~-----~-· ------:;-·~----~·--,··---.----'----~-~----. __ .:._ __ --------------.-· _' 
' . ,._ 
. ___ :.,;-
.· ---- --------
::,·· .. : -~-- ----- ... -·· . __ - - --------- --.-- ------··- -- ~ -- -
·,. 
,. 
_·•:· . :·- .:,"-'."-~ ~c-:~-- .,,_-__ 
.. 122:1111i, ·. 
J 
' . 
'· 
. I J' 
' r 
:· 
i 
t 
1 
f" 
f~ 
_L 
-.. ' 
. - . ~--·······---=- _, ..• ,.., .... ---'~"' ------~~· -. ; __ · __ ,· "" 
...... 
, ,. . . ,, 
- . . i 
,,. 
,. . i 
.. 
- ~ K 
.. 
L, 
-~-------~.....:;..._.,..~----.,.......---'--'-'--- ----~-~---· -
. • . 91>. . ., ... 
-- -· ---- -= ~-----
___ . _________ ·':....-~ - ----- --- -~ --- --------·-+--~~-: 
1 
' 
,. 
· Lagr.ang~an Capacity Method [ 6,] u 
'ibis method du.el to Boot is technically based-·on the Theil-Van de· · ···· .. 
:Panne combinatorial method and conceptually based on Houthakker•·s 
capacity method. Boot develops a basic theorem which may be considered 
• ,_ J -~· • \' 
a reformulation of the Kuhn-Tucker optimality: conditions. The··capacity 
' . and combinatorial methods are shown to be supported, ,by this basic 
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supporte-d by the basic theorem. Thqs, · Boot shows that different 
· · --~ethods of binding constraints are all based o·n ihe ·same mathematical.,. 
j 
concepts, ·and are even very similar computationally. ':rhe Lagrangean "' 
Capacity Method is more different than it ·is unique. It is demonstra-
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bly=better than the capati ty method bec'ause it can be used with 
negative coefficients in the constraints and it handles the problem 
of degeneracy more.efficiently. The following is the conceptual 
......... ____ __,________ 
' . development of the Lagrangean Capacity Method. As b~f ore, the problem 
may be st·aied ! 
Maximj.ze: 
'.~subject· to: 
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f(x) = px·- x'Cx 
A*x s b* (b* ~ 0) 
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_'l~r.o~edures_ of quadratic programming seek the solution vecto.r x to the 
-.:i)roblem by introqucing_ the· second constraint which is the parametr.ic 
.·capa~ity constraint where f3 is varied from zero to some actual or 
-er. ll-
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associated with, it a Lagrange ·tnul tiplier which: must be zero at· the 
solution point. ACS) is the Lagrangean associated wfth.the capacity 
) 
constraint . .. · ·; 
.. 
'• ..... It may be proved that there exists a value O ~ k <· ao for·;--;which 
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. . . "' the solution vector x of the problem (1) - (2) is identical to the · . \, •. 1 .. ·, • 
·/ .. 
solut.i.on __ vector x · <S) .·of (1) .. ""'· · (3) .•.. Not.a tiona1ly, · i. stands , for the · 
solution vector for the basic quadr~tic problem (1) -· (2), while x 
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<S> stands for the vector solving the basic ,,problem augmented w~th the 
"' capaci~y constraint for a = J3.' 
·, ,... . 
To find the value f3 = ~, and to find the solution vector .at that 
· point, the method proceeds as follows. Remembering that in this 
11 solution, x (f3) stands fo·r the vector solving the augmented p~91:;>lem' 
(1) - (3) f.or r3 · -=:= f3, it follows that: 
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The vector x (0) = O. Because at k = 0 the ·non-negativity. 
conditions allow but one feasible point which is x = O. The side 
·~. 
constraints (2) .are satisfied as well since ·b* ~ 0. 
The is initiated at x (0) = 0. The capacity 
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. _.r,--
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-~---· 1 ___ p.ar.amete-~ -S-'--is- -gradually increased · from its· in'itial value of zero a-nu,. 
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. " for. all values of ~' tp,e solution . set S
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<a)' . consisting. of variables 
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another variable i.s greater or until one·. of the constraints becomes 
binding. At this critical point $c the solut~on set s must be changed 
.because ,s <~c->: -:/ s <Sc+), which is- to say that the solution sets on 
either side of ~c are different. This may be for· one of the two 
reasons stated ,{bove, namely, that the set s <~c) solving (1) - · (3) 
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,-. for 13 = f,c pl°oduces a, vector X (l3cl which for 1:3, > 13c is eithe~ no . I 
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longer feasible· or nq longer op~ima~ .. At this· point the app:,ropriate - .. -.~----------r. 
• ' f j, · change is made, and ·for the new solution· set, new marginal utilities 
a.re computed by taking partial derivatives of. the o·bjective function 
. ~ . 
augmented to include the Lagrange multipliers for the co·nstrai.nts · 
'' 
pr~sently ef.fective. These e·quations plus the solution set constraints 
,·, ~ 
. / .. ··· ... 
themselves form a system. of equations whi.ch may be parametrically 
.t 
' . 
solved for the solution vector. The value of f3 at which either another 
variable marginal utility exceeds that of one already in solution, or 
--·· .---·----~-. ------ • -- _ _, __ 11o __ -- - ~ --· 
,. 
··another constraint .is viol,ted, whichever occurs first, will detennine · 
9 
~ . a new critical point at which the solution set is· changed,. and· so on~ 
' . ·• 
At some point, say for f3 = ~, we will have the solution set s 
A . ., ... 
(f3) ··and· the ,assocfated solution vector x · <S> ,at which the cap·aci ty 
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• I 
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·cons~raint Lagrangean.A .Cs> = o. 
. . --~ -----.-:------- . - ··~-- .. ., .. - ... -·,· -· ... ··: 
At this point i (~) = i, ~hat.is, 
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------·- ----- -- -.. This conceptual_ method· has-.. -been --de,veloped .i.nto an algorithm, su.pporte·d 
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·by rigorous proofs and illustrated by a complex example in. [6]. The 
"'-·~~ ' . ,_. 
-algorithm is·- summarized here. 
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Assume the -
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.. ·-.A .• , 
solution set s (~*) and its .complement -s. (~*)""~be given. 
associated capacity constraint .Lagrangean A (~*) > O, and assume th·at· 
• 
_at S' there is .no degener~cy. ,hen· to· find x <a> one must: -
<$ 
-'»(l) As· e grow~ fran 13*,. delete cons.traint t now included in .s (S*) . 
--
from s (f3*) as soon as, for some value of the capacity constraint 
, ... ·_· ~t >~*,.the Lagrangean a,ssociated with t when we maximize (1) subject 
. 
-· ------- -- -- ------ ..... -
-. :to the set s (f3*_), evaluated at S = ~*-~:: equals zero. 
... 
1 (2) As S grows from 13*, add the constraint r now in the- complementary 
r··· 
set~ (13*) t~ the solution set s (f3*) as soon., as, ,.for some.__,_value of the 
,,,,.. 
capacity constraint f3r-·> S*, the Lagra~ean associated with r when we 
maximize <1> ·subjectu.,.t-o the set .. s <e*> + r, evaluated at a = Sr, equa·1s 
zero. 
------'----'-------. ______ __(~) ___ ~Se _grbws from fl~, we have the solution vector· X as soon as, ·for 
· S* > ~*, the Lagrangean associated with the capacity· constraint equals 
·. - - -- .. -.---- -··:· 
zero , - i . e . , A - (a*) = o • 
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Many met,hods of solution of ·non-linear programming problems 
depend in a fundamenta1·way_on some linearization process. They-use 
1linear progr~mming t~chniques, usual,.ly . the simplex method, . to solve 
linear problems at, each iteration which are derived :from the non-
------.,- .j..· - .- ··- -·- . -·--·,----·- ... ·-·-·-
t ' t linear pr<>QJlenis • These approximate· solutions to the real problems .· 
. \ 
. 
..i 
---···--+·---- ·- - - ·--------· 
are then applied in the next iteration ·to improve the approximation 
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further.- Thus, they ar.e essentially 0• infinite methods. Unique among 
these uses in non-linear programming of the simplex algorithm is a 
.... , 
,. 
· met_hod which is called uSimplicial 0 • It is the solution of a non--
1 inear problem by what is almost e,xactly the simplex method itself. 
After the problem has been set. up, 3ddi ti on.al data nee~. not be· gener-
ated,· and the process terminates in an exact solution.· · In the sense 
I . 
'·-.. " ft' . 
that the term is used her.e, the only current .Simplicial procedure· .. 
. " . . ' 
I , 
is, that for quanrati c prog'ramming F36J ,. There are·~ three prominent .. c ______ ,e _____ . ··---··--·--···· 
,. 
-- ""'( 
. J 
simplicial methods for quadratic programming: That of Beale (3], { 
--. ·-_, 
· that of Wolfe [33], and that of Dantzig [10]. Wolfe's method~was 
' - . .' ' 
developed. first and is an extension .of0 the earlier gradie.nt and 
projection method due to Frank and.Wolfe. Dantzig's method is a 
& 
j , 
! . 
( 
' ,.. . • j 1. 
. . ·variant of Wolfe's procedure and is more· strictly ·an analog of the -. . . . . . I 
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Wol:fe' s method is presented -
- -
simple~ ·method as is the Bea'le procedure. 
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-- --·in some detail as a representative simplicial met'hod·. ., -- . - --. . \~\~, ___ / 
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The Wolfe Method [33] 
·-
.. 
· The Simplex Method for .. Quadr~tic Programming due to' Wolfe was 
-\ 
developed to optimize a quadratic objective function with a parameter 
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inciuded in the· linear term. For this dus~ussion, the parameter will · · 
.- I 
·be assumed equal -to one, yielding the· ffshort form" or, classical quad-
. .. 
ra-tic programming pr~blem: 
I • I 
: Maximize:·~ f (x) = px -· yx'Cx 
"·· 
··Subject to:· 
't 
;_ i 
,: 
' . 
• ·y, 
•, ... -. 
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. Where p is ·a· lxn . JD~,~rix, X is a nxl matri,x;. X 1 denotes the·,,. .. t:rranspose. 
·f 
,of: x, C is a ):1xn symmetri·c-matrix of positive semi-definite "form - · 
-that • xlcx ~ 0 for all A is matrix and b • a·' ·mxl r matrix. 1S, x, a mxn· is 
,. 
Recalling that any combination of linear equation and inequality·· 
constraints may be written in equational form with the addition of 
appropriate slack and artificial variables,. we may consider· that these 
additiona·l variables are present and restate ·the problem as follows: 
. I. "\ 
. Maximize: 
· Subject to: 
.... 
f (x) = px - . x 'C.x 
X ~ 0 
Ax= b 
... 
(1) 
.(2.) 
(3) 
. ·'In the development of t'he·+F.rank and Wolfe algorithm in Section 
.. , 
' . ,-
· maximization of pairs. of cQmpleme11:tary variables to zero, subject to- 0 
===.......--==--== --- - - - -- -=- --- - -- - - -- - - -- -- -- - . 
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But (4) implies that at least n componen_ts from the 2n combination of 
x and v must - vanish. This -establi·shes the important result. of 
Barankin and-' Dorfman [l] that some ba'sic solution of (6) _ const1tutes 
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a solutio.n of the quadratic problem. 
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to zero, -keeping _v and u zero so that the solution will contain x and 
components of- Z1 and rz?_ • The stipulation (4) Will be maintained, bp.t. · 
(5) will be violated by the presence of elements of z1 and z2 , yielding 
a feasible but not optimal solution to the ·probiem (1) - (3). Discard 
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I_ll. EVALUATION , 
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From a theoretical point _of view~ th_e. ·classical ~uadratic ·. 
.,I' ·:..1_1 
.. 
. _program,ning I problem stated ,in Sec'tion II has been ·solved for all of . 
,,. 
D 
the three classifications considered. Intra-class comparisdns are 
,.c-.-:::.':) • 
~-. ,:j 
" . 
-· •. ·- l · possible on certain levels, but inter-class comparisons for other. . . 
tl1.an between the gradient and $implicial methods at present can only 
_; .. ~ 
.· .. b.e recommended. 0 
. 
~. . 
. This is because the .binding· constraint algorithms · 
h~ve not/, been employed in a programming code suitable for evaluation 
, . ' ' 
studies. A comparison of canputational efficiency would seem in_ order,._ -
as the only meaningful way to evaluate the relative computational 
I 
merits of the different classifications. However, before entering the 
'· ( ... -·· . --
binding c.onstra-int methods into such a.competition, ·· Bpot. recommends 
·, 
the incorporation of the ability to handle,a positive·semi-definite 
quadratic form in the theory. This would elevate the b1nding con-, "1# 
~traint- methods to the theor,etical level alreac:ly·attained by the other 
c:1assifications. It })as been- suggested· [6] that the resulting ---··---·---- --~--···----...___-·---~~------~----~ ----
,r ) \ ·-a ],go r it hm might.then closely resemple Wolfe's simplicial method, bu't 
this w_ould, of. course, remain to be seen. 
·l .. 
An inter-class evaluation of the gradient and simplicia1· classifi-
. ·~ 
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- ' Ila 
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. ~·catforis -niay be made due-to the fact t}uit ,a pttincipai" ·-s,impliciai met·hod 
is an extension of the gr~dient method algorithm. . . .r,:,,· It happens that 
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--- ;- -· tliif-e~xtensions involved result, in computational efftciencies which 
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. ,. 
make the simplici~l algorithm less complicated and· probably faste'r. 
·. A direct canpari~_oh · is not poss_ible since the program for the gradient' 
(, 
algorithm is now obsolete. 
' . ..,.,. 
\., -
•.. .. . . 
-· 
• '1 .. ·-
I...., j 
.. 
- ·-··. -- ' 
~ 
' 
.. , .. 45 
... . ( . 
. (' 
J 
•• 
. • • J 
·ii.. 
L U 
{·· 
:_r 
';' ·. 
' > .. l 
I .· 
l •.• 
r·:-. j 
i \' ' j 
k . 
1 . 
- i i- · _, 
I. 
. 1 
I 
l 
l 
I 
I 
I 
f ' 
i 
I 
! ! . 
' l l · ..
i 
i 
I 
l 
/ . 
- --·- ·----· -·~----
:- .. ~· 
~ 
j 
: i 
. l .. 
.. ·" 
' j l 
\ 
. l 
t --- -
~ '. 
l 
,· l { --,. 
'J ! 
1" 
f 
[· . 
l 
~.... ' . . 
-__ . --· --·-~·-- -·-.., ~·-: _.,,... _______ , __ " __ ;1..~-~----- ------·-.......... - . ..,~ .. ,--------__.---. ----..,--, ---- ~---:----~----·------- -·-···--····-····--... ------ ..... -- . . . . ____ ..,_ ··. ------ ·-·--·-- - --·· ---- --- .... _ ... - .. - ---- ----- ---- ~- -• '----M----••• ·--·- 'W•O ~ _ _..,, . ._ ... • •-• 
~. 
, ,I 
. . -_~, 
' .. 
. \.-~-~ . ~ _~,:: .. -~ ' 
·,e:i:: ,r i. jj 
' 
---·-· --~---------· 
· . ..:... 
. . . - ' ~ . : ,_ ~-- .. -. 
I 
.. 
-
--------------·-·-~--- ----------- - -_ - -- $ 
- .. 
.:· ··. 
' .· 
·- 0 
III-A. - ASSESSMENT OF' RESTRICTIVE CCftDITl(l{S 
A . 
. , . ,.: 
All of the algorithms _in the three classifications require that 
the Qbjective functio_n be co_ncave (the binding constraint methods re-
·-·--
I< .. 
,,, 
quire that it be strictly c'oncave) and that the· constraints define a 
-
' 
I 
.convex polyhedron._ These restrictions are--·necessary in or-der to 
" 
ensure that the solution obtained is a gl~ba'i optimum and not a local 
.-c· ~IJ . 
) _. ,; ,t • 
solution. All the classifications are now equipped to han·die the 
' 
... _ ... , 
problem of degeneracy (tli~ condition where at some iteration the basis 
... ,_ 
vectors are not linearly independent).· However·, several of the 
' 
- algorithms did not provide for this condition when they were first 
pr·e·sented and ·required later modifications. A case in point is Boot's 
' 
., 
contributions to the combinatorial algorithm of binding constraints 
[ 4]. The gradient and simplicial classifications impose0no· special 
. r 
restrictions .. 
.f\11 methods of binding constraints have in common that the set of 
constraints which is satisfied exactly in the solution point is de-
.. 
-
,~·;=-~··._,~.,~.---· ~--~,~erm-i-ned-·-by adding to an initial set· (according to. certain rules) 
.. 
~-, .. 
" 
constraints with posit,ive going Lagrangeans and deleting from the set 
" 
constraints with negative going Lagrangeans. However, within the 
,,,.. • j 
:panne method, the re .is .. no accumulation · of round1ng errors . while -l. 
' 
'~ 
Houthakker's capacity method is not self-correcting and rounding 
errors ·:might produce incorrect critical points, which would resu-lt in· 
Boot·' s La~rrangean Capacity Metpod is superior .. a suboptimal sol·utioi1. 
'· I 
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111-B . .. PRESENT 1.n'lLITY OF .EACH .METHOD· 
. . t t'· .- . 
The_ gradient method -was -t-he ·first. c·lassif-ica·tion· o_f-quadra·tic· 
. . . 
; ·. ·o,.. Ir 
pr.ogranµning solutions to be developed. · Th~ Frank and Wolfe Algorit'hm· ·. 
. . ; 
· required a total ·number of changes · of basis. which would be on the or_der. · 
. of 2 (m+n), or twice the number of variab-les plus .constraints • This is 
- ··about the same efficiency as for a linear P1i<>blem of . comparable size. 
'· . 
_ ____.,:. ____ ~ ___ Ho_'!_~_yer ~ -~he ___ cof(ing for -.this method. is now obsolete, hayi~g. given way 
·.· . " .. ' 
l, 
··-; 
.. " 
. 
to Wol·fe's .simplicial· method. A number of·gradient'method codes for. 
·general convex objective functions -subject- tQ linear constraints are... · 
available, however, _the most recent being: SHA.RE program designated 
·NLP. 
None of the algorithms for. meth·o·ds of bin~ing constraints has 
been coded for a current computer. Houthakker alludes to his method 
. > 
l)aving been :programmed for the IBM 704 and cla.ims a capaci~Y. of 50 
• J .• 
-- ---·--------'·---·~--~-·.·-·--. ------- .. ·• . --.--
. ' 
.. . 
variables and 49 constraints. However, neither the program nor any 
~esulti of e¥aluation studies is available. 
,, . J. 
Some s ta temen ts may be 
made within t·he context of potential useful application concerning 
" 
... 
the inherent characteristics of the three algor~thms which were e.valu-
/ 
a.ted. The Houtha.kker and Boot ·capacity methods . are qu-i te· effic·ient 
~ .. 
--- ----- - fOr solutTOnS Where the ·:eotar amount Of sorutiori variables ~lOSe-- 1 
" .~ ~1 •t • . 
\, 
- · to zero since they initiate their solution· at zero and ·then gradually 
' J 
--------
._. ' ,·-··-·-~------. . 
.. 
.. - ' ·' -- . -~. -· 
.. - ._ 
. . 
'.• . 
:increase the capacity parameter. The Thei'.1-va·n de Pan:g.e 1nethod is 
c;. 
•• 
. very _ef~ icie.nt when few constraints are bi:n.ding (exact·ly sa t:isfie(i) 
· . in the solution point . .· For an . unconstrained op·t imum the solution 
obtains in one iterat4on. The Theil~Van de Panne method is al.so0 quite:-. 
,· 
. . 
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. efficient for ,ensitivity ~nalysis •. I 1f. a problem has been $Olved,· 
small ch~ngies in the constraints· or obj@ctive coefficients can usually --· 
... 
. . ' be evaluated by simp~y testing Rule· 3, and then proceeding directly to l ·•· 
, I the new solution. . . 
! . \ ' •\., . 
. · .f.\11 three.· aillplicial 1119thod.,.algori tbms have been, programmed for , .. .---.::i· 
. 
-a large modern canputer. The Wolfe method was coded f!Jr the IBM .704/ 
/ ( 
,:__~---. ---- r·· -- ---· 
J 
7090 and required only 11 statement changes. to convert a simplex code 
to the quadratic problem. This code was"freleased to· SHARE as RSQPl r;~ 
· and can handle 253 variables plus constraints • 
. I . 
t . A ,large sample problem 
'ii ,, 
' . 
r: 
l 
' I 
' 
!l. run using this. code· indicated an efficiency of roughly the same as for 
' ... 
t ... 1-"•1.,., 
.. a straight simplex problem of comparable size. The ~ale algorithm was 
,, coded under the name QUANTA,RY A for the British Ferranti Mercury 
... , Computer. It will handle 65 constraints ~nd 63 variables and yields. a 
1. local ·solution even when the objective is not concave. The efficiency 
was also about the same ·as for a linear program of compat-able size. 
The· Dantzig algorithm was coded for the. IBM 7094 in both FORTRAN II 
J 
and FCBTRAN IV. The latter version is be-ing ~~leased to SHARE as ,, 
! 
-.·-··-··--·---·-- ___ ... - -;-"--·--
- ! . 
---- . *,·- - ·- -- ,_ -
------~--- "'~-----~--- -- . 
. 
RSQPF4 in the near future • . The long write-up for this program is 
dated March, 1965,and was obtained from The Rand Corporation along 
··ri-· -·-· 
with the program itself by special request in a.dvancf! of :i.~s release 
'· 
·, 
~---------~ --- . -~-- ------------ -·----
to.SHARE. The code will accomodate 50:B_~ya;ri_ables plus eonstrain:ts.~~~ -----~ ..... - - - ··. ·~·--····~-·-· . 
. ~ .. ' 
.;.:..:.;===,==-c·· ---· -; 7-
-, - Cf. 
.~'-<:=::-..;':·~-·-'.:..•.tr 
. .._ . 
==~=-~- ·-"'='····-..... --•· 
and is ·limited to 6000 matrix entries. It promises to be t-he most 
efficie~t quadratic programming code yet developed.··· 
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· IV. APPLICATION TO STOCHASTIC' PRODUCTION Sll>Ol'HING 
Among pie useful appli~ations of quadratic progra*'1illg, ·two· Of 
,/ I a• - •. • , 
·--·· • . • • 
the more· important involve the solution of problems in the area of 
. efficient production and convex programming. Problems of efficient 
, production and, more specifically, produc.tion smo.othing are classical!;·· ·j 
/ 
. ~l.l-. = 
i 
1 
I 
l. 
I f .·.· 
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!l J. t, 
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linear progra·mming applications.. However, whenever costs cease to be 
linear and inatead become f;pnctions of th~ problem va~·iables, a second 
order or higher objective function results. Quadratic programming may 
be applied directly to a-second order problem and.an ·exact solution 
obtained. For higher order problems, a solution may be obta"ined. with 
the objective function· under quadrati1c approximation.· Even for a 
" highly complex convex objective function, a very good.quadratic fit is 
,. 
often possible for the range of interest in the problem.· The solution 
b . . . . 
of a stochastic production smoothing pro~lem employing a mathematical 
-~ 
model developed by D·. R. Mikes [26] 9ffers· a good, example of the use:.. I 
ful. application of quadratic programming. For t~is problem we f~nd 
.· the optimum .of. a general convex objective function under linear 
·constraints an<t quadratic approximation. The convex objective function . 
~ . 
arises from the fact that demand is considered'to be a normally dis_-
realistic stipulation requires. the optimizatioh :of ·a .complex .convex 
f 
• .,,. . • ·r 
\ 
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expected value function. · . . 
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IV-A. - STATEMENT <P mE PROBLEM ,, .t. . 
-._ 
" 
Production smoothing techniques· seek the optimum balance among _,,_ 
' . 
'-----'~~-------- - -~- - - ----, ·--
.·~·,_·_ - . ' . - '' : .. - . - . --
·-- . 
' -___ . ·all factors involved in production with which t.bere is· associated ~a 
.J . .·.o• 
... ~ ·.- -. 
. , . ,.I . 
""- .. 
. I ;_ 
·v . 
., 
---, 1 .. -
) . j . 
. ff 
cost. ~~duction systems normally include the following cost factors: 
- -Hiring·, firing, overtime premiums, regular time wages, idle time, 
, ' 
· i,iventory _-storage, and inventory- shortage. If demand is constant for 
eacb production period, the optimal product~on· sche·duie, work force 
---- ---- -- -·-··---·-·,-·-·,-~-.,1~.,,-.,.-,_-:···· ........ , ..... ·--i'-., 
level and inventory levels can be determined by simple ma:_rgin~l 
. . 
arta.lysis. · For a deterministic but fluctuating demand, conventional 
' . 
marginal analysis becomes tedious if not impossible~ Such a problell! .~~, 
can be solved easily by linear programming techniques·. lf there are 
included in tne -problem additional .linear restrictions, such as a 
physical limit on the production capacity, size of work force, allowe1d 
,_ I 
·overtime, ·rate of hiring, etc., then the problem would become a 
·c·lassica·l linear programming production -:smoothing appliication. - For 
I 
such problems th& number of time periods in t-he future over which it 
is desired to smooth produc;:tion is cal led the planning horizon. The · 
deterministic demand levels projected ··for the planning horizon are 
I 
the output from some independent forecasting scheme. The linear_ 
I 
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-.------_ -·proceeds to solve the problem exactly to sev~ral decimal places·. - It 
c:.: 
:.,.· ,, 
" . 
~~~-----·-·->-~---- ____ , 2=~--~--="sneu1,1 ·b·e- -~b\,Iou:~i ·'that· these answers ·arii·--corr·ect only :t.o the ··exteiit-~=~- ---- : ___ : __ ::~~-=~~~~;-.:~~;=-
: / ~ . 
,. -~ :.._, .· 
l . ...._ 
----~--- -- ' -, -_ 
· that the forecasted demands· are_- accurate. In ~- real productipn 
en,,.ironment· past data would show that act,ual demand has some s_ort of· 
· distribution about the forecast. _ Recognizing t-his proble1D.; prqduct;ion 
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· "smoothing model solutions·· are either adjusted parametrically fo·r 
actual demand as it becomes known, or are computed over again for 
. each production pe?a~with adjustments made in the initial conditions 
l ~ to compe~sate for forecas·t errors':-· Neither attacks the problem 
· direct.ly . ,. 
. -
. "· 
... 
· ·The. production smoothing mod~l due to Mikes, h.y~othesizes a 
· , . 1, 
'C · 
I 
I 
· .· riorma11·y distributed demand about the forecast' as a mean, with a · 
standa.r(f. deviation baseq on past data or assumed at: some reasonable· 
value. · This rando111 variable is injected into the classical production 
. smoothing, formulation with the.result that the problem becomes one of 
minim_izing an objec.tive cost function which includes expressions for~ 
the expected cost of _inventory and for .. the expected cost of shortage,, '\ 
subject to the conventional linear constraints. r The mathematical 
solution to this problem .. resulted in a complex convex, function for· 
~ ~ 
these combined expected costs. The mathematical derivations and 
tabltrs for this function in normalized form are included by Mikes . in: 
_(26] .. This problem may be solved by convex separabl~ progra~ing 
~ -- - - ....... 
,; 
~- techniques with the- convex function under quadratic approximation. for 
: · ).the ra.nge of interest . The mathematical model is developed and 
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·. IV-B; MATHEMATICAL.MODEL 
·. 
,. -Ma!~ematical modeling involves the descriPtion in mathematical 1 ,· 
terms of a process or sys_tem: for which analysis or control· is desirea . . . ·~ . 
I . 
· ·such descriptions are rarely either entirely accurate or complete for. 
.'-.I 
•. ; 
.. ~--;~. 
1 . 
any number of reasons: (1) The degree of. control or analysis de-·. . 
r 
. s~red may require only coar:se estim~te_s; (2) precise mathematical de-I 
·- . 
:.i,,, 
~-' 
.scription may be impossible; (3) the size of the -model-,~may·be·-1imited; 
. { 
o-r. (4) the analysis technique itself may impose rather severe .. limi-
.,., 
. tations, e .g • , requiring 1 inear .. rel~ tionsh ips, convex sets, etc • · . 
. -· 
"; "' ~ .. Mathematical programming, is an analysis .tech~ique which optimizes a 
mathematical.objective function subject.to a set of mathematical 
constraints. Many industrial problems may be represented as maxi-
. mization (of profit) or minimization (of cost) problems,· subject to· 
sets of identifiable constraints, and for this reason mathematical 
pregPamming finds fruitful application in industry. . ·--- __ _. ___ .. -------------~ 
• • 
. ' .. : -~ - . . : .- ~ 
.. ,.i:;..---· ----- ____ , ___ ----- -- - ---· - ---. . . . ----·· --- . -·----- -- ------
·The basic prQduction smoothing model considered· --here is based on 
a model· due to Elmaghra.by [13], whi-ch is nbw being used in an · .. ' 
., 
industrial application. The.model directs the minimiz~tion of a total 
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_:_· ,~ts,. -f-i-ri-ng- ees-ts ,----a-nd--ip.ve-nt·ory··-carrylng -costs-~-- --Tlie~·constra:l.nt set ~ . • • '.. ~ ; ' • 
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\,._ 
equal to the total available in the period; (2) overtime hours-~re 
- . 
. I 
. 
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formul~tion. with. the result that shortage· does not appear ii>. this 
Production is then smoothed over ... the .. N <.periods .in the 
\ ·-· ,· ·.. ( . 
' . ' -
planning horizon· • 
. The ~ceding may be expressed mathematically as follows for •.• 
. 
. 1 
.n = 1, ... ,N:-
Minimize: 
'· 
·· Sub3ect. to: 
·, 
I 
) 
. ,. 
COST = Cr I: (x . +. X ) + co L y + ch I: u + n n . n n n. n n,. . 
. # ... 
j ! I 
I ' 
· C ~ V + C · ~ (P -R- ') 
__ \.. f ~: n -. I ~ n n_ 
X ' y. , - w ' ~ V ' V ~ -o n il n n n 
X ~ B'· W 
n ··· · n n 
- y ri . :S:. an w n 
·- . 
•,. ·. 
(l·) 
. ' 
i 
' ~. .. ', 
... 
(2)' 
(3) 
- ·- -- - . ------ -· ---. ·--· 
' < . 
C 
.: __ wn ... - w =··U \in 
·-:--
- -n-1 ! ·- n 
. -~ 
. \. -- . 
n j n I. r, P. j. ·• I ~ 
_E ._ ~j J ....... ,j=l J=l 
(4) 
with the symbols. identified a-s follows: 
i · .. - . 
,., 
.-~--'.-'· 
. :-~-~:',; 
n:U1 
· 1··.-.· . '.:.-.·.· •. - .. ·.·.-.···.-.·• .. ]. 
·.·>_·,·,. 
,-.:·: .. ' 
j· • 
1 
I. 
I. 
! -
l. 
l r· 1···.f 
I . 
i 
r I,·.·, 
·I·. 
! 
I f· C 
. !· 
[ 
l t· . 
I I -
.. !.· .. · .. 
- I 
' 1£ .. ·.· .. 
-
I [. 
f.: 
· --C · Cost per hour o· f re· gu lar t1·~ me ·-1,..a-ge s ./!I --- _ _,___.....,. ___ -- .. -- ~ ~--------~---~-...-...~-· ~· ... ~- ..... - -·- - -- -~..-µ...r::.---__ ,,1._ • ------ ·- .---. :. ..... . .. . .-· --·- . . . . - :· ···- ,ff Q- . . - . T ··-- I -
. ··r 
J_·_. 
- -.· . . . - . . I .. 
C 
0 -
r ··. 
I Cost per ~-~r of overtime w~ges -. ; · .. .-. .. 
-~ f 
~-----------'--=-·-----'-'-... -=-=;=c~~~- =~- _-:---~--,';--,~-- -- ____ , ----{ · ·· __ -- ---: -·--~----· .. :-~ · ·· .-· _ _-:·· -.·- -- _.Ctr - --. Cost of hiring one man ~~~-"-- __ ,) . .. _._=_. __ :: .. =_ .. _ =_._ . = .. _·--==,·-----~,--_--.-. '.:..c.._.,.-= .• _= ___ :~-·-_···=·. ==---. \ -- f 
-······ .' .. 
I' : ... - ·cost'' of firing . qne man 
·-CI . . r 
. . 
- ·· . Cost per period of carrying one hour .. of product'i.on·~ ln --
~· ,• 
. - .. 
. L -i .. · .~ ,·-
i ' I .. 
I 
ij 
~· 
~ . g. 
il .. 
~ . ·,.!_,ii. - ·_.-,,, . . ;., . ;I 
i:: . ;; . 
J • 
.. ' 
inventory 
' .·:.- r., 
I -
' .; . 
··\ .. ' 
··., /. -.. 
., 
.\ 
- -- - ""'- . ' ~ -,,.....,- ~·· . 
.... 
--. _.- . 
•• 
.. 
.... 
. i •.. 
I 
. , 
... \. 
. { 
. · '-)' 
·-----,- - -- - ._ ----. --··---:-: ·.-...-·_· - -
I 
':····\ . 
;, .. , . . ~··'c~t 
Or 
. ... 
~-- --~---..--.--•, 
} . 
;; .;!·, :. 
l· ;\ \~::· 
' ~ \ \ 
1 
: :I 
. t . 
• I • 
)1: 
'j: ... I\ 
I '/', 
. j 
{:; 
li;j . 
. ' 
·-..... ,':" 
./ 
f 
· .. , 
.. L. 
(Y 
.. 
....,,_-----~~----"------
·, 
.. ·C 
.· s 
·-
. . .
.. i" 
y 
. . n 
·, Un 
V 
... 
n .. 
. 
R 
n 
Bn 
,.. 
.. Bn 
N ·." 
• J . 
.r' 
I 
. , . 
,\ 
-- ·Cost. per p~riod of_ one product ion hour of inventory.~ . 
shortage 
. -
-
Regular bpurs of production· in period n !1 . ---~ .• -· ·~ . 
(. -
.1 
Unused regul~r hours (idie time). in period· n 
. I 
• 
-
Overtime hours of pr_oduction in period n 
·o 
.. I 
\ 
- #Hiring at the·beginning of period n 
- ~iring at the beginni_p.g of-period n 
--~ 
,• 
- Forecasted dema~d. for nth period in hours .. of production · 
(•1 
r' 
- Regular hours of production. av·ail~bl~eriod n .. 
- , Fraction of regular hours to. which overtime is 1 imi ted 
- ~Number of periods In planning horizon 
-
,a 
xn + y- (hours of production. in ·period n) n . 
. ·_,.,._ ' 
... 
. f 
' 
l 
i 
! .. 
---. -1 • 
! . 
I 
' . I 
i 
./~i 
·. / ~ 
<~ 
~-
" . 1 
t 
I 
I 
I 
I 
[ ' 
i : 
t 
I . 
! 
I 
I 
I • 
I 
l •,J 
, .. · As we -mentioned before, this model is unre:list'ic in two respects: '_.d 
I . 
!. 
i 
I i . 
·1 
•· 
-~. 
(1) . The demand forecasts are treated as i_f tliey are· in fact the 
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--~ ··---- ·-····-·-···---··"---,··---The graph for this function is shown· in F'igure -11 for several values of 
R-. This family of curves is a well-behaved · set of conv,ex functions 
and lends itself very nicely to convex· separable programming ter~.hniques 
as we will show in the next section. 
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IV-C; $01,tTrlON UNDER QUADRATIC APPROXIMATION 
-, The stochastic 'producti.on S1oothing model· which was develofqd in 
• 
the preceding sec·t1on consists of .a complex convex objecti-ve function 
~ (···· 
which is to b.e · ·minimized subject_ to a set of linear· constraints: 
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For· solution -under quadratic approximation the problem must be 
.expressed in the following format, usirig matrix nota-tion: 
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be obtained for reasonable :r-anges·of interest in Z. If·the variable 
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Z is to be used in the objective function, the.constraining·equations. 
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.· The'. on~y symbo_~ not pr~viously defined is Za which is 11he. Z value 
dictated by·the.confidence level~. The· model requires 7- variables 
and 5 constraints for each of the N periods of the pla~ing horizon. 
. . I 
If a confidence level of .50 wer·e specified with a corresponding Za = O, 
the last constraint could be dropped, since non-negative v_ariables a:re 
automatically sptecified in any program~ing.code which would be employed. 
This quadr~tic- fit to. the ~riginal problem (1) - (5) seems to be a 
.\ 
· more direct and .compact approac·h than are other convex programming· 
~ecbniques which might have been: employed S\J..Ch as piecewi-se 
' .1-l 
···lirtearizatio~ method-a or gradient methods. ~ Direct comparisons are not 1 ' 
~vaila.ble · at this ti:me. The quadratic model is planned for use 1iln the 
near fut.ure as a research vehicle t·or. evaluation studies. o· 
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. V •. ·· CONCWS IONS 
' ' 
... 
· Quadl2r&rtic programming ·has. been defined to be the optimization of 
I . 
. '
a convex quadratic objective function subject to linear constraints . 
" 
· It is possible to apply general convex prograDlllling techniques to this 
• problem, and· al.so" to. reduce it to a convex" separable- piecewise. 1 inear 0 
problem amenable to linear programming solution. 
·' \...._ However, the quadratic 
cas~ is unique among· non-liµear programming problems.- The. linea·r nature· 
of. the objective function partial derivatives gives rise to a thepr.y 
l., 
' ') 
. important in its own right in that an exact ·siiblution may be obtained, 
' 
as in 1 inear programming, by -linear_ methods . ,,. 
Many algorithms- have been developed fol"·" quadratic programming. 
• They,c are grouped into three major classifications determined by their I . 
:ijasi~ attack.on the problem: (1) gradient methods, (2) binding 
; 
·<;onstra.int methods, and (J) :simplicial methods. The gradient method 
. ·/ 
·is obsolete for quadratic programming, having been superceded by 
improved techniques~ The binding constraint methods seem to offer· 
considerable potential in certain limited' applicatiOI,lS, but all of 
, 
. 
'.:i.;;,."·-· 
-:, ' 
. them .have significant d-isadvantages when evaluated for general use. 
" None are presently available.in a program package for use on a computer. 
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Hand calculations suffice for.simple problems, but this limits the 
, ' 
.. _. . .. -.:-,. ~~·,-----
.I 
.. '• 
•) 
restrictions on the probl~m and ,~e available as program packages for 
. 
use on a computer. Th~'most recent ·code is RSQPF4 based on Dantzig's ' . ' 
· : algqrithm, soon to be released to SHARE by the RAND Corpo~atiQn-, .... fo.~-----···-·---~---~·-----~-
- R 
The uti?t.y ,of· this code "se on the IBM 7094. " is superior to all 
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others due to its large capacity. and·. improved colilputiltionai efficiency. 
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'·The solu1tion to a stochast.19 production smoothing problem y,h~re· • · 
• 
-! 
d~mand ~s considered to be a .ra_ndom variable may be obtained under \_ 
quadratic approximation by directly employing the _quadratic model.·_ 
d~veloped in Section IV-C jn a quadratic prOgr~niming code such as 
' RSQPF4. Quadratic prog~~mm.ing in this application is a .more direc-t 
:: 
,I ' ·. J .. 
solution technique than others which might have been-employed. The 
.... 
use of quadratic programming as a solution technique for a wide 'range 
' . 
' \ 
of industrial optimization problems may offe1· significant advantage.s 
over those techniques presently employed. In any case its use should 
certainly be considered when appropriat~ • 
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