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Abstract. We investigate the impact of thermal velocities in N-body simulations of structure
formation in warm dark matter models. Adopting the commonly used approach of adding
thermal velocities, randomly selected from a Fermi-Dirac distribution, to the gravitationally-
induced velocities of the simulation particles, we compare the matter and velocity power
spectra measured from CDM and WDM simulations, in the latter case with and without
thermal velocities. This prescription for adding thermal velocities introduces numerical noise
into the initial conditions, which influences structure formation. At early times, the noise
affects dramatically the power spectra measured from simulations with thermal velocities,
with deviations of the order of ∼ O(10) (in the matter power spectra) and of the order
of ∼ O(102) (in the velocity power spectra) compared to those extracted from simulations
without thermal velocities. At late times, these effects are less pronounced with deviations
of less than a few percent. Increasing the resolution of the N-body simulation shifts these
discrepancies to higher wavenumbers. We also find that spurious haloes start to appear
in simulations which include thermal velocities at a mass that is ∼3 times larger than in
simulations without thermal velocities.
Keywords: cosmology: theory, warm dark matter – methods: N-body simulations.
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1 Introduction
Although the cold dark matter (CDM) paradigm successfully reproduces the observed struc-
ture of the Universe on large and intermediate scales, several studies have suggested tensions
between pure CDM predictions and observations on small scales (for a recent review of the
small scale problems in CDM see [1]). CDM haloes display central density cusps in N-body
simulations [2–4]. Such profiles are strongly excluded by the observed small scale dynamics
of some spiral galaxies, which in turn seem to prefer a constant DM distribution (core) in the
center [5, 6]. The “missing satellites” problem is another small scale issue. This refers to the
large difference between the number of satellite galaxies observed in Milky Way-like galaxies
and the number of subhaloes in CDM simulations [7, 8]. It is unclear if this problem is really
due to an absence of small structures or rather that these structures are “dark” haloes which
contain no visible galaxies and hence are not detectable directly. Several solutions have been
proposed to ameliorate these shortcomings within the CDM paradigm, e.g. by taking into
account baryonic physics [9–12]. The absence of massive subhaloes in the Milky Way could
be also interpreted as an indication that the MW halo is less massive than is commonly as-
sumed [13]. In any case, the observed lack of small structures implies that galaxy formation
takes place in the most massive MW subhaloes, but when we look at these structures they
appear less dense than expected in CDM simulations. This is the so-called “too big to fail”
problem, first identified by [14], although this issue can also be resolved by invoking baryonic
physics [12].
The difficulties facing CDM have renewed interest in alternative DM scenarios that dis-
play less power on small scales. These scenarios are commonly grouped under the name of
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“non-cold” dark matter (hereafter nCDM). The physical mechanisms leading to the suppres-
sion of the gravitational clustering on small scales depend on the particular particle produc-
tion process, but usually nCDM candidates are characterised by either non-negligible ther-
modynamic velocity dispersion [15–28], interactions (DM interacting with standard model
particles such as neutrinos or photons [29, 30] and self-interacting DM [31]) or pressure terms
from macroscopic wave-like behaviour (e.g. ultra-light axions [32]). These features introduce
a characteristic scale below which the density fluctuations are erased. For example, the main
consequence of the presence of a non-vanishing velocity dispersion is free-streaming: the par-
ticles cannot be confined into regions smaller than the free-streaming length, λfs ∼ σ/H,
where σ is the particle velocity dispersion, so that density perturbations are damped on scales
below λfs and a cut-off appears in the linear matter power spectrum. The shape of the matter
power spectrum and the position of the cut-off depends on the velocity dispersion σ, which
in turn depends on the particular velocity distribution of the particles. The free-streaming
is a feature which is common in collisionless fluids with non-negligible velocity dispersions,
e.g. active neutrinos (see e.g. [33]) exhibit such behaviour1.
Several nCDM models have been proposed in which candidates have non-negligible
thermodynamical velocities. The simplest scenario is the so-called thermal warm dark matter
(WDM), where DM particles are in thermal contact with the primordial bath, decouple
when still relativistic, and enter the non-relativistic regime deep into the radiation-dominated
period. This mechanism ensures that the particles have a Fermi-Dirac (if the particles are
fermions) momentum distribution, which leads to a simple relation between the particle mass
and the free-streaming length λfs, and a distinctive cut-off in the matter power spectrum
[15–18]. The Lyman-α forest has proven to be a powerful tool to constrain the mass of the
thermal WDM candidates, suggesting a mass of mWDM & 3.3 keV [36] (although a recent
analysis pushes the limit to slightly higher masses mWDM & 3.5 keV [37]). These constraints
on the mass are strictly valid only if all the DM sector is in the form of thermal WDM
particles. Mixed scenarios (thermal WDM + CDM) are also possible. In these models only a
fraction of the dark matter is in the form of WDM, while the remaining fraction behaves as
standard CDM. Such models do not display the sharp cut-off in the power spectrum that is
characteristic of a pure WDM model since the CDM fluctuations are present on small scales
[38]. Constraints on mixed DM using Lyman-α forest have been found in [38].
keV sterile neutrinos are another class of nCDM candidates, which are well motivated by
particle physics theories (see [39] for a summary of the cosmological impact of these particles).
Their mixing with active neutrinos offers a possible mechanism for producing a primordial
abundance of such particles. Moreover, sterile neutrinos νs produced via mixing can decay
radiatively via νs → νa+γ, where νa is an active neutrino, leading to a monochromatic X-ray
line. The mass and the mixing angle of these particles can then be constrained by searching
for decay signals in the X-ray spectrum [20, 39]. The production mechanism via mixing can
be non-resonant (“Dodelson-Widrow”) [19–21] or resonantly (“Shi-Fuller”) enhanced by a
lepton asymmetry in the early Universe [22–24]. However, a pure non-resonant production
mechanism of keV sterile neutrinos is in conflict with the current astrophysical constraints
from the Lyman-α and X-rays [36, 39]. Resonantly produced sterile neutrinos are more in line
with observations and can potentially explain the recent (although controversial) detection
1
CDM candidates such as WIMPs also display a cut-off in the power spectrum due to free-streaming
or to interactions in the early Universe. Since such particles are heavy and interact weakly with Standard
Model particles, the suppression scale appears at very small masses (between 10
−12
h
−1
M and 10
−4
h
−1
M
depending on the parameters of the model [34, 35]).
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of a 3.55 keV X-ray emission line [40, 41]. However, such neutrinos are constrained to a very
narrow range of masses 7 ≤ ms ≤ 36 keV and lepton asymmetries larger than 15× 10−6 (at
95% CL) [42], and they are completely disfavoured when including constraints from Lyman-α
forest [43]. Another possibility is that keV sterile neutrinos can be produced via the decay
of a hypothetical parent particle in the early Universe [25–28]. The initial parent decay
production can be followed by a non-resonant production [44]. This case is similar to a mixed
DM scenario since there is a colder velocity component (spectrum from decay production) and
a warmer velocity component (Dodelson-Widrow production). Sterile neutrinos produced by
mixing or by particle decays have non-thermal distributions and cannot be treated in the
simple framework of thermal WDM particles. Indeed, in some of these models, the sterile
neutrino momentum distribution deviates significantly from Fermi-Dirac, so that, unlike
thermal relics, the matter power spectrum cut-off is not a simple function of the mass.
Consequently, keV sterile neutrinos can act as warm or cold DM depending on the model
thus eluding the mWDM & 3.3 keV Lyman-α constraint found in [36, 37] (which consider
only matter power spectra from thermal WDM distributions). The very specific shape of the
matter power spectrum has to be taken into account to constrain each (non-thermal) model
using the Lyman-α forest. Another way to constrain non-thermal models using the Lyman-α
forest has been proposed in [45].
If DM is in the form of nCDM candidates, it is important to investigate how the pre-
dictions for structure formation differ in such models from those forecast in standard CDM.
N-body simulations have proved to be a powerful tool to follow the evolution of the structure
in the CDM scenario and can also be used to study the effects of the damping on small scales
in nCDM. However, the difference between nCDM candidates, such as thermal relics or ster-
ile neutrinos, and CDM is not only in the shape of the linear matter power spectrum, but
also in the presence of non-negligible thermodynamical velocities for nCDM. Indeed, when
running a simulation of structure formation, the starting redshift is generally chosen to be at
a reasonably high value, to ensure that all of the scales we are interested in are well within
the linear regime. If we start at z = 199, for a typical simulation the gravitationally-induced
velocities (generally called peculiar velocities) are around or below vpec ∼ 10 km/s. CDM
candidates have negligible thermodynamical velocities respect to the peculiar velocities vpec
at the redshift considered, and so their thermal velocities can be safely neglected. This is
not always the case for nCDM candidates, e.g. for a thermal WDM candidate with mass
of 3.3 keV, the thermal velocity dispersion is of the order σtherm ∼ 2 km/s at z = 199 [15].
So, thermal velocities are non-negligible and should be taken into account in the simulations.
However, numerical simulations of nCDM are usually initialised by taking into account only
the cut-off in the linear matter power spectrum, while thermal velocities are not explicitly
included (see e.g. [15, 45–52]). This is because thermal velocities are assumed to have no
influence on the halo mass function at late times so long as the mass resolution of the N-body
simulation at the starting redshift is well above the Jeans mass of the warm particle fluid
[48] (if a simulation belongs to this class, we say that the Jeans mass criterion is satisfied).
Another argument that is often invoked to justify neglecting thermal velocities in N-body
simulations concerns the distance travelled by particles free-streaming due to their thermal
motions over the duration of the calculation, which is e.g. around a few kiloparsecs for ther-
mal WDM candidates with masses around a few keV [46]. If this length is smaller than the
mean-interparticle separation in the simulation, thermal velocities are neglected since free-
streaming only influences scales that are not well resolved in the simulation (if a simulation
belongs to this class, we say that the free-streaming length criterion is satisfied). Anyway, ne-
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glecting thermal velocities remains an approximation which we test here. The only physical
effect expected when introducing primordial thermal velocities is a “phase-packing” limit,
which prevents the density in the central regions of the haloes from increasing arbitrarily
(producing a central core) [53–55], but for values of WDM candidate masses compatible with
the upper limits from the Ly-α forest [36, 37], the cores are only a few parsecs in size and
therefore are not relevant astrophysically [54, 55]. However, there are other models in which
thermal velocities cannot be easily discarded, e.g. in the case of composite DM simulations,
in which there are two DM components (e.g. the simulations of CDM + massive ν discussed
in [56–58]). Our aim here is to assess the impact of including thermal velocities in simulations
of structure formation in thermal WDM, using the standard technique described below, to
see if this affects the range of scales on which the simulation results are accurate.
A common approach used to implement thermal velocities in N-body simulations con-
sists of adding the physical thermal velocities to the gravitationally induced peculiar velocities
of the simulation particles in the N-body initial conditions (ICs) [38, 54–62]. The subsequent
evolution of structure will then follow both sources of the velocity field2. This approach is also
used in galactic dynamics, where the fluid is made up of stars. In this case it is well known
that ignoring the stellar velocity dispersion produces gravitational instability (see e.g. [64]).
Simulations of galactic dynamics are performed by adding a stellar velocity, drawn from a
distribution, to the simulation particles. However, as pointed out by [56, 57, 59, 60] (see also
the discussion in [50, 51]), the above approach of adding thermal velocities in the ICs can
introduce a new source of numerical error. Indeed, since a simulation particle contains a huge
number of physical particles3, the net thermal velocity has to be zero if the thermal velocities
of physical particles are drawn from a distribution without a preferred direction. [59] pointed
out that the numerical noise can be reduced by choosing a lower (z ∼ 40) redshift at which
to generate the ICs. However, a detailed study of how the noise affects the formation and
the evolution of the structures has not been carried out before.
Our aim is to perform a comprehensive study of the effects of thermal velocities in N-
body simulations for the simplest scenario of thermal WDM where the velocity distribution
is Fermi-Dirac4. Using the approximation of assigning thermal velocities to the simulation
particles, we quantify the impact of the numerical noise by analysing the matter and velocity
power spectra measured from simulations at different redshifts. We also show how these
numerical artefacts can affect halo properties such as the halo mass function and radial
density profiles. In particular, we derive a new mass cut-off below which spurious haloes
dominate in simulations with thermal velocities. Note also that the non-thermal production
of sterile neutrinos produces, in general, colder velocity spectra than thermal WDM. For this
reason, our results can be considered as an upper bound on the impact of thermal velocities
in sterile neutrino models.
2
A different approach to simulate gravitational evolution of collisionless WDM particles has been recently
proposed in [63].
3
Simulation particles are always many orders of magnitude more massive than physical particles, e.g. in
our simulations the simulation particle mass is around 10
7
h
−1
M, while the warm particle mass is of the
order of keV ∼ 10−63 h−1M. So each simulation particle is made up of around 1070 physical particles.
4
We stress here the fact that our simulations of thermal WDM satisfy both the Jeans mass [48] and the
free-streaming length criteria [46], so, in principle, we can also apply the approximation of neglecting thermal
velocities. However, since we are interested in quantifying the effects of the noise introduced in the simulations
when adding thermal velocities, we will take into account thermal velocities with the justification that at the
initial high redshift, zini = 199, at which the ICs are generated, thermal velocities are comparable with peculiar
ones.
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The paper is organised as follows. In Section 2, we measure velocity power spectra for
ICs generated at z = 199 for WDM simulations, quantifying the source of the noise introduced
by the thermal velocities in the initial conditions. We run a series of WDM simulations with
thermal velocities varying the number of particles, box size and the physical WDM particle
mass, in all cases extracting velocity power spectra and comparing with WDM simulations
without thermal velocities. Section 3 is devoted to the evolution of the ICs at z = 199 up
to z = 0, showing how the noise in the ICs propagates through to subsequent times. We
also discuss the possibility of reducing the numerical noise by generating the ICs at a lower
redshift, z = 39. In Section 4, we explore how haloes are affected by thermal velocities,
focusing on the halo mass function and radial density profiles of haloes.
2 Thermal velocities and initial conditions
This section explores the impact of thermal velocities in the N-body initial conditions. First,
we introduce the WDM model chosen for our analysis. Then, we describe how to generate
N-body initial conditions for such a model. Finally, we measure velocity power spectra from
simulations which include thermal velocities and compare the results with simulations which
ignore thermal velocities.
2.1 The model
We choose for our analysis the so-called thermal WDM scenario. In this model, a non-
standard fermionic species with mass mWDM is in thermal contact with the primordial bath,
decouples when still relativistic and enters the non-relativistic regime deep into the radiation-
dominated period [15, 17]. Since this component freezes-out when relativistic and in thermal
contact, the functional form of the momentum distribution remains Fermi-Dirac after decou-
pling,
fWDM(p) =
1
ep/TWDM + 1
. (2.1)
The temperature redshifts as TWDM ∝ (1 + z) and its present value can be related to the
present neutrino temperature T 0ν as [17],
T 0WDM =
(
Ω0WDM h
2
mWDM/94 eV
)1/3
T 0ν ,
where Ω0WDM is the present day fractional contribution of WDM in units of the total (critical)
density of the Universe ρ0c ≡ 3H20/8piG and h ≡ H0/(100 km/s/Mpc) is the dimensionless
value of the Hubble constant. We make the extra assumption that all the DM sector is in
form of WDM, i.e. Ω0WDM = Ω
0
m ∼ 0.3, where Ω0m is the present day total contribution of
the DM in units of the critical density. When WDM particles become non-relativistic, their
thermal velocities remain a Fermi-Dirac distribution with rms velocity of the form [15],
σtherm ≡
√〈
v2therm
〉
= 0.0429
(
Ω0WDM
0.3
)1/3(
h
0.7
)2/3( keV
mWDM
)4/3
(1 + z) km/s. (2.2)
For the model discussed in this section, a parametrisation of the linear power spectrum
of density fluctuations exists [15], which we will use throughout. This parametrisation can
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be written in terms of a transfer function relative to CDM, T 2(k) ≡ PWDM(k)/PCDM(k):
T (k) =
(
1 + (αk)2ν
)−5/ν
, (2.3)
where
α = a
(
Ω0WDM
0.25
)b(
h
0.7
)c (mWDM
keV
)d
, (2.4)
and
a = 0.049, b = 0.11, c = 1.22, d = −1.11, ν = 1.12,
as computed in [18]. More accurate power spectra for more general non-cold DM models can
be generated using Boltzmann codes such as class [65, 66].
The characteristic scale at which the cut-off in the WDM power spectra occurs can
be defined through the half-mode wavenumber khm. khm is the wavenumber at which the
transfer function T (k) falls to 50%. Given the parametrisation in eq. (2.3) for T (k), we have
khm =
1
α
(
2ν/5 − 1
)1/2ν
. (2.5)
2.2 The mass of the WDM candidates
Thermal WDM with a particle mass around a keV has a free-streaming characteristic length
of the order of dwarf galaxy scales, so candidates with such masses can solve the missing
satellite problem [15–18]. The strongest constraints on the free-streaming length of DM
particles come from the Lyman-α forest. The Lyman-α forest is a series of absorption lines
in the spectra of distant quasars due to the inhomogeneous distribution of the intergalactic
medium (IGM). These lines can be used as a measure of the matter power spectrum on
scales 0.5h−1Mpc < λ < 100 h−1Mpc over a range of redshifts 2 < z < 6 [18, 36, 37].
The current constraints on thermal WDM using the Lyman-α forest suggest a mass5 of
mWDM & 3.3 keV [36]. However, the Lyman-α forest does not probe directly the DM power
spectrum, but rather that of the neutral hydrogen. The neutral hydrogen gas does not
necessary follow the distribution of DM, since the process of reionisation heats the hydrogen,
preventing it from clustering at small scales [67]. To translate the results from the Lyman-α
forest to constraints on the DM power spectrum, a crucial parameter is the temperature of
the IGM. However, the IGM temperature is not precisely known, so some approximations
are made in the literature, depending on which the constraints on WDM particle mass can
vary. Indeed, the mWDM & 3.3 keV mass bound can be relaxed to mWDM & 2 keV by
changing the assumptions about the IGM thermal history [36] (see also [68], in which the
authors have re-analysed the Lyman-α forest spectra considered in [36]). Motivated by
the above discussion, whilst the assumptions about the thermal history of the IGM remain
controversial, we choose three benchmark values for the WDM particle mass in our analysis:
mWDM = 2 keV, mWDM = 3.3 keV and mWDM = 7 keV (which will be our coldest WDM
candidate).
In figure 1(a), we plot the linear matter power spectra using the parametrisation in
eq. (2.3) for the three WDM masses chosen. The CDM power spectrum is also shown for
5
A recent analysis pushes the limit to slightly higher masses mWDM & 3.5 keV [37].
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Figure 1. (a) Linear theory matter power spectra at redshift z = 199 for CDM and three WDM
models with masses mWDM = 2, 3.3, 7 keV as labelled. (b) Squared transfer functions T
2(k) ≡
PWDM/PCDM(k) for the three warm candidates. The dotted black horizontal line represents the
scale at which the transfer function is suppressed by a factor of two. The intersection between the
transfer function and the horizontal line defines the half-mode wavenumber khm. The WDM spectra
are generated using the parametrisation in eq. (2.3).
comparison6. In figure 1(b) we plot the square of the transfer function T (k), together with
6
The CDM power spectrum is generated using the code class [65]. The values of the cosmological pa-
rameters are given below. The DM contribution is Ω
0
mh
2
= 0.120, the baryonic contribution is Ωbh
2
= 0.023,
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mWDM L N kNy WDM-novth WDM-vth zini Evolved 
(keV) (h
−1
Mpc) (h Mpc
−1
) (h
−1
kpc)
2 2 512
3
803.8 X X 199 × -
2 25 512
3
64.3 X X 199 X 1.22
3.3 2 64
3
100.5 X X 199 × -
3.3 2 128
3
201.0 X X 199 × -
3.3 2 256
3
401.9 X X 199 × -
3.3 2 512
3
803.8 X X 199 × -
3.3 10 512
3
160.8 X X 199 × -
3.3 25 512
3
64.3 X X 199 X 1.22
3.3 50 512
3
32.2 X X 199 × -
3.3 25 512
3
64.3 X X 39 X 1.22
7 2 512
3
803.8 X X 199 × -
7 12 512
3
134.0 X X 199 X 0.58
7 25 512
3
64.3 X X 199 X 1.22
Table 1. Summary of the simulations performed. mWDM is the physical mass of the WDM candidate.
L and N are the simulation box length and the number of simulation particles respectively. kNy is the
Nyquist frequency. WDM-novth refers to simulations which ignore thermal velocities, while WDM-
vth refers to simulations which include thermal velocities. zini is the redshift at which the ICs are
generated. The checkmarks (X) in the column “Evolved” indicate the simulations which have been
evolved up to z = 0. For the ICs which have been evolved, we also show the gravitational softening
length .
the half-mode wavenumber khm (see eq. (2.5)) for each of the WDM candidates.
2.3 The simulations
In order to take into account thermal velocities in the N-body simulations, the initial con-
ditions (ICs) for running cosmological simulations have to be modified accordingly. We use
the numerical code 2LPTic [69], which provides ICs based on second-order Lagrangian per-
turbation theory. 2LPTic can generate the ICs for thermal WDM models, taking as input
the thermal WDM mass mWDM and computing the corresponding T (k) from eq. (2.3). The
code also contains a module for adding thermal velocities, following the approximation used
in [38, 54–62]. The thermal velocities for simulation particles are randomly picked such that
their magnitudes obey a Fermi-Dirac distribution with a dispersion given by eq. (2.2), while
the directions satisfy a uniform distribution in the 4pi solid angle. The addition of thermal
velocities to peculiar velocities is done using a simple velocity addition law.
We run 2LPTic for the three WDM candidate masses mentioned above, mWDM =
2, 3.3, 7 keV. For each mass, we consider two types of WDM simulations, (i) WDM simulations
without thermal velocities (which we call WDM-novth) and (ii) WDM simulations which take
into account thermal velocities in the ICs (referred to as WDM-vth). Our analysis consists of
generating ICs for these two types of simulations, varying the number of simulation particles
N and the length of the box L. For each pair {N,L}, the Nyquist frequency of a simulation
is kNy ≡ pi(N1/3/L) (this specifies the value up to which we can trust the P (k) estimate
using an FFT and the scale down to which a clustering signal can be imposed due to the
mean inter particle separation).
the dimensionless Hubble constant is h = 0.6726, the spectral index of the primordial power spectrum is
ns = 0.9652 and the linear rms density fluctuation in a sphere of radius 8 h
−1
Mpc at z = 0 is σ8 = 0.81.
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The ICs are generated at the initial redshift zini = 199, when the thermal velocity
dispersions are, see eq. (2.2),
σtherm ' 3.4 km/s for mWDM = 2 keV,
σtherm ' 1.7 km/s for mWDM = 3.3 keV,
σtherm ' 0.6 km/s for mWDM = 7 keV.
These are non-negligible with respect to the peculiar velocities, which are of the order of
vpec ∼ 10 km/s at z = 199. We have run an additional simulation with a lower initial
redshift zini = 39 to test the impact of the initial redshift on the results; we postpone a
discussion of this to Section 3. In Section 3 we have also evolved some of the ICs up to z = 0,
using the publicly available tree-PM code Gadget-2 [70]. The gravitational softening length
 is set to be 1/40-th of the mean interparticle separation, L/N1/3. Further details of our
simulations are listed in table 1.
2.4 Velocity power spectra measurement
In order to quantify the effects of thermal velocities in WDM-vth, we measure the matter
and velocity power spectra from the simulations. However, because in the initial conditions
thermal velocities are implemented only in the velocity sector, by default the matter pertur-
bations in the initial conditions are not affected. Instead, the effect of thermal velocities on
the matter distribution only becomes apparent after at the first time step and through the
subsequent evolution. As in this section we are interested only in the ICs, we shall focus on
the velocity power spectra extracted from the ICs. The velocity (divergence) power spectra
are defined as [71],
Pθθ(z, k) =
1
(a(z)H(z)f(z))2
〈
θ2~k(z)
〉
, (2.6)
where θ~k(z) is the Fourier transform of the velocity divergence θ(~x, z) ≡ ~∇ · ~v(~x, z) and
f(z) = d lnD+/d ln a, with D+ linear growth factor and a scale factor. Remember that the
matter power spectrum is
Pδδ(z, k) ≡
〈
δ2~k(z)
〉
, (2.7)
where δ ≡ δρ/ρ¯ is the matter overdensity. So the normalisation in eq. (2.6) is useful since
in linear regime θ = −aHfδ and the velocity power spectrum is equal to the matter power
spectrum, Pθθ = Pδδ. For this reason, we can compare the velocity power spectra measured
from simulations directly with the matter power spectra specified by the fitting formula in
eq. (2.3).
Extracting the velocity field from a N-body particle distribution is more challenging than
constructing the matter density field, due to the non-additivity of the velocities7. Indeed, as
pointed out in [71], applying the standard methods used to estimate matter power spectra will
not always give the expected results when we consider velocity power spectra. This is mainly
because the standard methods usually use a grid-based scheme, in which the simulation box
is covered by a grid. At each vertex a value for the matter density (or momentum density),
is calculated using some mass assignment scheme (e.g. nearest grid point, cloud in cell,
7
The non-additivity of the velocities refers to the fact that the net (center-of-mass) velocity of a set of
particles is not the sum of the particle velocities ~vi in the set, but is instead the mass-weighted average,
~vnet =
∑
i wi~vi, with wi = mi/M , where mi is the mass of the i-th particle and M =
∑
imi.
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triangular shaped cloud), in the form of a weighted sum of the masses (or momenta) of
the particles near each grid vertex (see e.g. [72]). Usually, the velocity field is obtained by
averaging the particle velocities near each corresponding grid vertex. Thus, in order to assign
a velocity field value at each vertex, we need first to assign the momenta and then divide it
by the mass density at the same vertex. The limitation of the method is clearly due to the
0/0 divergence caused by empty grid cells, in which there could be no particles at all and
then the momenta and mass density both add to zero.
As suggested in [71], an alternative way to measure the velocity power spectra is to
use the Delaunay Tessellation methodology [73]. The Delaunay Tessellation for a set of
points p distributed in a 3D space is the set of tetrahedrons (where each vertex is a point
of the set) whose circumscribed sphere contains no points other than the four that generate
the tetrahedron (and that lie on its surface). This construction is unique. The velocity at
the general coordinate ~r = (x, y, z) inside a tetrahedron can then be inferred using a linear
interpolation between the velocity values at the 4 vertices of the tetrahedron. In this case
when we split the box into cells, we avoid the singularities, since the cell will be contained in
at least one tetrahedron. The velocity associated with each grid vertex is computed as the
average (in volume) given by all Delaunay tetrahedra contained in the grid cell corresponding
to such a point [71]. In this way, the only way to have zero velocity field in a given grid point is
a zero mean among all the tetrahedrons contained within the corresponding cell. Throughout
we will use the publicly available DTFE code to estimate velocity power spectra, which
implements the Delaunay tessellation approach [74].
2.5 Results and discussion
Figure 2 shows the velocity power spectra measured from some of the simulations in table
1. In the first panel (figure 2(a)) we show the results for simulations with box length L =
{50, 25, 10, 2} h−1Mpc, whilst fixing the number of particles at N = 5123 for mWDM = 3.3
keV. On one hand, we see that all the velocity power spectra from WDM-novth tend to agree
well with the linear theory power spectra. The agreement extends to higher wavenumbers
when decreasing the box size as expected since the mean interparticle separation, L/N1/3,
goes down and consequently kNy acquires a higher value. On the other hand, the velocity
power spectra extracted from WDM-vth deviate strongly from WDM-novth (and from linear
theory predictions), and show an upturn at small scales. These deviations are numerical
artefacts since they are pushed to higher wavenumbers for smaller boxes.
In figure 2(b), we show the velocity power spectra for simulations with varying number
of particles N = {643, 1283, 2563, 5123} in a fixed box of length L = 2 h−1Mpc. As we
can see also in this case WDM-vth deviates from WDM-novth at high wavenumbers. These
deviations tend to appear at higher wavenumbers for larger N , confirming the previous
statement that the deviations are due to numerical noise.
The thermal velocity dispersion depends on the mass of WDM (see eq. (2.2)). So we
expect that the impact of thermal velocities on the ICs will vary with mWDM. Figure 2(c)
shows how the behaviour changes by varying mWDM, while fixing the number of simulated
particles at N = 5123 and the box length at L = 2 h−1Mpc. As we can see, increasing
the mass (reducing the thermal velocity dispersion) reduces the deviations due to the noise
in WDM-vth and shifts the discrepancies to higher wavenumbers. For the most massive
candidate (mWDM = 7 keV) there is agreement between WDM-vth and WDM-novth up to
k ≈ 170 h/Mpc, while for the lightest mass (mWDM = 2 keV) the power spectrum from
simulations with thermal velocities starts to disagree at k & 40 h/Mpc.
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Figure 2. Velocity power spectra measured from ICs for WDM-vth (triangles) and WDM-novth
(dots). The different panels show how the spectra change when varying (a) the box length L, (b)
the number of particles N and (c) the mass of WDM mWDM, while fixing the other parameters. We
normalise the velocity power spectra such that Pθθ = Pδδ (see eq. (2.6)), in this way they can be
directly compared with the theoretical linear matter power spectra given by eq. (2.3) (represented as
black dashed lines in this figure). Note that the range of scales plotted on the x-axis and y-axis in
each panel is different.
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The deviations in the simulations with thermal velocities are due to numerical noise.
The numerical noise originates in the way we assign a thermal velocity vector to a simulation
particle. This can be understood by the following argument. The ICs are generated starting
from a homogeneous grid of simulation particles and associating a velocity vector ~v at each
particle on the grid. Simulation particles in CDM simulations (or in WDM simulations
without thermal velocities) have no thermal velocities, so only peculiar velocities contribute
to the velocity vector at each grid point, ~v = ~vpec. On the other hand, in WDM simulations
with thermal velocities we add a random thermal velocity vector to each simulation particle,
so the net velocity at each grid point is ~v = ~vpec+~vtherm. The simulation particles are initially
put onto a grid to suppress shot noise effects. This is sometimes referred to as a “quiet
start”. When the particles are displaced from a grid the measured matter power spectrum
agrees with the target linear theory predictions down to smaller scales than is the case if
the particles have a random distribution before they are displaced (see e.g. the discussion
on initial particle arrangements in [75]). However, when thermal velocities are included the
particles move, on average, a greater distance away from their initial grid positions after the
first time step, and effectively “lose memory” of where they started from. Thus, the net
effect on the matter power spectrum after the simulation has been evolved for one time step
is almost the same as perturbing a random initial particle distribution rather than a “quiet”
grid. Therefore, including thermal velocities in the simulation introduces more shot noise
compared to that in simulations without thermal velocities. It is well known that the shot
noise level is reduced when increasing the simulation resolution (i.e. increasing the number
density of the simulation particles); indeed in our results the noise effect is pushed to smaller
scales as the resolution improves for simulations with thermal velocities (see figures 2(a) and
2(b)).
Another way to reduce the noise in the ICs is to choose a lower initial redshift. This
is because the impact of thermal velocities decreases linearly with redshift (see eq. (2.2)).
However, we cannot make the initial redshift arbitrarily low since at very low redshifts non-
linear corrections to the power spectrum, especially at small scales, are no longer negligible.
In the next section we will discuss how the noise is reduced if we start at a lower redshift.
3 Structure formation: evolved matter and velocity spectra
This section is devoted to a study of the nonlinear evolution of the ICs. We consider two
sets of ICs, one generated at zini = 199 and the other at a lower redshift, zini = 39, which is
chosen because at this redshift the thermal velocities are negligible with respect to peculiar
velocities, so we expect that the numerical noise does not affect the ICs. All simulations are
performed in a cubic box of length L = 25 h−1Mpc using N = 5123 particles. We choose
this pair of {N,L} in our simulations since we want to resolve the structures at scales near
the half-mode wavenumber (see eq. (2.5)) of our warmer candidates8 (mWDM = 2 keV and
3.3 keV).
We evolve the ICs up to z = 0, showing how the noise in the ICs affects the matter and
velocity power spectra at intermediate redshifts.
8
For mWDM = 2 keV and 3.3 keV, the half-mode wavenumbers are within the scales probed accurately
by a simulation with {N = 5123, L = 25h−1Mpc}. However, for mWDM = 7 keV the half-mode wavenumber
is larger than the Nyquist frequency of the simulation, kNy ∼ 64 h/Mpc. In Section 4 (when analysing halo
properties) we will show some results from a high-resolution simulation, which resolves the half-mode scale
for WDM with mWDM = 7 keV.
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3.1 Results for initial conditions generated at zini = 199
Before presenting the quantitative results of our study, let us first show two snapshots of the
matter density field to qualitatively appreciate the effects introduced by including thermal
velocities in the simulations. In figure 3 we select the same region of the simulation box at z =
0 from WDM-novth (upper panel) and from WDM-vth (lower panel) for the WDM candidate
with mass mWDM = 2 keV. It is well known that WDM simulations - due to the cut-off in the
initial power spectrum - display the effects of artificial fragmentation, with regularly-spaced
clumps (spurious haloes) along filaments, the distance between which reflects the initial inter-
particle distance [15, 47, 49–51, 76, 77]. Such spurious haloes are numerical artefacts and
can be removed in an attempt to obtain clean, physical, halo catalogues [49, 76]. We find
that this artificial effect becomes more prominent when thermal velocities are included in
the simulations, due to the extra noise they introduce. In the case of 2 keV WDM particles,
we find (see Section 4 for more details) that such spurious structures dominate for haloes
with mass M < 109h−1M, which are shown as white dots in figure 3. A quick inspection of
figure 3 confirms that simulations with thermal velocities generally show more such structures.
However, the spacing of the spurious haloes is less regular than in simulations without thermal
velocities. This is because the regularity of the spurious haloes reflects the grid distribution
of the simulation particles in the ICs. However, when adding thermal velocities the particles
move further than without thermal velocities, and “loose memory” of the initial regular
distribution (see the discussion in Section 2). This noise effect will also be reflected in terms
of enhanced matter clustering on small scales, as we shall see below.
In order to quantify the effects of thermal velocities, in figure 4 we show the matter
power spectra from the evolved simulation outputs in the range of redshifts z ∈ [199, 0]. The
matter power spectra are measured using the code powmes [79]. We present the evolved
matter power spectra by plotting the nonlinear growth (P (z)/P (199)) (D+(199)/D+(z))
2,
where (D+(199)/D+(z))
2 is the ratio between the ΛCDM growth factor at z = 199 and at
redshift z. This rescaling highlights the changes in the shape of the power spectrum due to
nonlinear growth, removing the much bigger change in the amplitude of the power spectrum
due to linear growth over a large change in redshift. For comparison we have also displayed
the non-linear growth for CDM matter power spectra.
At high redshifts (z ∈ [199, 39]), the wavenumbers probed by our simulations are well
inside the linear regime, so the power spectrum ratio plotted is close to unity, which indicates
that the power spectrum is evolving according to linear theory for both the CDM and the
three WDM-novth simulations, see figure 4. However, the matter power spectra of WDM-vth
deviate from those of WDM-novth at high wavenumbers, as a consequence of the noisier ICs.
As expected from the discussion in Section 2, the effects of the numerical noise depend on
the WDM mass. Defining the ratio between the WDM-vth and WDM-novth matter power
spectrum as,
R(k, z) ≡ P
WDM-vth(k, z)
PWDM-novth(k, z)
, (3.1)
R is of the order of ∼ 700 at redshift z = 99 and at the Nyquist frequency kNy ' 64
h/Mpc for mWDM = 2 keV. It decreases to R(kNy, 99) ∼ 30 for mWDM = 3.3 keV and to
R(kNy, 99) ∼ 1.3 for mWDM = 7 keV.
At intermediate redshifts (z = 9 − 5), the situation changes. For CDM, the highest
wavenumbers probed in our analysis start to enter the nonlinear regime and the ratio of the
scaled power spectra starts to deviate from unity. The same effects can be observed in WDM-
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Figure 3. Logarithm of the projected mass density field of a region of (12.5× 12.5× 2) h−3Mpc3 at
z = 0 considering a WDM candidate with mass mw = 2 keV. The upper panel is from WDM-novth,
while the lower is from WDM-vth. The images are generated using the code Py-SPHViewer [78].
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novth. Note that since the nonlinear evolution transfers power from large scales to small
scales, the differences between CDM and the various WDM models are significantly reduced
in the nonlinear matter power spectra [61]. Therefore, WDM displays more nonlinear growth
than CDM since the WDM initial matter power spectra are highly-suppressed compared to
CDM initial P (k) at small scales. At such redshifts, the differences between WDM-vth and
WDM-novth are also reduced. For example, simulations with mWDM = 2 keV show the
most dramatic deviations at high redshifts: R(kNy, 99) ∼ 700, which become smaller at
z = 9, R(kNy, 9) ∼ 1.5, and further reduced to R(kNy, 5) ∼ 1.07 at z = 5. This is because,
being random, the noise effect does not significantly grow in size, and when the effect of
gravitational collapse starts to grow it gradually dominates over the noise effect. Similar
behaviour is found for the other WDM candidates.
At late times (z ≤ 2), all the wavenumbers probed in our analysis have entered the
nonlinear regime, where the nonlinear growth factors for WDM-vth and WDM-novth are
indistinguishable for all three WDM masses. However, small deviations can be seen by
looking at the ratio R, as shown in the bottom panels of figures 4(b), 4(c), 4(d). As we
can see, for all the WDM candidates studied here, the difference in the power spectra of
WDM-vth with respect to WDM-novth is less than 2% below kNy for redshifts z ≤ 2. For
completeness, we mention that a fitting formula exists for the nonlinear matter power spectra
for mWDM > 0.5 keV and redshifts z < 3 [61]. We have checked that our nonlinear power
spectra agree with this parametrisation with the 2% accuracy claimed in [61].
We have performed a similar analysis for the velocity power spectra. Since the thermal
velocity noise also affects the initial redshift zini = 199, in our plots we choose to take the
nonlinear growth (P (z)/P (199)) (D+(199)/D+(z))
2 by dividing all the power spectra (WDM-
vth and WDM-novth) by the initial noiseless velocity power spectrum P (zini = 199). Figure
5 shows the results for CDM and the three WDM simulations. The noise effect in WDM-vth
is dominant at high redshifts. For example, the ratio R for the velocity power spectrum is
around R(kNy, 99) ∼ 3000 for mWDM = 2 keV. The impact of the noise depends on the mass
and R is smaller for the two colder WDM candidates: R(kNy, 99) ∼ 100 for mWDM = 3.3
keV and R(kNy, 99) ∼ 1.8 for mWDM = 7 keV.
At intermediate (z = 9− 5) and low redshifts (z ≤ 2), the highest wavenumbers probed
in our simulations have entered the non-linear regime. However, the transfer of power from
large to small scales is more pronounced for the velocity P (k), with the power transfer
wavenumber moving to higher k. At these redshifts the effects due to the noise in the ICs
of WDM-vth are strongly reduced. For the warmest candidate (mWDM = 2 keV) we find
that R(kNy, 9) ∼ 2.5 at z = 9, which is further reduced to R(kNy, 5) ∼ 1.2 at z = 5. Similar
behaviour is found for the other WDM candidates.
The values of the ratio R at the lowest redshifts z = 2, 1, 0 are plotted in the bottom
panels of figures 5(b), 5(c), 5(d). As we can see, unlike the matter power spectra, in the
velocity power spectra R does not decrease at z ≤ 2, but rather its peak shifts to lower k
when z decreases. For example, for the warmest candidate, R has a peak at k ∼ 50 h/Mpc at
z = 2 and it is shifted to small wavenumbers, k ∼ 32 h/Mpc, at z = 0, while the magnitude
of the peak does not change and is around 18% for all z ≤ 2. For mWDM = 3.3 keV, we find
the same result, but in this case the magnitude of the peak is around R ∼ 6% for all z ≤ 2.
For mWDM = 7 keV, R is always well below 1% for redshifts z ≤ 2.
In conclusion, the matter and velocity power spectra for WDM-vth are always affected
by the noise. The importance of the noise is reduced when the system evolves and the
nonlinear gravitational evolution starts to dominate. However, we note that in the warmest
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Figure 4. Matter power spectra for (a) CDM and WDM with mass (b) mWDM = 7 keV, (c)
mWDM = 3.3 keV and (d) mWDM = 2 keV, evolved with GADGET-2 up to redshift z = 0. Triangles
represent WDM-vth, while dots are WDM-novth. The power spectra are plotted as ratios respect to
the initial power spectrum at zini = 199 scaled to take out the difference between the ΛCDM growth
factor at z = 199 and the evolved simulation at redshift z. The bottom panels in figures (b-d) show
the ratio between WDM-vth and WDM-novth at redshifts z = 2 (green), z = 1 (red), z = 0 (cyan).
The dashed vertical line shows the Nyquist frequency.
WDM scenario examined here (mWDM = 2 keV), the noise still affects appreciably the
velocity power spectra at z ≤ 2, causing deviations of the order of ∼ 18%. Therefore, adding
thermal velocities reduces the range of validity of the simulation predictions. We mention
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Figure 5. The same as Figure 4, but for velocity power spectra. All spectra are divided by the initial
noiseless spectrum at z = 199 (the velocity spectrum measured from the ICs for WDM-novth).
here that we have also performed a resolution analysis (similar to what we have done in
Section 2 and which we omit for brevity) on the evolved matter and velocity power spectra,
and we have checked that the differences in the evolved power spectra for simulations with
thermal velocities are truly due to numerical noise.
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Figure 6. (a) Matter power spectra at redshifts z = 39, 19 for WDM with mw = 3.3 keV with the
ICs at zini = 199. (b) Matter power spectra at redshifts z = 39, 19 for WDM with mw = 3.3 keV with
the ICs at zini = 39.
3.2 Results for initial conditions generated at zini = 39
It was suggested by [59] for WDM candidates and [56, 57] for active neutrinos that a useful
way to suppress the effect of the thermal velocity noise in the matter power spectrum is to
start the simulation at a lower redshift, when the thermal velocity contribution is smaller
(see eq. (2.2)). To check this, we have run another set of simulations with initial redshift
zini = 39. We have evolved the two set of ICs (the one at zini = 199 and the other at zini = 39)
to z = 19 and measured the matter power spectra from the snapshots at z = 39 and z = 19.
The results for mWDM = 3.3 keV are shown in figure 6. The ratio R given in eq. (3.1)
is of the order of ∼ 30 at z = 39 and at the Nyquist frequency kNy ∼ 64 h/Mpc for the
first set of simulations with starting redshift at zini = 199, while it is exactly 1 for all the
wavenumbers probed in the simulations with the ICs at zini = 39. This is because the z = 39
snapshots are the ICs for the second set of simulations and, as mentioned in Section 2, the
matter power spectra measured from the ICs are not affected by the noise. On the other
hand, the (evolved) matter power spectra at z = 19 are affected by the noise in both the
two set of WDM-vth simulations, but the choice of a lower starting redshift reduces the
differences with respect to WDM-novth. Indeed, the matter power spectrum measured from
WDM-vth with the ICs at zini = 199 is affected by the noise and deviates significantly at
high wavenumbers from the result measured from WDM-novth at z = 19. Quantitatively, we
have R ∼ 10 at z = 19 and near kNy for simulations with the ICs at zini = 199. However, in
the case of ICs at zini = 39 the differences in the matter power spectra when adding thermal
velocities are negligible, e.g. at z = 19 we have R . 1.04 for k < kNy. The same behaviour
is found at lower redshifts and for velocity power spectra, which are not presented here.
This test confirms that the enhanced power observed in simulations with thermal velocities
is numerical and can be reduced by choosing a lower initial redshift.
By starting at a lower redshift we inevitably lose information about the high redshift
evolution of the system and the accuracy of the simulations could be compromised. This is
because we need to evolve the simulation a large number of expansion factors away from ICs
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to get the proper gravitational evolution of the density field. However, using second-order
Lagrangian perturbation theory (on which the code 2LPTic is based) the accuracy of the
simulations without thermal velocities starting at low redshift (zini = 39) is not seriously
compromised for the scales resolved in our simulations. For example, considering the two
power spectra at z = 19 displayed in figure 6 (those measured from WDM-novth with ICs at
zini = 199 and from WDM-novth with ICs at zini = 39 respectively), we find that they agree
between each other up to k ∼ 10h/Mpc. Above such wavenumbers the P (k) with ICs at
zini = 39 displays more power than that with ICs at zini = 199, although the differences in the
amplitudes between the two power spectra never exceed ∼ 10%. So, starting at low redshift
does not affect the results significantly from simulations without thermal velocities, while it
drastically reduces the extra numerical noise introduced when adding thermal velocities.
4 Halo properties
As found in the previous section, the numerical noise caused by including thermal velocities
influences even the lowest redshifts. We expect that some halo properties can also be affected
by this noise. In this section, we quantify how the WDM-vth simulations differ from WDM-
novth in halo properties, such as the halo mass function and halo density profiles.
4.1 Halo mass functions
It is well known that a reduction in power on small scales is reflected in the suppression of the
number of low mass structures in the Universe (once spurious structures have been removed)
[15, 47, 49–51, 76, 77]. This can be seen by counting the number of haloes as a function of
mass (i.e. the halo mass function) in WDM simulations, and comparing with the result from
a CDM simulation. As we saw in Section 3, the noise in the ICs due to thermal velocities
propagates to late times and could influence the halo mass function. To study this we focus
on simulation snapshots at z = 0. To extract the halo properties, we use the code rockstar,
which is a phase-space friend-of-friends halo finder [80]. We use the virial mass (Mvir) to
characterise the haloes, which is defined as the mass enclosed in a sphere of radius rvir, where
rvir is the virial radius given in [81]. The (differential) halo mass function is presented as
F (Mvir, z) = dn/d log(Mvir), where n is the number density of haloes with virial mass Mvir.
As mentioned in Section 3, WDM simulations (in which the initial power spectrum has a
resolved cut-off) are affected by the artificial fragmentation of filaments, i.e. spurious haloes,
which can be seen as an upturn in the halo mass function at small masses. A mass cut-off,
Mlim, was proposed in [76] below which haloes are likely to be spurious
9:
Mlim = 10.1 ρ¯ d k
−2
peak, (4.1)
where ρ¯ is the mean density of the Universe, d is the mean interparticle separation and kpeak is
the wavenumber at which the dimensionless matter power spectrum, ∆(k) ≡ k3P (k)/(2pi2),
has its maximum. The simulations used by [76] did not include thermal velocities.
In figure 7 we plot the ratio between the halo mass functions measured from our WDM
and CDM simulations. As we can see in the figure, at the largest masses probed by our
9
This limit can be considered as an estimate. Not all of the haloes with masses below this limit are
unphysical. Furthermore there could be some spurious haloes with masses above this limit. The common way
to find the unphysical haloes is explained in [49]. Since our treatment is simply intended to show the effects
of adding thermal velocities, we will not go into a detailed study of how to eliminate spurious haloes.
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Figure 7. Halo mass function for WDM plotted as a ratio with respect to CDM. WDM-vth are in
cyan, while WDM-novth are in red. The red vertical dashed line is the mass cut-off suggested in
[76] (see eq. (4.1)) to take care of the spurious haloes. The cyan vertical dashed line is our limit for
simulations with thermal velocities (see eq. (4.2)). The halo mass functions are measured from the
simulations at redshift z = 0. For (a) (b) (c) the simulation box size is L = 25 h−1Mpc. For the
mWDM = 7 keV candidate we ran an extra simulation (d) with a smaller box size, L = 12 h
−1Mpc.
simulations the WDM and CDM models predict the same number of haloes. However, the
halo abundance in WDM is progressively reduced at smaller masses. The mass scales at
which the damping of the structures appears depend on the WDM particle mass. Colder
candidates shift the damping in the halo mass function towards smaller masses. However,
all the WDM halo mass functions in figure 7 show a clear upturn at low masses, which is
evidence of spurious haloes. For WDM-novth, the mass scale at which the upturn appears
is well described by eq. (4.1) (see the red vertical dashed line in figures 7(a) and 7(b); the
results for the candidate with mWDM = 7 keV will be treated separately). However, eq. (4.1)
fails to reproduce the position of the upturn seen in our WDM-vth simulations. As we can
see, there are more (spurious) substructures at low masses in WDM-vth and these spurious
haloes appear at larger masses than in WDM-novth. These differences are caused by the
additional noise present in WDM-vth. We have found a revised mass cut-off for WDM-vth
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(see the cyan vertical dashed line in figure 7),
Mlim = 32.2 ρ¯ d k
−2
peak. (4.2)
Eq. (4.1) (for WDM-novth) and our result (4.2) (for WDM-vth) reproduce quite well the
cut-off scales for WDM candidates with masses mWDM = 2 keV and 3.3 keV. However, both
formulae fail to reproduce the predicted mass cut-off for the coldest candidate (mWDM = 7
keV) in a simulation with a box length of 25 h−1Mpc and 5123 particles (see figure 7(c)).
The reason is that this simulation has a Nyquist frequency kNy ∼ 64 h/Mpc, which is below
the half-mode wavenumber khm ∼ 83 h/Mpc (see figure 1(b)) for the case of mWDM = 7
keV. The simulation does not fully resolve the power spectrum cut-off for such heavy WDM
masses, and consequently only produces deviations from CDM at very small mass scales, as
shown in figure 7(c). To study the effects on the halo mass function for mWDM = 7 keV we
ran an additional simulation with a box length of 12 h−1Mpc and 5123 particles, which has
a Nyquist frequency kNy ∼ 134 h/Mpc. The results are shown in figure 7(d), where we can
see that the two formulae (4.1) and (4.2) describe the mass cut-off in the high simulation run
very well.
Although the results are presented for z = 0, we have found that the mass below which
spurious haloes become important is the same at higher redshifts, i.e. the spurious haloes
appear at roughly the same mass independently of the redshift considered. This is true for
simulations with and without thermal velocities.
4.2 Radial density profiles
In addition to the halo mass function, we investigate if the radial density profile of haloes in
WDM simulations is affected by numerical noise. It is well known that CDM haloes exhibit
cuspy profiles [2–4], described by the NFW fitting formula [4],
ρfit(r)
ρc
=
δc
r
rs
(
1 + rrs
)2 , (4.3)
where δc is the characteristic overdensity and rs is the scale radius.
In [52] it was found that WDM radial density profiles also follow a NFW form in
the outer parts of the halo. We examine this feature in figure 8, where we display some
examples of radial density profiles measured from simulations at z = 0, stacking haloes
in mass bins centred on log(M centralvir /h
−1M) = 10, 11.8 with width 0.2 dex. We plot the
median density for the haloes in each radial bin. The radial bins are chosen such that the
logarithmic difference between the central radius values (ri) for two near bins is | log(ri/rvir)−
log(ri+1/rvir)| = 0.2 with i ∈ {1, Nbin} and Nbin is the total number of bins. We fit the NFW
formula using each of these dark matter profiles between the convergence radius10 rconv and
the virial radius rvir. The best fit is found by minimising the following sum of squares:
QNbin(δc, rs) =
1
Nbin
Nbin∑
i=1
[
log
(
ρi
ρc
(
ri
rvir
)2)
− log
(
ρfit(ri, δc, rs)
ρc
(
ri
rvir
)2)]2
, (4.4)
10
The convergence radius is defined to be the radius within which the relaxation time is of the order of the
age of the Universe [82] and it is intended as the radius beyond which the halo mass density profile is reliably
modelled for a given halo mass for a given simulation set-up.
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Figure 8. Some halo radial density profiles extracted from CDM (blue), WDM-vth (green) and
WDM-novth (red) simulations at z = 0. (a-b) WDM with mass mWDM = 3.3 keV. (c-d) WDM
with mass mWDM = 2 keV. The coloured dashed curves represent the NFW fits of the radial density
profiles measured from simulations. The black dashed line displays the position of the convergence
radius rconv. The bottom panel of each figure shows the ratio between the WDM and CDM radial
profiles measured from our simulations.
where ρi is the value of the radial density profile extracted from our simulations at the radius
ri, while ρfit(ri, δc, rs) is the value of the NFW fit in eq. (4.3) at the same radius ri. As
we can see from figure 8, the halo radial density profiles extracted from our simulations of
CDM and WDM both agree quite well with the NFW fits. Moreover, in the larger halo
mass bin, the density profiles in the WDM simulations are not significantly affected by the
small scale cut-off in the initial power spectrum, so they do not present significant differences
with respect to those measured from CDM. This is true for both the WDM candidates with
mWDM = 3.3 and 2 keV, as can be seen from figures 8(a) and 8(c) respectively. The effect
of adding thermal velocities to the initial conditions is also very small for high mass haloes.
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Figure 9. Median concentration parameter cvir for CDM and WDM with mWDM = 2, 3.3, 7 keV at
redshift z = 0. For the WDM candidate mass mWDM = 7 keV we present also the results from the high
resolution simulation with L = 12 h−1Mpc. The bands show the 68%-ile range around the median.
The black vertical dashed line indicates haloes with mass ∼ 1000 times the mass of our simulation
particles, which is Msim = 1.01 × 107h−1M for L = 25 h−1Mpc and Msim = 1.11 × 106h−1M for
L = 12 h−1Mpc.
In the smaller halo mass bin, on the other hand, the density profiles in WDM simulations
are clearly shallower than in CDM towards the halo centres – ∼ 10% for the case of 3.3 keV
WDM particles and ∼ 30% for the 2 keV case near the convergence radius. The effect is
more prominent in WDM-novth than in WDM-vth. This means that the numerical noise
caused by including thermal velocities modifies the slope of the radial density profiles for the
small halo masses probed in our analysis.
The concentration parameter, cvir ≡ rvir/rs, is usually used to quantify the steepness
of the inner density profiles of NFW haloes. Figure 9 shows the values of this parameter at
redshift z = 0 for our CDM and WDM simulations. At large halo masses, the concentrations
measured from WDM and CDM simulations agree well between each other. However, there
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Figure 10. Median concentration parameter cvir at z = 0 for CDM and WDM with mWDM = 3.3
keV for simulations with (a) ICs at zini = 199 and (b) ICs at zini = 39. The bands show the 68%-ile
range around the median.
are differences at lower masses. While the concentration parameter continues to increase in
CDM, it turns over and decreases in WDM-novth simulations at small masses (this is well
known in the literature, see e.g. [47, 52]). The mass scale at which the downturn appears
depends on the WDM candidate mass. For example, the downturn appears at masses . 1011
h−1M for the WDM candidate with mass mWDM = 2 keV (see figure 9(a)), while it is
shifted to smaller masses, . 3×108 h−1M, for the case of mWDM = 7 keV (see figure 9(d)).
In WDM-vth the reduction in the concentration is less pronounced than in WDM-novth;
indeed the median values extracted from WDM-vth are in general larger than those measured
from WDM-novth at small halo masses. As expected the magnitude of these differences
depends on the mass of the WDM candidate. For instance, for masses around mWDM = 2
keV, cvir ' 13.9 ± 2.2 (the 68%-ile range around the median) in WDM-vth for haloes with
masses of 1010 h−1M, while the value predicted from WDM-novth is cvir ' 12.8. For colder
WDM candidates the effect is weaker at the mass scales probed by our simulations; indeed for
the case of particle mass mWDM = 7 keV the effect is negligible for simulations with L = 25
h−1Mpc (see figure 9(c)), while some differences can be noticed at the very small masses in
simulation with L = 12 h−1Mpc (see figure 9(d)), however the values of cvir measured from
WDM-novth and WDM-vth simulations are always compatible between each other within
the 68%-ile range around the median.
For completeness, we have compared the halo concentration-mass relations for WDM
and CDM simulations starting at different initial redshifts (zini = 199 on the left and 39 on
the right), for the case of mWDM = 3.3 keV, in figure 10. The differences between WDM-vth
and WDM-novth seen in simulations with initial redshift zini = 199 are not present in those
starting at zini = 39. This confirms that the observed deviations in the halo properties of
simulations with thermal velocities are due to numerical artefacts.
As studied in [53–55], imprinting primordial thermal velocities on the particles ensures
a “phase-packing” limit, which prevents the density in the central region of the haloes from
increasing arbitrarily, producing a central core. However, for values of WDM candidate
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masses compatible with the upper limits from the Ly-α forest [36, 37], the cores are only a
few parsecs in size and not astrophysically relevant [54, 55]. This explains why we do not
expect to find such new physical features in halo properties when adding thermal velocities.
5 Conclusions
Several non-cold DM scenarios have been proposed to solve the small-scale problems of the
standard cosmological paradigm. Among them, the simple model of thermal WDM is the
most studied [15–18, 36–38, 47–52, 54, 55, 59, 62, 76]. Thermal WDM candidates are char-
acterised by Fermi-Dirac distributions for the thermal velocities. However, apart from the
induced free-streaming effect, the role of thermal velocities in structure formation remains un-
clear. We have investigated the effect of thermal velocities in N-body simulations of structure
formation in WDM cosmologies when the thermal velocities are imposed on the simulation
particles.
At high redshift, z = 199, thermal velocity dispersions are non-negligible with respect
to the peculiar velocities and they must be taken into account in the initial conditions.
However, when this is done, a new source of numerical noise affects the simulations. We have
improved upon the results presented in [59] by increasing the simulation resolution to reach
the scales relevant to free-streaming. The results in [59] are based on a WDM candidate (a
non-thermal sterile neutrino with mass 0.5 keV), which is now ruled out by the current Ly-α
constraints [36, 37]. Here, we have focused on more realistic WDM masses, mWDM ≥ 2 keV,
which are compatible with the limits from the Ly-α forest. Moreover, we have extended the
analysis of [59] by measuring the velocity power spectra, spanning a vast range of redshifts,
from early times (z = 199) to the present day and we have estimated the impact of the
noise at different times. The initial velocity power spectrum in simulations with thermal
velocities is always affected by the noise caused by adding thermal velocities to the peculiar
velocities of simulation particles. The noise propagates to all subsequent times, influencing
the matter and velocity power spectra. These numerical artefacts dramatically affect the
simulation predictions at early times, when all the modes are in the linear regime, producing
enhancements in the velocity power of ∼ 100 (for WDM candidates with masses of 3.3 keV)
and of ∼ 3000 (for masses of 2 keV) at the Nyquist frequency kNy ∼ 64 h/Mpc. At late
times, these effects are less pronounced because the non-linear growth of structure gradually
dominates over the noise. Indeed, at z ≤ 2 the deviations do not exceed 6% in the velocity
spectrum and 2% in the matter spectrum for scales 10 < k < 64 h/Mpc for masses of 3.3 keV.
However, for the masses around 2 keV there are still appreciable deviations in the velocity
power spectrum at z ≤ 2 around 18%.
Looking at halo properties at late times, such as the halo mass function and the radial
density profile of haloes, we found some differences in simulations with thermal velocities
with respect to those without. These deviations are due to the noisy initial conditions of the
simulations which include thermal velocities. Due to this new source of noise, more spurious
substructures appear and the cut-off mass proposed by [76] fails to reproduce the mass at
which the upturn in the halo mass function appears due to spurious haloes. We find a new
mass cut-off, Mlim = 32.2 ρ¯ d k
−2
peak, which works better at reproducing the mass scale below
which spurious haloes start to be important in simulations with thermal velocities.
The standard practice of imposing thermal velocities in N-body simulations by adding
them to the peculiar velocities in the initial conditions then reduces the range of validity of
simulation predictions with respect to simulations without thermal velocities because of the
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noise introduced in the initial conditions. The noise can be reduced by increasing the number
of simulation particles or starting at a lower redshift. Obviously, both of the options introduce
side effects: increasing the number of particles increases the computational time needed to
evolve the simulations, while by starting at very low redshifts, we inevitably lose information
about the high redshift behaviour of the system and the accuracy of the calculation could
also be reduced. Our results help to determine the range of applicability of simulations of
WDM.
We have focused on the simple scenario of thermal WDM, where warm particles ac-
count for all the DM content. These models are characterised by strong cut-offs and WDM
candidate masses around keV, both of these properties prevent significant physical effects of
thermal velocities. Indeed, thermal velocities only affect the inner-most parts of the haloes
[54, 55]. The situation changes if we consider composite DM models (e.g. mixed DM or CDM
+ massive νs), such models have no strong cut-offs because of the remaining CDM influence
once the WDM component has died off [38]. This means that we can have haloes down
to very small scales, where the thermal motion can be important [56–58]. Composite DM
simulations can then clarify the physical role of thermal velocities in structure formation, for
this reason they deserve further investigation. The analysis conducted in the present work
can be then considered as a guide when approaching the problem of adding thermal velocities
in N-body simulations for a generic DM model: if they are included as we did in our work,
the simulations need to be treated with extra care and a resolution analysis is necessary to
distinguish physical effects (if they are present) from numerical noise.
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