Advances in automated sampling technology have made autocorrelated data commonplace. Positive autocorrelation degrades control charts designed by classical methods. If a correct time-series model of the autocorrelated process is available, many have advocated the use of control charts on the residuals from the model. Using the average run length criterion in an AR(l) model, we show that plotting averages of batches of the raw data can be an effective alternative to plotting residuals. We consider both weighted averages and the simple, model-free approach of arithmetic averages. We compare these statistics to residuals in both Shewhart and cumulative sum (CUSUM) control charts.
Introduction

II
NCREASED use of on-line data acquisition systems is shrinking the interval between process observations. Consequently, the volume of observations collected per unit time is increasing dramatically (see, e.g., Hahn (1989 ), Vander Wiel, Tucker, Faltin, and Doganaksoy (1992 ), and Tucker, Faltin, and Vander Wiel (1993 ). These trends are most prevalent in the chemical and process industries, particularly in conjunction with digital control systems. However, even in discrete parts manufacturing, it is not uncommon to measure every part produced.
This technological shift directly impacts statistical process control in two ways. First, the assumption of uncorrelated observations must often be abandoned as the measurement interval decreases far below the fundamental time constants of the manufacturing system, as this leads to strong positive autocorreDr. Runger is an Assistant Professor in the College of Business and Management and a consultant in process improvement. He is a Member of ASQC.
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Vol. 27, No.4, October J 995 283 lation. Second, unprecedented volumes of data are now available for analysis. The first impact might be considered a negative because classical assumptions are violated. However, the volume of data can be a compensating positive, since it allows for the use of large subgroups of observations. Alwan and Roberts (1988) , Alwan (1992) , Alwan and Radson (1992) , Montgomery and Mastrangelo (1991) , Montgomery (1992) , Harris and Ross (1991) , Wardell, Moskowitz, and Plante (1994) and Yashchin (1993) have described the effect of autocorrelation on classical Statistical Process Control (SPC). In the presence of positive autocorrelation, classical SPC, without compensation, generates too many false alarms.
As described in the preceding references, a common proposal is to base classical SPC on the residuals from an appropriate time series model of the process. In particular, if during normal operation an autoregressive moving average (ARMA) model describes the data, then the residuals are approximately white noise. Assignable causes that impact the process should also impact the residuals. The time series model need not be the exact ARMA model; Montgomery and Mastrangelo (1991) proposed monitoring the residuals from an EWMA used as an approximation to the exact time series model. We present a simplified derivation for the average run length (ARL) of a residuals chart derived from an AR(l) model. See Wardell, Moskowitz, and Plante (1994) for another. We show that the performance of a residuals chart inherently degrades just when it is most needed, i.e., when autocorrelation approaches +1.0.
It is not well known that if one has an ARMA model of a process, one can exploit the model in ways other than charting residuals. We investigate a method of charting weighted batch means that builds on recent work by Bischak, Kelton, and Pollock (1993) . The weighted batch means (WBM) chart plots weighted averages of consecutive data values. Given an ARMA model, one can compute weights that render the batch means uncorrelated. We show that computing weighted batch means is similar to batching residuals.
Finally, we compare the WBM chart to the simple unweighted batch means (UBM) chart proposed by . This chart plots an arithmetic average of successive observations and exploits the large number of observations available in a data-rich environment. generalized the skipping strategy studied by Alwan and Radson (1992) , compared the ARL performance of all possible skipping and arithmetic averages of the raw data in an AR(l) process, and, based on these analyses, recommended the UBM chart. Furthermore, the simplicity of the UBM chart is an important benefit, since it avoids the need for ARMA modeling. Kang and Schmeiser (1987) showed how averaging within subgroups dilutes autocorrelation in ARMA processes.
To illustrate our ideas, we focus on the use of Shewhart and CUSUM charts to monitor for a shift in the mean of an AR(l) process. Many authors have noted the value of the AR(l) model of process data (e.g., Montgomery (1992) and Wardell, Moskowitz, and Plante (1994) ). By focusing on the AR( 1) model, we stress that we are interested in the important case of monitoring the mean of a process. Historically, this has been the most important role for control charts. The notion of controlling a mean implies working with a stationary process. While control of nonstationary processes is also an important topic, the objective of a control chart in that situation is beyond the scope of this paper.
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Shewhart Charts
The Residuals Chart A residuals (RES) chart monitors for assignable causes using the residuals from a time-series model. For an AR( 1) process with constant mean the data values X t are given by
where -1 < ¢ < 1 and the random shocks Et are independent and identically distributed N(O, aD. Without loss of generality, we take O"E = 1. For an AR(l) process, the lag-k autocorrelation is
If the estimates of the model coefficients ¢; and /1 are accurate, then the residuals
approximate the Et and have negligible autocorrelation. The residuals chart typically plots R t against control limits of ±3. In what follows, we will assume that the coefficient estimates are perfectly accurate, so that the one-step ahead forecasts are given by (4) In reality, sampling error will produce some autocorrelation in the residuals; this will strengthen the argument we make below for using the UBM chart.
To allow for the possibility that· the process mean may shift due to assignable causes, we generalize the process model (1) to include a time-varying mean
Now, assume the mean shifts from J1 to J1 + {) between two observations. Without loss of generality, assume that the shift occurs between time t = 0 and t = 1.
The sequence of residuals is
and, since the mean is assumed to shift no further, we have the general result that
Note that the distribution of the first residual after the shift is displaced by 8, but that the model quickly reacts to the shift and reduces the displacement to 8(1 ~ ¢). When the autocorrelation approaches +1.0, these subsequent displacements are quite small relative to the first, and it becomes difficult to detect the shift.
To estimate the ARL of a residuals chart, ARLm;s, we assume that the residuals are a sequence of iid normal random variables. Their mean is 8 in the first period after the shift and 8(1 ~ ¢) thereafter. Their variance is constant at u; = 1. Thus the probability that the run has length 1 is the probability that the first residual exceeds ±3,
where <1>(.) is the cumulative distribution function of the standard normal distribution. The probability that any subsequent observation will trigger an alarm is the probability that R t exceeds ±3
Therefore, the probability that the run length is some
Using (9) and (11), we find the average run length for the residuals chart as Note: ARLs measured in observations. correlation is high (¢ = 0.90 or ¢ = 0.99). This problem arises because the AR(l) model responds to the change in the mean level and partially incorporates the shift in the mean into its forecasts, as seen in (8).
In Tables 1-4 , we have calibrated the ARL to have the conventional on-target value of 370.38 observations for 3-sigma Shewhart charts. We do this for the convenience of the reader, since these values are comparable to conventional ARLs in the SPC literature. However, we must stress that in modern industrial settings with high-frequency sampling of processes, an ARL of 370 might be woefully inadequate, since it could easily correspond to only 370 minutes (or less) of process operation. In practice, one might require a much longer time between false alarms, and on-target ARLs in excess of 10,000 might be desirable (Yashchin (1993) ). Tables 5-6 use an on-target ARL of 10,000 observations.
The Weighted Batch Means Chart
While generating and charting ARMA residuals is one way to cope with autocorrelation, there is another way to exploit ARMA models: the weighted batch means chart.
In work aimed at improving inference from discrete-event simulations, Bischak, Kelton, and Pollock (1993) derived a way to eliminate autocorrelation among averages of successive data values. Their findings have value for statistical process control, since a way to cancel autocorrelation in subgroups maps the problem of autocorrelated data into the familiar problem of using independent subgroups to monitor process means.
Starting with an ARMA model, Bischak, Kelton, and Pollock (1993) The batch size b can be selected to tune performance against a specified shift {j.
The weights Wi must sum to unity for Yj to be an unbiased estimate of the process mean p,. For AR(p) processes, the optimal weights are identical in the middle of the batch but differ in sign and magnitude for the first and last values in the batch. In the case of the AR(I) model, the weights are
For example, with b = 64 and </J = 0.99, the middle weights are all 0.016, and the first and last weights are -1.57 and 1.59, respectively.
Given normal data and any batch size b > 1, the optimal weights produce batch means that are iid normal with mean
and variance
Given (15) and (16), the standardized value of a shift from p, to p, + {j is
To adjust the on-target ARL to equal ARL oN , one computes the control limit by solving for ZON in
Journal of Quality Technology where the b in the numerator accounts for the fact that each batch is b observations long. Then the average run length (measured in individual observations) can be computed as The WBM chart achieves its superiority by, in effect, using larger subgroups of residuals. It is well known that, for independent data, larger subgroups provide greater sensitivity to small shifts. Our results show that a form of this conclusion applies to autocorrelated data as well. However, there is a difference between WBMs and averages of residuals at the transitions between batches. Every successive observation Xt yields a residual rt. However, if observations XHl, ... ,Xt+b comprise one batch and Xt+b+ 1, ... ,XH2b another, the residual generated after observing Xt+b+l is not used in a WBM. That is, we choose to be consistent with the simulationists and define WBM based on disjoint sets of observations. chart. That is, one would expect a Shew hart chart using WBMs to excel when the shift is small. Still, our definition of ARL is the total number of observations until a signal (rather than the number of plot-ted points until a signal). Therefore, a comparison between residual charts and WBM charts is still valuable.
Of course, there does come a point at which the WBM chart loses its advantage. The residuals chart will be more effective than any batching strategy for very large shifts because, for a large enough {j even one observation is unequivocal evidence of a shift in the mean. In this case, there is no need to wait to collect an entire batch of data to declare an out-of-control condition. Still, over a wide range of conditions, using the model parameters to compute weights for a batch mean is more productive than using them to compute residuals.
The U nweighted Batch Means Chart
The UBM chart proposed by differs from the WBM chart by giving equal weights to every point in the batch. Let the jth unweighted batch mean
This expression differs from (13) only in that
The important implication of (23) is that, though one has to determine an appropriate batch size b, one does not need to make an ARMA model of the data. This model-free approach is quite standard in simulation output analysis, which also focuses on inference for long time series with high autocorrelation.
A model-free recommendation was the objective of the many schemes considered by . That work showed that the batch means can be plotted and approximately analyzed on a standard individuals control chart. As distinct from residuals plots, UBM charts retain the basic simplicity of averaging observations to form a point on a control chart. With UBM, averaging is used to dilute the autocorrelation of the data.
Procedures for determining an appropriate batch size have been developed by Law and Carson (1979) and Fishman (1978a Fishman ( , 1978b . These procedures are empirical and do not depend on identifying and estimating a time-series model. Of course, having a time-series model can guide the process of selecting the batch size and also provide analytical insights. provided a detailed analysis of batch sizes for AR(l) models. They recommend that the batch size be selected so as to reduce the lag one autocorrelation of the batch means to approximately 0.10. Table 3 uses the results of Kang and Schmeiser (1987) to estimate the required batch size for AR(l) models depending on the autocorrelation cp. It also shows the corresponding values of UUBM and UWBM the unweighted and weighted batch means, respectively. The lower values of UUBM imply greater sensitivity.
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While Table 3 shows batch sizes appropriate for various AR(l) processes, we stress that the UBM chart does not require a time-series model of the process. Simulation analysts often use Fishman's (1978a) procedure: start with b = 1 and double b until the lag one autocorrelation of the batch means is sufficiently small. The advantages and disadvantages from further increasing the batch size are the same as for a conventional Shewhart chart. Larger batches are more effective for detecting smaller shifts; smaller batches respond more quickly to larger shifts. Given a batch size, one constructs the control limits by traditional methods for individuals charts.
Estimating the performance of the UBM chart is complicated by the fact that our procedure for selecting the batch size allows a small autocorrelation (about 0.10) among the batch means. Carefullyaccounting for this autocorrelation would require extensive Monte Carlo analysis. However, we ran ex- ploratory simulations and discovered that ARLuBM (measured in batches) can be approximated within a few percent by assuming that batch means are iid normal with mean J.L and standard deviation aUBM as given in Table 3 . The results of these simulations are shown in Table 4 . Reassured by the Monte Carlo results, we used the approximation
Table 5 compares this ARL with the ARLs of the other two charts for selected values of the autocorrelation parameter ¢. The batch sizes b were chosen using Table 2 to provide a WBM chart sensitive to a shift 0 = 1. We made the comparison with ARLoN = 10,000, which might be an appropriate number for processes sampled with high frequency. Table 5 shows that both batch means charts outperform the residuals chart in almost all cases shown, with the UBM chart performing best of all.
CUSUM Charts
We have compared the performance of Shewhart charts based on residuals, weighted batch means, and unweighted batch means. Now we compare CUSUM charts based on residuals and unweighted batch means.
CUSUM charts can be used to improve the detection of small process shifts (Page (1954) ). In Table 6, one-sided CUSUM charts are applied to the residuals and the UBMs from AR(l) models. For the UBMs, the CUSUM performance is analyzed by Vol. 27, No.4, October 1995 the usual Markov chain approximation (see Brook and Evans (1972) ) under the assumption that the UBMs are independent. The discretization uses 30 states and the CUSUMs are tuned to detect a shift of 0 = a,. Consequently, the reference value is set equal to 0.5aE" In terms of standardized units, this is k = 0.5a,lauBM. The value for h is chosen such that the one-sided, on-target ARL is approximately 20,000 observations. This choice enables one to approximately compare the off-target ARLs in Table 6 to the two-sided Shewhart control charts in Table 5 .
The CUSUM charts of residuals are analyzed by the Markov chain approximation presented by Runger, Willemain, and Prabhu (1995) . This analysis accounts for the change in residual means under a process shift that was discussed by Wardell, Moskowitz, and Plante (1994) . The charts are again optimized to detect a shift of 0 = a,. Following the recommendations given by Runger, Willemain, and Prabhu (1995) , the reference value is set to 0.5(1 -¢)a, in these CUSUMs. In terms of standardized units, this is k = 0.5(1 -¢). Again, the value for h is chosen such that the one-sided, on-target ARL is approximately 20,000 observations. The results for UBM in Table 6 assume that the UBMs are independent. As with our Shewhart results, preliminary simulations indicated that the effect of a lag one autocorrelation of 0.10 on CUSUM charts was negligible.
Summary and Discussion
We compared three Shew hart charts based on different transformations of the process data, all designed to eliminate autocorrelation. The residuals (RES) chart plots individual residuals from a timeseries model; if the model is correct and its parameters well estimated, the residuals have negligible autocorrelation. The weighted batch means (WBM) chart uses the same time-series model to determine the weights that render batch means uncorrelated. Weighted batch means are similar to averages of subgroups of residuals. The unweighted batch means (UBM) chart requires no time-series model, since it simply plots arithmetic averages of consecutive data values; in this case, autocorrelation is diminished by choosing a sufficiently large batch size.
Batch means charts can have better ARL performance than residuals charts over a wide range of conditions for AR(1) data. The limitation of the residuals chart stems from the quick reaction of the AR(l) model to a shift in the process mean. This reaction minimizes the shift signal present in all residuals after the first. The WBM chart works better because it effectively averages the residuals, allowing more reliable detection of the subtle changes present in the second and subsequent residuals after the shift. The UBM chart works better yet. The variance of the unweighted batch means is not inflated by the large weights given to the end points in the weighted batch means.
We should make an additional point regarding the performance comparison. Our results for the two batch means charts assume that assignable causes occur before the start of the control chart. Otherwise, an assignable cause almost always occurs within rather than between the batches. One goal of rational sub grouping in traditional SPC (with sparse, uncorrelated data) is to reduce the likelihood of this event. If we assume that a batch that contains an assignable cause never exceeds a control limit, then the ARLs for the batch means charts should be increased by the average number of observations from the time of the &'lsignable cause until the batch is completed. This assumption is realistic for small process shifts, but conservative for large shifts. Results in Duncan (1974) can be used to conclude that this increment is approximately equal to b/2 under realistic process assumptions. Even with this adjustment (not included in the tables), the performance of the batch means charts would still be better than that of the residuals chart in the cases considered.
One way to interpret our results is as a comparison of model-based and model-free approaches to SPC with auto correlated data. One might assume that model-based inference would be the more powerful alternative, much as parametric inference is more powerful than nonparametric. However, we have shown that model-free (UBM) control charts can have superior ARL performance.
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Another advantage of the UBM chart pointed out by is its similarity to the SPC methods now widely in use. Control charts based on batch means can be constructed and interpreted according to traditional guidelines for uncorrelated data. The procedure of averaging successive observations to generate a plotted point is simple and consistent with conventional approaches both conceptually and mechanically. Features provided in most commercial SPC software can be used to plot these control charts. We might recommend these charts just on this basis.
In a similar vein, we note that implementations of digital control systems typically incorporate batch means for filtering noise, and practicing engineers have taken advantage of this feature to develop control charts on an ad hoc basis for many years.
Finally, we note that the UBM chart is not the only available means of dealing with autocorrelated data without a time-series model. Willemain and Runger (1994) established the value of control charts based on level-crossing statistics. The level-crossing approach may prove especially useful with heavy-tailed or asymmetrical data distributions.
