Abstract: The Random Walk Metropolis algorithm is a Monte Carlo-Markov Chain method which creates a Markov chain which is reversible with respect to a given target distribution with Lebesgue density on R N ; it can hence be used to approximately sample the target distribution. When N is large a key question is to determine the computational complexity of the algorithm as a function of N . One approach to this question, which we adopt here, is to derive diffusion limits for the algorithm. We work in the setting in which families of measures on spaces of increasing dimension are found by approximating a measure on an infinite dimensional Hilbert space which is defined by its density with respect to a Gaussian. We study the situation where the algorithm is started out of stationarity. We thereby significantly extend previous works which consider either only measures of product form, when the Markov chain is started out of stationarity, or measures defined via a density with respect to a Gaussian, when the Markov chain is started in stationarity. The result demonstrates that the the number of steps required to sample the target distribution scales as O(N ), as is known to be the case for product measures, with the Markov chain started in or out of stationarity, and for non-product measures of the form considered here, with the Markov chain started in stationarity. Primary 60J22; Secondary 60J20, 60H10
1. Introduction
Setting and Main Result
Metropolis-Hastings algorithms are popular MCMC methods used to sample from a given target measure π defined via its density with respect to Lebesgue measure on R N which, where there is no possibility of confusion, we also denote by π. The basic mechanism consists of employing a proposal transition density q(x, y) in order to produce a reversible chain {x k } ∞ k=0 which has the target measure as invariant distribution [Tie98] . At step k of the chain, a proposal move y k+1 is generated by using q(x, y), i.e. y k+1 ∼ q(x k , ·). Then such a move is accepted with probability α(x, y) = min 1, π(y)q(y, x) π(x)q(x, y) .
If the move is accepted then the chain is updated to the state x k+1 := y k+1 , otherwise x k+1 := x k . When the proposal kernel q(x, y) is symmetric in its variables, the expression for the acceptance probability simplifies to α(x, y) = min 1, π(y) π(x) .
Random Walk Metropolis (RWM) belongs to the family of Metropolis-Hastings algorithms with symmetric proposal, as the proposal move is generated according to a random walk. A key question for Metropolis-Hastings methods in general, and for RWM in particular, is to determine the computational complexity of the algorithm as a function of the dimension N ; in particular, how many steps are required to explore the target measure, as a function of N ? One way to do this is to demonstrate that the MCMC method has a diffusion limit and may be viewed as a time-discretization of this diffusion limit. The inverse of the effective time-step in this discretization provides a measure of the number of steps required to sample the stationary distribution. The present paper aims at studying the complexity of the RWM algorithm by the use of diffusion limits. We study the situation where the algorithm is started out of stationarity and when the family of target measures are determined by approximations of a measure on an infinite dimensional Hilbert space by a family of measures on R N , for N → ∞. In particular, we focus on the RWM algorithm to sample from a probability measure π defined on an infinite dimensional separable Hilbert space (H, ·, · , · ) and absolutely continuous with respect to a Gaussian measure π 0 with mean zero and covariance operator C. Thus for some real valued functional Ψ with domainH ⊆ H, Ψ :H → R, where π 0 (H) = 1. In Section 3 we shall give the precise definition of the spaceH and identify it with an appropriate Sobolev-like subspace of H (denoted by H s is Section 3). The covariance operator C is a positive, self-adjoint, trace class operator on H, with eigenbasis {λ 2 j , φ j } j∈N :
and {φ j } j∈N is an orthonormal basis of H. We will use the RWM algorithm with proposal
and we will start our Markov chain out of stationarity. The current position x and the proposal y belong to H; however, because the noise is finite dimensional, effectively only the first N components of x are modified when a proposal is accepted, namely the components belonging to
.
(1.4)
Throughout the paper we use the following notation: given a point x ∈ H, x N := P N (x) the projection of x onto the space X N ; x i,N will be the i-th component of the vector x N ∈ R N , 2 i.e. x i,N = φ i , x N -notice that if x N = P N (x) and 1 ≤ i ≤ N then x i,N = φ i , x N = φ i , x . Similar notation is also used for y, ξ and other vectors; we do not give details.
Using the proposal (1.3) we construct the Markov chain x k and consider the continuous interpolant x (N ) (t) = (N t − k)x k+1 + (k + 1 − N t)x k , t k ≤ t < t k+1 , where t k = k/N.
(1.5)
The main result of this paper is the diffusion limit for the RWM algorithm, which we informally state below, with D , Γ and A defined immediately after the statement. The rigorous statement of the result, with precise conditions, appears as Theorem 5.2.
Main Result. Let x k be the Markov chain constructed using the RWM proposal (1.3). Assume that is finite. Then for any initial data x 0 ∈H, the continuous interpolant x (N ) (t) defined in (1.5) converges weakly in C([0, T ];H) to the solution of the SDE
dx(t) = [−x(t) − C∇Ψ(x(t))]D (S(t)) dt + Γ (S(t)) dW (t), (1.7)
where S(t) ∈ R + := {s ∈ R : s ≥ 0} solves the ODE dS(t) = A (S(t)) dt, S(0) = S 0 , (1.8)
and W (t) is aH-valued C-Brownian motion.
Let Φ(x) denote the cdf of a standard Gaussian, and introduce the following real valued functions: for x > 0 and > 0 a positive parameter, we define and for x = 0 and > 0 we set
(1.12) Remark 1.1. We make several remarks concerning the main result.
• Since the effective time-step implied by the interpolation (1.5) is N −1 the main result implies that, started out of stationarity, the RWM algorithm will take O(N ) steps to explore target measures found by approximating π in R N .
• Notice that equation (1.8) evolves independently of equation (1.7). Once the algorithm (2.3) is introduced and an initial state x 0 ∈H is given such that S(0) is finite, the real valued (double) sequence S we prove that S (N ) (t) converges weakly in C[0, T ] to the solution of (1.8) with initial condition S 0 := lim N →∞ S N 0 . Once such a result is obtained, we can prove that x (N ) (t) converges to x(t). We want to stress that the convergence of S (N ) (t) to S(t) can be obtained independently of the convergence of x (N ) to x.
• Let S(t) : R + → R + be the solution of the ODE (1.8). We will prove (see Theorem 4.1) that S(t) → 1 as t → ∞. With this in mind, notice that D (1) = 2 2 Φ(− / √ 2) =: h and Γ (1) = 2D (1) = 2h . Heuristically one can then argue that the asymptotic behaviour of the law of x(t), solution of (1.7), is described by the law of the following infinite dimensional SDE: dz(t) = −h (z + C∇Ψ(z)) + 2h dW, (1.14)
where h := 2 2 Φ(− / √ 2). It was proved in [HAVW05, HSV07] that (1.14) is ergodic with unique invariant measure given by our target measure (1.1). Our deduction concerning computational complexity is made on the assumption that the law of (1.7) does indeed tend to the law of (1.14), although we will not prove this here as it would take us away from the main goal of the paper which is to establish the diffusion limit of the RWM algorithm.
Relation to the Literature
We consider target measures in non-product form, when the chain is started out of stationarity. When the target measure is in product form, a diffusion limit for the resulting Markov chain was studied in the seminal paper [RGG97] , where it is assumed that 15) and the potential V is such that the measure p is normalized. That work assumed that the chain is started in stationarity, leading to the conclusion that, in stationarity, O(N ) steps are required to explore the target distribution. In [CRR05] the same question was 4 addressed in the case where p is the density of an isotropic Gaussian, when the chain is started out of stationarity. Recently the papers [JLM12b, JLM12a] made the significant extension of considering the product case (1.15) for quite general potentials V , again out of stationarity. The work in [CRR05, JLM12b] demonstrates that the same scaling of the proposal variance is required both in and out of stationarity, in the product case, and that then O(N ) steps are required to explore the target distribution. Again recently, diffusion limits for RWM started in stationarity have also been considered for measures in non-product form [MPS11] , using families of target measures found by approximating (1.1), as we consider in this paper; once again the conclusion is that O(N ) steps are required to explore the target distribution. In the present paper we combine the settings of [MPS11] and [JLM12b] and make a significant extension of the analysis to consider measures in non-product form, when the chain is started out of stationarity, again showing that O(N ) steps are required to explore the target distribution. In [RGG97] the diffusion limit is for a single coordinate of the Markov chain and takes the form
with X t ∈ R and B(t) a one dimensional Brownian motion. Each coordinate of the Markov chain has the same weak limit. In [JLM12b, JLM12a] a similar limit is obtained for each coordinate, but because the system is out of stationarity the coordinates are coupled together, leading to a one dimensional nonlinear (in the sense of McKean) diffusion process
with X t ∈ R and B(t) a one dimensional Brownian motion and
The definition of the functions G andΓ can be found in [JLM12b, (1.7) and (1.6)], respectively. While we don't repeat the full definition here, we point out the two main facts which are relevant in the present context: i) in stationarity d (t) = h and g (t) = h and so (1.17) is identical to (1.16), but out of stationarity the variation of these quantities reflects what remains of the coupling between different coordinates in the limit of large N ; ii) regarding the functions D (x) and Γ (x) (defined in (1.9) and (1.10), respectively), notice that
, since the target measure is no longer of product form, the continuous interpolant of the chain x k defined in (2.3) has diffusion limit given by the solution of the infinite dimensional SDE (1.14), when the chain is started in stationarity. In contrast, in this paper where we study the same target measure as in [MPS11] , but started out of stationarity, the limiting diffusion is (1.7), with S(t) solving (1.8). The relationship between (1.16) and (1.17) is entirely analogous to the relationship between (1.14) and (1.7). It is natural to ask, then, why we do not obtain an infinite dimensional nonlinear (in the McKean sense) diffusion process as the limit in this paper? The reason for this is related to the fact that our underlying reference measure is Gaussian. Indeed in the case of Gaussian product measure the limiting diffusion (1.17) simplifies in the sense that the the equations for d (t) and g (t) depend only 5 on the process X through the quantity M (t) := E(X t ) 2 and it is explicitly noted in [JLM12b] that M (t) solves precisely the ODE (1.8). It is also relevant to observe at this point that the weak limit S (N ) d −→ S(t) has already been proven in [CRR05] in the Gaussian case where all the components x i,N k are identically distributed. On a technical note, we observe that in [JLM12b, JLM12a] the symmetry of the target measure allows the authors to employ propagation of chaos techniques so that these two papers have brought together two thus far distant worlds: MCMC and probabilistic methods for nonlinear PDEs. In our case, due to the lack of symmetry in the proposal, the propagation of chaos point of view cannot be used so we base our analysis on the more "hands on" approach used in [MPS11] . As already mentioned, the latter paper is devoted to the study of the diffusion limit for the same chain that we are analysing here and in the same infinite dimensional context as well. The difference with our paper is that the chain in [MPS11] is started in stationarity. As a consequence, the quantity that here we call S(t) is, in their case, equal to 1 for every t ≥ 0; to better phrase it, if we start the chain in stationarity, then
Recalling that S(t) → 1 as t → ∞, this is coherent with our results. Although the approach we use here is similar to the one developed in [MPS11] , significant extensions of that work are required in order to handle the technical complications introduced by the non stationarity of the chain. Throughout the paper we will flag up the main steps where our analysis differs from that in [MPS11] (see in particular the comments after (5.18), Remark 8.6 and Remark 8.8). Let us just say for the moment that if we start the chain in stationarity then x N k ∼ π N for all k ≥ 0. Because π N is a change of measure from a Gaussian measure, all the almost sure properties of the chain only need to be shown for x ∼ π 0 . In the non stationary case we cannot reduce the analysis to the Gaussian case and therefore some of the estimates become considerably more involved. The above discussion motivates our interest in the problem studied in this paper: on the one hand we want to extend the analysis of [JLM12b] away from the non-practical i.i.d. product form for the target; on the other hand we drop the assumption of stationarity in [MPS11] .
Finally, consider the alternative proposal given, for β = 1, by
The behaviour of the chain with this different proposal variance was studied in [RGG97, BRS09] , for target measures in product form and for targets of the form considered in the present paper, respectively, when the chain is started in stationarity. In the stationary case, if β > 1 then the acceptance probability tends to one as N → ∞ but the proposed moves tend to stay too close to each other, so the state space is explored very slowly. On the other hand, if β < 1 then the acceptance probability degenerates to zero. This motivates the choice β = 1. In Section 5.6 we indicate that (without proof) if the chain is started out of stationarity then analogous behaviour of the acceptance probability occurs. 6
We mention for completeness that the non stationary case has also been considered in [PST12, OPPS13] , for the pCN algorithm and for the SOL-HMC (Second Order Langevin -Hamiltonian Monte Carlo) scheme, respectively. These algorithms are well-defined in the infinite dimensional limit and hence do not require a scaling of the time-step which is inversely proportional to a power of the dimension. On a related note, we remark that when we want to sample from measures of the form (1.1), RWM is not the optimal choice. Indeed both pCN and the SOL-HMC exactly preserve the Gaussian measure π 0 and hence, in the case Ψ ≡ 0, such algorithms are exact; it is for this reason that they are well-defined in the infinite dimensional limit, and do not require a scaling of the time-step with dimension. However it is still of interest to study the behaviour of RWM on measures of the form (1.1) because they provide an explicit class of non-product measures for which analysis is possible.
Outline of Paper
The paper is organized as follows. In the next Section 2 we present in more detail the RWM algorithm. In Section 3 we introduce the notation that we will use in the rest of the paper and the assumptions we make on the nonlinearity Ψ and on the covariance operator C. Section 4 contains the proof of existence and uniqueness for the limiting equations (1.7) and (1.8).
With these preliminaries in place, we give, in Section 5, the formal statement of the main results of this paper, Theorem 5.1 and Theorem 5.2. In Section 5 we also provide heuristic arguments to explain how the main results are obtained. Such arguments are then made rigorous in Section 7 and Section 8, which contain the proof of Theorem 5.1 and Theorem 5.2, respectively. The continuous mapping argument on which these proofs rely is presented in Section 6.
The Algorithm
Once the current state x of the chain is given, the proposal move (1.3) depends only on the noise ξ. For this reason, in defining the acceptance probability for our algorithm, we can use the notations α(x, y) or α(x, ξ) indifferently. With this in mind, let us define the acceptance probability
where
Consider the Markov chain {x k } ∞ k=0 ⊂ H s constructed as follows
In other words, if the chain is currently in x k , the proposal
is accepted with probability α k+1 and rejected with probability 1 − α k+1 . We specify that in the above
and therefore the notation for α k and γ k should actually be α N k and γ N k , respectively. In a less compact notation, (2.3) and (2.2) can be rewritten as
respectively. In computational practice the above algorithm is implemented in R N .
To be more precise let Ψ N (x) = Ψ(x N ) and consider the measure π N :
The measure π N coincides with π 0 on H \ X N and it has density with respect to Lebesgue measure on X N . Such a density is given precisely by
where we recall that in the above x N is a vector on R N , x N = P N (x) and C N is the diagonal matrix C N := diag{λ 
Preliminaries
In this section we detail the notation and the assumptions (Section 3.1 and Section 3.2 , respectively) that we will use in the rest of the paper.
Notation
Let (H, ·, · , · ) denote a separable Hilbert space of real valued functions with the canonical norm derived from the inner-product. Let C be a positive, trace class operator on H and {φ j , λ 2 j } j≥1 be the eigenfunctions and eigenvalues of C respectively, so that (1.2) holds. We assume a normalization under which {φ j } j≥1 forms a complete orthonormal basis in H. For every x ∈ H we have the representation x = j x j φ j , where x j = x, φ j . Using this notation, we define Sobolev-like spaces H r , r ∈ R, with the inner-products and norms defined by
(H r , ·, · r ) is a Hilbert space. Notice that H 0 = H. Furthermore H r ⊂ H ⊂ H −r for any r > 0. The Hilbert-Schmidt norm · C is defined as
and it is the Cameron-Martin norm associated with the Gaussian N (0, C). For r ∈ R, let L r : H → H denote the operator which is diagonal in the basis {φ j } j≥1 with diagonal entries
The operator L r lets us alternate between the Hilbert space H and the interpolation spaces H r via the identities:
if j λ 2 j j 2r < ∞ then y can be equivalently written as
For a positive, self-adjoint operator D : H → H, its trace in H is defined as
We stress that in the above {φ j } j∈N is an orthonormal basis for (H, ·, · ). Therefore if
Since Trace H r (D) does not depend on the orthonormal basis, the operatorD is said to be trace class in H r if Trace H r (D) < ∞ for some, and hence any, orthonormal basis of H r . Because C is defined on H, the covariance operator
With this definition, for all the values of r such that Trace H r (C r ) = j λ 2 j j 2r < ∞, we can think of y as a mean zero Gaussian random variable with covariance operator C in H and C r in H r (see (3.1) and (3.2)). In the same way, if Trace H r (C r ) < ∞ then
with {w j (t)} j∈N a collection of i.i.d. standard Brownian motions on R, can be equivalently understood as an H-valued C-Brownian motion or as an H r -valued C r -Brownian motion. Throughout we use the following notation.
• Two sequences {α n } n≥0 and {β n } n≥0 satisfy α n β n if there exists a constant K > 0 satisfying α n ≤ Kβ n for all n ≥ 0. The notations α n β n means that α n β n and β n α n .
• Two sequences of real functions {f n } n≥0 and {g n } n≥0 defined on the same set Ω satisfy f n g n if there exists a constant K > 0 satisfying f n (x) ≤ Kg n (x) for all n ≥ 0 and all x ∈ Ω. The notations f n g n means that f n g n and g n f n .
• The notation E x [f (x, ξ)] denotes expectation with variable x fixed, while the randomness present in ξ is averaged out.
As customary, R + := {x ∈ R : x ≥ 0} and for all b ∈ R + we let [b] = n if n ≤ b < n + 1 for some integer n. Finally, for time dependent functions we will use both the notations S(t) and S t interchangeably.
Assumptions
In this section we describe the assumptions on the covariance operator C of the Gaussian measure π 0 D ∼ N (0, C) and the functional Ψ. We fix a distinguished exponent s ≥ 0 and assume that Ψ : 
furthermore, the second derivative ∂ 2 Ψ(x) can be identified with an element of L(H s , H −s ). To avoid technicalities we assume that Ψ(x) is quadratically bounded, with first derivative linearly bounded and second derivative globally bounded. Weaker assumptions could be dealt with by use of stopping time arguments. 
2. Domain of Ψ: there exists an exponent s ∈ [0, κ − 1/2) such that Ψ is defined everywhere on H s . 3. Size of Ψ: the functional Ψ : H s → R satisfies the growth conditions
Derivatives of Ψ:
The derivatives of Ψ satisfy
The Assumptions 3.1 ensure that the functional Ψ behaves well in a sense made precise in the following lemma.
Lemma 3.4. Let Assumptions 3.1 hold.
1. The function C∇Ψ(z) is globally Lipshitz on H s and hence the same holds for the function F (z) = −z − C∇Ψ(z) :
2. The second order remainder term in the Taylor expansion of Ψ satisfies
We would also like to recall that because of our assumptions on the covariance operator,
Existence And Uniqueness For The Limiting SDE.
We now prove existence and uniqueness of the solution of the equations (1.7) and (1.8). We start with the ODE (1.8).
Theorem 4.1. For any initial datum S(0) ∈ R + , there exists a unique positive solution S(t) ∈ R + to the ODE (1.8). Such a solution is bounded with continuous first derivative for all t ≥ 0. In particular lim t→∞ S(t) = 1
Before proving the above Theorem we state Lemma 4.2 below, which gathers all the properties of the real valued functions D , Γ and A , defined in (1.9)-(1.12).
Lemma 4.2. The functions D (x), Γ (x) and Γ (x) are positive, globally Lipshitz continuous and bounded. A (x) is bounded above but not below; it has continuous first derivative on the whole of R + and it is locally Lipshitz; in particular Proof of Theorem 4.1. Uniqueness and local in time existence for (1.8) follows by standard theory for ODEs with locally Lipshitz coefficients, see for example [JS77, Theorem A1]. We only need to show that S(t) doesn't blow up in finite time and this is a consequence of the last statement of Lemma 4.2. Indeed, if we start with an initial datum S 0 ∈ [0, 1) then S(t) will increase towards 1. If S(0) > 1 then S(t) will decrease towards 1.
We now come to existence and uniqueness for equation (1.7), which we rewrite using the notation of Lemma 3.4 as
The above is intended to mean Proof of Theorem 4.3. Once we prove continuity of the map
where x(t) is defined by (4.3), existence and uniqueness for (1.7) for a small enough time interval follow from a standard contraction mapping argument, see e.g. [MPS11] . To show the continuity of such a map, let x (t) and x † (t) be the images through the map J of the pairs (x (0), W (t)) and (x † (0), W † (t)), respectively. For all 0 ≤ t ≤ T , we then have
Thanks to the Lipshitzianity of F , Lemma 3.4, and the boundedness of D , Lemma 4.2, the overall drift coefficient of (1.7), i.e.
is globally Lipshitz, uniformly in time. Therefore, integrating by parts in the stochastic integral, we get
We now further work on the right hand side of the above as follows:
From the definition of Γ (see (1.10) and (1.12)), for any x ≥ 0, Γ is bounded below away from zero. Moreover, Γ has bounded derivative (see beginning of Appendix A) and A , being continuous, is bounded on compacts. These facts, together with (4.1), imply the bound
Taking the supremum over t ∈ [0, T ] on the left hand side of the above gives the desired contractivity, thanks to the Gronwall Lemma, for a small enough time interval, say [0, T 0 ] and hence a unique solution can be constructed for t ∈ [0, T 0 ]. Such a solution can then be extended to t ≥ 0, thanks to the specific form of (4.5), which, we stress again, is a consequence of (4.1). Indeed, thanks to the fact that the drift of the equation is Lipshitz uniformly in time and to (4.4), the time dependence of the RHS of (4.5) will stay the same when we try and construct a solution starting from T 0 . We will therefore be able to construct a solution over the interval [T 0 , 2T 0 ]. Continuing in this way we can cover the whole real axis. This concludes the proof.
Consider now the following equation
where S(t) is the solution of (1.8) and η(t) is any time-continuous noise in H s . Also, let S(t) : R + → R be the solution of
where w(t) is a real valued standard Brownian motion and a ∈ R + is a constant.
Remarks 4.5. Before stating the next theorem we need to be more precise about equations (4.6) and (4.7).
• We consider equation (4.7), which is (1.8) perturbed by noise, in view of the contraction mapping argument (explained in Section 6) that we will use to prove our main results.
Observe that (4.7) still admits a unique solution, using for example [SV79, Chapter 10], as we are adding a Brownian noise to the stable dynamics (1.8).
• The solution to (4.7) might not stay positive if started from a positive initial datum (as opposed to the solution to (1.8), which preserves positivity). However A is only defined for positive arguments, (see (1.11)). To make sense of the notation in (4.7), we extend A to the negative semiaxis. In other words, the function A appearing in (4.7) is not the same A defined in (1.11); we should use a different notation for such a function but we refrain from doing so for simplicity. In conclusion, the function A (x) in (4.7) is intended to be a strictly positive function for any R x < 1 and we fix it equal to 1 if x ≤ −1/2; it smoothly interpolates between -1/2 and A (0) if −1/2 < x < 0 and it coincides with A (x) as defined in (1.11) if x ≥ 0. Therefore such an A will still enjoy the local Lipshitz property (4.2).
• We emphasize that (4.6) and (4.7) are decoupled as the function S(t) appearing in (4.6) is the solution of (1.8). This fact will be particularly relevant in the remainder of this section as well as in Section 6.1 and Section 6.2.
The statement of the following theorem is crucial to the proof of our main result.
Theorem 4.6. With the notation introduced so far (and in particular with the clarifications of Remarks 4.5) let x(t) and S(t) be solutions of (4.6) and (4.7), respectively. Then under Assumption 3.1 the maps
and
are continuous maps.
Proof. Continuity of the map J 1 can be shown with a calculation in the same spirit of the one done for the map J , so we concentrate on showing continuity of the map J 2 . To this end we will use (4.2) and (4.1). Let S (t) and S † (t) be the images through the map J 2 of the pairs (S 0 , w (t)) and (S † 0 , w † (t)), respectively. Then
Now we can act again as in the proof of the continuity of the map J , taking the supremum in time on the RHS first and then on the LHS and then conclude by using the Gronwall's Lemma.
Statement of Main Theorems and Heuristics of Proofs
In this section we give a precise statement of the main results of the paper, Theorem 5.1 and Theorem 5.2 below, and outline the heuristic arguments which are at the basis of the proof of such results. The rigorous proof of Theorem 5.1 and Theorem 5.2 is detailed in Section 7 and Section 8, respectively, and it consists in quantifying the formal approximations presented in this section. The structure of such proofs relies on the continuous mapping argument which is presented in Section 6. While describing the main intuitive ideas of the proof, we will also try and emphasize the differences with the analysis presented in [MPS11] in the stationary case. Here and throughout the paper we will use a notation analogous to the one used in [MPS11] .
Statement of Main Results
In order to state such results, we first set We will prove Theorem 5.2 in Section 8.
Formal Analysis of the Acceptance Probability
Gaining an intuition about the behaviour of the acceptance probability α(x, ξ), defined in (2.1), is at the core of the proof of the main result of this paper, Theorem 5.2. We present here a formal calculation that helps gaining such an intuition.
Let us introduce the notation Ψ N := Ψ • P N , so that Ψ N (x) := Ψ(x N ) and
With these definitions, we can further rewrite the expression (2.5) for Q(x k , ξ k+1 ):
Therefore setting
The above is true whether the chain is started in stationarity or not, as (5.5) is a consequence of the properties of Ψ (see (3.4)) and of the noise ξ k+1 , see (3.5). Using (5.5), we deduce that R G (see Lemma 7.5), where 3) ), which implies G ≈ Z ,k , where
having set
(5.10)
In conclusion, the above formal analysis suggests that we may use the approximations
In [MPS11] it is proved that if we start from stationarity then the sequence S N k converges (for fixed k, as N → ∞) to 1 almost surely (see (1.18)). We will show that if we start the chain out of stationarity, i.e. x 0 is any point in H s , then
where t k = k/N and S(t) is the solution of the ODE (1.8). This is the main conceptual difference between our work and [MPS11] , all the other differences are technical consequences of this fact. The approximation (5.11) dictates the behaviour of the acceptance probability. With the present algorithm the average acceptance probability does not tend to one (as N → ∞, for t k ≤ t < t k+1 ). This is one of the disadvantages with respect to using algorithms which are well defined in infinite dimensions. Indeed, for the pCN algorithm studied in [PST11] , the acceptance probability is approximately 1 if the proposal variance tends to zero with N .
Formal Derivation of the Drift Coefficient of Equation (1.7)
Let us first clarify the use of the notation that we will make in the following. The definition of x k+1 (2.3) contains two sources of randomness: the Gaussian noise ξ k+1 and the Bernoulli random variable γ k+1 . With this in mind, when we write E k (·) we will mean expectation with respect to ξ k+1 and γ k+1 , given x k . In some cases, when we want to emphasize the fact that the expectation is taken with respect to ξ k+1 and γ k+1 , we will write explicitly E ξ,γ k . In the same way, if we want to stress that expectation is being taken with respect to ξ k+1 , we write E ξ k . According to (2.4), the i-th component of the approximate drift is given by
For a reason that will be clear in few lines we further split the RHS of (5.6) as follows
Using (5.15) we then have 
Therefore, using the approximation (5.11) (and the notation (5.9)),
The sequence of approximations (5.17)-(5.18) is done here in a different order with respect to [MPS11] . Indeed in [MPS11] the authors prove first
and then
(Notice that in the above the appearence of Z rather than Z ,k is a consequence of (1.18)).
Changing the order in which the above steps are performed allows to refine the estimates needed to prove the diffusion limit. Refining such estimates is needed due to the different large N behaviour of ζ i,N k (see also Remark 8.6 and Remark 8.8 on this matter). Going back to our heuristic derivation, now a straightforward calculation shows that if
In particular this means that if X ∼ N (− 2 , 2 2 a), for some a > 0, then
From (5.19), (5.18) and (5.9), we then get
Combining the above with (5.13) gives
which is the desired drift, after observing that
Formal Derivation of the Diffusion Coefficient of Equation
(5.20)
We consider (5.3) as before but this time we split
As before,
With the same reasoning as in (5.11), we have
Now a simple calculation shows that if
and in particular if X ∼ N (− 2 , 2 2 a) for some a > 0, 
Formal Derivation of Equation (1.8)
We now want to describe the heuristic derivation of the limit (5.12). Let us start with the drift:
Now we just need to use the fact that R Z ,k and (5.11) and observe that if
Showing that the diffusion coefficient for S N k vanishes is a consequence of the calculation that we have just done, indeed
We will prove that S 
Suboptimal Scalings for the Proposal Variance
Consider the Random Walk algorithm with proposal (1.19), for β = 1. In this case the acceptance probability becomes
where, with the same reasoning leading to (5.11),
Assuming that S 0 is finite, one can show that S N k remains bounded (uniformly in k and N ). Therefore, if we look at the average acceptance probability, we have
Therefore, if β > 1 the acceptance probability tends to one, if 0 ≤ β < 1 it tends to zero for large N .
Continuous Mapping Argument
In this section we explain the continuous mapping arguments that the proofs of Theorem 5.1 and Theorem 5.2 rely on. The continuous mapping argument that we use here is analogous to the one used in [MPS11, OPPS13, PST11]. The only difference is that the drift of (4.6) is time dependent and the drift of (4.7) is not globally Lipshitz continuous.
The following Section 6.1 and Section 6.2 contain the outline of the mapping argument for the proof of Theorem 5.1 and Theorem 5.2, respectively.
Continuous Mapping Argument for (4.7) (for Proof of Theorem 5.1)
Consider the chain S N k , defined in (5.10) and let S (N ) (t) andS (N ) (t) be the continuous and piecewise constant interpolants of such a chain, respectively; we recall that S (N ) (t) has been defined in (1.13) whileS
Decompose the chain S N k into its drift and martingale part:
To clarify the notation used in (6.2) we stress that S N k depends only on x k (and C). Now a straightforward calculation (completely analogous to the one in [OPPS13, Appendix A]) shows that
and therefore, for all t ∈ [0, T ],
we can rewrite the above as
where, for all t ∈ [0, T ],
(6.6) Equation (6.5) shows that S (N ) (t) = J 2 (S N 0 ,ŵ N ). By the continuity of the map J 2 , if we show thatŵ N converges weakly to zero in C([0, T ]; R), then S (N ) (t) converges weakly to the solution of the ODE (1.8). The weak convergence ofŵ N to zero will be proved in Section 7. Now we outline the continuous mapping argument for the chain x N k and in doing so we shall fix some more notation.
Continuous Mapping Argument for (4.6) (for Proof of Theorem 5.2)
We now consider the chain that we are actually interested in, i.e. the chain x N k ∈ H s , defined in (2.4). We act analogously to what we have done for the chain S N k . So we start by recalling the definition of the continuous interpolant x (N ) (t), equation (1.5), and we define the piecewise constant interpolant of the chain to bē
We also recall the notation Θ(x, S) for the drift of equation (1.7), i.e.
The drift-martingale decomposition of the chain x N k is as follows:
Using again [OPPS13, Appendix A] we obtain
(6.14)
If we can prove thatη
where W v is a H s -valued C s -Brownian motion, then (6.13) and the continuity of the map J 1 allow to conclude that x (N ) (t) converges weakly in C([0, T ]; H s ) to x(t), solution of (4.3). Such an argument is the backbone of the proof of Theorem 5.2. Such a proof is the content of Section 8. 25
Proof of Theorem 5.1
Proof of Theorem 5.1. Recall the definition of the map J 2 given in Theorem 4.6 and observe that thanks to (6.5),
Therefore proving the statement of Theorem 5.1 amounts to proving thatŵ N (t) converges weakly to zero in C([0, T ]; R). This is a consequence of the decomposition (6.6) together with Lemma 7.1, Lemma 7.2 and Lemma 7.3 below.
In the following E x 0 denotes the expected value given x 0 ∈ H s ∩ , the initial value of the chain. We recall once again that the initial value of the chain x 
Lemma 7.3. Under the assumptions of Theorem 5.1, for every fixed T > 0,
Before proving the above lemmata, we state the following bounds, contained in Lemma 7.4 and Lemma 7.5, which we will repeatedly use throughout this section and the next. The proof of Lemma 7.1 can be found in Section 7.2, the proof of Lemma 7.2 and Lemma 7.3 is the content of Section 7.1. 
We recall the definition of Wasserstain distance between two random variables X and Y :
W ass(X, Y ) := sup
Notice that from the definition,
Proof. See Appendix B.
Analysis of the Drift
Proof of Lemma 7.2. Set
Then, recalling that for any b ∈ R + we set [b] = n if n ≤ b < n + 1 for some integer n,
2 .
(7.12)
From the above equality and observing that T −
< 1/N , it is clear that in order to show the limit (7.1) it is sufficient to prove that
To this end, we write A (S
(which follows from (5.26)) and use (5.25) and (6.2), obtaining
Observe that from (5.3) we have that
Using the lipshitzianity of the function 1 ∧ e x , (5.5) and the above, we have
Now notice that from the definition of ζ k , equation (5.2), we have
It is shown in [MPS11, page 915] that
Therefore, from (7.3) and (7.4),
From (7.15) we then obtain E x 0 E N 1,k 2 → 0.
As for the term E N 2,k , we use the lipshitzianity of the function (1 ∧ e x )(−2x) together with the bound (7.9) to conclude
thanks to (7.3). This concludes the proof.
Proof of Lemma 7.3. From (4.2),
If t k ≤ v ≤ t k+1 then from the definitions (1.13) and (6.1), we have
where in the penultimate inequality we have used Cauchy-Schwartz and in the last we have used the conditional (given x k ) independence of x k and ξ k+1 and Lemma 7.4. Hence, using again Lemma 7.4, if t k ≤ v ≤ t k+1 then
This implies the limit (7.2).
Analysis of the Noise
Proof of Lemma 7.1. By the martingale central limit theorem, all we need to prove is that
With the same calculation as in (5.24),
Therefore, using (7.17) and γ k+1 ≤ 1,
which implies
Proof of Theorem 5.2
Proof of Theorem 5.2. If J 1 is the map defined in Theorem 4.6, then (6.13) means that
From the continuity of J 1 , in order to prove that x (N ) (t) 
Lemma 8.3. Let the assumptions of Theorem 5.2 hold. Then for any fixed T > 0
Lemma 8.4. Let the assumptions of Theorem 5.2 hold. Then for any fixed T > 0
We will prove Lemma 8.1 in the next Section 8.2 and Lemma 8.2, Lemma 8.3, Lemma 8.4 in Section 8.1.
Analysis of the Drift
In what follows we shall need some preliminary estimates, which we list in Lemma 8.5 below.
Lemma 8.5. Let Assumption 3.1 hold and let Y be a positive random variable such that
We recall that ζ Remarks 8.6 (On Lemma 8.5). The content of Lemma 8.5 brings up one of the main differences between the stationary and the non-stationary case, so it is worth making some comments.
• If we start the chain from stationarity, i.e. x N 0 ∼ π N , where π N has been defined in (2.6), then x N k ∼ π N for every k ≥ 0. As already observed in the introduction, π N is absolutely continuous with respect to a Gaussian measure; because all the almost sure properties are preserved under this change of measure, most of the estimates of interest need to be shown only for x ∼ π 0 . In particular in the stationary case one has
for every p ≥ 1 and α > 0, uniformly over 0 ≤ k ≤ [T N ] + 1. 1 All the differences between the analysis in [MPS11] and our analysis are a consequence of the different behaviour for large N of objects of the form (8.8), which ultimately depends on this "loss of Gaussianity". For the same reason, in the stationary case the estimate (8.6) is simply a consequence of Fernique's Theorem, see [MPS11, page 916 ]. In our case proving such a bound requires a bit of an argument, see Appendix B.
• From the definitions (5.2) and (5.10), it is clear that proving (8.6) requires showing the uniform integrability of the double sequence e S N k (see Appendix B). Therefore, as 31 a consequence of Theorem 5.1 and of the proof of (8.6), we also have
Proof of Lemma 8.2. Set
is the i−th component of e N k , the sum on the RHS of (8.10) rewrites
The statement now follows from Lemma 8.7.
Proof of Lemma 8.3. From (6.8) we have
having used the boundedness and Lipshitzianity of D and the Lipshitzianity of F (Lemma 3.4 and Lemma 4.2, respectively). If t k ≤ v ≤ t k+1 then from the definition (1.5), we have
The above, together with (7.3) and (7.19) , concludes the proof.
Proof of Lemma 8.4. Analogous to the proof of Lemma 8.3, so we only sketch it.
Now the RHS goes to zero because of the boundedness of D and the weak convergence of 
where the second equality is a consequence of (5.19) and (5.9) . Therefore the i-th component of e
Following the reasoning of Section 5.3, we decompose e i,N k as follows:
2,k , where 
Now we simply set
and using (8.12), we have 
The first estimate is a consequence of (5.3), (5.4) and (5.5); for the second we used the Lipshitzianity of the function f (x) = 1 ∧ e x and the definition (5.14).
• e i,N 3,k To study e i,N 3,k , we use the simple bound e x − 1 ≤ x, which holds for small x, and the boundedness and Lipshitzianity of Φ together with 
Therefore, from the above and (8.17), Therefore using (7.9): 
The result is now consequence of Lemma 8.5.
Remark 8.8. Again, let us highlight the differences between the proof of Lemma 8.7 and the strategy used in [MPS11] . First of all, the chain in [MPS11] is stationary, therefore in that case there is no need of keeping track of the index k. That said, the two approaches are completely analogous until the step that leads to considering e i,N 3,k . The two proofs differ mainly from the step that gives e i,N 4,k on. Indeed, in [MPS11] , once e i,N 3,k has been controlled, the authors observe that
uniformly in i, and then proceed to estimates similar to the one contained in e i,N 6,k . In our case, because of the different behaviour of the objects contained in Lemma 8.5 (see Remark 8.6), the series Proof of Lemma 8.1. We apply Lemma 8. , 0 ≤ h ≤ k} to study the sequence η N (t), defined in (6.12), in the Hilbert space H s . We now check that the three conditions of Lemma 8.9 hold in the present case.
i) We need to show that
We will show that
Assuming the above for the moment, let us focus on the first addend in (8.28):
We now use the same technique that we used for the drift coefficient and get
If we prove that 
The addend (8.35) tends to zero as N → ∞ by acting as we have done for (8.13). For (8.36) instead we have
The first limit in (8.34) now follows from (8.3). The second limit in (8.34) can be shown analogously, using this time the bound (7.9).
To show (8.29), observe that from (8.9),
The desired result now follows from Lemma 8.7, and the bound
together with (7.3). ii) Condition ii) of Lemma 8.9 can be shown to hold with similar calculations, so we will not show the details. iii) It will suffice to show that
Using the Chebyshev and the Markov inequality,
By (8.27),
4 s (8.37)
We prove (7.4) by induction on m. Let us start with the inductive basis, i.e. m = 1:
From (2.4), if the proposed move is rejected, then the chain stays in x k ; if instead the move is accepted we have
where the last equality has been obtained by iterating [T N ] times the relation
2 /N . Taking the limit on the RHS of the above equality, we obtain (7.4) for m = 1. The case m = 2 can be done analogously. Now suppose the statement is true for m − 1 andlet us prove it for m ≥ 3. Throughout this proof c > 0 is a generic constant that does not depend on k and N . We have We can use the Young's inequality in a similar way to estimate the first addend in (8.41). Putting everything together we get Proof of Lemma 7.5 . Using (7.6), the bound (7.7) is a simple consequence of the definitions of R and G. The inequality (7.8) follows from (5.8), (5.9), (5.2) and the bound (7.16). Indeed, denoting by C 1/2 ∇Ψ j the j-th component of C 1/2 ∇Ψ , we have: 
Using the bound (7.16), for every p ≥ 1 we have
Therefore for every p ≥ 1 . Now we choose 0 < α < 1 such that 1 + α = δ + (4q − 2)q/2 for some δ > 0 to be chosen later and we obtain One possible choice of the parameters in this proof is α = 1/2 and δ = 1/4, which leads to choosing q > 1 and q > 1 such that (4q − 2)q = 5/2 (such an equality is satisfied for example with q = 17/16 and q = 10/9). (8.5) Can be done analogously to the proof of (8.4).
We are left with proving (8.6) and (8.7). The latter is a straightforward consequence of (7.9) -which implies weak convergence of R to a Gaussian -and the bounded convergence theorem. So we finally come to (8.6). Using (8.42) (with p = 1), it is clear that we only need to show .
We now recall that the generating function of a Gaussian random variable X with zero mean and variance σ 2 is E(e tX ) = e σ 2 t 2 /2 , while the moment generating function of a Chi-squared distribution χ This concludes the proof. 46
