Recently, a new global optimization method, sequential number-theoretic optimization (SNTO), 5 has been developed in statistics. Some initial studies have been conducted to introduce this method into chemistry. 6, 7 SNTO is attractive due to its simplicity, ease of implementation and effective optimization performance.
The global optimization methods are superior to the classical optimization methods, such as simplex methods and the Newton method, because they can jump out from local optima. Although the classical methods can be implemented by running several optimization processes from different initial locations in the search space, it is still hard to guarantee that the algorithms will converge to the global optimum due to the fact that these methods essentially search locally.
However, one must be clear-headed concerning the existing global optimization methods, because they can reach the global optimum only when the number of runs is infinite. In a real optimization problem, convergence to the real global optimum can not be guaranteed, since only a finite number of runs can be performed in practice. Shaffer 3 has presented a very nice discussion on GA and SA. The situation is just as he pointed out, because there is no "optimal" optimization method (Ref. 3 , p. 241A, last sentence of paragraph 3). One should thus not be starry-eyed concerning the existing global optimization methods when facing a complicated chemical problem.
We think that a discrete optimization strategy is needed when applying the optimization methods to a real problem. Before we put forward our optimization strategy, let us reconsider the optimization process, which can be seen as an estimation to the global optimum. Thus the process is crucial for the final estimation. It has been proved that the so-called global optimization methods, such as GA, SA and SNTO, can reach the global optimum when the number of runs is infinite, that is to say, make a real estimation to the global optimum. To a real problem with only one optimum, it is not difficult for the existing global optimization methods to make a real estimation of the optimum in limited runs. Unfortunately, because in a real problem there might be many local optima, the existing methods can not guarantee that one can make a real estimation to the global optimum in limited runs. It might be possible to estimate a local optimum, that is to say, be trapped into local optimization. This suggests that if one can obtain estimations of all the potential optima, it would be possible to obtain the real global optimum by comparing the estimations. To a real problem while one might not obtain all of the potential optima, as many potential optima as possible are needed. Because the global optimum is a maximal (or minimal), itself, it is generally ascendant for it to be selected into the potential optima set if one searches the potential optima in the same manner.
Based on the above discussion, we now put forward our optimization strategy. This strategy combines a numbertheoretic net 5 (NT-net) with the minimum spanning tree 8 (MST) in graph theory to locate as many potential unimodal regions (which corresponds to potential optima) as possible. Once the unimodal regions are located, a global optimization method is applied to the regions for further searching. In this paper, SNTO is discussed for further searching, because it is easy to be implemented. References 5 and 6 list detail algorithms of SNTO. We, therefore, name our method graphic SNTO (GSNTO) for convenience of discussion.
(n; h1, h2, ..., hs) in the glp set table and the following equation: 5
where 1 < hi < n, i = 1, ..., s, k=1, ..., n; n is the number of points in an NT-net. For a more general domain, such as a rectangular region, [a, b] , NT-net {xk = (xk1, ..., xks), k = 1, ..., n} can be obtained by following transformation:
where, {yk, k = 1, ..., n} is NT-net in C s . Figure 1 shows an example of NT-net. Appendix shows a routine for calculating the glp set.
Minimum spanning tree (MST)
In graph theory, 8 a tree is an acyclic-connected graph. A minimum-spanning tree (MST) is a tree with minimum weight (generally speaking, an edge is a connection between two points and the weight is just the length of the edge). In this work, an MST is defined for every point in an NT-net as shown in Fig. 1 . For a given point, an MST is centered at the point and embraces the nearest neighbouring points. An MST is labeled according to the name of the point generating the MST for convenience. For example, tree A is labeled by point A. Once a tree is constructed, the relationship of points can then be established. If the objective function value of point A is less than those of all other points in tree A, the tree A indicates a potential unimodal region. If point A does not have the above-mentioned feature, it remains unmarked.
Implementation details
Based on the above discussion, we propose the following algorithm:
Step 0. Generate an NT-net of n points in the studied space.
Step 1. Generate tree, Ai (i = 1, 2, ..., n), for every point in the NT-net, as discussed above. The tree is a super-spheroid region with a radius no greater than 1.5 × d, where d is the distance of two nearest points in the NT-net.
Step 2. Calculate the objective function values of all the vertices in tree Ai. If vertex Ai has a minimum value, place Ai in the potential global optima set M, or else go to Step 3.
Step 3. Replace i with i + 1 if i + 1 > n; go to Step 4, or else go to Step 2.
Step 4. Implement the SNTO method to every element in set M; the results are collected in set R. The optimization domain is centered at Ai in set M and spans to a square or (
where ai are the co-ordinates of Ai. If a or b exceeds the boundary of the studied space, a or b is replaced by the correspondent boundary.
Step 5. Compare all of the potential global optima in set R; the one with the minimum value is the global optimum.
Experimental

Test functions
Two mathematical functions (F1, F2 (Table 1) ) are used to evaluate the strategy which we have put forward. F1 comes from Ref. 5 with some revision of its three optima. F2 is a standard test function. Figure 2 shows a contour plot of F2. One can see that there are eight optima in F2.
Clustering analysis system
The proposed algorithm is applied to the clustering of a tobacco data set of 26 samples, which was obtained from Ref. Table 2 lists the results of our strategy for optimizing F1 and F2. From Table 2 , one can see that our strategy can find the three potential optima of F1 and the six potential optima of F2. The real global optimum can then be obtained by comparing them. It must be noted that our strategy does not find all of the potential optima of F2. From the contour plot shown in Fig. 2 , one can see that the distribution of the optima is symmetrical with eight optima. The reason that our strategy only finds six optima is that there are flat function value planes in the function. The two adjacent planes are marked as one unimodal region, which can be seen in Fig. 3 . However, our strategy can find the two global optima, which are really important to real applications. The reason mentioned above that the global optimum is the maximal (or minimal), itself, is generally ascendant for it to be selected into the potential optima set if one searches the potential optima under the same situation. Thus, in general, our strategy will not miss the global optimum. Table 3 lists the results by using our strategy and the original SNTO to F1. One can see that the original SNTO is trapped into a local optimum when the numbers of scattered points are n1 = n2 = ··· = 144. The reason is that in some cases the global optimum may lie far away from the best point obtained from the first uniformly scattered points in the studied space; thus the reliability of the results by SNTO is lowered. This is not to say that such a situation will often be encountered by SNTO, though there seems to be no proper criterion to ensure that SNTO makes a real estimation of the global optimum. Table 4 gives the results of the GA, VSGSA 4 and GSNTO methods for the studied functions. The GSNTO gives almost the same results as the GA and VSGSA method. It is worth noting that F2 has two global optima with almost the same objective function values around -1.0 at two symmetric coordinates in the searching domain. As one can see that the GSNTO method can be used to determine two global optima of F2, while the GA and VSGSA methods can only determine out one of them, respectively. This feature might make GSNTO a good method to deal with a complicated optimization problem, such as molecular modeling. For example, if there are two global optima with almost the same objective function values for a chemical system, one can conduct chemical experiments to further prove the results and to determine which one should be adopted. The computation time for all three methods are given in Table 5 . It can be seen that the GSNTO method is much quicker than the GA and VSGSA methods in this case.
Results and Discussion
Optimization of test functions
Application to cluster analysis
Many clustering analysis methods have been introduced to chemistry. [10] [11] [12] One popular approach is to convert the problem of clustering into an optimization one, i.e., minimizing or maximizing an objective function. Clustering with the best objective function value is the best one.
For a problem of clustering a set of N samples with their measurement vectors, (x1, x2, ..., xN) into disjoint clusters (C1, C2, ..., Ck), the objective function can be written as
where xi (k) is the ith pattern belonging to cluster Ck and cluster Ck has Nk patterns; mk is the mean of cluster Ck,
From Eq. (3), one can see that the Euclid distance has a complex nonlinear form, that there might be multiple optima, and that it is liable for an optimization method to be trapped into a local optimum. For example, although the iterative K-means algorithm developed by Coomans 12 et al. is an iterative procedure, it can not guarantee convergence to the global minima. For every possible given cluster centers, say m1, m2, ..., mk, there is a corresponding Jse value. The clustering approach used in this paper is to find the best m1, m2, ..., mk which give the minimal Jse value. Since the details of clustering theory have been extensively described in Refs. 12 and 13, readers who are interested in the details of the method can refer to them. Table 6 gives the results of a clustering analysis of tobacco data based on our strategy. Two kinds of clustering are obtained. Figure 4 shows principal-component projection plots of the data; the two clustering results are shown in Fig. 4(a) and Fig. 4(b) , respectively. In Fig. 4(a) , the clustering result is about the same as that of Jin's with only two extra, which are samples 1 and 3. Samples 1 and 3 should be air-dried tobacco, but they Table 2 Position of potential local optima by our optimization strategy (n1 = n2 = ··· = 233) a. Global optimum. are clustered into cured tobacco. There are at least two things that generate this result. The first is that the clustering method is not good enough to produce correct clustering; the second is that the two samples are outliers of the air-dried tobacco. From Fig. 4(a) , where these two samples are closer to the cured tobacco, and from the optimization function value, it might be reasonable to conclude that samples 1 and 3 are outliers of the air-dried tobacco. It is worth noting that Chen 13 had made a robust diagnostic to the tobacco data; the conclusion is that samples 1 and 3 are really outliers of the air-dried tobacco. The fact is that because samples 1 and 3 are sunbaked yellow tobacco, the inner pattern is different from that of the air-dried tobacco. These results also show that because the 16 chemical components are good representatives of the inner pattern of the two kinds of tobacco, on the whole they can be clustered correctly.
From Table 6 , one can also see that there is another kind of clustering in the system. Although Fig. 4(b) shows that it might be a possible clustering, the optimization function value tells us that it is a local optimum, and thus not good clustering. Because of the existence of a local optimum, it has room for a optimization method to be trapped into the local optimum. If one uses a optimization method in this problem and reaches this local optimum, it might be possible to conclude that the clustering method is not good or that the 16 chemical components of the tobacco are not a good representative of the inner pattern of the two kinds of tobacco. But, the reality is that the optimization process is trapped into a local optima.
Conclusions
The proposed optimization strategy enhances the reliability of optimization by searching the potential optima. There are two things that guarantee this strategy to reach good results. The first is that the number-theoretic net is that because used to generate uniformly scattered points in the studied space, the searching are under the same situation. This enhances the chance of the global optimum to be selected in the potential optima set. The second is that the minimum spanning tree of graph theory will hold as many potential unimodal regions as possible for further searching in these regions. Because the searching is under the same situation, in general, it is ascendant for the global optimum be selected in the potential optima set.
One can also clarify that our strategy is a combination of both global searching and local detailed searching. Global searching ensures finding the potential optima, and local detailed searching makes the estimations of real optima more accurate. Table 4 Comparison of three optimization methods for optimization of F1 and F2 GA: N = 60, pc = 0.2, pm = 0.1, G = 0.8, generation = 100. VSGSA: Initial step size is 10 percent of constrained domain.
Step size increases or decreases by a factor of 1.2. Initial is chosen to be 3.5 according to the probability requirement in Ref. 9 . VSGSA terminates when step size is less than 0.0001. GSNTO: n1 = n2 = ··· = 233. 
