Optical coherence tomography is routinely used clinically for the detection and management of ocular diseases as well as in research where the studies may involve animals. This routine use requires that the developed automated segmentation methods not only be accurate and reliable, but also be adaptable to meet new requirements. We have previously proposed the use of a graph-theoretic approach for the automated 3-D segmentation of multiple retinal surfaces in volumetric human SD-OCT scans. The method ensures the global optimality of the set of surfaces with respect to a cost function. Cost functions have thus far been typically designed by hand by domain experts. This difficult and time-consuming task significantly impacts the adaptability of these methods to new models. Here, we describe a framework for the automated machine-learning based design of the cost function utilized by this graph-theoretic method. The impact of the learned components on the final segmentation accuracy are statistically assessed in order to tailor the method to specific applications. This adaptability is demonstrated by utilizing the method to segment seven, ten and five retinal surfaces from SD-OCT scans obtained from humans, mice and canines, respectively. The overall unsigned border position errors observed when using the recommended configuration of the graph-theoretic method was 6.45 ± 1.87 µm, 3.35 ± 0.62 µm and 9.75 ± 3.18 µm for the human, mouse and canine set of images, respectively.
Introduction
Spectral-domain optical coherence tomography (SD-OCT) imaging allows for the quantitative study of retinal structures, and thus, finds widespread use in the detection and management of ocular diseases. For instance, in glaucoma, in addition to visual field tests and planimetry assessments, the thicknesses of the retinal nerve fiber layer (RNFL) and the ganglion cell layer (GCL) are used for diagnosis as well as to track its progression in patients [1] . The presence of disease may also introduce changes to the intensity distribution of the image in addition to structural changes. Thus, the automated segmentation of these structures in the presence of disease can be quite a challenging problem. Apart from its clinical use, SD-OCT imaging is also used in research studies that include animal models (such as mice, canines or primates) [2] [3] [4] [5] [6] rather than humans. The extension of current techniques to include animal anatomy is not trivial as the retina in animals can show significant differences. For instance, the retinal nerve fiber layer (RNFL) and the ganglion cell layer (GCL) are not visually differentiable in mouse or canine SD-OCT images (see Fig. 1 ), unlike in human scans where the RNFL is quite distinct. This combined nerve fiber-ganglion cell (NF+GC) layer is also significantly thinner in these animals than in humans. Another distinct difference is the absence of the foveal depression in rodent and canine eyes. Prominent anatomical differences such as these make the direct application of methods developed for humans scans on animal scans prone to error. These challenges are further compounded by the fact that a variety of scanners are often used, with the images being acquired using different imaging protocols. Thus, automated methods developed need to be adaptable to new models while remaining robust to varying image resolutions as well as disease-induced disruptions that may be encountered.
Mishra et al. [7] and Yazdanpanah et al. [8] have previously described automated methods for the segmentation of retinal layers in SD-OCT images of rat retinas. However, the evaluation of these methods was limited to normal rats and the methods did not incorporate the threedimensional contextual information (see Fig. 1(a) ) available in volumetric scans. This is of particular importance given the increasing ability to obtain isotropic images from animal retinae that are rich in contextual information. The reproducibility of measurements from mice scans has been described briefly [9] , however this experiment was limited to the reproducibility of total retinal thickness.
Numerous techniques have, however, been proposed for the segmentation of retinal layers in human SD-OCT images [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Graph-based approaches [16, 21] transform the segmentation problem into an optimization one, where the aim is to find surfaces with the minimum cost. The graph-theoretic approach proposed by Garvin et al. [21] in particular, segments multiple surfaces in 3-D while ensuring the global optimality of the set of surfaces with respect to a cost function. This however, requires the careful design of the cost function, which when done by hand, can be a difficult and time-consuming task. For instance, common edge detectors such as the Sobel filter coupled with an image de-noising method or Gaussian derivatives could be used to design the cost function when edges are obvious. Selecting the filter that best suits each of the surfaces can itself be a difficult task, but this process is even more complicated in diseased scans where the images often show low contrast. Furthermore, the parameters of the chosen filters may need to be altered if the scans were acquired using a different imaging protocol or a different scanner. For instance, a 3-D edge detector that shows good performance on a volumetric scan containing 200 slices would likely not perform as well on a scan that contains a smaller number of slices.
Proposed machine-learning based approaches [10, 18, 22] , on the other hand, learn features associated with retinal layers of interest and the final segmentation is obtained through a pixel classification process. While these methods did not incorporate 3-D contextual information available in volumetric SD-OCT scans, they are however, easily adapted to new models as the only requirement is a new training set. The incorporation of the pixel classification result obtained through a machine-learning based approach into the cost function utilized by a graphbased approach would provide all the advantages of the graph-based approach, while retaining the easy adaptability of the machine-learning based methods. In particular, as the cost function utilized by the graph can be comprised of on a on-surface term (that is cost associated with a voxel lying on a particular surface) and an in-region term (that is the cost associated with a voxel belonging to a particular region), machine-learning based approaches can be used to learn surface and region properties of the image to generate probability maps that can be incorporated into the cost function. Such an approach is detailed in our preliminary work [23] where the inregion cost term was automatically designed using a machine-learning based approach. Lang et al. [19] also proposed a similar method where the on-surface cost term incorporated learned features. Both of these methods however, were only evaluated on images obtained from human patients.
Here, we present a combined machine-learning and graph-theoretic method for the automated segmentation of retinal surfaces in SD-OCT images. A machine-learning based approach is used to design the entire cost function utilized by the graph-theoretic method approach [24] . In addition to designing the cost terms, it also important to gauge the impact of these learned features on the final segmentation accuracy to prevent the inclusion of terms that do not significantly improve the accuracy or in some cases, hurt the segmentation accuracy. This allows for the graph-theoretic method to be adapted and tailored to new models by retraining the system on a new dataset and finding the best set of learned components that provide the best segmentation accuracy. The adaptability of the method is demonstrated using three sets of images obtained from: 1) human patients that presented with glaucoma, 2) mice and 3) canines employed in a glaucoma study. Furthermore, these images were acquired using three different SD-OCT scanners with varying imaging protocols. The overall segmentation error compared to tracings obtained from human experts when using the recommended framework of the graph-theoretic method on these three sets was found to be 6.45 ± 1.87 µm, 3.35 ± 0.62 µm and 9.75 ± 3. µm, respectively.
Methods

Overview of graph-theoretic approach
The graph-theoretic method employed here is modeled on a previously described approach [21, 24] , where the multiple surface segmentation problem is represented as a minimum-cost closure problem in a vertex-weighted graph. The graph structure is determined by the feasibility constraints, namely the topological and inter-surface constraints, that describe the set of surfaces. The weights of the vertices are derived from the cost function that can be expressed as a combination of on-surface and in-region terms. The on-surface cost reflects the unlikelihood that the voxel lies on a particular surface while the in-region cost term reflects the unlikelihood that the voxel belongs in a particular region. Given n non-intersecting surfaces, S i , i = {1, 2, ..., n}, and consequently n + 1 regions, R j , j = {0, 1, 2, ..., n}, the overall total cost cost C T can be expressed as a weighted combination of the on-surface costs, C S i , i ∈ {1, ..., n}, and in-region costs C R j , j ∈ {0, 1, ..., n}.
and c sur f i (x, y, z) and c reg j (x, y, z) represent the on-surface cost associated with surface i and the in-region cost associated with region j, respectively. A minimum closure on this vertexweighted graph (computed by finding a minimum s-t cut on a closely related edge-weighted graph) now gives us the globally optimal set of n feasible surfaces.
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Automated machine-learning based design of the cost function
In standard classification-based segmentation approaches [10, 18] , the goal is to find the best classification possible for each region of interest. However, the classification of regions in the presence of multiple interacting surfaces where similarities could exist between one or more regions, often causes misclassifications to occur between the similar regions. In OCT images of the retina, (see Fig. 2 ), the retinal nerve fiber layer (RNFL) is distinctively bright, while the inner plexiform and outer plexiform layers are of medium intensity and the inner and outer nuclear layers have low intensity. We previously observed [23] that the independent identification of either of the two plexiform layers or the two nuclear layers can be quite difficult given their similar appearance. The inclusion of a location based feature, such as the distance relative to an identifiable structure [22] , could help classify the structures independently. However, this increased dependence on a structural feature could hurt the method as disease-induced structural changes are not uncommon. However, when considering the use of classificationbased approaches for use as a cost function (rather than the final result) in a multi-surface graph-theoretic approach, the fact that the surfaces are found simultaneously only requires that neighboring regions/surfaces be differentiable from their immediate neighbors. This allows for for the regions/surfaces to be grouped on the basis of similar properties, which in turn can help reduce misclassifications between similar structures [23] . Thus, in this work, we grouped the regions on the basis of intensity into high-, medium-and low-intensity regions. The RNFL was considered a high-intensity region, while the plexiform layers and the nuclear layers were categorized as medium-and low-intensity regions, respectively. Similarly, as surfaces lie either below a high-intensity region with a lower intensity region below it, or vice versa, a classifier was trained to recognize dark-to-bright interfaces from the background, and bright-to-dark interfaces from the background. For example, in the mice scans (see Fig. 1(c) ), the ILM and the bottom surface of the INL were considered darkto-bright interfaces, while the bottom surfaces of the NF-GCL, the IPL and the OPL were considered bright-to-dark interfaces. The classifier was also provided samples from "smooth" regions, to ensure that only true layer interfaces are identified.
The machine-learning based cost function design process, as shown in Fig. 3 , begins with the generation of on-surface and in-region descriptors using frequently utilized filters banks [25, 26] , such as Haar features [27] , Gabor features [28] 
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In-Region Classifiers Fig. 3 . Overview of the machine-learning-based cost function design. [29] . The Gabor filter is essentially a band pass filter represented as:
x = x cos θ + y sin θ , y = −x sin θ + y cos θ .
The parameters σ , γ, λ , θ and ψ are the standard deviation, spatial aspect ratio, wavelength, orientation and the phase offset, respectively. A Gabor filter bank [23] was created using the symmetric (ψ = 0 o ) and anti-symmetric (ψ = 90 o ) filter responses of the Gabor filter with standard deviation σ = {1, 2, 4, 6}, and angle
The wavelength (λ ) was set to σ /0.56 as this corresponds to a half-response spatial frequency bandwidth of one octave and the spatial aspect ratio (γ) was set to 1. The energy features [28] were also computed by summing the squared symmetric and anti-symmetric filter responses for particular values of σ and θ , as shown below:
The Gaussian filter bank [30] consisted of oriented filter derivatives up to order 1 at scales σ = {1, 2, 3, 4, 5} and orientations
These features were computed in 2-D within each B-scan using Eq. (6) and also in 3-D where
These features were then used to train a classifier, a random forest, in order to obtain probability maps for the regions and surfaces of interest. Random forests [31] are ensemble classifiers composed of a number of decision trees, where the classification of an input feature vector is determined by the majority vote cast by the individual trees. This classifier is robust and its performance is largely tied to two main parameters, the number of trees in the forest N and the number of features selected at random at each decision split m. Here, we used N = 350 trees (larger numbers increased the training period but did not improve accuracy) and m = 10. Regression was performed by computing the ratio of the majority votes to the total number of trees in the forest. We utilized the OpenCV implementation of random trees. The random forests were trained to provide a probability estimate that indicated the likelihood of an input feature vector belonging to a particular region or surface. For instance, the high-intensity region random forest classifier provided the likelihood of each input feature vector belonging to a high-intensity region. Thus, separate classifiers were created to identify the three categories of regions and two categories of surfaces. The classifiers were initially trained using all the texture features computed. The individual feature significances were used to limit the feature set to those that contributed at least 2% to the overall feature significance. This final set of features were then used to retrain the random forest and create probability maps for the high-, medium-and low-intensity regions. A similar process was used to create probability maps for the dark-to-bright and bright-to-dark interfaces. Figure 4 show the probability maps obtained for a scan acquired from a human, a mouse and a canine.
Segmentation process
The retinal surfaces segmented in the human, mice and canine scans are depicted and labeled in Fig. 1(b) , (c) and (d), respectively. Although the number of target surfaces differs for the different datasets, the overall segmentation process used a two-stage approach [21, 32] , which begins by segmenting the outer surfaces, namely the internal limiting membrane (ILM), the junction of the inner and outer segments (IS/OS junction) and the bounding surfaces of the retinal pigment epithelium (RPE). The four inner layers were subsequently segmented simultaneously in the second step. These layers included the upper high-intensity layer, which in humans is the retinal nerve fiber layer (RNFL), but in mice and canines consists of the nerve fiber and ganglion cell layer (NF-GCL); the second layer, which in humans consists of the ganglion cell layer (GCL) and the inner plexiform layer (IPL) but in mice and canines is the inner plexiform layer; the inner nuclear layer (INL) and the outer plexiform layer (OPL).
The estimates of the feasibility constraints [24] utilized by the graph-theoretic method, namely the smoothness and surface-interaction constraints, were derived from the available manual tracings. In particular, the maximum change in the surface topology for each surface and the minimum and maximum distances between pairs of surfaces was estimated from the available tracings. These values (relaxed to accommodate unseen surface variations) were then used to define the smoothness and surface-interactions constraints. As the outer surfaces, the bounding surfaces for outer segments for instance, are extremely close to each other, which made the learning of regional features difficult. While such a term could have been included for the segmentation of the RPE in the mice scans, these surfaces were segmented simultaneously with the ELM, the bounding surfaces of the outer segments and Bruch's membrane, where the incorporation of a learned in-region term was extremely challenging. Thus, we excluded this term for all the outer surfaces. The inner layers however, are ideal for learning in-region as well as on-surface cost terms and the segmentation of these surfaces included either a learned in-region or an on-surface cost term or a combination of both.
The automated feature selection based on the individual feature significance (see Section 2.2) yielded a total of 20 and 19 features for the in-region and on-surface cost terms, respectively, in the human dataset. Similarly, for the mice data, 21 features were used to learn the in-region and on-surface terms, while in the canine datasets, 17 features were used to learn these cost terms.
In addition to finding a good set of features that describe the regions and surfaces, it is also important to find the weight α in Eq. (2), that defines the combination of the in-region and onsurface cost terms [21] . As each of the surfaces may prefer a different on-surface to in-region cost term ratio, it may be preferable to find the optimal set of weights β i for each of the surfaces. The cost function can now be expressed as:
Human
Mouse Canine
Original Dark-to-Bright
Bright-to-Dark
High Intensity
Medium Intensity
Low Intensity where α i is the value that provides the lowest segmentation error for surface i, and C large = 100. The optimization used here follows the process outlined in [21] . We began by formulating the cost function using Eq.
(2) and then tested a range of α in increments of 0.1. When an estimate of α was found, smaller steps were used to further refine the optimization.
Experimental methods
Data description
The proposed method was evaluated on three sets of images obtained from human patients, mice and canines. All procedures involving human subjects conformed to the principles outlined in the Declaration of Helsinki and were conducted after obtaining informed consent from the patients. All animal procedures were approved by the Animal Care and Use Committee at the University of Iowa (mice data) or the Department of Veterans Affairs Institutional Animal Care and Use Committee (canine data), and complied with the ARVO statement for the Use of Animals in Ophthalmic and Vision Research. The datasets are described in further detail below:
The first set contained 10 optic nerve head (ONH) OCT volumes acquired from 10 human glaucoma patients on a spectral-domain Cirrus (Carl Zeiss Meditec, Inc., Dublin CA) scanner [32] . Each volumetric scan was obtained from a region 6mm × 6mm × 2mm and contained 200 × 200 × 1024 voxels. Manual tracings were obtained from two independent observers (experienced in retinal anatomy) on a total of 100 slices. In particular, each dataset was divided into sections of 20 slices and a single slice was chosen at random from within each section, thereby preventing any selection bias. Seven retinal surfaces (depicted in Fig. 1(b) ) were traced, namely the bounding surfaces of RNFL, the GCL+IPL, the INL, the OPL, the outer nuclear layer (ONL), and the lower bound of the retinal pigment epithelium (RPE). As the surfaces become indistinct within the ONH-region, this area was excluded during evaluation. The ONH was approximated using a circle 1.05mm in diameter. The second set contained 10 SD-OCT images obtained from 10 normal mice on a spectraldomain Bioptigen scanner (Bioptigen, Inc. Durham, NC). These volumetric scans were centered on the ONH and were obtained from an area 1.4mm × 1.4mm × 2mm and contained 400 × 400 × 1024 voxels. Ten retinal surfaces, as depicted in Fig. 1(c) , were segmented on these scans, five within the inner retina, namely the bounding surfaces of the nerve fiber-ganglion cell complex (NF+GCL), the inner plexiform layer (IPL), the INL, and the OPL; and five in the outer retina, namely, the external limiting membrane (ELM), the IS/OS junction, the bottom of the outer segments and the upper and lower boundaries of the RPE. Due to the curvature of the retina, only a circular region within the 1.4mm x 1.4mm scanned area contains valid information. Figure 5 (a) depicts a volumetric scan and the circular projection image usually seen in these images. Figures 5(b) and (c) show examples of a peripheral slice and a central slice, respectively. Thus, the evaluation of the segmentation accuracy was also limited to an annular region (see Fig. 5(d) ) defined by two circles 0.2mm and 1.2mm in diameter in order to exclude the ONH and the noisy peripheral regions. Manual tracings were obtained from a retinal specialist on a total of 100 slices, where 10 slices where chosen from each of the 10 datasets. The slices were chosen at random from sections 30 slices deep while avoiding the first and last 50 slices as the section of the retina imaged in the first and last 50 slices comprise less than 50% of the B-scan. The third data set consisted of SD-OCT retinal scans obtained from a colony of nineteen Basset Hounds. The colony consisted of three nonaffected canines, six canines with genetic susceptibility to glaucoma, but without the disease and 10 canines with genetic susceptibility that presented with glaucoma. Baseline scans of each animal were obtained at 6 months of age. Subsequent SD-OCT scans were obtained after provocative testing by acute elevation of intraocular pressure (AEIOP). The scans were centered on the macula and were obtained on a Heidelberg SD-OCT Spectralis scanner (Heidelberg Engineering, Germany). Varying protocols were used to acquire these scans, but the typical scan encompassed a region 4.2mm x 4.5mm x 1.9mm and contained 768x19x496 voxels. An independent observer (experience in retinal anatomy of canines) traced five surfaces (as shown in Fig. 1(d) ), namely the bounding surfaces of the NF+GCL, the IPL and the ONL. The INL and the OPL are segmented but they are extremely thin and the observer was unable to trace these surfaces consistently. Thus, the accuracy evaluation was limited to five surfaces. Furthermore, certain sections of the images showed low signal strength as depicted in Fig. 6 . These regions where the surfaces were not visible were excluded from the evaluation as well.
Accuracy evaluation
A cross validation scheme was used to train the classifiers and evaluate the final segmentation accuracy. For the human and mice datasets that contain ten images each, eight scans were used to train the system and the remaining two were segmented after the incorporation of the learned cost terms. This was repeated four times until all the scans were segmented. In the case of the canine scans, 14 datasets of the 19 were used to train the classifiers and the remaining datasets were segmented. This was repeated three more times to provide segmentation results on all of the 19 datasets. The division of the scans into the four sets used in this cross-validation experiment was done randomly.
The unsigned border position errors between the automated segmentations and the manual tracings were used as the measure of the segmentation accuracy. As the cost function can be represented as a weighted combination of on-surface and in-region cost terms, in addition to evaluating the overall segmentation accuracy, it is also important to gauge the individual impact of these learned features. This will not only help to tailor the graph-theoretic method to specific applications, it will also prevent the inclusion of features that may potentially hurt the segmentation results. This was done by comparing the segmentation results obtained when using the new cost function designs to those obtained when using a baseline approach. Note that the baseline approaches did not incorporate any learned cost terms but utilized either an on-surface cost term [33] or a weighted combination of an in-region and an on-surface cost term [32] . Three possible frameworks were, therefore tested, where the graph-theoretic method incorporated:
1. a combination of learned in-region cost terms and Gaussian-derivative based on-surface terms (Experiment I),
2. only learned on-surface cost terms (Experiment II), and 3. a combination of learned in-region and on-surface cost terms (Experiment III).
Baseline approaches have been previously described for the human [32] and mice scans [33] , however, designing one for the canine dataset proved to be extremely difficult. Thus, this dataset does not have a baseline approach. Paired t-tests that were corrected for multiple comparisons were used to compare the results obtained. Table 1 shows the overall border position errors for the 7 surfaces obtained using Experiments I, II and III as well as the results obtained when no learned component was incorporated into the segmentation method [32] (labeled 'Baseline'). The overall border position error obtained for Experiments I, II and III was 6.45 ± 1.87 µm, 8.26 ± 2.72 µm and 8.67 ± 2.88 µm, respectively. The errors observed for the inner surfaces for all three experiments were also comparable with the inter-observer variability [32] that was 12.79 ± 3.36 µm, 13.74 ± 2.04 µm, 9.28 ± 3.00 µm and 7.67 ± 1.69 µm for surfaces 2, 3, 4 and 5, respectively. The segmentation errors observed in Experiment I showed significant improvement (p < 0.001) over the baseline results for all four inner surfaces. The incorporation of only the learned on-surface cost resulted in smaller errors than the baseline results, however, they were not significantly different from the baseline results. In Experiment III, surface 2 (bottom of the RNFL) and surface 5 (top of the ONL) significantly improved in comparison with baseline results. The best results for all surfaces, however, were obtained using the learned in-region cost term. Figures 7(a) shows a near-central slice from a scan obtained from a human glaucoma patient. Errors were commonly seen near the ONH-region when no learned cost terms were incorporated into the graph-theoretic method [32] as shown in Fig. 7(c) as the gradients that mark the layer boundaries are quite small and are in fact, comparable to the speckle noise seen in these images. The incorporation of the learned in-region cost term had the most significant impact on the results as shown in Fig. 7(d) . The incorporation of the learned on-surface cost term and the combination of the in-region and on-surface cost term also improved the segmentation accuracy from the baseline results as depicted in Figs. 7(e) and (f), respectively.
Results
Data obtained from human subjects
Data obtained from mice
The unsigned border position errors were computed on a total of 97 slices as not all of the 10 surfaces could be confidently traced on 3 slices. The overall border position errors for the Fig. 7. (a) A near-central slice from an SD-OCT scan acquired from a human subject that presented with glaucoma alongside (b) the manual tracings obtained from an independent observer and the automated results obtained using (c) the previously described method [32] that did not incorporate any learned cost terms, (d) learned in-region cost function, (e) onsurface cost function and (f) a combination of both. 10 surfaces obtained using Experiments I, II and III were 3.45 ± 0.80 µm, 3.46 ± 0.76 µm and 3.35 ± 0.62 µm, respectively (see Table 2 ). The border position errors obtained when no learned components were incorporated into the graph-theoretic method [33] was 3.58 ± 1.33 µm. The incorporation of the learned cost terms (in Experiments I, II and III) significantly improved (p < 0.001) the results for surface 2 over the baseline results. The incorporation of the learned in-region cost term also significantly reduced (p < 0.001) the errors noted in surface 5 over the baseline results. Figures 8(a) and (b) show a slice from a mouse scan and the manual tracings obtained from a retinal specialist. Figures 8(d )-(f) show the results obtained using the learned in-region cost, on-surface cost and a combination of both, respectively. This slice showed higher errors than the average when no learned cost term was incorporated into the graph-theoretic method. The slice is very close to the ONH region (0.13mm away from the center of the scan), and the large vessel shadows make the central area difficult to segment. However, the use of the learned in-region and on-surface cost terms corrected these segmentation errors. 
Data obtained from canines
The overall border position errors for the 10 surfaces obtained using Experiments I, II and III were 9.75 ± 3.18, 11.39 ± 4.82 and 10.14 ± 4.26, respectively. The unsigned border position errors for the five surfaces are tabulated in Table 3 . The segmentation errors noted in surface 2 (bottom of NF+GCL) in Experiment I was significantly smaller (p < 0.01) than those noted in Experiments II and III. The errors noted in surface 3 (bottom of the IPL) was smallest when both learned cost terms were incorporated into the graph-theoretic method and was significantly better (p < 0.001) than when only learned on-surface costs were incorporated, but did not significantly differ from the errors noted when only the learned in-region cost term was used. The errors noted in surface 4 (upper surface of the ONL) in all three experiments did not significantly differ from each other. Figure 9 (a) shows a slice from an SD-OCT volumes obtained from a canine and the manual tracings obtained from an independent observer are as shown in Fig. 9(b) . The segmentation results obtained after the incorporation of the learned in-region cost term, on-surface cost term and a combination of the two is as shown in Figs. 9(c)-(e), respectively. 
Discussion and conclusion
Machine-learning based approaches and graph-theoretic approaches [19, 21, 32] proposed for the segmentation of retinal surfaces in SD-OCT images have their own distinct advantages. Machine-learning based approaches are easily adapted to new models while graph-theoretic approaches are able to segment multiple surfaces simultaneously in 3-D while ensuring the global optimality of the solution with respect to a cost function. Here, we described a framework that combines a machine-learning based technique and a graph-theoretic approach [24] for the automated segmentation of retinal surfaces in SD-OCT images. The machine-learning based automated design of the cost function allowed for the method to be quickly adapted to new models such as animal retinae as well as to the images obtained on a variety of scanners with varying imaging protocols. The impact of the incorporation of the learned components final segmentation accuracy was also assessed, thereby allowing for the method to be tailored to specific applications as its only requirement is a training set.
As the cost function design relies on the training set, we observed that the difficulty of the manual tracings had an impact on the ability to learn the costs for the regions and surfaces of interest. This difficulty is apparent in the human dataset, where all the images were acquired from subjects that presented with glaucoma. The contrast in these images was quite low and the difficulty associated with confidently identifying the surfaces is indicated in the high interobserver variability. While the method was able to differentiate between the regions quite well, learning the surfaces proved to be quite difficult on this set. This is also reflected in the final recommendation of the framework, where the incorporation of the learned in-region cost (Experiment I) showed the best overall results.
Similar results were noted in the canine dataset, where the scans were also largely obtained from disease-affected animals. These images were quite anisotropic, with few slices acquired along the y-axis, making the inclusion of 3-D features or contextual information in the method difficult. It is also important to note that these images were acquired on a Spectralis SD-OCT scanner where the voxel depth is 3.86 µm. Thus, the overall error is on the order of 2-4 voxels, which is comparable to the results obtained on the other two sets of images. These images also often showed low contrast making the development of a baseline method that would be provide adequate accuracy extremely difficult to design. The low contrast also affected the ability to accurately trace the inner surfaces, and subsequently confounded the learning of the surface properties. Here, again the framework recommended the incorporation of the learned in-region cost term. However, certain surfaces fared well with the combination of the two learned cost terms, indicating that perhaps the learned components could be included for certain surfaces and excluded for other surfaces that are difficult to learn. However, this is quite difficult to gauge, given the numerous interactions that exist when the surfaces are segmented simultaneously. These interactions are difficult to account for and likely had an impact on the optimization process used to find the β i for each surface. Thus, while the results obtained for Experiment III (that included the learned on-surface and in-region cost term) was expected to be the best, it was found to not be the case for the human and canine set, indicating that perhaps these weights should be optimized simultaneously and not independently. This will, however, be investigated in our future work.
In the case of the mice scans, the framework recommended the use of a combination of the learned in-region and on-surface cost terms. Although, certain surfaces, such as the outer surfaces, seemed to not need the learned cost terms, the inclusion of the cost terms had a significant impact on the segmentation accuracy of the NF+GCL. This structure is segmented frequently and has been shown to correlate with disease [34] . As this structure thins and becomes difficult to discern, we expect the inclusion of the learned cost terms, especially the in-region cost term, to have a significant impact on the segmentation accuracy.
The graph-theoretic method is a natural choice where numerous regions (with possible similarities) need to be segmented, and the automated machine-learning based cost function design allows for this method to be easily adapted to numerous applications. The machine-learning component however, is quite dependent on the examples included in the training set. Thus, the extension of this method to data that show significant disruptions to the retinal structure, such as the presence of a fluid-filled region, would require the inclusion of an adequate number of samples in the training set. However, despite this restriction, the automated machine-learning approach requires less domain (animal/model specific) knowledge on the part of the algorithm development team. Here, we demonstrated the successful employment of this method for the segmentation of retinal surfaces in SD-OCT images obtained from humans, mice and canines. As this imaging modality finds increasing use in research studies involving different animal models, we expect that this adaptable method could prove to be an extremely useful tool.
