ABSTRACT
INTRODUCTION
By entering the Digital Age, the world has faced a vast amount of information. Dealing with this vast amount of information can often result in many difficulties. We must store, retrieve, analyze and process Digital information in an efficient way, so as to be put to practical use.
In the past decade many aspects of digital technology have been developed. Specifically in the fields of image acquisition, data storage and bitmap printing. Compressing an image is significantly different than compressing raw binary data. Images have certain statistical properties which can be exploited by encoders specifically designed for them so, the result is less than optimal when using general purpose compression programs to compress images.
One of many techniques under image processing is image compression. Image compression have many applications and plays an important role in efficient transmission and storage of images. The image compression aims at reducing redundancy in image data to store or transmit only a minimal number of samples And from this we can reconstruct a good accession of the original image in accordance with human visual perception. [21] [22] [23] [30].
Principles Behind Compression
Image Compression addresses the problem of reducing the amount of data required to represent the digital image. We can achieve compression by removing of one or more of three basic data redundancies:
(1) Spatial Redundancy or correlation between neighboring pixel. (2) Due to the correlation between different colour planes or spectral bands, the Spectral redundancy is founded.
(3) Due to properties of the human visual system ,the Psycho-visual redundancy is founded.
We find The spatial and spectral redundancies when certain spatial and spectral patterns between the pixels and the colour components are common to each other and the psycho-visual redundancy produces from the fact that the human eye is insensitive to certain spatial frequencies.
Various techniques can be used to compress the images to reduce their storage sizes as well as using a smaller space. We can use two ways to categorize compression techniques. [13] [14]
-Lossy Compression System Lossy compression techniques is used in images where we can sacrifice some of the finer details in the image to save a little more bandwidth or storage space.
-Lossless compression system Lossless Compression System aims at reducing the bit rate of the compressed output without any distortion of the image. The bit-stream after decompression is identical to the original bitstream.
-Predictive coding It is a lossless coding method, which means the value for every element in the decoded image and the original image is identical to Differential Pulse Code Modulation (DPCM). [32] -Transform coding Transform coding forms an integral part of compression techniques. the reversible linear transform in transform coding aims at mapping the image into a set of coefficients and the resulting coefficients are then quantized and coded. the first attempts is the discrete cosine transform (DCT) domain.
[38]
Atypical Image Coder
Three closely connected components form a typical lossy image compression system, they are (a) Source Encoder (b) Quantizer and (c) Entropy Encoder. 
Performance Criteria in Image Compression
We can estimate the performance by applying the following two essential criteria: the compression ratio (CR )and the quality measurement of the reconstructed image( PSNR)
The Compression ratio (CR) is the ratio between the original image size and the compressed image size. [37] CR = n1/n2
(1) (b) Distortion measure Mean Square Error (MSE) is a measure of the distortion rate in the reconstructed image.
-PSNR has been accepted as awidely used quality measurement in the field of image compression.
.
DCT TRANSFORMATION
The most popular technique for image compression, over the past several years, was Discrete cosine transform (DCT). Its selection as the standard for JPEG is One of the major reasons for its popularity. DCT is used by many Non-analytical applications such as image processing and signal-processing DSP applications such as video conferencing. The DCT is used in transformation for data compression. DCT is an orthogonal transform, which has a fixed set of basis function.Dct is used to map an image space into a frequency. [15] DCT has many advantages: (1) It has the ability to pack energy in the lower frequencies for image data. (2) It has the ability to reduce the blocking artefact effect and this effect results from the boundaries between sub-images become visible. [19] We explain the basics of JPEG compression and decompression in the rest of this paper.
JPEG COMPRESSION
JPEG Standard is the very well known ISO/ITU-T standard created in the late 1980s. jpeg standard is targeted for full-color still frame applications. one of the most common compression The most common mode uses the discrete cosine transform is the JPEG baseline coding system, also it is suitable for most compression applications. Despite being developed for low compressions JPEG it is very helpful for DCT quantization and compression.
JPEG compression reduces file size with minimum image degradation by eliminating the least important information. But it is considered a lossy image compression technique because the final image and the original image are not completely the same and In lossy compression the information that may be lost and missed is affordable. JPEG compression is performed in sequential steps. [ 
Similarly, if we want to transform the YUV coordinate back to RGB coordinate, the inverse matrix can be calculated from (4), and the inverse transform is taken to obtain the corresponding RGB components. 
Discrete Cosine Transform
After colour coordinate conversion, the next step is to divide the three colour components of the image into many 8×8 blocks. For an 8-bit image, in the original block each element falls in the range [0, 255] . Data range that is centred around zero is produced after subtracting The mid-point of the range (the value 128) from each element in the original block, so that the modified range is shifted from[0,255] to [-128,127] . Images are separated into parts of different frequencies by the DCT. The quantization step discards less important frequencies and the decompression step uses the important frequencies to retrieve the image. [27] This equation gives the forward 2D_DCT transformation: 
This equation gives the inverse 2D_DCT transformation: 
After dct transformation, the "DC coefficient" is the element in the upper most left corresponding to (0 
Quantization in JPEG
We actually throw away data through the Quantization step. We obtain the Quantization by dividing transformed image DCT matrix by the quantization matrix used . Values of the resultant matrix are then rounded off. The quantized coefficient is defined in (6) , and the reverse process can be achieved by the (7).
Quantization aims at reducing most of the less important high frequency DCT coefficients to zero, the more zeros the better the image will compress. Lower frequencies are used to reconstruct the image because human eye is more sensitive to them and higher frequencies are discarded. Matrix (8) and (9) 
After quantization, the "zig-zag" sequence orders all of the quantized coefficients as shown in Figure 3 .In the "zig-zag" sequence, firstly it encodes the coefficients with lower frequencies (typically with higher values) and then the higher frequencies (typically zero or almost zero). The result is an extended sequence of similar data bytes, permitting efficient entropy encoding. [10] Figure 3. Zigzag Sequencing
Huffman Encoding
Entropy Coding achieves more lossless compression by encoding more compactly the quantized DCT coefficients. Both Huffman coding and arithmetic coding is specified by The JPEG proposal. Huffman coding is used in the baseline sequential codec, but all modes of operation use Huffman coding and arithmetic coding. The source symbols that are not equally probable use Huffman coding efficiently. In 1952 , a variable length encoding algorithm, based on the source symbol probabilities P(xi), i=1,2…….,L is suggested by Huffman . The algorithm achieves the optimality if the average number of bits required to represent the source symbols is a minimum provided the Prefix condition is met. The Huffman algorithm begins with a set of symbols each with its frequency of occurrence (probability) constructing what we can call a frequency table. The Huffman algorithm then builds the Huffman Tree using frequency table. The tree structure contains nodes, each contains a symbol, its frequency, a pointer to a parent node, and pointers to the left and right child nodes. Successive passes through the existing nodes allows the tree to grow. Each pass searches for two nodes that have the two lowest frequency counts, provided that they have not grown a parent node. Anew node is generated when the algorithm finds those two nodes. A new node is assigned as the parent of the two nodes and is given a frequency count that equals the sum of the two child nodes. Those two child nodes are ignored by the next iterations which include the new parent node. The passes stop when only one node with no parent remains. Only one node with no parent will be the root node of the tree. Compression involves traversing the tree beginning at the leaf node for the symbol to be compressed and navigating to the root.
The parent of the current node is iteratively selected and seen by this navigation to determine whether the current node is the "right" or "left" child of the parent, therefore determining if the next bit is a (1) or a (0). The final bit string is now to be reversed, because we are proceeding from leaf to root. [25] 
Decompression
The compression phase is reversed in the decompression process, and in the opposite order. The first step is restoring the Huffman tables from the image and decompressing the Huffman tokens in the image. Next, the DCT values for each block will be the first things needed to decompress a block. The other 63 values in each block are decompressed by JPEG, filling in the appropriate number of zeros. The last step is combined of decoding the zigzag order and recreating the 8 x 8 blocks .The inverse DCT(IDCT) takes each value in the spatial domain and examines the contributions that each of the 64 frequency values make to that pixel. [7] 
CONCLUSION & FUTURE WORK
Image compression is used for managing images in digital format. This survey paper has been focused on the Fast and efficient lossy coding algorithms JPEG for image Compression/Decompression using Discrete Cosine transform. We also briefly introduced the principles behind the Digital Image compression and various image compression methodologies .and the jpeg process steps including DCT, quantization , entropy encoding.
In the future work we will make a comparison between two techniques of the image compression (Discrete cosine transform and Discrete Wavelet transform).
