In this article, given a reference feasible trajectory of an optimal control problem, we say that the quadratic growth property for bounded strong solutions holds if the cost function of the problem has a quadratic growth over the set of feasible trajectories with a bounded control and with a state variable sufficiently close to the reference state variable. Our sufficient second-order optimality conditions in Pontryagin form ensure this property and ensure a fortiori that the reference trajectory is a bounded strong solution. Our proof relies on a decomposition principle, which is a particular second-order expansion of the Lagrangian of the problem.
Introduction
In this paper, we consider an optimal control problem with final-state constraints, pure state constraints, and mixed control-state constraints. Given a feasible controlū and its associated state variableȳ, we give second-order conditions ensuring that for all R > ū ∞ , there exist ε > 0 and α > 0 such that for all feasible trajectory (u, y) with u ∞ ≤ R and y −ȳ ∞ ≤ ε, J(u, y) − J(ū,ȳ) ≥ α( u −ū where J(u, y) is the cost function to minimize. We call this property quadratic growth for bounded strong solutions. Its specificity lies in the fact that the quadratic growth is ensured for controls which may be far fromū in L ∞ norm. Our approach is based on the theory of second-order optimality conditions for optimization problems in Banach spaces [7, 13, 15] . A local optimal solution satisfies first-and second-order necessary conditions; denoting by Ω the Hessian of the Lagrangian, theses conditions state that under the extended polyhedricity condition [6, Section 3.2] , the supremum of Ω over the set of Lagrange multipliers is nonnegative for all critical directions. If the supremum of Ω is positive for nonzero critical directions, we say that the second-order sufficient optimality conditions hold and under some assumptions, a quadratic growth property is then satisfied. This approach can be used for optimal control problems with constraints of any kind. For example, Stefani and Zezza [19] dealt with problems with mixed control-state equality constraints and Bonnans and Hermant [4] with problems with pure state and mixed control-state constraints. However, the quadratic growth property which is then satisfied holds for controls which are sufficiently close toū in uniform norm and only ensures that (ū,ȳ) is a weak solution.
For Pontryagin minima, that is to say minima locally optimal in a L 1 neighborhood ofū, the necessary conditions can be strengthened. The first-order conditions are nothing but the well-known Pontryagin's principle, historically formulated in [18] and extended to problems with various constraints by many authors, such as Hestenes for problems with mixed control-state constraints [11] Dubovitskii and Osmolovskii for problems with pure state and mixed controlstate constraints in early Russian references [9, 10] , as highlighted by Dmitruk [8] . We refer to the survey by Hartl et al. for more references on this principle.
We say that the second-order necessary condition are in Pontryagin form if the supremum of Ω is taken over the set of Pontryagin multipliers, these multipliers being the Lagrange multipliers for which Pontryagin's principle holds. Maurer and Osmolovskii proved in [17] that the second-order necessary conditions in Pontryagin form were satisfied for Pontryagin minima to optimal control problems with mixed control-state equality constraints. They also proved that if second-order sufficient conditions in Pontryagin form held, then the quadratic growth for bounded strong solutions was satisfied. The sufficient conditions in Pontryagin form are as follows: the supremum of Ω over Pontryagin multipliers only is positive for nonzero critical directions and for all bounded neighborhood ofū, there exists a Pontryagin multiplier which is such such the Hamiltonian has itself a quadratic growth. The results of Maurer and Osmolovskii are true under a restrictive full-rank condition for the mixed equality constraints, which is not satisfied by pure constraints, and under the Legendre-Clebsch condition, imposing that the Hessian of the augmented Hamiltonian w.r.t. u is positive. The full-rank condition enabled them to reformulate their their problem as a problem with final-state constraints only. Note that these results were first stated by Milyutin and Osmolovskii in [16] , without proof.
For problems with pure and mixed inequality constraints, we proved the second-order necessary conditions in Pontryagin form [2] ; in the present paper, we prove that the sufficient conditions in Pontryagin form ensure the quadratic growth property for bounded strong solutions under the Legendre-Clebsch condition. Our proof is based on an extension of the decomposition principle of Bonnans and Osmolovskii [5] to the constrained case. This principle is a particular second-order expansion of the Lagrangian, which takes into account the fact that the control may have large perturbations in uniform norm. Note that the difficulties arising in the extension of the principle and the proof of quadratic growth are mainly due to the presence of mixed control-state constraints.
The outline of the paper is as follows. In Section 2, we set our optimal con-trol problem. Section 3 is devoted to technical aspects related to the reduction of state constraints. We prove the decomposition principle in Section 4 (Theorem 4.2) and prove the quadratic growth property for bounded strong solutions in Section 5 (Theorem 5.3). In Section 6, we prove that under technical assumptions, the sufficient conditions are not only sufficient but also necessary to ensure the quadratic growth property (Theorem 6.3).
Notations. For a function h that depends only on time t, we denote by h t its value at time t, by h i,t the value of its i-th component if h is vector-valued, and byḣ its derivative. For a function h that depends on (t, x), we denote by D t h and D x h its partial derivatives. We use the symbol D without any subscript for the differentiation w.r.t. all variables except t, e.g. Dh = D (u,y) h for a function h that depends on (t, u, y). We use the same convention for higher order derivatives.
We identify the dual space of R n with the space R n * of n-dimensional horizontal vectors. Generally, we denote by X * the dual space of a topological vector space X. Given a convex subset K of X and a point x of K, we denote by T K (x) and N K (x) the tangent and normal cone to K at x, respectively; see [6 
is endowed with the following norm: h BV := dh M + |h T |. See [1, Section 3.2] for a rigorous presentation of BV .
All vector-valued inequalities have to be understood coordinate-wise.
Setting

The optimal control problem
We formulate in this section the optimal control problem under study and we use the same framework as in [2] . We refer to this article for supplementary comments on the different assumptions made. Consider the state equatioṅ
Here, u is a control which belongs to U, y is a state which belongs to Y, where
Consider constraints of various types on the system: the mixed control-state constraints, or mixed constraints c(t, u t , y t ) ≤ 0 for a.a. t ∈ (0, T ), (2.3) the pure state constraints, or state constraints 4) and the initial-final state constraints
We call a trajectory any pair (u, y) ∈ U × Y such that (2.1) holds. We say that a trajectory is feasible for problem (P ) if it satisfies constraints (2.3)-(2.5), and denote by F (P ) the set of feasible trajectories. From now on, we fix a feasible trajectory (ū,ȳ).
Similarly to [19, Definition 2.1], we introduce the following Carathéodory-type regularity notion:
is of class C k , and the modulus of continuity of (u, y) → D k ϕ(t, u, y) on any compact of R m × R n is uniform w.r.t. t.
(ii) for j = 0, . . . , k, for all (u, y), t → D j ϕ(t, u, y) is essentially bounded.
Remark 2.2. If ϕ is uniformly quasi-C k , then D j ϕ for j = 0, . . . , k are essentially bounded on any compact, and (u, y) → D j ϕ(t, u, y) for j = 0, . . . , k − 1 are locally Lipschitz, uniformly w.r.t. t.
The regularity assumption that we need for the quadratic growth property is the following: Assumption 1. The mappings f , c and g are uniformly quasi-C 2 , g is differentiable, D t g is uniformly quasi-C 1 , Φ E , Φ I , and φ are C 2 .
Note that this assumption will be strengthened in Section 6. Definition 2.3. We say that the inward condition for the mixed constraints holds iff there exist γ > 0 andv ∈ U such that
In the sequel, we will always make the following assumption:
Assumption 2. The inward condition for the mixed constraints holds.
Assumption 2 ensures that the component of the Lagrange multipliers associated with the mixed constraints belongs to L ∞ (0, T ; R nc * ), see e.g. [5, Theorem 3.1] . This assumption will also play a role in the decomposition principle.
Bounded strong optimality and quadratic growth
Let us introduce various notions of minima, following [16] . Definition 2.4. We say that (ū,ȳ) is a bounded strong minimum iff for any R > ū ∞ , there exists ε > 0 such that
y −ȳ ∞ ≤ ε and u ∞ ≤ R, a Pontryagin minimum iff for any R > ū ∞ , there exists ε > 0 such that
a weak minimum iff there exists ε > 0 such that
Definition 2.5. We say that the quadratic growth property for bounded strong solutions holds at (ū,ȳ) iff for all R > ū ∞ , there exist ε R > 0 and α R > 0 such that for all feasible trajectory (u, y) satisfying u ∞ ≤ R and y −ȳ ∞ ≤ ε,
The goal of the article is to characterize this property. If it holds at (ū,ȳ), then (ū,ȳ) is a bounded strong solution to the problem.
Multipliers
We define the Hamiltonian and the augmented Hamiltonian respectively by
We define the end points Lagrangian by
so that the constraints (2.3)-(2.5) can be rewritten as 
Let N Kc (c(·,ū,ȳ)) be the set of elements in the normal cone to
We define the costate space
We say that the solution of the costate equation (2.21) p λ ∈ P is an associated costate iff
Let N π (ū,ȳ) be the set of nonzero λ ∈ N (ū,ȳ) having an associated costate.
We define the set-valued mapping
where cl denotes the closure in R m . We can now define two different notions of multipliers.
We denote by Λ L (ū,ȳ) the set of generalized Lagrange multipliers.
(ii) We say that λ ∈ Λ L (ū,ȳ) is a generalized Pontryagin multiplier iff
, for a.a. t. (2.25) We denote by Λ P (ū,ȳ) the set of generalized Pontryagin multipliers.
Note that even if (ū,ȳ) is a Pontryagin minimum, inequality (2.25) may not be satisfied for some t ∈ [0, T ] and some u ∈ R m for which c(t, u,ȳ t ) = 0, as we show in [2, Appendix].
Reduction of touch points
Let us first recall the definition of the order of a state constraint. For 1 ≤ i ≤ n g , assuming that g i is sufficiently regular, we define by induction g
Definition 2.8. If g i and f are C qi , we say that the state constraint g i is of
is independent of u and we do not mention this dependence anymore. Moreover, the mapping t → g i (t,ȳ t ) belongs to W qi,∞ (0, T ) and
Definition 2.9. We say that τ ∈ [0, T ] is a touch point for the constraint g i iff it is a contact point for g i , i.e. g i (τ,ȳ τ ) = 0, and τ is isolated in {t : g i (t,ȳ t ) = 0}. We say that a touch point τ for g i is reducible iff τ ∈ (0, T ),
is defined for t close to τ , continuous at τ , and
(2.31)
Note that for the moment, we only need to distinguish the constraints of order 1 from the other constraints, for which the order may be undefined if g i or f is not regular enough.
Assumption 3. For 1 ≤ i ≤ n g , the set T g,i is finite and only contains reducible touch points.
Tools for the second-order analysis
We define now the linearizations of the system, the critical cone, and the Hessian of the Lagrangian. Let us set
We call linerarized trajectory any (v, z) ∈ V 2 × Z 2 such that (2.33) holds. For any (v, z 0 ) ∈ V 2 × R n , there exists a unique z ∈ Z 2 such that (2.33) holds and z 0 = z 0 ; we denote it by z = z[v, z 0 ]. We also consider the second-order linearized state equation in Z 1 , defined bẏ
We denote by z 2 [v, z 0 ] the unique ζ ∈ Z 1 such that (2.34) holds and such that z 0 = 0.
The critical cone in L 2 is defined by
Note that by [6, Examples 2.63 and 2.64], the tangent cones T Kg (g(·,ȳ)) and T Kc (c(·,ū,ȳ)) are resp. described by
Finally, for any λ = (β, Ψ, ν, µ) ∈ E, we define a quadratic form, the Hessian of Lagrangian,
We justify the terms involving the touch points in T g,i in the following section.
Reduction of touch points
We recall in this section the main idea of the reduction technique used for the touch points of state constraints of order greater or equal than 2. Let us mention that this approach was described in [12, Section 3] and used in [14, Section 4] in the case of optimal control problems. As shown in [3] , the reduction allows to derive no-gap necessary and sufficient second-order optimality conditions, i.e., the Hessian of the Lagrangian of the reduced problem corresponds to the quadratic form of the necessary conditions. We also prove a strict differentiability property for the mapping associated with the reduction, that will be used in the decomposition principle. Recall that for all 1 ≤ i ≤ n g , all touch points of T g,i are supposed to be reducible (Assumption 3). Let ε > 0 be sufficiently small so that for all 1 ≤ i ≤ n g , for all τ ∈ T g,i , the time function
is C 2 and is such that for some β > 0,
. From now on, we set for all i and for all τ ∈ T g,i
and we consider the mapping Θ
We define the reduced pure constraints as follows:
Finally, we consider the following reduced problem, which is an equivalent reformulation of problem (P ), in which the pure constraints are replaced by constraint (3.4):
3), (2.5), and (3.4).
Now, for all 1 ≤ i ≤ n g , consider the mapping ρ i defined by
and the following mappings define a bijection between Λ L (ū,ȳ) and the Lagrange multipliers of problem (P ), resp. between Λ P (ū,ȳ) and the Pontryagin multipliers of problem (P ):
See [3, Lemma 26] for a proof of this result. Note that the restriction of µ i to ∆ ε i is associated with constraint (3.4(i)) and (µ i (τ )) τ ∈Tg,i with constraint (3.4(ii)). The expression of the Hessian of Θ ε τ justifies the quadratic form Ω defined in (2.38). Note also that in the sequel, we will work with problem P and with the original description of the multipliers, using implicitly the bijections (3.8) and (3.9). Now, let us fix i and τ ∈ T g,i . The following lemma is a differentiability property for the mapping Θ ε τ , related to the one of strict differentiability, that will be used to prove the decomposition theorem.
Lemma 3.2. There exists ε > 0 such that for all u 1 and u 2 in U, for all y 0 in
An intermediate lemma is needed to prove this result. Consider the mapping χ defined as follows:
Proof. Let 0 < α < βε and x 1 , x 2 in W 2,∞ (∆ τ ) satisfy the assumption of the lemma. Denote by τ 1 (resp. τ 2 ) a (possibly non-unique) maximizer of χ(x 1 ) (resp. χ(x 2 )). Sincė
τ +ε +α ≤ −βε+α < 0, (3.14) we obtain that τ 1 ∈ (τ − ε, τ + ε) and therefore thatẋ
and then,
and therefore, the l.h.s. of (3.13) is greater than the r.h.s. and by symmetry, the converse inequality holds. The lemma is proved.
Proof of Lemma 3.2. Consider the mapping
Since g i is not of order 1 and by Assumption 1, the mapping G τ is Lipschitz in the following sense : there exists K > 0 such that for all (u 1 , y 0,1 ) and (u 2 , y 0,2 ),
Set α = α /(2K). Let u 1 and u 2 in U, let y 0 in R n be such that (3.10) holds. Then by Lemma 3.3 and by (3.18),
as was to be proved.
A decomposition principle
We follow a classical approach by contradiction to prove the quadratic growth property for bounded strong solutions. We assume the existence of a sequence of feasible trajectories (u k , y k ) k which is such that u k is bounded and such that y k −ȳ ∞ → 0 and for which the quadratic growth property does not hold. The Lagrangian function first provides a lower estimate of the cost function φ(y k 0 , y k T ). The difficulty here is to linearize the Lagrangian, since we must consider large perturbations of the control in L ∞ norm. To that purpose, we extend the decomposition principle of [5, Section 2.4] to our more general framework with pure and mixed constraints. This principle is a partial expansion of the Lagrangian, which is decomposed into two terms:
A,k stands for the small perturbations of the optimal control, and a difference of Hamiltonians where the large perturbations occur.
Notations and first estimates
Let R > ū ∞ , let (u k , y k ) k be a sequence a feasible trajectories such that
This sequence will appear in the proof of the quadratic growth property. Note that the convergence of controls implies that y k −ȳ ∞ → 0. We need to build two auxiliary controls u A,k andũ k . The first one,ũ k , is such that
The following lemma proves the existence of such a control.
Lemma 4.1. There exist ε > 0 and α ≥ 0 such that for all y ∈ Y with y −ȳ ∞ ≤ ε, there exists u ∈ U satisfying u −ū ∞ ≤ α y −ȳ ∞ and c(t, u t , y t ) ≤ 0, for a.a. t. Proof. For all y ∈ Y, consider the mapping C y defined by
The inward condition (Assumption 2) corresponds to Robinson's constraint qualification for Cȳ atū with respect to L ∞ (0, T ; R ng − ). Thus, by the RobinsonUrsescu stability theorem [6, Theorem 2.87], there exists ε > 0 such that for all y ∈ Y with y−ȳ ∞ ≤ ε, C y is metric regular atū with respect to L ∞ (0, T ; R ng − ). Therefore, for all y ∈ Y with y −ȳ ∞ ≤ ε, there exists a control u such that, for almost all t, c(t, u t , y t ) ≤ 0 and
This proves the lemma. 
The idea is to separate, in the perturbation u k −ū, the small and large perturbations in uniform norm. In the sequel, the letter A will refer to the small perturbations and the letter B to the large ones. The large perturbations will occur on the subset B k .
For the sake of clarity, we suppose from now that the following holds:
where |B k | is the Lebesgue measure of B k . We set
and we define
Let us introduce some useful notations for the future estimates:
(4.9)
Combining the Cauchy-Schwarz inequality and assumption (4.6), we obtain that
Note that by Gronwall's lemma,
Note also that
and since y
Result
We can now state the decomposition principle.
Theorem 4.2. Suppose that Assumptions 1, 2, and 3 hold. Let R > ū ∞ , let (u k , y k ) k be a sequence of feasible controls satisfying (4.1) and (A k , B k ) k satisfy (4.6). Then, for all λ = (β, Ψ, ν, µ) ∈ Λ L (ū,ȳ),
where Ω is defined by (2.38).
The proof is given at the end of the section, page 14. The basic idea to obtain a lower estimate of β(φ(y 0 , y T )−φ(ȳ 0 ,ȳ T )) is classical: we dualize the constraints and expand up to the second order the obtained Lagrangian. However, the dualization of the mixed constraint is particular here, in so far as the nonpositive added term is the following: (4.15) whereũ k and u A,k are defined by (4.2) and (4.5). In some sense, we do not dualize the mixed constraint when there are large perturbations of the control. By doing so, we prove that the contribution of the large perturbations is of the same order as the difference of Hamiltonians appearing in (4.14). If we dualized the mixed constraint with the following term:
we would obtain for the contribution of large perturbations a difference of augmented Hamiltonians. Let us fix λ ∈ Λ L (ū,ȳ) and let us consider the following two terms:
k be a sequence of feasible trajectories satisfying (4.1), and let (A k , B k ) k satisfy (4.6). Then, for all λ ∈ Λ L (ū,ȳ), the following lower estimate holds:
Proof. Let λ ∈ Λ L (ū,ȳ). In view of sign conditions for constraints and multi-pliers, we first obtain that
(4.20)
Expanding the end-point Lagrangian up to the second order, and using (4.13), we obtain that
Integrating by parts (see [3, Lemma 32]), we obtain that
The lemma follows from (4.20), (4.21), and (4.22).
A corollary of Lemma 4.3 is the following estimate, obtained with (4.2):
Proof of the decomposition principle. We prove Theorem 4.2 by estimating the two terms I 
Using (4.13) and the stationarity of the augmented Hamiltonian, we obtain that term (4.17a) is equal to
The following term is also negligible: 
Using (4.13), we obtain the following estimate of term (4.18a):
denotes the second-order linearization (2.34) and that the following holds:
Using Lemma 3.2 and estimate (4.13), we obtain that for all i, for all τ ∈ T g,i ,
Recall that the restriction of µ i to ∆ ε τ is a Dirac measure at τ . Summing (4.33) and (4.34), we obtain the following estimate for (4.18b):
Combining (4.31) and (4.35), we obtain (4.30). Combining (4.25) and (4.30), we obtain the result.
Quadratic growth for bounded strong solutions
We give in this section sufficient second-order optimality conditions in Pontryagin form ensuring the quadratic growth property for bounded strong solutions. Our main result, Theorem 5.3, is proved with a classical approach by contradiction. This assumption is a metric regularity property, global in u and local in y. Note that the required property is different from (4.2).
Definition 5.1. A quadratic form Q on a Hilbert space X is said to be a Legendre form iff it is weakly lower semi-continuous and if it satisfies the following property: if x k x weakly in X and
Assumption 5. For all λ ∈ Λ P (ū,ȳ), Ω[λ] is a Legendre form.
Remark 5.2. By [3, Lemma 21 ], this assumption is satisfied if for all λ ∈ Λ P (ū,ȳ), there exists γ > 0 such that for almost all t,
In particular, in the absence of mixed and control constraints, the quadratic growth of the Hamiltonian (5.4) implies (5.2).
For all R > ū ∞ , we define 
then the quadratic growth property for bounded strong solutions holds at (ū,ȳ).
Proof. We prove this theorem by contradiction. Let R > ū ∞ , let us suppose that there exists a sequence (u
We use the notations introduced in (4.9). Let λ * = (β * , Ψ * , ν * , µ * ) ∈ Λ R P (ū,ȳ) be such that (5.4) holds.
First step: u k −ū 2 = R 2,k → 0. By Assumption 4, there exists a sequence of controls (û k ) k such that
As a consequence of (4.24), we obtain that
, we obtain that u k −ū 2 → 0. Therefore, the sequence of trajectories satisfy (4.1) and by the Cauchy-Schwarz inequality, R 1,k → 0. Now, we can build a sequence of partitions (A k , B k ) k which satisfies (4.6). Let us define
and 
Let us prove (5.13). For all k, we have ,
Third step: contradiction. Let us set
converges (up to a subsequence) for the weak topology to a limit point, say (w, x 0 ). Let us set x = z[v, x 0 ]. Let us prove that (w, x) ∈ C 2 (ū,ȳ). It follows from the continuity of the linear mapping
and the compact imbedding of W 1,2 (0, T ; R n ) into C(0, T ; R n ) that extracting if necessary, (x k ) k converges uniformly to x. Using (4.13), we obtain that
It follows that
This proves that
Let us set, for a.a. t,
for almost all t, therefore the ratio in (5.31) belongs to T Kc (c(·,ū,ȳ)). This cone being closed and convex, it is weakly closed and we obtain finally that Dc(t,ū t ,ȳ t )(w t , x t ) ∈ T Kc (c(·,ū,ȳ)).
(5.32)
We have proved that (w, x) ∈ C 2 (ū,ȳ). By Assumption 5, Ω[λ] is weakly * lower semi-continuous, thus
To the limit when µ → 1, we find that Ω[λ](w, z 0 ) ≤ 0. Sinceλ was arbitrary in Λ R P (ū,ȳ), it follows by the sufficient conditions that (w, x 0 ) = 0 and that for any λ for which the quadratic growth of the Hamiltonian holds,
Since Ω[λ] is a Legendre form, we obtain that (v k , z k 0 ) k converges strongly to 0, in contradiction with the fact that w 
Characterization of quadratic growth
In this section, we prove that the second-order sufficient conditions are also necessary to ensure the quadratic growth property. The proof relies on the necessary second-order optimality conditions in Pontryagin form that we established in [2] . Let us first remember the assumptions required to use these necessary conditions. The main result of [2] was the following necessary conditions in Pontryagin form:
Theorem 6.1. Let Assumptions 2, 3, and 6-9 hold. If (ū,ȳ) is a Pontryagin minimum of problem (P ), then for any (v, z) ∈ C 2 (ū,ȳ), there exists λ ∈ Λ P (ū,ȳ) such that This assumption is satisfied if one of the usual qualification conditions holds since then, all Lagrange multipliers are non singular. In [2, Proposition A.13], we gave a weaker condition ensuring the non singularity of Pontryagin multipliers. Lemma 6.2. Let Assumptions 2, 3, and 6-10 hold. If the quadratic growth property for bounded strong solutions holds at (ū,ȳ), then the sufficient secondorder conditions are satisfied.
Proof. Let R > ū ∞ , let α > 0 and ε > 0 be such that for all (u, y) ∈ F (P ) with u ∞ ≤ R and y −ȳ ∞ ≤ ε, φ(y 0 , y T ) − φ(ȳ 0 ,ȳ T ) ≥ α( u −ū The sufficient second-order optimality conditions are satisfied.
Finally, combining Theorem 5.3 and Lemma 6.2 we obtain a characterization of the quadratic growth property for bounded strong solutions (under the Legendre-Clebsch assumption). Theorem 6.3. Let Assumptions 2-10 hold. Then, the quadratic growth property for bounded strong solutions holds at (ū,ȳ) if and only if the sufficient secondorder conditions are satisfied.
