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摘要 
本研究主要目的是發展中型足球機器人行為式
運動控制系統，並且探討多部機器人群隊運動控制的
問題。本計畫分兩年執行：在第一年，將使用類免疫
網路理論設計單機器人行為式控制器，此控制器具備
動作選擇機制與避障機制。其次，以決策樹理論發展
多部機器人協調合作的比賽策略，此策略提供機器人
群隊角色選擇、動作選擇、與避障等機制。第二年將
擴展類免疫網路架構，應用於多機群隊控制與比賽策
略，取代決策樹理論所架構的策略，以及探討非完整
性限制動態系統的控制問題。本研究也將自行設計製
作符合 RoboCupSoccer 規格的中型足球機器人、無線
影像數據傳輸裝置、以及射門機構。整合的系統將實
際測試並且參與比賽，以評估所研發系統的實用性。 
 
關鍵詞：行為式控制器、類免疫系統、避障、決策樹、
群隊控制 
 
1. 緣由與目的 
RoboCup 於 1997 年在日本大阪舉行第一屆世界
杯比賽[RoboCup]，該比賽的願景是在 2050 年之前發
展 出 自 主 性 人 型 機 器 人 (autonomous humanoid 
robots)，並於足球場中踢贏人類世界杯足球賽冠軍
隊。RoboCup 比賽分為足球比賽(RoboCupSoccer)、救
難比賽(RoboCup Rescue)、青少年比賽(RoboCupJunior)
等三類，其中最大族群 RoboCupSoccer 依體型與機構
區分的小型機器人、中型機器人、四腳機器人、與人
型機器人等四組，以及純軟體運作的模擬組。機器人
比賽主要目的是藉由發展自主性機器人，推展人工智
慧(Artificial Intelligence)、機器人學(Robotics)、及其相
關理論與實務。機器人足球比賽與人類足球賽相同，
在動態的比賽過程中，越能掌控個別機器人的動作，
以及團隊合作能力越強的隊伍，獲勝的機會越高。 
本研究針對自主性行動機器人系統的相關議題
進行研發，包括行為式控制器與群隊控制策略，以便
應用於機器人足球比賽。本年度的研究進度包括發展
中型機器人單機行為式控制器，方法是根據類免疫網
路架構設計具備動作選擇機制與避障機制的運動控制
器，完成的控制器將應用在自製的中型機器人上測
試。實作方面，完成中型機器人機構的實作。其次，
以決策樹理論發展多部機器人協調合作的比賽策略，
此策略提供機器人群隊角色選擇、動作選擇、與避障
等機制。完成的比賽策略將應用在前一年度所發展的
小型機器人群隊上，完成五對五比賽。以下各節將說
明研究成果與未來方向。 
2. 研究結果與討論 
2.1 機器人類免疫行為式控制器 
本研究應用類免疫反應系統的理論，規劃機器人
的行為式控制系統，包含動作選擇與避障機制的功
能。生物免疫反應可以歸納成四個步驟：第一步驟感
測抗原入侵與抗原呈現；第二步驟 T 細胞辨識抗原結
合體(peptide-MHC)、T 細胞被活化、分裂增殖與分泌
激素；第三步驟 B 細胞被激素活化、辨識與結合抗原、
分裂增殖與分泌大量抗體；最後步驟，抗體與抗原結
合、抗體相互之間結合形成網路、抗體濃度增加、消
滅抗原。這些步驟顯示生物免疫系統具有辨識抗原、
活化與增殖細胞、增加抗體濃度的學習(learning)能
力 ； 隨 抗 原 不 同 而 改 變 結 合 方 式 的 適 應 性
(adaptation)；以及結合抗原與消滅抗原的免疫力
(immunity)。本研究應用生物免疫反應系統的概念設
計機器人的行為式運動控制系統，稱為類免疫行為式
控制系統。機器人伺服系統具備有外界訊息感測裝
置，例如超音波與影像，可以感測與呈現抗原。因此，
在此探討架構類免疫系統的免疫力、適應性、與學習
能力的模式。 
首先探討類免疫系統的免疫力與適應性，模擬抗
體與抗原結合力，以及抗體與抗體相互間結合力。定
義抗原對於抗體結合的程度為親和性(affinity)，以下
列離散方程式表示抗體 i 與抗原之間的親和性為 im ： 
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其中 k 代表取樣時間；i = 1, 2, …, N，表示有 N 個抗
體。所謂抗體被觸發(triggered)是指抗原決定部位與抗
體結合部位完全相同。 
Jerne[1973]提出個體型網路假說定義抗體和抗體
之間的結合，抗體經由個體型決定部位與抗體結合部
位相結合。以親和性定義抗體與抗體之間相互影響的
程度，抗體間利用親和性建立一個免疫網路，用以模
擬生物體產生大量抗體，相互結合對付抗原的作用。
抗體 i 與抗體 j 之間的親和性定義為 ijm ： 
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其中 i, j = 1, 2, …, N。免疫網路中抗體與抗體間的親
和性隱含著免疫系統的記憶特性。隨著抗原與抗體
間、以及抗體與抗體間親和性變化，抗體在生物體內
的濃度(concentration)也會產生變化。定義免疫網路抗
體 i的濃度值為[Farmer et al. 1986, Ishiguro et al. 1997] 
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其中 i, j, l = 1, 2, …, N。Ai由四項所組成，第一項為抗
體 i 與抗體 j 之間的刺激值，第二項為抗體 i 與抗體 k
間的抑制值，第三項 mi為抗體 i 與抗原間的剌激值，
第四項 di為抗體 i 的自然死亡率。方程式(3)為扁平 S
形函數(squashing function)，此函數可確保濃度值的穩
定性不致於發散。 
本研究將機器人控制器視為一套類免疫反應系
統。根據免疫系統的觀念，生物體的抗體能專一性地
辨識特定抗原，並利用增殖方式提高抗體濃度值以消
滅抗原，使生物體針對環境變化產生免疫反應。根據
免疫系統觀念設計的機器人控制器，可以針對環境狀
態改變(抗原入侵)，引發機器人行為反應(免疫反應)。
當機器人感測到四週環境有變化時，其控制器仿效類
免疫反應系統觸發一連串免疫反應，使機器人產生因
應動作，此為類免疫演算法之基本概念。 
其次探討類免疫系統的增強學習控制能力
(reinforcement learning controllability)，用以模擬輔助
型 T細胞分泌激素以增強B細胞增殖與大量產生抗體
的效用。本研究提出調適機制(adaptive mechanism)來
決定類免疫控制網路所採取動作之優劣，進而達成類
免疫系統的增強學習控制能力。此調適機制促使機器
人避開障礙往目標前進，經由此機制機器人增強自我
學習適應能力，達成避障之目的。類免疫系統利用個
體型網路假說計算類免疫網路中各抗體之濃度值，由
抗體濃度值決定產生的反應動作。再根據調適機制決
定所採取動作之優劣，以增強或減弱該抗體的濃度
值，達成類免疫系統的增強學習控制能力。調適機制
的原理是利用幾何原理規劃機器人的期望移動向量
[Borenstein and Koren 1989]，如果由類免疫系統行為
反應所獲得的機器人實際移動向量與期望移動向量相
同，則給予機器人獎賞(reward)，反之則給予處罰
(penalty)。若是獎賞則降低產生免疫反應之抗體與其
他抗體抑制項的親和性 lam ， 
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其中 lam 的下標 a 代表產生免疫反應的抗體，l 表示其
他參與免疫反應的抗體，r 為學習比例數(learning 
rate)。若是處罰則降低產生免疫反應之抗體與其他抗
體刺激項的親和性 ajm ， 
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其中 ajm 的下標 a 為產生免疫反應的抗體，j 表示其他
參與免疫反應的抗體。如果機器人碰到障礙物則予以
處罰，除了降低產生免疫反應之抗體與其他抗體刺激
項的親合性外，同時也降低產生免疫反應之抗體的濃
度值，分別為 
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其中 acta 為產生免疫反應之抗體的濃度值，cm與 ca為
常數值。 
 
 
2.2 機器人策略為基比賽策略 
群隊控制方面，本研究使用決策樹理論 [Sethi 
1990]設計多部機器人的行動策略，應用於機器人足球
比賽。其原理是以實際比賽情況為依據進行決策規
劃，再選擇合宜的策略以協調多重足球機器人在足球
場上的攻防動作。決策樹考慮相關的影響因子進行判
斷，將最重要的因子放置於決策樹的根節點，次重要
的因子放置於根節點的下一層中。本研究應用文獻
[Liang 2000]所提決策樹理論，重新修改架構如圖 1 所
示。足球比賽中最重要的目的是要將球踢入對方球門
與防止球進入我方球門。球的位置成為比賽中影響球
賽現況最重要的因素，因此將「球的位置」放在決策
樹的根節點。決策樹依據球在球場上的絕對位置分岔
到四個區域。其次，比賽中各機器人所扮演的角色(role)
為第二重要的因素，所以將「角色的選擇」放在決策
樹的第二層。 
決策樹依據球在球場的絕對位置，劃分球場為四
個區域，進攻區(Offense zone)、防守區(Defense zone)、
隊形區(Formation zone)、與牆邊區(Near-wall zone)
等。攻擊區是指敵方球門附近的區域。當球接近攻擊
區時，我方將啟動射門機制進行射門。當球接近我方
球門時表示進入防守區，敵方隨時可能射門得分。我
方機器人必須回到球門前方防守，同時守門員加強守
門動作以免失分。隊形區介於攻擊區與防守區之間，
依據球所處的位置可能採取進攻或防守兩種策略。牆
邊區指球靠近球場周圍時，無法使用其他三種區域處
理時，必須進行牆邊區特別處理。牆邊區必須加入防
止撞牆的功能，以及利用旋轉掃球將球帶回其他區域。 
球的位置區域確定之後，再依循角色選擇機制選
取機器人扮演的角色，角色選擇是由球與機器人的相
對位置所決定。以 5 部機器人的協同攻防為例，可分
為前鋒、後衛、與守門等身分，守門員停留在球門附
近防守，前鋒與後衛兼負進攻與防守責任。依照機器
人與球的相對位置，可以分為三種狀態，分別為球在
兩部機器人前方、球在兩部機器人中間、以及球在機
器人後面等。除了球在前方時是以前鋒機器人為主動
機器人之外，其餘兩種狀況皆是以後衛機器人為主動
機器人。當其中一部擔任主動機器人的角色時，另一
部機器人則為跟隨機器人角色。機器人各自扮演不同
角色，進行前段所提四個區域不同的攻防任務。因此，
決策樹以球的位置將場地劃分為四個區域之後，再依
三部機器人的相對位置，決定機器人的三種狀態分工
角色，總計為 12 種情況，此為角色選擇機制，如圖 1
所示。角色選擇之後，進一步設計機器人的動作。本
研究設計 7 種機器人技巧，以達成以上 12 種狀況時的
動作要求，此為動作選擇機制。7 種技巧包含射門、
追球、移至攻擊或防守位置、掃球、截球、阻礙及守
門等。動作選擇之後，最後步驟透過無線通訊將動作
命令傳到機器人控制面板以驅動機器人，機器人的基
 本驅動方式包括前進、後退、左轉、右轉等四種。完
成圖 1 比賽策略的一個循環。 
經由角色選擇機制與動作選擇機制確定我方機器
人所要採取的行進路徑與動作技巧，進一步需考慮行
進路徑上是否有對方機器人，遇到機器人所構成的障
礙物必須採取避障程序以避免碰撞犯規。避障程序首
先判斷行進路徑是否有障礙物，若有障礙物則須執行
避障動作。所使用判斷障礙物的方法是利用我方機器
人的位置與目標位置連成一直線，再依序考慮各障礙
物與此線段的距離，若小於某一長度則須採取避障。
所使用的避障方法，則是利用障礙物的位置判斷障礙
物的行進方向。假若障礙物往某個方向運動，我方機
器人將在垂直於路徑的另一方向，設定為繞道轉折點。 
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圖 1 策略為基礎機器人足球比賽策略 
 
 
2.3 中型機器人系統架構設計 
中型機器人的實作方面，本研究設計的主體機構
如圖 2 所示，長寬高尺寸為 45cm×40cm×83cm。為應
付未知環境中所可能遭遇危險或激烈的碰撞，機器人
採用鋁擠型架構整體外型，鋁擠型似 X 字形設計，能
承受更大的側向應力與彎曲應力，在相同負荷下 X 字
形結構能減少 15~30%的結構重量，使機器人更輕巧。
機器人內部空間由下至上分為三部分：底部置放馬
達、車輪、電池；中層部分置放主機板、DSP 控制電
路板、硬碟、驅動器；上層部分為 CCD 攝影機。 
視覺方面使用全方位視覺系統，使機器人可以擷
取周遭 360 度的環境資訊。使用宜昇科技 MapCame 
360 CCD 做為影像擷取設備，如圖 3 所示。將 CCD
架設於機器人上方，MapCame 360 具備水平視角 360°
與垂直視角 70°的可視範圍。重量約為 500g，電源為
DC 12V±15%。使用 GRAND AV 影音擷取盒與主機板
溝通，將類比影像資料轉換成數位影像資料，解析度
為 270K pixels(542×492)，再傳送至主機板做分析。 
全方位視覺擷取的影像有魚眼現象(廣角失真)如
圖 4 所示，影像產生嚴重失真，尤其離影像中心越遠
的影像其失真量越大。因此必須進行影像轉換與補
償。本研究以二次拋物線方程式，建立影像轉換的數
學模型 
2
210210 ),,;( raraaaaarfR ++==  (7) 
其中 r 為各像素點(pixel)與影像中心的距離，R 為各點
與影像中心實際的距離。將已知參考點座標代入方程
式(7)，利用線性迴歸方式球算方程式係數 a0、a1及 a2。
目標物座標(x,y)與影像中心點之間的關係是可表示
為： 
)sin,cos(),( θθ rryx =  
修正廣角失真問題後，正確的目標物座標與影像中心
點的關係式為： 
)sin,cos(),( θθ RRyx =′′  
馬達驅動方面，設計以 DSP 為核心的驅動電路
板，如圖 5 與圖 6 所示。控制器實作方面，配合機器
人中有限的空間，使用威盛 Mini 主機板 EPIA TC 做
為系統控制中心，此主機板具有體積小與速度快的優
點，可以節省機器人的空間。此主機板內建 12V 
DC-DC 轉換器，方便電源設計。影像處理與策略演
算程式，則使用 MS Visual C++，初步設計的人機控
制介面如圖 7 所示。 
 
圖 2 中型機器人 
 
 
圖 3 MapCame 360 
 
 
圖 4 全方位視覺所取得的扭曲影像 
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圖 5 DSP 系統架構圖 
 
 
圖 6 DSP 控制電路板 
 
 
圖 7 機器人操作介面 
 
 
2.4 類免疫行為式控制器測試 
機器人類免疫行為式控制系統的基本概念是將機
器人週遭劃分為若干區域，各區域具備產生抗體的能
力，類似生物宿主身體各部位會產生抗體以對付抗
原。如圖 8 所示，本研究將機器人四週劃分為前方、
左前方、左方、左後方、後方、右後方、右方及右前
方等八個方位。再依機器人的週遭 CCD 可視範圍，
劃分各方位的遠近區域。例如機器人的前方視野較
大，分為遠、中、近三段距離；側方則分為近與中兩
段距離；後方視野小只有近距離。根據圖 8 的架構總
共有 24 個區域可形成一網路，包括可視範圍的 16 個
區域，以及超出可視範圍的 8 個方位。本研究將這 24
個區域視為 24 個抗體，機器人所擷取的環境狀況當成
抗原決定部位。當抗體上的結合部位與所擷取的影像
之環境狀況相同時，表示該抗體被觸發，而被觸發抗
體間會形成一個相互作用的類免疫控制網路。 
將機器人運動控制器視為一套類免疫網路，根據
免疫系統的觀念，濃度值最高的抗體會針對環境變化
產生免疫響應，亦即機器人行為反應，以對抗抗原(環
境狀態)的入侵。本研究令機器人行為反應是在八個方
位以不同速率所組成的 16 種反應動作所構成，包括
快速前行、中速前行、慢速前行、快速左前行、中速
左前行、慢速左前行、快速右前行、中速右前行、慢
速右前行、中速往左行、慢速往左行、中速往右行、
慢速往右行、慢速左後行、慢速右後行、慢速後行等。 
圖 9 為類免疫運動控制器應用在中型機器人的測
試結果，顯示機器人依據類免疫行為式控制器，執行
物件(球)追蹤功能。 
 
 
2.5 機器人策略為基比賽策略測試 
將所設計的策略為基比賽策略應用在小型機器人
五對五比賽的群隊控制。圖 10 為測試機器人在攻擊區
而球在兩車之前的策略應用結果。 
 
 
3. 未來研究方向 
本研究第二年將擴展類免疫網路架構，應用於多
機群隊控制與比賽策略，取代決策樹理論所架構的策
略，以及探討非完整性限制動態系統的控制問題。實
作方面，將完成中型機器人射門與持球機構，也將陸
繼續完成三部符合 RoboCupSoccer 規格的中型足球機
器人與射門機構。整合的系統將實際測試並且參與比
賽，以評估所研發系統的實用性。 
在第一年機器人的運動控制尚未考慮非整體性
的限制條件，輪型機器人可視為平面移動的剛體，系
統動態方程式受非整體性限制條件。本研究將以順滑
模態控制(sliding mode control)[Bloch and Drakunov 
1995, Yang and Kim 1999]探討此非整體性輪型機器人
(nonholonomic wheeled robots)的控制問題。 
群隊機器人的控制方面，將模仿人類足球賽以特
有隊形結合作戰策略，探討群隊控制議題(control of 
formation problems)，隊友之間透過相互支援，以增強
攻擊與防守效率。一方面可以增加勝算機率，另一方
面避免相互干擾。如圖 11 所示，三隻機器人成群隊進
行攻擊，可藉由保持機器人之間的間距(separations)，
lik與 ljk，以及方位(bearings)，ψik與ψjk，構成所規劃的
群隊隊形。此時，領導的主攻隊員(leader)負責解決足
球場上巡航(navigation)的問題，理論方面仍然使用類
免疫行為式運動控制器。而其他兩部支援隊員
(follower)運用物件跟隨(object-following)技巧，保持所
規劃的群隊隊形。將可有效降低各機策略複雜性，以
及提高群隊協調合作功能。 
 
 
4. 計畫結果自評 
本計畫已完成機器人類免疫行為式控制器設計
與策略為基比賽決策規劃，並完成中型足球機器人的
實作。論文發表方面已有六篇研討會論文發表
[19-24]，成果相當豐碩。競賽方面，參加旺宏金矽獎
 已經比賽入圍決賽。年底也將參加成功大學舉辦的
2004 年台灣機器人足球比賽。目前也著手進行群隊控
制的規劃，預期將可模仿人類足球賽以特有隊形結合
作戰策略。 
 
 
圖 8 機器人架構示意圖 
 
  
  
  
  
  
圖 9 機器人執行物件追蹤測試 
  
  
  
  
圖 10 球位於攻擊區且在兩車之前的策略應用 
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圖 11 機器人群隊 
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