Introduction
Many chemical engineering products are created as a result of processes carried out using technological lines in which chemical reactors play a key role. A chemical reactor is a vessel adapted to carry out reactions taking place inside it. The purpose of industrial tank reactors is to ensure optimal economic parameters of chemical processes [18] . It can be achieved by the appropriate reactor design and by the skillful overlap of the three types of sub-processes occurring inside the reactor, namely the transfer of mass, momentum and heat. In this way, process control can be based on a dynamic selection of parameters such as: mixing intensity, temperature, pressure, substrate ratios and others. The presented research included reactors in which reactions take place between solid and liquid as well as gas and liquid. The tank reactor diagram is shown in Fig. 1 .
The first type of reaction concerns the crystallization of solids in a liquid environment. It covers industrial processes of synthesis and purification of solid substances and changes in particle properties. The reactors in which crystallization occurs are used in many branches of the economy, including: chemical, food [9] , metallurgy and waste utilization [27] . One of the monitoring systems tasks of such processes is to provide precise information on the quantity, size and location of crystals formed in the liquid in real time.
The second type of reaction relates to the gas phase and the liquid phase. Such processes type are used, inter alia, in the production of biogas. Physicochemical fermentation reactors are a key element of biogas installations. Methane fermentation of organic waste takes place inside these reactors. The correct operation of technical systems is one of the crucial conditions for obtaining an adequate level of reliability of industrial processes [10] .
There are two main reasons to monitor the state of dynamic processes. The first one is the detection of impending failures [11] which RymARczyk T, kłosowski G. innovative methods of neural reconstruction for tomographic images in maintenance of tank industrial reactors. Eksploatacja i Niezawodnosc -maintenance and Reliability 2019; 21 (2) can include damage to technical infrastructure, excessive deviation of critical process parameters or interruption of its continuity. An effective monitoring system is designed to identify the problem early enough for effective corrective action to be taken. The second reason for monitoring industrial processes is the need to control the course of the industrial process [29] . This is necessary for ensuring an adequate level of quality. In order to effectively control multiphase processes in which participate substances that can dynamically change the states of aggregation, effective monitoring methods should be applied. This is a difficult task, taking into account the aggressive conditions in which reactions take place inside the reactor. Using invasive sensors, the problem is the inability to directly examine any part of the interior of the reactor, point accuracy of measurements, the need to use many different monitoring systems simultaneously and high uncertainty in determining the dynamic state of the process based on incomplete data (indirect method). Among the non-invasive methods used in monitoring industrial processes can be distinguished: electric capacitive tomography [2, 4, 5, 13, 14, 16, 20, 26] electrical impedance tomography [3, 8, 28] , magnetoacoustic tomography [30] , ultrasound and radio tomography [21] , X-ray tomography [1] and many more. Recently, more and more research in the field of industrial systems takes into account the use of various computational methods, such as: intelligent prediction methods [25] , fuzzy logic [6] , machine learning [22] , numerical modeling [15] , deep learning [8, 19] and binary programming [12] .
Currently used techniques of non-invasive monitoring of industrial processes do not fully meet current operational needs. Obtained mapping of images of studied phenomena and processes can be unsharp, ambiguous, difficult to interpret, burdened with inaccuracies both in terms of the number of artefacts (crystals or gas bubbles) detected in the reactor as well as their size and location. As a result, redundant systems are used to obtain precise information about the status of the monitored process, which significantly increases the operating costs.
The above-mentioned difficulties and imperfections of the monitoring methods of chemical tank reactors are the reason for their improvement. The use of an improved monitoring method will increase the reliability of processes occurring inside the reactors and will reduce the operating costs of industrial systems.
The aim of this study is to introduce an improved method of monitoring and optimization of chemical processes occurring in heterogeneous tank reactors in which reactions take place between solid and liquid as well as gas and liquid. The applied method concerns electrical tomography [22] . The innovation is an original method of parallel use of a hybrid system that is a combination of the elastic net method and artificial neural networks [7, 23] . An advantage of the described concept over other known non-invasive methods is increased resistance to interference during measurements, higher accuracy of reconstruction, unlimited imaging resolution, low cost and high speed of operation. The description of the multiply neural system enabling effective monitoring of chemical reactions using electrical tomography is presented in the further part of this study. sciENcE aNd tEchNology
Models, methods, algorithms
Electrical impedance tomography (EIT), like as electrical capacitance tomography (ECT), are non-invasive diagnostic methods of technical objects [15, 22] . The EIT method used in the described studies processes data generated by a system of 16 electrodes installed on the surface of the reactor. Fig. 2 and 3 present a research position with a physical model with an electrode system and a hybrid tomograph adapted for EIT measurements. Fig. 4 presents the method of measuring the voltages generated by the arrangement of 16 electrodes. Due to the unknown value of voltage drops between the tested object and the electrodes to which the electric current source (I) is connected, these electrodes are not taken into account during the measurements. For each projection angle 12 independent voltage measurements (V) can be obtained between individual pairs of adjacent electrodes. This number results from the following calculation: n-4 = 12, where n = 16 is the total number of electrodes in the system, while 4 is the number of electrodes excluded from measurements within the projection angle. In this way, the total number of measurements is ( )( ) n 4 n / 2 12 8 96 − = × = . 
Hybrid neural algorithm
Dynamic progress in the field of low-cost technological solutions and access to advanced computational methods cause that the costs of using computing power and storage media are falling [16] . The popularity of computational techniques using parallel computations and requiring the processing of large data sets is growing [3] . As a result, there are less and less frequent situations in which researchers and designers of tomographic systems are forced to shorten the calculation time at the cost of the quality of results [17] . The presented tomographic system converts a vector of 96 voltages into an image with a resolution of 2883 pixels. Because the designed algorithm uses 2883 parallel-acting multiply neural networks, computing power is an important factor determining the speed of the measurement system. Fig.  5 shows the model of one of the 2883 hybrid subsystems to generate the actual value of a single point of the reconstructed image.
The algorithm for training a hybrid multiply neural system has the following sequence:
set-up the initial conditions: 1.
number of pixels in the mesh of the output image: a) m=2883;
the size of the measurement vector b) n X for each of the reconstructions: n=96; the number of cases that is required for neural networks c) training: N=99900; neural networks structure: d) n υ  -10-1, where n υ  means the reduced by the elastic net number of measurements at the input of the neural network generating υ-th pixel, 10 neurons in the hidden layer and 1 neuron in the output layer. Logistic transfer functions were used in both layers; using the elastic net method, generate a matrix of individually 2.
reduced measurement vectors for each pixel of the output image separately:
can use a subset with a number of cases much smaller than N, for example, 3000 randomly selected cases from the training set; for 3.
υ=1 to m train neural network ANN υ using the training set of the cardinality N; save trained 2883 neural networks to the structural variable. 4.
The mentioned above algorithm was implemented using the Matlab code, while the grid of the output image was modeled using the Eidors toolbox. Table 1 presents the results of the training process of one of 2883 neural networks, generating a real number determining the color of an example pixel on a tomographic image mesh. The pixel 600 was randomly chosen for the following test. Input data are included in the matrix n X with dimensions of 96x99900 (96 measurements, 99900 cases). The input file was a vector Y υ υ with dimensions of 1x99900 (a single pixel of the image υ = 600, 99900 cases). Before training the network, the input vector was reduced from 96 n = to 30 n =  using the elastic net method. The structure of the single neural network for point 600 was therefore: ANN 600 = 30-10-1.
A simulated collection of 99900 data have been divided into 3 parts: training, validating and testing in proportions 70/15/15, which is reflected in the first two columns of Table 1 . Columns 3 and 4 contain information about error MSE and regression R for all 3 subsets that have been used in the network learning process. The low value of MSE and R value close to 1 testify to the good quality of the trained network. Formula (1) presents the method of calculating MSE: 6a shows the training progress of the selected ANN. The homogeneous hyperbolic shape of the graph line indicates that the network has not been overtrained. The lack of fluctuations and line compliance for all 3 data sets (learning, validation and test) indicates lack of overfitting and the network's ability to generalize. The graph also shows the moment when network learning process stopped. It happened after the 53-th epoch, when the MSE of the validating set reached the value of 0.0072761. The same value can also be read from column 3 of Table 1 . The validating set was used to determine the condition of stop training ANN. This condition is met if the MSE of validation set does not decrease for 6 successive epochs.
Information on the trained network is supplemented by Fig. 6b , which shows the graph of regression statistics for the testing set. The testing set gives the most reliable results regarding the quality of the received network, because the data contained therein did not have any impact on the learning process. As you can see, R = 0.82239 is consistent with the information from Table 1 contained in the bottom row of column 4. The characteristic way of data distribution in Fig. 6b results from the fact that the reference output image reflects only 2 values: 1 for background color and 0 for artifact (crystals or gas bubbles).
Improving the quality of measurement data using the elastic net
In the case of reconstruction of tomographic images of real objects with relatively low conductivity, the data from the electrodes are usually noisy. This is the result of the imperfection of electrode insulation, the effects of fast-changing and low currents generated by multiplexers, the influence of electromagnetic fields and many other factors. An example of technical facilities, from which tomographic data show a high level of noise are also industrial chemical reactors [18] . Disturbances of electrical signals are one of the main barriers hindering the development of tomographic methods for such objects [23] .
To make the input data resistant to distortions and noise, the elastic net regularization was used [22] . In this method, we assume a certain linear system that can be described by means of the state equation (3):
where n Y R ∈ is a matrix of output variables (reconstruction), ( )
represents the matrix of input variables, the coefficient β ∈ + R k 1 means a vector with unknown parameters, and ε ∈ R n reflects the sequence interference. If the linear task (4) has a solution in which the regression line intersects the y axis, then the first column of the matrix X in the linear equation (3) is a unitary column vector.
In the case when the predictors introduced into the regression model are strongly correlated with each other, a possible way to determine linear regression is to solve the problem (4): (4) where:
P α -elastic net penalty function is defined by the equation (3):
It can be seen that the penalty in this case is a linear combination of the 1 L and 2 L norms from unknown ' β parameters. The introduction of the parameter-dependent penalties function to the objective function reduces the predictions of unknown parameters. The parameter λ in the task (5) represents the penalty factor. Entering the 0 1 α ≤≤ parameter causes the task (4) to compromise between Lasso (least absolute shrinkage and selection operator) and ridge regression. If 0 α = we deal with pure ridge regression called Tikhonov regularization. Ridge regression is a popular method of regularization of linear models [22] . If 1 α = there is a pure Lasso method in task (4). Lasso is a statistical method that allows selection of independent variables sciENcE aNd tEchNology and regularization of linear models. In the case of ridge regression, the coefficient of penalties is calculated in the 1 L norm and for Lasso in 2 L norm. Lasso is also indifferent to the correlation of predictors. Figure 7 presents the process of selecting the parameter λ (lambda) in the elastic net method with the assumed α = 0.25 for one of the pixels of the output image. Two lambda values are marked with a green and blue dotted lines. The green line indicates the lambda value with the minimum mean square error (MSE) obtained using the crossvalidation. This value has been marked with the LambdaMinMSE variable. The blue dotted line indicates the largest Lambda value, which is within the standard deviation of the minimum MSE (Lambda1SE). This lambda value means that even the worst of the tested models (with the largest MSE) still has a relatively low error value. In the described case λ = 0.129 for MSE = 0.0154 was assumed. The measurement vector has 96 values of voltage drops. In the considered case, thanks to the use of elastic net, the input vector has been reduced from 96 to 30 measurements. The first column contains reference images for the five tested cases. The test stand was calibrated in such a way that the value in the output, corresponding to the conductance of the reference liquid (water) equals 1. The values of the image pixels corresponding to the artefacts is 0. Next, using the physical model, real measurements were made by the ANN and elastic net + ANN (hybrid algorithm).
Results
By comparing the images obtained with two methods, it can be noticed that in the hybrid approach, despite the reduction of the input measurement vector by almost 70% for each neural network, the visual quality of reconstruction is not worse than for pure ANN. It should also be noted that the algorithm reconstructs the worst artifacts located near the center of the reactor. This is most likely related to the distance of the recognized objects from the electrodes. Better reconstructions are obtained for artifacts that are localized closer to the electrodes.
Visual evaluation of reconstruction is not precise and insufficient for an objective comparison of the two analyzed methods. For this reason, three quantitative imaging quality indicators were introduced: MSE (Mean Squared Error), RIE (Relative Image Error) and ICC (Image Correlation Coefficient).
The relative RIE imaging error is calculated according to the formula (6):
where: Y ′ -probability distribution of the pattern image pixels; * Yvalues of reconstructed pixels.
Formula (7) shows how to calculate the ICC image correlation coefficient:
where: Y ′ -average probability distribution of the pattern image pixels; * Y -average value of reconstructed pixels.
The smaller are the values of MSE and RIE coefficients, the better is the reconstruction quality. In the case of ICC, the opposite is true -the closer 1, the better the correlation of the output image with the reference image, which means a more accurate reconstruction. Table 2 contains a summary of all three reconstruction quality indicators divided into tested methods and cases. The upper part of the table contains precisely calculated MSE, RIE and ICC values. In the right-hand column there are averaged values giving the possibility to make a generalized assessment of all five cases with one indicator. In order to facilitate the choice of the better method, the bottom part of the table contains a boolean classification of all indicators. Three questions have been formulated in such a way that in the case of an affirmative answer ("truth") a better method is "elastic net + ANN". In the case of a negative response ("false"), the index would prefer the pure ANN method.
As can be seen from Table 2 , in all 18 cases, including responses and average values, the hybrid method "elastic net + ANN" turned out to be better.
Discussion and conclusions
The paper presents the results of research on the development of an improved algorithm for the reconstruction of images in the field of process tomography. In particular, the focus has been placed on imaging the cross-section of industrial tank reactors in which the processes of crystallization and anaerobic digestion occur in biogas installations. To make an objective assessment of the quality of the hybrid algorithm (elastic net + ANN), comparative studies were carried out using the physical laboratory model. Equal cases of artifact systems were prepared, and then voltage drops were read from the electrode system. Due to the fact that while reading data, many current-voltage states are transient, the data contained a certain level of noise. Af-ter filtering the data using the background reference values (reactor without artefacts) obtained results were illustrated and converted into quality indicators: MSE, RIE and ICC.
Normally, if the clear measurement data used for the imaging were simulated and did not contain interference, removing 70% of the predictors (eg, reduction from 96 to 30) would result in poor image quality. The carried out experiments showed that it was different in the case of data with a certain level of noise. Although the obtained reconstructions, both for pure ANN and for the hybrid method, are still not perfect, they are nevertheless sufficiently accurate to determine the amount, shape and location of the artifacts. The time of reconstruction in all investigated cases with the Intel Core i7 processor machine did not exceed 1 second. This means that the developed algorithm can also be used in processes with high reaction dynamics and even in flow systems [24] .
It is significant that in Table 2 , in all cases tested and for all three quality indicators, better results were obtained using the "elastic net + ANN" algorithm, not pure ANN. It turns out that the application of elastic net caused that along with the removal of 70% of input variables, a lot of noisy data was deleted, generating various types of disturbances in the output image. This fact is proof that the newly developed hybrid algorithm "cleanses" the data and makes the tomographic system immune to various types of interference and noisy data.
The results of the research have proved that the use of the described solution enables a higher resolution of images of crystals or gas bubbles appearing inside the reactor, which essentially contributes to the early detection of hazards and facilitates solving the operational problems of industrial systems. 
