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We construct a model describing the response of a hybrid system where the electromagnetic field
— in particular, surface plasmon polaritons — couples strongly with electronic excitations of atoms
or molecules. Our approach is based on the input-output theory of quantum optics, and in particular
it takes into account the thermal and quantum vibrations of the molecules. The latter is taken into
account by the P (E) theory analogous to that used in the theory of dynamical Coulomb blockade.
As a result, we are able to include the effect of the molecular Stokes shift on the strongly coupled
response of the system. Our model then accounts for the asymmetric emission from upper and lower
polariton modes. It also allows for an accurate description of the partial decoherence of the light
emission from the strongly coupled system. Our results can be readily used to connect the response
of the hybrid modes to the emission and fluorescence properties of the individual molecules, and
thus are relevant in understanding any utilization of such systems, like coherent light harvesting.
Recent experiments have shown the possibility of cou-
pling the electromagnetic field and electronic excitations
so strongly that the coupling energy shows up in ab-
sorption and emission spectra of such systems, suggest-
ing formation of hybrid light-matter states, called polari-
tons [1, 2]. Because the coupling can change the poten-
tial energy surface of these hybrid states with respect to
the bare molecules, polaritons are considered a promis-
ing paradigm for controlling photochemical reactions [3–
5]. While the avoided crossing between the excitations of
the molecules and confined electromagnetic light mode as
such is not a quantum effect, the detailed response of such
systems can exhibit quantum interference effects. In par-
ticular, some of the present authors showed recently [6]
that a quantum coherent coupled system of plasmons and
a large number of molecules with random polarizations
can emit only light that is polarized along the plasmon
propagation direction, whereas loss of coherence leads to
the presence of also the orthogonal polarization in the
emitted light.
Here we construct a detailed description of the main
decoherence mechanisms due to the quantum and ther-
mal vibrations of the molecules. This hence allows for
describing the effect of inhomogeneous broadening of the
molecular response due to such vibrations on the strongly
coupled response. We take the vibrations into account
via the P (E) theory analogous to that used in Coulomb
blockade [7, 8]. This theory describes the probability of
absorbing (for E > 0) or emitting (E < 0) the energy E
to/from the vibrations. For the specific models of har-
monic vibrations, such a P (E) function can be calculated
exactly. In particular, we find how this P (E) affects the
absorption and emission spectra of individual molecules.
The resulting fluorescence spectrum is similar to that
found via other approaches [9]. Therefore, an alterna-
FIG. 1. a) The measurement setup in which a surface plas-
mon polariton is excited on an interface where it can strongly
couple to molecules. b) Schematic with relevant parameters
to the input-output formalism.
tive approach is to deduce an effective P (E) for the mea-
sured spectra of individual molecules. What is more, we
connect this fluorescence spectrum directly to the absorp-
tion/emission spectrum of the strongly coupled system.
In a certain limit of parameters, the resulting inhomoge-
neous broadening of the molecular absorption/emission
then determines the linewidth of the polariton modes.
In particular, our model explains the asymmetric emis-
sion spectra of upper and lower polaritons seen in many
experiments [6, 10–14].
To be specific, we consider the plasmon–molecule sys-
tem in the strong-coupling regime. We describe the plas-
mon by a single bosonic mode c of frequency ωc and a
given polarization uˆpl with respect to its wavevector ~k.
A concrete example of such a plasmon is the surface plas-
mon polariton traveling along an interface in the xy-plane
in the y-direction with uˆpl = (0, sinβ, cosβ) as in Fig. 1a.
The plasmon interacts with N identical molecules which
are two-level systems with transition frequency ωm. We
denote the rising (lowering) operator of a molecule with
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2σ†j (σj). As in typical experiments, we assume that the
electric dipole moments of the molecules point in uni-
formly random directions nˆj . Following the standard ap-
proach of quantum optics [15, 16], the Hamiltonian of the
strong-coupled system is in the rotating wave approxima-
tion (~ = 1)
Hs−c = ωcc†c+
N∑
j=1
(
ωmσ
†
jσj + gjσ
†
jc+ g
∗
j c
†σj
)
. (1)
The position ~rj of a molecule affects the coupling gj in
two ways: it contains a complex phase factor due to the
phase of the plasmon, and the coupling strength depends
on the distance to the interface. We disregard the lat-
ter effect here for brevity. Also, the coupling strength
depends on the angle between the plasmon polariza-
tion and dipole moment of a molecule. Thus, we write
gj = ge
i~k·~rj (nˆj · uˆpl).
In addition to the strong-coupled system we include
the vibrational modes of the molecules. We assume a sin-
gle vibration mode bj per molecule with eigenfrequency
ωv but the generalization to multiple modes is straight-
forward [17]. These vibrations and their interactions are
described by
Hv =
N∑
j=1
ωvb
†
jbj +
N∑
j=1
ωv
√
Sσ†jσj
(
b†j + bj
)
. (2)
The coupling between electronic and vibrational modes
is quantified with a dimensionless parameter
√
S, the
Huang–Rhys factor [18], which is related to the Stokes
shift measured in fluorescent emission.
We seek an approach to find the response of the
strongly-coupled plasmon–molecule system in the pres-
ence of vibrations. To this end, we employ the input-
output formalism of quantum optics [19]. We assume
that there are separate bosonic baths for each molecule,
vibration and the plasmon to which the coupling is linear
in σj , bj and c, respectively. In the Markov approxima-
tion these couplings are described by the dissipation rates
κ˜j , γj , and κ of the molecules, vibrations, and plasmon.
In the following, we suppose identical molecules and vi-
brations so that γj = γ and κ˜j = κ˜. We neglect the
thermal fluctuations of plasmons and molecules here as
~ωm, ~ωc  kBT at room temperature. We simplify the
molecule–vibration Hamiltonian by introducing a new
polaron operator σSj = e
√
S(b†j−bj)σj ≡ Qjσj . Lastly,
we assume the single-excitation limit σ†σ ≈ 0 which cor-
responds to a low driving power. We find that when
~ωv
kBT
> γS2κm , where κm = κ˜ + γS is the total effective
damping rate of the individual molecules, the dynam-
ics of the vibrational modes bj are uncoupled from the
plasmon–molecule system [17]. This allows us to use the
Caldeira–Leggett model [20] for the vibrational dynam-
ics. The plasmon and molecular equation are in this case
c˙ = −iωcc− i
∑
j
g∗jσ
S
j Q
†
j −
κ
2
c−√κextcin (3a)
σ˙Sj = −iω˜mσSj − igjQjc−
κm
2
σSj −
√
κextm Qjσin,j , (3b)
where ω˜m = ωm − Sωv is the renormalized molecu-
lar frequency while κext and κ
ext
m are the couplings to
external driving fields. For the plasmon–molecule sys-
tem we assume that only the plasmon is driven so that
cin = αe
−iωdt and σin,j = 0.
We model a measurement on the plasmon–molecule
system so that the incoming light cin produces a reflected
ΣRout and transmitted field Σ
T
out. These fields contain
both the plasmon and the molecular emission but not
the emission of phonons from the vibrations. We also
separately include coupling to s- and p-polarized light
represented by uˆp = uˆy and uˆs = uˆx (Fig. 1a). Since
the propagating plasmon cannot emit s-polarized light
to the direction perpendicular to the interface but the
molecules have no directional preference, we consider s-
and p-polarized output fields separately. The output
fields obey a general formula
Σ
T/R
out,s/p =
(
δ
T/R
R cin +
√
κ
T/R
o c
)
δs/pp +
∑
j
η
T/R
j,s/pσj . (4)
In this equation δTR = 0 and δ
R
R = 1 meaning that only
the reflected field interferes with the input field. The
δ
s/p
p is defined similarly because the plasmon couples only
to p-polarized modes. The constants η
T/R
j,s/p describe the
coupling of the molecule electronic states to the envi-
ronmental s- and p-polarized free space modes, and thus
η
T/R
j,s/p =
√
κ
T/R
m
(
nˆj · uˆs/p
)
. These fields and couplings to
the system are represented schematically in Fig. 1b. The
output spectral density is obtained from
S
T/R
s/p (ω;ωd) =
1
2pi
∫
dt eiωt
〈
Σ
T/R†
out,s/p(0)Σ
T/R
out,s/p(t)
〉
, (5)
where ω is the frequency of the output field and ωd the
driving frequency.
The presence of the vibrations makes the input-output
equations (3) non-linear as they contain products of
different dynamical fields. We solve this problem us-
ing the P (E) theory similar to the one in dynamical
Coulomb blockade [7] as follows. Let us first define
P (t) =
〈
Q†j(t)Qj(0)
〉
and its Fourier transform
P (E) =
1
2pi
∫
dt eiEtP (t). (6)
We assume that P (E) does not depend on the molecule
index j; this assumption can be relaxed if needed. The
P (E) function normalizes to unity and is real for station-
ary vibrations, i.e.
〈
Q†j(t+ τ)Qj(τ)
〉
=
〈
Q†j(t)Qj(0)
〉
3a) b)
FIG. 2. a) P (E) functions for γ = 0 showing the weights
of δ-function peaks when κm
ωv
= 0.5 and kBT
ωv
= 0.5. b) The
normalized emission and absorption with S = 2. Emission
is evaluated with the driving frequency ωd = ω˜m. Here, we
choose κ
T/R
m = κ
ext
m =
κm
10
.
for any time τ . We can thus interpret the P (E) function
as a probability distribution of transforming energy E to
the vibrations (E > 0) or vice versa (E < 0). An exact
expression of P (E) can be found when the fluctuations
are Gaussian [17]. This P (E) function is characterized
by four parameters: vibration eigenfrequency ωv, their
linewidth γ, Huang–Rhys factor S, and temperature T
of their bath. In this Letter we use an analytical limit
in which γ vanishes which results in a discrete P (E),
depicted in Fig. 2a. In this regime, P (E) is related to
the absorption function defined by Huang and Rhys [18].
However, our analytic results for the response apply also
in the case of general γ.
Stokes shift. Before solving the full plasmon–molecule
problem we illustrate how the P (E) theory is used to
model a measurement of the Stokes shift in a molecule–
vibration system. This is achieved by removing the plas-
mon term from Eq. (3b) and driving the molecules in-
coherently σin,j =
αeiθj√
N
δ(ω − ωd) where θj represents
a random phase. The driving is scaled so that the
total input power spectral density is given by Iin =
|α|2δ(ω − ωd). Then, we solve Eq. (3b) with Fourier
transform and convolution theorem. The spectra ST/R
are found from Eq. (5) when the output fields are
changed to Σ
T/R
out =
∑
j(
√
κ
T/R
m σj + δ
T/R
R σin,j). Here,
the ’reflected’ field should not be understood literally
but rather as the field that contains the driving field.
The ’transmitted’ field is fully from the molecular flu-
orescence. Since σj = Q
†
jσ
S
j and the solution σ
S
j of
Eq. (3b) depends on Qj we encounter a four-point cor-
relator
〈
Q†j(ω1)Qj(ω2)Q
†
k(ω3)Qk(ω4)
〉
in the calculation
of ST/R. Here, Q†j(ω) refers to the Fourier transform
of Q†j(t). Assuming that the vibration modes are inde-
pendent and identical, the correlator factorizes into two-
point correlators when j 6= k. These resulting two- and
four-point correlators are related to P (E) by〈
Q†j(ω1)Qj(ω2)
〉
= P (ω1)δ(ω1 + ω2) (7a)〈
Q†j(ω1)Qj(ω2)Q
†
j(ω3)Qj(ω4)
〉
= L(ω1, ω2, ω4)δ(ω1 + ω2 + ω3 + ω4), (7b)
where L(ω1, ω2, ω4) is the Fourier transform of
L(t1, t2, t4) =
〈
Q†j(t1)Qj(t2)Q
†
j(0)Qj(t4)
〉
. (8)
The function L is related to P (t) and its reciprocal func-
tion 1/P (t) as shown in [17]. The Fourier transform can
be calculated formally by noting that inverting the sign
of S in P (t) results in 1/P (t).
After averaging over the random phases the resulting
spectra are
ST/R(ω;ωd)
|α|2 = κ
T/R
m κ
ext
m F (∆;ω − ωd) (9)
+ δ
T/R
R
[
1 + 2
√
κ
T/R
m κextm Re{A(∆)}
]
δ(ω − ωd),
where ∆ = ωd − ω˜m is the detuning between the driving
and renormalized molecular frequency, and
A(∆) =
∫
dE P (E)χ(∆− E) (10)
with χ−1(ω) = iω − κm2 as the bare molecular response
function. The term F describes inelastic scattering (out-
put field frequency ω different from driving frequency ωd)
and can be written as
F =
∫
dω1dω2 L(ω1, ωd−ω−ω1, ω2)χ(ω1−∆)χ(ω2+∆).
(11)
The information about the spectral properties of the
molecules including their vibrations is fully contained in
the functions F and A.
Both F and A can be obtained analytically when
γ = 0 [17]. Then, F is also delta-peaked at frequen-
cies ω − ωd = mωv with an integer m. The absorption
spectrum is obtained from power conservation SA(ωd) =
Iin−ST −SR evaluated at the driving frequency ω = ωd
and it is mostly determined by A. In Fig. 2b we have plot-
ted the emission spectrum ST along with the absorption
spectrum SA. The absorption maximum is at the bare
molecular frequency ωm while the emission maximum is
at approximately ωm−2Sωv. The difference is the Stokes
shift. The spectra correspond to the results describing
the transient response obtained with Green functions [9].
However, in our stationary model the absorption is not a
mirror image of the emission because the emission may
happen also from the excited vibrational states.
Plasmon–molecule system. To solve Eqs. (3) we first
integrate Eq. (3b) from an initial time ti → −∞ to tf = t
4a) b)
FIG. 3. Response function |r(ωd)|2/ωv of Eq. (13) for a single
molecule for a) S = 0 and b) S = 1. The other parameters
are g/ωv = 1.5,
kBT
ωv
= 0.5, κ/ωv = 0.1, κext = κ/2, and
κm/ωv = 0.5. The response function also determines the
direct plasmon emission spectrum.
and neglect the initial condition σSj (ti) which has no role
in a stationary situation. We substitute this into Eq. (3a)
which leads to
c˙ =−
(
iωc +
κ
2
)
c−√κextcin (12)
−
∑
j
|gj |2
∫ t
−∞
dt′ e(iω˜m+
κm
2 )(t
′−t)Q†j(t)Qj(t
′)c(t′).
At this point we average the equation over the fluctuat-
ing vibrations and use a mean-field approximation. This
leads to the P (E) function since
〈
Q†j(t)Qj(t
′)
〉
c(t′) =
P (t − t′)c(t′). Consequently, the elastic response of the
plasmon is given by c(t) = αr(ωd)e
−iωdt where
r(ωd)√
κext
=
i(ωd − ωc)− κ
2
+
∑
j
|gj |2A(∆)
−1. (13)
Vibrations provide a channel of relaxation broadening the
response which is associated with the real part of A. The
imaginary part contains information about the frequen-
cies of the polariton modes. When the vibrations are ab-
sent, S = 0 and P (E) = δ(E), the usual strong-coupling
response is obtained as A → χ with Rabi splitting pro-
portional to
√∑
j |gj |2 at ωc = ωm. When the vibrations
are present, especially the upper polariton branch is per-
turbed as Fig. 3 shows.
Finally, σSj can be solved from Eq. (3b) in terms of Qj
by Fourier transformation using the convolution theorem
and c(ω) = αr(ωd)δ(ω − ωd).
Incoherent polaritonic response. Let us consider a large
number N of identical molecules with random dipole mo-
ment directions. In this case we can replace the sums over
the molecule index with an integral over a surface of a
sphere
∑
j → N4pi
∫
dΩ. Then, the square of the Rabi
splitting in Eq. (13) is
∑
j |gj |2 = Ng2/3 ≡ g2N . We
assume that the positions of the N molecules are ran-
dom over a region large compared to the wavelength of
the plasmon so that we may replace ei
~k·(~rj−~rk) → δjk
for an ensemble average. Using these assumptions the
polarization dependence shows up in the spectra as the
coefficients
Cs/p =
∑
j,k
gjη
T/R
j,s/p
(
gkη
T/R
k,s/p
)∗
=
{
κT/Rm g
2
N
5
κT/Rm g
2
N
5 [2− cos 2β],
(14)
where the upper/lower line is for s/p. Above, only the
terms where j = k contribute in the sum which results
in four-point correlators as in Eq. (7b). If the assump-
tion on the random positions of the molecules is relaxed
and the molecules are driven by the plasmon coherently,
we obtain also the two-point correlators of Eq. (7a) and
different coefficients [17].
The s- and p-polarized emission spectra are
STs (ω;ωd) = |αr(ωd)|2CsF (15a)
STp (ω;ωd) = |αr(ωd)|2
[
κTo δ(ω − ωd) + CpF
]
. (15b)
The main difference between the s- and p-polarized spec-
tra is because the plasmon emits only p-polarized light.
The molecular fluorescence is also slightly enhanced in
this polarization for β 6= 0.
Both the s- and p-polarized emission spectra are now
represented with F and A found in molecular fluores-
cence Eq. (9). Therefore, the emission of strongly cou-
pled plasmon–molecule system is related to the proper-
ties of the plasmon and the molecules separately with
a few parameters describing the plasmon–molecule cou-
pling strength and their intrinsic decay rates.
Since only the terms with F contribute to the inelastic
emission, for a given driving frequency ωd the ratio of
p- and s-polarized emission at ω 6= ωd is STp /STs = 2 −
cos(2β). For example, for an interface of vacuum and
silver in the Drude model β ≈ pi12 and STp /STs ≈ 1.13 at
ωc = 2 eV [16, 21]. This ratio is otherwise independent
of the system.
In Fig. 4a we have plotted the elastic emission spec-
tra from Eqs. (15). The s- and p-polarized emission are
similar for small S but for larger values the competi-
tion between the plasmon and molecule emission becomes
more noticeable. The ratio between elastically emitted p-
and s-polarized power is controlled by the ratio between
κTo and Cs/p and the detuning ωc − ωm. The latter de-
pendence we have plotted in Fig. 4b which shows that
the ratio between p- and s-polarized light increases as a
function of S for the lower polariton branch, as observed
in [6], and diminishes for the upper branch.
We find that the upper and lower polariton modes emit
asymmetrically as in other approaches [22–27] and exper-
iments [6, 10–12, 28]. This is caused by the asymmetry
of the effective dissipation rate Γ = κ/2 + g2N Re{A(∆)}
which is related to the molecule’s absorption spectrum.
Analytical insight can be obtained when kBT  ~ωv
and S  1. Then, we may consider only single-phonon
5a) b)
p
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FIG. 4. a) Elastic emission spectra for s- and p-polarization
(red and blue curves, respectively) from a plasmon–molecule
system with ωc = ωm. The different curves are offset and
scaled with respect to the S = 0 result for clarity. b) The ra-
tio between elastically emitted p- and s-polarized power PTs/p
integrated over the lower (ω < ωm) and upper (ω > ωm) po-
lariton branches (upper and lower panels, respectively) as a
function of the detuning. The parameters are the same as in
Fig. 3 except for gN
ωv
= 2, β = pi
12
, κTo = κ/2, κ
T
m = κm/3 and
kBT
ωv
= 1.
processes. From the response function (13) we find the
polariton frequencies for zero detuning ωc = ωm to be
approximately ∆± = ±gN + Sωv2 (1 + 11∓ωv/gN ) when
gN > ωv. At these frequencies the dissipation rate in
the first order of κm is given by
Γ± =
κ
2
+
κm
2
[
1 +
Sω2v
(gN ∓ ωv)2 +
Sω2v
gN (gN ∓ ωv)
]
. (16)
Due to vibrations the dissipation rate of the upper po-
lariton (Γ+) is larger than the dissipation rate of the
lower polariton (Γ−) which suppresses the upper polari-
ton emission compared to the lower polariton.
To summarize, we have constructed a model that al-
lows describing the effect of vibrations on the strongly
coupled stationary response of driven coupled light-
matter modes. Depending on the case, one can either
find the P (E) function describing the absorption and
emission of vibrations in a given model system as in
[17], or relate the measured absorption and fluorescence
of uncoupled molecules to P (E). With small modifica-
tions, this approach can be extended also to the case
of molecule-cavity systems [2, 28–31], plasmonic lattices
[32] and/or higher-order correlation functions of the emit-
ted light. Our quantum Langevin equation approach al-
lows describing the stationary driven system, and hence it
complements the often-used computational methods usu-
ally concentrating on transient response [23, 24, 33, 34].
We acknowledge the support from the Academy of Fin-
land Center of Excellence program (project no. 284594)
and project numbers 289947, 290677, and 317118.
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P (E) THEORY
We derive analytically the P (E) function introduced in the main text. The derivation is similar to the one encoun-
tered in the problem of dynamical Coulomb blockade [1]. First, we denote X =
√
S
(
b† − b) (we omit the molecule
index here) so that inverse Fourier transform of the P (E) reads
P (t) =
〈
Q†(t)Q(0)
〉
=
〈
e−X(t)eX(0)
〉
. (1)
This function can be evaluated for thermal vibrations. If the vibrations are described by a harmonic oscillator
Hamiltonian, the fluctuations are Gaussian and the weak version of the Wick’s theorem (see e.g. [1]) applies. We
identify P (t) as the characteristic function of fluctuations of the stochastic quantity X(t)−X(0), where everywhere in
the calculations X(t) should be ordered to the left of X(0). We assume the thermal vibrations to be stationary, and
therefore the expectation value of X(t)−X(0) vanishes (as 〈X(t)〉 = 〈X(0〉). Consequently for Gaussian fluctuations
we can write the characteristic function in terms of the variance alone. In that case [2],
P (t) = eT 〈[X(t)−X(0)]
2〉/2 = e〈[X(0)−X(t)]X(0)〉, (2)
where the latter equality uses the fact that 〈X(t)2〉 = 〈X(0)2〉. The operator T takes care of ordering X(t) before
X(0), but that operator is no longer needed in the second equality because there X(t) always precedes X(0) in
operator products.
Now, X(t) =
√
S(b†(t)− b(t)) can be obtained by solving the quantum Langevin equations without rotating wave
approximation (also known as the Caldeira–Leggett model [3]) for x = b†j + bj and p = i(b
†
j − bj) [4] (~ = 1)
x˙(t) = ωvp(t)
p˙(t) = −ωvx(t)− γp(t) + ξ(t),
(3)
where γ is the linewidth of vibrations, and ξ is a Langevin force describing the thermal fluctuations. It has the
correlator
〈ξ(t)ξ(t′)〉 =
∫
dω exp[−iω(t− t′)]Sξ(ω), (4)
where the noise correlator is given by
Sξ(ω) =
γω
piωv
[
coth
(
ω
2kBT
)
+ 1
]
(5)
for thermal noise.
The Langevin equations (3) can be solved via Fourier transform. The result is(
x(ω)
p(ω)
)
=
1
ω2 − ω2v + iωγ
(−ωv
iω
)
ξ(ω). (6)
After some Fourier analysis with the help of the relation X = −i√Sp and Eqs. (4), (5) and (6) we find P (t) = eJ(t)−J(0)
according to Eq. (2) with
J(t) = −〈X(t)X(0)〉 = Sγ
piωv
∫
dω e−iωt
ω3
(ω2 − ω2v)2 + ω2γ2
[
coth
(
ω
2kBT
)
+ 1
]
. (7)
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2The resulting P (E) is thus governed by three dimensionless parameters: the Huang-Rhys factor S, the quality factor
of vibrations ωv/γ, and the relative temperature kBT/ωv. Note that the function J(t) = S 〈p(t)p(0)〉 introduced
here is related to the vibrational spectral density Jv(t) = Sω
2
v 〈x(t)x(0)〉 via their respective Fourier transforms by
Jv(ω) = J(ω)/ω
2.
Let us discuss some general properties of P (E). First, we note that as P (t) may be regarded as a characteristic
function of the probability distribution P (E), the raw moments of the energy can be expressed as
E(En) = in
dnP (t)
dtn
∣∣∣∣
t=0
= in
dneJ(t)
dtn
∣∣∣∣
t=0
. (8)
With the help of this formula the mean and variance of P (E) can be found. Second, the Kubo–Martin–Schwinger
(KMS) relation for thermal fluctuations at temperature T leads to the detailed balance condition (or emission-
absorption asymmetry) for P (E)
P (−E) = exp
(
− E
kBT
)
P (E). (9)
This asymmetry in P (E) is relevant for the anti-Stokes part of the spectrum.
Next, we consider the γ → 0 limit in which the dissipation rate of vibrations vanishes. We note that the definition
of J(t), Eq. (7), contains a nascent delta function
P˜ (ω) =
1
pi
γω2
(ω2v − ω2)2 + ω2γ2
(10)
which in the limit γ → 0 reduces to P˜ (ω) = 12 (δ(ω − ωv) + δ(ω + ωv)). Thus, in this limit
J(t) =
S
2
[
coth
(
ωv
2kBT
)
+ 1
]
e−iωvt +
S
2
[
coth
(
ωv
2kBT
)
− 1
]
eiωvt. (11)
The corresponding characteristic function P (t) is known in probability theory to be that of the Skellam distribution
[5]. It is a distribution that describes the difference of two independent Poisson processes. In our case, these processes
are the emission and absorption of phonons. P (E) then describes the total number of phonons transferred from/to
vibrations to/from their environment. The resulting P (E) function is
P (E) =
∞∑
k=−∞
pk(S)δ(E − kωv) (12a)
pk(S) = exp
[
−S coth
(
ωv
2kBT
)]
Ik
 S
sinh
(
ωv
2kBT
)
 exp( kωv
2kBT
)
, (12b)
where Ik(x) is the modified Bessel function of the first kind. In the zero-temperature limit pk(S) = e
−S Sk
k! for k ≥ 0
and pk(S) = 0 for k < 0, i.e. the probability to emit phonons becomes Poissonian and the absorption probability
vanishes.
We find the average and variance of the γ = 0 distribution by using Eqs. (8) and (11)
E(E) = Sωv and var(E) = E(E2)− [E(E)]2 = Sω2v coth
(
ωv
2kBT
)
. (13)
The variance depends on the temperature so that for high temperatures kBT  ωv the variance is directly proportional
to the temperature; var(E) ≈ 2SωvkBT . It should be noted that both the variance and the average are proportional
to S which also holds for a Poissonian quantity. The physical picture is that the mean of E describes the Stokes shift
in the molecules whereas the variance (or standard deviation) is connected to the inhomogeneous broadening of the
molecular linewidth due to vibrations.
THE L FUNCTION
In the calculation of the main text we encounter a four-point correlator of the form
L(t1, t2, t3) =
〈
Q†(t1)Q(t2)Q†(0)Q(t3)
〉
=
〈
e−X(t1)eX(t2)e−X(0)eX(t3)
〉
. (14)
3This function is clearly related to P (t) as for certain time arguments it coincides with the definition of P (t), e.g.
L(t, 0, 0) = P (t). Using the same assumptions as in the derivation of P (E) we may write
L(t1, t2, t3) = e
T 〈[X(t1)−X(t2)+X(0)−X(t3)]2〉/2, (15)
where T orders operator products so that they are in the same order as in Eq. (14). Now, since the vibrations are
stationary, we may write L in terms of P (t)’s (Eq. (1))
L(t1, t2, t3) =
P (t1 − t2)P (t1 − t3)P (t2)P (−t3)
P (t1)P (t2 − t3) . (16)
Even if we can fully calculate J(t), the Fourier transform of L is not straightforward to evaluate numerically in the
general case.
Rather, we derive L in the γ → 0 limit. First, it is necessary to simplify 1/P (t) in order to find the Fourier transform
of L. Since P (t) = exp[J(t)− J(0)] and J(t) ∝ S we may find 1/P (t) by changing S → −S in Eq. (12). Using the
parity of the modified Bessel function of the first kind Ik(−x) = (−1)kIk(x) we can express the inverse as
1/P (t) =
∞∑
k=−∞
pk(−S)e−ikωvt =
∞∑
k=−∞
(−1)k exp
[
2S coth
(
ωv
2kBT
)]
pk(S)e
−ikωvt. (17)
Below, we omit the S-dependence and denote pk(S) = pk.
The Fourier transform of L is trivial with the help of the Eq. (17). We obtain
L(ω1, ω2, ω3) =
1
(2pi)3
∫
dt1 dt2 dt3L(t1, t2, t3)e
iω1t1+iω2t2+iω3t3
=
∑
k1,k2,k3,k4,k5,k6
(−1)k1+k2pk1pk2pk3pk4pk5pk6e4S coth
(
ωv
2kBT
)
δ(ω1 − [k1 + k3 + k4]ωv)
× δ(ω2 − [k2 − k3 + k5]ωv)δ(ω3 + [k2 + k4 + k6]ωv). (18)
With this result we calculate the quantity F defined in the main text. This, together with A, determines the spectral
properties of molecules. For γ → 0 these results are
F =
∑
k1,k2,k3,k4,k5,k6
(−1)k1+k2pk1pk2pk3pk4pk5pk6e4S coth
(
ωv
2kBT
)
χ(∆− [k2 + k4 + k6]ωv) (19)
× χ(−∆ + [k1 + k3 + k4]ωv)δ(ωd − ω − [k1 + k2 + k4 + k5]ωv)
A =
∞∑
k=−∞
pkχ(∆− kωv). (20)
These functions are plotted together with P (E) in Fig. 1. In addition, we note an analytical connection between F
and A in a special case: at T = 0 the prefactor of δ(ωd − ω) in F equals exactly to |A|2. The Poissonian pk’s in this
special case are non-zero only for k ≥ 0 so the only terms which contribute to the δ-function with k1 +k2 +k4 +k5 = 0
are the ones with k1 = k2 = k4 = k5 = 0.
GENERALIZATION TO MANY NONIDENTICAL AND INTERACTING VIBRATIONAL MODES
The P (E) theory is straightforward to generalize to multiple vibrational modes when the modes couple linearly to
the molecule. A general interaction term in the Hamiltonian is then λijklb
†
ijbkl + h.c. where bij corresponds to the jth
vibrational mode of the ith molecule. The molecule-vibrational Hamiltonian is then diagonalized by first diagonalizing
the vibrational Hamiltonian and then using the polaron transformation. For simplicity, let us now discuss the case
of a single molecule. After the diagonalization of the vibrational part, we may write the Hamiltonian in terms of the
new diagonal vibrational modes bj as
Hm+v = ωmσ
†σ +
M∑
j=1
ωv,jb
†
jbj +
M∑
j=1
ωv,j
√
Sjσ
†σ(xj + ujpj), (21)
4a) b) c)
FIG. 1. a) P (E) function showing the weights of δ-function peaks, b) F , and c) A for γ = 0 and S = 1, κm
ωv
= 0.5 and
kBT
ωv
= 0.25.
where xj and pj are the position and momentum operator of vibrations. The term ujpj follows from the fact that
the molecule couples to the bare vibrational modes. In the single-excitation limit we may nevertheless introduce the
operator σS = Qσ ≡ ∏j Qjσ where Qj = e√S(b†j−bj). Introducing many molecules into the situation only adds one
external index to each operator. When there is no coupling to the plasmon, by following the same approximations as
in the main text, we find that the dynamics are given by the input-output equation
σ˙S = −
(
iω˜m +
κm
2
)
σS −
√
κextm Qσin (22)
with ω˜m = ωm −
∑
j Sjωv,j . The equation for bj again decouples from the dynamics of σ
S in the single-excitation
limit. Similarly to the case of a single vibrational mode we find the two- and four-point correlators of Q in the
calculation of the spectra. However, since Q(t) =
∏
j Qj(t), the Fourier transform of Q is always a convolution. After
diagonalization we may treat the modes as independent so this structure shows up as convolutions of P (E)’s and L’s
defined in the earlier sections. Thus, we have〈
Q†(ω1)Q(ω2)
〉
= Ptot(ω1)δ(ω1 + ω2) (23a)〈
Q†(ω1)Q(ω2)Q†(ω3)Q(ω4)
〉
= Ltot(ω1, ω2, ω4)δ(ω1 + ω2 + ω3 + ω4), (23b)
where Ptot(E) = [P1 ∗ P2 ∗ · · · ∗ PM ](E) is a convolution over M different modes and similarly for Ltot. For example,
[L1 ∗ L2](ω1, ω2, ω3) =
∫
dω′1 dω
′
2 dω
′
3 L1(ω1 − ω′1, ω2 − ω′2, ω3 − ω′3)L2(ω′1, ω′2, ω′3), (24)
where L1 and L2 are defined for a single mode as the Fourier transform of Eq. (14).
APPROXIMATION TO THE POLARON EQUATION
We discuss the consistency of the approximation that allows us to simplify the input-output equation of σSj . The
full dynamical equation of σSj for the strongly coupled plasmon–molecule system, using the approach of [6], is given
by
σ˙Sj = −iω˜mσSj + igjQjσz,jc−
κj
2
σSj +
√
κ˜jQjσz,jσin,j +
γj
√
S
2
σSj (bj − b†j) +
√
γjSσ
S
j (bin,j − b†in,j). (25)
In the main text, we assumed the single-excitation limit in which σz,j ≈ −1. In addition, we neglect the thermal
fluctuations and set σin,j = 0. Next we discuss when we can neglect the two last terms that are generated by the
coupling of σSj to the the vibrational baths. This approximation effectively uncouples the vibrational dynamics from
the dynamics of the polaron operator σSj . As this approximation is related to the molecule–vibration system, also the
coupling to the plasmon may be neglected, i.e. gj = 0. For notational brevity, we omit the molecular index j. Let us
consider an expansion σS = σS0 + σ˜
S
1 , where σ
S
0 is the solution of
σ˙S0 = −
(
iω˜m +
κm
2
)
σS0 −
√
κextm Qσin, (26)
5on Eq. (25) with the above simplifications. Consequently, the dynamics of σ˜S1 is given by
˙˜σS1 = −
(
iω˜m +
κm
2
)
σ˜S1 +
γ
√
S
2
(σS0 + σ˜
S
1 )(b− b†) +
√
γS(σS0 + σ˜
S
1 )(bin − b†in). (27)
We may now construct the next order of the expansion by setting σ˜S1 = σ
S
1 + σ˜
S
2 and fixing σ
S
1 to be the solution of
σ˙S1 = −
(
iω˜m +
κm
2
)
σS1 +
γ
√
S
2
σS0 (b− b†) +
√
γSσS0 (bin − b†in). (28)
This equation can be solved with the solution of σS0 . The dynamics of σ˜
S
2 is then determined by an equation similar to
Eq. (27) where σ˜S1 is replaced by σ˜
S
2 and σ
S
0 by σ
S
1 . Continuing this process gives then the expansion of σ
S =
∑∞
j=0 σ
S
j .
However, we focus only on the first order of the expansion.
Consider now that the molecule is driven coherently, σin = αe
−iωdt so that the solution of Eq. (26) is
σS0 (ω) = α
√
κextm χ(ω − ω˜m)Q(ω − ωd). (29)
Consequently, we obtain from Eq. (28)
σS1 (ω) = −χ(ω − ω˜m)
(γ
2
[
σS0 ∗X
]
(ω)−
√
γS
[
σS0 ∗
(
bin − b†in
)]
(ω)
)
, (30)
where ∗ denotes a convolution in the Fourier space.
We are now interested in the consistency of the expansion but it is not straightforward to see the effect of the
convolution and the underlying dynamics of the vibrations. For this reason, we compare the mean values of σS0 and
σS1 . When the input operators of the vibrations represent thermal noise, the bin terms do not contribute to the
average. The expectation value of σS0 can be expressed as〈
σS0 (ω)
〉
= α
√
κextm χ(ω − ω˜m) 〈Q(0)〉 δ(ω − ωd). (31)
For a thermal ensemble 〈Q(0)〉 = exp(−S(nth + 12 )), where nth = (e ωvkbT − 1)−1 is the Bose factor. In the calculation
of the average of σS1 we need the generalized Wick theorem to write
〈Xn(t)X(0)〉 = n 〈X(t)X(0)〉 〈Xn−1(t)〉 = −nJ(t) 〈Xn−1(t)〉 , (32)
where J(t) is the function defined in Eq. (7) and we define its Fourier transform by J(t) =
∫
dω e−iωtJ(ω). We obtain
〈
σS1 (ω)
〉
=
γ
2
α
√
κextm χ(ω − ω˜m)
[∫
dω′ χ(ω′ + ωd − ω˜m)J(ω′)
]
〈Q(0)〉 δ(ω − ωd)
=
γ
2
[∫
dω′ χ(ω′ + ωd − ω˜m)J(ω′)
] 〈
σS0 (ω)
〉 ≡ C 〈σS0 (ω)〉 . (33)
Now we have a necessary condition for the consistency of the simplification: The parameter C should be small compared
to unity for the expansion to be sensible. It can be estimated by using the same approximation in Eq. (10) as in the
γ = 0 calculation. Then (denoting ∆ = ωd − ω˜m)
C = γS
2
[(nth + 1)χ(ωv + ∆) + nthχ(−ωv + ∆)] ∆=−ωv≈ γS
κ˜+ γS
nth + 1
2
. (34)
In the last approximation we have written the renormalized linewidth κm in terms of the bare linewidth of the molecule
κ˜ and neglected the smaller term χ(−2ωv) for clarity. Now, it is clear that the consistency of the approximation is
related to the temperature and the linewidths. This condition is always fulfilled when nth < 1 or alternatively
ωv
kBT
> ln(2) ≈ 0.69. It should be remembered that this is only a crude estimate and larger values of γ can diminish
the value of C.
COHERENT DRIVING
In the main text we assume incoherent driving of the molecules both in the Stokes shift example and the plasmon
problem. This assumption is straightforwardly lifted for situations in which the phases are definite. This is the case
6for instance when the wavelength either of the driving or the plasmon is large compared to the distance between
the molecules or the molecules are in a suitably chosen lattice. First, let us discuss the Stokes shift example. We
renormalize the input in this case to be σin,j =
α
N e
−iωdt so that again the total input power is distributed evenly and
is independent of the number of molecules N . Then, the calculation of the main text can be repeated to give
ST/R(ω;ωd)
|α|2 = δ
T/R
R
∣∣∣∣1 +√κT/Rm κextm A(∆)∣∣∣∣2δ(ω − ωd) + κT/Rm κextm [FN +
(
δ
T/R
T −
1
N
)
|A(∆)|2δ(ω − ωd)
]
. (35)
Interestingly, we obtain 1/N dependence for two terms. One of those terms is the inelastic emission term F which
means that for large N the spectra are mostly elastic. However, if the vibrations are absent — as mentioned in the
main text — F = |A(∆)|2δ(ω−ωd) and the 1/N dependent terms cancel. Therefore, this coherent effect is not related
to sub- or superradiance of molecules described by Dicke [7]. Rather, it is related to vibrations and their enhanced
emission which shows up as a diminishing fluorescence as the number of molecules increases.
If we assume that the plasmon couples strongly to the molecules and drives them coherently, the emission spectra
change drastically. In this case, we need two different sums over the molecular indices which are∑
j
gjη
T/R
j,s = 0 and
∑
j
gjη
T/R
j,p =
N
3
g
√
κ
T/R
m sin(β) = C˜p. (36)
The first sum vanishes because the plasmon polarization vector uˆpl is orthogonal to the s-polarization vector uˆs making
the product antisymmetric under reflection through the plane orthogonal to uˆs. This is what breaks the symmetry
between the polarization directions emitted from the strongly coupled mode.
Then, we find the polarized spectra to be
STs (ω;ωd) = |αr(ωd)|2Cs
[
F − |A(∆)|2δ(ω − ωd)
]
(37a)
STp (ω;ωd) = |αr(ωd)|2κTo
∣∣∣∣∣1 + i C˜p√κTo A(∆)
∣∣∣∣∣
2
δ(ω − ωd) + |αr(ωd)|2Cp
[
F − |A(∆)|2δ(ω − ωd)
]
. (37b)
The s-polarized spectrum changes by one term, but now it vanishes when the vibrations are absent as a consequence.
On the other hand, the p-polarized spectrum contains the interference terms between the plasmon and molecular
output fields. Similar to the Stokes shift case, there are terms with different powers of N . There are now several
terms that depend on N (following from Cp and C˜p) while the plasmon term with the coefficient κ
T
o is independent
of N and one term, related to C˜2p , depends on N
2. In contrast to the Stokes shift case, the absence of vibrations does
not remove this N dependence. Thus, the result corresponds to the superradiance.
[1] G.-L. Ingold and Y. V. Nazarov, in Single charge tunneling (Springer, 1992) pp. 21–107.
[2] T. T. Heikkila¨, The Physics of Nanoelectronics: Transport and Fluctuation Phenomena at Low Temperatures (Oxford
University Press, 2013).
[3] A. O. Caldeira and A. J. Leggett, Phys. Rev. Lett. 46, 211 (1981).
[4] V. Giovannetti and D. Vitali, Phys. Rev. A 63, 023812 (2001).
[5] J. G. Skellam, J. Royal Stat. Soc. A 109, 296 (1946).
[6] C. W. Gardiner and M. J. Collett, Phys. Rev. A 31, 3761 (1985).
[7] R. H. Dicke, Phys. Rev. 93, 99 (1954).
