This paper aims to prove the dynamic programming principle (DPP) using the measurable selection method for stochastic control of continuous processes. The novelty of this study is to incorporate intermediate expectation constraints on the canonical space up to each time t ∈ [0, T ] in a non-Markovian setting. As an important application, the value function can be characterized as a constrained viscosity solution of a pathdependent partial differential equation (path-dependent PDE). Moreover, motivated by quantitative finance, we also verify that several types of dynamic state constraints, floor constraints, drawdown constraints, quantile hedging and target constraints can all be reformulated into expectation constraints on paths of controlled state processes. Our results can therefore be applied to recover the DPP for some optimal investment problems under the aforementioned trading constraints, possibly path-dependent, in a general non-Markovian framework.
Introduction
Since 1970s, stochastic control theory has been actively developed and widely applied in many areas, especially in quantitative finance and financial economics. To describe the controlled state processes under best actions provided the available information, the establishment of a dynamic programming principle (DPP) plays the critical role. It provides a convenient way to treat a global dynamic optimization problem as a series of recursive local time optimization problems, which is closely related to the tower property of Markov processes. It has been shown in the vast literature that DPP, in the Markovian framework, enables the characterization of the corresponding value function via a solution of the socalled Hamilton-Jacob-Bellman (HJB) equation in the classical sense or the viscosity sense. Numerical approximations can therefore also come into play in various models. See [17] , [18] for the comprehensive overview and rigorous statements.
The complexity of real financial markets motivates the continuing development of modern stochastic control theory. In particular, due to the observed trading constraints and market regulations, stochastic control problems with various constraints and the proof of DPP in different contexts have drawn a lot of attention recently. The existing literature is far too broad, for instance, see [6] , [7] , [8] , [28] , [29] , [30] and [31] which demonstrate DPP for stochastic control with constraints and [1] , [2] , [4] and [21] which address DPP issues for optimal stopping with constraints. It is worth noting that the weak DPP is sufficient to relate the value function to the viscosity solution of the HJB equation, as illustrated by [9] . For the control problem with generalized state constraints, [8] verified a weak DPP by the classical method of discretizing the state space and deriving stability under cancatenation. Given intermediate expectation constraints on the canonical space, it is still an open problem whether the strong version of DPP still holds or not, especially in non-Markovian setting. This paper aims to fill this gap by considering expectation constraints at each intermediate time and the measurable selection method is applied. We can summarize our procedure as follows: Given a control process, the resulting state process will induce a new probability measure. So to find an optimal control, it is equivalent to optimize the probability measures induced by all admissible controls. Recently, [25] constructed a sublinear expectation which satisfies the tower property also known as time-consistency. If we regard probabilities therein as controls, the sublinear expectation is the value function of a stochastic control problem. In this point of view, the tower property is essentially DPP, which is the main goal that we need to verify.
From the mathematical perspective, due to expectation constraints, some auxiliary aggregated supermartingales are introduced to prove that DPP holds valid in the nonMarkovian framework. Our general setting allows the admissible probabilities and the value function be path-dependent. Therefore, the DPP in this paper can be applied treat path-dependent stochastic control problems. As a direct consequence, it is shown that the DPP for stochastic control under expectation constraints in certain models can serve as the first step to verify that the value function is a constrained viscosity solution of the associated path-dependent PDE. Although our current work only considers continuous processes for the convenience of presentation, our main results can be potentially extended to the general case of càdlàg processes.
Another major contribution of this paper is to show that several dynamic trading constraints can be transformed into expectation constraints on paths of the controlled state processes simultaneously for all intermediate time 0 ≤ t ≤ T . It is worth noting that the following practical constraints have attracted growing research interests during past decades: (i) State constraints have been extensively studied in the literature which dictate the controlled state process to stay in given region at some specific time. See [28] for a deterministic control problem and [29] for piecewise deterministic processes. [20] considered the boundary conditions for the value function by a new formulation. For examples in stochastic control, we refer to [22, 23] ; (ii) [13] considered the problem of maximizing expected utility under a European or American guarantee. More general, one may consider floor constraints for which the controlled process must stay above a benchmark stochastic process; (iii) The drawdown constraint on wealth process was first considered by [19] . Under drawdown constraint, the controlled wealth process must stay above a fraction of its running maximum process. [14] considered the infinite horizon utility maximization on consumption under the drawdown constraint on the wealth process; (iv) Target problem is another type of control problem in which the reachability set becomes the objective which is the collection of all initial data such that the state process can be driven into a target set at a specified time. Recently, [30] proved a geometric type of dynamic programming principle and then used it to identify the reachability set by viscosity solutions of the associated PDEs. There is a rich literature on variants target problems, see [6, 7, 31] ; (v) Quantile hedging problems, arising from option pricing, refers to the well known constraint that the state process has to stay in a given subset of the state space with a probability greater than some pre-specified level, see [15] for details. To summarize, the DPP result in this paper can be applied to some optimal investment and option hedging problems under previous trading constraints and the associated path-dependent PDEs can be formulated and employed.
The rest of the paper is organized as follows. Section 2 first gives some usual notations and necessary preliminaries. The abstract main result is presented and proved thereafter. Section 3 specifies the validity of DPP for general stochastic control problems under expectation constraints at intermediate time t ∈ [0, T ]. The connection between the value function and the constrained viscosity solution of the path-dependent PDE is also discussed. Important applications to optimal investment and option pricing in quantitative finance under various types of constraints are investigated in Section 4. To complete proofs in previous sections, some auxiliary results on continuous functions and some verifications of the measurability are delegated in Section A.
General Framework

Notations
The fixed dimension is denoted by d ∈ N \ {0} and T ∈ (0, ∞) represents the time horizon. Let Ω = {ω ∈ C([0, T ]; R d ) : ω 0 = 0} be the canonical space of continuous paths equipped with the topology of uniform convergence under the norm ω ∞ := sup t∈[0,T ] ω t . P 0 is the Wiener measure on Ω and B is the canonical process B t (ω) = ω t . Let F = (F t ) t∈[0,T ] be the filtration generated by B and set F = F T . Furthermore, we denote by P(Ω) the set of all probability measures on (Ω, F), equipped with the topology of weak convergence. Note that both Ω and P(Ω) are Borel spaces. Given two pathsω and ω, their concatenation at t is the path defined by
Throughout this paper, let us denote E P [·] the expectation with respect to probability P , and if P = P 0 which is the Wiener measure, we will simply write E[·]. To avoid cumbersome notation, it will be helpful to define integrals for all measurable functions ξ with values in the extended real lineR = [−∞, ∞]. Namely, we set
is finite, and use the convention
We also adopt the convention that the supremum (resp. infimum) over an empty set is −∞ (resp. ∞), i.e. sup ∅ = −∞ (resp. inf ∅ = ∞). Let T be the collection of all F−stopping times taking values in [0, T ].
Preliminaries
For the completeness of the presentation, we will review some basic facts about the conditional probability distribution from Chapter 1 of [29] and several definitions from the theory of analytic sets from Chapter 7 of [5] .
For any P ∈ P(Ω), τ ∈ T , there is a regular conditional probability distribution
whenever ξ is F-measurable and bounded. Moreover, P ω τ can be chosen to be concentrated on the set of paths that coincide with ω up to time τ (ω). In other words, P ω τ (Ω ω τ ) = 1 for any ω ∈ Ω, where Ω ω τ := {ω ′ ∈ Ω : ω ′ = ω on [0, τ (ω)]}. Next, given P ∈ P(Ω) and a family (Q ω ) ω∈Ω such that ω ∈ Ω → Q ω ∈ P(Ω) is F τ -measurable with Q ω (Ω ω τ ) = 1 for all ω ∈ Ω, one can define a concatenated probability measure P ⊗ τ Q · by
Following definitions and notations in [5] , let us recall that a subset of a Borel space is called analytic if it is the image of a Borel subset of another (uncountable) Borel space under a Borel-measurable function. For a Borel space X, denote AN (X) the collection of all its analytic sets. The σ-field A X generated by AN (X) is called the analytic σ-field. Given a σ-field G of X, the universal completion of G is the σ-field G * = ∩ P ∈P(X,G) G P , where P(X, G) is the collection of all probability measures on (X, G) and G P is the completion of G under P . Let B X be the Borel σ-field of X, then B * X is called the universal σ-field.
For any P ∈ P(X, B X ), we have B X ⊆ AN (X) ⊆ A X ⊆ B * X ⊆ B P X . AnR-valued function f is called: (i) Borel-measurable if {f ≥ c} ∈ B X for any c ∈ R; (ii) upper semianalytic if {f ≥ c} ∈ AN (X) for any c ∈ R; (iii) lower semianalytic if {f ≤ c} ∈ AN (X) for any c ∈ R; (iv) analytically measurable if {f ≥ c} ∈ A X for any c ∈ R; (v) universally measurable if {f ≥ c} ∈ B * X for any c ∈ R.
Problem Formulation and Main Results
For each (t, ω) ∈ [0, T ] × Ω, we are given a set P(t, ω) ⊆ P(Ω). These sets are adapted in the sense
For any (t, ω) ∈ [0, T ] × Ω, it is assumed that P(t, ω) = ∅, and for any P ∈ P(t, ω), it follows that P (Ω ω t ) = 1, where
If τ is a stopping time, we denote P(τ, ω) = P(τ (ω), ω).
Let us consider ξ : Ω →R and η t : Ω →R for each t ∈ [0, T ], we assume that ξ is upper semianalytic and η t is lower semianalytic for each t ∈ [0, T ] and the process (η t ) t∈[0,T ] has lower semicontinuous paths. Define the set
Let us consider the following value function
The optimization problem (2.1) is not amenable to dynamic programming if we only consider a fixed level m, as revealed in [8] for a special case. We therefore will formulate the constraints dynamically using some auxiliary supermartingales.
First, we need to verify that the set M + t,ω,m (P ) is not empty. To this end, the intuitive way is to consider the set V t,m of elements α ∈ H 2 such that
The main difficulty lies in the fact that, for a priori s ≥ t, we can only get the existence of α (s) ∈ H 2 such that the controlled martingale M t,m,α (s) · satisfies Definition 2.1 up to the time s.
More efforts are required in order to obtain the existence of a controlled martingale independent on the time s using the idea of aggregation. Let T 0 denote the set of Fstopping times τ such that τ ∈ [0, T ] a.s. For θ in T 0 , T θ is the set of stopping times τ ∈ T 0 such that θ ≤ τ ≤ T , P -a.s.. The next result confirms the existence of aggregated auxiliary supermartingales.
By classical results of the general theory of processes, the family of supermartingales (V (σ), σ ∈ T 0 ) can be aggregated by an optional process (V t ) admitting the Mertens decomposition:
where N is a square integrable martingale, A is a non-decreasing RCLL predictable process such that A 0 = 0 and C is a non-decreasing right-continuous adapted process, purely discontinuous satisfying
s., we get that ess sup
Hence, by using the definition of V (see (2.2)), we obtain
Using the above inequality, (2.3) and the fact that the processes A and C are nondecreasing, we obtain
Therefore the claims holds that the set M
The following conditions are needed for our main result.
× Ω and τ ∈ T t , for any P ∈ P(t,ω), we assume
(2) Invariance: there is a family of regular conditional probability distribution (P ω τ ) ω∈Ω of P given F τ such that P ω τ ∈ P(τ, ω) for P -a.e. ω ∈ Ω.
(3) Stability under pasting: let (Q ω ) ω∈Ω be such that ω → Q ω is F τ −measurable and Q ω ∈ P(τ, ω) for P -a.e. ω ∈ Ω, then P ⊗ τ Q · ∈ P(t,ω).
Remark 2.1. Assumption 2.1 is the essentially the same as Assumption 2.1 of [22] . In [22] , the authors considered two cases, namely G−expectations and random G−expectations, for which Assumption 2.1 is satisfied by their concerned set P ∈ P(t,ω).
Our main result is the next theorem in an abstract framework.
Theorem 2.1. Under Assumption 2.1, the value function V defined by (2.1) satisfies
The proof of Theorem 2.1 is split into three auxiliary results. First, by [5] , Corollary 7.48.1 on page 148, we have Lemma 2.2. If ξ is upper semianalytic, the function P ∈ P(Ω) → E P [ξ] ∈R is upper semianalytic. Similarly, for each t ≤ s ≤ T , if η s is lower semianalytic, the function
Similar to the proof of Lemma 4.1 and Proposition 4.1 of [3] , we have the next auxiliary result. Lemma 2.3. As (η s ) s∈[t,T ] has lower semicontinuous paths, there exists a countable subset S := {s n : t ≤ s n ≤ T } n∈N such that the supremum can be achieved, i.e.,
Next, we show that the following result holds.
Proof. For each s with t ≤ s ≤ T , we have that the function L(s, m, P ) :
The first part is analytic by Assumption 2.1(1). The second part is also analytic. To wit, Lemma 2.2 gives that L(s, m, P ) is lower semianalytic and Lemma 2.3 asserts that
Lemma 7.30 of [5] then guarantees that sup s∈[0,T ] L(s, m, P ) is also lower semianalytic because sup sn∈S L(s n , m, P ) is lower semianalytic. Therefore the claim holds and we have that D is analytic.
To simplify the notation, we set
Lemma 2.5. The value function V : proj X (D) →R is upper semianalytic. Moreover, for every ǫ > 0, there exists an analytically measurable function
Proof. Based on Lemma 2.2 and Lemma 2.4, Lemma 2.5 is a direct consequence of Proposition 7.47 on page 179 and Proposition 7.50 on page 178 of [5] . At last, we complete the proof of Theorem 2.1.
Proof.
Step 1: First, let us show one direction of the above relationship (2.4), namely,
Fix P ∈ P(t,ω, m) and M ∈ M + t,ω,m (P ). By Assumption 2.1(2), there is a family of regular conditional probability distribution (Pω ⊗tω τ ) of P given F τ such that Pω ⊗tω τ ∈ P(τ,ω ⊗ t ω) for P -a.e. ω ∈ Ω. We claim that Pω ⊗tω τ ∈ P(τ,ω ⊗ t ω, M τ ) for P -a.e. ω ∈ Ω. To see this, for P -a.e. ω ∈ Ω and τ ≤ ρ ≤ T ,
It follows that for P -a.e. ω ∈ Ω, one has
(2.8)
Taking P (dω)-expectations on both sides, we obtain that
As M ∈ M + t,ω,m (P ) is arbitrary, we deduce
The inequality (2.6) follows by taking the supremum over P(t,ω, m).
Step 2: We then turn to prove the other direction:
Fix ǫ > 0, P ∈ P(t,ω, m), and take an arbitrary M ∈ M + t,ω,m (P ). As the composition of universally measurable functions is universally measurable, the map
is F * τ -measurable by the universally measurable extension of Galmarino's test, see lemma 2.5 in [25] for details. Therefore, there exists an
Again by Assumption 2.1(2) and equation (2.7), we have P(τ, ω, M τ ) = ∅ for P -a.e. ω ∈ Ω. Thus by Lemma 2.5, for P -a.e. ω ∈ Ω, we have Q ω ǫ ∈ P(τ,ω ⊗ t ω, M τ ) and
It yields that P ⊗ τ Q · ǫ ∈ P(t,ω) by Assumption 2.1(3). We assert further that P ⊗ τ Q · ǫ ∈ P(t,ω, m). To see this, for any t ≤ ρ ≤ T ,
We can derive that
Let ǫ tend to 0, we obtain
Finally, because P ∈ P(t,ω, m) is arbitrary, we arrive at (2.9) by taking supremum over P(t,ω, m).
DPP for Stochastic Control under Expectation Constraints
Main Result for Stochastic Control Problems
In this section, our general result in the previous section can be applied to derive DPP for stochastic control problems under intermediate expectation constraints. Let us first formulate the stochastic control problem. Define Ω ′ = {ω ′ ∈ C([0, T ]; R n ) : ω ′ 0 = 0} for some n ∈ N \ {0}, which may be different from the dimension d of Ω. Consider the probability space (Ω ′ , F ′ , P ′ 0 ) similarly defined as (Ω, F, P 0 ) at the beginning of Section 2. That is, P ′ 0 is the Wiener measure on (Ω ′ , F ′ ). In various applications, this space is usually used to model real world scenarios. We remark that the elements in Ω ′ are not observable.
For each (t, ω) ∈ [0, T ] × Ω, we are given a non-empty set U (t, ω) whose elements are interpreted as controls starting from time t with the past path ω. Note that the elements in Ω are observable, thus the dependence of control on past path is reasonable. We assume U (t, ω) depends on ω only up to time t, which means we can not distinguish two paths at time t if they correspond to each other before time t. Mathematically,
For each (t, ω) ∈ [0, T ] × Ω and ν ∈ U (t, ω), we are given a continuous process X t,ω,ν :
and ω ′ ∈ Ω ′ , which means we can not change the past.
In real applications, one often uses f to model reward or utility, and g to model cost or constraint. Here we define g(s, ω) := g(s, ω| [0,s] ).
For each (t, ω, m) ∈ [0, T ] × Ω × R, we define the set of admissible controls at constraint level m as
where
We also consider the value function
Note that the expectations in (3.1) and (3.2) are taken with respect to P ′ 0 . In this study, we will consider the setting of stochastic control problems with the admissible set U (t, ω) such that for each ν ∈ U (t, ω), the controlled process X t,ω,ν : (Ω ′ , F ′ ) → (Ω, F) is measurable. That is, for every A ∈ F, we have (X t,ω,ν ) −1 (A) ∈ F ′ . Now the process X t,ω,ν induces a probability measure P t,ω,ν on (Ω, F) by
Let us call P t,ω,ν the probability induced by ν for any ν ∈ U (t, ω), and define P(t, ω) = {P t,ω,ν ∈ P(Ω) : ν ∈ U (t, ω)} to be the set of probability measures induced by elements in U (t, ω). Then we have
Additionally, we have P(t, ω) = ∅ for any (t, ω) ∈ [0, T ] × Ω, and P (Ω ω t ) = 1 for any P ∈ P(t, ω). By the definition of P t,ω,ν , let us denote
Finally, the set P(t, ω, m) of admissible probability measures is defined as P(t, ω, m) = {P ∈ P(t, ω) :
Similar to Definition 2.1 in the general framework, we need the following auxiliary supermartingales to verify DPP for stochastic control under expectation constraints.
. We aim to prove the following dynamic programming principle:
Theorem 3.1. If sets P(t, ω) induced by sets U (t, ω) satisfy Assumption 2.1, the dynamic programming principle (3.4) holds for the stochastic control problem.
Proof. It is easy to check P(t, ω, m) = {P t,ω,ν ∈ P(Ω) : ν ∈ U (t, ω, m)} and M 
Proof. By the definition of supremum and infimum, equation (3.5) is valid.
As pointed out in Remark 1.3 of [10] , we can consider the sets P(t, ω) which are induced by controlled diffusion processes and U as the collection of all U -valued and F-progressively measurable processes for a Polish space U . Let (µ, σ) :
Let the canonical process W on the canonical space Ω be a standard Brownian motion under the Wiener measure P ′ 0 . Let X t,ω,ν be the unique strong solution of the SDE
with the initial condition X t,ω,ν s = ω s for all s ∈ [0, t] and ν ∈ U . By Theorem 3.5 and Lemma 3.6 of [18] , the collection P(t, ω) of sets of measures defined by
satisfies Assumption 2.1. Other examples of P(t, ω) induced by the weak formulation of controlled SDEs, satisfying Assumption 2.1, can also be found in [18] .
Connections to Path-dependent Partial Differential Equations
Next, by using the established DPP in (3.5) in Proposition 3.1, we can characterize the value function in (3.2) in certain models as a constrained viscosity solution of the path-dependent PDE. In the context of optimal investment via utility maximization, let us consider the self-financing wealth process described by the solution of controlled SDE X t,ω,ν in (3.6) and recall the set of induced law denoted by P(t, ω). Let f, g in Assumption 3.1 be the general utility and constraint functionals respectively, which are defined on the space of paths. The value function of the utility maximization problem under expectation constraints is then given by (3.2). Let us assume that there exists one martingale M ∈ M + t,ω,m in Proposition 3.1, which satisfies
with M r = m, r ∈ [0, t], where B is another another canonical process on Ω such that B is a Brownian motion under Wiener measure P ′ 0 and also independent of W . We shall now concentrate on the effective domain D :
Let us then introduce the path-dependent PDE as
with the generator
and the terminal condition V (T, ω, m) = f (ω). We will follow the notations of the standard viscosity solution in [26] , see also [11] and [12] , and define the constrained viscosity solution of path-dependent PDE by using semi-jets. For α ∈ R, β ∈ R d and γ ∈ S d , denote
Let BUC(D) be the set of all bounded functions in D, which are also uniformly continuous w.r.t. the metric d given by
Define the semi-jets of a function u ∈ BUC(D) at the point (t, ω, m)
where H δ (ω ′ ) := δ ∧ inf{s ≥ 0 : |ω ′ s | ≥ δ} and T H δ denotes the collection of all F-stopping times larger than H δ and φ α,β,γ,t,ω s := φ α,β,γ (s − t, X s − ω t ).
Definition 3.2. Let V ∈ BUC(D).
(i) V is a P-viscosity sub-solution of the path-dependent PDE (3.7), if at any point (t, ω, m) ∈ D \ T × Ω × R, it holds for all (α, β, γ) ∈ J V (t, ω, m) that
(ii) V is a P-viscosity super-solution of the path-dependent PDE (3.7), if at any point (t, ω, m) ∈ intD, it holds for all (α, β, γ) ∈ J V (t, ω, m) that
(iii) V is a P-constrained viscosity solution of path-dependent PDE, if V is both a P-viscosity sub-solution and a P-viscosity super-solution.
The following result states that DDP in Proposition 3.1 enables us to characterize the value function as a constrained viscosity solution of the path-dependent PDE. Proof. As DDP holds in the form of (3.5), we can follow the similar arguments as in Section 4.3 of [11] .
The uniqueness of the constrained viscosity solution of the path-dependent PDE (3.7) is a more delicate issue which requires a comparison theorem. For the standard viscosity solution of fully nonlinear path-dependent PDE, see some discussions in [27] .
Applications In Quantitative Finance
This section devotes to applications to stochastic control in the context of optimal investment or option hedging under various practical trading constraints. As promised in the introduction, we aim to reformulate each of those constraints (such as state, floor, drawdown, target, quantile hedging) to expectation constraints on the canonical space and hence DPP theorems for these problems can be established by following the same main result in Section 3. Moreover, in certain models, the value function can be shown as a constrained viscosity solution of some path-dependent PDE as presented earlier.
Given an upper semianalytic reward function f : Ω →R, we may now construct control problems under five types of constraints and transform them into control problems under expectation constraints on the canonical space one by one.
We group the first three constraints (state, floor, drawdown) in one subsection as they are imposed on the whole path of the controlled process, and leave the other two (target problem, quantile hedging) in the other subsection because they are only concerned with the terminal value of the controlled process.
State, Floor, Drawdown Constraints
To make our arguments easy to follow, we will present the transformations of these constraints to expectation constraints case by case as below. 
To exclude the trivial case, we assume that
We can transform the above dynamic state constraints to expectation constraints. To wit, let Ω(O(s)) = {ω : ω t ∈ O(s) for all t ∈ [0, s]}, and set function g 1 (s, ·) by
Based on the pair of f (·) and g 1 (s, ·), s ∈ [0, T ], we can consider
and study the transformed problem (TPSC):
By the definition of g 1 (s, ·), we have
and thereforeŪ
Case 2: Floor Constraint. Let d = 1 in this case and Ω = {ω ∈ C([0, T ]; R) : ω 0 = 0}. For a fixed continuous path β ∈ Ω, we define h(s, β s ) as the floor level for a continuous function h(s, ·), s ∈ [0, T ] and require that the controlled process stays above the continuous path h(s, β s ). Namely, we study the control problem under floor constraint (CPFC):
Let Ω β (s) = {ω ∈ Ω : ω t ≥ h(t, β t ) for all t ∈ [0, s]}. Again, to exclude the trivial case, it is assumed that for any t ∈ [0, T ] and ω ∈ Ω β (s),
We then can set the function g 2 (s, ·) by
Based on this pair of f and g 2 , we can consider
and study the transformed problem (TPFC):
By the definition of g 2 , we have
and thereforeŪ . Precisely, we study the control problem under drawdown constraint (CPDC):
where X t,ω,ν, * s := sup 0≤r≤s X t,ω,ν r
. Given any ω ∈ Ω, we define its corresponding current maximum function as ω *
To exclude the trivial case, we assume that for any t ∈ [0, T ] and ω ∈ Ω * (t),
We then can set the function g 3 by
Based on this pair of f and g 3 , we can define as before
and study the transformed problem (TPDC):
By the definition of g 3 , we have
are defined respectively as in Definition 3.1 and Proposition 3.1.
Remark 4.1. In case 1 and case 2, we assume that the starting point of the controlled process is at the origin. If not, we can make the translation such that it starts from origin without any loss of generality. However, case 3 is somehow different. If a path satisfies the maximum drawdown condition, after a translation, it may not satisfy the condition anymore. For example, path ω 1 defined by
. Therefore, in case 3, we allow the controlled process to start from any point x ≥ 0.
In order to apply Theorem 3.1, functions g i (i = 1, 2, 3) need to be lower semianalytic. The proofs are postponed in Appendix A. In particular, Remark A.1 in Appendix A asserts that g 1 is lower semianalytic and Remark A.3 Appendix A guarantees that g 2 and g 3 are also lower semianalytic.
Theorem 4.1. Let us consider the setting of stochastic control problems such that the sets P(t, ω) induced by U (t, ω) satisfy Assumption 2.1, then the corresponding dynamic programming principles for (CPSC), (CPFC) and (CPDC) hold true:
Proof. By Theorem 3.1, the dynamic programming principles (3.4) for (TPSC) (TPFC) and (TPDC) hold true. In particular, take m = 0, if ν ∈ U i (t, ω, 0), we have for P ′ 0 -a.e., g i (s, X t,ω,ν ) = 0 for s ∈ [t, T ]. Therefore the constant process 0 ∈ M + t,ω,m,i , and by Proposition 3.1 we obtain,
which implies (4.7) by observing (4.2), (4.4) and (4.6).
Target Problem and Quantile Hedging
In this subsection, we see how Theorem 3.1 can be applied to prove dynamic programming principle for control problems under the remaining two types of constraints. We will consider the quantile hedging first and regard target problem as a special case of the quantile hedging. 
We now transform the above dynamic quantile hedging constraints to expectation constraints on paths. To this end, we set g 4 as
Based on this pair of f and g 4 , we can define as before
and study the transformed problem (TPQC):
By the definition of g 4 , we have
and thereforeÛ
Then we haveM
is defined as in section 3 by using function g 4 for ν ∈ U 4 (t, ω, 1 − m). Theorem 4.2. Let us consider the setting of stochastic control problems such that the sets P(t, ω) induced by U (t, ω) satisfy Assumption 2.1, then the following dynamic programming principle for (CPQC) holds true:
Proof. By Theorem 3.1, the dynamic programming principles (3.4) for (TPQC) holds true. That is, we have
and
Together with (4.8), we arrive at (4.9). If m = 1, then the constant process 1 ∈ ∩ ν∈Û 4 (t,ω,1)M − t,ω,1 (v), thus we have the DPP for target problem in the following proposition.
Proposition 4.1. Let us consider the setting of stochastic control problems such that the sets P(t, ω) induced by U (t, ω) satisfy Assumption 2.1, the following dynamic programming principle for target problem holds that
Remark 4.2. Proposition 4.1 reduces to a geometric type of dynamic programming principle when f is chosen to be a indicator function on the target set. Specifically, if we define the reachability set:
the geometric type of dynamic programming principle states that
If we set f (x) ≡ 1 {x∈G(T )} , then the above relationship (4.14) can be derived from (4.13).
A Auxiliary Results
In this section, we aim to verify that functions
3) and (4.5) are all Borel-measurable thanks to the following three auxiliary lemmas. 
, by the density of rational numbers and continuity property of any element in Ω.
In the rest of this section, without loss of generality, we will consider T = 1 and Ω = C([0, 1]; R), which is the space of continuous functions on the unit interval [0, 1]. It is a metric space with the metric defined by
Let n ≥ 1 be an integer, and set t n i = i n for i = 0, 1, · · · , n. Let L n be the space of piecewise linear functions with rational values at turning points {t n i } 0≤i≤n , namely,
Note that L n is countable, and thus L = ∪ n≥1 L n is also countable. For each
We claim that L is dense in Ω. Fix an ω ∈ Ω, then ω is uniformly continuous. For any ǫ > 0, there exists δ > 0, such that, if |s − t| ≤ δ, then |ω s − ω t | ≤ ǫ 5 . Now choose n large enough such that 1 n ≤ δ. By the density of rational numbers in real numbers, we can find n + 1 rational numbers {r i } 0≤i≤n such that,
Moreover, for any 0 ≤ i ≤ n − 1, it holds that
We denote ω n ∈ L n as the piecewise linear function with ω n t n i = r i for any 0 ≤ i ≤ n. Then for t ∈ [t n i , t n i+1 ], we have, |ω t − ω Proof. For a fixed s ∈ [0, 1], let us first consider the following set
Note that L n u (s) is countable, and thus
However, this is a contradiction with ω n ∈ L n u (s), and so F u (s) ⊆ U (s). Let us turn to drawdown constraints instead. Given any ω ∈ Ω, we define its corresponding current maximum function as is measurable. Next, we show that Ω + α (s) = F α (s). For any ω ∈ Ω + α (s), ω is uniformly continuous. That is, for any ǫ > 0, there exists δ > 0, such that, if |u − t| ≤ δ for u, t ≤ s, then |ω u − ω t | ≤ ǫ 5 . We choose n large enough such that 1 n ≤ δ. By the density of rational numbers in real numbers, we can find n + 1 non-negative rational numbers {r i } 0≤i≤n such that sup We denote ω n ∈ L n (s) as the piecewise linear function with ω n t n i = r i for any 0 ≤ i ≤ n. It is not difficult to check that ω n ∈ L n α (s). Then for t ∈ [t n i , t n i+1 ], it is clear that |ω t − ω We therefore obtain that d(ω, ω n ) ≤ ǫ, which implies Ω + α (s) ⊆ F α (s).
On the other hand, suppose ω ∈ F α (s) but ω / ∈ Ω + α (s). As ω ∈ F α (s), we must have ω 0 ≥ 0. Due to the assumption ω /
∈ Ω + α (s), there exists t ∈ (0, s] such that ω t < α(t)ω * t . By the definition of F α (s), there exist n ≥ 1 and ω n ∈ L n α (s) such that d(ω, ω n ) ≤ α(t)ω * t −ωt 4 . We thus arrive at ω n t − α(t)ω n, * t = ω n t − ω t + ω t − αω * t + α(t)(ω * t − ω n, * t ) ≤ 2d(ω, ω n ) + ω t − α(t)ω * t ≤ − α(t)ω * t − ω t 2 < 0, where we used the fact d(ω 1, * , ω 2, * ) ≤ d(ω 1 , ω 2 ). This is a contradiction with ω n ∈ L n α (s), and so F α (s) ⊆ Ω + α (s). Remark A.3. Let Ω x = {ω ∈ Ω : ω 0 = x}. Thus the measurability of functions g 2 and g 3 is obvious by noting Ω x is a measurable set of Ω. To be precise, by Lemma (A.2), the set Ω 0 ∩ U is a measurable subset of Ω, so it is a measurable subset of Ω 0 . Therefore function g 2 is Borel-measurable. On the other hand, Lemma (A.3) states that the set Ω x ∩ Ω + α is a measurable subset of Ω and hence a measurable subset of Ω x , which gives the measurability of g 3 .
