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Abstrat.
A representation of an arbitrary system of strit linear inequalities in IR
n
as a system of points is proposed. The representation is obtained by using a
so-alled polarity. Based on this representation an algorithm for onstruting
a ommittee solution of an inonsistent plane system of linear inequalities is
given. A solution of two problems on minimal ommittee of a plane system is
proposed. The obtained solutions to these problems an be found by means of
the proposed algorithm.
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1 INTRODUCTION
A problem of two nite sets separation with several (possibly small number of)
hyperplanes is onsidered. There are dierent ways in whih two subsets in IR
n
an be separated. We fous on the one that involves majority voting priniple.
Let A and B be arbitrary subsets of IRn, where n is an arbitrary positive integer.
Denition 1. A ommittee of linear funtions [1℄, whih separates two
subsets of points A and B, is a nite olletion (with possible repetitions) of
linear funtions suh that at any point of A (respetively of B) more than
half of funtions of this olletion are positive (respetively negative) ounting
multipliity.
It generalizes separating hyperplane notion in the ase where the subsets are
inseparable, i.e. if they are linearly separable by a hyperplane (w, x) = α the
set {f(·) = (w, ·)− α} of the one funtion is a ommittee.
Separating ommittee notion has lear geometrial interpretation (Fig. 1).
Two linearly inseparable sets A and B are shown by three points and three
rosses respetively. There is a ommittee of three funtions separating them
whih is shown in the gure by three straight lines. For eah line we have its
positive and negative sides dened by orresponding half-planes. Every point of
A (respetively, of B) is ontained in intersetion of two positive (respetively,
negative) half-planes among the three.
Finding a ommittee of q0 funtions that separates A and B given positive
integer q0 is equivalent to learning of a partiular type of two layer pereptrons.
Consider the pereptron (Fig. 2) whose neurons are threshold units with a single
neuron in output layer whih sums up the outputs of q0 neurons of one hidden
1
èñ. 1:
layer where training set is given by the subsets A and B. Here the ith hidden
neuron omputes the threshold funtion zi(·) = sgn((wi, ·)− αi), i = 1, . . . , q0,
and the output neuron realizes the threshold funtion g(z) = sgn(
q0∑
i=1
zi), where
sgnx =


1, x < 0,
0, x = 0,
1, x > 0.
Input layer onsists of n nodes x1, . . . , xn ∈ IR, and eah of them is onneted to
every hidden neuron. Then {fi(·) = (wi, ·)−αi}
q0
i=1 is a separating ommittee i
orresponding pereptron's output is +1 at any point of A, and −1 at any point
of B. Thus, the problem is redued to training of the pereptron that implies
adjusting its hidden neurons weights {wi}
q
i=1 and thresholds {αi}
q
i=1.
èñ. 2:
Denition 2. A ommittee [1℄ of a system of strit linear inequalities
(cj , x) > bj , j = 1, . . . ,m, cj, x ∈ IR
n, bj ∈ IR (1)
is a nite olletion (with possible repetitions) of vetors of IR
n
suh that
eah inequality of the system is satised by more than half of members of
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the olletion. A ommittee with the minimal number of elements (taking into
aount their multipliity) for a given system (1) is alled a minimal ommittee.
Every ommittee [1℄ that separates subsetsA and B an be easily transformed
to a ommittee of a system
(c, z) > 0, c ∈ A′ ∪ (−B′), z ∈ IRn+1, (2)
where A′ = {[a, 1] : a ∈ A} and B′ = {[b, 1] : b ∈ B}. The statement extends
to the ase of nonhomogeneous system (1) as follows. Suppose that bj 6= 0,
j = 1, . . . ,m. A olletion {xi}qi=1 ⊂ IR
n
is a ommittee of (1) i the olletion
{fi(·) = (x
i, ·)− 1}qi=1 is a ommittee separating the subsets A =
{
cj
bj
: bj > 0
}
and B =
{
cj
bj
: bj < 0
}
∪ {0}. Thus, nding a ommittee of the system (1) is
redued to onstruting a olletion of linear funtions with positive onstant
terms suh that at any point of A (respetively of B) more than half of funtions
of this olletion are positive (respetively negative).
We fous on the problem
Problem. Find a minimal ommittee of the system (1).
In the ase of a system of strit homogeneous linear inequalities on the
plane, this problem is ompletely solved [1℄. The ase of nonhomogeneous plane
systems, as well as the ase of homogeneous systems for n > 2, remains unsolved.
Moreover the problem beomes NP -hard for n = 3 [3℄ even in the ase of
homogeneous system if no additional onditions have been imposed on (1).
In this paper, the representation of an arbitrary system of strit linear
inequalities in IR
n
is proposed as a system of points being the union of two
sets of points A and B, where B ontains a zero point. We onsider the problem
of onstruting a minimal ommittee of a system of strit linear inequalities on
the plane. In this paper, an algorithm for onstruting a ommittee is proposed,
whih is based on the representation of this system as a system of points. The
solution of two problems on the minimal ommittee of suh systems is given, and
the obtained solutions to these problems an be found by using of the proposed
algorithm.
3
2 REPRESENTATION OF AN ARBITRARY
SYSTEM OF LINEAR INEQUALITIES
AS A SYSTEM OF POINTS
Definition of polarity
Let S be a unit sphere entered at 0 that is dened in the n-dimensional
Eulidean spae. Consider a hyperplane H suh that 0 /∈ H. Let c = c(H) be
the foot of the perpendiular dropped from 0 onto this hyperplane. Assoiate
with the hyperplane H a point c∗ = c∗(H), c∗ = σ(c), where σ(c) = c|c|2 is the
inversion of the point c with respet to the sphere S.
Suh a onstrution an be performed for any hyperplane that does not
ontain 0. The orresponding point c∗(H) is uniquely dened by the hyperplane
H. Conversely, assoiate with an arbitrary point c∗, c∗ 6= 0 a hyperplane that
is perpendiular to the interval [0, c∗] and that passes through the point σ(c∗).
These onstrutions set a bijetion alled polarity between the set of hyperplanes
and the set of points of n-dimensional Eulidean spae [4℄.
Let us use the polarity for onstruting a orrespondene between the set of
points of the Eulidean spae and the set of half-spaes.
Polar orrespondene
Consider an arbitrary open half-spae P with the boundary hyperplane H
suh that 0 /∈ H. The polarity assoiates a point c∗ with the hyperplane H. If
0 ∈ P, we olor c∗ red; if 0 /∈ clP, we olor c∗ blak. Thus, open half-spaes that
ontain 0 orrespond to red points, and open half-spaes that do not ontain 0
in their losure orrespond to blak points.
Conversely, eah red (respetively, blak) point c∗, c∗ 6= 0 orresponds to an
open half-spae P, 0 ∈ P (respetively, 0 /∈ clP ) with the boundary hyperplane
H that orresponds to the point c∗ under the polarity. Thus, the points loated
at the same plae in the spae an have two dierent olors. Any nonzero point of
the spae may orrespond to one of the two open half-spaes that have a ommon
boundary hyperplane. This orrespondene between the set of open half-spaes
and the set of olored points will be referred to as the polar orrespondene.
Construting a system of points
from a system of linear inequalities
Consider the system of linear inequalities
(cj , x) > bj , j = 1, . . . ,m (3)
with nonzero onstant terms, and the system D of m half-spaes, eah of whih
is the set of solutions to the orresponding inequality. For eah half-spae of
the system D, we onstrut a olored point that orresponds to it in polar
orrespondene. Sine, in the general ase, the system D ontains the half-
spaes ontaining 0 inside, as well as the half-spaes that do not ontain 0
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in their losures, the obtained set D′ of m points ontains both red points and
blak points. Relate to system (3) a system D∗ = D′∪{0}, onsidering the point
0 as red. Let A onsist of all the blak points of the system D∗ and B onsist of
all its red points inluding 0. Assume that a hyperplane of the form (0, x) = 1
separates A from B if and only if the subsystem A ontains no points.
Proposition 1.1 (Polarity of solutions). A point x0 is a solution to sys-
tem (3) if and only if the hyperplane (x0, x) = 1 orresponding to x0 under
polarity stritly separates the subsystems of points A and B.
Proof. The system of olored points D∗ = A ∪ B orresponding to system
(3) is given by
A =
{
cj
bj
: j = 1,m, bj > 0
}
,
B =
{
cj
bj
: j = 1,m, bj < 0
}
∪ {0}.
Indeed, we take an open half-spae Pj = {x : (cj , x) > bj} that is the set of
solutions to the jth inequality of system (3) and onstrut the orresponding
olored point. Let σ be the inversion with respet to the unit sphere S entered
at 0 and c¯j =
bj
|cj |2
cj be the foot of the perpendiular dropped from 0 onto
the boundary Hj of the half-spae Pj . The point σ(c¯j) =
c¯j
|c¯j|2
oinides with
the point
cj
bj
; the latter is olored red if 0 ∈ Pj or blak if 0 /∈ clPj . Slightly
transform system (3). Divide the jth inequality by the onstant term bj for eah
j = 1, . . . ,m. We obtain the system
(
cj
bj
, x
)
> 1, j ∈ J+ = {k : bk > 0},
(
cj
bj
, x
)
< 1, j ∈ J− = {l : bl < 0}.
Consequently, the point x0 is a solution to system (3) if and only if the hyperplane
(x0, x) = 1 stritly separates the subsystems of points A and B. The proposition
is proved.
Consider a more general ase. As the origin, we take an arbitrary vetor z
that equates none of the inequalities of system (3). Analytially, the system of
olored points D∗ = A ∪ B orresponding to system (3) with respet to the
origin z is given by
A = A(z) =
{
z +
cj
bj − (cj , z)
: j = 1, . . . ,m, (cj , z) < bj
}
,
B = B(z) =
{
z +
cj
bj − (cj , z)
: j = 1, . . . ,m, (cj, z) > bj
}
∪ {z}.
At that same time, the point x0 is a solution to system (3) if and only if the
hyperplane (x0− z, x− z) = 1 stritly separates the subsystems of points A and
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B. To prove this, it is suient to make the hange of variables y = x − z and
apply Proposition 1.1 to the system
(cj , y) > bj − (cj , z), j = 1, . . . ,m,
as well as to the system of points D∗0 = A0 ∪ B0 orresponding to this system
with respet to 0, where A0 = A − z and B0 = B − z. Sine the solution y0
to this system orresponds to the solution y0 + z of system (3), without loss of
generality, we may assume that system (3) orresponds to the system of points
D∗0 with respet to the origin z. Formulate also an analog of Proposition 1.1 for
an arbitrary system of nonstrit linear inequalities
(cj , x) > bj , j = 1, . . . ,m (4)
with nonzero onstant terms. Consider the system of points D∗ = A ∪ B that
is onstruted on the basis of the system of strit linear inequalities obtained
from system (4) by replaing the > sign with the > sign in eah inequality.
Proposition 1.2. A point x0 is a solution to system (4) if and only if the
hyperplane (x0, x) = 1 orresponding to this point in polarity separates the sub-
systems of points A and B and does not pass through 0.
Consequently, nding a solution to a system of linear inequalities an be
represented as onstruting a hyperplane separating two point sets orresponding
to this system.
Inonsistent systems of linear inequalities
Consider an inonsistent system of linear inequalities
(cj , x) > bj , j = 1,m (5)
with nonzero onstant terms. Find the system of olored points D∗ = A ∪ B
that orresponds to this system with respet to 0.
We say that an open half-spae P , 0 /∈ clP votes for a point a ∈ A if a ∈ P
and votes for a point b ∈ B if b /∈ clP. Moreover, P votes for a subsystem of
points if P votes for eah point of this subsystem; P votes against a point if P
does not vote for this point.
Denition 1.1. A ommittee of the system of olored points D∗ = A∪B is
a nite olletion (with possible repetitions) of open half-spaes not ontaining
0 in their losures suh that, if d is any point of system D∗, then a majority
(dependent of d) of half-spaes of this olletion votes for d.
Proposition 1.3. The set K = {x1, . . . , xq} is a ommittee of system (5)
if and only if the set K∗ = {P1, . . . , Pq} onsisting of the half-spaes Pi =
{x : (xi, x) > 1}, where i = 1, . . . , q, is a ommittee of the system of points
D∗ = A ∪ B.
Proof. Consider an arbitrary ommitteeK = {x1, . . . , xq} of system (5) and
the point c∗j =
cj
bj
∈ D∗ orresponding to the jth inequality of system (5). If a
member xi0 , 1 6 i0 6 q, of K satises this inequality, then (
cj
bj
, xi0 ) > 1 bj > 0
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and (
cj
bj
, xi0) < 1 for bj < 0. Thus, the half-spae Pi0 votes for the point c
∗
j . Sine
the majority of ommittee K members satises the jth inequality, the majority
of half-spaes in the set K∗ = {P1, . . . , Pq} votes for the point c
∗
j . Consequently,
K∗ is a ommittee of the system of points D∗. The same arguments in the
reverse order nish the proof.
For brevity, we all an MCS of system (5) the maximal by inlusion on-
sistent subsystem of system (5).
Proposition 1.4. Let D∗ = A∪B be a system of points that orresponds to
system (5) with respet to the origin z ∈ IRn. Then,
(a) if z satises a ertain MCS of system (5) then A ⊂ convB;
(b) if z is a solution to some MCS of the system
(cj , x) < bj , j = 1, . . . ,m
then B ⊂ conv (A ∪ {0}).
In ase (a), Proposition 1.4 is easy to prove using the theorem on strit sepa-
rability of a point from a losed onvex set. In ase (b), the proposition follows
from (a).
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3 PROCEDURE FOR FINDING
THE MEMBERS OF A COMMITTEE
Marked MCSs of inonsistent system
Consider an inonsistent system of linear inequalities
(cj , h) > bj , j = 1, . . . ,m, cj , h ∈ IR
2, (6)
that has a ommittee. Let |cj | = 1, j = 1, . . . ,m. Assume that system (6) does
not ontain idential inequalities.
Denition 2.1. An MCS T of system (6) is alled marked if it ontains
a pair of inequalities, alled determining, suh that any MCS of system (6)
ontaining this pair oinides with T, and any solution to the determining pair
of the inequalities suiently lose to an equating element for the inequalities
of this pair satises the subsystem T .
It an be shown that any marked MCS of system (6) inludes only one
determining pair of inequalities.
Proposition 2.1. Let T be an arbitrarily marked MCS of system (6) and S
be the determining pair of the inequalities that belongs to T. Then, T onsists
of all the inequalities of system (6) forming, together with two inequalities from
S, a onsistent subsystem.
The proposition follows from Denition 2.1.
Proposition 2.2. Let K be a ommittee of system (6) suh that eah element
of K is a solution to some MCS of system (6). Then, any marked MCSs of
this system has a solution entering K with a positive multipliity.
This proposition follows from the fat that any pair of inequalities of system
(6) has a solution belonging to a ommittee of this system. In partiular, Pro-
position 2.2 implies that the number of marked MCSs of system (6) is not
greater than the number of elements of its minimal ommittee.
Let the half-plane Dj be the set of solutions to the jth inequality of system
(6), and D = {Dj}
m
j=1 be a system of half-planes. Below, a ray with its vertex
removed will also be referred to as a ray. We all a nonempty intersetion of any
two losed (respetively, two open) half-planes with nonparallel borders a one
whose vertex is the intersetion point of the borders of these two half-planes.
Proedure for nding a marked MCS. Consider a half-plane D(0) ∈ D
and a point h(0) on its border l(0) that oinides with one of the two extreme
points of the intersetion l(0) with the border lines of the other half-planes of
the system D. On the line l(0), take a ray r0 ontaining both extreme points
with the origin at the point h(0). If these points oinide, we take any of the
two rays lying on the line l(0) with the origin at the point h(0). Consider the
following proess.
The intersetion
⋂
{D ∩ l(0) : D ∈ D, D ∩ r0is a ray} oinides with a ray
D′ ∩ l(0),D′ ∈ D, and the intersetion
⋂
{D∩D(0) : D ∈ D, D ∩ l(0) = D′ ∩ l(0)}
oinides with a oneD(1)∩D(0) whose vertex is denoted by h(1); h(1) = l(0)∩l(1),
where l(1) is the border of the half-plane D(1). Let r1 = D
(0) ∩ l(1).
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Similarly, the intersetion
⋂
{D∩ l(1) : D ∈ D, D∩ r1is a ray} oinides with
a ray D′′ ∩ l(1), D′′ ∈ D, and the intersetion
⋂
{D ∩D(1) : D ∈ D, D ∩ l(1) =
D′′ ∩ l(1)}, oinides with a one D(2) ∩D(1), D(2) ∈ D. Let h(2) be the vertex
of this one, h(2) = l(1) ∩ l(2), where l(2) is the border of the half-plane D(2).
If h(1) = h(2), then the proedure is terminated. In the ase of h(1) 6= h(2),
we make the same onstrution for the line l(2) and the ray r2 = D
(1) ∩ l(2).
Then, we nd a half-plane D(3) and the vertex h(3) of the one D(3) ∩ D(2),
h(3) = l(3)∩ l(2), where l(3) is the border of D(3), and set r3 = D
(2) ∩ l(3). We go
on with this onstrution proess until the equality h(k0−1) = h(k0) is satised
for some k0, k0 > 2. Let D
′ = {D(s)}k0s=0.
We hoose a point h¯ ∈ D(k0−1)∩D(k0) that belongs to so small a neighborhood
of the point h(k0) that h¯ ∈
⋂
{D ∈ D : h(k0) ∈ D}. Eah of the half-planes
D(k0−1) and D(k0) is the set of solutions to an inequality of system (6). Denote
by S the subsystem of system (6) omposed of these two inequalities. Consider an
arbitrary inequality of system (6) that forms a onsistent subsystem with the two
inequalities from S. Compose the subsystem onsisting of all suh inequalities.
Denote it by T. The proedure is omplete.
Theorem 2.1. The introdued proedure is orret. The subsystem T oin-
ides with a marked MCS of system (6). Two inequalities of S form a determining
pair in T, and the vetor h¯ is a solution to the subsystem T.
Proof. Let us prove the orretness of the proedure. Sine system (6) is
inonsistent and any its subsystem of two inequalities is onsistent, the rank of
system (6) equals two. Consequently, there exists a half- plane D ∈ D suh that
its border is not parallel to the line l(0). Sine we an hoose two extreme points
(possible oiniding) among all the points of intersetion of the line l(0) with
the borders of other half-planes of D, the hoie of the point h(0) and the ray
r0 is possible.
Let D1 = {D ∈ D : D ∩ l
(0)
is a ray}. We show that there exists a half-
plane D′ ∈ D1 suh that the ray D
′ ∩ l(0) is odiretional with the ray r0.
By ontradition, let, for any half-plane D ∈ D1, the rays D ∩ l0 and r0 be
ounterdiretional. Consider the system D2 = {D ∈ D : bdD ‖ l
(0)}, where
the ‖ sign denotes the parallelism of two lines. Sine the intersetion of any two
half-planes of the system D2 is nonempty, by the Helly theorem there exists a
point h′ ∈ C =
⋂
{D : D ∈ D2}. Consider the ray r¯ with the origin at the
point h′ that is ounterdiretional to r0. Clearly, r¯ ⊂ C. Sine the intersetion⋂
{D ∩ r¯ : D ∈ D1} is a ray, some point h¯ ∈ r¯ belongs to the intersetion⋂
{D : D ∈ D}, whih is impossible due to the inonsisteny of system (6).
Therefore, there exists a half-plane D¯ ∈ D1 suh that the rays D¯∩ l
(0)
and r0
are odiretional and, onsequently, D¯∩ l(0) ∈ {D∩ l(0) : D ∈ D, D∩r0is a ray}.
Sine the intersetion
⋂
{D ∩ l(0) : D ∈ D, D ∩ r0is a ray} oinides with a ray
D′ ∩ l(0), D′ ∈ D, we have D′ ∩D(0) ∈ {D ∩D(0) : D ∈ D, D ∩ l(0) = D′ ∩ l(0)}.
Sine the intersetion
⋂
{D ∩ D(0) : D ∈ D, D ∩ l(0) = D′ ∩ l(0)} oinides
with a one F ∩D(0), F ∈ D, the hoie of the half-plane D(1) is possible. It an
be proved in a similar way that the hoie of the half-plane D(k) is also possible
for any k > 1. Show that D(k−1) ∩D(k) ⊆ D(k−2) ∩D(k−1) for any k > 2. We
prove this inlusion for k = 2 sine, for k > 2, the proof is similar. If h(2) = h(1),
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then r1 = D
(2) ∩ l(1) in view of the equality
D(2) ∩ l(1) =
⋂
{D ∩ l(1) : D ∈ D, D ∩ r1 − ëó÷}. (7)
Therefore, D(0) ∩ D(1) ∈ {D ∩ D(1) : D ∈ D, D ∩ l(1) = D(2) ∩ l(1)}. Then,
D(1) ∩D(2) ⊆ D(0) ∩D(1) owing to the equality
D(2) ∩D(1) =
⋂
{D ∩D(1) : D ∈ D, D ∩ l(1) = D(2) ∩ l(1)}. (8)
Consider the ase of h(2) 6= h(1). In this ase, D(2) ∩ l(1) ⊂ r1; onsequently,
h(1) /∈ clD(2) and h(2) ∈ D(0). If the half- plane E ∈ D is suh that the rays
E ∩ l(0) and D(1) ∩ l(0) are odiretional, then E ∩ l(0) ∈ {D ∩ l(0) : D ∈
D, D ∩ D(1) ∩ l(0)is a ray}, Moreover, sine the ray D(1) ∩ l(0) is odiretional
to the ray r0, for any D ∈ D, the intersetion D ∩ r0 is a ray if and only if the
intersetion D ∩D(1) ∩ l(0) is a ray. This implies
D(1) ∩ l(0) =
⋂
{D ∩ l(0) : D ∈ D, D ∩D(1) ∩ l(0) − ëó÷}, (9)
and, onsequently, D(1) ∩ l(0) ⊆ E ∩ l(0). Therefore, clD(2) ∩ clD(1) ∩ l(0) = ∅.
Then, clD(1) ∩ l(2) ⊂ D(0). Hene, eah of the two border rays of the one
cl(D(1) ∩ D(2)) belongs to the half-plane D(0). Then, cl(D(1) ∩ D(2)) ⊂ D(0),
whih implies D(1) ∩D(2) ⊂ D(0) ∩D(1).
It an be similarly proved that cl(D(k−1)∩D(k)) ⊂ D(k−2) for h(k) 6= h(k−1),
k > 2. Then, for h(k) 6= h(k−1), k > 2, the sequene {D(s)}ks=0 ⊆ D onsists of
k+1 dierent half-planes. Therefore, h(k) = h(k−1) for a positive integer k = k0,
k0 > 2. Sine, evidently, D
(k0−1) ∩D(k0) 6= ∅, the hoie of the point h¯ and the
subsystem T is possible and, onsequently, the introdued proedure is orret.
We show that h¯ ∈
⋂
{D ∈ D : D ∩ D(k0−1) ∩ D(k0) 6= ∅}. Let k0 = 2 for
simpliity. For k0 > 2, the proof is analogous. Consider a half-plane E ∈ D
with the border l suh that E ∩ D(1) ∩ D(2) 6= ∅ and h(2) ∈ l. Let us show
that D(1) ∩ D(2) ⊂ E. Sine h(1) = h(2), we have h(2) = l(0) ∩ l(1) ∩ l(2) and,
onsequently, D(2) ∩ l(1) = r1 by virtue of equality (7). Sine D
(1) ∩ D(2) ⊆
D(0) ∩D(1), we have E ∩D(0) ∩D(1) 6= ∅ The inlusion h(2) ∈ l implies that E
ontains at least one of the border rays of the one D(0)∩D(1). Therefore, one of
two ases ours: either D(2)∩ l(1) = E ∩ l(1) or D(1)∩ l(0) = E∩ l(0). In the rst
ase,D(1)∩D(2) ⊆ D(1)∩E in view of equality (8). This implies D(1)∩D(2) ⊂ E.
In the seond ase, D(0) ∩D(1) ⊆ D(0) ∩E, beause D(1) ∩D(0) =
⋂
{D∩D(0) :
D ∈ D, D ∩ l(0) = D(1) ∩ l(0)}. However, in this ase, D(0) ∩D(1) ⊂ E, whene
D(1) ∩D(2) ⊂ E.
Consider an arbitrary half-plane E ∈ D with the border l suh that E∩D(1)∩
D(2) 6= ∅ and h(2) /∈ l. We show that h(2) ∈ E. If none of the two intersetions
E ∩ D(2) ∩ l(1) and E ∩ D(1) ∩ l(2) is a ray, then the set cl (E ∩ D(1) ∩ D(2))
is a triangle with a vertex h(2). Thus, h(2) ∈ E. Let one of the intersetions
E ∩ D(2) ∩ l(1) and E ∩ D(1) ∩ l(2) be a ray. Sine D(1) ∩ D(2) ⊂ D(0), the
set E ∩ D(0) ∩ D(1) is unbounded. Sine h(1) = h(2), we have D(2) ∩ l(1) = r1.
Consequently, at least one of the intersetions E ∩D(2) ∩ l(1) and E ∩D(1) ∩ l(0)
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is a ray. If E∩D(2)∩l(1) is a ray, then h(2) ∈ E in view of equality (7) and taking
into aount h(2) /∈ l. If E∩D(1)∩l(0) is a ray, then h(2) ∈ E by virtue of equality
(9). Thus, h(2) ∈
⋂
{D ∈ D : D∩D(1)∩D(2) 6= ∅, h(2) /∈ bdD}. From the proved
above, it follows thatD(1)∩D(2) ⊆
⋂
{D ∈ D : D∩D(1)∩D(2) 6= ∅, h(2) ∈ bdD}.
Then, h¯ ∈ M =
⋂
{D ∈ D : D ∩ D(1) ∩ D(2) 6= ∅} by onstrution of the
point h¯. Moreover, any element of the intersetion D(1) ∩ D(2) ∩
⋂
{D ∈ D :
D ∩D(1) ∩D(2) 6= ∅, h(2) /∈ bdD} belongs to M .
Sine the set of solutions to any inequality of the subsystem T is a half-plane
D ∈ D suh that D ∩D(k0−1) ∩D(k0) 6= ∅ it follows that h¯ is a solution to the
subsystem T . Hene, T is an MCS of system (6). The half-planes D(k0−1) and
D(k0) are the sets of solutions to the inequalities, whih form the subsystem S.
Consequently, the subsystem T is a marked MCS of system (6), and S is the
determining pair of inequalities in T. The theorem is proved.
Consider an arbitrary half-plane D(0) ∈ D and a ray r0 on its border l
(0)
ontaining both extreme points of the intersetion of l(0) with the borders of
the other half- planes of the system D and having one of these extreme points
as the vertex. Denote this vertex by h(0). Applying the proedure to the given
half-plane D(0), the line l(0), and the ray r0, we obtain a solution h¯ to some
marked MCS T of system (6). Let D′ = {D(s)}k0s=0 ⊂ D be the sequene of half-
planes formed by the proedure. Consider an arbitrary inequality of system (6)
suh that the set of its solutions (that is a half-plane) belongs to D′. Compose
a subsystem of all these inequalities and denote it by T ′.
Corollary 2.1.1. The subsystem T ontains the subsystem T ′.
Further, for brevity, we onsider the appliation of the proedure to the half-
plane D(0) ∈ D and the ray r0 on its border l
(0)
under the assumption that the
ray r0 ontains both extreme points of the intersetion l
(0)
with the borders
of other half-planes of the system D, and that it has its origin at one of these
extreme points.
Proposition 2.3. Let T0 be an arbitrary marked MCS of system (6) with
the determining pair of inequalities S0. Then, there exist a half-plane D
(0) ∈ D
and a ray r0 on its border suh that T0 = T and S0 = S, where T and S are
the subsystems obtained by applying the proedure to the half-plane D(0) and the
ray r0. The obtained vetor h¯ is a solution to the subsystem T0.
Proof. Let the half-planesE and E′ be the sets of solutions of two inequalities
omposing the subsystem S0. Set D
(0) := E. Let T and S be the subsystems
obtained by applying the proedure to the half-plane D(0) and the ray r0 on
its border l(0) odiretional to the ray E′ ∩ l(0). Following this proedure and
applying Proposition 2.1 and Denition 2.1, we an show that this proedure
forms a sequene D′ = {D(s)}2s=0 ⊂ D suh that D
(1) = E′ and D(2) = E.
Therefore, S0 = S and, onsequently, T0 = T. The proposition is proved.
Denote by lj the boundary line of the half-plane Dj, j = 1, . . . ,m.
Corollary 2.3.1. The ith and jth inequalities of system (6), i 6= j, form a
determining pair for some marked MCS if and only if (ci, h¯) = bi, (cj , h¯) = bj
for some h¯ ∈ R2 and the following equalities hold:
Di ∩ lj =
⋂
{D ∩ lj : D ∈ D, D ∩Di ∩ lj is a ray}, (10)
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Dj ∩ li =
⋂
{D ∩ li : D ∈ D, D ∩Dj ∩ li is a ray}, (11)
Di ∩Dj =
⋂
{D ∩Dj : D ∈ D, D ∩ lj = Di ∩ lj} =
=
⋂
{D ∩Di : D ∈ D, D ∩ li = Dj ∩ li}. (12)
Exat upper and lower estimates
for the number of marked MCSs of inonsistent system
Along with system (6), onsider the orresponding system
(cj , h) > 0, j = 1,m. (13)
Proposition 2.4. Let n0 be the number of marked MCSs of system (6).
Then, n0 > 3. If there exists a ommittee of system (13), then n0 6 qH , where
qH is the number of elements of the minimal ommittee of system (13).
Proof. Let us prove that n0 > 3. Let D
(0) ∈ D be an arbitrary half-plane.
Applying the proedure to the half- plane D(0) and an arbitrary ray on its
border, we nd a marked MCS T1 of system (6) and the determining pair of
inequalities S1 belonging to T1. Let the half- planes E and E
′
be the sets of
solutions to the inequalities from S1. Consider the marked MCS T2 obtained
by applying the proedure to the half-plane D(0) = E and to the ray r0 on its
border l(0) = bdE, whih is ounterdiretional to the ray E′ ∩ l(0). We show
that T1 6= T2. Following the proedure for nding the subsystem T2, we onsider
the intersetion
⋂
{D ∩ l(0) : D ∈ D, D ∩ r0is a ray} that oinides with a ray
D′ ∩ l(0), D′ ∈ D. Sine T1 does not oinide with system (6), by Proposition
2.1, there exists a half-plane D¯ ∈ D suh that D¯ ∩ E ∩ E′ = ∅. Sine at the
same time D¯ ∩ E 6= ∅ and D¯ ∩ E′ 6= ∅, the intersetion r¯ = D¯ ∩ l(0) is a ray.
Moreover, the rays r¯ and E′∩ l(0) do not interset; onsequently, the rays r0 and
r¯ are odiretional. Thus, the intersetion D¯ ∩ r0 is a ray. Sine the half-planes
E and E′ are the sets of solutions to the inequalities of the determining pair in
the marked MCS, any element of the one E ∩ E′ lying in a suiently small
neighborhood of its vertex belongs to the intersetion
⋂
{D ∈ D : D ∩ E ∩ E′ 6=
∅}. Sine r¯ ∈ {D ∩ l(0) : D ∈ D, D ∩ r0is a ray}, it follows that D
′ ∩ l(0) ⊆ r¯,
whene D′ ∩ E ∩ E′ = ∅. Following the proedure, onsider the intersetion⋂
{D∩D(0) : D ∈ D, D∩ l(0) = D′∩ l(0)} oiniding with some one D(1)∩D(0),
D(1) ∈ D. By Corollary 2.1.1, the inequality of system (6) whose set of solutions
is D(1) belongs to the subsystem T2. Taking into aount D
(0) = E, we have
D(1) ∩ E ⊆ D′ ∩ E, whene D(1) ∩ E ∩ E′ = ∅. Thus, this inequality does not
belong to the subsystem T1, i.e., T 1 6= T 2.
We set D(0) := E′ and onsider the marked MCS T3 obtained by applying
the proedure to the half-plane D(0) and the ray r0 on its border l
(0)
that is
ounterdiretional to the ray E ∩ l(0). Similarly, it an be shown that T1 6= T3.
Let us prove that T2 6= T3. By Corollary 2.1.1, the inequality of system (6)
whose set of solutions is the half-plane E belongs to the subsystem T2, and the
inequality of this system whose set of solutions is E′ belongs to T3. In the ase
of T2 = T3, we obtain that the pair of inequalities S1 belongs to eah of the
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subsystems T2 and T3, and, onsequently, T1 = T2 = T3, what is impossible
by the proved above. Thus, the subsystems T1, T2, and T3 are dierent; hene,
n0 > 3.
Suppose that there exists a ommittee of system (13). We show that n0 6 qH .
As it was proved in [1℄, the number q of members of a minimal ommittee of
system (6) is not greater than qH . However, n0 6 q, that is n0 6 qH . The
proposition is proved.
The upper and lower estimates for the number n0 given in Proposition 2.4
are sharp.
Example 1. Let q be an odd integer, q > 1. Consider a regular q-gon suh
that the set V of its verties lies on the unit irle entered at 0. Consider the
system of q linear inequalities
(c, h) > 1, c ∈ V, h ∈ R2. (14)
It an be shown that the number of members of a minimal ommittee of this
system is equal to the same number for the system
(c, h) > 0, c ∈ V,
and equals q. At the same time, the number of marked MCSes of system (14)
is also equal to q.
Below [x] denotes the integer part of the number x, and k mod l denotes
the remainder from division of k by l, where k and l are integers.
Example 2. Let q be an odd integer, q > 1. We partition the unit irle
C entered at 0 into six ars of length pi/3 and hoose three pairwise disjoint
ars γ1, γ2, and γ3 among them. Let p = [
q+3
6 ] and r =
q+3
2 mod 3. For eah
i = 1, 2, 3, onsider a nite subset of points Ai on the ar γi that does not
ontain the endpoints of this ar, |Ai| = p, i = 1, 3 in the ase where r = 0
and |Ai| = p + 1 i = 1, r, |Ai| = p, i = r + 1, 3, in the ase where r > 0. Let
A =
3⋃
i=1
Ai. Obviously, |A| = 3p+ r =
q+3
2 .
Consider two dierent points a and a′ from A1 suh that the shortest ar ω
of the irle C onneting them ontains no points of the set A1 other than a and
a′. Take a point b on the ar ω that is equidistant from its endpoints. Compose
a nite set B1 ⊂ γ1 of the points b = b(a, a
′) for all the pairs of dierent points
a and a′ of the set A1 satisfying this ondition. Construt in a similar way nite
subsets of points B2 ⊂ γ2 and B3 ⊂ γ3. It is easy to see that |Bi| = |Ai| − 1,
i = 1, 3. Let B =
3⋃
i=1
Bi. Obviously, |B| =
q−3
2 . Consider the system of q linear
inequalities
(a, h) > 1, a ∈ A, (b, h) < 1, b ∈ B.
It an be shown that the number of members of its minimal ommittee is equal
to q and the number of marked MCSs is equal to three.
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Consistent systems
Consider a onsistent system of linear inequalities
(cj , h) > bj , j = 1, . . . ,m, cj, h ∈ R
2. (15)
Let |cj | = 1, j = 1,m. Suppose that system (15) does not ontain idential ine-
qualities and has rank two. Consider the system of the half-planesD = {Dj}
m
j=1
where Dj is the set of solutions to the jth inequality of system (15).
Proposition 2.5. For any half-plane D(0) ∈ D, there exists a ray r0 on its
border suh that the point h¯ obtained by applying the proedure to the half-plane
D(0) and to the ray r0 is a solution to system (15).
Proof. Let l(0) be the border of the half-plane D(0). Sine the rank of system
(15) equals two, there exists a half-plane E ∈ D whose border is not parallel to
the line l(0). Let r0 be a odiretional ray to the ray r¯ = E ∩ l
(0)
on the line
l(0) that ontains two extreme points of the intersetion of l(0) with the borders
of the other half- planes of the system D and that has a vertex at one of the
extreme points. It is not diult to show that the hoie of the half-plane D(k)
is possible for eah k > 1.
Following the arguments of the proof of Theorem 2.1, we an similarly show
that the proedure forms a nite sequene D′ = {D(s)}k0s=0 ⊆ D, and the point
h¯ obtained by applying the proedure belongs to the intersetion
⋂
{D ∈ D :
D ∩ D(k0−1) ∩ D(k0) 6= ∅}. Sine system (15) is onsistent, the vetor h¯ is
obviously its solution. The proposition is proved.
Finding MCS
ontaining a given subsystem
Let J0 be an arbitrary onsistent subsystem of system (6) of rank 2. Pro-
position 2.5 implies the following method for nding an MCS of system (6)
ontaining the subsystem J0. It is based on the use of the proedure. Consider
a system of half-planes D0 ⊂ D that are the sets of solutions to the inequalities
of the subsystem J0 and a vetor h0 satisfying the subsystem J0.
Algorithm for nding an MCS. Let D′ = D0 and D
′′ = D\D0. Choose an
arbitrary half-plane E ∈ D′′ and assign D′′ := D′′\{E} and D(0) := E. Consider
a half-plane E¯ ∈ D′ suh that the intersetion E¯∩l(0) is a ray, where l(0) = bdE.
Let h¯ be the vetor obtained by applying the proedure to the system D′∪{E},
the half- plane D(0), and the ray on its border odiretional to the ray E¯ ∩ l(0).
If h¯ ∈ E∩
⋂
{D : D ∈ D′}, then we assign D′ := D′∪{E} and h¯0 := h¯. Choosing
an arbitrary half-plane F ∈ D′′, we set D′′ := D′′\{F} and D(0) := F . Consider
a half-plane F¯ ∈ D′ suh that the intersetion F¯ ∩l(0) is a ray, where l(0) = bdF .
Let h¯ be the vetor obtained by applying the proedure to the system D′∪{F},
the half-plane D(0), and the ray on its border odiretional to the ray F¯ ∩ l(0).
In the ase of h¯ ∈ F ∩
⋂
{D : D ∈ D′}, we set D′ := D′ ∪ {F} and h¯0 := h¯.
We ontinue this proess of onstruting the system D′ until D′′ 6= ∅. After
the proess is nished, onsider the subsystem J ′ of system (6) omposed of
all its inequalities whose sets of solutions are the half- planes of the system D′.
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This subsystem is obviously oinides with an MCS of system (6) ontaining
the subsystem J0, and the vetor h¯0 is a solution to the subsystem J
′
.
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4 ALGORITHM
FOR CONSTRUCTING A COMMITTEE
Consider an inonsistent system of linear inequalities
(cj , h) > bj , j = 1,m, cj, h ∈ R
2,m > 3, (16)
suh that any system of two equations
(ci, h) = bi, (cj , h) = bj
is onsistent, and any system of three equations
(ci, h) = bi, (cj , h) = bj, (ck, h) = bk
with dierent i, j, and k is inonsistent.
Step 1. Finding marked MCSes. Consider the system of half-planes
D = {Dj}
m
j=1, where Dj is the set of solutions to the jth inequality of system
(16), j = 1,m. Let D ∈ D be an arbitrary half-plane and r be a ray on its
border. Assign D(0) := D. Applying the proedure desribed in Setion 2 to
the half-plane D(0) and to the ray r0 on its border odiretional to the ray r,
we nd a marked MCS of system (16). Applying the proedure to the half-
plane D(0) and to the ray r0 on its border, ounterdiretional to the ray r, we
nd, in the general ase, another marked MCS of system (16). Repeat the same
for any half-plane of the system D. As a result, we obtain the set {Ts}
n0
s=1 of
all (dierent) marked MCSes of system (16) and the set {h′s}
n0
s=1 whose eah
element is a solution to the orresponding marked MCS. Step 1 is ompleted.
Consider the subsystem
(cj , h) > bj , j ∈ {k : (ck, z) < bk}, (17)
of system (16), where the vetor z ∈ R2 equates none of the inequalities of
system (16).
Step 2. Construting a minimal ommittee of subsystem (17). Find
(see [1℄) the index sets for all MCSes of the system
(cj , h) > 0, j ∈ {k : (ck, z) < bk}, (18)
obtaining thereby the index sets for all MCSes of system (17). Let J1, . . . ,Jq0
be the set of all (dierent) MCSes of system (17), where q0 is an odd integer.
For eah i = 1, q0, we dene a vetor h
0
i as follows. If the subsystem Ji belongs
to the marked MCS Ts for some s = s(i), then we assign h
0
i := h
′
s. Moreover, if
the subsystem Ji is ontained in two marked MCSs, for example, in s1st and
s2nd ones, then we take any of two elements h
′
s1
and h′s2 as h
0
i . If the subsystem
Ji is ontained in none of the marked MCSes of system (16), then we nd an
h0i to be equal to a solution of the found MCS.
Using [1℄, we an show that the olletion K0 = {h
0
i }
q0
i=1 is a minimal
ommittee of system (17). Consider the system J ′ = J ′(K0) onsisting of all
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inequalities of system (16) suh that eah inequality of J ′ is not satised by q0+12
elements of the olletion K0. Obviously, the system J
′
ontains none of the
inequalities of system (17). Moreover, using [1℄, we an prove that eah inequality
of system (16) not ontaining in J ′ is satised by at least q0+12 elements of the
olletion K0.
Construt the system of points D∗ = A ∪ B orresponding to system (16)
with respet to the origin z. Eah inequality of system (17) orresponds to a
point of the system A, and eah inequality of system (16) that does not belong
to system (17) orresponds to a point of the system B. Consider the system of
points B′ ⊂ B orresponding to the system J ′. To onstrut a ommittee of
system (16), it is suient to nd a ommittee of the system of points D∗. Let
K∗0 = {P
0
i }
q0
i=1 where P
0
i = {h : (h
0
i − z, h) > 1}, i = 1, q0. Assign K
∗ := K∗0
and B¯ := B′. If B′ = ∅, then, obviously, K∗ = K∗0 is a ommittee of the system
of points D∗ and the algorithm ends. Let B′ 6= ∅. Step 2 is ompleted.
Below, by an angle with the vertex at 0, we mean a losed onvex one
bordered by two (possibly oiniding) rays with a ommon vertex. These rays
are referred to as sides of the angle. At the same time, the notion of angular
measure and adjaent angle are dened aording to the standard terminology
for the angles. At Step 3, new elements will be added to the set of half- planes
K∗.
Step 3. Conseutive searh for members of the ommittee. Draw a
line through 0 and a point b ∈ B¯. Let A = A1 ∪A2, where systems A1 = A1(b)
and A2 = A2(b) are stritly separated by this line. Let B1 = B1(b) be the
system onsisting of all the points b′ ∈ B¯ suh that any line passing through 0
and separating the points b and b′ stritly separates the systems A1 and A2.
By the onstrution of the set B1, there exists an angle with the vertex at 0
and the angular measure less than pi that ontains this set. Let α be the minimal
angle among all suh angles. If B1 is a one-point set, then α is the zero angle.
Extending the sides of the angle α to the lines, onsider the angles β1 and β2,
whih are adjaent to the angle α. By onstrution of the set B1, any point of the
system A belongs to one of the angles β1 and β2. For deniteness, let A1 ⊂ β2
and A2 ⊂ β1. Let also B1k = B∩ (α∪βk). Consider the onsistent subsystem J¯k
of system (16) orresponding to the system of points Ak ∪ B1k ∪ {0}, k = 1, 2.
We nd a solution h¯k to an MCS of system (16) ontaining the subsystem J¯k
and assign Pk = {h : (h¯k − z, h) > 1}, k = 1, 2.
If B2 = B ∩ (P1 ∩ P2) 6= ∅, then we onstrut two more half-planes. Let
γ be the minimal of the angles with the vertex at 0 and the angular measure
less than pi that ontain the set B2. Extending the sides of the angle γ to the
lines, onsider the angles β′1 and β
′
2 adjaent to the angle γ. Let A1 ⊂ β
′
2 and
A2 ⊂ β
′
1. Consider the set B2k = B∩(γ∪β
′
k). Let J¯k+2 be a onsistent subsystem
of system (16) orresponding to the system of points Ak ∪ B2k ∪ {0}, k = 1, 2.
We nd a solution h¯k+2 to an MCS of system (16) ontaining the sub system
J¯k+2 and assign Pk+2 = {h : (h¯k+2 − z, h) > 1}, k = 1, 2.
We assign K∗ := K∗ ∪ {Pi}, where the olletion {Pi} ontains two or four
members. It is easy to see that at least half of the half-planes of the union {Pi}
vote for eah point of the system D∗. We exlude from B¯ all the points for whih
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the majority of members in {Pi} votes. If B¯ 6= ∅, then go to Step 3. However,
nally, ase B¯ = ∅ arises, and then K∗ beomes a ommittee of the system
D∗. The algorithm terminates. At the end, we have K∗ = {Qi}
q
i=1 for an odd
integer q, where Qi = {h : (gi − z, h) > 1}, gi ∈ R
2
, i = 1, q, then Kˆ = {gi}
q
i=1
is a ommittee of system (16).
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5 AN EXISTENCE CRITERION
FORA COMMITTEE OF THREEMEMBERS
Consider an inonsistent system of linear inequalities
(cj , h) > bj , cj , h ∈ R
2, j = 1, . . . ,m, (19)
that has a ommittee. Let |cj | = 1, j = 1,m. We assume that system (19) does
not ontain idential inequalities. Let D be a system of half-planes whih are
the sets of solutions to the orresponding inequalities of system (19). Below, we
apply the proedure desribed in Setion 2.
Algorithm for nding a ommittee of three members. Let D(0) ∈
D be an arbitrary half-plane. Consider a marked MCS T1 of system (19), its
solution h¯1, and the determining pair of inequalities S1 that belongs to T1,
whih are found by applying the proedure to the half-plane D(0) and to an
arbitrary ray on its border. Let E and E′ be the half-planes that are the sets
of solutions to two inequalities forming the subsystem S1. Assign D
(0) := E.
Applying the proedure to the half-plane D(0) and to the ray on its border l(0)
that is ounterdiretional to the ray E′ ∩ l(0), we nd a marked MCS T2 of
system (19) and its solution h¯2. Assign D
(0) := E′. Consider the marked MCS
T3 and its solution h¯3 that are found by applying the proedure to the half-plane
D(0) and to the ray on its border l(0) ounterdiretional to the ray E ∩ l(0). Let
K¯ = {h¯1, h¯2, h¯3}.
Proposition 4.1. System (19) has a ommittee of three members if and only
if the set K¯ is a ommittee of this system.
Proof. Let K be a ommittee of system (19) onsisting of three members
suh that eah its member is a solution to an MCS of system (19). From the proof
of Proposition 2.4, it follows that the marked MCSes T1, T2, and T3 of system
(19) obtained by the algorithm are dierent. By Proposition 2.2, the marked
MCS Ts has a solution hs belonging to K with multipliity 1, where s = 1, 3.
Then, K = {h1, h2, h3}. Sine the vetor h¯s is a solution to the subsystem Ts,
it follows that K¯ is a ommittee of system (19). The proof of the seond part of
the proposition is obvious. The proposition is proved.
Proving proposition 4.1, in fat, we also proved the following proposition.
Proposition 4.2.
(a) LetK be a ommittee of system (19) onsisting of three members suh that
eah member is a solution to an MCS of system (19). Then, K = {h1, h2, h3},
where hs is a solution to the subsystem Ts, s = 1, 3;
(b) If system (19) has a ommittee of three members and K = {h1, h2, h3},
where hs is a solution to the subsystem Ts, s = 1, 3, then K is a ommittee of
system (19).
Theorem 4.1. System (19) has a minimal ommittee of three members if and
only if eah of its subsystems onsisting of 5 inequalities ontains a onsistent
subsystem of four inequalities.
Proof. Neessity. Let K be a minimal ommittee of system (19) onsisting
of three members. Then, K is a ommittee of any its subsystem J ′ onsisting
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of 5 inequalities. Therefore, as it was shown in [5℄, the subsystem J ′ ontains a
onsistent subsystem of at least four inequalities.
Suieny. Suppose that any subsystem of system (19) onsisting of ve
inequalities ontains a onsistent subsystem of 4 inequalities. Consider three
markedMCSes T1, T2, and T3 of system (19) and a set of points K¯ = {h¯1, h¯2, h¯3},
where h¯i is the solution to the subsystem Ti, i = 1, 3, whih are found by
applying the onstrution desribed before Proposition 4.1.
Prove that the jth inequality of system (19) belongs to at least one of two
subsystems T1 and T2, where j = 1, . . . ,m. Let S1 and S2 be the determining
pairs of inequalities that are ontained in the subsystems T1 and T2, respetively.
Uniting S1 and S2 in one subsystem and adding to it the jth inequality, we
obtain a system of ve inequalities, whih may ontain idential ones. Consider
a subsystem J ′ of this system that onsists of all dierent inequalities. Sine
T1 6= T2, the set of solutions M1 to the pair of inequalities S1 have no ommon
points with the set of solutions M2 to the pair of inequalities S2. Consequently,
system J ′ is inonsistent and |J ′| > 3, where |J ′| is the ardinality of the system
J ′. We show that this system ontains a onsistent subsystem of ardinality
|J ′| − 1. For |J ′| = 5, the existene of suh a subsystem follows from the
hypothesis. Sine the system J ′ has a ommittee, for |J ′| = 4 and also for
|J ′| = 3, the existene of suh a subsystem follows from [5℄. Then, from [6℄
it follows that there exists a ommittee K ′ of system J ′ onsisting of three
elements. Sine M1 ∩M2 = ∅, the ommittee K
′
has two dierent members,
one of those satises the pair of inequalities S1 and the other one satises the
pair of inequalities S2. However, one of these two members, let us say the rst
one, satises the jth inequality; hene, by Proposition 2.1, we nd that the jth
inequality belongs to T1. Analogously, it an be shown that the jth inequality
belongs to at least one of two subsystems T2 and T3, and, therefore, it an be
shown that this inequality belongs to at least one of the subsystems T1 and T3.
Consequently, at least two members of K¯ satisfy the jth inequality. Thus, K¯ is
a ommittee of system (19). The theorem is proved.
From [6℄ it follows that, if the ardinality of MCS of system (19) with the
largest number of inequalities is equal tom−1, then system (19) has a ommittee
of three members.
Corollary 4.1. Let the ardinality of MCS of system (19) with the largest
number of inequalities be equal to m− 2 and J0 be an MCS of ardinality m−
2. Then, system (19) has a minimal ommittee of three members i any its
subsystem of 5 inequalities ontaining both inequalities of the system that do not
belong to J0 ontains a onsistent subsystem of 4 inequalities.
Suppose that system (19) satises the onditions imposed on it in Setion
3. Consider the ommittee Kˆ = Kˆ(z) of system (19) obtained by the algorithm
for some z ∈ R2 that turns into an equality none of its inequalities.
Proposition 4.3. If system (19) has a ommittee of three members and the
system
(cj , h) > bj, j ∈ {k : (ck, z) < bk} (20)
is inonsistent, then Kˆ is a ommittee of system (19) that onsists of three
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members.
Proof. Let K be a minimal ommittee of system (19) onsisting of three
members suh that eah its element is a solution to an MCS of system (19).
Then, K is a minimal ommittee of system (20) in view of its inonsisteny.
Consider the set J1,J2,J3 of all (dierent) MCSes of system (20). Then, K =
{h1, h2, h3}, where hi is a solution to the subsystem Ji, i = 1, 3. It is easy to
see that there are three marked MCSes of system (19). Therefore, at Step 1,
the algorithm onstruts the set {Ts}
3
s=1 of the marked MCSes of system (19)
and the set {h′s}
3
s=1, eah element of whih is a solution to the orresponding
marked MCS. By Proposition 4.2 applied to the ommittee K, all members of
this ommittee are solutions of the marked MCSes of system (19). Consequently,
for any i = 1, 2, 3, the subsystem Ji belongs to a marked MCS of system (19).
At the same time, two subsystems Ji1 and Ji2 , i1 6= i2 annot belong to the
same marked MCS, sine their sets of solutions are disjoint. Then, following
the algorithm at Step 2, we obtain a set K0 = {h
′
1, h
′
2, h
′
3} that is obviously a
ommittee of system (19). Hene, the algorithm is ompleted at the end of Step
2 and Kˆ = K0. The proposition is proved.
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6 SYSTEMS ON THE BORDER
OF A CONVEX m-GON
Consider an inonsistent system
(cj , h) > bj , cj , h ∈ R
2, j = 1, . . . ,m,m > 3, (21)
that has a ommittee. Let |cj | = 1, ci 6= cj , i, j = 1,m, i 6= j. Under the
ondition that the lines (cj , h) = bj , j = 1,m, border a onvex (possibly
unbounded) polygon M0 with m sides, a minimal ommittee of system (21)
will be onstruted below. Transform this system by making the substitution
h = h′+ z, where z ∈ intM0. The obtained system of linear inequalities has the
form
(cj , h
′) > b′j = bj − (cj , z), j = 1,m. (22)
Sine the substitution h′ = h−z denes the parallel translation on the vetor−z,
the onvex polygon bordered by the lines (cj , h
′) = b′j , j = 1,m, hasm sides and
ontains 0 in its interior. Any ommittee of system (22) an be easily transformed
into a ommittee of system (21). Thus, the onstrution of a minimal ommittee
of system (21) will be made under the assumption that 0 ∈ intM0.
Consider the subsystem
(cj , h) > bj , j ∈ {k : bk > 0} (23)
of system (21) that onsists of all its inequalities with positive onstant terms.
Without loss of generality, we may assume that this subsystem is omposed of
k1 rst inequalities of system (21) for some k1, 1 6 k1 6 m. Below, a system J
′
will be onstruted that ontains system (21). At rst, the system J ′ oinides
with system (21). In the proess desribed below, the new inequalities will be
onseutively added to the system J ′.
We augment the system J ′ with the inequality (cm+1, h) > bm+1, cm+1 = c1,
bm+1 < 0, suh that the straight line (cm+1, h) = bm+1 uts o a onvex gure
from the polygon M0. This gure is either a triangle having a unique ommon
vertex with M0 or an unbounded region that ontains no verties of M0. The
lines (ci, h) = bi, i = 1,m+ 1, border a onvex polygon M1 with m + 1 sides
that ontains 0 in its interior. In the general ase, for an arbitrary j, 2 6 j 6 k1,
we add the inequality (cm+j , h) > bm+j, cm+j = cj , bm+j < 0, to the system
J ′ under the ondition that the line (cm+j , h) = bm+j uts o a onvex gure
from the polygonMj−1. This gure an be either a triangle, whih has a unique
ommon vertex with Mj−1, or an unbounded region, whih ontains no verties
of Mj−1. The lines (ci, h) = bi, i = 1,m+ j bound a onvex polygon Mj with
m+ j sides ontaining 0 in its interior. Adding in this way a new inequality to
the system J ′ for j = 2; then, for j = 3, and so on until j = k1, we obtain a
system J ′ of the form
(cj , h) > bj, j = 1, . . . ,m+ k1. (24)
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Obviously, the polygon M = Mk1 has m+ k1 sides and 0 ∈ intM . Sine system
(21) is inonsistent, it follows that k1 > 2 and, onsequently, the polygon M
is bounded. Below, two sides of the polygon M are alled neighbor, if they are
inident to a ommon vertex of M .
Algorithm for onstruting a minimal ommittee. Let D = {Dj}
m+k1
j=1
be a system of half-planes, eah one being the set of solutions to the orresponding
inequality of system (24). Consider all possible pairs of neighbor sides of the
polygon M suh that one of the sides of eah pair lies on the border of some
half-plane of system D ontaining 0 and the other side of this pair lies on
the border of some half-plane from D that does not ontain 0. Denote by p
the number of pairs of the neighboring sides of the polygon M satisfying this
ondition. For eah i, 1 6 i 6 p, onsider a half-plane D1i ∈ D, 0 /∈ D
1
i whose
border l1i ontains one of the sides of the ith pair, and a half-plane D
2
i , 0 ∈ D
2
i
whose border ontains the other side of the ith pair. Let ri = D
2
i ∩ l
1
i . The
intersetion
⋂
{D ∩ l1i : D ∈ D, D ∩ riis a ray} oinides with a ray Ei ∩ l
1
i ,
Ei ∈ D whose vertex will be denoted by hi. Take an element h¯i ∈ D
1
i ∩ Ei in
a small neighborhood of the point hi suh that h¯i ∈
⋂
{D ∈ D : hi ∈ D}. The
olletion L = {hi}
p
i=1 ontains repeating terms. Let L
′ = {hik}
q
k=1 be a set of
all (dierent) elements of the olletion L, q < p, K¯ = {h¯ik}
q
k=1.
Theorem 5.1. The olletion K¯ is a minimal ommittee of system (21). The
number q of its members is equal to p− q0, where q0 is the number of members
of the minimal ommittee of system (23).
See Appendix for the proof.
Suppose that system (21) satises the onditions imposed on this system
in Setion 3. Consider the ommittee Kˆ = Kˆ(z) of system (21) found by the
algorithm for some z ∈ R2 that turns into an equality none of its inequalities.
Corollary 5.1.1. If the origin z lies inside a onvex m-gon bounded by
straight lines (cj , h) = bj , j = 1,m, then Kˆ is a minimal ommittee of system
(21).
7 CONCLUSIONS
In the present work, we propose the representation of an arbitrary system of
strit linear inequalities in Rn as a system of points obtained by the so-alled
polarity. An algorithm for onstruting a ommittee of a plane system of linear
inequalities is given based on this representation. The solution of two problems
on a minimal ommittee of plane systems is proposed. In partiular, the solution
of the problem on a minimal ommittee of three members is given. The found
solutions to these problems an be obtained by the proposed algorithm.
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8 Appendix: proof of the Theorem 5.1
Using [1℄, we an prove the following lemma.
Lemma 5.1. Let J1, . . . ,Jq1 be the set of all (dierent) MCSes of system
(23). Then
(a) q1 = q0, and any minimal ommittee K of system (23) is given by K =
{hs}q0s=1, where h
s
is a solution to the subsystem Js, s = 1, q0. Any inequality
of system (23) is satised by exatly q0+12 members of the ommittee K;
(b) the set of solutions to any subsystem Js, 1 6 s 6 q0, oinides with a
one D′ ∩D′′, where D′ = D′(s) and D′′ = D′′(s) are half-planes of the system
D that do not ontain 0.
Lemma 5.2. The set of solutions to any MCS of system (24) oinides with
the intersetion D1i ∩ D
2
i ∩D
1
j ∩D
2
j for ertain dierent i and j, 1 6 i, j 6 p.
Conversely, if Nij = D
1
i ∩ D
2
i ∩ D
1
j ∩D
2
j 6= ∅, then Nij oinides with the set
of solutions to some MCS of system (24).
Proof of Theorem 5.1. Consider the set J1, . . . ,Jq0 of all (dierent)
MCSes of system (23). Lemma 5.1 implies that the set of solutions to the
subsystem Js, s = 1, q0, oinides with a one bounded by two half-planes
of the system D not ontaining 0. Let K0 = {gs}
q0
s=1 where gs is the vertex of
the one of solutions of subsystem Js, s = 1, q0. We prove that, if hi = hj = h0,
h0 ∈ R
2
, 1 6 i, j 6 p, i 6= j, then h0 = gs for some s, 1 6 s 6 q0. By the
onstrution of hi and hj , the point h0 is the ommon vertex of the rays Ei ∩ l
1
i
and Ej∩l
1
j that oinide with the intersetions
⋂
{D∩l1i : D ∈ D, D∩riis a ray}
and
⋂
{D ∩ l1j : D ∈ D, D ∩ rj is a ray}, respetively. Sine the polygon M has
m+ k1 sides, it follows that h0 /∈ bdD for any half-plane D ∈ D dierent from
D1i and D
1
j . Therefore, Ei = D
1
j and Ej = D
1
i . Then, by Corollary 2.3.1, the
half-planes D1i and D
1
j are the sets of solutions to the inequalities that form a
determining pair for a marked MCS of system (24).
Let D ∈ D be an arbitrary half-plane that does not ontain 0. If D1i ∩D
1
j ∩
D 6= ∅, then h0 ∈ D. Sine M ⊆ (R
2\D1i ) ∩ (R
2\D1j ) ∩ (R
2\D), one of the
three half-planes D1i , D
1
j , and D ontains the intersetion of the other two.
Consequently, D1i ∩ D
1
j ⊂ D. Then, the intersetion D
1
i ∩ D
1
j oinides with
the one of solutions to some MCS of system (23), i.e., h0 = gs for some s,
1 6 s 6 q0.
Let h0 be the vertex of the one of solutions to an arbitrary MCS of system
(23). This one oinides with the intersetionD1∩D2, whereD1 andD2 are two
half-planes of the system D that do not ontain 0. We show that h0 = hi = hj
for ertain dierent i and j, 1 6 i, j 6 p. Consider the side u1 of the polygon
M that lies on the border l1 of the half-plane D1 and the endpoint h′ of this
side suh that u1 lies on the interval [h0, h
′]. Take a half-plane D′ ∈ D suh that
its border l′ passes through the point h′. We prove that 0 ∈ D′. To do this, we
show that the line l′ is either parallel to the line l2 = bdD2 or intersets this
line at a point that belongs to the ray D1 ∩ l2. Consider the half-plane D0 ∈ D
ontaining 0 suh that the line l0 = bdD0 is parallel to the line l2. If l′ = l0,
then D′ = D0. Let l′ 6= l0. Consider the triangle T bounded by three lines l′, l1
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and l2. On the one hand, if T and M lie to the same side of the line l1, then
M ⊆ T . On the other hand, the line l0 ontains a side of the polygon M . Sine
the verties of the triangle T belong to the half-planeD0, T andM belong to the
opposite sides with respet to the line l1. Consequently, the intersetion point of
the lines l′ and l2 lies on the ray D1 ∩ l2. Sine D1 ∩D2 is the one of solutions
to an MCS of system (23), we have either D1 ∩D2 ⊂ D or D1 ∩ D2 ∩D = ∅
for any half-plane D ∈ D, 0 /∈ D. Consequently, 0 ∈ D′. Sine the sides of the
polygon M lying on the lines l1 and l′ are neighboring, D1 = D1i and D
′ = D2i
for some i, 1 6 i 6 p. By onstrution, the point hi is the vertex of the ray
Ei ∩ l
1 =
⋂
{D ∩ l1 : D ∈ D, D ∩D′ ∩ l1is a ray}. Sine u1 ⊂ clD
′ ∩ l1, we have
h0 ∈ D
′
and, onsequently, D2∩ l1 ⊂ D′∩ l1. Therefore, Ei∩ l
1 ⊆ D2∩ l1. Then,
the half-plane Ei is disjoint with the side u1, i.e., 0 /∈ Ei. Sine Ei∩D
1∩D2 6= ∅,
we have D1 ∩D2 ⊂ Ei. Then, Ei ∩ l
1 = D2 ∩ l1 and, onsequently, Ei = D
2
and
h0 = hi.
Consider the side u2 of the polygon M lying on the border of the half-plane
D2. Let h′′ be an endpoint of the side u2 suh that u2 lies on the interval [h0, h
′′].
By similar arguments, we an show that the half-plane D′′ ∈ D whose border
passes through the point h′′ ontains 0. Then, D2 = D1j and D
′′ = D2j for some
j, i 6= j, 1 6 j 6 p. It an be similarly shown that h0 = hj and Ej = D
1
.
Sine l1i ∩ l
1
j ∩ l
1
k = ∅ for any k 6= i, j, it follows that h0 6= hk. Therefore, the
elements of the olletion K0 have multipliity 2 in L and the elements of the
olletion L′ that do not belong to K0 have multipliity 1. Then, q = p − q0.
Let for deniteness, L′ = {hi}
q
i=1, K¯ = {h¯i}
q
i=1 and hq+s = hs = gs, s = 1, q0.
Consider the system of points D∗ = A∪B that orresponds to system (24).
Denote by B0 ⊂ B the subset of points orresponding to the inequalities of this
system with the numbersm+1, . . . ,m+k1. LetM
∗ = convD∗. Sine 0 ∈ intM,
it follows thatM∗ is the polar ofM, 0 ∈ intM∗. Sine the polygonM hasm+k1
sides, eah point other than 0 of the system D∗ is a vertex of M∗. The border
of M∗ is a losed broken line. Denote it by Γ. Let Pi = {h : (hi, h) > 1} and
δi = Pi∩Γ, i = 1, p. Consider the points ai ∈ A and bi ∈ B orresponding to the
half-planes D1i and D
2
i , respetively, i = 1, p. Sine the sides of M lying on the
borders of the half-planes D1i and D
2
i are neighboring, ai and bi are neighboring
verties of M∗. Obviously, if Ei = D
2
i , then the broken line δi oinides with
the edge [ai,bi] of the polygon M
∗. Let us nd the shape of the broken line δi
in the ase where Ei 6= D
2
i . The line that passes through 0 and ai divides the
broken line Γ into two parts, Γ1i and Γ
2
i . Let bi ∈ Γ
2
i for any i = 1, p. Obviously,
the parts Γ1i and Γ
2
i have two ommon endpoints: one of them oinides with ai,
and the other one oinides with a point b
′
i ∈ B0. By onstrution, the element
hi is the vertex of the ray Ei ∩ l
1
i =
⋂
{D ∩ l1i : D ∈ D, D ∩ ri is a ray}. It is
easy to see that, for any half-plane D ∈ D, the intersetion D∩ ri is a ray if and
only if the point of the system D∗ that orresponds to this half-plane belongs
to one of the sets Γ1i ∩A or Γ
2
i ∩ B. Sine Ei 6= D
2
i , we have 0 /∈ Ei. Hene, the
line (hi, h) = 1 passes through two dierent points lying on Γ
1
i : one of them
oinides with ai, and the other oinides with a point a
′
i ∈ A, orresponding to
the half-plane Ei. Sine Γ
1
i ∩A ⊂ Pi by the onstrution of element hi, we have
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Γ1i ∩ A = δi ∩ A. Consequently, δi, being a part of the broken line Γ
1
i , onnets
the points ai and a
′
i.
Calulate now the number u(j) of members of the olletion K¯ satisfying
the jth inequality of system (24), where j = 1, . . . ,m + k1. This alulation
will be done in two steps. First, alulate the number v(j) of members of the
olletion L¯ = {h¯i}
p
i=1 satisfying this inequality. Then, alulate the number
w(j) of members of the olletion K¯0 = {h¯q+s}
q0
s=1 satisfying the same inequality.
We obtain u(j) = v(j)− w(j). For any i, 1 6 i 6 p, we have hi /∈ bdD for any
half-plane D ∈ D that diers from D1i and Ei, i = 1, p. Thus, by onstrution
of the element h¯i, we have {D ∈ D : h¯i ∈ D} = {D ∈ D : hi ∈ D} ∪ {D
1
i , Ei}.
Then, the number of elements of the olletion L¯ satisfying the jth inequality
oinides with the members of terms of the olletion L, whih either satisfy the
jth inequality or turn it into an equality.
Calulate the number v(j) in the ase where the jth inequality orresponds to
a point a ∈ A. Consider the family of broken lines∆ = {δi}
p
i=1. The number v(j)
is equal to the number of the broken lines in the family ∆ ontaining the point
a. Consider on the boundary of M∗ broken lines Γ that have their endpoints
in A and ontain no points of B. Among them we hoose Γ1, . . . ,Γp0 that are
maximal by inlusion. Obviously, p = 2p0. It is easy to see that the endpoints of
any broken line Γt, 1 6 t 6 p0, are two points ak and an (perhaps oiniding)
of A for two dierent k and n, 1 6 k, n 6 p. We show that a ∈ Γt if and only
if a ∈ δk ∩ δn. If a ∈ Γt, then a ∈ δk, sine Γt ⊆ Γ
1
k and Γ
1
k ∩ A = δk ∩ A.
Analogously, it an be shown that a ∈ δn. Conversely, if a ∈ δk ∩ δn, then
a ∈ Γ1k ∩ Γ
1
n. If ak 6= an, then Γ
1
k ∩ Γ
1
n = Γt, and, in the ase ak = an, we have
Γ1k ∩ Γ
1
n ∩ A = {ak} = Γt, hene a ∈ Γt.
Sine Γt ∩ B0 = ∅, the part of the broken line Γ
2
k onneting the points b
′
k
and b
′
n ontains no points of the system A. Therefore, if a /∈ Γt, then a belongs
to just one of two broken lines δk and δn. Moreover, obviously, the point a
belongs to just one broken line of the family {Γt}
p0
t=1. Summing up over all the
broken lines of this family, we obtain that a belongs to exatly p0 + 1 broken
lines of the family ∆, i.e., v(j) = p0 + 1. Calulate now the number w(j). Sine
hq+s = gs, s = 1, q0, by onstrution of the element h¯q+s and by Lemma 5.1, the
set K¯0 is a minimal ommittee of system (23). At the same time, sine the jth
inequality belongs to system (23), exatly q0+12 elements of the ommittee K¯0
satisfy this inequality; hene, w(j) = q0+12 . Then, u(j) = p0+1−
q0+1
2 =
p−q0+1
2 .
Calulate the number v(j) in the ase where a point b ∈ B orresponds
to the jth inequality. Consider the family of broken lines ∆′ = {δ′i}
p
i=1, where
δ′i = {h ∈ Γ : (hi, h) 6 1}, i = 1, p. Then, the number v(j) is equal to the
number of broken lines of the family ∆′ ontaining the point b. Let Γ(b) ⊂ Γ
be the minimal by inlusion part (ontaining the point b) of the broken line Γ
with the endpoints at the points of system A. Consider the subase where there
exists a point b0 ∈ B that belongs to the intersetion Γ(b) ∩ B0. Denote by a0
a point of the system A that lies on the line passing through 0 and b0. It is
easy to see that if a0 ∈ δi, then b0 ∈ δ
′
i, i = 1, p. Moreover, by onstrution
of the broken line Γ(b), one of two inlusions takes plae: either Γ(b) ⊆ δi or
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Γ(b) ⊆ δ′i for any i = 1, p. Sine b0 ∈ Γ(b), it follows that b ∈ δ
′
i if and only
if b0 ∈ δ
′
i, i = 1, p. Let point a0 orrespond to the j0th inequality of system
(23) for some j0, 1 6 j0 6 k1. Then, v(j) > v(j0) = p0 + 1. Calulate the
number w(j). Consider an arbitrary point a′ ∈ A and an arbitrary broken line
δq+s, 1 6 s 6 q0, suh that a
′ /∈ δq+s. Let b
′
be a point of the system B0
that lies on the line passing through 0 and a′. We show that b′ ∈ δq+s. Sine
hq+s = hs = l
1
s ∩ l
1
q+s, the endpoints of the broken line δq+s are two dierent
points as and aq+s. Then, δq+s = Γ
1
s∩Γ
1
q+s. Sine Γ
1
s∩A = Γ
1
q+s∩A = δq+s∩A,
we have a
′ ∈ Γ2s∩Γ
2
q+s, whene b
′ ∈ Γ1s∩Γ
1
q+s, i.e., b
′ ∈ δq+s. Thus, the number
of broken lines of the family {δq+s}
q0
s=1 ontaining the point a0 is equal to the
number of broken lines of the family {δ′q+s}
q0
s=1 ontaining the point b0. Sine
the rst of these numbers equals w(j0) and the seond one equals w(j), by the
above-proved, we have w(j) = w(j0) =
q0+1
2 . Hene, u(j) > u(j0) =
p−q0+1
2 .
Consider now the subase where Γ(b) ∩ B0 = ∅ and alulate the number
v(j). Take an arbitrary broken line Γt, 1 6 t 6 p0. Let the points ak and an of
system A be the endpoints of this broken line, k 6= n, 1 6 k, n 6 p. We show
that b belongs to just one of the two broken lines δ′k and δ
′
n. If two endpoints
of eah of the two broken lines δk and δn are the points of the system A, then
Γt = δk ∩ δn. Consequently, if b ∈ δk ∩ δn, then one of the two broken lines δk
or δn oinides with the edge of the polygon M
∗
and the point b is a vertex
inident to this edge. Therefore, the point b belongs to at least one broken line
δ′k or δ
′
n. On the other hand, sine Γ
1
k ∩ A = δk ∩ A, Γ
1
n ∩ A = δn ∩ A, and
Γt ∩ B0 = ∅, we have Γ(b
′
k) = δ
′
k ∩ δ
′
n. Sine Γ(b) ∩ B0 = ∅, it follows that
b /∈ δ′k ∩δ
′
n. Summing up over all the broken lines of the family {Γt}
p0
t=1, we nd
that the point b belongs to exatly p0 broken lines of the family ∆
′
, whene
v(j) = p0.
Let us alulate the number w(j). We show that the broken line Γ(b) lies in
the intersetion of
q0+1
2 broken lines of the family {δq+s}
q0
s=1. Indeed, onsider
an arbitrary broken line δq+s ontaining one of the endpoints of the part Γ(b)
that oinides with a point a0 ∈ A. If a0 is neither endpoint of the broken line
δq+s, then Γ(b) ⊆ δq+s by onstrution of Γ(b). In the ase where a0 is an
endpoint of the broken line a0, we have either a0 = as or a0 = aq+s. Let, for
deniteness, a0 = as. If Γ(b) ⊂ δ
′
q+s, then b
′
q+s ∈ Γ(b) ∩ B0 sine Γ
1
q+s ∩ A =
δq+s∩A; however, this is impossible. Thus, Γ(b) ⊆ δq+s. Consequently, the point
b belongs to exatly
q0+1
2 broken lines of the family {δq+s}
q0
s=1. Then, the point
b belongs to exatly
q0−1
2 broken lines of the family {δ
′
q+s}
q0
s=1. Consequently,
w(j) = q0−12 i.e., u(j) =
p−q0+1
2 . Thus, K¯ is a ommittee of system (24).
Let us prove that K¯ is a minimal ommittee. Consider an arbitrary ommittee
K1 = {f¯k}
q1
k=1 of system (24) suh that all its elements are solutions to some
MCSes of system (24). We show that q1 > p − q0. The set of solutions to the
subsystem Js, 1 6 s 6 q0, oinides with the set of solutions to a pair of its
inequalities, whih is, as has been proved above, the determining pair of a marked
MCS Ts of system (24). Sine K1 is a ommittee of system (24), the olletion
K∗1 = {Qk}
q1
k=1 is a ommittee of the system D
∗
. By Proposition 2.2 applied to
the ommittee K1, the subsystem Ts has a solution entering the ommittee K1
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with a positive multipliity. Therefore, there exists a memberQs ∈ K∗1 that votes
for the subsystem (A∩ δs) ∪ (B ∩ δ
′
s) of the system of points D
∗
orresponding
to the marked MCS Ts. Sine, by onstrution, the element h¯s satises the
subsystem Ts without loss of generality, we may assume that Q
s = Qs = P¯s,
where P¯s = {h : (h¯s, h) > 1}, s = 1, q0. Moreover, for all k = 1, q1 suh that
{j : 1 6 j 6 m + k1, (cj , f¯k) > bj} = {j : 1 6 j 6 m + k1, (cj , h¯i) > bj}
for some i, 1 6 i 6 p, we assume without loss of generality that Qk = P¯i =
{h : (h¯i, h) > 1}. Consider the sets I1 = {i : 1 6 i 6 p,Γ(bi) ∩ B0 6= ∅} and
I2 = {i : 1 6 i 6 p,Γ(bi) ∩ B0 = ∅}. We show that, for any i ∈ I2, there exists
a half-plane Q ∈ K ′1 = {Qk}
q1
k=q0+1
that votes for the points ai and bi. Sine
K∗1 is a ommittee of the system of points D
∗
, there exists a half-plane Q ∈ K∗1
whih votes for these two points. Moreover, for any s = 1, q0, the half-plane Qs
votes for two points as and bs, and also for two points aq+s and bq+s; moreover,
b
′
q+s ∈ Γ(bs)∩B0 and b
′
s ∈ Γ(bq+s)∩B0. Consequently, the line bdQs intersets
Γ at two points lying on the edges [as,bs] and [aq+s,bq+s]. Then, Qs annot
vote for both points ai and bi. Therefore, Q ∈ K
′
1.
Lemma 5.2 implies that Q = P¯i for Γ
1
i ∩ A = {ai}. Let Γ
1
i ∩ A 6= {ai}.
We show that the entire broken line δi lies in a broken line δs0 , 1 6 s0 6 q0,
whih has a ommon endpoint a
′
i with δi. Then, we show that Q 6= P¯i if and
only if Q votes against two points of the system A that are the endpoints of
the broken line δs0 . Indeed, sine the part of the broken line Γ
1
i onneting the
points a
′
i and b
′
i ontains no points of the system A other than a
′
i, we have
b
′
i ∈ Γ(b0) ∩ B0, where b0 is a point neighboring with a
′
i of the system B lying
on this part. As has been proved above, K¯∗0 = {Qs}
q0
s=1 is a ommittee of the
system of points A ∪ {b ∈ B : Γ(b) ∩ B0 6= ∅} ∪ {0}. Hene, there exists a
half-plane Qs0 , 1 6 s0 6 q0 that votes for both points a
′
i and b0. It is easy to
see that the broken line δs0 is the required one. Furthermore, on the one hand,
by Lemma 5.2, Q 6= P¯i if and only if Q votes against the point a
′
i. On the
other hand, the half-plane Q votes against the endpoint a′′i ∈ A, a
′′
i 6= a
′
i, of the
broken line δs0 . Consequently, Q 6= P¯i if and only if Q votes against the points
a
′
i and a
′′
i .
This, in partiular, implies that, if a half-plane of the olletion K ′1 votes
for two points ai and bi, and also for two points aj è bj , i, j ∈ I2, i 6= j,
then this half-plane oinides with neither P¯i nor P¯j . Denote by p1 the number
of suh half-planes ontained in the olletion K ′1. Consider also all suh half-
planes of this olletion that vote for a ertain pair (and only for this pair) of
points ai or bi, i ∈ I2, and denote by p2 the number of all these half-planes.
Sine |I2| = p − |I1| = p − 2q0, it follows that 2p1 + p2 > p − 2q0. Let p3
be the number of members of the olletion K ′1 present in K¯
∗
0 . We use the
following fat ([7℄): if a ommittee of a system of points D∗ has t members
voting against some two points of the system A, then this ommittee ontains
t + 1 members voting for both these points. Consequently, p3 > p1. Then,
q1 > p1 + p2 + p3 + q0 > 2p1 + p2 + q0 > p− q0. The theorem is proved.
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