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調査植生調査の結果である 2万 5千分の 1で作成された現存植生図を利用することができる．
しかし，作成に要する作業量の膨大さから，作業完了までに長い年月を要し，自然環境の基盤
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衛星画像から，植生図や土地被覆図を作成する研究は数多く行われている（鎌形 他, 2006; 長
















けられないという指摘がある（Melgani and Bruzzone, 2004）．この時，機械学習による分類が有
効視されている（Gislason et al., 2006）．機械学習とは，ある程度の数のサンプルデータ集合を
対象に解析を行い，そのデータから有用な規則や判断基準などを抽出する（Mitchell, 1997）．本
論では，複数の結果を統合・組み合わせることで精度を向上させる機械学習方法である集団学




































クトの形状を決定する．今回設定した Scale Parameterと Shape，Compactnessの値は，それぞ
れの土地被覆クラスを区分するために適したオブジェクトサイズになるように設定した．画像
分類では，分類に使用する特徴量として，オブジェクトの基礎統計量や形状，テクスチャを含
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表 1．分類に使用した 4つのデータセット．






し，同時生起行列（Gray Level Co-occurrence Matrix: GLCM, 高木・下田, 1991）を用いた．この
ように，データセット Iから IVにかけて，使用する特徴量を増加させた．分類クラスは広葉樹
林，スギ林，アカマツ林，竹林，水田，市街地，道路，裸地の 8クラスとした．精度検証では，
分類結果と検証データから判定効率表を作成し，Kappa係数（Stehman and Czaplewski, 2003）
を求めた．検証用のデータは，2006年に撮影された水土里ネット提供の空中写真と現地で取得
した樹木の位置情報である．それぞれのクラスに対し，100点ずつ検証用サンプルを取得した．








































各データセットと各分類手法における分類精度（Kappa 係数）を表 2 に示す．まず，最も分
類精度が良かった組み合わせは，Random Forest を用いたデータセット II の分類であった
（Kappa=0.68）．次いで，データセット IIにおける SVMとデータセット IIIにおける Boosting
と Random Forestを使用した分類において精度が高かった（Kappa=0.67）．CARTを用いた分
表 2．Kappa係数を用いた分類精度の比較．
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図 2．データセット毎の各分類クラスの信頼度（User’s Accuracy）．（a）データセット I，（b）
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表 3．Random Forest を用いたデータセット II の判定効率表．
図 3．各データセットと分類手法を用いた分類画像．
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Accuracy Comparison of Machine-learning-based Land-cover Classification
Using SPOT5/HRG Data
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Land cover mapping provides basic information for advanced science such as ecolog-
ical management, biodiversity conservation, forest planning and so on. In remote sensing
research, the process of creating an accurate land cover map is an important subject. Re-
cently, there has been growing research interest in object-oriented image classiﬁcation tech-
niques. Object-oriented image classiﬁcation consists of multi-dimensional features includ-
ing object features, and thus requires multi-dimensional image classiﬁcation approaches.
For example, a linear model such as the maximum likelihood method of pixel-based classi-
ﬁcation cannot characterize the patterns or relations of multi-dimensional data. In multi-
dimensional image classiﬁcation, data mining and ensemble learning have been shown to
increase accuracy and ﬂexibility. This study examined the use of the object-oriented image
classiﬁcation by multiple machine learning algorithms for land-cover mapping. We applied
four classiﬁers: Classiﬁcation and regression tree (CART), Decision tree with Boosting,
Decision tree with Bagging, Random Forest, and Support Vector Machine (SVM). The
study area was Sado Island in Niigata Prefecture, Japan. Pan-sharpened SPOT/HRG
imagery (June 2007) was used and classiﬁed into the following eight classes: broad-leaved
deciduous forest, Japanese cedar, Japanese red pine, bamboo forest, paddy ﬁeld, urban
area, road, and bare land. We prepared four data sets with object and texture features.
The number of features increases from data sets I through IV. As a result, CART was
unsuitable for multi-dimensional classiﬁcation. Random Forest, Decision tree with Boost-
ing and SVM showed high classiﬁcation accuracies. Furthermore, in the data set with the
limited features, Decision tree with Boosting was an accurate classiﬁer. Random Forest
and SVM are eﬀective for multi-dimensional image classiﬁcation such as data sets II and
III. Decision tree with Boosting is eﬀective for image classiﬁcation with limited features
such as data set I.
Key words: Satellite remote sensing, land cover, image classification, object oriented, ensemble clas-
sifier.
