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Abstract The dissertation addresses three issues in the 
use of Stein-like estimators of the classical normal linear 
regression model. The St. Louis equation is used to 
generate out-of-sample forecasts using least squares.
These forecasts are compared to those produced by 
restricted least squares, pretest, and members from a 
general family of minimax shrinkage estimators using root- 
mean-square error criterion. Bootstrap confidence 
intervals and ellipsoids are constructed which are centered 
at least squares and James-Stein estimators and their 
coverage probability and size is explored in an Monte Carlo 
experiment. A Stein-like estimator of the probit 
regression model is suggested and its quadratic risk 
properties are explored in a Monte Carlo experiment.
CHAPTER 1 
Overview
1.1 Introduction
Economic researchers have been notably reluctant to 
adopt new or improved statistical techniques. For example, 
in 1949 Cochrane and Orcutt proposed a "tentative" 
iterative procedure for eliminating autocorrelation in the 
linear regression model. Their technique —  often referred 
to as CORC —  requires the sacrifice of the first sample 
observation, a feature duly noted by the authors (1949, p. 
59). Five years after the appearance of CORC, Prais and 
Winsten (1954) discovered a transformation which alleviated 
this troublesome feature of the Cochrane-Orcutt procedure. 
As Oxley and Roberts (1982) point out, many authors 
apparently refer to the Cochrane and Orcutt article as 
justification for the use of CORC without ever having read 
the paper or considered the clear misgivings it contains. 
The pitfalls of using CORC in small samples were recognized 
and an alternative was available; nevertheless, 
economists hesitated to adopt better techniques even after 
computational barriers fell.
It is no surprise, then, that economists have been 
reluctant to adopt more exotic and forbidding estimation 
procedures. For instance, biased estimators represent a 
large set of techniques yet to be assimilated into the 
mainstream of econometric practice. A biased estimator is 
one that yields, on average, parameter estimates which 
systematically differ from the true, but unknown population
1
2parameters. The class of biased estimators is rapidly 
growing and includes such procedures as ridge regression 
[Hoerl and Kennard (1970a), (1970b)], adaptive ordinary 
ridge regression [Hoerl, Kennard and Baldwin (1975);
Lawless and Wang (1976); McDonald and Galarneau (1975)]; 
RIDGM [Dempster, Schatzoff, and Wermuth (1977)], adaptive 
generalized ridge regression [Hemmerle and Brantle (1978); 
Strawderman (1978)], and pretest estimation [Toyoda and 
Wallace (1975); Ohtani and Toyoda (1980); Judge and Bock 
[(1978), Ch. 7]. In many situations biased estimators may 
be 'better' in some sense than traditional unbiased ones; 
several such instances will be discussed in this 
dissertation.
Stein-rule estimators also belong to the class of 
biased estimators. This general family of estimators is 
named for Charles Stein (1956), who showed that under total 
squared error loss the traditional maximum likelihood 
estimator of the mean of a multivariate normal random 
vector was inadmissible if the number of means to be 
estimated was greater than or equal to 3. Five years after 
this remarkable discovery, James and stein (1961) were able 
to specify a simple nonlinear estimator which dominated the 
maximum likelihood estimator under squared error loss if 3 
or more parameter restrictions exist and if certain other 
design related conditions are met. Stein's discovery has 
had a significant impact on the course of statistics over 
the past 25 years. In Scientific American, Bradly Efron
3and Carl Morris (1979, p. 119) summarize the importance of
Stein's contribution in the following way:
(Stein's) result undermined a century and a half of 
work on estimation theory, going back to Karl Fredrich 
Gauss and Adrien Marie Legendre. After a long period 
of resistance to Stein's ideas, punctuated by frequent 
and sometimes angry debate, the sense of paradox has 
diminished and Stein's ideas are being incorporated 
into applied and theoretical statistics.
In more recent formulations, Stein-rules have been
proposed which incorporate uncertain prior information in
the form of a testable (null) hypothesis in order to reduce
the quadratic risk associated with having to estimate
parameters of the linear statistical model. In practice,
least squares parameter estimates are shrunk towards a
hypothesized parameter vector. The degree of shrinkage is
determined by the value of a random variable, usually the
value of the statistic which tests the null hypothesis
using the sample. Low numerical values of the test
statistic indicate that the prior information is confirmed
by the sample and suggests that the degree of shrinkage
should be large. If the prior information is poor, then
the test statistic is large; consequently, little if any
shrinkage occurs and the Stein-rule is approximately equal
to the ordinary least squares estimator.
It is well-known that estimator efficiency can be
improved by imposing general linear restrictions on the
parameters of the model; however, until Stein's
breakthrough, it had not been shown that the level of bias
induced by imposing inaccurate restrictions could be
4controlled. Stein's rule for combining sample and 
nonsample information assures users that the bias- 
efficiency trade-off, as measured by mean square error, 
will on average be favorable when compared to the mean 
square error of the least squares estimator.
Before Stein-rule estimators become widely used, much 
more must be known about how they perform in practice. Not 
only do researchers want to know about the Stein-rule's 
sampling properties and robustness, they also would like to 
be shown the extent of possible improvements and how they 
may be applied to concrete problems. These issues are 
explored in the chapters that follow.
Surprisingly, little effort has been expended to 
determine how well a Stein-rule estimator might predict 
future values of the dependent variable of a linear 
equation. Although a superior fit within the sample is no 
guarantee that the future observations will be accurately 
predicted by a regression model, it is nevertheless 
reasonable to expect models characterized by 'improved' 
parameter estimates to yield better forecasts. One 
question worth considering is whether combining sample and 
nonsample information with a stein-rule will lead to better 
out-of-sample forecasts than OLS, RLS, or ARIMA, especially 
when there is reason to believe that the process generating 
the in-sample data is different from the one generating the 
post-sample data.
Stein-rule estimators are often considered
5impracticable because of the difficulty one has 
constructing confidence intervals and testing hypotheses. 
Conventional hypothesis testing and interval estimation 
procedures require knowledge of the estimator's covariance 
matrix as well as the exact or limiting distributions of 
certain linear and quadratic forms and their ratios. Many 
of the standard results of conventional theory are based on 
the normality or asymptotic normality of linear 
combinations of the estimators in question. Unfortunately, 
a Stein-rule estimator is nonlinear, nonnormally 
distributed, and its covariance matrix and other 
'statistics' contain unknown population parameters. 
Replacing unknown population parameters with estimators 
yields statistics with unknown sampling properties and 
confidence intervals and ellipsoids cannot be obtained in 
the usual way. Chapter 5 of this dissertation is directed 
toward finding an operational way to address this problem.
Finally, preliminary research will be conducted 
examining the risk characteristics of a shrinkage estimator 
of the parameter of a nonlinear model. As a first step, 
the probit regression model will be considered. Nelder and 
Wedderburn (197 2) have recently found the probit model to 
be imbedded in a class of generalized linear models; one 
consequence of this is that the parameters of the probit 
regression model can be estimated using iterated feasible 
generalized least squares. Within this framework, it is 
possible to consider a Stein-like estimator of the probit
6regression model which uses the value of a likelihood ratio 
test statistic to control shrinkage toward the hypothesized 
vector. Using the results of GLIM, an estimator which 
resembles the usual stein estimator for the linear 
regression model can be obtained.
In the next three sections each of these issues will 
be discussed in more detail. In the final section a brief 
outline will be presented.
1.2 Out-of-Sample Forecasting With Stein-Rule Estimators
A primary function of economists is to forecast or 
predict economic events. Though hypothesis testing is an 
indispensible tool for revising or rejecting economic 
propositions, any theory must ultimately be judged by its 
ability to explain historical episodes or, more 
importantly, to predict future occurrences. Few theories 
are deemed 'robust' if they fail to meet this second 
criterion. Hypothesis testing and point estimation, it may 
be argued, are merely the means used to improve the quality 
of prediction. Therefore, the utility of an estimation 
technique might rest solely on its ability to generate more 
accurate predictions given a particular economic model.
There are several reasons to expect estimators of the 
Stein-family to show promise as good predictors. As noted 
earlier, Stein-rules allow would-be forecasters to combine 
prior information with sample information in a desirable 
way; the risk of using poor nonsample information is 
guaranteed to be no greater than not using it at all.
Although least squares minimizes the mean square error of 
prediction (PMSE) in the class of linear unbiased 
estimators, it does not do so in the class of unbiased 
estimators. In fact, Copas (1983) shows that under certain 
conditions the stein-rule predictor can anticipate the 
deterioration of the post-sample fit and give uniformly 
lower PMSE than least squares.
In a subsequent paper, Jones and Copas (1986) 
investigate the robustness of shrinkage predictors to 
departures from the assumption that the post-sample 
regressor matrix is similar to the in-sample regressor 
matrix. The work of Jones and Copas suggests that the 
Stein-rule estimator may be robust to model 
misspecification in a prediction context, especially if the 
misspecification arises as the result of changes in the 
linear relationships among the regressor variables over the 
post-sample period. In Chapter 4, this proposition is 
explored using the well-known St. Louis equation [Andersen 
and Jordan (1968)].
The St. Louis equation posits that nominal GNP is a 
linear function of current and past values of monetary 
policy (Ml or M2) and fiscal policy (candidate variables 
include government purchases, government expenditures, 
high-employment surplus, etc.). Economic theory is often 
silent on the form of the variables (log-levels, first 
differences, rates of change) and the length and shape of 
the distributed lags for each variable. The current
8practice is to let the data determine variable form, lag 
length and shape [Seaks and Allen (1984); Batten and 
Thornton (1983), (1984)]. The time series used to estimate 
the St. Louis equation have recently undergone a 
significant revision [U.S. Department of Commerce, Bureau 
of Economic Analysis, (Dec. 1985)], and, not surprisingly, 
lead to a different empirical specification of the model.
In addition, changes in Federal Reserve operating procedure 
in 1979 and again in 1982 lead many to believe that the 
underlying economic relationship between monetary policy 
and GNP had changed [Wallich (1984); Gilbert (1985)]. In 
light of the inherent uncertainty of model specification, 
the St. Louis equation is typical of many economic models 
and can be used to demonstrate the robustness of various 
prediction techniques to conditions normally encountered in 
econometric practice.
In Chapter 4, the post-sample forecast accuracy of 
several estimators of the St. Louis equation are compared 
using the root-mean-square error criterion. Several 
prediction equations will be estimated using the 1962:2- 
1982:3 and 1962:2-1979:3 sample periods for maximum lag 
lengths of 12 quarters. These include: 1) the OLS
estimator; 2) various estimators suggested by model 
selection procedures; 3) a simple Stein-rule estimator 
which shrinks all coefficients toward zero [Judge and Bock, 
(1978)]; 4) a Stein-rule estimator which shrinks all slope 
coefficients toward zero [Lindley, (1961)]; 5) a Stein-rule
9estimator which shrinks towards the principal components 
estimator [Hill and Judge, (1987)]; 6) a Stein-rule 
estimator which shrinks the parameter estimates toward the 
values implied by the estimators obtained through model 
selection; and, 7) A univariate ARIMA model [Box and 
Jenkins, (1976)]. Conditional forecasts will be generated 
from the estimated models for the 1979:4-1983:3 and 
1982:4-1986:3 post-sample periods.
1. 3 Confidence Intervals and Ellipsoids
If stein-rule estimation is to ever gain widespread 
acceptance among applied economic researchers, an 
acceptable measure of precision must be developed.
Although there are exceptions (ridge estimator, pretest 
estimator, etc.), knowledge of the sampling distribution of 
an estimator is an important pre-condition for its use.
The exact covariance matrix of the Stein-rule estimator is 
known [Judge and Bock, Section 8.9, (1978)], but the 
formula contains unknown population parameters. As a 
consequence, interval estimates and hypothesis tests cannot 
be formulated in the usual fashion. If one attempts to 
replace the unknown parameters with estimates, the sampling 
distribution of the usual likelihood ratio is no longer 
Student's t or Snedecor's F.
Phillips (1984) has been able to show that the exact 
distributional properties are, as he puts it, "well within 
reach." Specifically, he provides a formula for the 
probability density of the James-Stein (1961) estimator of
10
the linear regression model and deduces moment formulae 
directly from this general result. Unfortunately,
Phillip's results rely on the use of advanced analysis 
(Weyl fractional calculus) and cannot be readily applied at 
this time.
Less precise, but simpler, alternatives are available. 
Perhaps the easiest way to proceed is to approximate the 
sampling distribution of the statistics of interest by an 
asymptotic expansion. Ullah (1982) and Ullah, Carter, and 
Srivastava (1984) use an Edgeworth-type asymptotic 
expansion to approximate the multivariate and marginal 
sampling distributions for a class of biased estimators 
which includes those of the Stein-family and the 
corresponding overall F-statistic. Ohtani (1986) derives 
the distribution of an improved F-ratio [Ullah, Carter, and 
Srivistava, (1984)] obtained by using the James-Stein 
estimator in place of the OLS estimator and shows that the 
test based on the improved F-ratio for the null hypothesis 
that all regression coefficients are zero can be performed 
using the F-distribution. However, he also concludes that 
the power of this test is lower than that of the test given 
by the usual F-ratio.
Another line of research pursues Stein's (1962) 
conjecture that it is possible to derive improved 
confidence sets for the mean of a multivariate normal 
distribution. An improved confidence set is one with 
higher coverage probability and of no greater volume than
11
the usual one--a sphere or ellipsoid of fixed volume 
centered at the sample mean. Brown (1966) and Joshi (1967) 
independently demonstrated the existence of improved 
confidence sets when the multivariate normal random vector 
contains at least 3 elements. Olshen (1977) simulated the 
coverage probabilities of Joshi's estimator and found that 
the improvements could be substantial under certain 
parameterizations.
Using empirical-Bayes techniques, Morris (1977, 1983) 
shows that coverage probabilities of certain generalized- 
Bayes estimators are quite good. Using a Bayesian approach 
Berger (1980) constructs confidence ellipsoids based on the 
posterior covariance matrix. These ellipsoids are shown to 
have higher coverage probability over a significant portion 
of the parameter space and to be of uniformly smaller 
volume. Hwang and Casella (1982) devise an explicit 
procedure for uniformly increasing coverage probability by 
centering the usual confidence set at the positive-part 
James-Stein estimator. This result holds provided that the 
multivariate normal random vector has at least 4 elements. 
In addition, Hwang and Casella show that the possible 
improvement can be quite substantial.
The Berger (1980a) and Hwang and Casella (1982) 
estimators are limited to cases where the confidence sets 
are spherical. Hill and Fomby (1986) examine the coverage 
probability and volume of Berger's estimator relative to 
OLS under a range of conditions commonly found in
12
econometric practice. Surprisingly, they find Berger's 
estimator to be quite robust to various degrees of 
multicollinearity.
Most of the research on this topic has pursued the 
Bayesian confidence set approach. Many economists, 
however, are reluctant to embrace Bayesian statistics (one 
reason is that each new estimation problem requires a 
considerable start-up cost, thus being very time 
consuming). If progress is to be made, then an alternative 
must be found which not only yields tests of a given size 
with adequate power, but is also reasonably easy to 
perform.
One possibility is to use Efron's bootstrap [Efron
(1979, 1981, 1987); Freedman (1981)] which is a general
procedure for measuring the sampling variablity of a
statistic having an unknown sampling distribution. In
essence, bootstrapping permits one to approximate the
sampling distribution of a statistic by replacing the
unknown distribution function with the empirical
distribution of the data and then resampling randomly to
obtain a Monte Carlo distribution of the resulting random
variable. Chi and Judge (1985) have compared confidence
intervals for the James-Stein estimator based on bootstrap
resampling to those derived via empirical Bayes estimation
2
under the assumption that a is known. The performance of 
bootstrap confidence ellipsoids has yet to be considered.
In Chapter 6, bootstrap confidence intervals and
13
ellipsoids are constructed using Efron's (1979) percentile 
method and the size and coverage probability of these are 
studied in a Monte Carlo experiment.
1.4 Risk Characteristics of a Stein-Like Estimator for
the Probit Regression Model
Finally, a Stein-like shrinkage estimator of the
probit regression model is considered. To date, the theory 
of stein-rule estimation has not been extended to include
nonlinear regression models. Despite the lack of an
analytical result establishing a dominance property similar 
to the one for shrinking parameter estimates of a linear 
model, the idea that risk improvements measured under mean 
square error loss can be obtained in nonlinear models by 
shrinking maximum likelihood estimates toward hypothesized 
values is a reasonable one and warrants attention. In 
Chapter 6, a stein-like shrinkage estimator for the probit 
regression model is proposed and its risk properties are 
studied in a Monte Carlo experiment.
The search for a Stein-like estimator of a nonlinear 
statistical model begins with the probit regression model 
for two reasons. First, the properties of the likelihood 
function for the probit model are well-known and 
understood; its probability density is said to be 'well- 
behaved' because it is regular and globally concave.
Second, the MLE's can be interpreted as the result of an 
iterative generalized least squares procedure [Amemiya, 
(1985) and Nelder and Wedderburn, (1972)], a fact which 
immediately suggests an algorithm for constructing a Stein-
14
like shrinkage estimator. First, obtain the maximum 
likelihood parameter estimates for the probit model using 
iterated generalized least squares (or equivalent method). 
Then, calculate the value of the likelihood ratio statistic 
used to test the hypothesis restrictions. Finally, use 
this statistic to control the shrinkage of the 
unconstrained maximum likelihood estimates towards the 
restricted MLE's.
In this spirit, Dagenais (1985) extends ridge 
regression to nonlinear models by noting the weighted least 
squares interpretation of nonlinear least squares (NLLS) 
estimates and using these iteratively in the usual ridge 
regression procedure. Schafer, Roi, and Wolfe (1984) use a 
similar method to explore the statistical properties of a 
ridge logistic estimator. Copas (1983) has also suggested 
a shrinkage estimator for the probit model, but has not 
studied its risk properties.
In Chapter 6, the risk properties of a Stein-like 
shrinkage estimator for the probit regression model will be 
studied using Monte Carlo methods. In the experiment, 
risk functions under squared error loss will be computed 
and compared using the following estimators: maximum
likelihood estimator (MLE), MLE over a restricted parameter 
space, a pretest estimator, and the proposed Stein-like 
estimator.
1.5 Plan
This dissertation consists of six additional chapters
15
and is organized in the following way. To make the volume 
self-contained, Chapters 2 and 3 will be devoted to 
summarizing existing theory and technical details used 
throughout the remainder of the work. In Chapter 2 the 
basic notions of statistical decision theory and biased 
estimation are introduced. It includes sections on 1) the 
use of nonsample information, 2) pretest estimation, 3) 
stein-rule estimation, 4) hypothesis testing and interval 
estimation, and 5) the relationship between Stein-rules and 
Bayesian statistics. In Chapter 3 another set of tradi­
tional and nontraditional techniques are developed which 
are used in Chapters 4, 5, and 6. These include 1) time 
series models (ARIMA and PDL), 2) nonlinear estimation, 3) 
generalized linear models, and 4) computer intensive 
research techniques (Monte Carlo and bootstrapping).
In Chapter 4 the forecasting accuracy of the Stein- 
rule estimator of the St. Louis equation is considered.
In Chapter 5 several means of deriving confidence intervals 
and ellipsoids using the bootstrap are considered and the 
size and coverage probabilities of these confidence
procedures are explored in a Monte Carlo experiment. In
Chapter 6 the risk characteristics of a Stein-like 
estimator of the probit regression model are compared to
those of traditional estimators of the model, i.e., the 
MLE, restricted MLE, and pretest estimators. The final 
chapter will serve as a summary of results and a plan for 
future research.
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chapter 2
Biased Estimation
Classical statisticians use sample information in the 
form of observable random variables in conjunction with 
estimation rules to make inferences about unknown 
population parameters. In classical sampling theory an 
estimator is evaluated by its performance in repeated 
experimental trials. In this framework the statistician 
devises and uses estimation procedures which in a long 
series of identical experiments lead to correct parameter 
estimates (unbiased) with the greatest degree of accuracy 
possible (efficient). The benchmark for an estimator's 
goodness is the minimum variance unbiased property 
(m.v.u.).
In statistical decision theory, on the other hand, one 
explicitly considers the consequences of making decisions 
based on statistical information. The user of this 
information must specify a functional relationship that 
represents the rewards or costs of using an estimation rule 
to describe the true, but unknown state of nature. In the 
following two sections, the classical linear statistical 
model will be introduced and then linked to the basic 
principles of decision theory. In section 2.3 several 
estimators of the classical regression model be will 
considered (OLS, GLS, and MLE), as well as two alternatives 
to the frequentist approach (Bayesian and empirical 
Bayesian inference).
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In section 2.4, the hypothesis restricted regression
model is taken up and in sections 2.5 and 2.6 pretest
estimation and Stein-rule estimation are treated,
respectively. Then, several problems in Stein-rule
estimation are noted and two solutions discussed in section
2.7. In the final section of the chapter, a general theory
of confidence sets is summarized and related to standard
principles of hypothesis testing.
2.1 Classical Linear Regression Model
Consider the linear model
y = X B + e e~ (0 ,e 2fi) (2.1.1)
where y is a Txl vector of observable random variables, X
is a known TxK nonstochastic design matrix of rank K, B is
a Kxl vector of unknown parameters, e is a Kxl vector of
unobservable random variables with zero mean (E[e]=0), and
2
finite variance, o is unknown and n is a known positive
definite matrix. The set of assumptions underlying this
model should be carefully considered before discussing the
estimation of its parameters.
The Txl vector y represents a sample of size T of the
random variable Y. The y^ (i = 1,2,...,T) may or may not
be statistically independent. If not, then it is assumed
that the researcher knows the covariance of y up to a
2
scaler multiple a which must be estimated. Another 
important assumption of the classical linear regression 
model (CLRM) is that (2.1.1) represents all nonsample 
information and the sample values of y represent all sample
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2
information about the unknowns G and .
Also, the classical linear regression model assumes
that the X matrix represents the design of a specific
experiment. It is composed of T observations of the K
treatment variables which are assumed to be under the
control of the experimenter. Although the vector y varies
from experiment to experiment, X is fixed in repeated
samples and therefore would be identical in an infinite
number of experiments. The strong assumptions required of
X are hardly ever met in practice. A more accurate and
less stringent statement of the underlying probability
model would be that X is not repeated identically and that
the probability distribution of y is conditional on the
sample values of X as well as the population parameters G .
For maximum likelihood estimation of G it is also
assumed that the researcher knows the joint probability
2
distribution of yl£ ,X,u ,a . The likelihood function is
formed by rewriting the joint p.d.f. as L(£ ,e l x,y,i'i) which
is then interpreted as the probability of obtaining all
experimental values from the given parameterization G and 
2
a . The principle of maximum likelihood is to choose
'2estimates G and ff which maximize the probability of 
generating the sample from the given experiment.
Given the model (2.1.1), the classical statistician 
attempts to find rules which use the available sample 
information y to derive the 'best' estimates of the unknown 
population parameters G . The rule chosen is influenced by
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the fact that the researcher is able to either replicate 
the experiment or choose the number of experimental trials. 
Under these circumstances, it is not unreasonable to limit 
the class of estimators to that which yields unbiased 
estimates. Given enough replications or observations, the 
estimates derived will, on average, converge to the values 
of the population parameters.
Once the choice is limited to unbiased estimators, a 
frequentist will select from the set of unbiased rules that 
which, on average, gives the most precise estimates. That
'ft Vc Vt Vc
is, given two estimators of B , say B and B , B is more 
precise than B if Cov(B )-cov(B ) =a, where a is a 
positive semidefinite matrix. If no other unbiased
*
estimator of B can be found which is more precise than & ,
*
then $ is said to be m.v.u.
2 . 2 Statistical Decision Theory
The term statistical decision theory refers to the 
class of problems in which the statistician must gain 
information about certain parameter values in order to make 
a decision when the consequences of that decision depend 
upon the unknown parameters.
Suppose that an experiment is designed to reveal 
information about the true state of nature, B . A decision 
d from the set of all possible decisions JD will be chosen 
based on the outcome of the experiment, since the 
observation of y has a bearing on the decision chosen, d 
must depend on y, i.e., d(y). Although it need not be, the
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decision rule d(y) is often used synonymously with the
ft ft
estimator of /S. So, if d(y)=£ , then £ * D.
Let R  be the set of all possible rewards r which might
be received as a result of the decision d and the true
*
state of nature $. Therefore if d(y)=fl , then
r(£ ,d(y) ) =r (£ ,£ *)* Ft.
Let the statistician's or policy maker's utility function
be denoted by XJ and let U  be a function of the reward r.
It is conventional to use the negative of the utility
function rather than utility as the quantity of interest;
this number is defined as the loss to the decision maker of
*
having to use an estimator /® instead of the true parameter 
value £ as a basis for making the decision. Hence, for 
each state of nature £<= B  and each decision d«=E>, the loss 
L(£,d) is defined to be
L(*,d(y)) = - U[r(£,d(y) ) ]
or,
L (B ,fi*) = - U [ r (£ ,/S*) ].
The elements of a decision problem are the parameter
space B  which reflects all possible states of nature
relative to the unknown parameters /S , the set of possible
*
decisions E>, and a loss function L(/S ,B ) defined for all 
($ ,&*)€ ( B x D )  .
For any decision function d(y)<= ID and parameter vector 
/Je b ,  the risk function p (tS,d(y)) is defined to be the mean 
value of the loss function over the sample space. Risk is 
denoted as
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P(*,d(y)) = E[L(0,d(y))] = I yL[*,d(y)]f(y\0)dy (2.1.2)
a
or, if d(y) = 0 , then
p (0 ,0*) = E [ L { 0 , 0 * ) ]  = i yL {0 , 0 * ) f ( y \ 0 ) d y (2.1.3)
where f(yl£) is the joint probability density of y given
the true state of nature 0 and S is the multiple integral
over all possible values of the random vector y.
2.2.1 Decision Rules
Given the loss function L(0 ,0 ) and the associated 
*
risk function p {0 ,0 ) the question arises: What criteria
can be used to determine which decision or estimator is to 
be preferred? One possible candidate is the estimator 
which has uniformly lower risk than other competing rules.
10C 0C 0( Vt 0C 0C
Let 0 and 0 be two estimators in D .  Comparing 0 to 0
*
on the basis of the risk function using this criterion, 0
& A
is preferred to 0 if
p {0 ,0*) $ p(0 ,0**) for all 0e 3B and 
p (0 ,0 ) < p [0 ,0 ) for at least one 0 * B .
If no other estimator in D  (or equivalently, no other
10C 10C
decision d(y) in D )  is uniformly better than 0 , then 0 is
*
called an admissible estimator (or d is called an 
admissible decision rule). To be more precise, consider 
the following definitions presented in Judge and Bock 
(1978).
A
Definition 2.1.1 An estimator 0 is said to dominate an 
estimator £** if, for alltfeB, p {0 ,0*) i p {0 ,0**) . if, in 
addition, p{0,0*) < p(0 ,0**) for at least one then 0*
•ft A
strictly dominates 0 . [Judge and Bock (1978), p. 13]
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Consider two estimators of B , B *  and B * * . Definition 2.1.1
says that if for any value of the true parameter vector B
*
the estimator B has risk no greater than another
ft ft ft A
estimator B , then B dominates B . If in addition, one 
can find at least one point in the entire parameter space 
where B * is less risky than B * * , then B *  strictly dominates
ft ft
B . Clearly, the admissiblity of an estimator is closely 
related to the idea of dominance. To see the exact nature 
of this relationship, consider the following definition.
ft ft
Definition 2.1.2 An estimator B is said to be
*
inadmissible. if, for any estimator B such that 
p (iff ,B * )ip (B ,B **) , for all Be IB, and for some Be 33, 
p (B , B * ) <p {B , B* *) . [Judge and Bock (1978), p. 14]
By this definition, an estimator is inadmissible if it is 
not strictly dominated by another estimator.
Finally, another desirable quality for an estimator to 
have is that of minimaxity.
ft
Definition 2.1.3 An estimator B is said to be minimax
*
within the class of estimators D  if B is in 3D and 
sup0t 33 p (^  '^  *) - sup^ B  p {B ,B** ) 
for all B**e id. [Judge and Bock (1978), p. 14]
Note: This criterion merely states that the least upper
*
bound of the risk associated with B is less than or equal 
to the least upper bound of the risk of all other
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estimators in ID. Estimators are called minimax if they 
minimize the maximum risk. Universal minimaxity is 
difficult to establish; therefore, the minimax property is 
confined to comparing estimators of the same class.
Bayes' criterion has also been used as a criterion for 
choosing an estimator. This approach will be discussed in 
sections 2.3.3 and 2.3.4.
2.2.2 Loss Functions
Loss functions can take many forms. Ideally, the loss 
function should be derived from an underlying utility 
function and the rewards on which it depends. Utility is 
difficult to model formally, consequently analyses of 
decisions are usually carried out under certain standard 
loss functions which may or may not accurately reflect the 
true losses to the decision maker.
(a) Squared Error Loss
For an arbitrary estimator b of £, the loss function 
L(/9,b) = (fl - b) ' (0 - b) is referred to as squared error 
loss. It is used for several reasons [Berger (1980b), pp. 
54-55]. First, squared error loss is the variance of the 
ordinary least squares estimator (or other unbiased 
estimator) in univariate cases and the trace of the 
variance-covariance matrix when $ is vector valued. This 
fact makes risk evaluation under squared error loss 
familiar to classical statisticians. Another reported 
advantage of squared error loss functions is the relative 
ease with which risk can be calculated. On the other hand,
25
squared error loss is probably not a good model of true
loss because it is neither bounded nor concave, two
properties which violate common sense notions about a
decision makers underlying utility function [i.e., decision
makers probably have decreasing absolute risk aversion and
the potential loss they suffer is usually bounded above,
see DeGroot (1970), Ch. 7 or Hey (1981), p. 150].
Squared error loss is a special case of quadratic
loss. If = ^  • • • > a vector to ke
estimated using b=(b1# b2 , . . . , bR )' and W is a K x K
positive definite matrix, then
L (0 , b ; W ) = ($ - b)'W(iS - b). (2.2.1)
If W = I__, then (2.2.1) is equivalent to squared error J\
loss. If W = X'X, then (2.2.1) is called mean square error 
of prediction loss. To see why this is so, let W = X'X and
(2.2.1) becomes
L(0,b;W) = (/S - b)'X'X(0 - b) = (X£ - Xb)'(X0 - xb).
(2.2.2)
Using the fact that E[y] = X# and by denoting the predicted 
values of y as y, (2.2.2) can be written as
L(/?,b;W) = (y - E[y])'(y - E[y]). (2.2.3)
This loss function is used when interest focuses on the in- 
sample forecast accuracy of the model, whereas the squared 
error loss function is considered to be more appropriate 
when interest lies in the 'quality' of the parameter 
estimates.
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(b) Linear Loss
When the utility function is approximately linear the 
loss function tends to be linear. In this instance the 
loss function of interest is
L(*,b) =
K_(£ - b) if P - b £ 0
~ ~ (2.2.4)
l K (£ - b) if B - b < 0.
The constants K Q and may be chosen so that 
overestimation is valued either more or less than 
underestimation, i.e., Kq ^I^. If KQ=K1=K, then the loss 
function (2.2.4) becomes
L(# ,b) = KI0 - bl (2.2.5)
and is called absolute error loss. The constants KQ and ^  
may also be functions of the true state of nature & , in 
which case the loss is called weighted linear loss ■
[Berger (1980b), p. 56]
(c) " 0 - 1 "  Loss
In many cases, a decision maker must select one of two 
alternatives. Hypothesis testing falls into this category 
of decision problems. Loss functions in this class are 
denoted
L(£,b) =
0 if 13,
1 (2.2.6)
1 if (i 4 D) •
If the correct decision is made, then the loss is zero. If 
not, the loss is equal to one. The risk associated with 
this loss function is
£(#,b) = E[L(0,b)] = Pr[b is correct] (2.2.7) 
which can be interpreted as either the probability of a
type I or type II error, depending on whether fie or fie B  
(Under HQ : ^  B i and under Ha : fie 13 ^ ) .
(d) Risk Matrix
Another related measure of estimator performance, the 
risk matrix, is often used. The mean square error matrix 
of an estimator b is defined to be
E [ {fi -b) {fi -b) ' ]= MSE(fi ,b) .
That is,
MSE(0,b) = E{[E(b)-|S ] [E(b)-j6 ] 1 }
+ E{[b-E(b )][b-E(b)]1>
= [bias(b)][bias(b)]' + cov(b).
Notice that under squared error loss
tr[MSE(£ ,b) ]=#» {fi ,b) .
*
If b and b are two alternative estimators of the vector fi ,
* ~ 
then b is defined to be superior to b in strong mean
square error if and only if
E[ (b-tf ) (b-tf) ' ] - E[ (b*-£ ) {b*-fi ) ' ] = a
where a is a positive semi-definite matrix. [Fomby, Hill,
and Johnson (1984), p. 98]
2.3 Alternative Estimation Rules
In this section, several estimators of the linear
model (2.1.1) will be considered. Estimators include the
ordinary least squares estimator (OLS), the generalized
least squares estimator (GLS), and the maximum likelihood
estimator (MLE). In addition, Bayesian and empirical
Bayesian approaches to point estimation are briefly
considered.
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2.3.1 Ordinary Least Squares
Suppose that one wishes to estimate the vector of 
unknown parameters B of the linear model (2.1.1). For the 
classical statistician the problem is to find a suitable 
function of the observed random variables y that yields the 
'best' estimator of $ in repeated samples. Under the 
assumption that ft = IT, the most widely used rule is that of 
ordinary least squares (OLS). OLS chooses that value of $ 
which minimizes the sum of squared errors function of the 
model (2.1.1), which is denoted
s = e'e = (y-X£ ) ' (y-X# ) .
Minimizing s with respect to 0
& s
-- = 2X'Xb - 2X'y = 0 
80
yields,
b = (X'X)“1X'y (2.3.1)
where b is defined to be the ordinary least squares (OLS) 
estimator of 0 . The OLS estimator of 0 is linear and 
unbiased. Linearity follows from the fact that (X'X)-1X' 
is a KxT matrix of constants and unbiasedness from the fact 
that E[b] = 0. The covariance matrix of the OLS estimator 
is denoted
Cov(b) = E[(b-B )(bnff)1] = E [(X'X)-1X'ee'X(X'X)-1]
and, since E[ee' ]=*r ^ 11=0 2it , this reduces to
Cov(b) =ff2(X'X)"1. (2.3.2)
2 -1In summary, br-(0 , o (X'X) ). The unbiased estimator of
2
the unknown parameter a is denoted
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ff2 = (y-Xb)'(y-Xb)/(T-K). (2.3.3)
By the Gauss-Markov theorem, the least squares 
estimator is the most efficient linear unbiased estimator 
of $ for the model (2.1.1), given u = IT . [Rao (1976), pp. 
223-224 ].
(a) Loss and Risk
The risk function of the OLS estimator under weighted 
quadratic loss is
E[(b-£ )'W(b-£)] = ff2tr[(X'X)“1W] (2.3.4)
Notice that under mean square error loss (i.e., W=IR ), 
equation (2.3.4) is merely the trace of the covariance 
matrix of b. Judge and Bock (1978, pp. 19-20) show that 
within the class of linear unbiased estimators, the least 
squares estimator of £ is also minimax.
(b) Normality
Under the additional assumption that e is distributed 
as a multivariate normal random vector, one can make 
further claims about the goodness of the linear estimator 
b= (X'X) _1X'y. It can be shown that when e,vN(0,ff2l), b is 
the maximum likelihood estimator as well as the m.v.u.
2
estimator of £ . The maximum likelihood estimator of ff is
~  2 ~  ~
biased, however, and denoted ff =e'e/T. [see Fomby, Hill, 
and Johnson (1984), pp. 34-35]. Finally, it can be shown 
that b is minimax among all unbiased (linear or nonlinear) 
estimators of £ [Judge and Bock (1978), p. 20].
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2.3.2 Generalized Least Squares
The generalized least squares estimator is used to 
estimated in (2.1.1) when Recall that is assumed
to be a known positive definite matrix; therefore, there 
exists another TxT positive definite matrix P such that
_ i
w=pp'. Transform (2.1.1) by P to obtain:
P _1y = P -1X/S + p"1e. (2.3.5)
1  ^ "1  ^ — i
Let p “ y=y , P - X=X , and P- e=e . Equation (2.3.4) can 
now be written as,
y* = X*£ + e*. (2.3.6)
Equation (2.3.6) is sometimes referred to loosely as the
*
transformed model. Observe that E[e ] = 0 and 
Cov(e* )=E[P~1ee' (P_ 1 ) ' ] =ff 2 P-1fi (p"1 ) '=ff2IT . Thus, the 
transformed model (2.3.6) has the same properties as
(2.1.1); consequently, the OLS estimator of the transformed 
model will retain all of its desirable properties.
The generalized least squares estimator of £ may be 
written as
b = (x,n"1x)“1x |o “1y = (x*rx*)“1x*'y* (2.3.7)
and is, by the Gauss-Markov result, the best linear 
unbiased estimator of £ . The GLS estimator of £ has 
covariance matrix
E{[bg-E(bg )][bg-E(bg )]'} = ff2 (x'n_1x)"1
(2.3.8)
2
and the unbiased estimator of ff is
= (y-Xb ) M'i"1(y-Xb )/(T-K) . (2.3.9)
y y y
Given that o is known, the risk results from the previous
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section hold for the transformed model (2.3.6). In 
summary,
bg ~ [0 ,ff2 (X,n"1x)"1 ].
When 0 is unknown it can, in most instances, be 
replaced by a consistent estimator ft and the resulting 
feasible generalized least squares estimator (FGLS) will 
have the same asymptotic distribution as the GLS estimator 
[see Schmidt (1976), pp. 70-71].
2.3.3 Bayesian Inference
There is another important tradition in statistics 
which attacks the problem of estimating 0 in (2.1.1) in a 
different way. Philosophically, classical statisticians 
and Bayesians are often at odds because they disagree on 
certain fundamental principles (for instance, how to define 
probability). With the renewed interest among classical 
statisticians of using prior information efficiently, the 
two camps appear to be moving closer to one another (in 
spite of the continuing dispute over first principles). 
Nowhere is this more apparent than in stein-rule 
estimation. The Stein-rule can be thought of as the 
classical statistician's response to the Bayesian's use of 
a prior probability density function and, remarkably 
enough, it can be derived though the empirical Bayesian 
approach as the mean of a posterior distribution [Zellner 
and Vandaele (1974)]
Given the close relationship between the Stein-rule 
and Bayesian approaches to point estimation, no thorough
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examination of stein estimation would be complete without a 
cursory discussion of the relationship between the two. 
Therefore, in the next 3 subsections these issues are 
examined. In the remainder of this section, the basic 
principles of Bayes estimation are presented and the 
relationship between the Bayes and the frequentist approach 
is discussed [Zellner (1971)]. In section 2.3.4, the 
empirical Bayes estimator is defined. Section 2.3.5 
contains a sketch of how the simple James-Stein estimator 
(1961) is derived as an empirical Bayes estimator.
The decision theoretic framework developed in section
2.2 needs but slight alteration to accomodate Bayesians.
Suppose the Bayesian statistician experiments to obtain
information about the parameters B . The sample
observations y depend on B through a known probability
density f(ylfl). Let f(y,B) denote the joint probability
density function of the random vector of experimental
observations y and the random parameter vector B . The
parameter vector may have as its elements the coefficients
of the linear regression model (2.1.1), its unknown 
2
variance c , or if h unknown, its covariances.
Using familiar properties of conditional 
probabilities, the joint density f (y,£ ) =f (yl£ ) f (£ ) is 
obtained. From this, the marginal density k(y) is obtained 
by integrating B out of the joint density. Then, one uses 
Bayes formula to find the distribution of interest, f(tfly). 
Thus,
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f (fi I y) * f (yi/G ) f (fi ) (2.3.10)
where c means "is proportional to", f(0ly) is the posterior 
p.d.f. for the parameter vector fi given the sample y, f (fi ) 
is the prior p.d.f. for the parameters fi, and f(yl£) is the 
likelihood function and represents the sample information,
(a) Prior Distribution Functions
Specification of the prior probability density 
function can be problematic. Many Bayesians choose prior 
p.d.f.'s which when combined with the likelihood function 
yield posterior distributions that are easy to work with.
Definition 2.3.1 Let 3* denote the class of probability 
density functions f(yl£). A class of prior distributions 3? 
is said to be a conjugate family for 3* if the posterior 
p.d.f. f(£ly) is in the class F* for all ftS1 and prior 
probability density functions ne e>.
When a conjugate prior is used, the resulting posterior 
p.d.f. can be reused as a prior p.d.f. in a subsequent 
experiment. In this way, researchers can update the 
posterior p.d.f. whenever additional sample information 
becomes available.
Another type of prior distribution often used is the 
improper prior distribution. If the integral of the prior 
distribution taken over the entire parameter space does not 
converge, then the prior distribution is called improper. 
This type of prior distribution poses no difficulty as long 
as the resulting posterior p.d.f. is proper. For example,
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Jeffery's noninformative prior is typical of an improper 
prior density function and is denoted
£ (£ ,c ) e 1 /a -on «e <ot r 0<a «o .
Jeffery's prior p.d.f. has the attractive feature of being 
invariant under reparameterization. Noninformative priors 
are so-named because treat all possible values of fi as 
equally likely.
(b) Point Estimation
The major object of Bayesian analysis is derivation of 
the posterior p.d.f. As mentioned above, this requires 
combining prior information (in the form of the prior 
p.d.f.) with the sample information (using the likelihood 
function). Once obtained, the posterior p.d.f. can be used 
to derive point estimates, find confidence intervals, or 
test hypotheses.
Again, following Zellner (1971), the relationship 
between the Bayesian and sampling theoretic approaches to 
point estimation can be depicted in the following way. Let 
b=b(y) be the sampling theory estimate of fi. Recall from 
equation (2.1.3) the risk function
P(fi,b) = S y L(fi ,b)f(yifi)dy (2.3.11)
where L(£,b) is the loss function, f(yl/ff) is the p.d.f. of 
the sample given fi, and the integral is taken over all 
values of y and is assumed to converge. Note, however, 
that the risk (2.1.11) is a function of the unknown 
parameter vector fi, which the Bayesian considers to be a 
random variable. Consequently, we can consider the average
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risk taken over all values of fi ,
E[p (£ ,b) ] = f (fi )P (fi ,b)dfi . (2.3.12)
In (2.3.12) f(fi) is the prior p.d.f. and is included in 
order to weigh the performance of the estimator b in 
various regions of the parameter space. This weighting is 
desirable because many estimators can be expected to 
perform "better" or "worse" depending on which region of 
the parameter space they operate.
To derive the point estimator, one may choose the 
value b which minimizes average risk; thus substitute 
(2.2.11) into (2.3.12) and select
min£ E [<o (£ ,b ) ] = min f gf f {fi ) L(fi ,b) f (yl/S ) dyd£ .
(2.3.13)
Rearranging (2.3.13) yields
min~ E[p (tf ,b) ] = minb S $ [X yL(£ ,b) f (y!£ )dy]f (£ )d£
(2.3.14)
or simply,
= min£ f (£ ,b)dff . (2.3.15)
By changing the order of integration in (2.3.14) and using 
the fact that f(£)f(yl£) = f(y)f(£ly), (2.3.14) can be 
expressed as
min£ E[p {fi ,b) = min~ / y [/^L(^ ,b)f (fi I y)6fi ]f (y)dy.
(2.3.16)
The estimator b which minimizes the expression in brackets 
in (2.3.16) minimizes expected risk and this estimator is, 
by definition, the Bayes estimator.
A formal definition from Judge and Bock (1978) uses
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(2.3.15) and is stated below.
Definition 2.3.2 An estimator B ^  is said to be Bayes with 
respect to the distribution F in B  if the Bayes Risk (the 
expected value of the risk function with respect to the 
distribution F on B )  is minimum. That is, for all other B* 
in 33 ,
E [ M 0 , £ f* H  = tpP (B , B * ) t  (B )6B i E [p (B ,B* ) }
[Judge and Bock (1978), p. 15]
Therefore, according to Definition 2.3.2, the Bayes 
estimator is that which minimizes the average risk with 
respect to the prior distribution F. If, for example, the 
loss function is given by (£-b)'(0-b) [i.e., squared error 
loss], then the Bayes solution is the mean of the posterior 
distribution. Finally, the estimator b ^  which minimizes
(2.3.16) for the posterior p.d.f. (2.3.10) when/f(0)dS is 
infinite or improper is referred to as a generalized Bayes 
estimator.
2.3.4 Empirical Bayes Inference
In the preceding section the Bayesian approach to 
estimation and decision theory was introduced. In this 
section, empirical Bayes estimators are considered; these 
estimators share features of the Bayesian and the classical 
sampling theory approaches to statistical inference. The 
distinguishing feature of empirical Bayes inference is the 
estimation of the parameters of the prior probability 
density function. Following Berger (1980b), the empirical
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Bayes approach to statistical inference will be described 
in this section.
As in pure Bayesian analysis, the data are assumed to 
be distributed according to a particular family of 
distributions f(yltf). The parameters fi are themselves 
random variables with distribution f(^)eF* defined on the 
sample space 13. Inferences are to be made about a 
particular realization of fi. Therefore,
Yl£- f (yl£ ) and£-f(/S), fe p  (2.3.17)
where f<= P  denotes the fact that f(£) belongs to a family of
prior density functions. Note also that (2.3.17) implies 
that there are two random processes to consider: one for
the data y and one for the parameters fi .
Again, given a loss function L(£,b), the associated 
empirical Bayes risk function is defined to be
P {fi ,b) = E fE^L«5,b), f« P. (2.3.18)
Notice that the expectation is taken over fi and over all 
priors f so that the estimator (or decision procedure) is 
evaluated with respect to both sources of possible 
variability.
The model (2.3.18) is important because it contains
both pure Bayesian and frequentist models as special cases.
Pure Bayesians consider the case where the family of priors
is restricted to a single member f . Given f ando o
quadratic loss, application of Bayes rule yields the mean 
of the posterior distribution as a point estimate of fi . On 
the other hand, if ]? contains all point priors f^ then
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p  {$ ,b) =fl( ,b) becomes the ordinary risk function of the 
OLS estimator of £ , p (fi ,b) .
2.3.5 James-Stein Estimator
It is possible to show that the James-Stein (1961) 
estimator of the mean of a multivariate normal random 
vector can be derived via the empirical Bayesian approach 
to statistical inference. The first step in deriving the 
empirical Bayes estimator is to transform the model into 
its canonical form. Let P be an orthogonal, positive 
definite matrix such that P'X'XP=D with
D=diag[X , ,x ,.. . ,x ], and X £X £ . . .x where X (i=l,...,K)1 c, i\ 1 c K 1
is the i characteristic root of the regressor cross 
product matrix X'X. Using the fact that P'P=PP'=IK , define 
Z=XP and 9=P'iS. Under this parameterization the model can 
be written
y = Xj6 + e = XPP'/S + e = Z0 + e.
The least squares estimator of 0 is denoted 0, 0 =0+t ,
0~N(0 ,ff 2D _1) and consequently, 0 ,o 2D -1) .
The overall strategy is to find the posterior 
distribution of 0. This requires knowledge of the joint 
density (0,0) from which the conditional density 0 10 can be 
obtained. The latter is the posterior probability 
distribution of the parameters. Under quadratic loss, the 
mean of the posterior distribution is the Bayes estimator.
Since the parameters of the prior distribution are 
estimated using the sample, one is said to be using an 
empirical Bayes estimator of 0 .
The James-Stein estimator shrinks least squares 
coefficient estimates toward zero. In Bayesian analysis 
this is equivalent to invoking a prior distribution on 0 
which has 0 mean and an as yet unspecified covariance 
matrix. In the absence of any specific prior information 
about the covariance of 0 , it is assumed that it is 
proportional to the sample covariance matrix of 0, i.e., 
e-N(0,T 2D _1) , 0=O+v, and v~n(t 2d ~ 1) .
To obtain the joint distribution (9,9), the marginal 
distribution m(0) is needed. By substitution, 6 = 0 + v +* 
and assuming v and e are statistically independent, 9 has 
covariance
E[ ( v+e ) ( v+€ ) ' ]=E[vv' + t t ' ]  = (t 2 -kt 2 ) D_1 (2.3.17)
2 2 -1and thus 0"“N(O,(t +ff )d ). The covariance Cov(9 ,0 ) is
E [ (v+e )V' ] = r ^ ' 1 (2.3.18)
Using the properties of the multivariate normal p.d.f. 
[Dhrymes (1974), p. 19], the joint distribution {9,9) 
becomes 
“ e 
_e
and the conditional ddistribution 9 I e is
ei0~N[O+(T 2/(t 2-kt 2)e , 0- 2 (t 2 /(t 2-ht 2)D_1] . (2.3.20)
The Bayes estimator under quadratic loss is the mean of the 
posterior p.d.f.
E[0ie ] = 0 + [t 2/(t 2-kt2 ) ]0
= [1-* 2/(t 2+ff 2 ) ]0 . (2.3.21)
2 2 2 -1 Since a and (t -ht ) are unknown, they must be estimated.
t +o ) d t D
(2.3.19
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Note that since e-N(0, (t 2-w 2)d _1) , then e 1 d9-x 2 (t 2-kt 2) and
X\
thus
E[l/e>D0] = (T2+ff2 )-1 E [ 1 /X 2 ]
K
= (t 2+ff2)_1/(K-2)
implying,
(t 2-kt2 )-1 - (K-2)/e#De. (2.3.22)
Under quadratic loss, the risk minimizing scale
2 ~  2
invariant estimator of o i s o  =(y-z9)'(y-Z©)/T-K+2=s/T-K+2 
which if used in (2.3.21) yields
0 eb = U-ts/T-K-*-2 ) (K-2)/© '10 ]© . (2.3.23)
Applying the inverse transformation 0=Pb yields the James- 
Stein estimator
b eb=5 (13) = [1 “ (s/T-K+2 ) (K-2)/b'X'Xb]b (2.3.24)
where the shrinkage constant is chosen to be equal 
(K-2)/(T-K+2). The estimated covariance matrix can be
obtained similarly by noting
2, 2, 2 2. - 1  2,, 2, 2 2 . - 1  ff (t /t -w  )d =ff (1-ff A  ) D .
2 2 2 2 Replacing o with s/T-K+2 and (1-ff A  +0- ) with
[1-(s/T-K+2)(K-2)/b1X 1X b ] yields
c°v (beb)=(s/T-K+2)[1-(s/T-K+2)(K-2)/b'X'Xb](X'X)"1 .
(2.3.25)
This estimator not useful in some circumstances. Note that 
while OS (l-tf 2 A  2 )£ 1 / its estimator (2.3.25) may be less 
than zero if v =(s/T-K+2)(K-2)/b'X'Xb>l. This leads to a 
nonpositive definite covariance matrix and standard errors 
which may be complex. In such cases, it is advisable to 
set i* to its theoretical lower bound, zero.
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Berger and Berliner (1984) cite several advantages and 
disadvantages of approaching stein-rule estimation this 
way. To its credit, formal Bayes estimation ensures that 
the prior information will be used correctly, increases the 
likelihood that the resulting estimator is admissible, and 
provides a framework for obtaining confidence sets based on 
the posterior p.d.f. The major disadvantages are: (1) the 
estimator must sometimes be expressed as numerical 
integrals and (2) the frequentist risk properties are often 
hard to verify. In addition, the variability associated 
with estimation of the parameters of the prior distribution 
is taken for granted in the derivation of the posterior.
Estimation of the parameters of the prior probability 
density function can usually prevent profound 
misspecification. Consequently, the empirical Bayes 
estimator often dominates its purely Bayesian alternatives. 
2 .4 The Hypothesis Restricted Regression Model
If the researcher has precise knowledge about 
hypothesized values of the parameters of the linear model
(2.1.1) and imposes restrictions on the parameter space of 
the model, then estimator efficiency may be considerably 
enhanced. The resulting estimator is referred to as the 
hypothesis restricted estimator.
The hypothesis restricted estimator is a basic 
component of the Stein-rule used below in section 2.6. In 
fact, the Stein-rule estimator is actually a convex 
combination of the OLS and hypothesis restricted
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estimators.
More generally, nearly any linear estimator can be 
thought of as a hypothesis restricted estimator.
Implicitly, the linear model (2.1.1) reflects the 
imposition of an infinite number of restrictions; i.e., one 
for each of an infinite number of possible regressors which 
could have been included in the matrix X. For example, the 
polynomial distributed lag estimator considered in section
3.1.4 can be thought of as a hypothesis restricted 
estimator; in this case the researcher hypothesizes that 
the effects of lagged independent variables fall along a 
polynomial of a given degree and is able to express these 
hypotheses as a set of linear homogeneous equations.
For reasons which will become apparent, the hypothesis 
restricted estimator considered below will often be 
referred to as the restricted least squares (RLS) 
estimator; and, because of the central position this 
estimator takes in the work which follows, the RLS 
estimator will be discussed at some length.
2.4.1 Statistical Model, Mean, and Covariance
Recall the linear regression model (2.1.1),
y = X0 + e e-(0,ff2IT ) (2.1.1)
and assume further that additional information exists in 
the form of J^K independent linear hypotheses involving the 
unknown parameters ft. Mathematically, this is expressed as 
R0=r where R is JxK matrix of rank J, J^K, and r is a Jxl 
vector of known constants. Also, define w=R£-r, so that w
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is a Jxl vector of parameters representing the degree of 
error in the hypotheses.
By convention the hypotheses are assumed to be true, 
implying w=0 [Judge and Bock (1978), pp. 26-27]. 
Unfortunately, the economist seldom has nontrivial prior 
information of the form R£=r which is exactly true. The 
consequences of will be explored presently. First, we 
consider the hypothesis restricted estimator or restricted 
least squares estimator of the model (2.1.1) subject to 
R0 -r=0.
The restricted least squares (RLS) estimator is found 
by minimizing the sum of squared errors from (2.1.1) 
subject to the constraint R/> =r, i.e.,
y = X0 + e subject to Rj& =r. (2.4.1)
To obtain the RLS estimator, form the Lagrangian function 
L = (y-Xjff ) 1 (y-XJS ) + 2X'(R£-r) 
where X is the J x l  vector of Lagrangian multipliers; 
then, maximizing L with respect to £ and >> and rearranging 
yields the restricted least squares estimator br of B . The 
RLS estimator is denoted
br = b + S-1R'[RS_1R']- 1 (Rb-r) (2.4.2)
where S=X'X and b = S_1X'y (i.e., b is the OLS estimator of 
B )•
The RLS estimator of B has mean,
E[b ]= 0 - s ’V  [RS^R* ]_1w (2.4.3)
and covariance matrix,
Cov(br ) = £ r = e 2 [S~1 - S_1R'[RS_1R']”1RS~1 (2.4.4)
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2 -1 = tf^(S - C)
-1 -1 -1 -1 where C=S R'[RS R'] RS . The restricted least squares
estimator i>r is unbiased if and only if the linear
hypotheses R® =r are exactly true. Note also that
2
Cov(b)-Cov(br ) =a c, a positive semi-definite matrix. 
Therefore, the restricted least squares estimator is more 
efficient than the ordinary least squares estimator 
regardless of the degree of hypothesis error, w. Even 
though the RLS estimator is always more efficient than the 
OLS estimator, it may be biased, suggesting that b r may or 
may not be riskier than b under quadratic loss.
2.4.2 Risk Under Weighted Quadratic Loss
The risk of the RLS estimator under weighted quadratic 
loss is denoted
P(*,br;W) = E [ (b ) 'w (b r-8 ) ]
= tr[Cov(br)W]
+ u* (RS_1R' )"1RS~1WS“1R' (RS_1R ' )w
(2.4.5)
Notice that as the degree of hypothesis error w increases, 
the risk of using the RLS estimator to estimate & increases. 
Expanding (2.4.5) yields
P(0,br;W) = ff 2tr{ [ S-1 - S_1R' (RS-1R' )~1RS""1 ]W>
+ W ( R S “1R')"1RS"1WS“1R'(RS“1R')_1w (2.4.6)
or,
P(0,br;W) = P(0,b;W) - ff2trCW + 2ff2Y (2.4.7)
where c = s_1R'[RS-1R']_1r s_ 1 ,
y = w ' ( RS""1R ' )“1RS”1WS-1R' ( RS-1R' )”1w/2ff2 ,
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S = X'X, and W is any known positive definite weight 
matrix.
From (2.4.7) one can see that in order for jo(0,br) to be 
less than or equal to p  (0 ,b) , the following condition must 
be met
0 2 p (0 ,b r;W) - P (0 ,b;W) = -ff2trCW + 2*2y
or,
ktrCW £ Y = W  (RS_1R' )~1RS"1WS"1R' (RS-1R')’"1“ /2ff2 .
(2.4.8)
Now note the following two facts:
(1) (RS”1R')’1 = (RS’1R')*’fe (RS_1R')“fe
This follows since there exists an orthogonal matrix P such 
that P [diag{f . ,f 0, ...,£_} ]P' = (RS^R* ) _1 where C ,
X c. J 1
-1 -11=1,2,...,J are the characteristic roots of (RS R') ,
thus (RS_1 R ' )"^=P[diag{f^, . . . ,£ j} ]P' .
(2) RS-1WS**1R' is a JxJ positive definite matrix.
Using these facts and theorems on the extrema of
quadratic forms [Rao (1973), p. 62] the unknown y can be 
bounded above and below by two known values. Thus,
W (RS~^R)~^U(RS_1R')“few/2ff2
ts $ -------------- zi— i t ------- ;—  5 *L
w '(RS R ') w/2ff (2.4.9)
where U=(RS"1R)“% RS"1WS“1R'(RS_1R')“* , k =W ' (RS"1R' )“1w/2ff2 , 
and * g and * L are, respectively, the smallest and largest 
characteristic roots of U. In terms of the notation 
developed above this condition reduces to
« Y S M . ,  (2.4.10)O li
Using (2.4.10), the relationship between the weighted risk
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function of the OLS estimator and the RLS estimator is 
shown to be:
P {0 ,b;W) - ff2trCW + 2<r2  ^ S P {$ ,0 :W)
b IT
i P (0 ,b;W) - ff2trCW + 2ff2^L>x. 
From this expression note the following points: (1) When
the hypotheses are correct (i.e., X=o), the risk of using 
the RLS estimator of 0 is 'pinched' between equivalent 
numbers, implying that the risk under either bound is the 
same. Furthermore, when X = o, the risk of using b r is less 
than that of using b to estimate $. (2) Given X and R,
the risk of using the RLS estimator increases monotonically 
and is unbounded as specification error . (3) Finally,
RLS is more risky than OLS (i.e., p (0 ,b) -p (0 ,br )$0) if the 
noncentrality parameter X£trCW/2*s and is less risky than
OLS if X<trCW/2t L *
2.4.3 Risk Matrix
The RLS estimator has risk matrix 
E [ (bri0 ) (br -0 ) ' ] = a 2 S ~ 1- e 2S _1R' (RS_1R' ) " ^ s " 1
-1 -1 -1 -1.+ S R '(RS R') w w '(RS R') ARS (2.4.11)
or,
e 2s“1 - S^Q'
Ql '  OH
0 0 J
ff 2 - 2X<r 2
0
0
* 2IJ-l
0
0
0
QS
(2.4.12)
where Q is the orthogonal matrix such that
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QS “^ R' (RS_1R' ) ”1RS""^Q' =
I 0 
0 0
Q1 is another orthogonal matrix such that
(2.4.12.a)
Q1 QS~^R' (RS_1R')”1ww' (RS~1R' )-1RS~^Q' Q 1 '
'w ' ( R S ^ R ’ )-1w 0
(2.4.12.b)
and X= w (rs ^R') 1w/2ff2. From (2.4.12) it is evident that 
MSE(b)-MSE(fc>r )=a , where 4 is a positive semi-definite 
matrix, when 1-2^50 or 1/2. Thus, for a "small" degree 
of misspecification, the RLS estimator is superior to the 
OLS estimator in strong mean square error. Wallace (1972) 
has proposed an easy means of testing the null hypothesis 
H q: X$ i /2 against the alternative H fl: k>l/2.
In summary, the restricted least squares estimator
(4.1.1) can be used to increase the precision of estimating 
the parameter vector & (in the sense that Cov(b)-Cov(br) 
yields a positive semi-definite matrix) even when the 
restrictions imposed are incorrect. When the restrictions 
are correct br is unbiased; when the restrictions are 
nearly correct, b r has lower risk than b under weighted 
quadratic loss. Otherwise, p (b,br;W) increases 
monotonically and without limit as hypothesis error 
increases.
Economic theory, even at its best, yields less than 
exact information about possible parameter restrictions; 
therefore in light of the preceding discussion, it is 
important to keep in mind the potential danger of using the
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restricted least squares estimator when uncertain prior 
information of the form R/ff=r is available.
2.4.4 Hypothesis Testing
In order to test the compatibility of the sample 
information with the linear hypotheses the likelihood ratio 
statistic u = (Rb-r)1[RS_1R']"1 (Rb-r)/Jff2 can be used. If 
the null hypothesis Hq : R/ff-r=w = 0 is true, then u is
distributed as a central F random variable with J and T-K 
degrees of freedom (i.e., ir*F_ _ v ) . Under the alternative
J , i — K
hypothesis H : R0-r/O, u is distributed as a noncentral Fa
random variable with J and T-K degrees of freedom and
-l - 1 2noncentrality parameter X =w 1(r s r 1 ) w/2ff (i.e.,
uvFJ,T-K,k ) ’
2 . 5 Pretest Estimators
In the preceding section it was shown that using good
nonsample information can improve an estimator's risk
performance and that poor nonsample information can impair
it. Researchers often check the quality of nonsample
information using the sample with convenient test
statistics having well-known sampling properties. The
nonsample information is either adopted or abandoned based
on the outcome of this preliminary test of significance.
For instance, in section 2.4.4 the likelihood ratio
principle was used to test the null hypothesis that a
linear combination of the parameters Riff is equal to a known
constant r, against the alternative hypothesis that R/ff/r
using the statistic:
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u=(Rb-r) ' [Rs"*1R' ] _1(Rb-r)/Jff 2 - Fj T_K x •
Now, let c be some predetermined critical value from 
the Fj T_K x distribution. Notice that the critical value 
c depends on the level of the test a and on the 
noncentrality parameter X of the distribution of the random 
variable u. The researcher chooses a desired level of 
confidence (l-«), assumes the null hypothesis is true, and
using this assumption, selects the value of c from the 
standard central F table. If uSc, then the null hypothesis 
cannot be rejected and one uses the restricted least 
squares estimator of 0 . If, on the other hand, u>c, the 
null hypothesis is rejected and the OLS estimator is used. 
The resulting estimator is called the pretest estimator 
because it is the result of a preliminary test of the 
hypothesized restrictions R£-r=0. The pretest estimator is 
denoted
b PT = I [0,c)(u)br + I [c,«>)(u)b (2.5.1)
where I^Q c j(u) and I^c ^ ( u )  are indicator functions
which take the value 1 if u falls within the subscripted
intervals and zero otherwise. Judge and Bock (1978) refer
to (2.5.1) as a "testimator" because it is a function of
the data, the hypotheses, and the size of the test.
2.5.1 Mean and Covariance
The pretest estimator (2.5.1) has mean
E[bpT] = 0 - \  (2)S_1R ’ (RS_1R' )-1w (2.5.2)
and covariance
where 1\(1) s Pr[X2^J+1 x)/x 2(t-k) < Cj/(T"K ]* Notice that 
if the hypotheses are true, (i.e., w=0 ), then
Cov (bpT) -Cov (b ) =a pT_0,
where a pT_0 is a positive semi-definite matrix. That is to 
say, the pretest estimator is more efficient than the OLS 
estimator when the hypotheses are correct. Using the 
orthogonal matrices Q and Q1 defined in (2.4.12.a) and 
(2.4.12.b), one can express the matrix & pT_0 in a way which 
makes the necessary conditions for more precise estimation 
of £ obvious. Note,
Thus, a necessary condition for Cov(bpT)-Cov(b)=apT_0 to 
be a positive semi-definite matrix is
The specification error k must be less than the expression 
on the right-hand side of the inequality which is a 
function of sample size T, the number of parameters to be 
estimated K, the number of restrictions J, and the size of
0 0
X
0
0
0
Q1 0
QS
0 0
(2.5.4)
k=w' (RS_1R' )"1w/2cr2$hx (2)/{2hx (2)-hx (4)-[hx (2) ]2>.
the test a .
The fact that Cov(bpT)£Cov(br) for all $ can be seen 
by looking at the difference when w = 0 , i.e., when
pretest estimation is most precise. Given w = 0 , the 
resulting difference is
E PT " E r = tCOV(b) - \  (2)S'1R' (RS_1R' )"1RS"1 ]
- Cov(b) - a 2s-1R'(RS_1R')"1RS-1 
= ff2S_1R'(RS_1R')"1RS_1[l-hx (2)] 
which is a positive semi-definite matrix, since 05h^(l)$l 
for positive integers 1 .
In summary, the pretest estimator b pT may be more or 
less precise than the OLS estimator of $ , depending on the 
degree of specification error inherent in the hypotheses. 
Under no circumstance, however, will b pT be more precise 
than the RLS estimator br . Keep in mind, however, that 
precision alone is a poor standard of comparison; quadratic 
risk measures are preferred because they weigh both the 
precision and the bias of an estimator.
2.5.2 Risk Under Weighted Quadratic Loss
The risk of the pretest estimator under weighted 
quadratic loss is defined to be
P(£,bpT;W) = E[(bpT-£)'W(bpT-*)] (2.5.5)
for any positive definite weight matrix W. Squared error 
loss is defined as a special case of (2.5.5), where W=IK » 
Under weighted quadratic loss, the pretest estimator has 
risk
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P(0,bpT;W) = ff2S _1W - e ^ r t R S ’HlS-^' (RS-1R' )-1]hx (2)
+ W  (RS _1R' ) _1RS "^S^^-R' ( RS _1R ' ) _1w { \  (4 )-2hx ( 2 ) >
(2.5.6)
or,
p(*,bpT;W) = p {$ ,b;W)-ff2hx (2)tr(V)+2ff2Y[hx (4)-2hx (2) ] 
where v =  RS“1Ws‘'1R' (RS_1R' )-1 and
Y = W' (RS_1R' ) (RS_1R' ) ”lw/2ff 2 .
If P (0 , b pT;W) S P(#,b;W), then
ff2hx (2)tr(V) - 2ff2Y[hx (4) - 2hx (2) ] ? 0.
Again, using theorems dealing with the extrema of certain 
quadratic forms [Rao (1973), pp. 60-67] upper and lower 
bounds can be placed on the risk difference between the 
pretest estimator and the OLS estimator. Denoting this 
difference as PA P_0 ' follows that
2[tr(V)hx (2) + 2X(hx (4)-2hx (2)) ts $ ^ p . Q
5 * 2[tr(V)hx (2 ) + 2 M h x (4)-2hx (2)) «L 
where t and t L are the smallest and largest 
characteristic roots of V. The pretest estimator has lower 
risk than the OLS estimator if
X £ tr(V)/{2[2-hx (4)/hx ( 2 ) s> and the OLS estimator 
has lower risk if
X < tr(V)/{2[2-hx (4)/hx (2)]SL }.
If, by chance,
tr(V)/{2[2-hx (4)/hx (2)]tL > 5 X
S tr(V)/{2[2-hx (4)/hx (2)]*s >, 
then one cannot be sure which estimator has lower risk for 
given X . in order to alleviate this uncertainty one would 
have to know the degree of misspecification <*». Note that
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lin^^w h^(l)=0 , which implies that as specification error 
increases, the probability of the noncentral F random 
variable being less than cJ/(T-K) gets smaller. 
Consequently, the risk of the pretest estimator increases, 
reaches a maximum, and then falls. As it falls, the risk 
of b r converges to that of the OLS estimator from above.
As a practical matter then, pretesting can protect the 
researcher in cases where the nonsample information is very 
poor.
2.5.3 Risk Matrix
The pretest estimator has risk matrix 
E[(bpT-tf )(bpT-*)' ] = * 2S-1
+ S"1R' (RS”1 R ' )_1ww' (RS"1R' )~1RS"1 [2h. ( 2)-hv (4) ]
- ff2\  (2)S-1R' (RS-1R' )-1RS-1
“X 
(2.5.7)
or,
E[(bpTn*)(bpT-*)'] = a V 1 - * 2S " V
2{2hx (2)-l^ (4)-[l^ (2) ] >X +h^ ( 2 ) 
0
Ql' 0 
0 0
x
0 0
\ ( 2)1 0
* 0 J 1 0
x [
Ql
0
QS
—
0 
0
(2.5.8)
where again Q and Ql are defined as in (2.4.12.a) and 
(2.4.12.b). From (2.5.8) it is evident that the risk 
matrix of the pretest estimator will be smaller than that 
of the OLS estimator if
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e 2h>w(2)tr{V) - 2c \  [hx (4)-2hx (2) ] £ 0.
This is equivalent to the condition that 
X $ l/{2[2-hx (4)/hx (2)]>.
Using Theorem 1, Section B.3, in Judge and Bock (1978) it 
can be shown that if T-K £ 2, then
min{l, wQ [l + (T-K-2)/(J+4)]> * hx (4)/hx (2) £ wQ 
where wQ = c/{[(T-K)/J] + c>. The dominance condition 
holds under the following, easily calculated, condition
k 5 1/4 5 1/[2(2-w q ) ] 5 1/2 
If the hypothesis error w is zero, then the risk 
matrix of the pretest estimator reduces to
MSE(b) - C 2hx (2 )s"1R'(RS“1R')”1RS“1 
which is always less than that of the OLS estimator and 
greater than that of the RLS estimator.
More generally, when w/o, it can be shown that 
E[ (bpT-£ ) (bpT-t® ) 1 ]-E[ (b-£ ) [b-fi ) ' ]=* , a positive semi- 
definite matrix, when ^51/ 2{2-[l-(hx (4))/(l-hx (2))]}; 
and, since 1^(4)<1^(2) , then 1-h^ (4) >l-\ (2) and 
X$l/2<l/2{2-[l-(hx (4))/(l-hx (2))]> or simply X51/2. As 
long as specification error is less than or equal to 1/2 
then the restricted least squares estimator is better in 
terms of matrix mean square error than the pretest 
estimator. For specification error X greater than 1/2, one 
is better off under this measure using the pretest 
estimator. Finally, as X-*oo, the risk matrix of the pretest 
estimator converges from above to the risk matrix of the 
OLS estimator.
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2.5.4 Summary of OLS, RLS, and Pretest Estimation
In the preceding sections, several estimators of $ for 
the model (2.1.1) were considered. The OLS estimator is 
the best linear unbiased estimator of £ and is minimax 
within its class, but is inadmissible for K>2. The MLE is 
a minimum variance unbiased estimator of £ and is minimax 
within the class of unbiased estimators, but is also 
inadmissible for K>2. The restricted least squares 
estimator has lower risk than the OLS estimator over a 
relatively small portion of the feasible parameter space 
and is neither admissible nor minimax within its class. In 
fact, the risk of the RLS estimator under quadratic loss is 
unbounded as hypothesis error increases.
Many researchers "peek" at the quality of the 
nonsample information by performing a preliminary test of 
significance of exact linear hypotheses; the hypotheses are 
jointly adopted or abandoned based on the outcome of a 
statistical test. Unfortunately, the resulting estimator 
has properties which differ significantly from either the 
OLS estimator or the RLS estimator (or their maximum 
likelihood counterparts). The pretest estimator is 
unbiased only in the unlikely event that the hypotheses 
imposed are exactly true. As a result, the pretest 
estimator is a function of hypothesis error, the size of 
the test, the number of restrictions imposed, and the 
available degrees of freedom (T-K).
Under certain conditions, the pretest estimator may be
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better in terms of weighted quadratic risk than either the 
OLS or RLS estimator. However, the OLS estimator dominates 
the pretest estimator over all but a tiny portion of the 
parameter space. The best comment one can make in favor of 
the pretest estimator is that it limits risk in the face of 
profound ignorance since at some point the risk of 
pretesting reaches a maximum and then declines toward that 
of the OLS estimator.
In addition, Judge and Bock (197 8 ) have investigated 
the risk characteristics of the autocorrelation pretest 
estimator and found the actual losses associated with its 
use to be quite small. Their results suggest that the risk 
properties of different pretest estimators may vary 
substantially and should be considered case by case.
In the next portion of the chapter, the discussion 
will shift toward another class of estimators which, like 
the pretest estimator, is a combination of the restricted 
least squares estimator and the ordinary least squares 
estimator. Unlike b pT, estimators from this class dominate 
the OLS estimator $ for the model (2.1.1) when certain 
design related conditions are met.
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2 .6 Stein-Rule Estimators
In this portion of the chapter, the discussion shifts 
to a another member of the class of biased estimators: the
Stein-rule. The particular Stein-rule estimator considered 
here is in many respects similar to a pretest estimator. 
However, instead of accepting or rejecting the hypotheses 
based on a preliminary test of significance, the Stein-rule 
estimator is formed by taking a convex combination of the 
RLS and OLS estimators; in effect, least squares parameter 
estimates are "shrunk" toward the restricted least squares 
estimates by a degree determined by the quality of the 
restrictions imposed. The quality of the restrictions is 
gauged by the value of the usual F-statistic used to test 
general linear hypotheses. Low numerical values of the 
test statistic indicate that the restrictions are supported 
by the sample and that the degree of shrinkage should be 
large. If the data do not support the restrictions, little 
or no shrinkage occurs and the stein-rule is approximately 
equal to OLS. More importantly, the Stein-rule estimator 
dominates the MLE under certain design related conditions 
and is itself dominated by a rather simple modification.
In this section, a very general version of the stein-rule 
estimator will be presented and the conditions for its 
dominance over the maximum likelihood (OLS) estimator will 
be examined.
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2.6.1 Statistical Model
Recall the linear regression model
y = Xfi + e e-N(0,ff2IT ). (2.6.1)
This is the model (2.1.1) under the additional assumption
that the random disturbances are normally distributed.
Consequently, for (2.6.1) the MLE and OLS estimators of $
are identical to one another and can be used
interchangably. Note also, the RLS estimator b r has a
similar interpretation if the log of the normal likelihood
2
function is maximized with respect to & and subject to 
the J independent restrictions R£-r=0. Using these facts, 
the Stein-rule estimator for J>2 is given below:
S = [l-a(T-K)/Ju](b-br) + b r (2.6.2)
or,
s = [l-a(T-K)/Ju]b + [a(T-K)/Ju]br (2.6.3)
where b=s"1X'y, b ^ b + S ^ R '  (RS^R' ) _1(Rb-r) , 
u=(Rb-r)'(RS~1R 1J-1 (Rb-r)/Jff2 , ff2=(y-Xb)’(y-Xb)/(T-K), 
and "a" is a non-negative shrinkage constant. The 
estimator (2.6.2) is mentioned in Judge and Bock [(1978), 
p. 241], but not developed and is a special case of an 
estimator proposed by Mittelhammer (1984).
It is worth noting at this point that the normality of 
the random error terms may not be a critical assumption in 
Stein estimation. Some work has been done in an attempt to 
extend Stein estimation to models characterized by 
nonnormal errors. Miyazaki, Judge, and Yancy (1986) and 
Judge, Miyazaki, and Yancy (1985) have explored linear
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models with spherically symmetric errors (which include 
multivariate t, Cauchy, and normal) and conclude that the 
risk characteristics for traditional Stein-like estimators 
under normality are similar to those for the nonnormal 
cases.
The random variable u is the familiar likelihood ratio 
statistic for the test of the null hypothesis Rff=r against 
the alternative R0/r and is distributed as a central Fj T_R 
if the null hypothesis is true. As the probability of u 
being from a Fj T_K distribution declines (i.e., as u 
increases), the nonsample information is weighted less 
heavily. In the limit, the weight given the OLS estimator 
is 1 and that given the RLS estimator is zero. If u=a, 
then the RLS estimator receives a weight of 1 and the OLS 
estimator a weight of zero. Unfortunately, u may be less 
than a, in which case, the sign of the OLS estimates is 
reversed. To many this represents a serious drawback of 
the Stein-rule estimator (2.6.2). In response, a so-called 
positive-part Stein-rule [Baranchik (1964)] has been 
proposed which sets 5 =br whenever u<a. Berger and Bock
(1975) prove that such an estimator dominates the usual 
Stein-rule under squared error loss.
(a) The Positive-Part Rule 
The proposed positive-part stein-rule is 
S + = [l-a(T-K)/Ju](b-br)x
I [ a w ) [(b-br )'S(b-br )/s](b-br ) + br
(2.6.4)
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where s is the sum of squared errors function. Although 
positive-part stein estimators typically dominate the usual 
Stein estimators it has not been determined whether (2.6.4) 
dominates (2.6.2). Consider the following evidence which 
suggests that (2.6.4) may dominate (2.6.2). Berger and 
Bock (1975) consider the maximum likelihood estimator b for 
the orthonormal linear statistical model with three of more
i.e., b^Nf^S, I.,), K£ 3. They define the spherically
IV
symmetric estimator of 0 to be
S (b) = h(b'b)b 
where h is a real valued function. Under squared error 
loss the risk function is
f>(e ,*) = E{[5 (b) -*]•[« (b)H» ]}.
The James-Stein estimator (1961), which shrinks 0 
toward the origin, is imbedded in the class of spherically 
symmetric estimators. Now, define the generalized positive 
rule estimator to be
5 + (b) = {l-g(b'b)I(_TO 0 )[h(b'b)]>S (b) 
where g is any real valued measurable function such that 
l$g(b'b)S2, for all b'b. Berger and Bock prove the risk of 
S +(b) to be less than or equal to the risk of 5(b) for all 
0. Thus, for a broad class of Stein estimators the 
positive rule which sets h(b'b)=0 if h(b'b)<0 , dominates 
the usual stein estimator 5 (b).
Judge and Bock [(1978), p. 238] prove a similar result 
under weighted quadratic loss for Stein estimators of the 
form
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S(b,s) = [IK-h(b'Bb/s)C]b 
where c and B are chosen such that Q CQ and Q BQ are 
positive definite matrices which commute with each other 
and with the matrix Q^S-1Q^; and, s=(y-Xb)1(y-xb).
Judge and Bock also demonstrate the risk superiority 
of the positive rule estimator
s* = [l-as/[«2 (b-*g)'S(b-/>g )]x
I[a,»)[(b-VS(b'V/sHb-V + *9
over the regular Stein-rule estimator
S = [ 1-as/[ff 2 (b-£ g) ' S(b-0 g ) ] +/9g
where & is a known Kxl vector. This result holds if
0<a$ 2tr(S_1t l~2 )/(T-K+2) where t L is the largest
-1 -1characteristic root of S =(X'X) . The estimator (2.6.4)
merely replaces the constant vector fi with the restricted 
least squares estimator br . Although it remains to be 
shown, given the nature of the above results it seems 
likely that the estimator (2.6.4) dominates (2.6.2).
(b) Mean and Covariance
The mean of the Stein-rule estimator (2.6.2) is
E[5 ] = & - aE(l1)s"1R' (RS-1R' ) (2.6.5)
or,
= 0  - a(T-K)E(l/X2 J+2 x j)S”1R'(RS”1R')~1w
(2 .6 .6 )
2 2where 11 = X |T_K j/x (J+2 xj* Like the pretest estimator 
and the restricted least squares estimator, the stein-rule 
(2 .6 .2 ) is unbiased if the hypotheses are true.
The covariance matrix of the stein-rule estimator is
where 12 = X (T_K)/X (j+4 /x)-
2.6.2 Risk Under Weighted Quadratic Loss
The risk function of the estimator (2.6.2) under 
weighted quadratic loss is
P (B ,S ; w) = E[5-ES ) 1 W(«-E5 ) ] =ff2trS_1W
- tr{S-1R' ( RS"”1R ' ) -1Rs"1w>[2aE(l1)-a2E(l1) 2]
+ tr{ S -1R' (RS_1R' )-1ww 1 (RS-1R' ) ^ R S ’H o  x
{2a[E(l1)-E(l2)]+a2[E(l2)2-E(l1)2]>.
(2 .6 .8 )
The positive constant "a" must be chosen within a specific 
interval for the Stein-rule to dominate the OLS estimator 
of B. Mittelhammer (1984) derives the upper bound, amax,
for the positive shrinkage constant in the general Stein
estimator (2.6.2) which ensures that p (0 ,b;W) -p [B ,S ; w) =& 
(where a is a positive semi-definite matrix) for all 
constraint vectors <*>=R0-r. Mittelhammer shows that a must 
be chosen according to
O S  a $  [2/(T-K+2)]xtr{[(RS"1R')"1RS"1WS_1R'/fl1“2>
(2.6.9)
where S=X'X, fL is the maximum characteristic root of 
(RS“1R')“1RS-1WS“1R', and W is a positive definite weight
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matrix.
2.6.3 Risk Matrix
The risk matrix of the Stein-Rule estimator (2.6.2) is 
denoted
MSE (5) = E[5-E5 )W(S-E5 ) ' ] = <r2S_1
- S"1R' (RS~1R ' )"1RS_1 [2aE(l1 )-a2E(l1 )2 ]
+ S -1R' (RS-1R' ) -15S ' (RS _1R ' ) -1RS_1 x 
{2a[E(l1)-E(l2)]+a2[E(l2)2-E(l1)2]>.
(2 .6 .10)
Notice that MSE(b )-MSE(5 )=p (a positive semi-definite 
matrix) when (2.6.9) is satisfied.
2.7 Stein-Rule Problems and Alternatives
The classical least squares estimator of B in (2.1.1)
_ i
is b=s X'y and is minimax with constant risk 
p(£,b;W)=trS w under weighted quadratic loss. The stein- 
rule estimator 5 dominates b for all P when K?3, provided 
that the other design related conditions are met. The 
Stein estimator is able to improve upon the OLS estimator 
in terms of risk because of the way it uses prior 
information. The basic fact remains, however, that 
p (£ ,S;w) is substantially less than P(£,b;W) over a 
relatively small portion of the parameter space.
By using (2.6.2) to estimate $ one is implicitly 
speculating that linear combinations of the true parameters 
lie near or within the ellipsoid
C = {& : (R£-r) 1 (RS_1R' )_1(R0-r)5p} 
where the distance between R£ and r is measured in the
-1 -1(RS R ') metric and p is a known constant. The matrix
-1 -1(RS R') essentially determines the shape of the
ellipsoid. The more tightly one can 'draw' the ellipsoid 
and the more accurately one can define the restrictions, 
the better the potential risk performance of the resulting 
estimator. However, if the ellipsoid is drawn in a region 
which is not 'near' the true point, then the potential risk 
improvement may be very small. So, the first problem is 
that of deciding upon the prior information to incorporate 
into (2 .6 .2 ).
Second, even if the prior information is good, it is 
still quite possible for an individual element(s) of 0 to 
be estimated rather poorly usingS; in other words, it is 
possible for individual elements of S to have higher risk 
than corresponding elements in b. Efron and Morris (1972) 
call this component risk and show that in many instances it 
can be quite large.
Several researchers have addressed this problem.
Efron and Morris (1972) suggest a "limited translation 
empirical Bayes estimator" which combines features of 
maximum likelihood, James-Stein, and Bayes estimators.
Using this estimator, Efron and Morris (1972) show that 
under squared error loss substantial gains in component 
risk are possible without much sacrifice in ensemble risk. 
Stein (1981) has proposed another, more robust, estimator 
based on order statistics which achieves similar results 
and is also minimax under squared error loss.
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A third major problem with using a stein estimator 
like (2 .6 .2 ) is the difficulty in performing hypotheses 
tests. The sampling distribution of the statistic S is 
uncertain. In addition, its covariance matrix (2.6.7) 
contains unkown parameters; if these are replaced with 
estimates, the estimated covariance matrix will have an 
unknown sampling distribution. Given these circumstances, 
the usual hypothesis tests, which are based on the 
likelihood ratio or Wald principle, cannot be performed.
One possible solution to this problem is to abandon 
the classical framework altogether and adopt a Bayesian or 
empirical Bayesian approach. Berger (1980) develops a 
generalized robust Bayes estimator which is in form similar 
to the James-Stein (1961) estimator. Berger's estimator 
permits great flexibility in incorporating prior 
information, it is robust with respect to misspecification, 
its prior density is expressible in closed form, and it is 
admissible over important regions of the parameter space. 
Most importantly, Berger's estimator permits calculation of 
the covariance matrix of the posterior distribution, given 
fi and the prior density.
Although the statistical properties of these 
alternatives to Stein-rule estimation will not be featured 
in subsequent chapters, the robust generalized Bayes and 
new-Stein estimators are important because each addresses a 
perceived weakness of the regular stein-rule. In Chapter 7 
these techniques will resurface as results are summarized
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and future research planned.
2 .8 Confidence Sets and Hypothesis Tests
In this section, the construction of confidence 
ellipsoids under normal distribution theory will be 
summarized (following scheffe 1959) and related to the 
theory of hypothesis testing.
Consider again, the linear model (2.1.1)
y = Xfl + e (2.1.1)
2
assuming further that e^ 'N(0,«r IT) . The model may be 
concisely summarized as
y~ N (X£ 2 ); rank(X) = K. (2.8.1)
Now suppose that the distribution of the observed random 
variables y is completely determined by the values of the 
unknown parameters 0 ={© 1,9 . . . ,0 and that
^ = { &1 2 ,...,^g> a^e specified functions of the parameters. 
Geometrically, M s  a point in q-dimensional space with 
coordinates 1 2, . . . » 9 is a point in m-dimensional
space with coordinates {0 ^  ,9 2, . . . , and y is a point in
T-dimensional space with coordinates {y1 ,y2 ,* * • ,yT>• Now 
suppose that for every possible point in the sample space 
y, a region R(y) in the q-dimensional V'-space is 
determined. If the probability that R(y) covers the true 
point f is a pre-assigned constant l-«, then R(y) is called 
a confidence set for ^ with confidence coefficient 1-* .
This relationship is denoted
Pr[y: iM9)eR(y)l0] = 1-“ for all 0t0. (2.8.2)
Notice that the probability holds for any value of 0 in the
67
parameter space®. The classical statistician is 
interested in the long-run proportion l-« of the calculated 
confidence sets covering the true value of ^ (©) being 
estimated.
Bayesians, who consider the underlying parameters © to 
be random (with respect to the prior distribution), would 
interpret ^ (©) as random and concern themselves with 
estimation of the posterior p.d.f. The probability that 
iM© ) lies in a subregion R of the ^-space would be
P r (© )<= Ri y ] = J r p (0 (© )i y)d© (2.8.3)
where p(^(©)ly) is the posterior p.d.f. of $ (© ) given the 
sample y. The probability in (2.8.3) measures the 
statistician's degree of belief that ^ (©) lies in the 
region R given the sample and prior information. Fixing 
the probability at 1-a such that (2.8.3) holds, yields the 
Bayesian equivalent to (2.8.2).
Returning to the classical interpretation it is 
possible to show that the usual F-test based on the 
likelihood ratio principle is an application of this rather 
general theory of confidence sets. From section 2.4, 
recall the normal linear statistical model subject to J 
independent linear hypotheses described in equation (2.4.1) 
and, using (2 .8 .1 ), suppose one wishes to test the null 
hypothesis R/S-r=0 against the alternative r£ -r/0, where R 
is JxK of rank J and r is a Jxl vector of known constants.
Let ^ 1'e 2’-','9 ni} = ^ i ' /i2'“ ‘ and
^~N(^ , A) =RbfVN( R/> ,ff 2RS-1R' ) .
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Using results from normal distribution theory [Schmidt
(1976), Lemma 2, p. 11 and Theorem 10, p. 22] one can form 
the ellipsoid
(^  -^ ) < a- 1 (0 -0 ) ~ * 1
o r ' - l - l  2 2(Rb-ft6 ) ’ (RS R' ) (Rb-R/S ) ~ * X %  . (2.8.4)
 ^f
2 ~ 2 
Replacing a by its unbiased estimator * and recalling
~ 2
that a and b are statistically independent, (2.8.4) can be 
rewritten as
(Rb-R0 ) ' (RS_1R' )-1 (Rb”Rjff )/Jff 2 ~ F_ „ v. (2.8.5)J / 1 "l\
Under the null hypothesis, R£=r and (2.8.5) becomes
(Rb-r)'(RS_1R')_1(Rb-r)/Jff2 - FJ/T_K ,X* (2.8.6)
where X =(R^-r) 1 (RS-^ ' )-1(R^-r)/2ff 2. Expression (2.8.6) is
the familiar test statistic associated with the null
hypothesis R/S-r=0.
A 100(l-« )% confidence set (or confidence ellipsoid)
can be obtained using the fact that the desired probability
of the F-random variable in (2.8.5) being less than or
equal to F T m v is l-«. This yields 
J , 1 ~J\
(Rb-Rfl) ' (RS_1R ’ )"1(Rb-R^ ) S Jff2Fa;j,T-K (2.8.7)
or,
(b-£ ) 1 R 1 ( RS-1R' ) _1R(b-0 ) £ Jff2Fa;J#T-K- (2.8.8)
The inequality (2.8.7) determines the confidence ellipsoid 
in the J-dimensional 0-space centered at a linear 
transformation of the OLS estimates Rb, whereas (2.8.8) 
determines a confidence ellipsoid in the K-dimensional 
parameter space centered at the OLS estimates themselves. 
Although the two ellipsoids are measured in spaces of
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different dimension and in different metrics, they are 
equivalent (both metric spaces are rank J). The 
probability that the ellipsoid (2 .8 .8 ) covers the true 
parameter point is 1-a regardless of the actual values of fi 
and ff 2 .
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Chapter 3
Statistical Models and Methods
This chapter contains discussions on times series 
models, nonlinear models and their estimation, generalized 
linear models and computer intensive research techniques.
3 .1 Time Series Models
A time series consists of a set of observations on a 
random variable y taken at equally spaced intervals over 
time. Each random variable y t has a mean and a zero 
mean random component Model (2.1.1) can be thought of
in these terms if y fc is taken to be a time series with mean
+" K
u where x t is the t row of the matrix of explanatory 
variables X. Sometimes, however, the researcher is either 
unable or unwilling to specify an explanatory model for u . 
In such cases univariate techniques have been proposed 
which specify autoregressive moving average models for 
stationary time series. These techniques, unified by Box 
and Jenkins (1976), have been used with some success for 
short-run forecasting of economic time series. For longer 
time series (those of at least 40 to 50 observations), 
Granger and Newbold (1977) find the Box-Jenkins approach to 
be particularly valuable when the series has proved 
difficult to predict by routine methods.
In this portion of the chapter, the following issues 
will be discussed: stochastic processes, univariate
models, and the polynomial distributed lag explanatory 
model (i.e., where n=Xfi and the finite lag weights are
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^ ju
assumed to fall along an r degree polynomial).
3.1.1 Stochastic Processes
A stochastic process has been described as "a 
statistical phenomenon that evolves in time according to 
probablistic laws." [Granger and Newbold (1977), p. 33] 
Mathematically, a stochastic process is defined to be a 
collection of random variables {yt, t«=T>, where T denotes 
the set of time points at which the process is observed.
The random variable is usually discrete, implying 
t=0 ,+1 ,+2 , ...
An important point to remember is that each of the 
observed variables in the series represents a different 
random variable, each having its own p.d.f. Thus, given a 
sample, one has only a single observation of each random 
variable at each time t. Therefore, the observed time 
series is actually a single realization of the stochastic 
process. Given this fact, an obvious way to describe a 
stochastic process is by its joint probability density 
function f(y1 ,y2 ,...,yT ). This method is difficult to use; 
instead, researchers choose to describe the process by the 
first few moments of the probability distribution. But, 
even an investigation of the first two moments of the joint 
p.d.f., (the means, variances, and covariances) is 
impossible without making further assumptions.
An important assumption which allows the researcher to 
to make inferences using the mean, variances, and 
covariances of a stochastic process is that of
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stationarity. A stochastic process is defined to be weakly 
stationary if and only if
i- = m < oo for all t
ii. E [ (yt“^M )2 ] < M for all t
iii. E[(yt-M)(yt+k-M ) ] = Y(k) for all t, k.
Thus, the mean and variances must be finite and the 
autocovariance function Y(k) must not depend on the time 
period t (only on the distance between two points over 
time). Another type of stationarity is often cited in the 
time series literature. Strict stationarity requires that 
the multivariate distribution of ( , y2 ,...,Yt+k) 
identical to that of the time shifted set 
(y g/yg+1»•••/y s+k) for all t,s, and k. Verification of 
strict stationarity is difficult because precise knowledge 
of the joint p.d.f. seldom exists. Note, however, if the 
stochastic process is normally distributed, then two 
moments completely describe its probability density; 
therefore using the definitions developed above, weak 
stationarity and strong stationarity will be equivalent.
Recall that in models discussed in Chapter 2, it was 
assumed that the sample observations are statistically 
independent and identically distributed. The joint p.d.f. 
can be found by taking the product of T density functions. 
In time series analysis, independence of sample 
observations is not assumed. Actually, it is the 
functional relationship among the variables of a time 
series which allows a model to be built. The linear
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relationship between two random variables in the time 
series is measured by the covariance or autocovariance 
function. The theoretical autocovariance function of the 
random sequence yt is defined to be
Y(k) = E[(yt-Eyt)(yt+k-Eyt+kn  (3.1.1)
If the process is weakly stationary, then Eyt=Eyt_k=M and 
Y(k) = E[(yt-t*) (yt+k-M) ] k=0,1,2,... (3.1.2)
This quantity is usually normalized by dividing through by 
y (0)= var(yt). This result is called the theoretical 
autocorrelation function <°(k) of the random sequence y t and 
is denoted
p(k) = y (k)/Y (0) k=l,2,... (3.1.3)
Another function used to describe a stochastic process is
+* V i
the partial autocorrelation function. The k partial 
autocorrelation coefficient measures the correlation 
between yt and yt_k given •••/yt-k+l' The
actual derivation of the partial autocorrelation functions 
is presented in the next section.
In summary, if the stochastic process is 
nonstationary, then it must be made stationary before 
attempting to fit a model. Once this is done, it can be 
identified and described by certain linear relationships 
between any two of the observations.
(a) Autoregressive Processes
Without loss of generality it is assumed that y^ has
*
zero mean, or equivalently, if yt is some other weakly
ft ft
stationary time series, then yfc = yt ~Eyt . Given this, a
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finite autoregressive process of order p is denoted AK{p) 
and has the form
yt=®lyt-l + ®2y t-2 + + V t - p  + e t <3 -1 -4 '
or,
(l-eiL-e2L2-. . .-epLp )yt = et (3.1.5)
where L is the lag operator L1yt =yt_i , E(et )=0, and 
2
Var(et )=ff for all t. Equation (3.1.5) can also be 
expressed as
®(L)yt = e t (3.1.6)
where ©(L) = (1-© ^ - 6 2L2- . . .-©pLp ) is a polynomial of 
degree p in the lag operator. The autoregressive process
(3.1.6) is stationary if the solutions to the difference 
equation
1-6 I2"9 2z2~ ... -e pzP = 0 (3.1.7)
lie outside the complex unit circle. Stationarity implies
that lagged effects become smaller the further in the past
they occured.
(b) Moving Average Processes
A moving average process of order q is denoted MA(q) 
and has the form
yt = et + « 1e t.1 + « 2et_2 + ... + « qe t_q (3.1.8)
or,
Y t = (1-Hx 1L+ ... + « qLq )et (3.1.9)
= “ (L)et (3.1.10)
2
where et has zero mean and finite variance a . The MA
2
process yt is stationary if o a(L) is finite.
Not all stationary MA operators can be inverted. To
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guarantee invertibility of an MA(q) process, the solutions 
to
1-HJt z+a _z2+ . . . +« zq = 0 (3.1.11)
1 2  q
must lie outside the complex unit circle. Invertibility
implies that past values of y have a decreasing effect on
current values of y.
(c) Autoregressive Integrated Moving Average 
Processes
It is possible to generalize the two schemes discussed 
above by combining them into an autoregressive moving 
average process of order (p,q), often denoted ARMA(p ,q ). 
This process can be expressed as
y t = 9 iy t-l+ •••+epy t-p+et+“ iet-l+ ---+aqet-q
(3.1.12)
or,
e(L)yt = a(L)et. (3.1.13)
Stationarity and invertibility of (3.1.13) require that
« (L ) = l+ot1z+«2z 2+ ... +“ qZ<3 / 0 I z U l  (3.1.14)
e(L) = I-0 1z ~e 222" ••• "e pzP * 0 •zliEl (3.1.15)
If the centered series y t (centered about its mean) is
not stationary, Box and Jenkins suggest (1) differencing,
(2 ) applying a suitable transformation (e.g., ln(yt )) or
(3) transforming and differencing the time series until 
stationarity is achieved. Once stationarity is induced in 
this manner, the resulting process is called an 
autoregressive integrated moving average process or an 
ARIMA(p,d,q) where d is the number of first differences 
taken to achieve weak stationarity. The resulting process
77
is denoted
0 (L)(1-L)dy t = « (L)et (3.1.16)
where 9(L) is of degree p and «(L) is of degree q.
There is an important dual relationship between the 
autoregressive process and the moving average process. 
Wold's decomposition theorem (1954) can be used to show 
that a stationary AR process can be represented by an MA 
process of infinite degree. The resulting process is 
referred to as the moving average representation of the 
autoregressive process of order p (see equation 3.1.35). 
Likewise, any MA(q) process can be represented by an 
infinite AR process. The importance of this duality will 
become apparent in the following discussion of univariate 
modeling.
3.1.2 Univariate Modeling
In the previous section the ARIMA(p,d,q) stochastic 
process was defined and the stationarity and invertibility 
conditions necessary for its identification were presented. 
It was assumed that the time series under consideration 
could be represented by a model from this class after 
removal of any deterministic component, including a non­
zero mean, and/or the application of some suitable 
transformation of the data.
The basic strategy for construction ARIMA models is 
based on a 3 step iterative procedure involving:
(1 ) model identification
(2 ) model estimation
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(3) diagnostic checking.
In the following 3 subsections, each of these steps will be 
discussed in some detail.
(a) Model identification
In order to identify a particular model from the class 
(3.1.16) one must choose p,q, and d. This part of the 
model building process is anything but precise and requires 
both patience and experience on the part of the 
investigator.
The first step in identifying the model is to check the 
stationarity of the time series. At this stage, there is 
no good substitute for first plotting the data points. The 
degree of differencing required to ensure stationarity can 
usually be determined by inspecting the plots. A linear 
trend can be removed by first differencing and a quadratic 
trend by second differencing. If the variance of the 
series appears to increase proportionately with the mean, 
then a logarithmic transformation may be required. In 
sophisticated applications, the Box-Cox (1964) 
transformation may be used. The logarithmic transformation 
is a special case of the Box-Cox transformation. For a 
given X , the transformed value, y^ ., is given by
For details and examples of this approach to inducing 
stationarity, consult Nelson and Granger (1979).
Once the series has been appropriately transformed
<yt- D A
ln(yt)
X^o
X =0
(3.1.17)
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into a stationary time series, one examines the sample 
autocorrelation and partial autocorrelation functions for 
clues as to the choice of q and p for the moving average 
and autoregressive operators.
The two most important tools at the disposal of the 
investigator during this stage of the model building 
process are the sample autocorrelation and partial 
autocorrelation functions. For a stationary time series
i. u
y t, the k theoretical autocovariance function of an AR(p) 
process can be derived from the moving average 
representation and is denoted
2 “y (k) = a r where «.=1 (3.1.18)
i=0 1 1 K u
provided EI a I converges. The corresponding
autocorrelation function P(k) can be obtained by taking
y (k ) A  (0) . Similarly, the k th theoretical autocorrelation
function for an invertible MA(q) process is given by
Notice that the autocorrelation function of the invertible 
MA(q) process is zero for all k>q and that it declines 
toward zero only as k approaches infinity for the 
stationary AR(p) process.
As previously stated, estimates of both
/ 1 k=0
q-k
I a k=l, . .,q
P (k) = < i=0 1 (3.1.19)
0 k > q
N P (-k) k < 0
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autocorrelation and partial autocorrelation functions are 
needed in order to identify a time series. Although 
several procedures have been suggested [see Jenkins and 
Watts (1968)], Box and Jenkins find the most satisfactory 
estimate of the k autocorrelation P(k) to be
r(k) = c(k)/c(0 )
where
c (k) = t"1 (yt-y) (yt+k-y) k=o,i,2,..,K
is the estimate of the autocovariance Y(k), and y is the 
mean of the stationary time series. Note, this estimator 
of Y(k) is biased and therefore so is the estimator r(k).
In general, c(k) and r(k) have lower risk under squared 
error loss than the unbiased estimators of fl(k) and Y(k).
In order to derive the partial autocorrelation functions, 
pre-multiply the following AR(p) process by Y t_k
yt = 9iyt-i+ •••+Vt-P+et
to obtain
yt-kyt = eiyt-kyt-i+ •••+Vt-kyt-p+yt-ker f3-1-20*
The expectation E (Yt-ket^=0 ^or ^>0, since Yf-k can on^y 
influenced by random shocks which precede it. Thus, taking 
the expectation of (3.1.20) yields the difference equation
y (k) = e y (k-l)-j£ y (k-2)+ ... +9 Y(k-p) k>0
■L £. P
(3.1.21)
which, if divided through by y (0), yields
0 (k) = 0 j0 (k-l)+S ^ 0 (k-2 )+ ... +Sp(t>(k-p) k>0 .
(3.1.22)
For an autoregressive process of order p, one obtains a set
of linear equations of the form
jo(1 ) = 0 ^ ( 0 ) +0 ^ ( 1 ) + ... +©p0 (p-l)
P ( 2 ) = 0  0 (1 ) +0 0 (0 ) + ... +0 0 (p-2 )X X  p
• ■
• •
#>(p) = e 10 (p-i) +e10 (p-2)+ ... +ep0 (o).
This set of linear equations is called the Yule-Walker
Equations and may be written in matrix form
0 = 0 p6 (3.1.23)
where 0 = (0 (1 ) , . . . ,0 (p) ) ' , 0 = (0 ^  . . . ,©p )' , 0 (0 )=1 , and
1 0 (1 ) ... 0 (p-1)
<°(1) 1 0(1) 0(P"2)
• • •
• • •
• • •
0 (p-1 ) 0 (p-2) ... 1
T^i
The i equation of (3.1.23) is
0 (i)=©10 (i-l)+ ... +Sp0 (p-i)
where 0 i i=l,2,...,p-l is the i coefficient of an AR(p)
-1process and 0 p is the last coefficient. If 0 exists, 
then (3.1.23) can be solved for 0.
The quantity 0 is regarded as a function of the lag p
Sr
and is called the partial autocorrelation function. For an 
autoregressive process of order p, the k partial 
autocorrelation function 0 ^ will be nonzero for k$p and 
zero for k>p. The partial autocorrelation function can be 
estimated by successively fitting autoregressive processes 
of orders 1,2,3,.. by ordinary least squares and picking 
out the coefficients of the last term in the estimated
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equation at each stage.
Whereas the autocorrelation function of an AR(p) 
process tails off as k*», its partial autocorrelation
+• Vi
function becomes zero after the p lag. Conversely, the 
autocorrelation function of the MA(q) process cuts off 
after lag q, while its partial autocorrelation function 
declines toward zero in the limit. If both 
autocorrelations and partial autocorrelations tail off, a
4" V*
mixed process containing a p order autoregressive 
component and a q order moving average component is 
suggested. The autocorrelation function in this case 
exhibits a mixture of exponential and damped sine waves 
after the first q-p lags and the partial autocorrelation 
function for the mixed process is dominated by a mixture of 
exponentials and damped sine waves after the first p-q 
lags. Box and Jenkins (1976) summarize these findings on 
page 79.
Identification of the series is not as easy as this 
might suggest. Estimated autocorrelations tend to have 
large variances and to be highly correlated with one 
another. As Kendall (1945) notes, a strict correspondence 
between estimated and theoretical autocorrelation functions 
cannot be expected. In general, it is only possible to 
gain knowledge of the broad characteristics of the series 
by examining the sample autocorrelation and partial 
autocorrelation functions. Usually, several models must be 
entertained and carried through to the estimation and
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diagnostic checking stages.
Given the difficulty of approximating the theoretical 
autocorrelation and partial autocorrelation functions with 
sample counterparts, it is important to gain some idea of 
how far apart the two might actually be. Box and Jenkins 
use variance estimates as "informal guides" to aid in the 
determination of how far the estimated value is from its 
theoretical value.
The variance of the estimated autocorrelation r(k) at 
lags k>q can be approximated by
Var(r(k)) = T_1 {1+2[r (1)2+r(2)2+ ... +r(q)2 ]}
(2.1.24)
Anderson (1942) shows that for moderate T, the distribution 
of the estimated autocorrelation function coefficient, 
whose theoretical value is zero, is approximately normal. 
Thus, under the null hypothesis that p(k)=0 (against the 
alternative 0 ?O) the estimate r(k) divided by [Var(r(k))] 
will be distributed approximately N(0,1).
For the partial autocorrelation function, Quenouille 
(1949) showed that under the null hypothesis that the 
process is AR(p), the estimated autocorrelations of order 
p+i, i>0 , are approximately independently distributed and 
that
* [8 r ] = T~h k J p+1 (3.1.25)
[see Box and Jenkins (1976), pp. 34-35, 65, and 177-178].
(b) Estimation
Having tentatively identified d, p, and q, efficient
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estimates of the parameters must be obtained. One possible 
approach is to minimize the sum of squared errors of the 
model (3.1.16)
e(L)(1-L)dy = « (L)e
or,
e(L)zt = «(L)et (3.1.26)
j
where zfc is the stationary, time series (1-L) yt . Least 
squares estimation of this model presents two immediate 
difficulties:
(i) the equations will contain unknown starting 
values z*=(zQ ,z1 , . . .,z1-p) and e* = (e1 ,e2 ,...,e1_q ) and
(ii) the model is nonlinear in the parameters.
Below, we consider both conditional and unconditional 
methods of estimating a univariate ARIMA model.
Conditional Approach
One way of overcoming the starting value problem is to
replace z* and e* with reasonable assumed values;
estimation is then conditional on the assumed values z* and
e*. A possible choice of starting values is E(z*) and
E(e*)- Given the stationary series zt, a normal log
2likelihood function with parameters (© ,<*,<* ) , and the 
assumed starting values (z*,e*) the conditional log 
likelihood function is
A * = In L*(9,a,ff2 ) ec -n ln(ff ) -S*(©,«)/2ff2 (3.1.27)
T
2where s*(©,a) = £  e . (0 ,a I z* , e*, z ) . The star subscript
t=l
reflects the fact that the likelihood and sum of squares 
functions are conditional on the assumed starting values
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(z*,e*)- The maximum likelihood estimates are those values 
of 6 ,ot , and a which maximize the conditional likelihood 
function (3.1.27).
Similarly, one could obtain a conditional nonlinear 
least squares estimator of {& ,a ,e ) by minimizing s*(© ,« ,* ) . 
In either case, some sort of numerical optimization 
technique must be employed. These techniques will be 
discussed in Section 3.2.3. Whatever algorithm is used, 
successive calculation of the residuals et(© ,<* I z*, e*, z ) , 
t=l,2,...,T, is required for use in the sum of squares 
function; furthermore, as each new round of estimates for © 
and a is calculated, another set of e t must be generated 
and ^ * or s* minimized again. [Box and Jenkins, pp. 209- 
211, (1976)].
Unconditional Approach
It is also possible to derive unconditional estimates 
of the parameters © and a . Box and Jenkins [(1976), p.
213] show that the unconditional log likelihood function is 
given by
J? (0 ,ac ,ff2) = f(©,a) - Tln(ff ) - s(©,a)/2ff2 (3.1.28)
where f (0 ,a ) is a function of © and a . The unconditional
2
sum of squares is s(© ,« ) = £ (etl © ,a , z ) where (etl©,«,z) =
E [ (e^l© ,« , z ) . For large T, f(©,«) is dominated by 
s(©,«)/2ff and the estimates obtained by minimizing s(©,«) 
will be approximately equivalent to the maximum likelihood 
estimates. Other procedures, such as Marquardt's (1963) 
compromise, have been used to find efficient estimates of
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2
the parameters 0 ,« , and a .
For a stationary, invertible Gaussian process the
maximum likelihood estimator is consistent, asymptotically
efficient, and asymptotically normally distributed. The
inverse of Fisher's information matrix evaluated at the
MLE's can be used as an estimator of the covariance matrix, 
2
Cov(0 ,e , a r  ) . For a discussion of maximum likelihood 
estimation of an ARMA(p ,q ) process consult Newbold (1974), 
Anderson (1977), or Ansley (1979).
(c) Diagnostic Checking
Once the model has been identified and estimated, the 
adequacy of the fitted model should be checked. If one 
finds evidence that the model inadequately represents the 
time series, then one adaptively identifies an alternative 
model and re-estimates its parameters. Once satisfied with 
the model, forecasts can be generated.
A successful univariate time series model should 
capture systematic movements in the data with a minimum 
number of parameters. If this is achieved, then the 
residuals of the model will be a white noise random 
process. Again, as Box and Jenkins [(1976), p. 289] note, 
there is no substitute for visually inspecting the plot of 
the residuals as an initial step in the diagnostic checking 
stage of univariate model building. If any pattern can be 
detected in the plot, then the fitted model is probably 
poor.
Another technique used for diagnostic checking is
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based on overfitting the model. Having identified what is
believed to be the true model, one fits another model
containing additional parameters covering suspected
inadequacies. Assume for the moment that an ARMA(p ,q )
model is being compared to an ARMA(p+j,q) model. Under the
null hypothesis 0 p+1=0 p+2=...=Qp+j=0 and under the
alternative hypothesis 0 iO ,0 , . . . ,0 „, .yo . Thep+i p+z p+j
likelihood ratio test takes the form
u = -21n[L0 (e ,a 2 )/L1(0 ,a ,ff2 ) £ x 2 if H Q: true
(3.1.29)
where LQ and L1 denote the maximized value of the 
likelihood functions under null and alternative hypotheses, 
respectively.
It is also possible to compare ARMA(p ,q ) and 
ARMA(p+j,q ) processes without having to estimate the larger 
model using a Lagrange multiplier (LM) test [Harvey 
(1983a)]. For the LM test the residuals et from the 
ARMA(p ,q ) model are regressed on the full set of p+j+q 
derivatives evaluated under the null hypothesis. The 
resulting statistic is TR2* ^ 2, if the null hypothesis is 
true. Note that a Lagrange multiplier or likelihood ratio 
test could also be performed in an obvious way by 
augmenting the MA component of the ARMA(p ,q ) process, 
yielding an ARMA(p,q+j), and proceeding as discussed for 
the ARMA(p+j,q ).
Another approach to diagnostic checking makes use of 
the residuals from the fitted ARMA(p ,q ) model. These have
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been used in several ways.
First, if e 1,e2,...,e is a sequence from a white 
noise process, then for moderately large T, the sample 
autocorrelations are uncorrelated and normally distributed 
with variance 1/T. Having fit the model 6 (L)zt=a(L)et by 
the method of maximum likelihood and denoting the ML 
estimates (9 ,o ) , the fitted model can be written
et = « " 1(L)9 (L)zt .
If the model is adequate, then e^ = e^ + 0(T 2) [see Box 
and Jenkins (1976), p. 289]. As a result, for longer 
series it is reasonable to expect the residual t
autocorrelations
T  t
r v(e) = E e.e. ./E el (3.1.30)
K t=l+k Z t-Kt=l t
to yield valuable information about the adequacy of the
fitted model. Using this fact and a result from Anderson
(1942), the model is considered to be adequate if each of
the rk (e) falls within the +T interval. If a
predetermined number of the residual autocorrelations fall
outside the interval, then the fitted model should be
reconsidered. Caution must be used, however, since the
asymptotic standard deviations for small k may be much less
than T . For low order lags, use of T as the standard
error may cause one to underestimate the significance of
departures from zero of the autocorrelations [Box and
Jenkins (1976) p. 290].
Box and Pierce (1970) provide a useful test of the
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residual autocorrelation functions. The Box-Pierce test is 
based on the first M autocorrelations and is computed using
M 2 -
Q = T I  rk(e) (3.1.31)
k=l K
which is distributed approximately as a central chi-square 
random variable with M-q-p degrees of freedom under the 
null hypothesis that e is white noise. According to 
Granger and Newbold [(1977), p. 93] the validity of this 
test relies on M being moderately large, i.e., at least 20. 
Harvey prefers a similar statistic [Harvey (1983b), p.
148]
M -1 2Q* = T (T+2) I (T-k) rf. (3.1.32)
k=l
This statistic is referred to as the modified Box-Pierce or
2
the Box-Ljung statistic and is tested using the X M 
distribution.
Finally, some authors use one or more of the so-called 
model selection criteria to gain insight into the adequacy 
of nonnested models. These criteria are discussed in some 
detail in the next portion of the chapter as attention is 
focused on the fitting of polynomial distributed lag 
models.
(d) Forecasting 
Consider again the model
e(L)zt = «(L)et (3.1.33)
where zfc is a weakly stationary time series of length T.
Let
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[« (L)/©(L)]et = *(L)et (3.1.34)
and rewrite the model (3.1.33) using (3.1.34) as
zt = * (L)et
which if expanded becomes
CO
z. = E 0 .e. .. (3.1.35)
r j=0 3
This last expression simply means that the current value of 
the series zt can be represented by a linear function of 
all past random disturbances et where t«=(-«>,t]. In other 
words, this is the moving average representation of the 
stationary time series zfc referred to in section 3.1.1. (c). 
Let the forecasted value of zt+  ^ t*e denoted
00
z^d) = E e. . (3.1.36)
t j =o 3 t+1”3
and notice that the first 1-1 terms in the series will be 
zero since future error terms, e t+  ^ i>0 , do not exist as of 
time t.
Suppose that the best forecast is denoted
zt( D  et‘H^ l+let-l+^l + 2e t-2+ ‘ * (3.1.37)
ie i<
where the lag weights ^ • are to determined in
an optimal way. The mean square error of the forecast is
(1+**+ ... 3 2<y 2
(3 .1.38)
*
which is minimized when ^ , . . is set equal to v,.... Thisi + j J- + J
yields
Et2t+l"^t(1) ]2 = (14*1+ +^i-l)ff2 (3.1.39)
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which turns out to be the 1 period ahead forecast error
*
variance; by choosing the weights ^  = ^j' one imPlicitly 
sets z t+j = an(^  thereby chooses the unbiased forecast
estimator.
In summary, the minimum mean square error forecast at 
time t for lead time 1 is the conditional expectation of 
z t+ ,^ given all information contained in the z's up to and 
including time t. Additionally, forecasts from ARIMA 
models are optimal in the sense that no other linear 
univariate fixed coefficient estimator produces forecasts 
with smaller mean square error. Keep in mind, however, 
that these univariate forecasts are only optimal within 
their class and if the appropriate model has been found. 
Unfortunately, it is never clear whether the model chosen 
is the best in this sense.
3.1.3 Distributed Lag Models
There is no question that univariate models are useful 
when researchers lack information about factors affecting a 
time series. However, economists are often able to use 
economic theory to suggest possible determinants of the 
time series y fc. Specifically, the economist uses prior 
information of the form E(yt)=xjj8 where xj.= (xtl, . . . ,xtR) , 
a lxK row of independent variables at time t and $ is a 
vector of unkown parameters. In time series analysis, the 
economic researcher may also know that past values of x{_ 
affect yt , but is either unable or unwilling to specify how 
many lagged values of xj. to include as regressors in a
92
statistical model.
The mean of the time series y t, which depends on 
current and lagged values of K independent variables, can 
be expressed as
unknown parameters. Let£'(L) = [$ 1(L) 2(L), . . . K (L) ]
and (3.1.12) can be written
Notice that each explanatory variable is permitted to have 
a different lag length n(i). If n(i) is not finite for any 
i, then the model is said to have an infinite distributed 
lag. In this event, some kind of restrictions must be 
imposed on the parameters in order to obtain unique 
estimates using a finite sample. On the other hand, if
(3.1.40)
n( i)
where £.(L)x..= E ^ . Hx. ., i=l,2,..,K, and n(i) are
i ti _ j _0 13 r-j
®(L)[yt-tf ’ (L)xt] = «(L )et 
Solving (3.1.41) for yfc yields
yt = fi 1 (L)xt + [« (L)/9 (L) ]et
or,
(3.1.41)
y t = fi ' (L )x t + *(L)et (3.1.42)
where
“ (L) 1 + a L + ... + a Lq
q
9(L) 1 + © ,L + ... + 9 LP
P
0 . (L) = 1 + 0 ■ + ... +
1 1, X
^ (L) = a (D/9 (L)
2
et ~ N(0,<* ), and Cov(et,eg) 0 s^t.
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{n(i): i=l,2,...,K> are finite, then the model is called a
finite distributed lag model. As a special case, note that
if q=n(i)=0 for all i, then equation (3.1.42) reduces to a
simple linear regression model with autocorrelated errors.
If each n(i)=0, then (3.1.42) is the ARMA(p ,q ) of the
preceding section.
(a) Finite Distributed Lags of Unknown Length
Under the assumption that p=q=0 and that each n(i) is
finite, the model (3.1.42) becomes
yt = fi'(L)xt + et (3.1.43)
with n=max{n(1),n(2),...,n(K)}, t=n+l,...,T. If each of 
ththe i lag lengths (n(i) i=l,2,..,K) is known and if each 
of the et is i.i.d. normal, then maximum likelihood 
estimation of (3.1.43) yields m.v.u. estimates of B. 
However, n(i) is seldom, if ever, known in economic 
research; consequently, estimation of equation (3.1.43) is 
problematic in several respects. First, the sample size is 
a function of an unknown parameter n and must be estimated. 
Second, from the discussion in section 2.3 it is clear that 
choosing any n(i) too long leads to an inefficient 
estimator of £'(L) and choosing any n(i) too short will 
lead to a biased estimator of B ' (L ). Third, pretesting to 
select n(i) will be subject to the criticisms enumerated in 
section 2.4, namely the risk of using a pretest to find 
n(i) will be greater than that of using the RLS estimator 
for all possible values of the true parameter vector and 
greater than that of using an overparameterized OLS
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estimator over all but a small portion of the parameter 
space. In addition, the resulting estimators and 
statistics do not have the familiar central F or t- 
distributions. Nevertheless, most researchers continue to 
use preliminary tests to determine n(i) before estimating 
0(L ). Because of the widespread use of these model 
selection techniques, and because the risk properties of 
the resulting estimators have yet to be studied, several 
means of specifying distributed lag models will be 
considered here.
(b) Estimating Lag Length
To simplify presentation of the various techniques 
used to estimate n(i), it is assumed that y^ is 
systematically determined by current and lagged values of a 
single variable x and the intercept term is ignored. This 
model has the form
where n* is the finite, but unknown lag length. The fact 
that n* is unknown means that the number of lagged values 
of x to use as regressors is unknown. If too few 
regressors are included (the estimated value n < n*) then 
the OLS estimator of $ is biased and if too many are 
included (n > n*) then the OLS estimator is inefficient. 
Many schemes have been proposed to aid researchers in 
selecting n=n*. A traditional method selects an upper 
bound of n, say N, beyond which it is certain the $
et~N(0,ff 2IT-n*-l t=n*+l T
(3.1.44)
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coefficients are zero. Then, the researcher sequentially 
tests the relevance of the last N-r coefficients
H (0 ): *N = 0
H (l): ^ N-1
= 0
H ( 2 )' ' n = V i ^ N-2 = 0
using the F-test. The criterion is to select the lag 
length based on the first hypothesis that is rejected.
That is, if is rejected, n=N-r is said to be the
optimal lag length. Once n is selected, estimation 
proceeds as if the true model is the one under 
consideration. [Pagano and Hartley, (1973)] Note however, 
the resulting estimator is a pretest estimator; 
consequently, the unconditional sampling distribution of 
any of the usual statistics is unknown. Usual probability 
statements (e.g., t- and F-tests) made based on the 
estimated model must be conditioned on the validity of the 
model.
(c) Model Selection Criteria
Another approach uses model selection criteria to 
choose among the alternatives [Akaike (1974), Amemiya
(1980), Mallows (1973), Parzen (1974)]. The model 
selection criteria operate on the following general 
principle. As the number of parameters included in a
regression model increases, the calculated sample variance
~  2 ~  2 n declines. Thus, a penalty function is added to
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which increases monotonically as regressors are added to 
the model.
Following Geweke and Meese (1981), suppose that the 
estimate of n*, denoted n, is chosen to be the value which 
minimizes
E[C(n,T) ] = + ng(T) n=0,1, . . . ,N
~ 2 ~ ~
where C(n,T) is the criterion function, = e'e/T, g(T)>0
is a function of the sample size to be specified, and NST 
is the largest model to be considered. In most criterion 
functions the marginal penalty function g(T) is 
proportional to 1/T. Consequently, g(T) becomes negligble 
asymptotically and the probability of underestimating n* 
vanishes for large T. If the penalty function is too 
small, however, one tends to overestimate n* on average.
Many criterion funtions have been proposed. The 
following 3 criteria are useful when a choice must be made 
from many alternatives under the goal of risk minimization 
under a mean square error of prediction norm.
(i) Akaike's (1973) information criterion (AIC) 
assumes the form
AIC(n,T) = In + 2n/T 
~  2 ~  ~
where ffn = e'e/T evaluated under the assumption 
that n=n*. The estimate of n is chosen such that 
AIC(n,T) = min{AIC(n,T) I n=0,l,...N> 
where N is the maximum lag length to be considered 
given that a sample of size T is available.
(ii) Amemiya's (1980) unconditional mean square error
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criterion considers the risk of choosing an incorrect model 
under mean square error of prediction loss. Amemiya 
suggests minimizing
PC(n,T) = [ (T+n)/(T-n) ].
(iii) Mallows (1973) suggests minimizing
Cp(n ,T ) = + 2nff2/T
~ 2 ~ ~ 2 
where a = e'e/(T-K), the unbiased estimator of a .
Another approach is that taken by Schwarz (1978) who 
considers an infinite sequence of nested models, each of 
which has nonzero prior probability. When the sample 
distribution is normal, one selects the model with greatest 
posterior probability. Asymptotically, Schwarz shows that 
this is equivalent to minimizing
SBIC(n,T) = In + n ln(T)/T 
which is referred to by Geweke and Meese (1981) as the 
Schwarz Bayesian Information Criterion. Geweke and Meese
(1981) also consider a variant of the SBIC criterion which 
they call the Bayesian Estimation Criterion (BEC), denoted
BEC(n,T) = a 2 + n ln(T)/(T-N). n n
Geweke and Meese [(1981), p. 57] show that under rather 
weak assumptions the probability of underestimating n* 
vanishes for any of the above model selection criteria. On 
the other hand, for all of the criteria with the exception 
of SBIC and BEC, the probability of overestimating n* does 
not vanish with large T. This implies that only SBIC and 
BEC lead to consistent estimation of the parameter n*. By 
choosing n* such that SBIC or BEC is minimized, one is
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assured that the asymptotic distribution of the resulting 
estimator will be the same as if n* were known. Though not 
consistent, the other criteria have been shown to have 
desirable properties also. For instance, Shibata (1981) 
proves that PC, AIC, and Cp choose the finite lag model 
that asymptotically minimizes sum of squared prediction 
errors.
(d) Estimating Lag Length for More than One Variable
Finally, if i >1 i.e., there is more than one time 
series to be considered as an independent variable, one 
must select optimal lag lengths for each unknown parameter 
n(i) i=l,2,..,K. In this case, one selects the 
specification which globally minimizes the model selection 
criterion C(n,T), where n represents the total number of 
parameters estimated. The resulting equation will be of the 
form
n(1 ) n(2 )
t i_Q 1/1 1, t-i j.-o 2 , i 2 , t-i
n(K)
+ .E=0 *k,ix K,t-i + et
(3.1.52)
K
for t=N+l,...,T, and K + £ n(j) i T-N-l.
j = l
There are at least two problems with estimation of
(3.1.52): (1) It is often likely that the number of
parameters to be estimated K+En(j) will be large relative 
to the number of available observations T-N-l. (2)
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Multicollinearity is often quite severe when several lagged 
values of an independent variable are included as 
regressors and precise estimation of one or more of the $ ^^ 
may be difficult. One technique used to mitigate both of 
these problems is the Almon Lag procedure. Almon's (1965) 
solution to these two problems was to force the lag weights 
^ij t0 fal1 alon9 a polynomial of degree r(i)$n(i) for 
i=l,2,...,K. In the section which follows, a variation of 
the Almon procedure will be discussed which permits the use 
of the RLS framework of Section 2.4. Then, a few comments 
will be made summarizing the consequences of incorrectly 
specifying lag length and polynomial degree.
3.1.4 Polynomial Distributed Lag Models
Consider again the model (3.1.44), and assume that the 
lag length n* has been determined to equal n.
n 2 
yt = .E ^ ix t-i + e t e t-N(0,ff I) t=n+l, . . . ,T
(3.1.53)
Suppose that can be expressed as a polynomial of order r 
in the integers j=0,l,...,n. That is to say
= “ o + a l-’ + a 2:’2 +  + a r^r (3.1.54)
for j=0 ,l,...,n and r$n where the are unknown 
parameters. Notice that the n+1 &'s are now expressed as 
functions of q+1 <*'s, This reparameterization has reduced 
the number of parameters to be estimated by imposing n-q 
exact restrictions on the $ ^, and implies that the 
dimension of the estimation problem can be reduced by 
imposing polynomial restrictions on the shape of the
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distributed lag. In fact, it is possible to express these 
restrictions as a set of linear homogeneous equations, thus 
permiting the use of the RLS estimator (2.4.2) and the 
Stein-rule estimator (2.6.2).
(a) Polynomial Restrictions
Several methods have been suggested for specifying the 
matrix R needed for use in the RLS estimator (2.4.2) [see 
Hill (1982)]. The method developed here was devised by 
Hill and offers significant computational advantages over 
equivalent methods. Hill recommends using orthogonal 
polynomials to derive the restriction matrix; the method 
is computationally efficient because R need not be 
recomputed as a nested set of polynomial restrictions is 
sequentially tested. This feature is especially attractive 
if the PDL model is to be used in Monte Carlo experiments. 
Consider the polynomial equation
Hr (i) = “ o,r + “ l.r1 + “ 2 ,ri2 + ••• +
(3.1.55)
where 1=0,1,2,...,n . These polynomials can be constructed 
in such a way that 
n
E H . (i ) H (i) = 0  j 4 m 
i=0 J
and are therefore orthogonal. The £  ^ can be expressed 
exactly as functions of these orthogonal polynomials
G . = d QH 0(i) + d 1H 1(i) + ... + dqH q(i) j=l,2,...,n 
or in matrix notation
£ = H d . (3.1.56)
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Pre-multiplying (3.1.56) by (H'H)-1H' yields
d = (3.1.57)
Because the matrix H is orthogonal, H'H is diagonal and the
th ^ 2
3 diagonal element can be expressed as A . = £ {H.(i)> .
3 i=0 3
tillUsing this fact, the j element of the vector a can be 
denoted
n
d . = £ $ .H,(i)/A, j =0,1,2,...,r .J i=o J J 
For all j > r, d.^  will be zero, implying a set of 
homogeneous equations that can serve as restrictions for 
the RLS estimator. Specifically, to estimate a polynomial 
of degree q<n, one sets dg+1= ...=dn=0. This is done by 
deleting n-q rows of the (n+l)x(n+l) matrix of orthogonal 
polynomials. Tabled values of the (■) are available 
[Delury (1950)] or they can be generated using SAS or some 
other computer software package.
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(b) Model Selection
The strategy for estimating a polynomial of degree r 
is much the same as that of estimating lag length. The 
degree of polynomial r can be chosen either by minimization 
of a model selection criterion or by sequentially testing 
the nested restrictions
H n :i' 0H n (i),i = 0
n
, E  =  0 1 = 0
(3.1.58)
n
H : E H ( i )£ . = 0
i=0
j ^ n - l ^ ' i  - 0
n
£ H r(i)0. = 0 
i=0
using the F-test. For models with more than one 
explanatory variable, one may proceed in much the same way 
as in selecting lag lengths for more than one set of 
explanatory variables. The lag lengths n(i) are assumed to 
be the true ones and optimal polynomial degrees are chosen 
such that the criterion function C(n,T) is minimized over
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all possible polynomial combinations.
(c) Effects of Misspecification
Finally, mention should be made of the ill-effects of 
misspecifiying lag lengths or polynomial degrees. These 
effects, presented in Trivedi and Pagan (1979) and neatly 
summarized by Judge et al. [(1985), pp. 359-360] are 
essentially reproduced below.
1. If the assumed polynomial degree is correct, but 
the lag length too long, the PDL estimator will generally 
be biased. If the difference between the true lag length 
and the estimated one is greater than the degree of the 
polynomial, then the estimator is always biased.
2. If the estimated polynomial degree is correct, 
then underestimating n*(i) results in a biased estimator.
3. If the estimated lag length is correct, but the 
estimated polynomial is too high, the PDL estimator is 
unbiased and inefficient.
4. If the estimated lag length is correct but the 
degree of the estimated polynomial degree is too low, then 
the PDL estimator is biased.
Unlike the case where only lag lengths are to be 
estimated, researchers cannot depend on techniques which 
asymptotically overestimate n(i). Once polynomial 
restrictions are added to the lag restrictions one runs the 
risk of overstating n(i) and understating the polynomial. 
Such an event will "stretch" the lag effects to regions of 
the parameter space where they do not belong and result in
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a biased estimator. Furthermore, it seems rather imprudent 
to place much faith in hypothesis tests based on the 
resulting model. The model specification process in effect 
discards sample information inconsistent with the model 
itself. As a result, the computed standard errors are 
likely to understate the true ones. One additional warning 
is required. Many estimators which are preferred on the 
basis of their large sample properties may actually perform 
worse than competitors in the small samples typically 
encountered in econometric practice.
In some cases, one is not concerned with the resulting 
sampling properties of models specified on the basis of the 
sample information. If the goal is to build a forecasting 
model of the dependent variable, then model selection 
procedures can often be very useful. Assessing out-of- 
sample forecast accuracy of competing models and estimators 
is important in several respects. Economists engaged in 
business or government are often called upon to generate 
forecasts and seldom "have time" to engage in sophisticated 
model selection processes. A desirable estimator for these 
practitioners is one which is easy to compute and yields 
good forecasts. The Stein-rule estimator is certainly a 
candidate since it obviates the need for a specification 
search and it is easy to compute. Whether or not it yields 
good forecasts in realistic situations remains to be seen. 
In order to assess the forecast accuracy of various 
estimators in Chapter 4, it is perhaps useful here to
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describe several of the most frequently used measures of 
gauging forecast accuracy.
(d) Forecast Evaluation
In Chapter 4 the out-of-sample predictive accuracy of 
several stein-rule estimators will be compared to 
traditional rivals OLS, RLS (PDL/Pretest), and univariate 
ARIMA. The three most widely used measures of forecast 
accuracy are root mean square error (RMSE), mean absolute
error (MAE), and Theil's inequality coefficient (U). The
three measures have recently been described by Fair (1986) 
and are discussed below.
First, let y fc be the forecasted value of y for time 
period t and let y t be the actual value of the time series. 
Assuming that 1 post sample observations on y are 
available, the forecast error can be evaluated using any 
one of the following measures:
RMSE = [ l“1 (y ' y ) ]"** (3.1.59)
MAE = l "1 E 1 y*.-yJ (3.1.60)
t = l
U = [l"1A y t 'A^t) ]"*/ [ r 1Ayt 'Ayt)]_!4 (3.1.61)
where a in (3.1.61) denotes either the absolute or 
percentage change.
If forecasts are perfect, all three measures will be 
zero. The RMSE criterion, which is a function of the 
squared deviations of the forecasts from actual values of 
y, penalizes large errors to a greater extent than MAE.
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Theil's inequality coefficient is most useful in those 
circumstances when no competing model is being considered. 
Notice that ayt = o implies that there is no change in 
forecasted values of y t - In this instance, U=l. If U>1, 
then the forecast error is greater than it would have been 
if a no-change forecast had been made; the forecasting 
equation fails in the sense that naively forecasting Yt+1 
to be the same as yt would have been a closer approximation 
to what actually happened.
In the next chapter only the RMSE measure will be 
computed since interest lies in comparing alternative 
predictive models. As a measure of forecast error, RMSE is 
also consistent with the use of quadratic risk functions as 
a basis for judging estimator performance.
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3 • 2 Nonlinear Models
When economic theory fails to suggest a specific 
functional form, empirical researchers are often willing to 
assume that the approximate relationship among the 
variables is linear, or that the relationship is linear 
after an appropriate transformation of the variables [see 
Spitzer, (1982a), (1982b)]. Although the parameters of a 
linear equation like (2 .1 .1 ) are easy to estimate, the 
linear assumption underlying the model can seldom be 
justified on the basis of economic theory. If the true 
model is not linear, or at least approximately so, then the 
least squares estimator will generally be biased and 
inconsistent.
Many econometric models are inherently nonlinear in 
the parameters. For instance, the parameters of the CES 
production function cannot be transformed and estimated 
using traditional linear techniques like OLS. with the 
growing interest in models of this type, it is important 
for empirical economic researchers to acquire a working 
knowledge of nonlinear estimation techniques.
Given the apparent necessity of nonlinear estimation 
in econometrics and the recent interest in certain improved 
methods of point estimation (Stein-rules, empirical Bayes, 
etc.), it is also important to ask whether improved 
estimators of the parameters of nonlinear models can be 
found. To date, a Stein-rule estimator has not been 
formulated for this important class of models.
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The search for an improved estimator of the parameters 
of a nonlinear statistical model begins with the probit 
regression. As Finney (1952) has demonstrated, the maximum 
likelihood parameter estimates of a probit model can be 
obtained using iterated weighted least squares. Nelder and 
Wedderburn (1972) generalize Finney's result for a much 
wider class of models, the so-called generalized linear 
models (GLIM). The least squares interpretation of the 
GLIM estimates suggests an algorithm for developing a 
Stein-like shrinkage estimator of the nonlinear probit 
regression model.
In order to lay a proper foundation for an 
investigation of a stein-like shrinkage estimator of the 
parameters of a probit regression model, several issues 
will be discussed. In the remainder of this section key 
results from the theory of nonlinear statistical models 
will be briefly summarized. Then, the rudiments of 
numerical optimization techniques will be presented. In 
section 3.3 a rather detailed exposition of Nelder and 
Wedderburn's (1972) generalized linear model will be given. 
This is followed by the example of interest, the probit 
regression model. In the final section of this chapter, 
two computer intensive research techniques--Monte Carlo and 
bootstrapping--will be introduced. These two methods are 
to be used to evaluate the unknown sampling properties of 
various Stein-rule estimators used in Chapters 5 and 6 .
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3.2.1 Nonlinear Statistical Model
Consider the following nonlinear statistical model
y = f(£,X) + e (3.2.1)
where y is a Txl vector of observable random variables, f
is a Txl vector valued function, £ is a Kxl vector of
unknown parameters, X is a TxM nonstochastic matrix of
treatment variables, and e is a Txl vector of independent
unobservable random variables, each with zero mean and 
2
variance c . For notational simplicity, equation (3.2.1) 
is sometimes written as
y = f ($ ) + e, 
a convention which shall be followed below.
The nonlinear least squares estimator (NLLS) is 
defined to be the value of the vector £ which minimizes the 
sum of squared errors function
T
S { $  ) =  E[yt-ft(0)]2 (3.2.2)
over the parameter space 33. Minimization of the sum of 
squares function with respect to yields
T
g(fi) = d s / d $  = -2E (3 [yt-ft(/S) ] (3.2.3)
where S = [d f . . . ,d f^/d$ R]' . Second order
conditions require the Hessian matrix
T
H(fi ) = d 2 s /3$3$ ' = -2[E (3 2tt /dfid$ ' ) [yt-f t(0 ) ]
T
+ E (d f /dfi ) (5 f /d$ ) 1 ] , (3.2.4)
i t
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to be positive definite, where
d 2 ft /dfid0
a2ft/d0ls$1 a2ft/d$1&$2 . . . azft/deld$K 
d 2 f t / d 0 2d $ l d 2 f t / d e 2dfi2 • • • d 2 f t /d $ 2d 0 K
s 2 tt / s ^ t l  a 2 tt /a $ j P t 2 . . . i V V ' K
Unlike the linear regression model (2.1.1), the solutions
to the normal equations (3.2.3) cannot be obtained
analytically. Consequently, numerical techniques like
those discussed in the next section must be used to derive
the minimizing vector b.
Given the NLLS estimator b of £, define the NLLS 
2 ~2estimator of a to be ff = ST (b)/T. If the et are assumed
to be independent and normally distributed, then the
2
maximum likelihood estimators of £ and c are also b and 
~ 2
«■ , respectively.
(a) Statistical Properties
Several additional assumptions are required to ensure 
that NLLS yields consistent estimates of 0. Amemiya (1985, 
p. 129) provides the following sufficient conditions for 
consistency:
1 . df/8$ exists and is continuous.
2. The parameter space 33 is compact.
3. T -1f (0 ) ' f 2) converges uniformly in
*1'*2 6 B -
4. lim T_1 [f («*)-£(#)]’ [£(<8 *)-f(/!) ] exists and
*
is nonzero if G .
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As Amemiya points out, these assumtions have rough 
counterparts in the linear model (2.1.1). Furthermore, 
they will generally be met for the regular concave density 
functions like the ones considered below and therefore will 
not be discussed further.
In addition, Amemiya [(1985), Theorem 4.3.2, pp. 133- 
134] proves the following result. If
i. lim T-1 G(£*)'G(3*) s c is a finite nonsingular 
matrix,
"1ii. T G(£)'G(£) converges to a finite matrix
uniformly for all a in an open neighborhood of $*,
2
iii. 3 is continuous in $ in an open
neighborhood of a* uniformly in t, i,j=l,2,...,K,
T
iv. lim T-2 E [32 f /S$ 90 ]2 = o for all $ in an open 
1
neighborhood of a*, and 
T
v. t-1E f.(0 - ) [32 f. ' ]l o converges to a finite1 t  x z p 2
matrix uniformly for all a ^  and $ 2 in an open neighborhood 
of B * , then the NLLS estimator has the following limiting 
distribution
(b-0 )*N(0,ff 2 [lim G(0 ) 'G(0 )/T]_1) (3.2.5)
* 2
where e = plim e'e/T and
~at /aa. a t  /aa. ... a t  / a a ~  
a f J/a/J* a t\/aa\ ... a f^/aa \
G(fi )' h a f' /aa =
a tx/aa K at2/aaK ... at^'/aa^.
The covariance matrix is estimated using
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ff2[G(b)'G(b)/T]-1, (3.2.6)
where G(b)1 = and ff2 = s(b)/T or s(b)/(T-K) (since
they are asymptotically equivalent).
(b) Hypothesis Testing
Asymptotically, b-iff= [G(£ )'G(£ ) ]-1G(£ )'e . Using the 
estimated value of G(£)=G(b), it is possible to generalize 
the usual F-statistic for testing joint hypotheses, 
provided T is sufficiently large. One way to do this is to 
set JSK of the elements of the vector $ (denoted $ j) to 
their hypothesised values The sum of squares function
is minimized with respect to £ subject to £j=^o' an<^  
denoted s(£Q). A test of the null hypothesis H q: $ j=£ Q 
against the alternative H : & -£B - can be performed by
a J U
evaluating the statistic
(T-K) [s(£ Q)-s(b)]/Js(b) (3.2.7)
which has an F T m v asymptotic distribution under the nullu t 1 — K
hypothesis. Alternative means of testing hypotheses may be 
employed. Gallant (1975) has compared the small sample 
properties of similar test statistics in a Monte Carlo 
study and concludes that (3.2.7) tends to perform better 
than its competitors.
3.2.3 Numerical Optimization
In general, nonlinear estimation problems are solved 
through iterative procedures which directly minimize an 
objective function. Let the objective function be denoted 
Q(0), where & is a Kxl vector of unknown parameters. In 
principle, an initial parameter estimate & Q or starting
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value is obtained; based on this estimate a new "improved" 
estimate © 1 is computed. The new estimate is then used to 
produce another improvement manifested in © 2. This process 
continues until no further significant improvements can be 
obtained, i.e., until convergence.
There are a number of competing algorithms available 
for use in numerical optimization. They differ to the 
extent that they employ mathematical expectations and 
partial derivatives of the objective function, (i.e., the 
sum of squares function or the likelihood function). Some 
require only first partial derivatives [Berndt, Hall, Hall, 
Hausman (1974)], some require first and second partial 
derivatives (Newton-Raphson), and some require the 
expectation of the Hessian (method of scoring).
The purpose of numerical optimization is to minimize 
the objective function Q(6 ) with respect to the K elements 
of the parameter vector ©. The gradient vector and the 
Hessian matrix are defined to be
If g(©) and H(©) exist and are continuous in the 
neighborhood of a particular value ©, sufficient conditions 
for a local minimum of Q(©) at © are that g(©) = 0 and H(©) 
be positive definite.
Each of the numerical optimization techniques 
considered below takes the form
g(9 ) = ©Q(© )/ae 
H (© ) = 3  2Q(© )/3©3© ' . (Hessian)
(gradient)
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+•
where © n is the n round estimate of ® ,
C (e n) is a positive definite matrix,
>»n is a positive scaler called the step length, and 
d(e n) is a direction vector which is a function of 
the gradient. The choice of x n and d(e n) will be discussed 
shortly. First, it is important to define exactly what is 
meant by convergence.
Definition 3.2.1 An iterative scheme is said to have 
converged when one or more of the following conditions are 
met:
1- Q(Sn+l^ ‘*'s "cl°se" to t*le sense that
1 Q(e )-Q(® )1 < « - , e - >0  n+17 n 7 1 ' 1
2 . e n+1 is "close" to 9 n in the sense that
(e -e )»(e -e ) < « , e „>o
v n+l n 7 ' n+1 n 7 2 ' 2
3. g(® is "close" to g(© ) in the sense thatn + l  n
[9<S n+l>!’[9<e n+l>l < s 3' s 3>0'
In practice, all three conditions should be verified for
sufficiently small values of e 2, and * Furthermore,
if the objective function is not strictly concave (or
convex), then several different starting values should
be tried to ensure that the objective function is globally
minimized (maximized).
(a) Newton-Raphson
The Newton-Raphson algorithm is based on a second 
order Taylor series expansion of the objective function 
Q(9) around the estimated value of the parameter vector 0 .
115
Expansion of Q(©) yields
Q(«) = Q(0) + g(e )’(©-©) + 1/2 (©-© )'H(© ) (©-e ). 
where © is an initial estimate of ©, g(©)' = [3Q/3©' ]Ig, and 
H(© ) = [© 2q/0000 1 ]l~ . Differentiation of the right-hand-side 
with respect to © yields
g (© ) = 3Q(0)/a© = g(©) + H(© )(©-©).
Using the fact that g(©) = 0 when the objective function is 
minimized, one can solve for ©:
[H(© ) ]© = [H (© ) ]© -g(© )
©se- h"‘1(© )g(© ) . (3.2.8)
The equality in (3.2.8) is exact if Q(©) is quadratic; in 
this case, © can be set to any initial estimate and the 
Newton-Raphson will converge to a global minimum in one 
iteration. If Q(©) is of an order higher than 2, then the 
use of (3.2.8) iteratively may lead to convergence at a 
local minimum. If H is not positive definite, then the 
Newton-Raphson searches for the minimum of the objective 
function in the wrong direction. That is, (3.2.8) may 
locate a local or global maximum. Many solutions to these 
problems have been proposed. Several of these (method of 
scoring, quadratic hill climbing, method of steepest 
ascent) are mentioned below.
Finally, the Newton-Raphson algorithm as given in
(3.2.8) implicitly chooses the step length to be 1, i.e., 
X n=i. in general, one would prefer to take larger steps 
when far away from an extreme value and smaller steps when 
close. If the step size is too large, then one can
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overshoot the target value and if the step length is too 
small, convergence may take an inordinate number of 
iterations. Various methods of selecting an appropriate 
step size have been mentioned in the literature [Goldfeld 
et al. (1966), Goldfeld and Quandt (1972)]. The method of 
steepest ascent [Fletcher and Powell (1963)] addresses the 
problem of varying the step length by choosing >'n 
analytically as a function of the Hessian and the gradient. 
Quadratic hill climbing [Goldfeld et al. (1966)] uses a 
measure of the accuracy of the quadratic approximation to 
choose an appropriate step length. For a summary of these 
and other techniques, consult Bard (1974) or Goldfeld and 
Quandt (1966).
In summary, given proper choices of step length and 
starting values, the following equation used iteratively 
will yield parameter estimates which locally minimize the 
objective function Q(0):
9 n+l = 9 n * \  H~1(V  9 < V -  (3-2 -9 >
(b) Method of Scoring
If the mathematical expectation of the Hessian matrix 
is easy to take, then the resulting Information matrix may 
be used in its place, i.e.,
C(©n) = - E[H(6 n) ] = 1(0 )
where 1(0) is Fisher's Information matrix (assuming that 
Q(0) is the log likelihood function). Unlike the Newton- 
Raphson, the method of scoring guarantees that C(e n) will 
be positive definite; therefore, the numerical search is
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conducted in an appropriate direction (relative to the 
starting values). And as usual, it is advisable to use a
variable step length X Thus, the method of scoring
yields the following iterative estimator of the unknown 
parameter vector ©
°n+l = S n + (3.2.10)
If I (©) is block diagonal, then this procedure may
simplify computation by reducing the number of elements to
be estimated.
(c) Gauss-Newton
Recall that in order to derive NLLS or MLE estimates 
of the parameters of the nonlinear regression model, the 
sum of squares function s(£) must be minimized. The Gauss- 
Newton algorithm is derived by replacing f(£) in the sum of 
squares function with its first order Taylor's series 
approximation taken at an estimate b. Thus, the sum of 
squares function is
S{fi) = [y-f(0)]'[y-f(£)]• (3.2.11)
Taking the first order Taylor's series approximation of
f(£) about the estimate b Q yields
f(fi) = f(bQ) + G(b0)(b0-/S)
where
G(£ ) ' s 3 f '/d/S =
S f  /3fi 3 f  /3$
3 t \ / 3 B ^  atpdfi}'
(3.2.12)
and G(bn ) = G(£)l. . Substituting (3.2.12) into the sum ofu d q
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squares function (3.2.11) yields
s(* )*{[y-[f(b0)+G(b0)(bQ-^)]>*{y-[f(b0)+G(b0)(b0-*)]>. 
Minimization of s(fi) with respect to & yields
2G(b0 )*y-2G(b0 )'f(b0 )+2G(b0 )’G(b0 ){bQ-fi ).
Denoting the minimizing value of £ as b ^
2G(b0 ) 'y-2G(b0 ) 'f(b0 )+2G(b0 ) 'G(b0 )b0-2G(b0 ) ' G f b ^ b ^ O  
dividing both sides of the equation by 2 ,
G(bQ)'G(b0)b1=G(bQ)'y~G(b0)'f(bQ)+G(bQ)'G(b0)b0 
and rearranging yields
G(b0)'G(b0)b1=G(b0)>G(b0)b0+G(b0)'[y-f(bQ)]. 
Finally, pre-multiplying both sides of the equality by 
[G(b0)'G(b0)]_1 yields
b2 = bQ + [G(b0 )’G(b0 ))"1G(b0 )'[y-f(b0 )]
or,
bx = [G(b0 )'G(b0 )]"1G(b0 )'[y-f(b0 )+G(b0 )b0 ].
(3.2.13)
The new estimate is then substituted for the initial
estimate b Q in the right-hand-side of (3.2.13) to produce a
second round estimate b 2. This process is repeated until
the iterative scheme converges. Notice that equation
(3.2.13) has a similar form to the least squares estimator
b=(X'X) ^X'y, where X is the gradient matrix G(bQ) and y is
the adjusted independent variable y-f(bQ )+G(bQ )bQ . Given
til.this interpretation, the (n+l) round estimate b n+1 can be 
thought of as the least squares estimator of £ from the 
model
y(bn ) = G(bn )tf + e (3.2.14)
119
where y(t>n ) =y-f (bn) +G(bn)kn is an adjusted dependent
variable and G(bn) is the "regressor" matrix. Both are
functions of the current round estimate b and as a result,n
are expected to change with each successive iteration 
(until convergence).
These numerical optimization algorithms are of 
particular interest in this dissertation because of their 
use in generalized linear models (GLIM) of Nelder and 
Wedderburn (1972). According to Copas (1983), the idea of 
shrinkage is not confined to linear regression, but also 
applies to the much wider class of generalized linear 
models. In fact he considers briefly the binary regression 
model as a case in point. In Chapter 6, maximum likelihood 
estimates of the parameters of a probit regression model 
are obtained and these estimates are then used in a Stein- 
like shrinkage estimator of the probit model. To 
facilitate this end, the probit model is described below.
3.2.3 Example: The Probit Regression Model
To introduce the probit regression model, consider the 
following definition.
Definition 3.2.2 Qualitative response models are 
regression models in which the dependent variable takes 
discrete values. When a single dependent variable takes 
the value of 1 or zero the model is called the binary 
choice model and is defined to be
Pr(yt=l) = F(x£G) t=l,2,...,T (3.2.15)
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where {yt > is a sequence of independent binary random 
variables taking the value 1 or zero, x fc is a known Kxl 
vector of explanatory variables associated with the t 
observation, £ is a Kxl vector of unknown parameters, and F 
is a certain cumulative distribution function (c.d.f.).
Choosing F to be a c.d.f. ensures that x|.£ is mapped onto 
the interval [0,1].
The two most common choices of F are the normal c.d.f. 
and the logistic c.d.f.
(Normal) F(x^e ) = #(x££) = [ ^  ( 2n ) _!iexp{-^r2 }dr
(3.2.16)
(Logistic) F(x^ ./S ) =A(x^S) = ext^/(l+ext^)
(3.2.17)
The probit and logit functions are the inverses of the 
normal and logistic c.d.f.'s respectively (see equations 
3.3.5 and 3.3.6 below). Although the two functions are 
similar in many respects, the choice between the logit or 
probit function is not an arbitrary one; the model selected 
should be that which is most consistent with the underlying 
data generation process.
The use of the probit function is often preferred and 
is motivated in the following way [see Fomby, Hill, Johnson 
(1986), p. 344]. Let A be the action taken if the expected 
utility associated A is great enough. If action A is 
taken, it is assigned the number 1; if not, it is assigned 
the number 0. Whether or not the action is taken depends 
on the value of the expected utility index I associated
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with the consumption of a given bundle of goods and 
services X. The index variable I may be thought of 
econometrically as a latent variable determined linearly by 
the observable attributes X. Thus, It = x{.£ is considered 
to be positively related to the probability that action A 
will be taken; the higher the index I, the more likely A.
Each person either takes or does not take action A 
based on whether the observed level of the index I is above 
or below his personal threshold level I*. Each person's 
threshold level is a function of individual tastes and 
preferences; and, by the central limit theorem, tastes and 
preferences will be normally distributed across the 
population at large. Thus,
n = Pr[Al 11] = Pr[I* 5 lfc] = t (x^) (3.2.18)
where again, i is the standard normal c.d.f. evaluated at 
the observed level of the index .
Given that the probit model is consistent with the 
underlying data generation process, the estimation of the 
parameters of the probit regression model can be developed 
in light of the preceding discussion of nonlinear 
estimation techniques.
Let {y1,y2,...,yT> be a random sample of T Bernoulli 
trials with parmeter n . The probability density function 
is denoted
f(ytln) = nyt (l-n)1-yt t=l,2,...,T
Now suppose that (definition 3.2.1)
" t = Pr(yt=l) = F(x^) t=l, 2, . . . , T
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and that the normal c.d.f. is the appropriate model of the 
parameter n. Thus,
n t = F(x^) = *(x££) t=l, 2, . . . , T .
The likelihood function is denoted
T
l = n *(x;£)yt [1-* (x;/f) ]1_yt (3 .2 .19)
1 r r
and the log-likelihood is
J? = In L = E y fc ln(*t) + (1-Yt) ln(l-*t) (3.2.20)
where i =$ (x ^  ) .
The Newton-Raphson method requires the gradient vector 
/B$ and the Hessian matrix d^JI /d$d$ ' . The gradient 
vector is
T
Bi/Q$ = E yt [*t/*t]xt - (l-yt )[*t/(l-it )]Xt (3.2.21)
where t is the standard normal p.d.f. evaluated at the 
argument x^ jS . Equation (3.2.21) can be simplified to:
T
g(£) = E {(yt-*t )/[*t (l-*t )]}*tx t (3.2.22)
The Hessian is
T 2 
H(£ ) = - E * t{yt[(x^ )*t^ t ]/(*^
+ (l-yt ) [*t-(x^)(l-4t)]/(l-*t)2} x tx*.. (3.2.23) 
The global concavity of the likelihood function permits a 
liberal choice of starting values; those from the OLS 
estimator b Q=(X1X)~1X'y are often used as the first 
approximation. Evaluating (3.2.22) and (3.2.23) at the
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starting value bQ and substituting into Newton-Raphson 
equation (3.2.9) with step length 1 yields
b 1 = b Q - H"1(b0)g(b0) (3.2.24)
which is used iteratively until convergence.
The method of scoring technique can be used in a 
similar way; the only difference is that the negative of 
the Hessian is replaced with the Information matrix. For 
regular densities,
1(0) = - E[3 2J>/3000 ' ] = E [ (34/50 ) (30/30 )'] .
In terms of equation (3.2.22)
1(0) = e [(34/30 ) (04/30) ’ ] = E[g(0 )g(0 ) ' ]
= E z<(yt^ t )2/[*t <l-*t )]2 >*2tx tx;..
(3.2.25)
If the random variable is Bernoulli distributed [i.e., 
y^bfl,")], and n is assumed to equal i , then
E(yt ) = " t = * t 
Var(yt) = n t (i-nt ) = * t (l-tt ).
Using these facts, (3.2.25) may be written as 
T
1(0) = E {E(yt-f t )2/[*t (l-*t ) ]2 > ^txtxt 
T
= E {Var(yt)/[*t (l-*t ) ]2 } ^ txtxt 
T
1(0 ) = E {[*2 /[* t ( l ^ t ) ]>XtX|.
(3.2.26)
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Although the Newton-Raphson and the method of scoring 
lead to the same point estimates in the probit regression 
model (due to the global concavity of J?), each yields a 
distinct estimate of the asymptotic covariance matrix. 
Griffiths, Hill, and Pope (1985) investigate the small 
sample properties of the two methods for the probit model 
and conclude that they differ negligibly.
3 . 3 Generalized Linear Models
3.3.1 Estimating GLIM
Nelder and Wedderburn (1972) and McCullaugh and Nelder 
(1983) explore a general class of statistical models which 
includes the classical normal regression model, log-linear 
model, probit and logit regression models, survival models 
and the Box-Cox (1964) transformed model to name just a 
few. These so-called generalized linear models (GLIM) 
share a common algorithm for the estimation of parameters 
by maximum likelihood which uses iterative weighted least 
squares with an adjusted dependent variable and resembles 
the Guass-Newton in equation 3.2.13.
(a) Components of GLIM
Generalized linear models have three components.
1. A random component: The observable random
variable y is assumed to be independently distributed with 
density function
fy(y,®,“) = exp[c(y,«) + (yh(e)-k(0))/a(a)]. (3.3.1)
subject to 3 k/30 ^  = © ^ 3 h/3et for all t. Thus, if a is 
known, then (3.3.1) is an exponential family of
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distributions with canonical parameter ©. If a is unknown, 
then (3.3.1) may or may not be an exponential family.
2. The systematic component: The independent 
variables x^. = (xti'xt2 ' ‘ ' ,xtK^ Pro£*uce what Nelder and 
Wedderburn call a linear predictor ^ given by
■n t = x ^  t=l, 2, . . . ,T (3.3.2)
where x fc is the t observation on K explanatory variables 
and £ is a Kxl vector of unknown parameters.
3. A link function: The link function g(.) relates 
the random component to the systematic component of the 
model. In particular, the link function relates the linear 
predictor ■n to the expected value © t of the random 
variable y t, or
= g(© t) . (3.3.3)
“1In terms of the density (3.3.1) note that q(x££)=g . For 
example, in the classical normal regression model the mean 
© t and the linear predictor are equal to one another 
(i.e., g(© t ) =© t=E (yt) , n t=x^B , and therefore 
E( yt ) = x y = e t ) .
However, if the dependent variable is binary, then the 
link function one which maps the unit interval U(0,1) onto 
the real line. Call such a transformation
9 (n t ) = * t = x\fi (3.3.4)
where n is the (Bernoulli) probability of a success for an 
individual from the given population with characteristics 
x^. Given this characterization, consider three frequently 
used transformations g(n):
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(i) Logit function
g 1(n) = In [n / (l-n ) ] (3.3.5)
(ii) Probit function
g2 (n ) = i,"1 (n ) (3.3.6)
(iii) Complementary Log-Log function
g3 (n) = In [ -In (l-n ) ] (3.3.7)
where 4> 1 is the inverse of the standard normal c.d.f. and 
the logit function is the inverse of a similar symmetric 
cumulative density function [see equations (3.2.16) and
(3.2.17) above].
For many years the logit function was used as an 
approximation to the probit function because it is simpler 
to work with. However, given the availability of powerful, 
low-cost computers the probit function is no longer 
difficult to evaluate and offers several theoretical 
advantages over the logit transformation. Thus, the GLIM 
approach to estimating the probit model will be discussed 
in detail following a general presentation of the main 
principles of GLIM estimation.
(b) Mean and Variance
Let Y t be independently distributed with density 
fy (y,®,“ ) = exp[c(y,« ) + (yh(© )-k(0 ) )/a(ot ) ]
(3.3.1)
where & k/30 = © t5h/30t for all t and = <3(x^&). Notice
that as defined, © t varies across individual observations 
because of differences in the explanatory variables x fc, not 
because of differences in the underlying parameters .
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The regularity of the density function plays an 
important role in the derivation of the mean and variance 
of the random variable y. Therefore before proceeding, 
consider the following definition of regularity and a 
related proposition.
Definition 3.3.1 [Dhrymes (1974), p. 115] A probability 
density f(y,©) is said to be regular if:
(i) The range of the random variable y is independent 
of the parameter vector © and
(ii) the density f(.,©) possesses derivatives of at 
least third order with respect to 9, and these derivatives 
are bounded functions of y.
Given definition 3.3.1, consider the following proposition.
Proposition 3.3.1 [Bickel and Docksum (1977), p. 127] If 
fy(y,e,“) = exp[c(y,a ) + (yh(© )-k(© ) )/a(a ) ] 
is an exponential family and h(©)/a(a) has nonvanishing and 
continuous derivatives (with respect to©) on the parameter 
space w, then the density is regular.
Proposition 3.3.1 establishes the regularity of the density
(3.3.1) for every case considered below and enables one to 
derive the mean and variance of y in the following way.
Let y have probability density
fy(y,e,“) = exp[c(y,« ) + (yh(© )-k(© ) )/a(a ) ].
As a proper density function,
/ f (•)dy = 1. (3.3.8)
128
Regularity of f allows derivatives to be carried through 
the integral, therefore, differentiating (3.3.8) with 
respect to 6 yields
or,
where,
J [0fy/00]dy = 0
./ [*ln(fy )/00] fy dy = 0
In fy = In fy(y,e,«) = c(y,a ) + (yh(0 )-k(0 ) )/a(« ) .
(3.3.9)
This is equivalent to
E[31n(fy)/00 ] = 0.
Applying this fact to the density (3.3.1) yields 
E 0 /00 {[yh(0 ) -k(0 ) ]/a(a ) - c(y,«)> = 0
or,
[E [y(0 h/00 ) - (5 k/50 ) ]/a(a ) = 0. (3.3.10)
Solving (3.3.10) for the expected value of y yields
Ftv) - (5_k/5 0 ) - 0 (* h/00 ) .
" (3 h/00) " (3h/30) ~ (3.3.11)
The variance of y can also be derived using the 
regularity property of fy . First, take the second partial
derivatives of (3.3.9) with respect to the parameter vector
0. This yields
d 2 JJ/3030' = [y(3 2h/30 2) - (3 2k/302) ]/a(a ) .
(3.3.12)
Using the fact that for regular density functions [see Hogg 
and Craig (1978), pp. 373-374]
E [0 f y/0 2 ] = “E [0 f y/00 32 
one can square the left-hand-side of (3.3.10) and set the
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negative expectation of this result equal to the 
expectation of (3.3.11). That is,
-E(Sfy /d B ) 2 = - e {[y(3h/ae )-(ak/ae ) ]/a(« ) }2
= -[a(a)]“2 {E[y(3h/3©) ]2 - 2E[y(a h/a© ) (3 k/ae ) ]
+ (3k/3©)2 } 
= -[a(«)]"2 {E[y2(3 h/3© ) 2] - (3 k/3© )2 }
(3.3.13)
By assumption, 3 k/3© = 03 h/3©, therefore equation (3.3.13) 
may be rewritten as
- E(3fy/0)2 = - [a(«)]"2 (3 h/3© ) 2 E(y2) -[6 (3 h/30 ) ]2
= - [a(«))"2 (3 h/30)2 [E(y2) - © 2 ]
= - [a(cc)]"2 (3 h/30) 2 Var(y) (3.3.14)
Also, if 3 k/30 = 03 h/30 , then
a 2k/302 = 3 h/30 + 0 3 2h/302 . (3.3.15)
Substituting (3.3.15) into (3.3.12) and taking the 
expectation yields
E(32 fy/302 ) = [0 (32h/302 )-0 (32h/302 )-(3h/30 ) ]/a(« )
= - [a(a ) r 1 (3 h/30 ) . (3.3.16)
Equating (3.3.14) and (3.3.16) and solving for Var(y) 
yields
[ a (a ) ]-2 (3 h/30) 2 Var(y) = [ a(« ) ]-1 (3 h/30 )
Var(y) = a (a ) (ah/3©)"1. (3.3.17)
Notice that the variance of y depends on the canonical 
parameter © and hence, on the mean of y. Also note that 
the variance of y depends on the dispersion parameter a 
(which, by assumption, is independent of ©).
The principle feature of the generalized linear model
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is that for any density of the class (3.3.1), where the 
mean of y is a function of the linear predictor n , the 
maximum likelihood estimates of the parameters fi can be 
obtained using iterative weighted least squares. This fact 
will be made clear in the following section where a general 
algorithm for estimating the parameters of a GLIM will be 
discussed.
(c) Algorithm for Fitting GLIM
An economist is seldom interested in E(y) and Var(y) 
alone. Instead, interest lies in estimating the effects of 
explanatory variables on the mean of yt (which is
denoted as e t)- In terms of the generalized linear model, 
it is the parameters of the linear predictor ($) which are 
of interest and an algorithm for finding their maximum 
likelihood estimates is desired.
The log-likelihood function associated with a random 
sample of size T from a density of the class (3.3.1) is 
denoted
T T
= In n ffy^,©.,*) = E in f(y*_,e..,a)
= £ {[yth(©t )-k(et)]/a(«) - c(yt,«)> (3.3.18)
and is to be maximized with respect to $ . Recalling that
■n t= x ^  , then for $ ^  (j = l ,2, . . . ,K)
do /as - r. rv d h  d<Z d* ak 3(I ^  i _ , \
/ j - [ y 1 3~q ai. ■ a~q s* i a<“ >
(3.3.19)
Also, recall the following assumptions:
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1) g 1 = q = q(*n ) and'n = X8 . This implies, 
dq= (d q/dr, )cfo and therefore dq/dfl =3 q/Sn
2) a k/a q = e a h/a q.
Using assumptions 1 and 2, equation (3.3.19) may be written 
as
as
as/aft^ = E(yt-et )(ah/aq)(dq/d^)xtj /a(«)
and since Var(yt )=a(a )/(3h/3q) , then
(3.3.20)
as/dfi^ = E (yt-et)(dq/dn)Xtj /Var(yt). (3.3.21)
Now, let
Wt s[Var(yt)]_1(dq/dn)2 (3.3.22)
and the likelihood equations (3.3.21) become
T
as/a$^ = zwt (yt-et )(dn/flq)xtj = 0 j=l,2,...,K.
(3.3.23)
In order to use the Newton-Raphson or similar 
numerical optimization technique, the matrix of second
+ “ Vi
derivatives (Hessian) is required. The jk element of the 
Hessian is
T
= E (yt-®t ) 3/3^k{[Var(yt)]”1(dq/d^)xtj>
T ,-1- E  Var(yt )] (dq/d*) xt..xtk
(3.3.24)
Taking the expectation of (3.3.24) and recalling the fact
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t#hthat E(yt ) ^ t, the jk element of the Information matrix 
becomes
-1
I(0)j k = -E lH (0 )jk] = E tVar(yt)] (dq/dT') xtjxtk
= E W . X . .Xt tj tk
The Information matrix is formed by taking
I(© ) = E W tx tx{. = X'WX (3.3.25)
where X is the TxK matrix of independent variables and 
W=diag[W1,W2,...WT ). The gradient vector may be formed by 
taking g(£ ) = [3J? /d$ ^  /30 2, . . . /&&R ]' w^ich is equal to
g(£) =
Ew t (yt‘6 t >(<h/aq)xti’
Z « t iVt - * t U d n / S '*)xt2
EW t (yt-9 t ,(dn/S(I)XtK
or,
g(P ) = E w tx t(yt-et ) (dn/aq)
l
(3.3.26)
Substituting (3.3.25) and (3.3.26) into the method of 
scoring algorithm (3.2.2) yields
b n+l ‘ b n +
bn+l = bn + w tx tx t)_1 ^w tx t(yt-®t)(dn/8q>t 
bn+l = [\ w tx tx t!"1 fw tx ttxtb n+(yt-9 t )(dn/8qlt 1
(3.3.27)
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For the generalized linear model where X'b , (3.3.27)U XX u
can be rewritten as
T „ T
b
n+l = ^ Wtxt t,1t+<yt-e t>(dn/3'5>t3-
(3.3.28)
Finally, if
S '»1+(y1- o 1 )(dn/s.q)1
^2+(y2-e 2 ) (tin/Sq)-, y s < .
v ^ T+ (y T_e T ) (*/3q)T ,
then in matrix notation,
bn+l = (X’W ^ X ’Wy. (3.3.29)
Finally, since W is a diagonal matrix, W=V^V^, where
4:
Wdiag[W* ,W* , . . . ,W£]. Let X*=VTX and y*=vf y and (3.3.29) 
can be written as
bn+l = (x *'x *)”1X*'y*. (3.3.30)
Equation (3.3.30) resembles the FGLS estimator of equation
(2.3.7). The major difference between the FGLS estimator
(2.3.7) and the GLIM estimator (3.3.30) is that in the
latter the regressors X* and the dependent variable y* are
functions of the n round estimates, b„. Therefore, then
algorithm for estimating the parameters of a generalized 
linear model is equivalent to using iterated feasible 
generalized least squares or, equivalently, iterated 
weighted least squares.
Now that the algorithm for estimating the parameters 
of a generalized linear model has been developed for the
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most general case, consider the GLIM for a specific density 
of the class (3.3.1), namely, the binary choice model with 
the probit link function (3.3.6).
3.3.2 Example: Probit Regression Model
Let {y1 ,y2 ,...,yT > be a random sample of T Bernoulli 
trials with parmeters n The probability density function 
is denoted
f(ytl"t ) = (l-n t )1_yt t=l, 2 , . . . , T . 
Suppressing the t subscripts, the log of f(yt lnt ) is 
denoted
In f = y ln(n) + (l-y)ln(l-n) (3.3.31)
collecting terms and rearranging yields
In f = y In [tt / (l-n ) ] + ln(l-n). (3.3.32)
Finally, taking the inverse transformation of the natural 
logarithm yields
f(y|n) = exp{y In [n / (i-n ) ] + ln(l-n)}.
(3.3.33)
Proposition 3.3.2 The density (3.3.33) is of the class
(3.3.1) .
Proof: Recall the density specified by equation
(3.3.1) :
fy (y,e ,“ ) = exp[c(y,a ) + (yh(© )-k(0 ) )/a(a) ] . (3.3.1)
Let
y=y, k(© ) = ln[n /(i-n ) ],
a(a ) = 1, c(y,a ) = 0,
© = n , and h (© ) = ln[n /(l-n ) ] .
Substitution yields
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f(yln) = exp{y ln[n/(i-n)] + ln(l-n)} 
which is equivalent to (3.3.33). Now, consider the 
assumption & k/30 =&d h/d& . This implies 
a k/a 0 = l / (l -n ) and
ea h/ae = n [ (l-n )/n ][ (1-n+n )/(l-n)2 ] = l/(l-n).
■
A more general case of density (3.3.32) should be
mentioned. In many instances, researchers are able to
group observations. Thus, instead of observing a single
Bernoulli trial, the researcher observes a sequence of n
Bernoulli trials for each set of characteristics xt . This
gives rise to the binomial p.d.f.
f(y*l") = (^*) ny*(i-n)n~y* y*=l,2,...,n y
n
where y*=£y.. In terms of the density (3.3.1) this can be 
1
expressed as
f (y*ln ) = exp{y* ln[n/(i-n)] + n ln(l-n) + ln(y*)}.
In this instance c(y,a) = ln(^), a(a)=l/n, and y=y*/n.
Although this case will not be considered below, bear in 
mind that the method could just as easily be applied to 
situations where data can be grouped.
Returning to the example, suppose that (definition 
3.2.1)
" t = Pr(yt=l) = F(xJ^) t=l, 2 , . . . , T
and
n t = F ( x ^ )  = * ( x ^ )  t=l, 2 , . . . , T .
The likelihood function is denoted
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l = n *(x;/S)yt [ 1-* ( )  ] 1”Yt i z z
T
(3.3.34)
and the log-likelihood is
T
(3.3.35)
or,
T
(3.3.36)
where t t=i (x^£ ) . Using Proposition 3.3.1, the log- 
likelihood function (3.3.36) can be expressed in terms of 
the class of densites (3.3.1) where 
6 t = q ( x ^  ) = * (xjfi ) 
h(© t) = ln[*t/(l-*t ) ], 
k(6t) = In (l-it), and 
a(« ) = 1.
Recall from (3.3.17) that,
Var(yt ) = a(a ) / (3 h/3 q) = * t (1 t) - (3.3.37)
In addition, note that
dq/dn = (xjfi ) = (2n )~**exp{-% (xjfi )2 } . (3.3.38)
Substituting (3.3.37) and (3.3.38) into the weight function
 ^Vi
for the t observation (3.3.22) yields
The weight matrix may be formed by constructing a TxT 
matrix W=diag[W1,W2 ,...,WT ] and the vector y=^+ (y-© )(dn/dq) 
is formed by
w t = * 2 (xj f i )/[*t/(l-*t ) ]. (3.3.39)
y  = t -1 + (y-i )/a
where = i (xj.fi ) , # t=di t/dn t t=l,2, . . . ,T,
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•i'1 = [*“1(x^ ),i'1(x^),...,t'1(x1^ )]', 
i = [* (x'f ) ,* (x^ ),..., *(x^)]',
y=(y1,y2,...,yT )', and
(y-4)/* = [ (y1-'i'1 )/^1, (y2-*2)/*2,..., (yT-*T )/*T ]' .
From (3.3.29) the iterative equations for estimating the 
parameter vector $ are
bn+l = [X,W(bn )X]”1X'W(bn )y(bn ) (3.3.40)
or,
= [X*'X* ]-1X*'y* (3.3.41)n+1
where x*=w^x, y*=u/*y, and w=diag[v^ , ,  • • • ,W^ , ]. Iteration 
may be stopped once i t n+1“* t n becomes sufficiently small 
for all t=l,2,...,T.
Furthermore, it can be shown that
■F* (b-B )-N(0,T(X'WX)-1 + 0 (T-*) (3.3.42)
hr
where o (T^) means that the p.d.f. of T (b-£) differs from
the mulitivariate normal p.d.f. f by a term of order T
-1The estimated covariance matrix, (X'WX) , is the inverse 
of the information matrix evaluated at the last round of 
estimates. It should be noted that although the method of 
scoring and the Gauss-Newton algorithms yield the same 
parameter estimates, the estimated covariance matrix is 
that yielded by the method of scoring; generally, it will 
not be equal to that obtained using the Gauss-Newton or 
Newton-Raphson.
In summary, the iterated feasible generalized least 
squares solutions to the maximum likelihood equations 
(3.3.41) are identical to those obtained by maximizing the
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likelihood function using the Newton-Raphson technique.
But, GLIM estimation requires use of first derivatives 
only. Caution is advised in interpreting the resulting 
estimate of the asymptotic covariance matrix, however. 
Although GLIM estimation resembles the Gauss-Newton 
algorithm in form, it implicitly uses the method of scoring 
in deriving estimates of the asymptotic covariance matrix. 
For a small sample comparison of various estimators of the 
asymptotic covariance matrix of the probit model, see 
Griffiths, Hill, and Pope (1987).
Even though the probit regression model is nonlinear 
in the parameters, its parameter estimates can be thought 
of as the result of iterated feasible generalized least 
squares (IFGLS). Given this interpretation, an algorithm 
for constructing a Stein-like shrinkage estimator for the 
probit model which uses the IFGLS probit estimates in place 
of the usual OLS estimates is suggested. In principle, the 
least squares interpretation is not important; the basic 
idea of Stein estimation is to shrink unrestricted maximum 
likelihood estimates toward a set of hypothesized values 
based on the value of the statistic used to test the 
restrictions. Unfortunately, the analytical risk 
properties of the resulting Stein-like estimator are as yet 
unknown. The empirical risk properties of a shrinkage 
estimator for the probit regression model will be examined 
in Chapter 6.
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3 .4 Computer Intensive Research Techiques
Efron (1979, p. 479) has said that the purpose of 
scientific theory is to reduce complicated situations to 
simpler ones. Nowhere is this principle more evident than 
in statistical theory. After all, the main goal of 
statistics to separate out irrelevant information in data 
that obscures our understanding of the phenomenon under 
study. A classic example is embodied in the idea of a 
sufficient statistic for an unknown parameter 9; once the 
value of the sufficient statistic is known, the data can 
tell us nothing more about the value of 6 and therefore may 
be discarded. Simplification, it may be argued, is the 
hallmark of statistics.
Simplification in statistical theory can take many 
forms and these tend to change as research technology 
improves. Many techniques (the CORC procedure of Chapter 
1, for instance) were developed and used because of their 
computational simplicity. With the arrival of powerful 
low-cost computers, many of these methods have been 
abandoned and replaced by ones more computationally 
demanding. The computer has led statisticians and others 
to redefine simplicity in the mathematical sciences. Two 
computer intensive tools available to econometricians are 
the Monte Carlo experiment and the bootstrap [Efron 
(1979)]. Both of these techniques can help shed light on 
problems which have proven to be analytically difficult.
It is expected that their role in econometric research will
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expand as practitioners seek information on the expanding 
body of promising yet little understood estimators of which 
the Stein-rule is but one member.
In the next two subsections, various aspects of Monte 
Carlo and bootstrapping will be defined and explored. The 
Monte Carlo technique will be used extensively in Chapter 5 
to explore the size and coverage probabilities of 
confidence intervals and ellipsoids centered at the James- 
Stein estimator. In Chapter 6 it is again used to explore 
the risk properties of a Stein-like estimator of the binary 
choice regression model. The bootstrap is used in Chapter 
5 to derive nonparametric confidence intervals and 
ellipsoids centered at stein-rule parameter estimates.
3.4.1 Monte Carlo
Monte Carlo methods comprise a branch of applied 
mathematics concerned with experiments on random numbers. 
These methods have found the most widespread use in 
operations research and nuclear physics, but are also used 
in other fields of science like chemistry, biology, 
medicine, and statistics.
Monte Carlo methods can be applied to either 
deterministic or probabilistic mathematical problems 
depending on whether or not they are directly concerned 
with the behavior and outcome of random processes. In the 
simplest probabilistic Monte Carlo study, the researcher 
observes the behavior of random numbers generated in a way 
that simulates the random process of interest; the desired
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information can be inferred from the behavior of the random 
numbers. In econometrics, random numbers are used to 
generate random samples from a population with a known 
probability density. These samples represent artificial 
data sets which are used to study the behavior of certain 
statistics of interest. For instance, Monte Carlo methods 
have been used to determine how various methods of 
computing the asymptotic covariance matrix of the probit 
model compare in finite samples [Griffiths, Hill, and Pope 
(1987)].
According to Hendry (1983), Monte Carlo experiments
require one to define the data generation process,
determine the feasible parameter space, define the
relationship of interest, define the econometric technique
to be investigated, and specify the object of study. In
terms of an example, consider the simple regression model
(2.1.1). The data are assumed to be generated by
y = XJS + e (3.4.1)
e-N(0,ff2IT ). (3.4.2)
The total decision space of the experiment is B x 7 ,  where 
2 1B={0 ,ff \$ ro e R } and Te5=[TQ,T^]. Assume that knowledge is 
sought about an estimator of the the unknown parameters $ ; 
therefore (3.4.1) may also be said to define (in this 
instance) the relationship of interest. In particular, 
suppose information is sought about the performance of the 
OLS estimator of $; given this , the econometric estimator
-i
is b=(X'X) X'y. Suppose that the object of the study is
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to find the mean of the least squares estimator Ee (b ) where
Eg denotes the expectation of the econometric estimator and
where E will denote the expectation of the Monte Carlo m
estimator. Of course, this particular example is 
uninteresting because it is known that Eg (b) = £. A Monte 
Carlo study would be used only if Ee (b) were difficult to 
evaluate analytically (or perhaps if Ee was a function of 
sample size or an unknown parameter).
Now suppose that Eg(b) arises with some potential 
distribution of outcomes and the goal is to evaluate the 
econometric technique's ability to precisely locate the 
true mean & . E g(b) can be estimated by Monte Carlo 
simulation by generating a large number N of random samples 
(according to the data generating process (3.4.1) and 
(3.4.2)) and calculating a value of b for each sample. 
Taking the average of these using N-1Ebj=E (b) yields the 
Monte Carlo estimator of £, which is then compared to the 
true parameter value.
If E (b) is considered for only a few points in the m
parameter space (i.e., for a few points in 13 and for 
several values of T) then the study is referred to as a 
pilot study. Pilot studies are often useful for 
identifiying peculiar regions of the parameter space which 
require more systematic investigation. On the other hand, 
if the claimed results hold over the entire parameter 
space, then the experiment is said to be valid. A reliable 
experiment is one which can be accurately reproduced using
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a different set of random numbers from the same generation 
process.
Finally, it should be noted that the random numbers 
used in most Monte Carlo research are not actually random; 
they could be reproduced exactly if one knew the algorithm 
from which they were generated and the seed from which they 
were initialized. As a result, these numbers are called 
pseudo-random. All that is required is that they be 
statistically indistinguishable from actual random numbers 
generated by the assumed data generation process. Strictly 
speaking, even this characterization is not entirely 
accurate; nevertheless, for practical reasons one proceeds 
as if it were. [Hammersley and Handscot (1964), p. 25]
3.4.2 The Bootstrap
Like the Monte Carlo, the bootstrap is a computer 
intensive research technique (technically speaking, it is 
the use of Monte Carlo to produce many bootstrap samples 
which makes it computer intensive). The most widely 
discussed approach to bootstrapping uses Monte Carlo 
simulation to estimate so-called bootstrap statistics based 
on the empirical distribution function of the random 
variable. The approximate c.d.f. is obtained by replacing 
the unknown c.d.f. with the empirical counterpart and then 
resampling the data to obtain a Monte Carlo distribution 
for the resulting random variable [Bickel and Freedman,
(1981)].
The bootstrap is used most often to construct
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confidence intervals when no other method is available.
The process of constructing bootstrap confidence intervals 
is relatively simple to do and consists of executing the 
following steps. First, assume that X={X1#X 2,...,XT> is a 
random sample of size T from an unknown probability density 
F. The X^ may be residuals from a fitted model or from 
some other sequence of random variables. Now suppose that 
one wishes to make probability statements about some 
statistic T (X ). The statistic T(X) depends on the sample 
size T, the functional form T(X), and on the distribution F 
of the random variables X. Since F is unknown, it may be 
estimated by the empirical c.d.f. F which, according to 
Freedman (1981), should be centered at the mean m =t _1x  ^ and 
is found by assigning a mass of 1/T to each observation in 
X.
Next, draw a bootstrap sample X* = x*1,x*2,...,X*T by 
independently drawing with replacement T observations from 
F. Thus, each new point is an independent random selection 
of the original T points. Notice that any individual 
element of the original data set may appear once, twice, 
etc., or not at all. At this point, the statistic of 
interest T(X*) is computed using the bootstrap sample.
Then, a large number, N, of bootstrap samples are taken and 
T (X*) is computed for each one. One can now obtain an 
approximate c.d.f. of T(X) by choosing some point 0<c<N and 
calculating
F (C ) = #{Ti(X*) $ C}/N i = l , 2 , . . .,T (3.4.3)
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which amounts to counting the number (#) of times T(X*) is 
less than c and dividing by the total number of samples 
taken.
Bickel and Freedman (1981) develop some asymptotic
theory for the bootstrap, and, in a companion article,
Freedman (1981) develops the theory as applied to
regression models. In brief, Freedman shows that for the
— 1model 2.1.1 where variance is finite and T X'X^C, a finite 
matrix, the bootstrap approximation T' (^b_b) closely 
approximates that of the usual asymptotic statistic 
T (b-£), where is the bootstrap estimate, b is the usual 
(MLE, OLS, method of moments, etc.) estimate, and £ is the 
true parameter vector.
The approach is nonparametric since no distributional 
assumption is required in order to derive confidence 
intervals for any statistic. The procedure is intended for 
use in complex estimation problems where the sampling 
distribution of T(X) depends on unknown values (or whose 
form may be unknown). However, caution is advised since 
Schenker (1985) finds that the bootstrap procedure fares 
quite poorly in a relatively "simple" situation. The 
method continues to draw controvery and should perhaps only 
be used when no reasonable alternatives are available.
This chapter has briefly summarized important results 
in time series estimation, nonlinear models, GLIM 
estimation, and computer intensive research techniques 
which are used in Chapters 4, 5, and 6.
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chapter 4
Improved Forecasts of Nominal GNP Growth 
Using the St. Louis Equation
4.1 Introduction
Economists and other empirical researchers often use 
linear regression equations to forecast the values of 
certain variables of interest. In practice, it is not 
known whether the use of uncertain prior information in 
linear regression models enhances or impairs forecasting 
performance. Therefore, a stein-like estimator which 
shrinks unrestricted least squares estimates towards 
restricted least squares estimates based on the value of 
the statistic used to test the restrictions may provide a 
useful compromise between the two extreme cases. This 
proposition is explored below using a well-known reduced 
form macroeconomic model, the St. Louis equation.
Copas (1983) has investigated the forecasting problem 
using the classical normal linear regression model and 
found a shrinkage estimator similar to the one proposed by 
James and Stein (1961) which dominates the usual least 
squares predictor under mean square error of prediction 
loss. Copas's argument depends on several restrictive 
assumptions.
A 1 .1 The regression model is constant over past and 
future time periods.
A 1 .2 The residual error terms are independent and 
identically distributed normal random variables.
A 1 .3 The future regressor variables are 'similar' to
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the past variables in the sense that they have the same 
mean and covariance structure.
Analytically, Jones and Copas (1986) explore the risk 
of the Copas (1983) predictor as A 1 .3 is relaxed and find 
it to be robust to small differences between appropriate 
moment matrices. Based on Monte Carlo evidence, they claim 
that the improved predictor can also be applied to 
situations where large and systematic differences between 
past and future samples are expected to exist. 
Unfortunately, they fail to compare the shrinkage predictor 
to any technique other than least squares.
Hill and Fomby (1986) also explore the out-of-sample 
forecast performance of several minimax and non-minimax 
shrinkage estimators using the mean square error of 
prediction norm and under various assumptions regarding the 
relationship between in-sample and out-of-sample 
regressors. Unlike Copas (1983) and Jones and Copas 
(1986), Hill and Fomby assume that the out-of-sample values 
of the regressors are nonstochastic. In effect, they 
replace A 1 .3 with a similar condition which pertains to the 
use of nonstochastic regressor variables.
On the basis of Monte Carlo evidence, Hill and Fomby 
conclude that for a certain general family of minimax 
predictors, the risk gain relative to the OLS estimator 
tends to be small since the minimax estimator converges to 
OLS rather quickly as the degree of collinearity increases. 
On the other hand, the potential risk improvement of non-
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minimax rules from the same family appears to be 
substantial.
In this chapter, the forecast performance of several 
non-minimax shrinkage estimators will be studied using the 
well-known St. Louis equation [Andersen and Jordan (1968), 
Batten and Thornton (1983), (1984)]. At issue is whether 
uncertain prior information in the form of general linear 
hypothesis restrictions can be used to improve the forecast 
performance of a linear regression equation in realistic 
situations. Conditional root-mean-square forecast errors 
(RMSE's) are computed using actual and predicted values of 
the dependent variable obtained from OLS, RLS, and 
shrinkage regression equations.
The plan of the Chapter is as follows. In section 4.2 
the St. Louis equation is introduced and in section 4.3 the 
economic model is recast into a statistical representation. 
In section 4.4, the data are discussed. The OLS estimates 
are presented, various members of the general family of 
minimax estimators are proposed, and estimates obtained in 
section 4.5. In section 4.6, a brief digression is made to 
discuss estimation of a univariate ARIMA forecasting model; 
the RMSE's of these forecasts are compared to those of OLS, 
RLS, and shrinkage forecasts for 1 to 16 step ahead 
forecast horizons in section 4.7. In the final section, a 
summary is given and conclusions are drawn.
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4 . 2 The St. Louis Equation
Few single equation macroeconomic models have been 
studied more thoroughly than the Andersen-Jordan (1968) 
equation, which is otherwise known as the St. Louis 
equation. In its more recent forms [Batten and Thornton,
(1983) and (1984)], the St. Louis equation is specified in 
the following way:
k 1
Y = « + E m, . + E g , + e (4.2.1)
i=0 i=0
where
Y t = quarterly observations of annualized growth rate of 
nominal GNP,
= annualized growth rate of a monetary aggregate 
(either Ml or monetary base),
G t = annualized growth rate of a federal fiscal 
aggregate (either high-employment federal expenditures or 
federal purchases of goods and services),
k, 1 = unknown parameters representing appropriate lag 
lengths for the monetary and fiscal variables, 
m i' g i = unknown la9 weights, and 
e t represents the cumulative effects of all other 
factors influencing the rate of GNP growth and is assumed 
to have zero mean.
Since (4.2.1) is to be used as a forecasting equation 
it is presumed that the growth rate of monetary and fiscal 
policy have an effect on the rate of growth of nominal GNP. 
Therefore, future values of the policy instruments M and G
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should be useful in forecasting future rates of nominal GNP 
growth.
The unknowns 1 and k are assumed to be finite. 
Therefore, let n=max( 1,k) <«» be defined as the maximum lag 
length. In effect, this implies that one can choose values 
of 1 and k beyond which the values of g^ and m^ are known 
to be zero. These values of 1 and k are imposed on (4.2.1) 
before estimation. If the value of 1 or k chosen is too 
small, then estimates of g^ and m^ will be biased; if the 
value of 1 or k is too large, then estimates of g^ and 
are inefficient. If 1 is too large and k too small (or, if 
k is too large and 1 too small), estimates of g^ and m^ may 
be inefficient and biased.
Batten and Thornton (1983) consider maximum lag 
lengths of n=12 and n=16, and let l=k=n, while Batten and 
Thornton (1984) consider maximum lag lengths of n=8, n=12, 
and n=16, again letting l=k=n.
The practice of equating 1 and k to the maximum lag 
length n is common; in essence, the maximum lag is chosen 
to include all lag weights for the variable with the 
longest distributed lagged effect and the maximum lag 
length for the other variable is then set equal to it.
This procedure reflects a degree of caution on the part of 
the model builder, but it is not without its disadvantages. 
Even though it may be believed that this procedure is 
"costless" in the sense that no more of the available 
sample is used up as extra lagged values of the secondary
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variable are included, arbitrarily setting l=k is likely to 
add to the conditioning problem and to lower the power of 
hypothesis tests used for variable selection. In general, 
the unnecessary inclusion of irrelevant variables should be 
avoided if possible.
Estimates of the lag lengths appear to be quite 
sensitive to the sample on which they are based. In a 
previous study, Batten and Thornton (1984) conclude that k 
may be greater than 9 and that 1 may be greater than 8 
based on the use of the FPE model selection criterion. If 
unbiased estimates of the lag weights or unbiased forecasts 
are sought, then it is important not to exclude relevant 
lag weights. The prudent model builder would insist that k 
and 1 be at least than 10 and 9, respectively. And, since 
the two variables considered appear to have similar maximum 
lag lengths, equating 1 and k may in fact be warranted in 
this instance. Therefore, we choose n=12 and l=k=n.
Given that the maximum lag length for monetary and 
fiscal policy variables (k and 1) is chosen to be 12, 
several possibilities emerge. On one hand the forecasting 
equation can be based on the unconstrained estimate of the 
lag weights, i.e., estimate (a m Q ... m 12 gQ ... 9 12)'• 
Or, one could base the forecasting equation on a more 
parsimonious specification, i.e., one that uses uncertain 
prior information in the form of general linear hypotheses 
about the parameters g^ and m^. As in the choice of 1 and 
k, if the prior information is correct, then more efficient
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unbiased forecasts are generated. However, if the 
information is incorrect, then the forecasts, though more 
efficient, will in general be biased. The amount of bias 
induced as a result of imposing incorrect restrictions on 
the parameters of the model will increase monotonically as 
hypothesis error increases.
In the following section, a formal statistical model 
of (4.2.1) is stated and several estimators discussed. 
Among these is a family of shrinkage estimators proposed by 
Mittelhammer and Young (1981) and extended by Mittelhammer 
(1984) which combines restricted and unrestricted 
estimators of the lag weights in a way that assures lower 
risk under mean square error of prediction norm.
4 .3 The Statisical Model and Estimators
Consider the following statistical restatement of the 
St. Louis equation (4.2.1),
y = + e (4.3.1)
where y = Y a Txl vector of observable random variables,
X = [1 M t M t-1 ... M t_12 G t GJ..J ... G t_12] a TXK 
nonstochastic matrix of rank K$T,
8^ = (a m Q m 1 . . . m 12 gQ g 1 ... 9 12) ' is a Kxl 
vector of unknown parameters
K = 27, and
2
e ~ N(0,ff I) is a Txl vector of random disturbances. 
Since the object of this study is to assess the out- 
of-sample forecasting performance of various estimators of
(4.3.1), a model for the post-sample period is required.
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Therefore, define XQ to be an NxK matrix of future 
regressor values. Using assumptions A 1 .1 and A1.2, the 
statistical model for future values of y, denoted yQ , can 
be stated as
y Q = X Q0 + eQ (4.3.2)
2
where e0'v*N(0,ff IN ) and E(e'e0) = 0. Like Hill and Fomby 
(1986), we take X Q to be nonstochastic.
4.3.1 Least Squares
The ordinary least squares (OLS) and maximum 
likelihood estimator (MLE) of the parameter vector £ is
b=(X'X) _1X'y~N(^ ,ff 2(X'X) “1) .
This estimator is also the minimum variance unbiased 
estimator (m.v.u.e.) of The estimator
a 2= (y-Xb)'(y-Xb)/(T-K)=s/(T-K)
2 2 2 2 is the m.v.u.e. of a , s/ff and e is independent of
1 “  3\
b .
4.3.2 A General Family of Minimax Estimators
The shrinkage estimator used below is developed by 
Mittelhammer and Young (1981) and extended by Mittelhammer
(1984) .
Let w=R£-r=0 define a set of J$K linear hypotheses 
representing uncertain prior information to be used in the 
estimation of 6. The matrix R is JxK, nonstochastic, 
rank(R)=J, and r is a Jxl vector of constants. The 
restricted least squares estimator of $ is
b r = b - S _1R'(RS_1R')-1(Rb-r) (4.3.3)
and the conventional statistic used to test the null
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hypothesis w=0 against all alternatives is
u =  (Rb-r) ' ( R S " ^ ' )-1(Rb-r)/Jtr ^ F j  T_R x (4.3.4)
-1 -1 2where the noncentrality parameter X=u'(RS R 1) w/2* .
Let b be an arbitrary estimator of the unknown vector 
$ and let W be a symmetric positive definite matrix. 
Weighted squared error loss is defined to be
L(£,b,W) = (b - 0)'W(b - &). (4.3.5)
An important special case of (4.3.5) is mean square error 
of prediction loss, which sets W = X'X. Out-of-sample mean 
squared error of prediction loss can be defined by letting 
W=X0 ’X0 and hence, L(£,b,X0'XQ).
The risk of using b to estimate $ under weighted 
quadratic loss is defined to be average loss, i.e.,
[L(£ ,b,W) ] = E [ (b - 0)'W(b - $)]. (4.3.6)
Mittelhammer (1984) has proposed an estimator which 
dominates (has risk no greater than) the maximum likelihood 
estimator of $ under weighted quadratic loss.
Mittelhammer's estimator is stein-like, combining sample 
with nonsample information (y =0) in the following way
S = [1-c/u](b-br) + b r (4.3.7)
where c=a(T-K)/J,
0 < a < [ 2 / ( T-K+2 ) ] {’n L_1tr [ ( RS_1R' ) -1RS"*1WS~1R ' ] - 2 } ,
(4.3.8.a)
W is a positive definite weight matrix, a n d ^ L is the 
largest characteristic root of the expression in square 
brackets. A necessary condition for the dominance of & 
over b is J£3. For W=X'X=S (in-sample mean square error of
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prediction loss)
0 S a S 2(K-2)/(T-K+2). (4.3.8.b)
The condition equivalent to (4.3.8.b) under which a 
shrinkage predictor is known to dominate the least squares 
predictor (using the out-of-sample prediction norm) is 
obtained by substituting W=XQ'XQ into (4.3.8.a). This 
yields
0$ a* [2/(T-K+2) ] {T> L_1tr [ (RS“1R' ) "1RS”1X^X0s■1R , ]-2>.
(4.3.8.C)
The forecasting performance of this estimator has been 
studied by Hill and Fomby (1986) and found to offer little 
if any risk improvement over the OLS predictor under 
moderate degrees of multicollinearity. It turns out that 
the minimaxity condition (4.3.8.C) will seldom be met in 
practice; for instance, if N<K, W will not be positive 
definite and (4.3.8.c) fails.
Although the family of predictors based on the use of 
W=X'X is not minimax under the out-of-sample prediction 
norm, it may, as Hill and Fomby (1986) suggest, perform 
well compared to the OLS predictor, even when A 1 .3 does not 
hold. In the spirit of Copas (1983) and Jones and Copas 
(1986) it is conjectured that use of the predictors based 
on (4.3.7) can result in substantial risk improvements 
compared to the least squares predictor over significant 
regions of the parameter space if A 1 .1 and A 1 .2 are 
satisfied, if (4.3.8.b) is met, and if A 1 .3 (or its 
nonstochastic equivalent) is not compromised too severely.
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Unfortunately, these assumptions are hardly ever met in
practice, still, forecasters use regression methods to
derive predictions of various economic phenomena. In this
chapter, we demonstrate that even when these assumptions
are violated, stein-rule forecasts are generally much
better than OLS forecasts and, in many instances, better
than RLS and pretest forecasts.
4.4 Data Analysis
In this section the data and their source are
discussed. In Appendix 4.1 the reader will find a brief
discussion of the collinearity problem and in Appendix 4.2,
a summary of a few crude measures of differences between
the in- and out-of-sample data scatters.
Previous studies of the St. Louis equation are based
on data which have since been revised. In December 1985,
the U.S. Commerce Department announced a major revision of
the U.S. National Income and Product Accounts (NIPA). Such
revisions are made about every five years and reflect
changes in definitions, classifications, and statistical
treatment of economic source data. These revisions are
made so that the NIPA more accurately reflect changes in
the structure of the economy.
Carlson (1986) concludes that the impact of the 1985
revision on the estimated relationship between M and Y is
slight. However, Carlson draws this conclusion by
tillcomparing regression equations of 4 quarter money growth
i. y.
on 4 quarter GNP growth estimated with revised and
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unrevised data. Although the estimated money growth 
coefficient is similar across equations, Ml growth appears 
to be more highly correlated with GNP growth under the 
revision. Carlson makes no mention of the possible effects 
of the revision on fiscal policy measures. Unfortunately, 
no study has carefully documented the effects of the 1985 
NIPA revision on the relationship between monetary and 
fiscal policy and GNP.
The data collected consist of quarterly observations 
on nominal GNP and actual federal purchases of final goods 
and services (denoted GGFE by Citibase) over the period 
1959:1 to 1986:4. Narrowly defined money (Ml) is available 
monthly; we use the quarterly average of monthly Ml as the 
monetary variable.
The data were obtained from the set of Citibase 5fe " 
floppy diskettes available in June 1987. The estimation 
periods for the base forecasting equations are 1962:2 to 
1979:3 and 1962:2 to 1982:3. These periods are convenient 
because they coincide with previous studies of the St.
Louis equation. In addition, the end of each period marks 
a change in the Federal Reserve Board's (FRB) operating 
procedure. Based on this fact it is reasonable to argue 
that the underlying structural parameters in the reduced 
form equation are likely to change and that assumption A 1 .1 
(the constancy of £) is violated. If this is true, one 
would not expect the usual regression based forecast 
methods to perform as well as they otherwise would. Such
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structural changes are relatively easy to check ex post and 
a modest attempt to do so is made in the next section.
Changes in the data generation process are not the 
only ones of interest. Even if £ is constant across 
regimes, differences in the relationship among the 
nonstochastic policy variables will affect forecast 
performance. Fomby and Hill (1988) have noted that 
prediction risk will be affected by differences in the 
location and orientation in the regressor space of in- and 
out-of-sample data scatters. They have studied the nature 
of such differences for the least squares predictor and 
suggest ways to assess the changes in risk for marginal 
deviations from a given value of XQ . It is expected that 
the change in FRB operating procedure affected the level of 
and collinearity pattern associated with the exogenous 
variables themselves. By truncating the in-sample periods 
at each regime change we hope to highlight the robustness 
of the estimators examined to violations of assumption A 1 .1 
and A1.3. We will return to discuss some of the specifics 
about these issues in the next section.
There is some controversy as to the proper choice of 
fiscal variable. Ahmed and Johannes (1984), Modigliani and 
Ando (1976), and Batten and Hafer (1983) use actual federal 
purchases while, Batten and Thornton (1983, 1984), Andersen 
and Jordan (1968), Schmidt and Waud (1973), and Seaks and 
Allen (1984) use high-employment expenditures (recent 
studies use federal cyclically adjusted budget
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expenditures, FCABE). The results presented below do not 
appear to be sensitive to the choice of fiscal variable and 
therefore only those for actual purchases (GGFE) are 
reported.
Finally, the transformation used to approximate 
annualized percentage growth rate in the variables is the 
first difference of the natural logarithm times a factor of 
400.
4.5 Least Squares Estimation
In this section, the unrestricted least squares 
estimates b are presented. In subsequent sections, 
specific members of the family (4.3.7), which shrink OLS 
estimates towards hypothesis restricted estimates, are 
discussed.
The least squares estimates of (4.3.1) for the sample 
period 1962:2-1979:3 are given below in Table 4.1. Note 
the large number of statistically insignificant parameter 
estimates (i.e., those with t-values below 2 for the two- 
tailed test at the 5% level). Also note that the 
coefficient estimates for m? , mg , gg and gQ are
individually significant at the 5% level. This is evidence 
that exclusion of lags weights shorter than 10 quarters for 
M and 8 quarters for G may result in biased least squares 
parameter estimates.
Least squares estimates for the 1962:2-1982:3 sample 
period, also appearing in Table 4.1, are roughly similar.
In this case, the individually significant parameter
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Table 4.1
OLS Estimates for the St. Louis Equation
Coefficient
a
m 0
ml
m2
m3
m4
m5
m6
m8
m9
mio
mil
mi2
go
S1
g2
g3
g4
g5
g6
1962:2 - 1979:3 1962:2 - 1982:3
01. s Ahmed- OLS Ahmed-
Johannes Johanne
2.22 2.53 3 .36 2.81
(1.46) (1.83) (2.24) (2.01)
0.59 0.54 0.59 0.44
(2.28) (2.73) (4.08) (3.38)
0.41 -0.01 0.42 0.36
(1.16) (0.05) (2.81) (2.80)
0.30 0.76 0.30 0.37
(0.83) (2.77) (1.90) (2.74)
-0.36 -0 . 23 -0. 13 -0.18
(0.97) (0.83) (0.86) (1.29)
0.26 0.00 0.84 0.06
(0.69) (0.03) (0.55) (0.42)
0 . 12 - -0.20 -
(0.31) (1.32)
0.08 - 0.19 -
(0.22) (1.23)
-0.68 - -0.17 -
(2.20) (1.11)
0 . 60 - 0.02 -
(2.01) (0.13)
0. 14 - 0.38 -
(0.47) (2.02)
-0 . 59 - -0.68 -
(2.19) (2.85)
0.15 - 0.43 -
(0.55) (1.71)
0. 14 - -0. 21 -
(0.63) (0.95)
0.15 0.12 0. 10 0 . 08
(2.84) (2.63) (2.03) (1.74)
-0 .02 -0.03 -0 .04 -0 .05
(0.48) (0.64) (0.81) (1.00)
-0 . 06 -0.02 -0.03 -0.00
(1.28) (0.42) (0.56) (0.03)
-0.05 -0.04 -0.06 -0.05
(1.01) (0.87) (1.07) (1.05)
0 . 05 0 . 02 0.02 -0.01
(0.86) (0.55) (0.48) (0.20)
-0.05 - -0.02 -
(0.81) (0.46)
0. 13 - 0.08 -
(2.25) (1.56)
Table 4.1 continued
1962:2 - 1979:3 1962:2
Coefficient OLS Ahmed- OLS
0.05
Johannes
0.02
/
g8
(0.76)
-0.13
(0.47) 
-0.13
(2.38)
-0.02 r
(2.33)
-0.02y
gio
gll
gi2
D.W.
(0.50)
0.02
(0.32)
-0.01
(0.42)
-0.01
(0.20)
-0.04
(0.23)
-0.01
(0.68)
0.00
(0.22)
2.23
(0.02) 
2 .14
R2 0.59 - 0.54
R 2 0.34 - 0.32
Overall F Stat 2.38 2.45
1982:3
Ahmed-
Johannes
F-Test of Zero 
Restrictions
1.18 1.36
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estimates appear 1 period further back in time. That is, 
m g, and m 11 appear to be individually significant (or
nearly so) at the usual test levels (5% or 10%).
The conclusion to be drawn from Table 4.1 is that 
inclusion of 12 lags of G or M does not appear to be 
unwarranted since unbiased estimates of £ are sought. The 
effects of fiscal policy are small in magnitude and 
measured with relatively large error. Little else can be 
said, other than there is some evidence that fiscal policy 
growth occuring 1 quarter in the past has some positive 
lagged impact on the current growth rate of GNP between and 
that fiscal policy growth occuring 8 quarters in the past 
has a significant negative effect on current GNP growth. 
Other significant effects may be occuring; however, over­
parameterization in (4.3.1) may be impairing our ability to 
detect these statistically.
Having estimated (4.3.1) for each of the two sample
periods under consideration, assumption A 1 .2 should be
checked. This assumption is an important one in the
derivation of the shrinkage estimator (4.3.7). Recalling
that a necessary condition for minimaxity of S is
tr-Ntf ,ff 2(X'X) 1); note that for the model (4.3.1) this
2
condition is implied by e^N(0,ff I). In Appendix 4.3 we 
report the results of diagnostic tests which confirm to a 
large degree this assumption.
Finally, we make a modest attempt to test for 
structural change between in-sample and out-of-sample
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forecast periods. This cannot be done in an actual 
forecasting situation since post-sample values of the 
dependent variable are unknown. However, we can see if 
such a change occurs ex post and use this information in 
our assessment of the relative forecast performance of the 
rules considered.
Given enough observations in the post-sample period, 
one can estimate two sets of regression coefficients for 
in-sample and out-of-sample models and then test their 
equivalence. In order to detect a change in the 
relationship between X and y after 1979:3 we would use the 
combined sample 1962:2-1983:3, estimate separate slope and 
intercept parameters for the sub-samples 1962:2-1979:3 and 
1979:4-1983:3, and then test their equivalence. 
Unfortunately there are only 16 observations in the 1979:4- 
1983:3 sub-sample and unique coefficient estimates cannot 
be obtained for both sets of slope parameters.
Consequently, we use a test proposed by Fisher (1970) to 
detect changes in structure when one sub-sample contains 
more slope parameters than observations. Let SSEr denote 
the sum of squared residuals from least squares estimation 
using the combined sample, T 1 the number of observations in 
the first partition (in-sample), T 2 the number of 
observations in the second partition (forecast sample), and 
e^ the vector of LS residuals obtained from the in-sample 
regression equation. The test statistic is
u = [ (SSEr - e!Le 1)/T2]/[e^e1/(T1-K) ]
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which has an F distribution with T2 and -K degrees of 
freedom if the null hypothesis of no structural change is 
true.
The test statistic for structural shift after 1979:3
is 11.98 which is distributed F.c under the null16,43
hypothesis. The 5% critical value is 1.89 and the
hypothesis is rejected. The test statistic for structural
shift after 1982:3 is 2.61 which is distributed F-,. cc16,55
under the null hypothesis. The 5% critical value is 1.84 
and the null hypothesis once again rejected. Thus, there 
is evidence to argue that $ 0 Q, arising as a consequence of 
the change in Federal Reserve Board intermediate montetary 
targets in October 1979 and 1982.
The robustness issue is important in forecasting since 
it is seldom known when the traditional relationships among 
the data have broken down until long after the break 
occurs. In terms of the forecasting performance of OLS 
based on (4.3.1) we know that the relationship between X'X 
and XqXq (i.e., that between in-sample and out-of-sample 
regressors) changes somewhat for both of the estimation and 
forecast periods considered. Furthermore, it is likely 
that the relationship between $ and also varies. Thus, 
the robustness of OLS and Stein-rule estimators is to be 
studied under two different types of misspecification.
4.6 Members of the General Family of Shrinkage Estimators 
In this section several members of the general family 
of minimax estimators are discussed and estimated. These
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include the James-Stein estimator (1961), the "Lindley 
estimator" (1961), estimators which make use of the sample 
and model selection criteria to obtain hypothesis 
restrictions, principal components estimators, and others.
4.6.1 Shrinking Toward the Origin
In the absence of any nonsample information it is 
sometimes suggested that shrinkage should be directed 
toward the origin; such an estimator shrinks the least 
squares estimates toward the hypothesis restriction that 
$=0 [see Chapter 2 above]. Thus, if R=IV and r=0 then the 
restricted least squares estimator (4.3.3) becomes br =0.
The shrinkage estimator (4.3.7) reduces to the James-Stein 
(1961) estimator
«(JS) = [1-as/b'Sb]b (4.3.9)
where s=(y-Xb)'(y-Xb), S=X'X, and br (JS)=br =0. The 
estimator 5 (j s ) dominates b under quadratic loss for K£ 3 
and for 'a' such that (4.3.8.a) is satisfied.
The estimator S (j s ) is seldom used because it is 
dominated by a rather simple modification, the positive- 
part rule 5(JS)+ . A close examination of (4.3.9) indicates 
that if as>b'Sb, then [1-as/b'Sb]<0 and the algebraic sign 
of each element of 5(JS) is opposite that of b. In effect, 
the least squares estimates are being shrunk beyond their 
hypothesized values (zero), an unappealing event.
In response to this problem, the positive-part rule 
has been proposed. For the general family of shrinkage 
estimators (4.3.7), the positive-part rule sets (l-c/u)=0
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when c>u. This of course is equivalent to setting 
[1-as/b'Sb]=0 when as>b'Sb in (4.3.9). It can be shown 
that positive-part rules dominate the ordinary Stein-rules 
under quite general circumstances [Judge and Bock (1978)] 
and are used in most applications; explicit mention of the 
positive-part rules is henceforth omitted for expositional 
purposes since postive-part rules are the only ones used 
in this chapter.
4.6.2 Shrinking Toward the sample Mean
Another possibility, inspired by Lindley (1962), is to 
shrink only the slope coefficients toward zero. We refer 
to this estimator as the "Lindley-rule" and denote it as 
S(L); the Lindley-rule shrinks least squares estimates 
toward the hypothesis that mQ=m1 = . . . =m12=9o= • • • =gi2 = 0; t i^e 
restricted least squares estimator, denoted br (L), yields 
the sample mean, y. In the absence of any other nonsample 
information about the past or future relationship between 
dependent and explanatory variables, a naive forecaster 
would typically choose the average value of the dependent 
variable to be the forecast value yQ , which is in this case 
average GNP growth. For this reason, it can be argued that 
for prediction the Lindley-rule is more appealing than the 
James-Stein rule (which also shrinks the intercept toward 
zero).
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4.6.3 Shrinking Toward Hypotheses Implied by Model 
Selection
Another possibility is often pursued. Usually, the 
researcher is willing to admit that uncertainty exists 
about the number of lagged values of M and G to include as 
regressors in equation (4.3.1); starting from (4.3.1) with 
l=k=12, the researcher seeks a more parsimonious 
specification which is arrived at by using prespecified 
model selection rules to discriminate among competing 
models. The shrinkage estimator is obtained by shrinking 
least squares parameter estimates toward the hypothesis 
restrictions which emerge from the model selection 
procedure. In the following paragraphs several model 
selection rules are discussed which are thought to be 
particularly useful for specifiying lag lengths [Geweke and 
Meese (1981)].
(a) Criterion Functions
As mentioned above, one approach to arriving at a more 
parsimonious specification of (4.3.1) is to choose l<n and 
k<n by minimizing a predetermined model selection criterion 
function [Geweke and Meese (1981)]. Model selection 
criterion functions trade goodness-of-fit for parsimony in 
specification of the model. The criterion contains a 
function of the sample variance, which decreases as 
regressors are added, and a penalty function, which 
increases as regressors are added. In order for the 
inclusion of an additional regressor to be considered an 
improvement in specification it must reduce the function of
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sample variance by more than it increases the value of the 
penalty function.
Several such criterion functions are considered below. 
Akaike's information criterion (AIC) assumes the form
AIC(l,k) = lntfssej^ k )/T] + 2m/T (4.6.1)
where m = [1+2(1+1)+2(k+1)] is the number of regressors 
included, 1 is the number of lagged values of the fiscal 
variable to be included, k is the number of lagged monetary 
variables included, T is the number of observations, and 
sse^ k is the sum of squared errors from the regression 
equation based on the inclusion of 1 lagged fiscal and k 
lagged monetary variables. The criterion is to choose 1 
and k such that
AIC(l,k) = min{AIC(1,k) I l,k = 0,1,...,n} (4.6.2)
where n is the value of the lag length beyond which it is 
certain that the lag weights are zero. Shibata (1981) has 
shown that AIC chooses the finite lag model that 
asymptotically minimizes sum of squared prediction errors.
If l<n and k<n are found to be the optimal lag lengths 
in the sense of (4.6.2), then the following set of 
hypothesis restrictions (to be applied to (4.3.1)) is 
implied:
m k+l= '-’=m12=gl+l= '•’=gl2=0'
The hypothesis restricted estimator is denoted b r(AIC) and
the estimator of the family (4.3.7) which results from
shrinking b towards b r(AIC) is denoted S (AIC).
Another criterion which asymptotically minimizes sum
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of squared prediction errors is Akaike's (1970) final 
prediction error (FPE) which takes the form
FPE(1,k ) = [ssex k /T] (T + m)/(T - m ) . (4.6.3)
The criterion is to choose 1 and k such that
FPE(1,k ) = min{FPE(l,k)Il,k = 0,1,...,n}. (4.6.4)
Although FPE and AIC minimize the mean square error of 
prediction, it can be shown that each systematically over­
predicts lag lengths and is therefore inconsistent. Two 
consistent criteria are the SBIC and the BEC criteria. The 
SBIC and BEC criteria are given below
SBIC(l,k)=ln[(sse1 k)/T] + m ln(T)/T (4.6.5)
BEC(1,k)=(sse, V)/T + m (sse „)/T ln(T)/(T-K). (4.6.6)i. f k n f n
Once again, the object is to minimize these values over all 
values of 1 and k. The BEC and SBIC select lag lengths 
which are asymptotically neither too short nor too long.
In small samples, however, Geweke and Meese (1983) provide 
some evidence that BIC and SBIC may yield specifications 
which contain fewer lagged variables than the AIC criteria. 
Hence, the fact that SBIC and BEC choose shorter lag 
lengths than FPE and AIC criteria for the St. Louis 
equation is hardle surprising.
As in the case of br (AIC) and the accompanying 
shrinkage estimator S (AIC), each of the models selected 
using FPE(l,k), BEC(l,k), and SBlC(l,k) implies a set of 
hypothesis restrictions which is to be imposed on the 
unconstrained version of the St. Louis equation. 
Consequently, these rules give rise to the hypothesis
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restricted estimators fc>r (FPE), br (BEC), and br (SBIC) as 
well as an accompanying set of shrinkage estimators, 
denoted S(FPE), s (bec), andS(SBlc).
(b) Estimates
Below, the results of the model selection process for 
the model (4.3.1) are reported. The use of the various 
model selection criteria yield similar models for the two 
sample periods under condsideration. For the 62:2-82:3 
sample period b r(SBIC)=br(FPE)=br(BEC)=br(AIC); each yields 
a specification which excludes all fiscal variables and 
contains contemporaneous and two lagged values of money 
growth. That is,
m 3- .•■-m12-g0- " " g 12—
For the 62:2-79:3 sample period minimization of SBIC,
BEC, FPE, and AIC again yield an identical specification.
In this instance, 1=1 and k=2, meaning that contemporaneous
and the first two lagged values of money growth are
retained and contemporaneous and the first lagged value of
fiscal growth are retained, i.e.,
m 3= ‘'■=ml2=g0= ‘‘'=gl2=0'
These results differ in some respects from those
reported by Batten and Thornton (1983, 1984). Several
reasons can be given. First, Batten and Thornton opt for a
different measure of fiscal policy than the one used here;
they use FCABE (Federal Cyclically Adjusted Budget
Expenditures) rather than GGFE (actual purchases) as the
measure of fiscal policy. Nevertheless, using BEC as a
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model selection criterion, Batten and Thornton (1984) find 
g^=0 for i=0,l,...,12 and m^=0 for i>l for the 62:2-82:3 
sample period; using SBIC they find g^=0 for i£0 and m i=0 
for i>2. These results are identical to the ones obtained 
here.
A large difference is found when comparing models 
selected using FPE. Using the FPE criterion and unrevised 
data, Batten and Thornton (1984) select a model with 1=9 
and k=10. This is considerably different from the one 
selected in this study where the FPE criterion and revised 
data with GGFE as fiscal policy variable has been used.
To reconcile my results with those of Batten and 
Thornton (1984), models were selected using the revised 
measure of FCABE as the fiscal variable. The AIC and FPE 
criteria now yield a model where 1 and k are equal to 2. 
Using BEC and SBIC, fiscal policy is once again excluded 
and k=2. As a final check, models were selected using 
unrevised (pre-1985) data series like those available to 
Batten and Thornton. Using GGFE as the measure of fiscal 
policy, FPE and AIC select k=l2 and 1=9, a specification 
much like that of the previous study. Therefore, it seems 
likely that the differences in lag selection are due to the 
data revision rather than the choice of fiscal policy 
measure.
Examination of the revision, neatly summarized in the 
Survey of Current Business (December, 1985), indicates that 
the measure of federal government purchases was revised
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upward. This was due mainly to a definitional change which 
adds the imputed value of a social insurances fund for 
military personnel to defense expenditures. The revisions 
appear to have had a marginally greater effect on the 
average annual rate of change of federal purchases for the 
1972-1984 period than for GNP. Unfortunately, nothing is 
said in the Survey about quarterly fluctuations or about 
the effect of the revision on the growth rate of these 
aggregates over the 1959-1972 period. Nevertheless, in 
light of the evidence suggesting that the growth rate of 
fiscal policy have been revised upward to a greater extent 
than growth in GNP, one would expect the estimated slope 
parameters of the fiscal policy variable to be marginally 
closer to zero. Perhaps this accounts for the 
disappearance of long lags for fiscal policy under the new 
revision.
The model selection findings are summarized in Table
4.2 below, where F-statistics (for the test of the null 
hypothesis that the restrictions imposed are true against 
all alternatives) are reported along with the nominal p- 
values.
Table 4.2 
Model Selection Estimators
Estimator F-
b r(.) Sample k 1 Stat
Fiscal Variable = GGFE
AIC, FPE, SBIC, BEC 62:2-79:3 2 0 1.00
AIC, FPE, SBIC, BEC 62:2-82:3 2 - 1.19
Fiscal Variable = FCABE
AIC, FPE 62:2-79:3 2 2 .62
SBIC, BEC 62:2-79:3 2 - 1.01
Fiscal Variable = FCABE
AIC, FPE 62:2-82:3 2 2 .95
SBIC, BEC 62:2-82:3 2 - 1.27
Unrevised Data: Fiscal Variable = GGFE
AIC, FPE 62:2-82:3 12 9 .45
SBIC, BEC 62:2-82:3 2 - 1.99*
Batten and Thornton (1984) Fiscal Variable = FCABE
FPE 62:2-82:3 10 9
SBIC 62:2-82:3 2
BEC 62:2-82:3 1
P-
Value
.48
. 29
.87
.47
. 50 
. 22
. 80 
.02
*significant at the 5% level.
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4.6.4 Shrinking Toward Economic Hypotheses
In many instances, economists are able to use economic 
theory as a source of hypothesis restrictions. When theory 
is available, its use can significantly improve the 
efficiency of estimation, but if inaccurate, the use of 
prior information may lead to a deterioration in risk 
performance. The family of shrinkage estimators (4.3.7) 
may be particularly useful in this respect since it enables 
an economist to combine theory with sample data in a way 
which results in lower risk under weighted quadratic loss 
than incurred if theory were ignored. Below, three sets of 
hypotheses are entertained which take advantage of this 
feature of Stein-rule estimation.
(a) The Ahmed-Johannes Hypothesis
Batten and Thornton (1983) estimate what they refer to 
as the "usual specification" of the St. Louis equation 
where Y is regressed on contemporaneous and 4 lagged values 
of M and G. Thus, Batten and Thornton's usual 
specification implies the following restrictions on (4.3.1)
m 5=...=m12=g5=...=g12=0.
The "usual specification" is also the one used by Ahmed and 
Johannes (1984) and most other researchers. Thus, to avoid 
confusion, the restricted estimator will be denoted b r(AJ) 
and the shrinkage estimator S (AJ). The restricted 
estimates br (AJ) appear along with OLS estimates in Table 
4.1.
Two subsidiary hypotheses are considered below which
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use the Ahmed-Johannes specification as a starting point.
(b) The Monetarist Hypothesis
The first hypothesis considered, which shall be 
referred to as the Monetarist hypothesis (MH), assumes that 
the sum of the contemporaneous and first 4 lagged values of 
the monetary coefficients is equal to 1, that the sum of 
the contemporaneous and first 4 lagged values of the fiscal 
coefficients is equal to zero, and that all other lagged 
policy variables have no effect on GNP growth. Thus, the 
restrictions to be imposed on (4.3.1) are
The hypothesis restricted estimator is denoted b ^ (MH) and 
the resulting shrinkage estimator from the family (4.3.7) 
is S (MH).
(c) The Fiscalist Hypothesis
Another economist might insist that fiscal policy has a 
small positive effect on GNP growth and that the total 
effect of monetary policy on GNP growth is slightly 
overstated by the Monetarist Hypothesis. Call this the 
Fiscalist hypothesis (FH), which may be quantified by 
setting the sum of the contemporaneous and first 4 lagged 
values of the monetary coefficients is equal to 0.9 and the 
sum of the contemporaneous and first 4 lagged values of the 
fiscal coefficients is equal to 0.15, and all other lagged 
policy variables have no effect on GNP growth. The
m5=...=m12=g5=...=g12=0 (AJ)
and
4
E g. = 0 and
0
4
E m . = 1. 
0
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resulting restrictions to be imposed on (4.3.1) by this 
hypothesis are
m 5=...=m12=g5=...=g12=0, (AJ)
4 4
£ g. = .15, and £ m. = .9.
0 0
The hypothesis restricted estimator is denoted b^ . (FH). As 
before, the unrestricted least squares estimates of (4.3.1) 
are shrunk towards b (FH) and the resulting Stein-like 
estimator is denoted as 5 (FH).
4.6.5 Shrinking Towards the Principal Components Estimator 
The principal components transformation is a means of 
establishing an orthogonal set of regressors which are 
ordered in a particularly useful way. The first principal
component is the linear combination of the X^, i=l,2,...,K,
capturing the maximum amount of variation in the data in 
any one direction in the regressor space. The second 
component is another linear combination of the X.^  and is 
chosen such that it captures the maximum amount of the 
remaining variation in the data, subject to the constraint 
that it be orthogonal to the first component and so on.
When the data are nearly collinear, one or more of the 
principal components will capture little if any variation 
in the data (an indication of this is provided by the 
condition number of Belsley, Kuh, and Welsch (1980) which 
is a function of the ratio of largest root to each of the 
remaining roots). As a result, coefficient estimates for 
components with large condition numbers will be relatively
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imprecise (or, in terms of t-tests for detecting 
differences from zero, they are often deemed to be 
insignificant). Therefore, it is thought that principal 
components which account for a small proportion of the 
variation in the data may be deleted without unduly 
reducing the explanatory power of the model.
More formally, let P = (p1 p2 ... pK ) denote the KxK 
matrix whose columns p^ are the orthonormal characteristic 
vectors of the regressor cross product matrix X'X and let 
.4 =diag(X X . . . ,X R) be the diagonal matrix of 
corresponding characteristic roots. In addition, the 
characteristic roots have been ordered such that 
X ^ x  2* . . .2X K . That is to say, X'XP = A p and P'P = PP'= iR.
The principal components transformation of the linear
model (4.3.1) is denoted
y = x p p '0 + e = z e + e (4.6.7)
where Z = (z1 z2 ... zR ) = XP is the matrix of principal
components and e=P'/S is the transformed parameter vector.
In the transformed model (4.6.7), the regression variable
tzhzi=Xpi is called the i principal component. The least 
squares estimator of 0 in the reparameterized model is
0 = (Z' Z) ~1Z'y = A -1Z'y~N(e ,ff 2A ~ 1 ) . (4.6.8)
Note also, that 0=P'b and P0=b.
Shrinkage estimators may be formed using (4.3.7) and 
(4.3.8.b) under the principal components
reparameterization. According to the Mittelhammer (1984) 
result, the in-sample MSE of prediction risk associated
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with use of the least squares principal components 
estimator (4.6.8) can be reduced by deleting at least 3 
components. If the out-of-sample relationship among the 
regressor variables is similar to that of the in-sample 
regressors, then one can probably expect the forecasting 
equation based on the principal components regression to 
yield, on average, better forecasts than least squares (in 
the prediction mean square error sense). However, the 
precise conditions under which the use of W = X ’ X^X'QX Q in 
(4.3.8.a) leads to improved forecasts are unknown. In 
addition, a procedure must be developed for determining the 
number of components to include in the estimation of the 
forecasting equation.
(a) Sequential Hypothesis Testing
One way to arrive at a more parsimonious specification 
of the reparameterized model is to delete irrelevant 
components based on a series of nested hypothesis tests.
The principle is to test sequentially each of the following 
hypotheses
Ho : S K * 0
V  ®K-1 = ®K = 0
H • 9 = = 9  = 0 = 0
i K-l K U
against all alternatives using some predetermined
significance level. The sequence stops when a hypothesis
t his rejected. So, if the i hypothesis is rejected, then 
the model associated with the (i —1) null hypothesis is
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deemed to be the appropriate one.
Choosing an appropriate critical value for the pretest 
is problematic. As indicated in Chapter 2, the choice of 
significance level affects the risk properties of the 
pretest estimator [Judge and Bock (1978)]; the smaller the 
acceptable degree of type I error (smaller a), the greater 
the risk of the pretest estimator, other things equal. 
Optimal pretests have been suggested [Sawa and Hiromatsu 
(1973), Brook (1976)] by several authors. A minimax regret 
optimal critical value of 1.8 for a single hypothesis test 
is suggested by Sawa and Hiromatsu and for multiple 
hypotheses, Brook (1976) recommends minimax regret critical 
values ranging between 1.88 and 2.06. Brook (1976) 
presents a table of optimal critical values for orthogonal 
regressors (e.g., the principal components); these are 
employed below.
For the reparameterized model (4.6.7), the F- 
statistics for the test of the null hypothesis
HO: S27=0
are 2.04 and 4.87 for the 1962:2-1979:3 and 1962:-1982:3 
sample periods, respectively. Brook's optimal critical 
value is 1.88 and the first hypothesis is rejected for both 
samples, when no restrictions are imposed, the OLS, RLS, 
and shrinkage estimators will of course be equivalent.
(b) Rules-of-Thumb
Components are sometimes retained based on some pre­
determined rule-of-thumb such as to retain those components
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which account for at least 80% or 95% of the variation in 
the data.
Let ©(80) represent the hypothesis restricted
estimator which arises by retaining the minimum number of
principal components accounting for at least 80% of the
variation in the data. The coefficients for the remaining
components are restricted to equal zero.
Let 0(95) represent the hypothesis restricted
estimator which arises by retaining the minimum number of
principal components accounting for at least 95% of the
variation in the data. The coefficients for the remaining
components are restricted to equal zero.
Using these rules-of-thumb for the 1962:2-1979:3
sample, the first 8 principal components account for 81.8%
of the variation in the data and the first 13 account for
95.5% of the variation in the data.
For ®(80) the restrictions on (4.6.7) are
9 =0 = . . . =6 - _ = 09 10 27
and for 0(95) the restrictions to be imposed on (4.6.7) are
e =0 = = e = o
14 15 ••• 27 U -
Using these rules-of-thumb for the 1962:2-1982:3
sample, the first 8 principal components account for 81.4%
of the variation in the data and the first 14 account for
96.7% of the variation in the data.
For 0(80) the restrictions on (4.6.7) are
eg=e 1Q=.. .=e27=o
and for 0(95) the restrictions to be imposed on (4.6.7) are
A shrinkage estimator is formed using (4.3.7) and 
(4.3.8.b) under the principal components
reparameterization. Again, the least squares estimator 6 
is shrunk towards 6(80) and 6(95) based on the value of the 
statistic used to test the hypotheses restrictions. These 
rules are denoted 5(80) and 5(95), respectively.
(c) Model Selection
The model selection procedures discussed in section
4.6.4 may also be used to develop hypothesis restrictions 
for the principal components model. Starting from the 
fully parameterized model (4.6.7), let 6 (AIC), 6(FPE),
6 (BEC), and 6 (s b i c ) denote hypothesis restricted estimators 
arising from minimization of AIC, FPE, BEC, and SBIC, 
respectively.
In Table 4.3, the hypothesis restrictions implied by 
each criterion is summarized for the two samples 
considered.
Table 4.3
Model Selection Hypothesis Restrictions 
for Principal Components
Hypothesis Restrictions 
Estimator 62:2-79:3 62:2-82:3
6 (AIC) e 25=-
n n o
oIIr~CM
CD
6 (FPE) e 24=*'
onr~CM
CDII
e 27 = °
6 (BEC) iiot-H
CD .=6 27 = 0 9 2= ‘ - -=9 27 = 0
6 (SBIC) © =
10 * •
II a>
N) -J
II o 9 19= ’ • "=9 27 = 0
It is interesting to note that although a consensus
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model (i.e., one where all criteria choose the same 
specification) can be found under the original 
parameterization (4.3.1), no such model is obtained for the 
reparameterized model (4.6.7). Furthermore, because the 
range of possible models is quite wide, the number of 
components to delete in practice may be quite difficult to 
determine.
Note that the two Bayesian criteria select models with 
fewer parameters. For the 62:2-82:3 sample period SBIC 
retains only one component whereas BEC retains 18. FPE and 
AIC do not impose enough restrictions (J>2) to make Stein- 
rule estimation useful; in-sample minimaxity cannot be 
assured and, like the sequential pretest estimator, these 
estimators are eliminated from consideration.
Stein-like estimators may be formed by shrinking ©=P'b 
toward the model selection hypothesis restricted estimators 
©(AIC), ©(FPE), ©(BEC), and ©(SBIC). Denote these as 
* PC(AIC), S pc(FPE), 5 pc(BEC), and s pc(SBIC), respectively.
Before discussing the issues surrounding forecast 
generation and measurement, a brief summary of the 
hypothesis restricted estimators is given in Table 4.4 and 
the symbols for all estimators considered below are 
presented in Table 4.5.
Table 4.4
Hypothesis Restricted Estimators
Hypothesis Restrictions
Estimator 62:2-79:3 62:2-82:3
br (JS) «=m0=...=m12=g0=...=a12=0 same
b r(L) m Q=. * ' ~m 12~g 0= ' • • =g12~° same
b r(MS)* m 2= ••"=^22=gl= * *•=^i2=® m 3= •••=mi2=g0= ‘*‘=g
b r(AJ) m 5=...=m12=g5=..•=9 12=0 same
b r (M H ) m 5=...=m12=g5=..•=g12=0 
E i=om i=1' E i=og i=0
same
b r(FH) m 5= ••‘=ml2=g5= ''■=g12=0
E i=o” i= -9 ' E i=o9 i= '15
same
e( a i c ) s 25=...=e27=o not used
e ( f p e ) 0 „ . . . =0 __=o24 27 not used
6 (BEC) 0 , _= . . . =0 _ _ = 0 10 27
0 = =0 = 
2 27
e ( s b i c ) 0 , . . . =0 _ _ = 0 10 27
0 = =019 ... 2?
6(F) not used not used
e (80) 0„=. . . =0 „_ = 09 27 0 g=. . • =e 27 =
9 (95) 0 = = 0 = 0  14 ... 27 u e i5=---=027
*Since all model selection criteria yield the same
specification for model (3.1), the symbol br (MS) is used
denote the restricted estimator implied by these criteria
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Table 4.5
Estimators and Symbols
Restricted shrinkage
Hypothesis Estimator Estimator
no restrictions b
James-Stein b r(JS) S(JS)
Lindley br (L) S (l)
[Mittelhammer Estimators]
Ahmed-Johannes br (AJ) S (aj)
Fiscal Hypothesis br (FH) 5(FH)
Monetarist Hypothesis br (MH) S (MH)
Model Selection b (MS) 5 (m s )
(MS) ^ FFE,BEC,AIC,
SBIC
[Principal Components Estimators]
Sequential F-Test e (F) S (f)
Model Selection 9 ( . ) S ( . )
( . ) ^ FPE,BEC,AIC,
SBIC
Retain minimum which
account for £80% 9(80) 5(80)
variation
Retain minimum which
account for £95% 9(95) S (95)
variation
4.7 ARIMA Forecasts
In order to get a better idea of how the various 
estimated models perform as forecasting equations, 
univariate ARIMA's were estimated for GNP using SAS's Proc 
ARIMA over both sample periods considered. Weak 
stationarity was achieved by taking the first difference of 
the natural logarithm of nominal GNP. Conveniently, this
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transformation turns out to be the rate of growth
tansformation used in estimating (4.3.1).
For the 1962:2-1979:3 sample period, the following
model was estimated using Ansley's (1979) maximum
likelihood procedure:
(1-.2016L4) y. = .02158 + e 
(.1212) (.0014) Z
where y t= (1-L)In(y t) and the estimated standard errors
appear in parentheses.
For the 1962:2-1982:3 sample period, the estimated
equation is:
y*. = .0212 + et.
(.0011 ) z
For this sample period the rate of growth of GNP appears to
follow a random walk with a slight drift.
The Ljung-Box chi-square lack-of-fit test was used to
check the residual series for departures from the null 
hypothesis of white noise. The statistic used is denoted
M
Q* = T(T+2) E r£/(T-k) * X 2M_f
M ~ ~ T ~2 th
where r, = E e.e. , / £ e. is the k autocorrelation 
k t=H-k k t_k t=lt
coefficient and f is the number of parameters (including
the mean) estimated in the ARIMA model. The null
hypothesis (e is white noise) cannot be rejected for either
*
model. In Table 4.6 below, Q statistics are reported.
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Table 4.6 .
ARIMA Diagnostics
1962:2-1979:3 1962:2-1982:3
TO * To *
Lag Q P-Value Lag Q P-Value
6 4 . 56 .335 6 5.49 .359
12 8. 80 . 551 12 12.26 .345
18 13.37 .645 18 13.80 .681
24 16.04 .814 24 18.45 .733
* values generated by SAS Proc ARIMA.
4.7.1 Forecasts and Forecast Error
Given a vector of parameter estimates, call it b, the 
h step ahead forecast is derived by taking yQ h = XT+hb, 
where is the lxK vector of future values of the
explanatory variables in time T+h, and yQ is the hxl vector 
of predicted nominal GNP growth.
Forecast error for the h step ahead forecast horizon 
is measured using root-mean-square error (RMSE), which is 
defined to be:
-1 ^ 2 RMSE(h) = [h E (yQ i  - y Qfi) ] .
4.7.2 Hardware and Software
Computer programs for all estimators (except ARIMA) 
were written in SAS, Version 5.16, Matrix programming 
language and run on an IBM 3081 mainframe computer. The 
ARIMA models were estimated using SAS's Proc ARIMA.
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4.8 Results
In this section, the root-mean-square errors (RMSE) 
for 1 to 16 step ahead out-of-sample forecasts generated 
from the equations estimated above are compared to those of 
the Stein-rule shrinkage estimator (4.3.7).
The comparison of RMSE's can be conducted on several
levels. One could compare the 1 to 16 step ahead RMSE's of
each RLS predictor to those of the unrestricted least
squares predictor. In addition, one could see how each of
the Stein predictors compares to the two predictors which
it combines (i.e., OLS and RLS). Finally, one could see
how the RMSE's of the Stein predictors compare to other
predictors, i.e., ones not based on the linear regression
model. To serve this last purpose, the Stein-rule
forecasts are to be compared to univariate ARIMA forecasts.
4.8.1 RMSE, 1962:2-1979:3, RLS vs. OLS Forecasts 
(Table 4.7)
In Table 4.7 several of the RLS predictors discussed 
in section 4.7 are compared to the unrestricted least 
squares predictor b. The tabled values are obtained by 
dividing the RMSE yielded by each of the RLS predictors by 
that of the OLS predictor. Numerical values greater than 1 
indicate that the average OLS forecast is lower in RMSE 
than the average RLS forecast over the h step ahead 
horizon. In the first column of Table 4.7 the RMSE of the 
ARIMA is divided by the RMSE of the OLS predictor.
The ARIMA forecast and those of br (L) are clearly
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superior to all other 1 step ahead forecasting equations.
In fact, the RMSE of the 1 step ahead ARIMA forecast is 
about 1/10 that of the OLS forecast and the RMSE of br (L) 
is 1/5 that of OLS. Of all the rules considered, only 
©(AIC) (which is denoted ©(AC)) is worse in terms of RMSE 
than OLS for the 1 step ahead forecast.
The OLS forecasting equation tends to perform better 
than the RLS equations for the 3-8 step ahead horizons, the 
exception being ©(AC). For the 9 step horizon and beyond, 
the OLS predictor preforms poorly while br (L) and the ARIMA 
perform quite well. In fact, the ARIMA and br (L) have the 
same RMSE over the 16 step horizon for the 1979:4-1983:3 
forecast period.
4.8.2 RMSE, 1979:4-1983:3, Shrinkage Forecasts 
(Tables 4.8-4.11)
To assess the forecast performance of the various 
forecast equations considered, the 1 to 16 period ahead 
RMSE's of least squares, restricted least squares, and 
ARIMA models are compared to a Stein-like shrinkage 
predictor for the equations estimated with the 1962:2- 
1979:3 sample.
Several of the shrinkage predictors discussed in 
section 4.7 are compared to the unrestriced least squares 
predictor b in Table 4.8. The tabled values are obtained 
by dividing the RMSE yielded by each shrinkage predictor by 
that of the OLS predictor. Numerical values greater than 1 
indicate that the RMSE of the OLS forecast is lower than 
that of the shrinkage forecast for the h step ahead
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horizon. In the first column, the RMSE associated with 
the OLS predictor is presented.
Table 4.8 is strikingly similar to Table 4.7. The 
reason for this can be seen by looking at Table 4.9 which 
compares the RMSE of each shrinkage predictor to its RLS 
component, again by taking the ratio of the Stein rule RMSE 
to that of its RLS counterpart. Using the positive part 
rule assures that when the value of the statistic used to 
test the hypothesis restrictions is sufficiently small 
(indicating 'good' hypotheses), the Stein and RLS parameter 
estimates and forecasts will be equivalent. This occurs 
for each of the shrinkage estimators considered except 
5(js) and M l ) .  For these predictors, S (L) is a better 
forecaster than br (L) for the 2-12 step ahead forecast 
horizons but not for the 13-16 period ahead horizons. At 
the 16 step ahead horizon, the RMSE of J(L) is only 3% 
greater than that of t>r (L) and only 4% greater than that of 
the ARIMA.
In terms of RMSE, the Lindley rule forecasts are quite 
good. In Figure 4.1, the actual values of GNP growth are 
plotted along with forecasts from b r(L), M l ), the ARIMA, 
and b. Notice how closely b is able to predict GNP growth 
up until the second quarter of 1981. Beginning with 81:3, 
the OLS forecasts become quite erratic (indicative of the 
unusual behavior of velocity about that time). Note also 
that the shrinkage forecasts are less variable than OLS 
forecasts. The Lindley-rule forecasts are being shrunk
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toward the average value of GNP growth (the horizontal 
line) and are actually a linear combination of XQb and y. 
Once the least squares predictions go awry, the RMSE's of 
5(L) fall below those of OLS (i.e., for steps 9 and 
beyond).
The problem with the mean forecasting rule b r(L) (and
the ARIMA in this instance) should be apparent. With this
estimator, one is unable to forecast turning points or
directions of change in GNP growth. If the OLS equation
correctly predicts the direction of change but is highly
variable, then use of 5 (L) can offer a significant
advantage over other rules (like br (L) and ARIMA) which
ignore this important dimension of the forecasting problem.
Using the Lindley-rule 5 (L) will reduce variance and
preserve the additional predictability available from
models which try to use economic theory as a forecasting
tool. Unfortunately, the OLS forecasts predict growth in
the wrong direction for all but three of the last 8
forecast periods. The Lindley-rule mimics these
directional changes because is is merely a linear
combination of X Qb and y. As such, it predicts the same
directional change as least squares with lower variance.
4.8.3 RMSE, 1962:2-1982:3, RLS vs. OLS Forecasts (Table 
4.11)
In Table 4.11, several of the RLS predictors discussed 
in section 4.7 are compared to the unrestricted LS 
predictor. Once again, the tabled values are obtained by
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dividing the RMSE of each RLS forecast equation by that of 
the OLS equation.
For the 1962:2-1982:3 sample period, least squares is 
consistently out-performed by all other forecast equations 
in terms of RMSE. The best one step ahead forecast 
equation is again provided by the ARIMA, and is closely 
followed by b r(JS) and b (L). It should be noted that the 
economic hypothesis forecast equations provided by b r(FH) 
and b ^ (MH) do poorly, as does the model selection rule(s) 
br (MS) .
For the 4 step ahead horizon the ARIMA is again the 
best forecaster, followed by br (L) and 6(95). For the 8 
step ahead horizon, br (L) is on average the best 
forecaster, while the ARIMA is second best and 6(95) is the 
third best in terms of RMSE. Over the entire 16 period 
forecast period, the top performers are the ARIMA and 
br (L), each of which has RMSE that is approximately 1/3 
that of the OLS estimator.
4.8.4 RMSE, 1982:4-1986:3, Shrinkage Forecasts 
(Tables 4.12-4.15)
To assess the forecast performance of the shrinkage 
predictors, the least squares, restricted least squares, 
and ARIMA are compared to Stein-like shrinkage forecast 
equations which are estimated using the 1962:2-1982:3 
sample period. In Table 4.12 several of the shrinkage
predictors discussed in section 4.6 are compared to the 
unrestriced OLS predictor b. The tabled values are 
obtained by dividing the RMSE of each shrinkage predictor
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by that of the OLS predictor. Once again, numerical values 
greater than 1 indicate that the OLS predictor out performs 
the RLS predictor. In the first column, the RMSE's of the 
OLS forecasts are presented.
Table 4.12 is similar to Table 4.11. The reason for
this can be seen by looking at Table 4.13 which compares
the RMSE of each shrinkage predictor to its RLS component.
Again, this is accomplished by taking the ratio of the
RMSE's produced by the Stein and the RLS predictors. Use
of the positive part rule ensures that when the value of
the statistic used to test the hypothesis restrictions is
sufficiently small (indicating 'good' hypotheses) the Stein
and RLS parameter estimates and forecasts will be
equivalent. In Table 4.13 maximum shrinkage occurs under
the positive part rule for 5 (AJ), 5 (MH), 5 (FH), and
9 „(BEC) . Of the remaining rules, only S(js) has lower 
P i
RMSE than its RLS component b r(JS).
The degree of improvement of br over S does not appear 
to be large in most cases. In only 5 instances (all for 
the James-Stein predictor) does the RMSE of the shrinkage 
predictor not fall between that of the OLS and RLS 
predictors from which it is comprised. In these five 
cases, the RMSE of the shrinkage predictor is actually 
below that of the restricted and unrestricted predictors.
Although the ARIMA (see Tables 4.11 and 4.14) performs 
best overall, the Lindley rule S { l) out performs every RLS 
predictor except br (L). For the 16 step ahead horizon, the
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RMSE of 5 (l) is only 37% higher than that of the ARIMA.
Of all the models considered, those which do not 
attempt to use monetary and fiscal policy to forecast GNP 
growth (br (L) and ARIMA) yield the best forecasts. Note 
that the RMSE' s of M l )  are well below those of the OLS 
predictor (2.3 to 2.7 times smaller); and, though the RMSE 
cf S (l) is twice that of b r(L) for the one step ahead 
forecast, it is only 1.2 times that of b r(L) at steps 9-11 
and is on average 1.36 times that of br (L) over the entire 
period.
In Figure 4.2, the actual values of GNP growth are 
plotted along with forecasts from br (L), S (l), the ARIMA, 
and b. Even though the OLS forecasts are volatile, they 
forecast changes in GNP growth in the correct direction 
more often than not (9 of 15 times). The Lindley rule 5 (l) 
can be expected to perform well in this case. Forecast 
variace will be reduced and turn points will be forseen.
The 37% percent sacrifice in RMSE (compared to ARIMA) may 
be a small price to pay for better predictability of 
directional changes.
4.9 Summary and Conclusion
In summary, M l ) appears to have many advantages as a 
forecasting equation of stationary time series. This rule 
essentially allows one to combine mean forecasts with those 
of an explanatory model. The ARIMA, which for the 1962:2- 
1982:3 period is a random walk with drift, forecasts a
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slight upward trend. The enlightened economist would in 
most instances prefer to use economic theory to assist in 
the generation of GNP forecasts. Theory would be 
especially useful during periods of abnormal growth, like 
the 79:4-82:4 period. For instance, suppose that following 
a period of rapid money growth inflationary pressure rises 
and nominal GNP is expected to grow faster than the normal 
rate. The ARIMA cannot hope to use this information in the 
way that S (l) can. Using S (l) would enable us to shrink 
forecasts from an explanatory model toward the average 
value of the variable of interest. If past money growth 
has had no effect on GNP growth, then shrinking parameter 
estimates toward the mean would be greater, and the 
forecasts would reflect this. If on the other hand money 
growth really does have a strong effect, the forecasts are 
pulled away from the mean towards the values implied by the 
estimated econometric model.
Under the positive-part Stein-rule with maximum 
shrinkage, forecasts frequently converge to RLS forecasts 
when the restrictions are supported by the sample. In this 
chapter, the RLS forecasts were by and large superior to 
the OLS forecasts and consequently, so were the Stein-rule 
forecasts. In terms of the robustness of various 
prediction rules, of those which depend on assumptions 
about the constancy of the regression equation and 
similarity between in- and out-of-sample regressor 
matrices, the Stein-rule estimators perform much better
196
than least squares. The ARIMA, which does not depend on 
these assumptions, performs best overall, but is closely 
rivaled by the Lindley-rule.
Finding shrinkage rules which effectively forecast 
nonstationary (explanatory) time series models may be 
problematic because of the difficultly selecting an 
appropriate set of hypotheses towards which to shrink.
None of the procedures investigated here can be deemed an 
unqualified success. Of all the hypothesis restriction 
schemes examined in this chapter, those based on model 
selection and economic theory performed poorly relative to 
naive forecast equations like ARIMA and mean forecasting 
rules.
As a final note, it is interesting that of the RLS 
rules based on economic theory, the Monetarist hypothesis 
appears to be the best. The additional restrictions that 
the sum of the first 5 money coefficients equal unity and 
the first 5 government purchases coefficients equal zero 
improved the predictability of the Ahmed-Johannes 
specification.
NOTES
1
Several other estimators were used for the 62:2-82:3 
sample period, but are not reported. These include the 
Ridge [Hoerl and Kennard (1970a)], Iterative Ridge [Hoerl, 
Kennard and Baldwin (1975)], a truncated Stein-like 
estimator [Dey and Berger (1983)], polynomial distributed 
lag estimators, and a new variant of a principal components 
estimator.
(1) The iterative ridge estimator performed very well 
indeed compared to the Lindley rule.
(2) Two sets of PDL restrictions were chosen based on 
model selection. The following specifications were 
suggested.
Polynomial
Degrees
Current + 
12 Lags M
3 
6
4
Current + 
12 Lags G
2
2
4
Method of 
Selection
BEC, SBIC 
AIC, FPE 
(Adkins Prior)
The last choice, polynomials of degree 4 for money and 
purchases growth, is my best guess at what the degrees 
might be. The performance of these methods leaves much to 
be desired. In fact, they performed much the same as the 
models arising from model selection reported in the text.
(3) Finally, a principal components-like estimator 
was created which performed very well, overall. In this 
estimator, separate sets of principal components were 
formed for monetary and fiscal policy variables after the 
data had been centered. The intercept was estimated as a
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residual. The restrictions imposed were such that only one 
component of money and and one of purchases were allowed to 
affect GNP growth. The effect then is to shrink toward the 
average value of the dependent variable while letting the 
two major components account for deviations from the mean. 
Given the success of the Lindley rule, the performance of 
this estimator is not surprising. Unfortunately, there is 
no precedent for using such an estimator as its analytical 
risk has not been studied. The problem here is that it is 
uncertain how shrinkage affects estimation of the 
intercept, as it is done here. Some additional research is 
required, but the problem appears to be both tractable and 
interesting.
Table 4.7
RMSE Comparison Between RLS and OLS Estimators
Estimation Period: 1962:2 - 1979:3
Forecast Period: 1979:4 - 1983:3
Forecast
ARIMA/
OLS JS L MS AJ MH FH 9 (AC) 9 ( BC) 8(95)
1 step 0. 10 0.91 0. 19 0.53 0.56 0.50 0.60 1 .00 0.85 0.78
2 step 0.58 1 .82 0.52 0.58 0.65 0.56 0.70 1 .06 0.87 0.81
3 step 1 . 18 1 .82 1 .23 0.78 0.67 0.57 0.77 1 .06 1 .92 1 .86
4 step 1 .19 2.16 1 .23 0.97 0.85 0.74 0.90 1 .08 1 .92 1 .86
5 step 1 .60 3.00 1 .58 1 .57 1 .70 1 .72 1 .63 1 .07 1 .93 1 .88
6 step 2.03 3.75 1 .96 1 .57 1 .72 1 .73 1 .67 1 . 12 2.04 2.00
7 step 1 .61 2.98 1 .57 1 .43 1 .45 1 .43 1 .45 0.88 1 .79 1 .81
8 step 1 .45 2.80 1 .40 1 .28 1 .35 1 .36 1 .36 0.79 1 .61 1.61
9 step 0.95 1 .74 0.94 0.93 1 .00 0.97 1 .02 1 .30 1 .23 1 .22
10 step 0.96 1 .57 0.96 0.99 1 .02 0.99 1 .06 1.19 1 .20 1 .21
1 1 step 0.72 1 .20 0.72 0.74 0.77 0.75 0.79 1 .03 0.90 0.91
12 step 0.62 1 .00 0.63 0.70 0.73 0.71 0.76 1 .00 0.84 0.84
13 step 0.49 0.78 0.50 0.58 0.61 0.59 0.63 1 .03 0.69 0.69
14 step 0.49 0.79 0.49 0.59 0.61 0.59 0.63 1 .02 0.69 0.69
15 step 0.50 0.84 0.50 0.60 0.63 0.60 0.64 1 .02 0.69 0.69
16 step 0.49 0.85 0.49 0.60 0.62 0.59 0.63 1 .02 0.68 0.68
Note: In the column labeled "ARIMA/OLS the RMSE of the ARIMA
estimator has been divided by that of the OLS estimator and is 
reported for each of the forecast horizons. In the remainder of 
the columns we report the ratios of the RMSE of the RLS estimator 
to that of OLS, i.e., JS=RMSECb (JS>3/RMSECOLS1. Also note 9 < AC ) 
represents 9(AIC) and 8(BC) represents both O(SBIC) and 8<BEC).
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Table <4.8
RMSE Comparison Between Stein-Rules and OLS Estimator
Estimation Period: 1962:8 - 1979:3
Forecast Period: 1979:4 - 1983:3
Forecast
RMSE
OLS JS L MS AJ MH FH S<AC> S(BC) S (95)
1 step 7.69 0.84 0.38 0.53 0.56 0.50 0.60 1 .00 0.85 0.78
2 step 5.51 0.83 0.50 0.58 0.65 0.56 0.70 1 .06 0.87 0.81
3 step 4.50 0.83 1 .00 0.78 0.67 0.57 0.77 1 .06 1 .92 1 .86
<4 step 3.90 0.83 1 .00 0.97 0.85 0.74 0.90 1 .08 1 .92 1 .86
5 step 3.51 0.87 1 .27 1 .57 1 .70 1 .72 1 .63 1 .07 1 .93 1 .88
6 step 3.21 0.90 1 .57 1 .57 1 .72 1 .73 1 .67 1 . 12 2.04 2.00
7 step 3.80 0.93 1 .23 1 .43 1 .45 1 .43 1 .45 0.88 1 .79 1 .81
8 step 4.01 0.90 1 .09 1 .28 1 .35 1 .36 1 ,36 0.79 1 .61 1 .61
9 step 6. 10 0.90 0.82 0.93 1 .00 0.97 1 .02 1 .30 1 .23 1 .22
10 step 6.39 0.90 0.86 0.99 1 .02 0.99 1 .06 1 . 19 1 .20 1 .21
11 step 8.16 0.92 0.64 0.74 0.77 0.75 0.79 1 .03 0.90 0.91
12 step 9.35 0.92 0.60 0.70 0.73 0.71 0.76 1 .00 0.84 0.84
13 step 1 1 .64 0.91 0.51 0.58 0.61 0.59 0.63 1 .03 0.69 0.69
14 step 1 1 .32 0.91 0.51 0.59 0.61 0.59 0.63 1 .02 0.69 0.69
15 step 10.93 0.91 0.52 0.60 0.63 0.60 0.64 1 .02 0.69 0.69
16 step 10.81 0.91 0.51 0.60 0.62 0.59 0.63 1 .02 0.68 0.68
Note: In the column labeled "RMSE OLS," the RMSE of the OLS
estimator is reported for each of the forecast horizons. In the 
remainder of the columns we report the ratios of the RMSE of the 
Stein estimator to that of the OLS estimator, i.e.,
JS=RMSECS<JS)3/RMSECbl. Also note S (A C ) represents «<AIC) and 
S (BC ) represents both 5<SBIC) and 3(BEC).
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Table 4.10
RMSE Comparison Between Stein-Rules and the ARIMA Model
Estimation Period: 1962:2 - 1979:3
Forecast Period: 1979:4 - 1983:3
Forecast
OLS/ 
ARIMA JS L MS AJ MH FH S < A C ) S(BC) S (95)
1 step 9.66 8. 17 3.69 5. 13 5.48 4.91 5.80 9.68 8.23 7.54
2 step 1 .70 1 .42 0.86 0.99 1.11 0.97 1 .19 1 .81 1 .49 1 .38
3 step 0.84 0.70 0.85 0.66 0.56 0.48 0.65 0.89 1 .62 1 .57
u step 0.83 0.70 0.84 0.81 0.71 0.62 0.76 0.90 1.61 1 .56
5 step 0.62 0.54 0.79 0.98 1 .06 1 .07 1 .01 0.67 1 .20 1 . 17
6 step 0.49 0.44 0.77 0.77 0.84 0.85 0.82 0.55 1 .00 0.98
7 step 0.61 0.58 0.76 0.88 0.89 0.89 0.90 0.54 1 . 10 1 . 12
8 step 0 .68 0.62 0.75 0.88 0.93 0.93 0.94 0.54 1.11 1.11
9 step 1 .04 0.94 0.85 0.97 1 .04 1 .02 1 .07 1 .35 1 .28 1 .27
10 step 1 .04 0.94 0.89 1 .03 1 .06 1 .03 1 . 10 1 .24 1 .25 1 .26
1 1 step 1 .38 1 .28 0.89 1 .02 1 .06 1 .03 1 . 10 1 .42 1 .25 1 .26
12 step 1 .59 1 .46 0.96 1.11 1 . 17 1.13 1 .21 1 .59 1 .34 1 .34
13 step 2.02 1 .85 1 .05 1 . 19 1 .23 1 . 19 1 .28 2.09 1 .41 1 .40
14 step 2.03 1 .86 1 .05 1 .21 1 .25 1.21 1 .29 2.09 1 .41 1 .41
15 step 1 .99 1 .83 1 .03 1 .21 1 .25 1 .21 1 .29 2.05 1 .39 1 .38
16 step 2.03 1 .86 1 .04 1 .23 1 .26 1.21 1 .29 2.09 1 .39 1 .40
Note: In the column labeled "OLS/ARIMA" the RMSE of the ARIMA
estimator has been divided by that of the OLS estimator and is 
reported for each of the forecast horizons. In the remainder of 
the columns we report the ratios of the RMSE of the Stein 
estimator to that of the ARIMA. i.e., JS=RMSEC5(J S )]/RMSECARIMA3. 
Also note 5(A C ) represents fi(AIC) and 5(B C ) represents both 
5(SB IC) and 5 (BEC) .
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Tab 1 e 4.11
RMSE Comparison Between RLS and OLS Estimators
Estimation Period: 1962:2 - 1982:3
Forecast Period: 1982:4 - 1986:3
ARIMA/
Forecast OLS JS L MS AJ MH FH 0 ( S B ) 9 (BC) 9(95)
1 step 0. 16 0.17 0. 18 0.36 0.37 0.38 0.42 0.40 0.42 0.28
2 step 0.17 0.32 0.19 0.52 0.49 0.49 0.51 0.45 0.45 0.27
3 step 0.23 0.58 0.24 0.52 0.49 0.48 0.50 0.43 0.45 0.26
4 step 0.23 0.66 0.23 0.55 0.48 0.48 0.49 0.43 0.51 0.31
5 step 0.25 0.77 0.25 0.53 0.46 0.46 0.47 0.42 0.49 0.29
6 step 0.33 0.93 0.32 0.54 0.47 0.46 0.50 0.46 0.49 0.29
7 step 0.30 0.90 0.30 0.50 0.45 0.45 0.48 0.43 0.52 0.37
8 step 0.30 0.89 0.30 0.49 0.44 0.44 0.47 0.44 0.50 0.36
9 step 0.32 0.90 0.32 0.50 0.46 0.45 0.49 0.46 0.50 0.37
10 step 0.33 0.92 0.33 0.51 0.46 0.45 0.49 0.47 0.50 0.40
1 1 step 0.34 0.94 0.34 0.55 0.50 0.50 0.55 0.48 0.54 0.48
12 step 0.31 0.87 0.31 0.56 0.55 0.55 0.59 0.46 0.60 0.50
13 step 0 .29 0.80 0.29 0.58 0.55 0.55 0.60 0.44 0.71 0.56
14 step 0.29 0.81 0.30 0.62 0.57 0.57 0.60 0.45 0.74 0.57
15 step 0.32 0.78 0.32 0.68 0.64 0.64 0.66 0.47 0.82 0.65
16 step 0.31 0.76 0.31 0.71 0.65 0.64 0.66 0.46 0.86 0.68
Note: 0(SBIC) and 9(BEC) are abreviated by 0(SB) and 9<BC)? 
respectively. The columns are formed by taking the ratio of the 
RMSE of the Stein-Rule to that of the RLS estimator? i.e.? 
JS=RMSECS(JS )/RMSECb (JS)3.
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ITable 7. IS
RMSE Comparison Between Stein-Rules and OLS Estimators 
Estimation Period: 1762:2 - 1982:3
Forecast Period: 1982:7 - 1986:3
RMSE
Forecast OLS JS L MS AJ MH FH S (SB) 5 (BC) S (95)
1 step 23.29 0.89 0.39 0.36 0.37 0.38 0.72 0.78 0.72 0.32
2 step 16.95 0.90 0.37 0.52 0.79 0.79 0.51 0.76 0.75 0.31
3 step 17 .36 0.89 0.36 0.52 0.79 0.78 0.50 0.75 0.75 0.30
7 step 12.79 0.88 0.36 0.55 0.78 0.78 0.79 0.75 0.51 0.37
5 step 1 1 .93 0.90 0.38 0.53 0.76 0.76 0.77 0.75 0.79 0.32
6 step 10.92 0.90 0.71 0.57 0.77 0.76 0.50 0.75 0.79 0.32
7 step 10.95 0.89 0.70 0.50 0.75 0.75 0.78 0.75 0 .52 0.39
8 step 10.56 0.90 0.39 0.79 0.77 0.77 0.77 0.73 0.50 0.38
9 step 10.00 0.90 0.70 0.50 0.76 0.75 0.79 0.77 0.50 0.39
10 step 9.53 0.90 0.70 0.51 0.76 0.75 0.79 0.77 0.50 0.72
1 1 step 9.13 0.89 0.71 0.55 0.50 0.50 0.55 0.75 0.57 0.79
12 step 9.67 0.89 0.70 0.56 0.55 0.55 0.59 0.75 0.60 0.51
13 step 10.28 0.89 0.70 0.58 0.55 0.55 0.60 0.75 0.71 0.57
17 step 9.92 0.89 0.70 0.62 0.57 0.57 0.60 0.75 0.77 0.58
15 step 9.98 0.89 0.73 0.68 0.67 0.67 0.66 0.76 0.82 0.65
16 step 10.22 0.88 0.72 0.71 0.65 0.67 0.66 0.76 0.86 0.69
Note: S(SBIC) and 5(BEC) are abreviated by 5(SB> and S (BC). 
respectively. The columns are formed by taking the ratio of the 
RMSE of the Stein-Rule to that of the RLS eat i oiatdf » i.e. > 
JS=RMSEC5(J S )/RMSECb^(JS )1 . Column one is the RMSE of OLS.
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Table 4 . 13
RMSE Comparison Between Stein-Rule and RLS Estimators
Estimation Period: 1962:2 - 1982:3
Forecast Period: 1982:4 - 1986:3
Forecast JS L MS AJ MH FH S < S B ) o < B C ) 5 (95)
1 step 5.04 2.12 1 .00 1 .00 1 .00 1 .00 1 .93 1 .00 1 . 14
2 step 2.78 1 .94 1 .00 1 .oo 1 .00 1 .00 1 .67 1 .00 1 . 13
3 step 1 .53 1 .52 1 .00 1 .00 1 .00 1 .00 1 .71 1 .00 1 . 12
4 step 1 .33 1 .52 1 .00 1 .00 1 .00 1 .00 1 .73 1 .00 1 .09
5 step 1 . 16 1 .48 1 .00 1 .00 1 .00 1 .00 1 .77 1 .00 1 .09
6 step 0.97 1 .27 1 .00 1 .00 1 .00 1 .00 1 .64 1 .00 1 .09
7 step 0.99 1 .32 1 .00 1 .00 1 .00 1 .00 1 .72 1 .00 1 .06
8 step 1 .00 1 .27 1 .00 1 .00 1 .00 1 .00 1 .67 1 .00 1 .06
9 step 0.99 1 .23 1 .00 1 .00 1 .00 1 .00 1 .58 1 .00 1 .06
10 step 0.97 1 .23 1 .00 1 .00 1 .00 1 .00 1 .57 1 .00 1 .05
1 1 step 0.95 1 .21 1 .00 1 .00 1 .00 1 .00 1 .53 1 .00 1 .02
12 step 1 .02 1 .28 1 .00 1 .00 1 .00 1 .00 1 .61 1 .00 1 .02
13 step 1 . 10 1 .36 1 .00 1 .00 1 .00 1 .00 1 .68 1 .00 1 .02
14 step 1 .08 1 .35 1 .00 1 .00 1 .00 1 .00 1 .66 1 .00 1 .02
15 step 1.12 1 .32 1 .00 1 .00 1 .00 1 .00 1 .60 1 .00 1 .01
16 step 1.16 1 .36 1 .00 1 .00 1 .00 1 .00 1 .65 1 .00 1.01
Note: 5(SBIC) and 5(BEC) are abreviated by o (S B > and S <B C ), 
respectively. The columns are formed by taking the ratio of the 
RMSE of the Stein-Rule to that of the RLS estimator, i.e., 
JS=RMSECfi(JS)/RMSECb (JS)3.
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Tab 1e 4.14
RliSE Comparison Between Stein-Rules and ARIMA Estimators
Estimation Period: 1962:2 - 1982:3
Forecast Period: 1982:4 - 1986:4
OLS/
Forecast ARIMA JS L MS AJ MH FH S (SB) 5 (BC) S (95)
1 step 5.90 5.29 2.30 2. 16 2.23 2.26 2.51 4.62 2.48 1 .90
2 step 5.67 5. 12 2. 15 2.96 2.79 2.78 2.91 4.32 2.59 1 .77
3 step 4.21 3.76 1 .55 2.20 2.07 2.05 2. 13 3. 16 1 .89 1 .27
4 step 4.28 3.80 1 .54 2.37 2.08 2.06 2. 12 3.22 2.19 1 .46
5 step 3.85 3.47 1 .47 2.05 1 .80 1 .77 1 .85 2.89 1 .90 1 .27
6 step 2.99 2.71 1 .25 1 .62 1 .41 1 .40 1 .50 2.26 1 .47 0.98
7 step 3.23 2.90 1 .30 1 .63 1 .48 1 .47 1 .56 2.43 1 .69 1 .29
8 step 3.23 2.91 1 .26 1 .60 1 .44 1 .43 1 .52 2.38 1 .64 1 .25
9 step 3.04 2.74 1 .23 1 .53 1 .40 1 .39 1 .49 2.26 1 .54 1 .20
10 step 3.01 2.71 1 .23 1 .54 1 .38 1 .38 1 .49 2.24 1 .52 1 .28
1 1 step 2.92 2.62 1 .22 1 .61 1 .48 1 .48 1.61 2.19 1 .58 1 .45
12 step 3. 18 2.84 1 .29
CD• 1 .76 1 .75 1 .88 2.39 1 .91 1 .64
13 step 3.41 3.04 1 .37 1 .98 1 .91 1 .90 2.05 2.57 2.44 1 .97
14 step 3.34 2.97 1 .36 2.09 1 .91 1 .90 2.03 2.52 2.49 1 .96
15 step 3.08 2.74 1 .33 2.11 2.00 1 .97 2.05 2.36 2.53 2.03
16 step 3.20 2.85 1 .37 2.27 2.11 2.08 2.12 2.45 2.76 2.22
Note: 5(SBIC) and S (BEC) are abreviated by S(SB) and S(BE>,
respectively. The columns are formed by taking the ratio of the
RMSE of the Stein-Rule to that of the RLS estimator, i.e.,
JS=RMSECS(J S }/RMSECb (JS)3.r
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Appendix 4.1 
Collinearity
In many instances, near linear dependencies among the 
included regressor variables can be a problem. This is 
especially true if many lagged variables are to be included 
in the model. When a significant degree of multicol- 
linearity exists, researchers often resort to the use of 
uncertain prior information as a means of obtaining more 
efficient parameter estimates and forecasts. A common way 
to use prior information is to assume that the lag weights 
gi and mi lie along p 5 1 and q $ k order polynomials, 
respectively [Batten and Thornton (1983), (1984) and 
Schmidt and Waud (1973)]. Although the imposition of 
correct restrictions leads to unbiased, consistent 
parameter estimates and more powerful hypothesis tests than 
ones based on the ordinary least squares estimator, the 
imposition of incorrect restrictions will lead to biased, 
inconsistent estimates and invalid tests. In terms of 
weighted quadratic risk, it is uncertain whether efficient 
biased forecasts will be better or worse than unbiased OLS 
forecasts.
The extent of the collinearity problem can be gauged 
by looking at the characteristic roots of the regressor 
cross product matrix, S=X'X. The characteristic roots 
measure squared deviations of the data along the axes of a 
new orthogonal basis defined by the corresponding 
characteristic vectors of S. Using this fact, Belsley,
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Kuh, and Welsch (1980) have suggested calculating the 
condition number
c i = ( ^  / * ± )1/2 i=l» 2 , . . . ,K
where x R are the characteristic roots of Sg,
which is the scaled regressor cross product matrix. The 
number c. is a measure of relative variation in the data; 
as the magnitude of c i increases, one is able to conclude 
that in the new basis the data are becoming less variable 
in the direction of the i axis (relative to their 
variability along the major axis).
Characteristic roots of S for centered and uncentereds
data for each of the samples considered are reported below 
in Tables A.4.1.a and A.4.1.b. It is worth noting that for 
the 1962:2-1979:3 sample period, the two largest condition 
numbers for the centered data are 6.90 and 9.75, Belsley, 
Kuh, and Welch (1980) interpret this as indicating a "weak 
to moderate degree" of multicollinearity. For the 
uncentered data, the two largest condition numbers are 
28.77 and 42.58. Based on uncentered data, one concludes 
that a "moderate to strong degree" of multicollinearity 
exists.
For the 1962:2-1982:3 sample period, the largest 
condition numbers are 4.35 and 5.12 for the centered data 
and 17.17 and 20.51 for the uncentered data. The degree of 
multicollinearity in the longer sample period does not 
appear to be as extreme as that in the 1962:2-1979:3 sample 
period.
2 1 1
Although the question of which set of condition 
numbers (centered or uncentered) to use as a collinearity 
diagnostic has been addressed, no consensus exists. See 
Belsley, Kuh, and Welsch (1980), Belsley (1984), and Snee 
and Marquardt (1984) for commentary on this debate. For 
the discussion below, it suffices to say that by either 
measure, the degree of multicollinearity appears to be a 
problem.
The presence of multicollinearity need not pose a 
serious threat to forecast accuracy. If the linear 
relationships among the out-of-sample regressors is similar 
to that existing among the in-sample regressors, forecast 
accuracy need not be impaired; this is the rationale for 
using assumption A1.3. Therefore, an attempt should be 
made to determine whether this is in fact the case. If 
not, then one can expect forecast accuracy to suffer.
Table A.4.1.a
Characteristic Roots and Condition Numbers 
for Centered and Uncentered Data 
(Scaled)
St. Louis Equation 1962:2 to 1982:3 
Centered Data Uncentered Data
c . X . c . X .l 1 X 1
ROW 1 1.000000 3.837856 1.000000 16.578040
ROW 2 1.314515 2.221047 3 .622114 1.263598
ROW 3 1.366895 2.054086 3.779911 1.160299
ROW 4 1.448942 1.828045 4.637689 0.770779
ROW 5 1.485072 1.740177 4.806788 0.717502
ROW 6 1.679341 1.360852 5.030211 0.655180
ROW 7 1.807267 1.175016 5.256396 0.600007
ROW 8 1.819505 1.159263 5 .434879 0.561246
ROW 9 1.835979 1.138553 5 .487911 0.550451
ROW 10 1.966444 0.992488 5 .604323 0.527821
ROW 11 2.041077 0.921234 5.893283 0.477329
ROW 12 2 .087096 0.881056 5.944229 0.469182
ROW 13 2.173481 0.812412 6.163371 0.436411
ROW 14 2.200549 0.792549 6 . 225853 0.427696
ROW 15 2.271683 0.743692 7.826078 0.270672
ROW 16 2 .353759 0.692731 8.260680 0.242941
ROW 17 2.635538 0.552522 9.156222 0.197742
ROW 18 2.747416 0.508439 9.705329 0.176000
ROW 19 2.862862 0.468260 10.406330 0.153086
ROW 20 2.937855 0.444659 10.587540 0.147891
Row 21 3 .153291 0.385976 11.019130 0.136533
Row 22 3 . 369889 0.337954 11.852200 0.118014
Row 23 3.509687 0.311567 12.362640 0.108470
Row 24 3.632285 0.290890 13 . 057950 0.097226
Row 25 4.357368 0.202134 16.584220 0.060275
Row 26 5.117693 0.146534 17 .178580 0.056177
Row 27 - - 20.506000 0.039424
Table A .4.1.b
Characteristic Roots and Condition Numbers 
for Centered and Uncentered Data 
(scaled)
St. Louis Equation 1962:2 to 1979:3 
Centered Data Uncentered Data
ROW 1
C i
1.000000
X .
1
4.801358
C i
1.000000
X .
1
16 .433900
ROW 2 1 .415937 2 . 394838 3 . 237719 1. 567698
ROW 3 1.495328 2.147294 3.427346 1 .399023
ROW 4 1.677173 1.706901 4.702811 0 . 743063
ROW 5 1.769607 1.533240 4.763401 0 .724279
ROW 6 1.870730 1.371961 5.009032 0.654987
ROW 7 1.968782 1.238708 5.126708 0.625264
ROW 8 2.071339 1.119082 5.201311 0.607456
Row 9 2.125427 1.062849 5.565213 0.530612
ROW 10 2.174544 1.015378 5.604882 0.523127
ROW 11 2.229204 0.966194 5.839015 0.482016
ROW 12 2.318665 0.893075 5.941391 0.465548
ROW 13 2.416090 0.822503 5.998156 0.456778
Row 14 2 .495982 0.770692 6.218090 0.425037
Row 15 2.565961 0.729229 7.467493 0.294707
Row 15 2 .668190 0.674420 8.357008 0.235309
Row 17 2 . 737620 0.640645 9.352274 0.187891
Row 18 3 .194019 0.470640 9.859245 0.169064
Row 19 3.407106 0.413616 10.967370 0.136626
Row 20 3.732330 0.344670 13.923170 0.084774
Row 21 4.070420 0. 289792 15.596680 0.067557
Row 22 5 . 361359 0.167037 16 . 824420 0.058057
Row 23 5.666726 0. 149520 20.358890 0.039649
ROW 24 6.198808 0.124953 22.748820 0.031755
ROW 25 6.900138 0. 100840 24.723340 0.026886
Row 26 9 . 744804 0.050561 23 . 768020 0.019857
Row 27 - - 42.576650 0.009065
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Appendix 4.2
Assessment of Similarity of In-Sample and 
Out-of-Sample Regressor Matrices
In the absence of any well-developed procedure for 
measuring differences between in-sample and out-of-sample 
regressor matrices, conclusions from this section are quite 
tentative. Nevertheless, using the framework developed by 
Hill and Fomby (1986), an attempt is made to measure the 
extent to which A 1 .3 is violated for the model.
Using the geometry of principal components, Hill and 
Fomby (1986) develop several useful definitions in their 
discussion of multivariate data extrapolation. In effect, 
they argue that the in-sample regressor matrix X is similar 
to the out-of-sample regressor matrix X q if they have the 
same size, location, shape, and orientation in the 
regressor space.
To make this more concrete, let X and XQ be Kxl 
vectors of the means of in-sample and out-of-sample 
regressors, respectively; let V and V Q be the matrices of 
characteristic vectors of X'X and X0 'XQ , respectively; and, 
let A and be diagonal matrices whose nonzero elements 
are the associated characteristic roots. In- and out-of- 
sample regressors are defined to be mean equivalent (i.e.,
X = xQ ) if
dx =[(X-XQ )'(X-XQ )]1/2=0.
The regressor matrices are defined to be rotationally 
equivalent (i.e., have the same orientation in the data 
space) if V=VQ and variationally equivalent (i.e., have the
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same shape and size) if A =AQ. Finally, X and X Q are said 
to be rotationally and variationally equivalent if
Using the data for the St. Louis equation, an attempt 
is made to measure the differences of mean, rotation, and 
variation between X'X to X 0'XQ. The in-sample regressor 
matrix consists of observations from 1962:2-1979:3 and X Q 
contains observations taken from 1979:4-1986:4. If the 
number of observations in the post-sample regressor matrix 
N is exceeded by the number of regressors K, then one is 
assured of having at least K-N zero characteristic roots. 
In this instance, the two ellipsoids cannot be considered 
variationally or rotationally equivalent. Therefore, the 
period describe above is the only one considered.
Several tentative measures of ellipsoidal differences 
are given below. For these measures, the data were 
centered about the means.
Mean Difference
= [ (X-XQ ) 1 (X-XQ ) )1/2 = 19.5 
Rotational Differences
d2 = 1 V V " 1 1 = 2,5 E " 15
^  = [trace( VQ 'V - I ) ]1/2 = 7.43 
Variational Differences
d4 = [ trace (A-’4 - 1))^ = 1-02
Rotational and Variational Differences 
d5 = I V 0'VA-V*0 - 1)1 = .109 
d6 = [trace( V q 'VA^A^ - i)]fe = 7.56
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The problem with each of these measures of ellipsoidal 
differences is that no scale of reference has been found 
which permits one to tell whether a certain outcome is 
large or small. Thus, when it is computed that the 
Euclidean distance from the center of X to the center of XQ 
is 19.5 very little else can be said.
The problems of scale notwithstanding, differences in 
mean, rotation, and variation are apparent. Perhaps it is 
safe to conclude that A1.3 does not hold strictly, and that 
in-sample and out-of-sample regressor matrices appear to be 
moderately dissimilar in the sense described above.
The characteristic roots for the (unsealed) regressor 
cross product matrices X'X and X Q'X0 are also given in 
Tables A.4.2.a and A.4.2.b. Notice that the characteristic 
roots of the in-sample and out-of-sample regressor cross 
product matrices are roughly similar in value except for
A.U +*'H
the 13 and the 26 rows. The largest proportional 
difference occurs in row 26 where the smallest 
characteristic root of X'X is over three times as large as 
the smallest root of X^XQ .
Table A. 4 . 2 . a
Characteristic Roots for Centered 
In-Sample and Out-of-Sample Data 
(Not Scaled)
In-Sample Out-of-Sample Ratio
ROW 1 11950.25 10975.87 1.088775
ROW 2 11154.95 10964.16 1.017402
ROW 3 5829.92 9254.98 0.629922
ROW 4 5512.48 7976.79 0.691064
ROW 5 5019.29 5917 .07 0.848272
ROW 6 4888.57 4671.19 1.046536
ROW 7 4761.58 4153.20 1.146485
ROW 8 3944.55 3685.95 1.070159
ROW 9 3746.98 3626.39 1.033255
ROW 10 3565.37 2174.27 1.639801
ROW 11 3462.01 2126.03 1.628388
ROW 12 3087.78 1992.09 1.550015
ROW 13 2778.71 1474.45 1.884569
ROW 14 1911.40 824.79 2.317440
ROW 15 628.37 704.88 0.891460
ROW 16 549.44 689.22 0.797198
ROW 17 454.31 599.07 0.758355
ROW 18 420.02 463.85 0.905510
ROW 19 303.48 398.95 0.760707
ROW 20 186.15 355.06 0.524269
ROW 21 145.63 164.97 0.882758
ROW 22 79.63 147.06 0.541516
ROW 23 70.75 111.11 0.636784
ROW 24 59 . 27 71 .08 0.833816
ROW 25 45. 67 47 .40 0.963549
ROW 26 20. 63 6 . 56 3.140870
Table A.4.2.b
Characteristic Roots for Centered 
In-Sample and Out-of-sample Data 
(Scaled)
In-Sample Out-of-Sample Ratio
Row 1 4.801358 2.560916 1.874859
ROW 2 2 . 394838 2.446527 0.978872
ROW 3 2.147294 2.294197 0.935967
Row 4 1.706901 2.231507 0.764909
Row 5 1.533240 2.141877 0.715839
ROW 6 1.371961 1.806399 0.759500
ROW 7 1.238708 1.601359 0.773535
ROW 8 1.119082 1.450051 0.771753
ROW 9 1.062849 1.269283 0.837362
ROW 10 1.015378 1.164445 0.871985
ROW 11 0.966194 1.086788 0.889036
ROW 12 0.893075 0.900076 0.992221
ROW 13 0.822503 0.866937 0.948746
ROW 14 0.770692 0.790891 0.974460
ROW 15 0.729229 0.755175 0.965642
ROW 16 0.674420 0.524381 1.286124
ROW 17 0.640645 0.518086 1.236561
ROW 18 0.470640 0.448954 1.048302
ROW 19 0.413611 0.445320 0.928795
ROW 20 0.344670 0.305117 1.129633
ROW 21 0.289792 0.136738 2.119315
ROW 22 0.167037 0.091296 1.829614
ROW 23 0.149520 0.079582 1.878815
ROW 24 0 .124953 0.044187 2.827771
ROW 25 0.100843 0.032794 3.075030
ROW 26 0.050561 0.007111 7.109691
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Appendix 4.3
Regression Diagnostics
Verification of assumption A 1 .2 boils down to
2
determining whether N ( 0 I) based on estimates of the
residuals. Below, tests for nonnormality,
heteroscedasticity, and autocorrelation are considered and
results presented.
A. 4.3.1 Nonnormality
To detect possible departures of the residual vector e
from the normality assumption, several tests based on least
squares residuals from (4.3.1) are performed. These tests
include the well-known Kolmogorov-Smirnov D test (Pearson
2and Hartley, 1966), the Anderson-Darling A test (Stephens, 
1974), and tests based on the measures of skewness Vb1 and 
kurtosis b 2 [see White and MacDonald, (1980); and, Pearson 
and Hartley, (1966) for tables).
The omnibus tests based on the Kolmogorov-Smirnov D+ ,
„ 2 
D , and D and the Anderson-Darling A are developed below.
First, let the order statistics of the least squares
residuals be denoted e1 S e2 ^ •••3 eT - Using these,
calculate w^= (e^ - e ) /<*, where i is the mean of e^
i=l,2,...,T and * =[£e2/T]ly^ 2 . Now, let z i = 4>(wi) be the
standard normal integral evaluated at the argument w i> The
Kolmogorov statistics D +, D -, and D are defined to be
D+ = *a x W « T I i / t  '  Zi ]
D~ = max1$ i$ T[z i “ (i-1) /T]
D = max(D+ ,D~)
220
According to Stephens (1974) the statistic T(D), for
2
use when the mean m and variance a of the variable of
interest are unknown (Case III), is
T(D) = D(VT -.01 + .85/^ T) .
Stephens notes, however, that T(D) is low in power relative
2
to the Anderson-Darling statistic A which is defined to be
T
A 2 = - {E (z± - l)[ln(2 i) + ln(1 - 2T+i-1)]}/T - T
2
The appropriate modification for use when u and are
unknown (Case III) is
T(A2 ) = A2 [l + 4/T - 25/T2 ].
An argument can be made that since by assumption
E(e)=0, it is appropriate to devise a test which is
sensitive to departures in the data from zero mean. To
2
verify whether er'-NfO,® I), one is ultimately interested in
the location as well as its shape of the distribution.
*
When m is known Stephens (1974) suggests using w^=(e^-u)/«
2
in place of w^ in D and A above. This situation is
referred to by Stephens as Case II for which the
2
appropriate transformations T (D ) and T(A ) are
T* (D ) = >/td
* 9  9
T (A ) = A T£ 5.
The test for nonnormality of residuals in regression
analysis, Stephens (1974) argues, should be applied to
transformed linear combinations of the OLS residuals which
are theoretically distributed independently normal with
2
zero mean. Therefore an appropriate test of Hq : e^NfO,** )
2
vs. H : e~N(t ,o I) can be conducted using BLUS residuals.
Cl
The results of Case II and Case III tests for nonnormality 
are summarized below in Tables A.4.3.a and A.4.3.b.
The statistics associated with the omnibus tests D and
2
A for Cases II and III yield p-values greater than .15 for 
both sample periods. The p-values from the tests based on 
the Case II assumption of known mean and unknown variance 
which use the BLUS residuals suggest that the 62:2-82:3 
residuals are more likely to be independent normal with 
zero mean than those of the 62:2-79:2 sample. The large 
difference in test statistics is due to the fact that the 
mean of the BLUS residuals for the 62:2-79:3 sample is -.68 
verses a mean of -.056 for the longer sample period.
Case III p-values indicate that when the mean of the 
empirical distribution function (EDF) is estimated, the 
1962:2-1982:3 residuals appear more likely to be normal 
than those of the 62:2-79:3 sample period. Though 
normality cannot be rejected at usual levels of 
significance (5% or 10%), a comparison of the Case II p- 
values would seem to indicate that the 62:2-79:3 
specification appears to be more likely to violate the 
assumption of having zero mean.
The statistics Vb^ and b 2 are measures of skewness and 
kurtosis. The ones calculated in this study are discussed 
in White and MacDonald (1980) where they are defined to be
222
Critical values for V b 1 and fc>2 are found in Pearson and 
Hartley (1966). The computed values of these statistics 
and their approximate 90% confidence intervals are given in 
Table A.4.3.C. The values of the statistic Vb1 suggests 
that neither sample is badly skewed. In addition, b2 falls 
within the 90% confidence interval for both samples; 
however, there appears to be some evidence that the 
distribution of the 1962:2-1979:3 residuals is 
leptokurtotic (high peak).
Table A.4.3.a . 
Tests for Nognormality 
Case 11< a unknown
Sample Stat istic
Computed 
Value IS
Percentage Points** 
10 5 2.5
62:2-82:3 T*<D> .3293 1.082 1.171 1.311 1 .433
62:2-82:3 T*(A2) .1340 1.760 2.323 2.904
62:2-79:3 T*(D> 1.1557 1.078 1.168 1.303 1 .428
62:2-79:3 t *<a 2> 1.3269 1.760 2.323 2.904
Table A.4.3.b 
Tests for Nonjgormal i ty 
Case III* w» a unknown
ttt
Sample Statistic
Computed 1 
Value 15
Percentage Points**
10 5 2.5
62:2-82:3 T < D ) .5089 .775 .819 .895 955
62:2-82:3 T (A2 ) .1704 .576 .656 .787 918
62:2-79:3 T (D ) .5694 .775 .819 .895 955
62:2-79:3 T (A2 ) .3905 .576 .656 .787 918
Sample
Table A.4.3.C 
Nomiormal i ty Tests
Statistic Computed value
90%* * * * 
Confidence Interval
62:2-82:3 Vbl -0.0959 C-0.427,0.4273
62:2-82:3 b2 2.836 C2.29,3.873
62:2-79:3 Vbl -0.115 C-0.459,0.4593
62:2-79:3 b2 3.78 C2.25,3.893
tTests to detect nonnormality and nonzero mean of e using OLS 
residuals of model 3.1 <l=k=12) transformed to BLUS residuals. 
ttTables from Stephens (1974).
tttTests to detect nonnormality of residuals for model 3.1 
<1=k=12) using least squares residuals.
ttttTests based on measures of skewness and kurtosis of 
residuals for model 3.1 <l=k=12) using least squares 
residuals. Interpolation used to get confidence intervals* 
see White and MacDonald for tables (1984).
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A.4.3.2 Autocorrelation
The usual test for first order autocorrelation [AR(1)] 
is the Durbin-Watson bounds test. The difficulty of 
performing this test, which uses the least squares 
residuals of (4.3.1), arises from the fact that upper and 
lower bounds have not been tabled for K = 27. In addition, 
the calculated values of the Durbin Watson statistic (2.14 
for 62:2-82:3 and 2.23 for 62:2-79:3) are likely fall 
within the inconclusive region, which becomes quite large 
as the number of regressors increases. Simple 
extrapolation using the tables for the largest value of K 
available (K=21) indicates this to be so.
Another procedure for testing the presence of AR(1) in 
least squares residuals is the BLUS test of Abrahamse and 
Koerts (1968) which uses the statistic
T—K * * o T—K * _* 2
Q* = E (e - e r  / E (e - e r  
2 1
*
where e t t=l,2,...,T-K are the BLUS residuals (see Theil
* T—K ^
(1971), pp. 202-206) and e = E e / (T-K) . Unlike the
1 r
Durbin-Watson statistic, the significance points q*, which 
have been tabled by Abrahamse and Koerts (1971), do not 
depend on X. The null hypothesis of no first-order 
autocorrelation is rejected if
Q* $ q* (if P >0) or if Q* 5 4-q* (p<0).
The use of the BLUS test is complicated by having to
choose an appropriate basis for the linear transformation
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of OLS to BLUS residuals. Following the suggestion of A-K
[(1971), pp. 948-949] and Theil [(1971), p. 217] the basis
was chosen such tha t L ^ M i )  i=i,2,...,K is maximized, where 
thM i )  is the i characteristic root of the matrix 
-1X q (X'X) X q. The details of this procedure are found in 
the references cited above.
For the 1962:2-1982:3 sample period, the computed 
value of Q* is 1.989. Using the tables in Abrahamse and 
Koerts (1971) the 10% significance point of Q* such that 
Pr[Q*<q*] is 1.6587. Since 1.989 falls within the 80% 
confidence interval [1.6567, 2.3413], one would not reject 
the null hypothesis H 0: o=0 against all alternatives at the 
20% level of significance. Likewise, for the 1962:2-1979:3 
sample period, where Q*=1.948 falls well within the 80% 
confidence interval [1.6154,2.3486].
A. 4. 3. 3 Heteroscedasticity
One hypothesis worth exploring with time series data 
is whether variance is constant over time. Three tests for 
detecting the assumption of constant variance were 
performed for (4.3.1). The first reported is the Goldfeld- 
Quandt (1965, 1972) test. For this test, p central 
observations are deleted and separate regressions are run 
for the two sample subsets. Then, an F-test is formed by 
using the ratio of sum-of-squared error functions from the 
two regressions. Table A.4.3.d summarizes the results of 
the Goldfeld-Quandt test for the two sample periods. 
Although the sum-of-squared errors appears to be
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greater in the latter subsamples (i.e., sse2>ssel), the 
nominal marginal significance level of the F-statistics is 
never less than .34, a level well above that traditionally 
used to test hypotheses (i.e., .05 or .1). That is to say, 
at the 5% or 10% level of significance, the null hypothesis 
of homoscedasticity cannot be rejected on the basis of this 
test.
Table A.4.3.d 
Goldfeld-Quandt Tests 
Model (4.3.1)
Sample p SSE1 SSE2 F P-Value
1962:2-1979:3 12 32.39 46.85 1.45 .41
T=7 0 , K=27 (F2 2 )
1962:2-1982:3 20 38.36 59.48 1.55 .34
T=82, K=27 (F4,4>
White's test (1980) is a general test used to detect 
misspecification of the linear form (4.3.1) as well as 
heteroscedastic error variance. In general, one would like 
to jointly test these propositions; however, the dimension 
of the regression problem (i.e., K=27) is too large for the 
number of available observations and White's test cannot be 
performed. Therefore, the Breush-Pagan procedure is 
pursued as a computationally efficient alternative. In 
addition, results of Ramsey's RESET test for 
misspecification are reported.
Although the Breush-Pagan (1979, 1982) test does not 
require specification of the functional form of the 
heteroscedasticity, one must nevertheless make some
2 2 7
conjecture about the set of possible variables to which the
variance is related. Again, the proposition is entertained
that error variance changes over time. That is c 7 = z.'a
1 1
i=l,2,...,T where z^ is an Lxl vector of varibles affecting
th n 2the i error variance. Let q = (c ^ , . . . ,<v ) 1 be the Txl
vector of error variances and consider two matrices, Z anda
, of variables suspected of influencing error variance.
“l 1 • • 1 i . . 1 1 1 1 . . 1
=
V  = i . . 1 0 0 0 . . 01 2 . . . T_ u 0 . . 0 0 0 1 . . 1
The matrix ZQ is used under the assumption that error
variance increases or decreases over time. The matrix Z.b
contains an intercept term and 2 dummy variables which
permits one to break the sample into 3 sections and test
the equivalence of variance across the three sub-samples.
Computationally, Koenker's (1981) studentized version
of Breush and Pagan's Lagrange multiplier statistic is
calculated. Let Z = Z or Z, anda b
ri = [ q-' Z ( Z ' Z ) _1Z ' q ] / q'q
th ~ ~ 2 ' 2where q has t element equal to qt=e£-ff , et=yt~x^ .b,
' 2 " ~t=1,2,...,T, and =e'e/T. Under the null hypothesis of
homoscedast icity (due to the variables in z), (L-l) .
The results of tests based on Z and z. above are given ina o
Table A.4.3.e below.
In conclusion, there appears to be little evidence to 
suggest that the error variance is not homoscedastic.
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Table A.4.3.e 
Breush-Pagan Tests 
Model (4.3.1)
Sample Hypothesis Test
Period <Za or Zj,) Statistic P-Value
1962:2-1979:3 Za .006 .93
1962:2-1979:3 .097 .95
1962:2-1982:3 Za .23 .63
1962:2-1982:3 .50 .78
Note: The test statistics associated with use of Z and Z,
are distributed X 2(1) and X2(2), respectively.
Finally, Ramsey's RESET test for misspecification was 
performed. The regression specification error test (RESET) 
uses BLUS residuals to test
Hq : e* ~ N(0,It_k) v s . H a: e* ~ N(A'£ ,ff2I) 
where A £ 0. Thus, RESET is a test for the presence of 
specification bias. For details of the test see Ramsey 
(1969, 1974). This test was conducted using the third 
order of approximation producing an F-statistic of 1.42 
(F4 50) with a p-value of approximately .23 for the 62:2- 
82:3 sample period and an F-statistic of 1.26 (F4 3Q) with 
p-value .30 for the 62:2-79:3 sample period.
2
In summary, assumption A 1 .2 that e'''N(0,c I) is 
sustained for the statistical model (4.3.1) for the St. 
Louis equation over each of the sample periods considered.
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Chapter 5
Improved Confidence Intervals and Ellipsoids for 
the Linear Regression Model
5.1 Interval Estimation and Hypothesis Testing Using
Biased Estimators
If Stein-rule estimation is to ever gain widespread 
acceptance among applied economic researchers, an 
acceptable measure of precision must be developed.
Although there are exceptions (ridge estimator, pretest 
estimator, etc.), knowledge of the sampling distribution of 
an estimator is an important pre-condition for its use.
The exact covariance matrix of the Stein-rule estimator is 
known [Judge and Bock, Section 8.9, (1978)], but the 
formula contains unknown population parameters. If one 
attempts to replace the unknown parameters with estimates, 
the sampling distribution of the usual quadratic forms are 
no longer chi-square or Snedecor's F. Consequently, 
interval estimates and hypothesis tests cannot be 
formulated in the usual fashion.
Phillips (1984) has been able to show that the exact 
distributional properties of the Stein-rule are, as he puts 
it, "well within reach." Specifically, he provides a 
formula for the probability density function of the James- 
Stein (1961) estimator and deduces moment formulae directly 
from this general result. Unfortunately, Phillip's results 
rely on the use of advanced analysis (Weyl fractional 
calculus) and cannot be readily implemented at this time.
Several alternatives have been pursued. One is to 
approximate the sampling distribution of the statistics of
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interest by an asymptotic expansion. Ullah (1982) and 
Ullah, Carter, and Srivastava (1984) use an Edgeworth-type 
asymptotic expansion to approximate the multivariate and 
marginal sampling distributions for a class of biased 
estimators which includes those of the Stein-family and the 
corresponding overall F-statistic. Ohtani (1986) derives 
the distribution of an improved F-ratio [Ullah, Carter, and 
Srivastava, (1984)] obtained by using the James-Stein 
estimator in place of the OLS estimator and shows that the 
test based on the improved F-ratio for the null hypothesis 
that all regression coefficients are zero can be performed 
using the F-distribution. However, he also concludes that 
the power of this test is lower than that of the test given 
by the usual F-ratio.
Another line of research pursues Stein's (1962) 
conjecture that it is possible to derive improved 
confidence sets for the mean of a multivariate normal 
distribution. An improved confidence set is one with 
higher coverage probability and of no greater volume than 
the usual one— a sphere or ellipsoid of fixed volume 
centered at the sample mean. Brown (1966) and Joshi (1967) 
independently demonstrated the existence of improved 
confidence sets when the multivariate normal random vector 
contains at least 3 elements. Olshen (1977) simulated the 
coverage probabilities of Joshi's estimator and found that 
the improvements could be substantial under certain 
parameterizations.
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Using empirical-Bayes techniques, Morris (1977, 1983) 
has shown that coverage probabilities of certain 
generalized-Bayes estimators are quite good. Berger 
(1980a) has constructed Bayesian confidence ellipsoids by 
considering the posterior covariance matrix. These 
ellipsoids are shown to have higher coverage probability 
over a significant portion of the parameter space and to be 
of uniformly smaller volume. Hwang and Casella (1982) have 
devised an explicit procedure for uniformly increasing 
coverage probability by centering the usual confidence set 
at the positive-part James-Stein estimator. Their result 
holds provided that the multivariate normal random vector 
has at least 4 elements. In addition, Hwang and Casella 
show that the possible improvement can be quite 
substantial.
The Berger (1980a) and Hwang and Casella (1982) 
estimators are limited to cases where the confidence sets 
are spherical. Hill and Fomby (1986) have examined the 
coverage probability and volume of Berger's estimator 
relative to OLS under a range of conditions commonly found 
in econometric practice. Surprisingly, they find Berger's 
estimator to be quite robust to various degrees of 
multicoll inearity.
Most of the research on this topic has pursued the 
Bayesian confidence set approach. Many economists, 
however, are reluctant to embrace Bayesian and empirical 
Bayesian methods. If progress is to be made toward finding
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acceptable measures of precision, then an alternative must 
be found which not only yields exact or approximate tests 
of a given size with adequate power, but which is also 
reasonably easy to perform.
One possibility is to use Efron's bootstrap [Efron,
(1979, 1981, 1982, 1986); Freedman, (1981)] which is a
general procedure for measuring the variability of a
statistic having an unknown sampling distribution. In
essence, bootstrapping permits one to approximate the
sampling distribution of a statistic by replacing the
unknown distribution function with the empirical
distribution of the data and then resampling randomly to
obtain a Monte Carlo distribution of the resulting random
variable. Chi and Judge (1985) have compared confidence
intervals for the James-Stein estimator based on bootstrap
resampling with those derived via empirical Bayes
2
estimation under the assumption that a is known.
In this chapter, bootstrap confidence intervals are 
constructed using Efron's (1979, 1982) percentile method 
and compared to the bootstrap method employed by Chi and 
Judge (1985) which is based on the approximate normality of 
the James-Stein rule estimator. Then, percentile bootstrap 
confidence ellipsoids centered at the James-Stein 
estimator are proposed and estimated. To measure the 
success of the bootstrap method, confidence intervals and 
ellipsoids centered at the James-Stein estimator are 
compared to those centered at least squares.
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The chapter contains 6 sections in addition to the 
introduction. In section 5.2 the statistical model and the 
data generation process for the Monte Carlo is introduced. 
In section 5.3 the estimators of the parameters of the 
classical normal linear regression model are presented and 
the properties of the resulting estimates generated in the 
Monte Carlo are discussed. In section 5.4 the bootstrap is 
explored and in 5.5 confidence intervals are defined. In 
section 5.6 the coverage probabilities and sizes of the 
bootstrap confidence procedures are examined and in section
5.7 conclusions are drawn.
5.2 Statistical Model and Data Generation Process
In this chapter, we consider the size and coverage 
probability of several confidence intervals and ellipsoids 
centered at both unbiased and biased estimators of the 
classical normal linear regression model (CNLRM). The 
CNLRM is denoted
y = X ® + e  e~N( 0 2I ) (5.2.1)
where y is a Txl vector of observable random variables, X 
is a known TxK nonstochastic design matrix of rank K, 0 is 
a Kxl vector of unknown parameters, and e is a Txl vector 
of unobservable normally and independently identically 
distributed random variables having zero mean and finite 
variance.
In the Monte Carlo experiment the orthonormal linear 
regression model with 8 regressors and no intercept is used 
(i.e., X is chosen such that X'X=Ig). The use of an
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orthonormal design implies that regressors are mutually 
independent; hence, collinearity is not a problem. The 
orthonormal model corresponds to the "model of the mean" of 
a multivariate normal population which is widely studied in 
statistics. In addition, it is important to learn how new 
types of confidence procedures perform under circumstances 
like these in order to measure the impact of departures 
from the ideal. It remains to be seen what impact various 
degrees of multicollinearity will have on our results.
We draw M=400 random samples of size 30 from the 
N (0,1) density using SAS (1986) RANNOR. Ten values of the 
parameter vector G are used in the simulation and chosen so 
that & =cL, where L is an 8x1 vector of ones,
c = <R2Tt 2/(l-R2)L’L}^ (5.2.2)
2 2 
s =1, and population goodness-of-fit R =[0.00001, 0.01,
0.025, 0.05, 0.075, 0.10, 0.25, 0.50, 0.75, 0.90]. The
same set of normal random deviates is used for each of the
10 parameter points implied by use of (5.2.2).
5 .3 Estimators
The least squares (LS) and maximum likelihood
estimator (MLE) of G in the classical normal linear
regression model is
b=(X,X)“1X ,y^N(^,ff2 (X'X)“1 ). (5.3.1)
~ 2The estimator a = (y-xb)'(y-Xb)/(T-K)=s/(T-K) is the minimum
2 " 2 2 2  "2 variance unbiased estimator of o , (T-K)ff /ff T_K, and ff
is statistically independent of b.
Let b be an arbitrary estimator of G and w be any
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known, positive definite symmetric matrix. Weighted 
squared error loss is defined to be
L (£ , b ; W ) = (b-£)'W(b-£) (5.3.2)
The risk of using b to estimate the unknown vector $ is 
obtained by considering the average loss over all samples 
R(*,b;W) = Ey[ L (£ , b; W) ] = E[(b-* ) ’W(b-0 ) ]
(5.3.3)
James and Stein (1961) have proposed an estimator of G 
which has risk no greater than the MLE under quadratic loss 
for all values of $ ; hence, the MLE is inadmissible. The 
James-Stein estimator is
5(b) = (l-c/u)b (5.3.4)
where c=a(T-K)/K, u=b' Sb/Rr 2~FK T _ R ^ , S=X'X, k =0 ' S5/ 2 a 2 , 
and for minimaxity K£ 3,
0 $  a 5 [ 2 / (T-K+2 ) ][i^~1tr(WS_1)-2],
-1
and ,n T is the largest characteristic root of WS
1 j
The James-Stein estimator has mean
E [5 (b ) ] = £ + a(T-K)E[l/xJ+2^]# (5.3.5)
and covariance matrix
E[ (5 -$ ) (S ) 1 ] = a 2 s ' 1 - ff2S_1 [2a E (1 x) - a2 E(l1)2 ] + 
iS/ff' s"1{2a[E(l1)-E(l2) ] + a2[E(l2)2-(El1)2]}
(5.3.6)
where ^  = *£_K/X K+2 >' h  = Xt V X K+4,K ' and X =* 'x '356 * ■
For £ /o is can be seen that the James-Stein estimator
is biased in small samples and that its covariance matrix 
depends on the unknown location and scale parameters. In 
addition, the James-Stein estimator is nonlinear and
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nonnormally distributed. This implies that hypothesis 
tests and confidence intervals of given size cannot be 
formed in the usual way, i.e., based on the Wald principle 
[Engle (1984)]. This inability to estimate confidence 
intervals detracts from the use of the Stein type 
estimators in most applied work.
As a practical matter in Monte Carlo studies, it is 
often useful to examine the sample moments of the 
statistics of interest and to compare these to theoretical 
values when known. The Monte Carlo sample moments of the 
estimators b and S are examined in Tables 5.1 and 5.2 
below. in Table 5.1, we report the mean, standard 
deviation, skewness and kurtosis of each element of b and 3 
using
M .
= M E b .
m — 1 *m=l
U 2i = - " l i >2m=l
M ~ O M p  ^y ^
ju , = M  £ (b . - n - ■) / [ £ (b . - m ,.) ]3i „ ' m,i li' /L m,i li; Jm=l m=l
M  ^ M 2 2
M 4i = M < E (bm i “ M li} /[ E (bm i ' **ii) 1 >"3m=l ' m=l '
th
where b . is the estimate of 0 . from the m iteration ofm , i l
the Monte Carlo. Notice that 3 has been subtracted from 
the usual estimate of kurtosis in order to make comparisons
with the normal density easier to interpret. Thus, if
b i-N(^i,l), t h e n M li= ^ i , m 21= 1 , ^ 3^ 0 , and w 4i= 0 .
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From Table 5.1 it can be seen that least squares 
estimates are approximately equal to their expected values, 
their standard errors are approximately equal to one, and 
they appear to have a negligible degree of skewness and 
kurtosis. A histogram (which has been smoothed) depicting 
the sample distribution of b.^  over the 400 Monte Carlo 
iterations appears in Figure 5.1. Notice that it closely 
approximates the histogram obtained from 400 N(0,1) 
deviates.
From Table 5.1 we also can see that James-Stein
estimates are unbiased at the origin. As we expect, bias
increases as we move away from the origin and then
2
decreases for R >0.5. The standard errors of the James- 
Stein estimates from the Monte Carlo are quite accurate.
They tend to be slightly underestimated for small values of
2 2 R and overestimated for larger values (R £0.5).
In Figure 5.2, notice how the shrinkage estimator
concentrates point estimates in a very tight region near
2
the true parameter point when R =.00001. As we move away 
from the origin, the tightness relaxes and the standard
error increases. Skewness at the origin does not appear to
2
be significant, but it increases as R approaches .25 and
declines thereafter. The estimates of kurtosis indicate
that near the origin the distribution is highly peaked
(leptokurtotic); the peak falls and the tails get 'fatter'
2
as R increases. The smoothed histograms of 5 and b^ are
2
compared to one another for R =.00001 in Figure 5.3.
239
Clearly, ^  is highly concentrated about 0 while least
squares estimates are more highly dispersed. In Figure 5.4
2
smoothed histograms appear for S for several values of R .
2
Notice that as R increases, the mean and dispersion of the
James-Stein estimates increases.
In Table 5.2 we average the results of Table 5.1
across elements ( i . e . ,ju =£ /k p=l,2) and report the
difference between b and its expectation as well as the
ratio of estimated to expected standard error. This yields
overall information about how well the first two central
moments of the Monte Carlo distribution approximates the
expectations of b and S and their standard errors.
From Table 5.2 it is apparent that in the Monte Carlo
m ^  and conform with a high degree to their expectations.
Note from the bottom portion of that table that in the
Monte Carlo least squares is approximately unbiased (.017)
and that the standard error of b is overestimated by about
0.3%. For the James-Stein estimator, bias is within 0.03
2
for each value of R . Note however that overall, the
standard error is underestimated by 3.8% near the origin
2
and overestimated by a scant .1% for R =.9. The degrees of 
over- and underestimation of the standard error of the 
James-Stein estimator are very small in the Monte Carlo.
Finally, Kolmogorov's D statistics are reported in 
Table 5.3. The D statistic is used to detect departures 
from normality in the sample. The normality hypothesis 
(mean and variance unknown) is rejected when D is large.
ITable S.l
Summary Statistics 
Monte Carlo
R 2
*i
.00001
.0069
.010
.218
**3
U4
-0.006
0.967
0.048
-0.249
0.204
0.967
0.048
-0.249
- i
“ 3
“a
0.003
0.499
0.052
2.049
0.075 
0.518 
0.413 
1 .985
- i
M3
U4
-0.022 
1.027 
-0.3B1 
0.050
0. 188 
1.027 
-0.301 
0.850
- i
M 3
M4
-0.049
0.569
-0.928
6.047
0.032
0.587
-0.496
4.503
V“2
**3
**4
0.014 
1 .027 
0.275 
0.091
0.225 
1 .027 
0.275 
0.091
2
**3
**4
0.007
0.540
0.527
2.294
0.079
0.559
0.761
2.437
**3
U4
0.019 
0.969 
0.129 
0.056
0.230 
0.969 
0 . 129 
0.056
V « ‘
U3
M4
-0.016
0.524
0.025
3.222
0.056
0.540
0.469
3.003
.025
.345
.050
.407
.075
.596
0.331
0.967
0.048
-0.249
0.474
0.967
0.048
-0.249
0.503
0.967
0.048
-0.249
0. 133 
0.543 
0.531 
1 .090
0.216 
0.579 
0.602 
1 .626
0.293 
0.609 
0.641 
1 .308
0.315 
1.027 
-0.301 
0.850
0.458 
1 .027 
-0.381 
0.850
0.567 
1 .027 
-0.381 
0.850
0.095
0.600
-0.340
3.636
0.183 
0.623 
-0.172 
2.896
0.262
0.647
-0.036
2.367
0.352 
1 .027 
0.275 
0.091
0.495 
1 .027 
0.275 
0.091
0.604 
1 .027 
0.275 
0.091
0. 138 
0.586 
0.859 
2.574
0.222
0.624
0.928
2.363
0.299 
0.657 
0.949 
1 .963
0.356 
0.969 
0. 129 
0.056
0.499 
0.969 
0.129 
0.056
0.609 
0.969 
0. 129 
0.056
0.115
0.564
0.653
2.745
0.200
0.595
0.730
2.328
0.278 
0.621 
0.757 
1 .920
. 100 
.689
.250 
1 .089
.500 
1 .541
.750 
1 .887
.900
2.067
0.676
0.967
0.048
-0.249
1 .076 
0.967 
0.048 
-0.249
1 .528 
0.967 
0.048 
-0.249
1 .874 
0.967 
0.048 
-0.249
2.054
0.967
0.048
-0.249
0.365 
0.633 
0.665 
1 .002
0.735 
0.736 
0.541 
0.166
1 .213 
0.822 
0.300 
-0.115
1 .590 
0.861 
0.206 
-0.178
1 .786 
0.876 
0 . 172 
-0.194
0.660 
1 .027 
-0.301 
0.850
1 .060 
1 .027 
-0.3B1 
0.850
1 .512 
1.027 
-0.381 
0.850
1 .858
1.027 
-0.381 
0.850
2.038 
1 .027 
-0.381 
0.850
0.336 
0.670 
0.054 
1 .957
0.715
0.771
0.119
0.8B3
1 .198 
0.859 
-0.060 
0.620
1 .576 
0.904 
-0.169 
0.620
1 .772 
0.921 
-0.209 
0.637
0.697 
1 .027 
0.275 
0.091
1 .097 
1 .027 
0.275 
0.091
1 .548 
1 .027 
0.275 
0.091
1 .895 
1 .027 
0.275 
0.091
2.075 
1 .027 
0.275 
0.091
0.372 
0.685 
0.942 
1 .596
0.748
0.798
0.787
0.615
1 .230 
0.881 
0.516 
0.274
1 .608 
0.919 
0.427 
0. 185
1 .804 
0.934 
0.396 
0. 159
0.70! 
0.969 
0. 129 
0.056
1 . 102 
0.969 
0. 129 
0.056
1.553 
0.969 
0. 129 
0.056
1.899 
0.969 
0. 129 
0.056
2.079 
0.969 
0. 129 
0.056
0.351 
0.644 
0.763 
1 .601
0.733
0.744
0.599
0.628
1 .223 
0.821 
0.392 
0.272
1 .605 
0.859 
0.294 
0. 177
1 .803 
0.074 
0.261 
0. 149
Table S.l
Summary Statistics 
Monte Carlo
R 2 .00001 .010
*i
.0069 .218
b5 0.061 0.275sJ 1 .015 1 .015
0.007 0.007
<3
U "
0.245 0.245
*3 «. 0.028 0.103
V(| 0.535 0.548
U 3
0.091 0.491
J
B4 3.116 3.051
0.008 0.219o 0.981 0.981
"a -0.105 -0.105
•*4
-0.249 -0.249
*6 0.004 0.082o 0.504 0.499
C
«3 -0.350 0.055
U4 2. 122 1 .653
b 7 0.03! 0.242
0.976 0.976
U 3
0.046 0.046
J
M4 0.418 0.418
*7 •*. 0.010 0.093f
Ve_ 0.577 0.562
'"a -O.150 0.502«3 5.704 4.500
cr
CD 0.088
0.299
1.035 1 .033
0.054 0.054
.3
**
-0.018 -0.018
*8 0.048 0.1300.554 0.371
C
**3 0.071 0.509«
*4
2.472 2.697
.025 .050 .075
.345 .487 .596
0.399 0.542 0.651
1 .015 1 .015 1 .015
0.007 0.007 0.007
0.245 0.245 0.245
0.165 
0.566 
0.655 
2.886
0.250
0.597
0.761
2.531
0.327 
0.628 
0.763 
2. 134
0.346 
0.981 
-0.105 
-0.249
0.488 
0.981 
-0.105 
-0.249
0.598 
0.981 
-O.105 
-0.249
0.141 
0.520 
0.178 
1 .742
0.226 
0.557 
0.271 
1.360
0.304
0.589
0.333
0.906
0.369
0.976
0.046
0.418
0.311
0.976
0.046
0.418
0.621
0.976
0.046
0.418
0.132 
0.559 
0.584 
3.393
0.234
0.575
0.612
2.714
0.309
0.598
0.622
2.296
0.425 
1.035 
0.054 
-0.018
0.368 
1 .035 
0.054 
-0.018
0.677 
1 .035 
0.054 
-0.018
0.192 
0.595 
0.591 
2.569
0.278
0.628
0.621
2.094
0.356 
0.659 
0.644 
1 .643
. 100 
.689
.250 
1 .089
.500 
1 .541
.750 
1 .887
.900
2.067
0.744 
1 .015 
0.007 
0.245
1.144 
1 .015 
0.007 
0.245
1 .595 
1 .015 
0.007 
0.245
1 .942 
1 .015 
0.007 
0.245
2. 122 
1.015 
0.007 
0.245
0.400 
0.657 
0.725 
1 .787
0.778
0.772
0.47B
0.733
1 .265 
0.858 
0.263 
0.358
1 .647 
0.900 
0.165 
0.285
1 .844 
0.915 
0.13! 
0.269
0.690
0.981
-0.105
-0.249
1 .091 
0.981 
-0.105 
-0.249
1 .542 
0.981 
-0.105 
-0.249
1 .888 
0.981 
- O.105 
-0.249
2.069 
0.981 
-O.105 
-0.249
0.377
0.617
0.367
0.560
0.751
0.733
0.285
-0.203
1 .229 
0.827 
O. 103 
-0.361
1 .605 
0.871 
0.019 
-0.352
1.801 
0.887 
-0.008 
-0.340
0.713
0.976
0.046
0.418
1 .114 
0.976 
0.046 
0.418
1 .565 
0.976 
0.046 
0.418
1 .912 
0.976 
0.046 
0.418
2.092
0.976
0.046
0.418
0.380 
0.621 
0.614 
1.936
0.755
0.730
0.436
0.760
1.239 
0.817 
0.224 
0.368
1.619 
0.859 
0.132 
0.307
1.816 
0.875 
0.103 
0.298
0.770 
1.035 
0.054 
-0.018
1.170 
1 .035 
0.054 
-0.018
1 .622 
1 .035 
0.054 
-0.018
1 .968 
1 .035 
0.054 
-0.018
2.148 
1.035 
0.054 
-0.018
0.429 
0.687 
0.642 
1 .280
0.808
0.802
0.480
0.320
1 .295 
0.888 
0.290 
0.014
1 .675 
0.929 
0.198 
-0.040
1 .872 
0.944 
0.166 
-0.050 241
Table S.S
Averages of the Summary Statistics 
Monte Carlo
RS
Least Squares 
E(b)
**1
E(e)
James-Stein
E<«>
u.
E(e4)
Least Squares 
ij-E(b) 
Vua/E<e) 
James-Stein
Jij-Ef*)
via/E<;s,
.00001 .010 .023 .050 .073
0.006 0.218 0.365 0.687 0.596
0.023 0.233 0.361 0.506 0.613
1 .000 1.000 1 ,000 1 .000 1 .000
1 .003 1 .003 1 .003 1 .003 1 .003
0.002 0.073 0.128 0.207 0.280
0.006 0.082 0.162 0.226 0.306
0.559 0.568 0.583 0.609 0.633
0.538 0.568 0.566 0.598 0.626
0.017 0.017 0.017 0.017 0.017
1.003 1 .003 1.003 1 .003 1 .003
0.002 0.009 0.016 0.019 0.026
0.962 0.966 0.972 0.981 0.988
0.10
0.689 
0.706 
1 .000 
1 .003
0.351
0.376
0.657
0.652
0.017 
1 .003
0.025
0.990
0.25
1 .089 
1 .106 
1 .000 
1 .003
0.72** 
0.756 
0.760 
0.760
0.017 
1.003
0.030 
1.000
0.50
1 .561 
1.558 
1 .000 
1 .003
1 .209 
1 .237 
0.865 
0.866
0.017 
1 .003
0.028 
1 .001
0.75
1 .887 
1 .906 
1 .000 
1 .003
1 .590 
1 .616 
0.886 
0.887
0.017 
1 .003
0.026 
1 .001
0.90
2.067 
2.083 
1 .000 
1 .003
1 .787 
1 .813 
0.902 
0.903
0.017 
1 .003
0.026 
1 .001
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The 5% and 10% critical values (Stephens, 1974) are .895
and .819, respectively. The hypothesis that are
normally distributed cannot be rejected based on this test.
Table 5.3 
Kolmogorov's D Statistics 
Monte Carlo
Estimate b1 b2 b3 b4 b5 bg b? bg
D .021 .030 .035 .028 .034 .024 .026 .025
In the next section, Efron's (1979) bootstrap is
discussed and bootstrap estimates of b, 5, and their
standard errors are obtained. Then, percentile intervals
are derived for least squares and James-Stein estimators.
5 . 4 The Bootstrap
In its most common form, the bootstrap is a computer
intensive technique which permits one to assess the
variability of an estimate using the sample. Efron (1979,
1982), Freedman (1981), Bickel and Freedman (1981, 1983)
and Freedman and Peters (1984) provide an overview of the
technique and its properties.
Freedman and Peters (1984) describe the basic idea
behind the technique in the following way:
In brief, the model has been fitted to data by some 
statistical procedure; and there are residuals, namely 
the difference between observed and fitted values.
Some stochastic structure was imposed on the 
stochastic disturbance terms, explicitly or 
implicitly, in the fitting. The key idea is to 
resample the residuals, preserving this stochastic 
structure, so the standard errors are generated using 
the model's own assumptions.
Thus, let {y1 ,..,yT > is a random sample of size T from an
unknown probability density F, then let T(y) be a statistic
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distributed on F. since F is unknown, it is estimated 
using the empirical c.d.f. F which is obtained by assigning 
a mass of 1/T to each observation in y. Then, a bootstrap 
sample y* is obtained by independently drawing, with 
replacement, T observations from F. The statistic of 
interest T(y*) is recomputed using the bootstrap sample y * . 
A large number N of bootstrap samples are taken and T(y*) 
is computed for each. The approximate c.d.f. of T(y) is 
derived by choosing some critical point 0<c<N and 
calculating the number (#) of the i=l,...,N bootstrap 
statistics Ti (y*) that are less than or equal to the 
critical value c and dividing this quantity by the total 
number of bootstrap samples used (N), i.e.,
F(c)=#{Ti(y*)5c}/N i=l,...,N.
In effect, the model is being refitted to the "pseudo-data" 
generated by resampling and the statistic of interest is 
calculated for each pseudo-sample. The empirical 
distribution of this statistic is then being used to 
approximate its sampling distribution.
The bootstrap method described above can used to 
generate approximate 100(l-a)% confidence intervals in the 
regression model and is commonly referred to as Efron's 
(1979, 1982) percentile method. In order to use the 
percentile bootstrap to obtain approximate confidence 
intervals centered at the OLS estimator, one first 
estimates the parameters of the model (5.3.1) using least 
squares and the available data. The least squares
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estimates b are used to generate the set of residuals e=y- 
Xb which serve as estimates of the true disturbances of the 
linear model. These are believed to capture the underlying 
stochastic structure of the model. Note that the length of 
the least squares residual will be shorter that that of the 
true disturbance, i.e., I et> 5 I e^ .1 . This problem may be 
adjusted for in two ways.
Wu (1985) has suggested that the least squares 
residuals be inflated by the factor [T/T-K]** (i.e., 
et=et[T/T-K] ). This rescaling follows from the fact that 
trace{E[ee']>=trace{E[e(I-X(X'X)'1X')e']>
=ff2 (T-K)
while
2
trace{E[ee1]> = c T . 
after rescaling however,
A ^ A ^  o
trace{E[e e ']} = a T = trace{E[ee']>.
On average this rescaling assures that we will obtain an 
accurate measure of the desired covariance matrix.
Another possibility is to studentize the residuals.
That is, we can use the fact that ee' = e(I-X(X'X)”*X')e '
th 1which has t diagonal element et (l-xt (X'X)~ x£)et . An
appropriate scaling can be obtained by using
e* = (l-xt (X'X)"1x^)"!iet .
For i.i.d. errors, the two methods will be equivalent on
average.
~ * t
An i.i.d. sample e is then drawn from the
~ * 1 * ~ *
scaled residuals et . The bootstrap observation yt =x^.b+et
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is obtained by treating b as the true population parameters 
~ *
and e as the population errors. At this point, a single
bootstrap least squares estimate is computed using
b*=(X'X)_1X'y* (5.4.1)
where the Txl vector of bootstrap observations is denoted 
*  ~ *
y =Xb+e . Then, a large number N of random bootstrap
~ * t * N * Nsamples are drawn from which {y and {b }  ^ are
computed. Similarly, the bootstrap estimates of the James-
Stein estimator is computed using
5 * (b*) = [1-cKff*2/b*'X'Xb*]b* (5.4.2)
where c * 2= (y*-Xb*)'(y -Xb )/(T-K). This yields the
sequence {5*}^.
5.4.1 Bootstrap Estimates
For each of the 400 Monte Carlo estimates b, a set of
bootstrap statistics can be computed. We have chosen to
-1 -Sstudentize the LS residuals using [l-x^(X'X) x^] as
described in the preceding section. A bootstrap sample of
size T=30 is drawn from the studentized LS residuals using
SAS (1986, Version 5.16) RANUNI. For a single bootstrap
sample draw 30 uniform random deviates on the interval
[0,1], multiply each by 30, and round the resulting number
up to the nearest integer. This yields 30 random integers
on the interval [1,30]. If the integer 1 appears twice, 
s tthen the 1 studentized residual is used twice in the
~ * »p
bootstrap sample. Then use {e to compute the bootstrap
* fp * *
sample <y and to generate b and 5 . Using this 
procedure, N=500 bootstrap samples are drawn for each of
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M=400 Monte Carlo samples. The entire process is repeated
for each parameter point implied by the use of (5.2.2).
* *
The sample characteristics of the estimators b and S 
are examined below. In Table 5.4, we report the mean,
standard deviation, skewness and kurtosis of each element
* * 
of b and 5 using
N _
K .= N E b 
m '1 n=l n 'x
-1 M M - .= M I K11 m=l m'1
_ N M -
H-, = (NM) E (b . - k )*
21 1 1  ' '
t^ N M N M - -
*i-. = (NMpE E (b„m . - k )J/[ E E (bnm . - k 3i  ^  ^ nm,i m ,i ' L 1 1 nm,i m , x J
N M N M .  _ .
M ={NM E E ( b ^  . - K )*/[ E E (b • - K H ) ] >-34 i 1 j ^  ' nm,i m , l1 / L ^ ^ ' n m , i  m,i, J J
where b . is the estimate of $ . obtained from the nn , l l
iteration of the bootstrap for a given Monte Carlo estimate
■**' til
b, and b . is the estimate of & . from the m Monte Carlo' nm,i l
x. l.
and the n iteration of the bootstrap. Table 5.4 gives us
^ ft
some idea of how the empirical distributions of b and S 
compare to one another.
In Table 5.4 we see that the bootstrap averages are 
much more stable than they are over the Monte Carlo (i.e., 
Table 5.1). For least squares the bootstrap averages are 
nearly unbiased, have slightly smaller standard errors than 
expected (by about 2.5%), and have negligible degrees of
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skewness and kurtosis. There appears to be little
deviation from normality.
The average for each of the James-Stein estimates 3 i 
2
for R =.00001 is also approximately equal to its expected
value, and hence unbiased. Note however that standard
errors are on average considerably overestimated by the
2
bootstrap for small values of R . The sample skewness of
* 2  2 3^ increases as R increases, reaching a maximum at R =.25.
2
From there, it declines and becomes negligible at R =.90. 
Kurtosis at the origin is approximately equal to one, which 
is significantly lower than the kurtosis reported for the 
Monte Carlo values of 3. Kurtosis declines uniformly to 0 
as R 2-*l.
In Table 5.5 we average the results of Table 5.4 
across elements (i.e., ^ ^  p=l,2) and report the
difference between b and its expectation as well as the 
ratio of estimated to expected standard error. This yields 
overall information about how well the bootstrap 
approximates the expectations of b and 3 and their standard 
errors in repeated sampling. Thus, the evaluation of 
and m 2 across Monte Carlo, bootstrap, and elements is a 
concise way to summarize the accuracy of the bootstrap.
Note from the bottom portion of Table 5.5 that in the 
bootstrap least squares is approximately unbiased (.017) 
and that the standard error of b is underestimated by about 
2.5%. From Table 5.5 it is also apparent that the in 
bootstrap and Vjj associated with the James-Stein rule
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do not always conform to their expected values. Although
estimates at the origin are unbiased, the Stein estimates
from the bootstrap exceed their expected values by as much
2
as .03.; the degree of overestimation increases as R^.25
and declines thereafter. For standard errors, the
2
bootstrap average at R =.00001 is 0.707 while the expected
value is 0.559. Hence, at the origin, the variability of
the bootstrap stein-rule estimates is on avearge 25%
greater than it should be. This degree of overestimation
2
declines, however, as R"*.5; thereafter, standard error is
2
actually overestimated (1.5% at R =.9).
This apparent failure of the bootstrap to accurately 
capture the variablity of the James-Stein estimator is 
puzzling, especially since it does appear to capture the 
distributions of the James-Stein estimator's components, b 
and u.
2
For R =.00001, smoothed histograms for typical
sequences {b^> and { 5 appear in Figure 5.5. Although
these show the same general characteristics as the Monte
*
Carlo histograms shown in Figure 5.2, the density of i .
*
near 0 is smaller than that of S and the histogram of «. 
has fatter tails.
Table 5. 9
Summary Statistics 
Bootstrap
R2
*i
.00001
.0069
.010
.218
.025
.395
.050
.987
.075
.596
. 100 
.689
M3
B9
-0.008
0.967
0.009
-0.029
0.202
0.967
0.009
-0.029
0.328
0.967
0.009
-0.029
0.971
0.967
0.009
-0.029
0.581
0.967
0.009
-0.029
0.673 
0.967 
0.009 
-0.029
Vu‘
U 3
**9
-0.003
0.69B
-0.002
0.995
0. 136 
0.709 
0.063 
0.B97
0.223 
0.712 
0.102 
0.B37
0.327 
0.729 
0.137 
0.756
0.911 
0.735 
0. 159 
0.669
0.989 
0.795 
0. 165 
0.576
4-
M3
**9
-0.021
0.9B0
-0.009
-0.029
0. 189 
0.9B0 
-0.009 
-0.029
0.316
0.980
-0.009
-0.029
0.958
0.980
-0.009
-0.029
0.568
0.980
-0.009
-0.029
0.660
0.980
-0.009
-0.029
M3
m9
-0.025
0.712
-0.011
0.975
0.116
0.719
0.055
0.B73
0.205
0.727
0.095
0.803
0.310 
0.739 
0. 130 
0.687
0.395 
0.750 
0. 199 
0.589
0.970 
0.760 
0.162 
0.519
v"s
**3
**9
0.012
0.979
-0.006
-0.036
0.223
0.979
-0.006
-0.036
0.399
0.979
-0.006
-0.036
0.992
0.979
-0.006
-0.036
0.602
0.979
-0.006
-0.036
0.699 
0.979 
- O .006 
-0.036
V m *
“ 3
%
0.011 
0.71 1 
-0.020 
0.969
0.153 
0.715 
0.092 
0.BB2
0.291
0.722
0.085
0.811
0.395 
0.733 
0.129 
0.701
0.929 
0.799 
0.197 
0.620
0.503 
0.759 
0.163 
0.556
V « ‘
“ 3
M9
0.023
0.97B
-0.006
-0.025
0.239
0.97B
-0.006
-0.025
0.361
0.978
-0.006
-0.025
0.509
0.978
-0.006
-0.025
0.613
0.978
-0.006
-0.025
0.706 
0.978 
-0.006 
-0.025
4
U3
0.013 
0.707 
0.010 
1.059
0.152 
0.712 
0.072 
0.897
0.239
0.720
0.111
0.806
0.392 
0.733 
0.193 
0.727
0.926 
0.795 
0.160 
0.659
0.500 
0.755 
0.172 
0.577
.250 
1 .089
.500 
1 .591
.750 
1 .887
.900
2.067
1 .073 
0.967 
0.009 
-0.029
1 .525 
0.967 
0.009 
-0.029
1 .871 
0.967 
0.009 
-0.029
2.051
0.967
0.009
-0.029
0.835 
0.792 
0.180 
0.289
1 .276 
0.890 
0 . 150 
0.109
1 .631 
0.868 
0.117 
0.091
1 .818 
0.880 
0.101 
0.021
1 .061 
0.980 
-0.009 
-0.029
1 .512 
0.980 
-0.009 
-0.029
1 .859 
0.980 
-0.009 
-0.029
2.039
0.980
-0.009
-0.029
0.823 
0.807 
0. 179 
0.252
1 .265 
0.859 
0.139 
0.091
1.621 
0.BB2 
0.107 
0.026
1 .808 
0.899 
0.092 
0.008
1 .099 
0.979 
-0.006 
-0.036
1 .596 
0.979 
-0.006 
-0.036
1.892 
0.979 
-0.006 
-0.036
2.072
0.979
-0.006
-0.036
0.855 
0.802 
0. 180 
0.276
1 .297 
0.851 
0.195 
0.099
1 .652 
0.880 
0.1 10 
0.022
1 .839 
0.892 
0.093 
0.002
1 .106 
0.978 
-0.006 
-0.025
1 .557 
0.978 
-0.006 
-0.025
1 .909 
0.978 
-0.006 
-0.025
2.089
0.97B
-0.006
-0.025
0.853 
0.809 
0 . 186 
0.272
1.298 
0.852 
0. 197 
0.092
1 .656 
0.880 
0.111 
0.031
1 .899 
0.892 
0.099 
0.013
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Table 5.4
Summary Statistics 
Bootstrap
R 2
*i
.00001
.0069
.010
.318
.035
.345
.050
.487
.075
.596
.100
.689
.350 
1 .089
.500 
1 .541
.750 
1 .887
.900
3.067
b5
**3
U4
0.063
0.973
0.009
-0.036
0.374
0.973
0.009
-0.036
0.401
0.973
0.009
-0.036
0.544
0.973
0.009
-0.036
0.653
0.973
0.009
-0.036
0.746
0.973
0.009
-0.036
1 .146
0.973
0.009
-0.036
1 .598 
0.973 
0.009 
-0.036
1 .944 
0.973 
0.009 
-0.036
3. 134 
0.973 
0.009 
-0.036
«5
''"a
“ 3
M4
0.043
0.705
0.039
0.980
0. 183 
0.713 
0.093 
0.869
0.373 
0.730 
0.136 
0.807
0.376 
0.733 
0 . 157 
0.746
0.461 
0.744 
0. 175 
0.671
0.535 
0.754 
0. 186 
0.595
0.891
0.803
0.303
0.333
1 .337 
0.851 
0. 163 
0.097
1 .695 
0.878 
0. 136 
0.033
1 .883 
0.890 
0.109 
0.014
b6
v"a
•*3
M4
0.007
0.964
-o.ooa
-0.0H3
0.318
0.964
-0.003
-0.033
0.345 
0.964 
-0.003 
-0.033
0.488
0.964
-0.003
-0.033
0.597
0.964
-0.003
-0.033
0.690
0.964
-0.003
-0.033
1.090 
0.964 
-0.003 
-0.033
1.541 
0.964 
-0.003 
-0.033
1 .888 
0.964 
-0.003 
-0.033
3.068
0.964
-0.003
-0.033
V m ‘
U3
M4
0.006
0.700
0.004
0.947
0.146 
0.706 
0.058 
0.901
0.334
0.714
0.090
O.B33
0.338 
0.735 
0. 133 
0.733
0.433 
0.736 
O. 145 
0.636
0.496 
0.746 
0. 159 
0.544
0.850 
0.793 
0. 178 
0.370
1 .393 
0.839 
O. 146 
0.094
1 .648 
0.867 
0. 113 
0.033
1 .835 
0.87B 
0.096 
0.014
b 7 *
**3
U4
0.037
0.970
-0.006
-0.038
0.338
0.970
-0.006
-0.038
0.364
0.970
-0.006
-0.038
0.507
0.970
-0.006
-0.038
0.617 
0.970 
-0.006 
-0.038
0.709
0.970
-0.006
-0.038
1 .109 
0.970 
-0.006 
-0.038
1 .561 
0.970 
-0.006 
-0.038
1 .907 
0.970 
-0.006 
-0.038
3.087
0.970
-0.006
-0.038
S 7
V|1a
M 3
**4
0.015
0.701
0.015
0.938
0.155 
0.708 
0.089 
0.863
0.343 
0.716 
0.135 
0.798
0.347 
0.738 
0.154 
0.700
0.431 
0.740 
0. 170 
0.633
0.505 
0.750 
0.180 
0.548
0.859 
0.798 
0. 187 
0.390
1 .303 
0.846 
O. 145 
0.094
1 .660 
0.873 
0.110 
0.031
1.848 
0.885 
0.094 
0.013
bB
Vua
**3
M4
0.086
0.985
-0.003
-0.008
0.397
0.985
-0.003
-0.008
0.434
0.985
-0.003
-0.008
0.566
0.985
-0.003
-0.008
0.676
0.985
-0.003
-0.008
0.768 
0.985 
-0.003 
- O .008
1.169 
0.985 
-0.003 
-0.008
1 .630 
0.985 
-0.003 
-0.008
1 .967 
0.985 
-0.003 
-0.008
3.147 
0.985 
-0.003 
-0.008
*8 *
**3
"4
0.059
0.719
0.013
0.977
0.301
0.734
0.069
0.914
0.391 
0.733 
0. 108 
0.838
0.396 
0.743 
0.143 
0.733
0.483 
0.753 
0.159 
0.645
0.557 
0.763 
0.170 
0.579
0.914 
0.810 
O. 181 
0.333
1.360 
0.858 
0 . 147 
0 . 130
1 .718 
0.886 
0.1 13 
0.054
1 .906 
0.898 
0.095 
0.036
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Table S.S
Averages of the 
Bootstrap
Summary Statistics
R2 .00001 .010 .025 .050 .075
Least Squares
E(b) 0.006 0.218 0.345 0.487 0.596
51 0.023 0.235 0.361 0.504 0.615
E(ff) 1.000 1.000 1 .000 1 .000 1 .000
V52 0.975 0.975 0.975 0.975 0.975
James-Stein
E<«> 0.002 0.073 0.128 0.207 0.280
51 0.015 0. 156 0.243 0.348 0.432
E< V 0.559 0.568 0.583 0.609 0.633
V5a 0.707 0.713 0.720 0.733 0.744
Least Squares
i|-E <b) 
V|ig/E<e>
0.017
0.975
0.017
0.975
0.017
0.975
0.017
0.975
0.017
0.975
James-Stein
m ,-e <*> 0.013 0.083 0.115 0. 141 0.152
V|i_/E(e ) 1.264 1.255 1 .234 1 .203 1.117
0.10
0.689 
0.706 
1 .000 
0.975
0.351
0.507
0.657
0.754
0.017
0.975
0. 156 
1 . 147
0.25
1 .089 
1 . 106 
1 .000 
0.975
0.724
0.860
0.760
0.801
0.017
0.975
O. 136 
1 .053
0.50
1 .541 
1 .558 
1 .000 
0.975
1 .209 
1 .304 
0.854 
0.849
0.017
0.975
0.095
0.994
0.75
1 .887 
1 .904 
1 .000 
0.975
1.590 
1 .660 
0.886 
0.877
0.017
0.975
0.070
0.989
0.90
2.067
2.083
1.000
0.975
1 .787 
1 .848 
0.902 
0.889
0.017
0.975
0.053
0.985
256
257
5.4.2 Percentile Confidence Intervals
*
Given the sequences of bootstrap statistics {b } and
*
{5 >, approximate 100(l-a)% confidence intervals can now 
be computed using the percentile method.
In order to use the bootstrap to construct approximate
confidence intervals for individual elements of $ , the N
th * Nvalues of the i element of {b are ranked in ascending
order forming a bootstrap histogram. The 100(a/2)% and
100(l-a/2)% percentiles of the bootstrap histogram
b i e [b*(«/2), b*(l-«/2)] i=l,...,K (5.4.3)
are taken as an approximate l-a central confidence interval
for the unknown parameter &
•k
A histogram of b i from a single iteration of the Monte 
Carlo is shown in Figure 5.6. The 5% and 95% percentile 
points are given and demark the central 90% bootstrap 
confidence interval for $ ^ which is centered at b^.
For 100(l-a)% confidence intervals centered at the
th * NJames-Stein estimator the N values of i element of {5
are ranked in ascending order forming a bootstrap
histogram. The 100(a/2)% and 100(l-a/2)% percentiles of
the bootstrap histogram
S ± € [5*(«/2), «*(l-ot/2)] i = l, . . . , K (5.4.4)
are taken as an approximate l-a central confidence interval
for the unknown parameter
*
Similarly, a histogram for a single 5^ from one 
iteration of the Monte Carlo is shown in Figure 5.7. The 
5% and 95% points are given and demark the central 90%
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bootstrap confidence interval for $  ^which are centered at
V
The coverage probabilities and sizes of percentile 
bootstrap confidence intervals are reported in Tables 5.6 
and 5.7 below.
As theory would predict, the size and coverage 
probability of confidence intervals and ellipsoids centered 
at least squares is independent of the location of the true 
parameters. This feature of LS confidence intervals is 
unaffected by use of the bootstrap procedure.
From Table 5.6 we can see.that for least squares, 90% 
intervals derived using the percentile bootstrap (5.4.3) 
cover slightly less than 90% of the time and are slightly 
smaller than normal distribution theory would suggest. For 
instance the usual interval, b + ffza /2' would have length 
equal to 2(za ^2 )cr. For o =1 and b = .1, length would be 3.29. 
Thus percentile intervals are about 2.5% shorter than 
normal theory suggests and is due to the bootstrap's 
approximate 2.5% underestimation of the least squares 
estimator's standard error. Increasing the number of 
bootstrap samples from 500 to 1000 did not alleviate this 
problem.
Percentile bootstrap intervals centered at the James-
Stein estimates performed reasonably well, especially near
2
the origin. At R =.00001, these intervals cover 91%-94% of 
the time and are approximately 30% smaller than least 
squares percentile intervals. As we move away from the
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origin, the intervals become larger and their coverage
2
probability decreases. For R >.9, coverage begins to
increase as 5-+b. Percentile intervals perform at their 
2
worst at R =.5; on average they cover only 84%-88% of the
time (whereas LS cover 87%-91%) and are about 15% shorter
than L S . The relatively poor performance of biased
confidence intervals centered at the James-Stein estimator
2 2is to be expected for intermediate values of R . When R
is very small, estimates are nearly unbiased and have much
lower variance. Hence, intervals will be smaller than ones
based on LS and on average have the correct center. For
2
very large values of R , the estimates, standard errors,
and confidence intervals converge to those associated with
least squares. In essence, the value of the statistic u
which controls the degree of shrinkage is unable to
differentiate between good and bad prior information in the
2
intermediate range of R (i.e., for moderate degrees of 
noncentrality, the statistic has a relatively high 
probability of type II error). As a result, the center of 
the confidence interval is drawn away from the true value. 
The result is a confidence interval which is smaller than 
the least squares procedure, and which is centered on 
average at the wrong point.
From Table 5.7 we see that the 95% percentile 
bootstrap intervals for least squares have length 3.77-3.84 
and cover 92% to 94% of the time. Again, theoretical 
intervals for this model have length 3.92, making the
260
bootstrap intervals about 2.5% too short.
The 95% intervals for the James-Stein estimates (Table
5.7) are similar to the 90% intervals reported in Table 
5.6. At the 95% level, the percentile bootstrap (Table
5.7) appears to do a better job of getting intervals of the
correct coverage probability near the origin. Seven of
eight of the parameters are covered at least 96% of the
time while being 25% shorter than percentile LS intervals.
Furthermore, coverage of these intervals drops to about 92% 
2
around R =.25 before increasing again. The 95% percentile 
bootstrap intervals centered at the James-Stein estimates 
apparently perform very well for the CNLRM.
Although it is difficult to make broad generaliztions 
based on only two values of a , it appears that the 
bootstrap distribution of S is better at approximating its 
actual distribution further out in the tails p.d.f.
Other alternatives to the percentile intervals (5.4.3) 
and (5.4.4) can be obtained using the bootstrap. These 
intervals are implicitly based on bootstrap estimates of 
the covariance matrices Cov(b) and Cov ( S ). These are 
explored below. First, confidence ellipsoids are broadly 
defined and the bootstrap procedure is used to estimate 
these matrices. Bootstrap covariance estimates are then 
used to derive confidence intervals and ellipsoids centered 
at the least squares and the James-Stein estimators.
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T a b l e  5 . 6
Percentile Confidence Intervals 
90*/.
R2 .00001 .010
bl coveragelength
0.88 
3. 18
0.B8
3.18
*1 coveragelength
0.93 
2.88
0.92
2.30
b2 coveragelength
0.87
3.23
0.87
3.23
*2 coveragelength
0.91
2.33
0.91
2.35
b3 coveragelength
0.85
3.22
0.85
3.22
*3 coveragelength
0.91
2.33
0.91 
2. 3**
b4 coveragelength
0.91
3.21
0.91
3.21
*4 coveragelength
0.94
2.30
0.92
2.32
b5 coveragelength
0.88
3.20
0.88
3.20
*5 coveragelength
0.93
2.30
0.93
2.32
b6 coveragelength
0.86
3.17
0.86 
3. 17
*6 coveragelength
0.92
2.28
0.90
2.30
b7 coveragelength
0.89
3.19
0.89
3.19
*7 coveragelength
0.94
2.29
0.92
2.30
b8 coveragelength
0.87
3.23
0.87
3.23
*8 coveragelength
0.92
2.34
0.89
2.36
.025 .050 .075 . 10
0.88
3. IB
0.88
3.18
0.B8
3.18
0.88 
3. 18
0.90
2.32
0.89
2.36
0.88 
2. **0
0.88
2.43
0.87
3.23
0.87
3.23
0.87
3.23
0.87
3.23
0.88
2.37
0.86
2.41
0.85
2.45
0.85
2.48
0.85
3.22
0.85
3.22
0.85
3.22
0.85
3.22
0.89
2.37
0.87
2.41
0.86
2.45
0.85
2.48
0.91
3.21
0.91
3.21
0.91
3.21
0.91
3.21
0.89
2.35
0.88
2.39
0.87 
2. 43
0.87
2.47
0.88
3.20
0.88
3.20
0.88
3.20
0.88
3.20
0.91
2.35
0.91
2.39
0.90 
2.43
0.89
2.46
0.86
3.17
0.86 
3. 17
0.86
3.17
0.86
3.17
0.89
2.32
0.87
2.36
0.87
2.40
0.86
2.43
0.89
3.19
0.89 
3. 19
0.89 
3. 19
0.89 
3. 19
0.91
2.33
0.90
2.37
0.89
2.41
0.89
2.44
0.87
3.23
0.87
3.23
0.87
3.23
0.87
3.23
0.88
2.38
0.87 
2.<*2
0.86
2.45
0.86
2.49
.25 .50 .75 .90
0.88
3.18
0.88
3.18
0.88
3.18
0.88
3.18
0.86
2.59
0.86
2.75
0.86
2.85
0.86
2.89
0.87
3.23
0.87
3.23
0.87
3.23
0.87
3.23
0.84
2.64
0.84
2.80
0.84
2.90
0.84
2.94
0.85
3.22
0.85
3.22
0.85
3.22
0.85
3.22
0.85
2.64
0.84
2.80
0.84
2.89
0.84
2.93
0.91
3.21
0.91
3.21
0.91
3.21
0.91
3.21
0.87
2.63
0.87
2.79
0.87
2.88
0.88
2.92
0.88
3.20
0.88
3.20
0.88
3.20
0.88
3.20
0.88
2.63
0.88
2.79
0.88
2.88
0.88
2.92
0.86
3.17
0.86 
3. 17
0.B6 
3. 17
0.86
3.17
0.85
2.59
0.85
2.75
0.86
2.84
0.86
2.88
0.89
3.19
0.89 
3. 19
0.89
3.19
0.89 
3. 19
0.87
2.60
0.88
2.77
0.88
2.86
0.88
2.90
0.87
3.23
0.87
3.23
0.87
3.23
0.87
3.23
0.85
2.65
0.85
2.81
0.85
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5 . 5 Confidence Ellipsoids
In this section confidence ellipsoids are broadly- 
defined and confidence intervals derived as a special case. 
Then, three types of ellipsoids are suggested for use with 
LS and James-Stein estimators and an alternative to 
percentile intervals is discussed.
To begin, we define a random ellipsoid and discuss its 
size and the probability with which it covers the true 
values of the parameters. Let b again denote an arbitrary
estimator of ^  c an arbitrary positive constant, and A any
positive definite weight matrix. The expression
Q={0 : (h-£ ) IA_1(b-/S )$c} (5.5.1)
defines an ellipsoid centered at the estimator b. A 
100(l-a)% confidence ellipsoid
C={c(l-« ) :pr[Q $ c(l-a)]* 1-a} (5.5.2)
is obtained for 0<oc<l by finding the value of the constant 
c(l-a) which satifies the inequality. This expression 
implies that the actual value of the parameter vector £ 
will fall within the ellipsoid 100(l-«)% of the time in 
repeated samples.
In estimation of linear models like (5.3.1) the weight 
matrix A is usually chosen to be the covariance matrix of 
the estimator, i.e., [Cov(b)]. This choice is made for 
several reasons. First, letting A=[Cov(b)] is reasonable 
in that Cov(b) measures the variability of the estimate 
about its expected value; in particular, diagonal elements 
measure the variability of individual b^ and off-diagonal
elements measure the linear association between bi and b ^ , 
i/j . Intuitively, if estimates are highly variable about 
their mean, then [Cov(b)]-1 will be small in the matrix 
sense and for given c(l-a), the set of £ which satisfy 
(5.5.2) will be larger.
Another reason for using A=[Cov(b)] is that in many 
instances, the resulting quadratic form Q has a well-known 
probability distribution. For instance, if b is the MLE, 
then b=b^N(£ 2 (X'X)-1) , (T-K)ff2/ff2~X?, and b and e 2 are
I — J\
independent. The quadratic form (b-£)'X'X(b-£)/K»2~ Fv m vIn. f i — i\
and c is chosen to be the 100(l-a)% point from this 
distribution.
- 1 ~
Given Q=[(b-£)'A (b-<®)], ellipsoids centered at
linear combinations of the estimates b are easy to obtain.
Such ellipsoids contain the set of all intervals for
individual elements of 0 as a special case. If R is a Kxl
thvector of zeros with 1 in the i column, then 
R(b-sS ) = (b^H® i) . Intervals centered at b i are formed using 
q± = (b-£ ) 'R' [RAR' ]_1R(b-/5 )
or
qi = (t.i-iSi)2a11 (5.5.3)
where a ^  is the it*1 diagonal element of A- 1 . For example
"2 2 if b^ is the MLE of £  ^ and a the m.v.u.e. of a , then
ai;L=(x|x^)/ff2 and (5.4.3) becomes
268
Thus,
b i ± * U ^ ) ”* ta/2 (5.5.4)
is a 100(l-«)% confidence interval for ^  if ta /2 is tbe 
a/2 point from the tT_R distribution.
Smaller intervals and ellipsoids are to be preferred 
to larger ones, other things being equal. The volume of a 
K-dimensional ellipsoid in standard form can be measured as 
a function of the lengths of its semiaxes using
VK = K/2/r (K/2 + l)]a1a 2...aK (5.5.5)
+-
where a^ is the length of the ellipsoid's i semiaxis. To 
obtain a measure of volume for the confidence ellipsoids 
derived below consider again the ellipsoid centered at b
0 : (bHS ) 'A_1(b-/S )ic 
and let (b-£)'=s'; thus, the transformation s:s'A_1s£c is 
used to center the ellipsoid at the origin. The ellipsoid 
can be further simplified by putting it into its canonical 
form. This is accomplished by defining the KxK matrix P 
such that P'P=PP'=IK , P ' A~^p =A and where A =diag[>'lf ...,>» R ] 
is the diagonal matrix of characteristic roots of A- 1 . 
Putting ©'=s'P and Z=P'A enables us to express the 
ellipsoid in its canonical form
S'PP'A^A^PP'S =©'A0<c
which implies
6 1 (X 1) + e 2<>'2) + ••• + e K (XK ! S c - 
The constant c is positive, hence the ellipsoid can be
standardized without loss of generality by dividing both
sides by c. This yields
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° 1 (X i/c) + 0 2 (>V2/C) + ••• + G K (XK/C) * 1 '
-fe th
Geometrically, (k^/c) =a^ represents the length of the i
semiaxis of the ellipsoid. Hence, an ellipsoid's volume
can be obtained using [Carter, Srivastava, Srivastava, and
Ullah (1987) ]
VR = [nK/2/r(K/2 + 1)] cK/2 det(A)"!i
or
Thus
V„ = [nK/2/r(K/2 + 1 ) ]  cK/2 det(A~^).X\
V c cK/2det(A)-t2. (5.5.6)K
In the section below, we define several general forms of 
the ellipsoids to be considered. Then in section 5.6, the 
coverage probabilities and volumes of various estimates of 
these ellipsoids are explored.
5.5.1 Alternative Specifications of the Quadratic Form
Below, we consider three basic quadratic forms which 
are used to construct confidence ellipsoids for the unknown 
vector & .
The most commonly used quadratic form is based on the 
ellipsoid
Q1 = (b-tf) ' [Cov(b) r^b-tf )/K. (5.5.7)
Note that Q 1 is centered at the least squares estimator and 
its shape and volume are determined by [Cov(b)], which must 
be estimated using the sample.
Two other quadratic forms are considered. These are
Q2 = (5 -£ ) 1 [Cov(b) ]-1(5 -$ )/K (5.5.8)
and
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Q3 = (S -0 ) ' [Cov(5 ) ]“V  -fi )/K. (5.5.9)
Although both of these ellipsoids are centered at the 
James-Stein estimator, the shape and volume of Q2 is 
determined by the covariance of the least squares estimator 
while that of Q 3 is determined by the covariance of the 
James-Stein estimator. Because Cov(b)-Cov(5 )=a, a 
positive semi-definite matrix, ellipsoids centered at S but 
measured in the metric [Cov(b)] will generally be larger 
than those measured in [Cov(5)].
The procedure described in the next section enables 
one to use bootstrap resampling to obtain an estimate of 
both the least squares and James-Stein covariance matrices. 
In section 5.5.3 a procedure for estimating 100(l-a)% 
confidence ellipsoids is presented. In addition, an 
alternative to the percentile intervals (5.4.3) and (5.4.4) 
is discussed which is based on bootstrap estimates of 
Cov(b) and Cov(S ) . Finally, in section 5.4.4 the procedure 
for obtaining approximate 100(l-a)% critical points for 
ellipsoids centered at LS and James-Stein estimators is 
presented.
5.5.2 Estimating Covariance
A natural extension of the bootstrap is to use it to 
estimate the variance-covariance matrix of an estimator, as 
Freedman and Peters (1984) have done for regression models 
with nonscaler covariance matrices. In this section the 
bootstrap is used to estimate Cov(b) and Cov(S ) and then to 
obtain approximate 100(!-«)% critical points for the
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resulting ellipsoids.
Under the assumptions of the model (5.3.1) and given
~ *
e represents a random sample from e,
(b -b)~N(0,ff (X'X) " ) ; therefore B -B ~N( 0,IN0<r (X1 X) " )
*
where B is the NxK matrix of bootstrap estimates whose 
columns are B =B "3N@b > 7N is a Nxl vector of ones,
_  'k
@ is the Kroneker product, b is the Kxl vector whose 
N *
elements are 2 b . ./N, i=l,...,K, and N is the number of 
j = l 13
bootstrap samples. Using this fact, the covariance matrix 
may be estimated using the bootstrap by computing
Cov(b*)=(B*-B*)'(B*-B*)/N-l - W K(N-l,ff2 (X'X)_1)
(5.5.10)
where W„ is the Wishart distribution with N-l degrees of K
"2 -1freedom and covariance c (X'X) [see Muirhead (1982), pp. 
80-90 or Anderson (1984), Ch. 5].
Carter, Srivastava, Srivastava, and Ullah (1987) have 
devised an unbiased estimator of the mean square error 
(MSE) matrix of the James-Stein estimator. From this 
matrix, one can subtract the matrix [5-e5 ] [5-E5 ] ' (i.e., 
[bias(5)][bias(o)]') to obtain an estimate of covariance. 
Unfortunately their estimator can lead to negative definite 
estimates of the MSE and covariance matrices, especially 
when the degree of hypothesis error is relatively small.
The CSSU estimator requires additional study and 
modification before it will be useful to practitioners.
The bootstrap can be used to estimate Cov(5) in the
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same way that it is used to estimate Cov(b). Define
Cov(5* ) = (a * - a * ) 1 (a*-a*)/n-1 (5.5.11)
*
where a is the NxK matrix of bootstrap estimates whose
columns are {5 .}_, a  = a -j„@ s’ , j is a Nxl vector of l 1 N N
—  *
ones, @ is the Kroneker product, and S is the Kxl vector
N * * 
whose elements are E S . ./N, i=l,...,K. Like Cov(b ),
j = l 13
*
Cov(5 ) is the empirically generated covariance obtained
using the N values of the bootstrap. The sampling
*
distribution of [Cov(5 )] is unknown; however, the approach 
will yield positive semidefinite estimates of the James- 
Stein estimator's covariance matrix.
*
The use of the bootstrap estimators Cov(b ) and 
*
Cov(S ) in the Monte Carlo study also provides an 
opportunity to assess their accuracy. We use the percent 
root-mean-square-error (PRMSE) measure to compare the 
diagonal elements of each estimated covariance matrix with 
their actual values. That is, let [Cov(b)] represent the 
estimated value of fCov(b)] and define PRMSE of [Cov(b)] to 
be
K
PRMSE Cov(b)= {K I diag[Cov(b) .-Cov(b) .] /
i = l 1 1
diag[Cov(b)i ]V*
(5.5.12)
~ til *
where Cov(b)^ is the i element of the diagonal of Cov(b).
This statistic is an average measure of percent deviations
of estimated from actual standard errors. By comparing
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diagonal elements of estimated and actual variance-
covariance matrices, any such deviation in the covariance
2
terms is being ignored.
In Table 5.8 below, we report the average PRMSE of the 
estimators ff2(X'X) 1, Cov(b ), and Cov(S ) for each value 
of R 2.
It can be seen from Table 5.8 that the overall
performance of the bootstrap in measuring the standard
errors of least squares estimator is slightly worse (1.8%)
"2 -1than the usual estimator Cov(b)=ff (X'X) . The comparison
of interest is that between columns 3 and 1.
Table 5.8
PRMSE of Estimated Covariance Matrices
R 2
"2 -1 
ff (X'X)
PRMSE
Cov(b*) 
PRMSE
Cov(S ) 
PRMSE
0 . 00001 . 2414 . 2593 .4261
0.0100 . 2414 . 2593 .4182
0 . 0250 . 2414 . 2593 .4020
0.0500 . 2414 . 2593 .3749
0.0750 . 2414 . 2593 .3486
0.1000 .2414 . 2593 .3255
0. 2500 . 2414 . 2593 . 2492
0.5000 . 2414 . 2593 .2203
0.7500 . 2414 . 2593 .2177
0.9000 .2414 . 2593 .2168
*
Note that PRMSE Cov(5 ) is considerably higher than that
" 2 - 1  2 associated with o (X'X) for small values of R . This is
to be expected given that the bootstrap is overestimating
the standard error of S near the origin. As we move away
from the origin, however, the degree of overestimation
*
declines and the PRMSE associated with Cov(5 ) declines as
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2
well. For large values of R , the bootstrap estimator of 
diag[cov(5 )] is actually better than either m.v.u. or 
bootstrap estimator of diag[Cov(b)].
5.5.3 Estimating Ellipsoids and Intervals
Having obtained estimates of Cov(b) and Cov(5 ), we can 
now derive estimators of confidence ellipsoids based on Q1 , 
Q2 , and Q3 . In this section, estimators of Q1 , Q2 , and Q3 
are presented and their statistical properties, if known, 
are discusssed.
Different estimators of A in (5.4.1) will quite 
naturally lead to different small sample distributions of 
Q i (i=l,2,3) and therefore to different critical values for 
each ellipsoid. The usual estimator of [Cov(b)] is 
ff2(X'X)"1. Since b-N(£ ,a 2(X'X) _1 and (T-K)ff 2/e 2~X * and is 
independent of b, we obtain the ellipsoid
Q1 (b) = (b-tf)'X’X(b-0)/rt2~ f k t^_k.
(5.5.13)
An alternative to Q1 (b) which is centered at the least 
squares estimator is
Q1(b*) = (b-tf)’[Cov(b*)]_1(bHS )/k - c Fk n _k
(5.5.14)
where c=ff2(N-l)/(c2(N-K)). Unfortunately, the exact
sampling distribution of this ellipsoid is conditional on
~ 2 2
<* and depends on the unknown parameter a . But,
T*co plim( c ) = (N-l) / (N-K)
and consistent ellipsoids may be formed based on the F„
i \  f J N “ K
—  1 *
distribution. Hence, c Q. (b )^F„ This proposition
1  K  f N  —  K
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3
is tested using a chi-square goodness-of-fit test. The
statistic is 41.41, indicating that the hypothesis cannot
be rejected at any reasonable level of significance. If
*
the proposition is true, then intervals based on Q1 (b ) may 
be formed using
6i ! './2 b*’i (5.5.15)
where tH ^  is the critical value determined at the l-a/2
level of significance from the tN_^ distribution,
<y* = { Efb*-b*)2/(N-l)>^ and b*= Eb* /N. Thus, .** is the 
n-l n=l
th *
i diagonal element of [Cov(b )].
Another ellipsoid similar to Q 1(b) but which is
centered at the James-Stein estiamator has been suggested
by Ullah, Carter and Srivastava [(UCS), 1984]. The UCS
estimator is based on Q2 and uses the m.v.u. estimator 
"2 -1(X'X) as an estimate of Cov(b). Thus, define
Q2 (b) = (3 -$ ) ’X'X(3 -B )/RT 2. (5.5.16)
Since II511<IIfoll, then Q 2(b)5Q1(b) and the ellipsoid 
centered at the James-Stein estimator will be smaller than 
the one centered at the MLE. Ullah, Carter, and 
Srivastava refer to this ratio as the "Improved-F".
Ullah, Carter, and Srivastava (1984) and Carter, 
Srivastava, Srivastava, and Ullah [CSSU, (1987)] justify 
ellipsoids of the form Q2 (t|) based on the fact that 
asymptotically, Cov(3)=Cov(b); that is, lim Cov(S)=cov(b).
By the same reasoning it could be argued that as T4®®, 
lim (3 HS) ' [Cov(S ) )~1 (S -$ )/k = Q 1(b)
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and the asymptotic test (as T+w) based on use of the James-
Stein rule is in fact the usual asymptotic test; such an
extension leads to no apparent improvement and the
ellipsoid Q2 (b) is centered at the James-Stein estimator.
Ullah, Carter, and Srivastava (1984) and Carter,
Srivastava, Srivastava, and Ullah [CSSU, (1987)] have
studied the approximate sampling distribution of Q 2 where 
“2 -1[Cov(b)] = a (X'X) using small-c expansions and find it to
be a weighted sum of central-F distributions. However, the
use of their result to obtain critical points from the
distribution of Q2 (b) requires the researcher to speculate
2
on the value of the quadratic form a /tf'X'XP. In other
words, in order to use the UCS result, one must have some
prior notion as to the value of the parameters in order to
derive a confidence ellipsoid.
Although ellipsoids centered at S but measured in
[Cov(S )] are smaller than those like Q 2(b), estimating
2
Cov{S) by replacing $ and ff in (5.3.6) with statistics
results in a covariance with an unknown and very
complicated sampling distribution.
Ellipsoids of the form represented by Q3 can be
*
obtained by using Cov(S)=[Cov(5 ]. Hence, the estimated
ellipsoid becomes
Q3 (S*) = («H9) ’ [Cov(S*) ]-V-0)/K (5.5.17)
which has unknown small sample distribution.
Chi and Judge (1985) have constructed approximate 95%
*
confidence intervals based on Q3 (5 ) by using
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5 i i Za/2 (5.5.18)
where \ / 2 is the critical value determined at the a/2 
level of significance for the N(0,1) distribution. By- 
using (5.5.18), Chi and Judge are implicitly arguing that
Q 3(5 * )_fQ 1(b) asymptotically and Q 3(S * )^X ^ /k . Although 
they find this approach performs reasonably well, it is 
likely that intervals centered at the James-Stein estimator 
can be improved since the justification for using (5.5.18) 
is derived solely from its asymptotic properties.
Although an exact confidence ellipsoid can be obtained
'H
using Q1(b), ones based on Q ^ b  ), Q2 (b), and Q3 {S )
cannot. This difficulty arises because the sampling
distributions of these ellipsoids are unknown. The
percentile bootstrap can once again be used to derive
critical points for each of these quadratic forms. This
procedure is described below.
5.5.4 Obtaining Critical Points
Although the exact sampling ditribution of Q^(b) is
*
known, those of the random ellipsoids Q1 (b ), Q2 (b), and
*
Q 3(5 ) are uncertain. Given that the distribution of the 
quadratic form is unknown, one cannot form exact or 
approximate 100(l-a)% confidence intervals as in the case 
of Q^(b). The percentile bootstrap can be used to generate 
100(l-<x)% points from each of the empirical distributions 
of the quadratic forms considered above.
In the most general case, we can let g(b) rR^R denote
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a function of the random variable b whose distribution on 
the real line may or may not be known. The percentile 
bootstrap can be used to learn something about the 
distribution of the statistic g(b). To do so, compute
ft ft
g(b ) for each of the N bootstrap estimates b forming the 
sequence {g(b )}^. The N values of {g(b )} are ranked in 
ascending order forming a bootstrap histogram. The 
100 (ot /2) % and 100(l-a)% points from the histogram form the 
approximate 1-a central confidence interval
g(b) e [g(b*(ot/2) ) ,g(b*(l-ot/2) ) ] (5.5.19)
for the function g(£ ).
For ellipsoids centered at the least squares estimator
there are two ways to generate critical points using the
*  ~ 2 -1 percentile bootstrap. First, since b 'vN(b,c (X'X) ) and
(T-K)ff*2/ff2~ X 2 where ff*2=(y*-xb*)’(y*-Xb*)/(T-K), then
( 1 -K )
Q*(b) = (b*-b)X 'X (b*-b)/ff * 2~ F K ^ T_ K . (5.5.20)
Now, take a large number N of bootstrap samples {y* ,
calculate <Q1(b)}^ and form the empirical c.d.f. of
~ *
F(n)=#{Q1 < n}/N. Inverting the empirical c.d.f. at the
ft
(l-«)% point to get Q 1(b,l-a) yields the approximate 
100 (1-of) % confidence ellipsoid
[0,Q*(b,l-«)]. (5.5.21)
Since the exact distribution of Q 1(b) is known, we can 
compare the theoretical 100(l-a)% points from the F R T_K 
distribution with those obtained using the percentile
ft ft
bootstrap. The average value of Q1 (b ) at a=.i was 1.92 
and for «=.05 it was 2.34. The theoretical critical values
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from the FR T_K distribution for these values of a are 1.97 
and 2.40, respectively. The percentile bootstrap 
underestimates the exact critical values by a small amount.
A chi-square goodness-of-fit test was conducted to see
*
whether the null hypothesis :Q. (b^F,, _ can be
U 1 K , I - K
4 *rejected. The test was performed using {Q1 (b)> from 5
randomly selected draws of the Monte Carlo. The null
5
hypothesis is rejected twice at the 5% level. In Figure
*
5.8 the histogram of a single sequence {Q1 (b)> is 
superimposed on the histogram obtained from an Fv _ „I\ , i “t\
random variable. Notice that the two are very similar.
*
The 100(l-«)% confidence points for Q 1(b ) can be
~ * 2
obtained similarly to those for Q1 (b), replacing X'X/ff in
(5.5.20) with [Cov(b*)]-1. That is,
Q*(b*) = (b*-b) ' [Cov(b*) ]~1(b*-b)/K ~ ^  F ^ N_K
6 (5.5.22)
where ^  = (N-1)/(N-K). Thus, the exact sampling
distribution of <2-^ (b ) is known while that of Q ^ b  ) is
only approximately known. This yields the intriguing
situation where the bootstrap critical point can be
obtained from the usual set of tables; the use the
percentile method is in principle unnecessary; However,
*
the performance of percentile critical points for Q1 (b ) is
of interest since the same principle is used below to
derive approximate confidence ellipsoids centered at the
James-Stein estimator. If the percentile bootstrap using 
* *
Q^(b ) fails to yield critical points which enable us to 
form ellipsoids of approximate coverage probability for
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Q 1(b ) , then we cannot expect Q 3(5 ) to perforin well 
either.
Bootstrap 100(1-a)% confidence ellipsoids can be
*
obtained for Q2 (b), and Q3 (5 ) in an analogous fashion.
*
The difference is that b is everywhere replaced by the
*
bootstrap Stein estimates 8 and the inverse covariance 
-1
[Cov(b)] by the inverse of the appropriate estimated 
covariance matrix.
In the Monte Carlo experiment several ways of 
obtaining 100(l-a)% critical points for ellipsoids centered 
at the Stein estimates 5 are explored. For the ellipsoid 
Q2 (b), we generate the empirical c.d.f.!s in the way 
described above using the N order statistics from the 
bootstrap statistic
Q2 (b)=(S*-b)'X'X(S*-b)/Kff*2 . (5.5.23)
* ^2It should be noted that Q (b)“*X /K.
<L K
For the ellipsoid Q3 , we can use the order statistics 
from the bootstrap statistic
Q3 (5 * ) = («*-b) ' [Cov(S*) ]_1(S*-b)/K (5.5.24)
and the percentile method to obtain approximate 100(l-a)%
7
critical points.
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5.5.5 Summary
In the next section, the coverage probability and size 
of each of the following ellipsoids is considered:
Q1 (b) = (b-£)'X'X(b-fl)/»r2 
Q1 (b*) = (bnff)1[Cov(b*)]-1(b-0)/K 
Q2 (b ) = (3 -ft ) 'X'X (5 -ft )/Kff 2 
Q3 (3*) = (8-ft ) 1 [COV(S*) )/K.
The coverage probability and size of the ellipsoids 
*
Q 1(b) and Q 1(b ) are computed based on the 90% and 95% 
critical points generated from the percentile bootstrap 
using
Q*(b) = (b*-b) 'X 'X (b*-b)/<r*2 (5.5.20)
and
Q*(b*)=(b*-b)•[Cov(b*)]_ 1 (b*-b)/K (5.5.19)
respectively.
The coverage probability and size of the ellipsoid
Q2 (b) is computed based on the 90% and 95% critical points
generated from the percentile bootstrap using
Q 2(b ) = (3 *-b) 1X 'X (3 *-b)/Kff *2. (5.5.23)
Finally, the coverage probabilities and size of the 
*
ellipsoid Q3 (5 ) is computed using 90% and 95% percentile
bootstrap critical values obtained from
Q 3(« *) = (« *~b) ' [Cov(S *) ]_1(3 *-b)/K (5.5.24)
*
In addition, bootstrap intervals based on Q1 (b ) and
*
Q 3(3 ) are compared to one another using:
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5.6 Results
In the following two subsection, the coverage 
probabilities and volumes of the various confidence 
procedures are compared.
5.6.1 Intervals
The results for 90% and 95% confidence intervals based 
on the use of (5.5.15) and (5.5.18) are reported in Tables
5.9 and 5.10, respectively. These intervals are similar in 
many respects to the percentile intervals described above 
in Tables 5.6 and 5.7. Since the number of bootstraps N is 
large, the critical points for (5.5.15) are taken from the 
N (0,1) distribution [i.e., N-l=499>120] and these intervals 
are referred to as those obtained using the "normal 
approximation." As before, the LS bootstrap intervals are 
slightly too short to cover at the nominal 90% and 95% 
levels. The nominal 90% intervals (Table 5.9) centered at 
least squares have an average length of 3.2 and cover 88% 
of the time. The 95% intervals (Table 5.10) have an 
average length of 3.82 and covsr slightly less than 94% of 
the time. Again, the underestimation of standard error by 
the bootstrap is likely to be responsible for this 
discrepancy.
From Table 5.9, it can be seen that at the origin the 
90% intervals based on the normal approximation and 
centered at the James-Stein estimates (5.5.18) are 28% 
shorter than similar intervals centered at LS. In 
addition, these intervals cover 96% to 94% of the time for
284
2
R =.01 to .05. Given the overestimation of the standard
2
error of S by the bootstrap for small R , it is not
surprising that these intervals are too large. That is,
their length could be further reduced without forcing the
coverage probability below its nominal level.
2
At an R of .05 the average length of these intervals 
has increased to 2.46, which is about 77% the length of LS
intervals. Coverage probability drops below the 90% level
2 2 for R =.25 and reaches a minimum of 84% at R =.9 Once
again, the biased intervals and ellipsoids are expected to
perform poorly as bias increases. Hence, for the James-
Stein estimator the test statistic used to control the
degree of shrinkage is failing to distinguish true from
false nonsample information a large proportion of the time;
the intervals, which are on average centered in the wrong
place, are too small to cover the true point with the
expected frequency. It is expected that coverage will 
2
increase as R “*1 and JS estimates intervals converge to LS
intervals. Recall, however, that the bootstrap is actually
underestimating the standard error of 5 at high values of
2
R (.5-. 9) and as a consequence it will yield confidence 
intervals which are too small in that region of the 
parameter space.
The 95% intervals for James-Stein estimates perform in
similar fashion. Although the coverage probability drops
2 2 as R rises, it remains above the 95% level at R =.10.
Here, intervals are approximately 77% as long as those
285
centered at LS estimates. Coverage is minimized at an 
2
R =.5 and begins to increase as the size and center of 
James-Stein intervals approaches that of least squares.
The percentile intervals centered at the stein 
estimates are slightly smaller than those based on the
2
normal approximation (5.5.18) and coverages for small R
(i.e., .00001, .01, .025) are close to the nominal level
for 90% and 95% ellipsoids. However, we conclude that
intervals centered at the JS estimates and based on the
normal approximation (5.5.18) are preferred to percentile
intervals (at least in the orthonormal model) since they
2
perform better when R is between 0.075 and .75. An 
interesting fact about the percentile intervals centered at 
LS and those like (5.5.15) is that the two are very similar 
in terms of size and coverage. The percentile method is 
known to work well for statistics with symmetric 
distributions and Efron (1986) has suggested improvements 
for percentile intervals when the distribution is skewed. 
Perhaps these methods could be used to improve the 
performance of bootstrap confidence intervals centered at 
the James-Stein estimates (5.5.18) for intermediate values 
of R2 .
286
T a b l e  5 . 9
N o r m a l  A p p r o x i m a t i o n  I n t e r v a l s  
9 0  •/.
R 2 .00001
b l
c o v e r a g e
length
0 . 8 9
3.18
*1 c o v e r a g e
length
0 . 9 7
2 . 2 9
b2 c o v e r a g e  1e n g t h
0 .87
3 .22
*2 c o v e r a g e
length
0 . 9 5
2.3A
b 3
c o v e r a g e
length
0.86
3 . 2 2
* 3
c o v e r a g e
length
0 . 9 5
2 . 3 A
bA
c o v e r a g e
length
0 . 9 0
3.21
5 a c o v e r a g e
length
0 . 9 6
2 . 3 2
b5
c o v e r a g e
length
0.88
3 . 2 0
* 5
c o v e r a g e
length
0 . 9 5
2 . 3 2
b6 c o v e r a g e
length
0 . 8 7  
3. 17
*6 c o v e r a g e
length
0 . 9 5
2 . 3 0
b7 c o v e r a g e
length
0 . 8 9
3 . 1 9
* 7 c o v e r a g e
length
0 . 9 5
2 . 3 0
b8 c o v e r a g e
length
0 . 8 7
3 .2A
*8 c o v e r a g e
length
0 . 9 A
2 . 3 6
.010 .025 .050
0 . 8 9  
3. 18
0 . 8 9
3 . 1 8
0 . 8 9
3 . 1 8
0 . 9 6
2.31
0 . 9 6
2 .3A
0 . 9 5
2 . 3 8
0 . 8 7
3 . 2 2
0 . 8 7
3 . 2 2
0 . 8 7
3 . 2 2
0 . 9 5
2 . 3 6
0. 9A 
2 . 3 9
0 . 9 3  
2. A3
0.86
3 . 2 2
0.86
3 . 2 2
0.86
3 . 2 2
0 . 9 5
2 . 3 5
0 . 9 A
2 . 3 7
0 . 9 3
2.A1
0 . 9 0
3.21
0 . 9 0
3.21
0 . 9 0
3.21
0 . 9 5
2 .3A
0 . 9 A
2 . 3 7
0 .9A 
2. A 1
O . B B
3 . 2 0
0.88
3. 2 0
O . B B
3 . 2 0
0 . 9 5
2 . 3 A
0 . 9 5
2 . 3 7
0 . 9 5  
2. A 1
0 . 8 7
3. 1 7
0 . 8 7
3 . 1 7
0 . 8 7
3. 1 7
0 . 9 6
2 . 3 2
0 . 9 5  
2.34
0 . 9 A
2 . 3 8
0 . 8 9
3 . 1 9
0 . 8 9
3 . 1 9
0 . 8 9  
3. 19
0 . 9 6
2 . 3 3
0 . 9 6
2 . 3 5
0 . 9 6
2 . 3 9
0 . 8 7
3 .2A
0 . 8 7
3.2A
0 . 8 7
3 .2A
0 . 9 5
2 . 3 8
0 . 9 5  
2. AO
0 .9A
2.AA
.075 . 10 .25
0 . 8 9
3 . 1 8
0 . 8 9
3 . 1 8
0 . 8 9  
3. 18
ru 
o -F 0 . 9 A
2 . A 5
0.87
2 . 6 0
0 . 8 7
3 . 2 2
0 . 8 7
3 . 2 2
0.87
3 . 2 2
0 . 9 2
2 . A 6
0.91
2 . 5 0
0.86
2 . 6 5
0.86
3 . 2 2
0.86
3 . 2 2
0.86
3 . 2 2
0.91 
2. AA
0 . 9 0
2 . A 8
0 .85
2 . 6 3
0 . 9 0
3.21
0 . 9 0
3.21
0 . 9 0
3.21
0 . 9 A
2 . A 5
0 . 9 2
2 . A 8
0 .87
2.6A
0.88
3 . 2 0
0.88
3 . 2 0
0.88
3 . 2 0
0 .9A 
2. AA
0 . 9 A
2 . A 8
0.88
2.6A
0 . 8 7  
3. 17
0 . 8 7
3 . 1 7
0 . 8 7
3.17
0 . 9 A
2 . A 2
0 . 9 3
2 . A 5
0 .87
2 .60
0 . 8 9
3 . 1 9
0 . 8 9
3 . 1 9
0 . 8 9
3 .19
0 . 9 5  
2 . A 3
0. 9 A  
2. A6
O. B B
2. 6 2
0 . 8 7
3.2A
0 . 8 7
3 .2A
0 . 8 7
3.2A
0 . 9 2
2 . A 8
0 . 9 2
2.51
0.86 
2.66
.50 .75 .90
0 . 8 9  
3. 18
0 . 8 9
3.18
0 . 8 9
3.18
0 .85
2.76
0 . 8 5
2 . 8 5
0.86
2.89
0.87
3.22
0 .87
3 .22
0.87
3.22
0 .83
2.81
0 . 8 3
2 . 9 0
0. BA 
2.9A
0.86
3 .22
0.86
3.22
0.86
3.22
0. BA 
2 . 8 0
0 . B 5
2 . 8 9
0 .85
2 . 9 3
0 .90
3.21
0 . 9 0
3.21
0 . 9 0
3.21
0.87
2.80
0.88
2. 8 9
O . B B
2 . 9 3
0.88
3 .20
0.88
3 . 2 0
0.88
3.20
r* 
o
 
CD 
CD
O 
Ol
0 . 8 7
2 . 8 9
0 . 8 7
2.92
0.87 
3. 17
0 . 8 7  
3. 17
0. 8 7
3.17
0 . 8 5
2 . 7 6
0. BA 
2 . 8 5
0.85
2 . 8 9
0. 8 9  
3. 19
0 . 8 9
3 . 1 9
0 . 8 9
3 .19
0 . 8 7
2 . 7 8
0 . 8 7
2.87
0.88
2.91
0 . 8 7
3.2A
0 . 8 7
3.2A
0 . 8 7
3.2A
0.8A
2 . 8 2
0 .8A
2.91
0.8A
2 . 9 5
T a b l e  S . 10
N orm a l  A p p r o x i m a t i o n  I n t e r v a l s  
9 5 ’/.
R 2 .00001
b l
c o v e r a g e
length
0 . 9 3
3 . 7 9
fil
c o v e r a g e
length
0 . 9 8
2 . 7 3
ba
c o v e r a g e
length
0 . 9 2
3.8**
*2 c o v e r a g e
length
0 . 9 7
2 . 7 9
b3
c o v e r a g e
length
0 . 9 3
3 . 8 3
*3
c o v e r a g e
length
0. 9 8
2 . 7 8
b** c o v e r a g e
length
0.94*
3.83
*** c o v e r a g e  1e n gth
0 . 9 8
2 . 7 7
b5
c o v e r a g e
length
0. 9** 
3.81
* 5
c o v e r a g e  
1e n gth
0 . 9 7
2.76
b6 c o v e r a g e
length
0 . 9 3
3 .78
fi6 c o v e r a g e
length
CD 
4-
o 
tu
b 7 c o v e r a g e
length
0.9**
3 .80
* 7 c o v e r a g e  1e n g t h
0 . 9 7
2.7**
b8 c o v e r a g e
length
0 .93 
3 .86
*8 c o v e r a g e
length
0 . 9 8
2.81
.010 .025 .050
0 . 9 3
3 . 7 9
0 . 9 3
3 . 7 9
0 . 9 3
3 .79
0 . 9 8
2 . 7 6
0 . 9 7
2 . 7 9
0 .97
2 . 8 3
0 . 9 2  
3. 8**
0 . 9 2  
3. 8**
0 .92
3.8**
0 . 9 7
2.81
0 . 9 7
2 . 8 5
0 . 9 7
2 . 8 9
0 . 9 3
3 . 8 3
0 . 9 3
3 . 8 3
0. 9 3
3 .83
0 . 9 B
2 . 8 0
0 . 9 8
2 . 8 3
0 . 9 7
2 . 8 7
0.9**
3 . 8 3
0.9**
3 . 8 3
0.9**
3 . 8 3
0 . 9 8
2 . 7 9
0 . 9 7
2 . 8 2
0 . 9 7
2 . 8 7
0. 9** 
3.81
0. 9** 
3.81
0.9**
3.81
0 . 9 8
2 . 7 9
0 . 9 7
2 . 8 2
0. 9 7
2 . 8 7
0 . 9 3
3 . 7 8
0 . 9 3
3 . 7 8
0 . 9 3
3. 7 8
0 . 9 8
2 . 7 7
0 . 9 8
2 . 7 9
0 . 9 7
2.8**
0.94 
3.80
0.9**
3 . 8 0
0.9**
3 . 8 0
0 . 9 7
2 . 7 7
0 . 9 7
2 . 8 0
0 . 9 7
2 . 8 5
0. 9 3
3 . 8 6
0 . 9 3
3 . 8 6
0 . 9 3  
3 . 8 6
0 . 9 7
2.8**
0 . 9 7
2.86
0 . 9 7
2.91
.075 . 10 .25
0 . 9 3
3. 7 9
0 . 9 3
3 . 7 9
0. 9 3
3 . 7 9
0 . 9 7
2.88
0 . 9 7
2 . 9 2
0 . 9 5
3 . 1 0
0.92
3.8**
0 . 9 2
3.8**
0 . 9 2
3.8**
0 . 9 7
2.9**
0 . 9 6
2 . 9 7
0 . 9 3  
3. 16
0 . 9 3
3.83
0 . 9 3
3 . 8 3
0 . 9 3
3. 8 3
0.97
2.91
0 . 9 5
2 . 9 5
0. 9 3  
3. 1**
0.9**
3 .83
0.9**
3 . 8 3
0.9**
3 . 8 3
0 . 9 6
2. 9 2
0 . 9 7
2 . 9 6
0.9** 
3. 15
0.9**
3.81
0.9**
3.81
0.9*.
3.81
0 . 9 7
2.91
0 . 9 6
2 . 9 5
0.9**
3 . 1 5
0. 9 3
3.78
0 . 9 3
3 . 7 B
0 . 9 3
3 . 7 8
0 . 9 7
2.88
0 . 9 6
2 . 9 2
0 . 9 3
3 . 1 0
0.9**
3.80
0.9**
3. 8 0
0.9**
3. 8 0
0. 9 7
2. 9 0
0 . 9 6
2.9**
0.9**
3 .13
0 . 9 3
3.86
0 . 9 3
3 . 8 6
0. 9 3
3 . 8 6
0 . 9 6
2 . 9 5
0 . 9 5
2 . 9 9
0 . 9 3
3 . 1 7
.50 .75 .90
0 . 9 3
3.79
0 . 9 3
3 .79
0 . 9 3
3.79
0.92
3.29
0. 9 3  
3. **0
0 . 9 3  
3.**5
0 . 9 2
3.8**
0 . 9 2
3.8*.
0.92
3.8**
0. 9 2
3.35
0 . 9 3  
3. **5
0.93
3.50
0 . 9 3
3 . 8 3
0. 9 3
3 . 8 3
0 .93
3.83
0 . 9 0
3 .33
0.91 
3.**5
0.91 
3. **9
0.9**
3 .B3
0.9**
3.83
0.9**
3.83
0 . 9 3
3.3**
0. 9 3  
3.**5
0 . 9 3  
3.**9
0.9**
3.81
0.9**
3.81
0.9*.
3.81
0 .93
3 .33
0 . 9 3
3.****
0 . 9 3  
3. **8
0 . 9 3
3.78
0 . 9 3
3 . 7 8
0 .93
3.78
0.91
3.28
0.91
3 . 3 9
0.91
3.****
0.9**
3 .80
0.9*.
3 . 8 0
0.9*.
3.80
0 . 9 2
3.31
0 . 9 3  
3.**2
0. 9 3  
3.**7
0 . 9 3
3.86
0 . 9 3
3 .86
0 . 9 3
3.86
0.91
3.36
0.91 
3.**7
0 . 9 2
3 . 5 2
288
5.6.2 Ellipsoids
From Table 5.11 it can be seen that the ellipsoid
Q1 (b) with critical point chosen using the percentile
*
bootstrap with Q^b )  covers 87% of the time and has an
*
average volume of 21.29. The ellipsoid based on Q1 (b ) 
with 90% critical point chosen using Q1 (b ) covers the true 
point only 80% of the time. This ellipsoid is considerably 
smaller than Q 1(b) i.e., 10.9. The coverage probability 
and size of ellipsoids centered at least squares are 
independent of the true location parameters. Once again, 
underestimation of the standard error by the bootstrap will 
tend to cause these ellipsoids to be too small to cover at
•k
their nominal level. For Cov(b ) the situation is worse 
since low variability will not only cause the bootstrap
ft
value of c to be too small, but will also result in 
ellipsoidal semiaxes which are shorter than they otherwise 
would b e .
The 95% ellipsoids (Table 5.12) centered at LS perform
slightly better than the 90% ellipsoids. The ellipsoid
Q 1(b) with critical point chosen using the 95% point from
*
the empirical distribution of the bootstrap statistic Q1 (b)
covers 94% of the time and has an average volume of 46.35.
*
The ellipsoid based on Q-^b ) with 95% critical point
^ ft
chosen using Q^(b ) covers the true point just 88% of the 
time. As before, this ellipsoid is smaller than Q 1(b).
The coverage probability and size of 100(l-«)% 
confidence ellipsoids centered at the James-Stein estimates
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will vary as we move away from the origin. In Table 5.11,
we see that the computed 90% ellipsoids based on the
improved-F (i.e., Q2 ) perform rather well. Using Q^b) to
obtain approximate 90% critical points resulted in
ellipsoids which cover 96% of the time for R2=.00001 to
0.1. Coverage drops to 93% at R2=.25 and only falls below
the nominal level of 90% at R =.9. At the origin, the
ellipsoid has an average volume of 4.12 which is 25% that 
2
of LS. As R . 9 , volume approaches 13.02. In terms of
volume and coverage probability, the use of Q2 (b) with the
percentile bootstrap is very encouraging.
For 95% ellipsoids (Table 5.12) of the same type the
procedure again works quite well. At the origin, nominal
95% intervals cover 98% of the time. Coverage drops to 97% 
2
at R =.25 and never falls below .95. Near the origin the
Vi
average volume of these ellipsoids is 1/4 that of similar 
ellipsoids centered at LS and are 61% the size of Q 1(b) at
Ellipsoids centered at the James-Stein estimator and 
*
measured in Cov(S ) perform less spectacularly. This
outcome might have been anticipated given the lackluster
*
performance of the similarly derived ellipsoids Q1 (b ). 
However, these ellipsoids are considerably smaller than
those based on Q 1 and Q 2 and cover above the nominal level
2
for R $.10. In Table 5.11 it can be seen that the coverage 
*
of Q3 (5 ) is -99 at the origin and has only 8% of the 
volume of the usual ellipsoid Q 1(b). Coverage of the 90%
ellipsoid falls to 96% at R2=.10 and is 87%, 81%, and 80%
2
as R increases to .25, .50, and .75, respectively. Like
the intervals centered at James-Stein estimates, the center
and size of these ellipsoids depend on test statistic used
to control the degree of shrinkage; the statistic fails to
distinguish true from false nonsample information a large
proportion of the time; hence, the ellipsoids are centered
in the wrong place, on average, and are too small in
certain directions of the parameter space to cover the true
2
point with the expected frequency. At R =.9, the size of 
this ellipsoid has increased by a factor of 3.5 to 5.21 
and covers only 80% of the time.
The performance of 95% ellipsoids (Table 5.12) is
2
similar in that they cover 99% of the time from R =.00001
2
to .10 and then cover 98% and 92% for R =.10 and .25. The
r>
ellipsoid covers 88% of the time for R"=.5, .75, and .90.
The volume of this ellipsoid increases from 3.56 at the
2
origin to 7.99 when R =.9.
The ellipsoids based on Q 3 represent significant
improvements over those based on Q 1 and Q 2 near the origin,
but their performance diminishes as bias increases. As
mentioned before, this fact is not surprising given the
*
relatively poor performance of (^(b ). In addition, we
suspect that the performance of all the bootstrap
ellipsoids considered will improve if the number of
bootstrap replications is increased. In fact, there
2 8appears to be some evidence of this for R =.00001.
Table 5.11
Percentile Confidence Ellipsoids 
90*/.
RS .00001 .010 .085 .050
0j (b) coverage
volume
0.87 
81 .89
0.87 
81 .89
0.87 
81 .89
0.87 
81 .89
Qj(b*) coverage
volume
0.86
10.90
0.86
10.90
0.86
10.90
0.86
10.90
Qa <b> coverage
volume
0.96
6.18
0.96
6.87
0.96
6.51
0.96
6.88
q 3<«*> coverage
volume
0.99 
1 .65
0.99
1.51
0.99 
1 .58
0.98 
1 .69
Table 5.18
Percentile Confidence 
95'/.
El 1 ipsoids
R2 .,00001 .010 .085 .050
Qj <b> coverage
volume
0.96
66.35
0.96
66.35
0.96
66.35
0.96
66.35
(b*) coverage
volume
0.88
19.30
0.88
19.30
0.88
19.30
0.88
19.30
Qg(b) coverage
volume
0.98
10.80
0.98
11.15
0.98 
11 .68
0.98
18.35
Q3(«*, coverage
volume
0.99
3.60
1 .00 
3.50
0.99
3.68
0.99
3.80
.075 . 10
inru Oin .75 .90
0.87 
81 .89
0.87 
81 .89
0.87 
81 .89
0.87 
81 .89
0.87 
81 .89
0.87
81 .89
0.86
10.90
0.86
10.90
0.86
10.90
0.86
10.90
0.86
10.90
0.86
10.90
0.96
5.86
0.96
5.59
0.93
7.58
0.91
10.86
0.90 
18. 13
0.89
13.08
0.97 
1 .81
0.96 
1 .98
0.87
8.68
0.81
3.73
0.80
6.70
0.80
5.81
.075 . 10 .85 .50 .75 .90
0.96 0.96 0.96 0.96 0.96 0.96
66.35 66.35 66.35 66.35 66.35 66.35
0.88 0.88 0.88 0.88 0.88 0.88
19.30 19.30 19.30 19.30 19.30 19.30
0.98 0.98 0.97 0.95 0.96 0.96
13.03 13.76 17.63 88.88 87.08 88.83
0.99 0.98 0.98 0.88 0.88 0.88
3.98 6. 16 5.85 6.96 8.53 9.36
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5 .8 Conclusion
The bootstrap is able to provide approximate 90% and
95% confidence ellipsoids and intervals centered at the LS
estimates for the orthonormal CNLRM. The percentile method
and the method based on the normal approximation are
remarkably similar to one another. The basic fault of the
bootstrap in these instances is that it tends to
underestimate standard error and consequently the
ellipsoids and intervals tend to be too small to cover at
their nominal levels. This feature has been noted by
others and Swanepoel (1986) has suggested that this can be
corrected by choosing bootstrap samples which contain fewer
than T observations.
For bootstrap confidence intervals and ellipsoids
centered at the James-Stein estimator, the results are not
quite as certain. The main problem is that the bootstrap
overestimates the standard error of the James-Stein
2
estimator for small values of R , causing intervals and
ellipsoid to be too large. This difficulty is reversed for
2
large values of R . A satisfactory confidence procedure is 
one in which the true point is covered at or above the 
nominal level. Hence, the bootstrap provides satisfactory 
confidence intervals and ellipsoids over some regions of 
the parameter space, but not for others.
Presumably, one uses uncertain prior information when 
such information is believed to be reasonably good. That 
is, one uses the James-Stein estimator when one suspects
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that the true value of £ is zero. Because the risk 
improvements of the James-Stein estimator are greatest near 
the origin, this area of the parameter space is considered 
to be "more important" than the rest. All of the bootstrap 
procedures examined above work well in these regions of the 
parameter space. Not only do they cover the true point 
with greater probability, they are considerably smaller in 
size. In this sense, they represent significant 
improvements over classical methods.
Notes
Vlthough the OLS residuals have been normalized, they
remain linearly dependent. It may be appropriate to use
residuals which are independent, like Theil's BLUS
residuals. Like Freedman and Peters (1984) we recognize
this point, but do not pursue it in this chapter.
2
The following point is worth noting. As mentioned
above, the RMSE criterion ignores covariance between
elements b^ and b^. Two other measures of covariance
similarity have been computed:
M ~ ~
M XE det[E (b) AE (b) ]
1
M XE trace[E (b) AE (b) ]
1
where E(b) and E(b) represent actual and estimated 
covariance matrices, respectively. In principle, if 
E(b)=E(b), then these measures become det(Iv)=l and 
trace(I„)=K.
K
For the experiment above, E(b)=I., and we can
K
concentrate on the expected value of det[E(b)] versus that 
*
of det[E(b )], which can be recognized as the sample 
generalized variance [Anderson (1984), pp. 259-265].
First, note that E{det[E(b)]} = E[XjL „/T-K ] = 8 . 23 . For the
I ■“ K
bootstrap estimator, E{det[E (b*) ] > = E(det [WT.(N-1 ,E (b) ] > . 
Anderson [(1984), pp. 264-265] provides a simple formula 
for determining the value of this expectation. Using this 
result, we obtain
2 9 4
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~ ~ K
E{det[E(b*)]} = (N-l)"K det[E(b) ] n (N-i) = 7.77
1
Given this outcome we report the average value of det[E(b)] 
for least squares and the bootstrap:
iM
E 
1
-I1'
M det [E (b) ] = 5.30
- l ^ 1 ~ *M t : det[E (b) ] = 5.16
1
and conclude that some discrepency between actual and
expected is occuring.
The other possibility is to use
M 
E 
1
M ^ trace[E(b)] = 7.84
M
M E^ trace[E(b)] = 7.80 
1
where the expectation of each is equal to 8. By this 
measure we can see that the usual estimator of covariance 
performs slightly better than the bootstrap estimator. 
Given the lack of any distributional results for the 
covariance of the Stein-Rule, further discussion of the 
bootstrap estimate of its covariance matrix is omitted.
3
Pearson's chi-square goodness-of-fit test [see
DeGroot (1986), pp. 520-524] is used to determine whether
the ellipsoids under consideration are distributed as
2
approximate F o r  X random variables. To conduct these
*
tests, the values of the bootstrap statistics {Q } are
*  * * * 
ranked in ascending order ..-*QN - The range (Q Q ^ ) is
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divided into 40 intervals of equal length. Under the null
hypothesis that the statistics from each sample represent
drawings from a given distribution, the chi-square
2
statistic is asymptotically X The 5% critical value for
this test is 55.
4 Ibid.
5 *
A chi-square test of the hypothesis HQ : Q1 (b)~FK t_K
was conducted with the following results:
statistic p-value
69.08 .002
28.24 .90
68.15 .002
37.77 .52
44.75 .24
C. "fc if
A chi-square test of the hypothesis Ho : Q1 (b )^FR N_R 
was conducted with the following results: 
statistic p-value
60.7 .01
39.22 .46
66.12 .004
38.07 .51
40.07 .42
7
In order to obtain critical points for the ellipsoid
Q3 , we could also use
Q*(b) = («*-b) [Cov(5 )lbrV*-b)/K
where Cov(S)lb is obtained from (5.3.6) by replacing the
2 ~  2unknown prameters & and o- by b and o- , respectively. The 
noncentrality parameter is obtained using the stein-rule 
estimates in place of /S . This last ellipsoid can be
considered because the bootstrap allows us to treat b and
 ^2
o as true parameter values when deriving the empirical
distribution of the statistic of interest. Unfortunately, 
2
for R £.5 the estimator fails to yield positive definite 
covariance matrix estimates 100% of the time. We decided 
not to use it based on this troublesome fact. Below, we 
note the partial success of this estimate.
R2 .00001 .01 .025 .05 .075 .10 .25
PRMSE .1440 .1422 .1398 .1350 .1309 .1279 .1337
90% Ellipsoids
coverage .94 .95 .95 .94 .94 .94 .93
volume 2.10 2.17 2.28 2.42 2.56 2.68 3.37
95% Ellipsoids
coverage .96 .96 .96 .96 .96 .96 .95
volume 4.59 4.67 4.79 5.06 5.26 5.44 6.55
g
Increasing the number of bootstrap samples to 1000 
increases the accuracy of the approximate 100(l-a)% 
confidence ellipsoids. For the 90% ellipsoids the 
following changes occur:
Q1 (b) from .87 to .89 
Q ^ b  ) from .80 to 82
Q2 (b) from .96 to .995 (R2=.00001)
Q3 (S*) no change (R2=.00001).
For the 95% ellipsoids the following changes occur:
Q1 (b) from .945 to .945 
*
Q 1(b ) from .875 to .885
Q2 (b) from .985 to .987 (R2=.00001)
Q 3 (S*) from .997 to .995 (R2=.00001).
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Chapter 6
Risk Characteristics of a Stein-Like Estimator 
for the Probit Regression Model
6.1 introduction
For the classical normal linear regression model, the 
Stein-rule estimator dominates the maximum likelihood 
estimator if the number of hypothesis restrictions exceeds 
2 and if certain other design related conditions hold [see 
Chapter 2]. To date, the theory of Stein-rule estimation 
has not been extended to include nonlinear statistical 
models. Despite the lack of an analytical result 
establishing a dominance property similar to the one for 
shrinking parameter estimates in linear models, the idea 
that risk improvements under squared error loss can be 
obtained in nonlinear models is certainly reasonable. In 
this chapter, a Stein-like shrinkage estimator of the 
probit regression model is proposed and its risk properties 
are studied in a Monte Carlo experiment.
There are many types of shrinkage estimators of the 
parameters of the classical normal linear regression model 
(CNLRM) linear statistical model which are known to 
dominate the MLE under quadratic loss [see Mittelhammer and 
Young (1981), Mittelhammer (1984); Stein (1961); Efron and 
Morris (1973); Judge and Bock (1978); and Vinod and Ullah 
(1983) to name only a few]. The basic principle in Stein 
estimation is to shrink maximum likelihood estimates of the 
model's parameters toward a set of restricted MLE's based 
on the value of the statistic used to test the hypothesis
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restrictions. The proposed shrinkage estimator for probit 
models considered below works in exactly the same way and 
is based on a general family of minimax estimators proposed 
for use in linear statistical models by Mittelhammer and 
Young (1981) and extended by Mittelhammer (1984).
It is not known whether shrinkage can lead to risk 
improvements in nonlinear models like the probit. The 
difficulty arises from the fact that the exact sampling 
distribution of the MLE of the probit model, like that of 
nearly all nonlinear models, is unknown; inference in 
nonlinear models is usually based on the asymptotic 
normality of the MLE's [see Amemiya (1985), Ch. 4]. We 
will exploit the asymptotic normality of the MLE of the 
probit regression model to construct an analogue shrinkage 
estimator for its parameters.
The probit model is chosen for two reasons. First, 
the properties of the likelihood function are well-known 
and understood, i.e., its probability density is regular 
and concave, and the probit MLE's are distributed 
asymptotically normal. Second, the MLE's can be 
interpreted as the result of iterative generalized least 
squares [Amemiya (1985) and Finney (1952)]. These features 
of the probit model immediately suggest an algorithm for 
constructing a Stein-like estimator. First, obtain the 
maximum likelihood parameter estimates of the probit model. 
Then test the hypothesis restrictions using a likelihood 
ratio test. Finally, use this statistic to control the
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shrinkage of the unconstrained MLE's toward the 
hypothesized values.
It is in this spirit that Dagenais (1985) has extended 
ridge regression to nonlinear models. As justification he 
notes that the nonlinear least squares estimator can be 
interpreted as weighted least squares and as such can be 
used iteratively in the usual ridge procedure. Schafer, 
Roi, and Wolfe (1984) use a similar method to .xplore the 
statistical properties of a ridge logistic estimator.
Also, Copas (1983) has suggested a shrinkage estimator for 
binary regression models, but has not studied its risk 
properties.
In this chapter, the risk properties of a Stein-like 
estimator of the parameters of the probit model are studied 
in a Monte Carlo experiment. In our experiment, risk 
functions defined under squared error loss will be computed 
and compared using resticted, unrestricted, preliminary 
test, and shrinkage estimators for various degrees of 
hypothesis error.
The chapter is organized as follows. In section 6.2 
we present the linear model and its estimators. In section
6.3 the probit model and its MLE are defined. In section
6.4 an analogue of the shrinkage estimator for linear 
models developed in 6.2 is proposed for the probit model.
In section 6.5 the design of the experiment is discussed 
and in 6.6 the results are presented.
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6.2 Classical Normal Linear Regression Model and 
Estimators
Before considering the probit model, we examine the 
classical normal linear regression model (CNLRM) and 
several of its estimators. In the following section we 
will develop analogues of these estimators for the probit 
model.
The CNLRM is represented by
y = 355 + e e~N(0,ff2IT ) (6.2.1)
where y is a Txl vector of observable random variables, X
is a nonstochastic TxK matrix of rank K, B is a Kxl vector
of unknown parameters, and e is a Txl vector of
unobservable normally and independently distributed random
variables having zero mean and finite variance. The
maximum likelihood estimator of $ is
b = (X'X)_1X'y = S_1X'y. (6.2.2)
2
The minimum variance unbiased estimator of a is
e 2= (y-Xb)'(y-Xb)/ (T-K). (6.2.3)
Now suppose that we have nonsample information in the
form of exact linear hypothesis restrictions which we are 
willing to impose upon the model (6.2.1) in order to 
increase estimator precision. Let these restrictions be 
denoted R5=r, where the matrix R is known, JxK, and of rank 
J and r is a Jxl vector of constants. The maximum 
likelihood estimator of in (6.2.1) subject to Rj5 =r is
b r = b - S -1R'(RS_1R')_1(Rb-r). (6.2.4)
Imposing restrictions of the form R£=r on the 
estimation of the classical normal linear regression model
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increases efficiency, but may induce bias if the hypotheses 
implied by the restrictions are not exactly true.
Another estimator which is commonly used is the 
preliminary test or pretest estimator [Bock, Yancy, and 
Judge (1973)]. With the pretest estimator, the hypothesis 
restrictions are tested using the sample. If they are 
rejected, then unrestricted estimates are used. If the 
restrictions cannot be rejected, then the nonsample 
information is imposed upon the model and the restricted 
MLE's are used. Formally, the pretest estimator is written
bDrp = Irn ^ \  (u ) b + I . (u) bPT [ 0 , c ) r [ c ,» )
where c is the 100(l-a)% critical value from the 
probability distribution associated with the test statistic 
u and I is the indicator function.
In deciding whether to use the restricted MLE, the 
unrestricted MLE, or the pretest estimator one would prefer 
to use a rule which ensures that on average the benefits 
obtained from greater efficiency outweigh the costs of 
using a biased estimator. This situation has given rise to 
important measures of an estimator's performance which 
explicitly take into account the costs of having to 
estimate parameters [see Chapter 2]. One such measure is 
risk under quadratic loss, which is a function of the 
distance of the estimator from the true parameter point. A 
loss function can be used to measure the cost of having to 
use an estimate of an unknown state of nature as the basis 
for making a decision. Thus, let b be an arbitrary
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estimator of an unknown vector and let W be a positive 
definite and symmetric matrix. Weighted squared error loss 
is defined to be
L(fl,b;W) = (b-<8 ) 'W(bHS ) (6.2.5)
and the associated risk of using b to estimate G is defined 
as
E [ L (£ , b; W) ] = E[ (b-£ ) ’W(b-0 ) ] = R(£,b;W).
(6 .2 .6 )
Risk, then, is merely the average loss of having to use b 
as an estimator of $ .
The risk of using the MLE in linear models is 
constant for all values of . The risk of using the 
restricted MLE lies below that of the MLE for some value of 
$ and above it for others. In fact, the risk of the 
restricted MLE is unbounded and increases as the degree of 
hypothesis error increases.
Although the risk of using the pretest estimator in 
the linear model is bounded, it is not minimax. Its risk 
under quadratic loss is below that of the MLE and above 
that of the restricted MLE for small degrees of hypothesis 
error. As hypothesis error increases, the risk of the 
pretest estimator rises above that of the MLE, reaches a 
maximum, and then falls, converging asymptotically from 
above to the risk associated with use of the MLE. And, as 
mentioned above in Chapter 2, the risk of using the pretest 
estimator is a function of the significance level of the 
hypothesis test. For most degrees of hypothesis error,
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risk is inversely related to the size of the test.
Mittelhammer and Young (1981) and Mittelhammer (1984) 
have proposed a family of estimators which dominates the 
MLE of 0 in the CNLRM under weighted quadratic loss. 
Mittlehammer's estimator is Stein-like [James and Stein 
(1961)] and takes a convex combination of the unrestriced 
and restricted MLE1s using
s = [1-c/u](b-br) + b r (6.2.8)
where
u = (Rb-r)'(RS-1R')_1(Rb-r)/Jff2-Fj T_K x , i.e., u is 
the conventional F-statistic used to test the hypothesis 
restrictions H Q: R £ = r ,
k = (RS-r) ' (RS"1R' ) “1 ( Riff -r)/2ff 2 , 
c=a(T-K)/J,
0 < a < [2/(T-K+2) ]{^L_1tr[ (RS-1R' )_1RS-1WS_1R I ]-2>,
and ri is the largest characteristic root of
[(RS 1R') 1RS "^WS 1R']. The value of the constant 'a'
which minimizes quadratic risk is found at the midpoint of
the interval [0,a ].max
In general, (6.2.8) is dominated by a rather simple 
modification referred to as the positive-part rule. The 
positive-part rule prevents shrinkage of the OLS estimates 
beyond the restricted values, i.e., it prevents the Stein- 
rule from reversing the signs of the OLS estimates. Thus, 
if u<c, then the positive-part rule, denoted S +, sets c=u. 
In this instance, equation (6.2.8) becomes S +=br . It must 
be noted, however, that no single value of 'a' has been
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found which minimizes the risk of using the positive-part 
rule.
In the absence of any other nonsample information, we 
begin with the hypothesis restriction Hq : £=0 (which 
reduces the Mittelhammer estimator to the James-Stein 
(1961) estimator) and take W=IR (i.e., squared error loss).
In the sections below, we will consider the probit 
regression model and its maximum likelihood estimator. In 
section 6.4, a shrinkage stimator which is analagous to the 
Mittelhammer estimator is constructed and in section 6.6, 
the risk of this estimator is compared to that of the MLE, 
restricted MLE, and pretest estimators.
6.3 The Probit Regression Model
If the dependent variable y in the linear model above 
can take on a small number of discrete values, then the use 
of b as an estimator of & is often unsuitable. In these 
instances, the use of linear models like (6.2.1) above can 
lead to predictions which are inconsistent with the 
underlying data generation process [see Fomby, Hill,
Johnson (1984) Ch. 16]. In this study, we consider the 
member of the class of qualitative response models 
(sometimes referred to as limited dependent variable 
models) in which the dependent variable is observed in one 
of two possible states.
Qualitative response models are defined as regression 
models in which the dependent variable takes discrete 
values. When a single dependent variable takes the value
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of 1 or zero the model is called the binary choice model 
and is defined to be
Pr(yt=l) = F (x t'£) t=l,2,. . . ,T
where {Yt> is a sequence of independent binary random 
variables taking the value 1 or zero, x t is a known Kxl
4" Vi
vector of explanatory variables associated with the t 
observation, ? is a Kxl vector of unknown parameters, and F 
is a certain cumulative distribution function. Choosing F 
to be a c.d.f. ensures that x t'/5 is mapped onto the 
interval [0,1].
The most common choice of F is the standard normal 
c.d.f.
F(x^) = i(x^) = [ (2n )“*exp{-fer2}dr. (6.3.1)
The probit function is the inverse of the N(0,1) c.d.f. 
Although the logistic function is similar in many respects 
to the probit function, the choice between the two should 
not be made arbitrarily; the model selected should be that 
which is most consistent with the underlying data 
generation process (DGP). (For a summary of the DGP which 
gives rise to the probit regression model, refer to section
2.3 in Chapter 3 above.)
Given that the probit model is believed to be 
consistent with the underlying data generation process, 
maximum likelihood estimation of the model's parameters is 
a simple application of numerical optimization [see section 
3.1 of Chapter 3].
To define the likelihood function associated with the
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probit regression model, let {y1 ,y2 ,...,yT > be a random 
sample of T Bernoulli trials with parmeter n. Then, the 
probability density function is denoted
f(ytln) = nyt (l-n)1_yt y=l,2,...,T.
If
" t = Pr(yt=l) = F ( x ^  ) = * (x^) t=l, 2, . . . ,T, 
then the likelihood function is denoted 
T
L = n i (xjjs ) yt [l-t (x^ ff ) ] Yt (6.3.2)
and the log-likelihood is
T
J? = In L = E y t ln(*t) + (l-yt) ln(l-*t) (6.3.3)
where * t=i(x^S). Differentiation of with respect to $ 
yields the gradient vector
T
q(B) =dJ>/d,S = r  {(yt-it )/[tt (i-it ) ]>^txt
(6.3.4)
where t is the standard normal p.d.f. evaluated at the 
argument x ^ . Given g(fl)=0, a sufficient condition for a 
local maximum of JJ is for the Hessian
T 2 H«6) = - E ^ t{yt[ (x't0 )*t+*t ]/(*^
+ d - y t ) [^t-(x^ ) (l-tt) ]/(l-tt)2> x tx't
(6.3.5)
to be negative definite when evaluated at the estimate . 
The global concavity of the likelihood function [see 
Amemiya (1985), p. 273] permits a liberal choice of 
starting values; those from the OLS estimator bQ= (X'X)_1X 'y
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are convenient and are often used as the first 
approximation. Evaluating (6.3.4) and (6.3.5) at the 
starting value bQ using the Newton-Raphson nonlinear 
maximization algorithm [see Chapter 3] with step length 1 
yields the first round estimate
b 1 = b Q - H-1(bQ)g(bQ). (6.3.6)
The first round estimate is then used in (6.3.6) again to 
get a second round estimate and so on until convergence 
[see Chapter 2].
The method of scoring technique can be used in a 
similar way; the only difference is that the negative of 
the Hessian is replaced with the Information matrix. For 
regular densities,
1(0) = - E[3 2J) /3030 ' ] = E[ (04/00 ) (34/00 ) 1 ] 
and for the probit model 
T
1(0) = E E { ( y t4 t )2/[ft ( l 4 t )]2 }*2txtx|.
T
K 0 )  = S  {[*£/[*t (l-*t) ]}xtxj_.
Although the Newton-Raphson and the method of scoring 
lead to the same point estimates in the probit regression 
model (due to the global concavity of 4), each yields a 
distinct estimate of the asymptotic covariance matrix. 
Griffiths, Hill, and Pope (1987) investigate the small 
sample properties of the two methods for the probit model 
and conclude that they differ negligibly.
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Using Nelder and Wedderburn's (1972) generalized 
linear model (GLIM), an identical set of parameter 
estimates for (6.2.1) can be obtained as a set iterated 
feasible generalized least squares estimates. The GLIM 
estimates are solutions to the maximum likelihood equations
(6.3.6). In addition, GLIM estimates are obtained using 
the fact that for regular densities
I ($ ) = -E[3 2S> /dBBP ' ] = E[ (dJi /& $ ) (B Si /d $ ) ' ] .
Hence, they are equivalent to the MLE's obtained through 
the use of the method of scoring.
One of the reported advantages of GLIM estimation is 
that it requires the first derivatives only. However, 
caution is advised in interpreting the resulting estimate 
of the asymptotic covariance matrix. Although the Gauss- 
Newton, Newton-Raphson and the method of scoring algorithms 
yield identical parameter estimates, they will generally 
not yield identical estimates of the asymptotic covariance 
matrix. Thus, the estimated covariance of the GLIM 
estimator will differ from that obtained from the MLE using 
the Newton-Raphson, which is the algorithm used below.
The interpretation of the MLE's as a set of iterated 
feasible generalized least squares (IFGLS) estimates 
suggests an algorithm for constructing a Stein-like 
shrinkage estimator for the probit model; we simply 
substitute the IFGLS probit estimates in place of the OLS 
estimates in the usual Stein-rule estimator. Although 
Copas (1983) appeals to the generalized linear model
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interpretation of the binary regression model to derive a 
similar shrinkage estimator of its parameters, the 
statistical properties of the resulting estimator are 
unknown. Difficulties arise from (1) having to use a 
statistic which is asymptotically distributed as an F 
random variable to control the degree of shrinkage, (2) the 
fact that MLE1s are not normally distributed in small 
samples, and (3) the values of the shrinkage constant which 
insures minimaxity--if they exist--are unknown.
6.4 Shrinkage Estimator for the Probit Regression Model
The proposed shrinkage estimator for the probit 
regression model is similar in form to that used for the 
CNLRM and is similar to the one used in Copas (1983). In 
principle, each of the components of (6.2.8) must be 
replaced by similar statistics from the probit model. That 
is, we need the sets of unrestricted and restriced 
estimates, a test statistic, and a shrinkage constant (a).
The restricted and unrestricted MLE1s of £ in the 
probit model are easily obtained and are used in the 
proposed Stein-like estimator. We use the MLE (6.3.6) of £ 
as our analogue of b in (6.2.8) and, under the null 
hypothesis H q :^=0, the restricted estimate of $ r denoted 
b , will be a Kxl vector of zeros.
Several alternatives are available for use as a test 
statistic to control the degree of shrinkage. The usual 
statistics are derived based on Lagrange multiplier (LM), 
likelihood ratio (LR), and Wald principles. Davidson and
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MacKinnon have compared the performance of LM and LR in 
small samples using a Monte Carlo experiment and conclude 
that LM performs better under the null hypothesis.
However, they also find that the LR test performs slightly 
better under the alternative hypothesis. Griffiths, Hill 
and Pope (1987) use the Wald statistic as the basis for 
pretesting and find that its small sample performance 
leaves much to be desired. This results because the power 
function associated with this particular statistic is 
nonmontonic [see Nelson and Savin (1988) who show that on 
the other hand the power functions of the LR and LM 
statistics used in this and other nonlinear models are 
monotonic].
Since the unrestricted likelihood fuction must be
obtained and because it is important that the asymptotic
statistic used have small sample distribution close to the
ncncentral F, we use the likelihood ratio test of the null
hypothesis H Q :R>5=r, which has the form
LR = 2 [J» (bn ) -£ (br ) ] (if H q true)
where -0(b) and ^(b ) represent the values of the log
likelihood function evaluated at the restricted and
unrestricted estimates, respectively. This statistic is
further modified by dividing by the number of restrictions
imposed, j, yielding
u* = 2[* (bn )-J» (br ) ] * X 2j/J (6.4.1)
This statistic coincides asymptotically with u from (6.2.8)
2
since lim u "* Xj/J-
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The shrinkage constant is obtained by replacing 
-1 -1(X 1X ) =s with the estimated covariance matrix from the
probit model. Thus we choose a(b ) such thatn
0 5 a(bn ) « [2/(T-K+2)] {i^1 tr[H(bn )-1W] - 2}
(6.4.2)
-1
where n is the largest characteristic root of H(b )W and ii n
+• Vi
H(bn ) is the Hessian matrix evaluated at the n round 
estimate.
In the absence of any other nonsample information, and 
without loss of generality, we have chosen to shrink the 
unrestricted maximum likelihood estimates toward the 
hypothesis restriction that 0=0; thus, the proposed Stein- 
like estimator of the probit model becomes
s (bn ) = (l-c*/u*)bn (6.4.3)
where
u* = 2[J> (bn )-J? (br ) ] ^X^/j 
t hb n is the n round estimate from Newton-Raphson, 
br = 0,
c* = a(bn) [T-K]/K
0 S a(bn) 5 [2/(T-K+2)] {n"1 tr[H(bn )_1W] - 2}
K £ 3, and 
w = IK .
The empirical risk of the estimator (6.4.8) under squared 
error loss (i.e., W=IK ) is explored below in a Monte Carlo 
experiment where it is compared to that of the MLE, 
restricted MLE, and pretest estimators.
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6.5 Data Generation
Initially, we choose two sample sizes (T=50, 100) and 
8 orthonormal regressors (i.e., K=8 and X'X=Iq ). The 
regressors must be chosen with some care since an 
experiment with too much variability in xj_£ will result in 
values of n that accumulate in the tails of the c.d.f.
This generally results in MLE's with large standard errors 
and the Newton-Raphson often fails to converge. The X 
matrix consists of positive values and ft were chosen such 
that iF(x^S)l<2. Thus, for this experiment we let £=kL, 
where
L=[1, 1, 1, 1, -1, -1, -1, -1]
and k is a constant chosen from the vector
k=[.00001, 0.1, 0.5, 1.0, 1.5, 2.0].
Recall from section 6.3 that given xt and ft , n t=F(x^£) 
is the probability that y =1. Thus, single value of the 
dependent variable yt may be obtained by drawing a uniform 
random number ute[0,l] and putting 
y t = 1 if u t e [ 0 ,n t ]
0 if ut e (n t , 1 ] ■
We draw 1000 random samples of size T=50 and 100 for each
of the 6 design points ft using this method.
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6.6 Results
The risk performance of Stein-like shrinkage 
estimators for the probit model is very encouraging.
Below, we report the results of the positive-part rule and 
for nonpositive part rules where a(bn ) takes on quartile 
values on the interval with
amax=[2/(T"K+2) ] ^ L 1 tr[H(bn )"1 ] - 2}.
For samples of size 50 note from Table 6.1 that the 
risk of using the MLE increases uniformly as ]c*2; and, it 
is highly variable for all values of k (i.e., standard 
error of the empirical risk ranges from 13.09 at k=.0001 to 
26.21 at k=2.0). In fact, the risk of the RMLE (b^) 
crosses that of the MLE somewhere between k=1.5 and k=2.0.
A sample of size 50 is apparently too small for asymptotic 
results to apply, a fact noted by Griffiths, Hill, and Pope 
(1987).
In Figure 6.1 we see that the risk of the pretest 
estimator is considerably lower than that of the MLE, and 
rises above that of the MLE at about k=1.0. The positive- 
part Stein-rule with a(b )=a (S+) dominates the pretest
Ix lflaX
estimator and the MLE. The risk of using the positive-part 
rule is greater than that of the RMLE for k<1.5. The 
Stein-rule which takes a(t>n ) at the midpoint of the given 
interval is clearly the best of the nonpositive-part rules. 
Note, however, that its risk is greater than that of the 
positive-part rule for k<2.0.
For reasonable degrees of hypothesis error, the
316
positive-part rule performs much as we would expect and
certainly offers an improvement over the MLE for samples of
this size. The risk gain of the positive-part rule at
k=.0001 and .10 is over 800%. At k=1.5 and 2.0, the
relative risk improvement is 36% and 7%, respectively.
Finally, note that the Stein-rule rule which uses
a(b )=a has risk of 27.34 for k=2.0, indicating that the n max '
MLE is not dominated. The minimax condition may have to be 
modified somewhat to ensure dominance of the Stein-rule
over the MLE for samples of this size.
Table 6. 1
Risk Characteristics
T=50
k . 0001 . 10 . 50 1. 0 1 . 5 2.0
MLE 18 .72 18.77 19 . 36 20.77 22 .73 26 . 17
(13.09) (13.28) (14.68) (14.87) (18.74) (26.21)
br 0 . 00 0 . 08 2 . 00 8.00 18 . 00 32 . 00
(0.00 ) (0.00) (0.00) (0.00) (0.00) (0.00)
4.42 4 . 74 7 . 09 14 .30 23 .51 32.75PT (14.79) (15.12) (16.21) (15.43) (17.06) (24.36)
2 . 16 2 . 24 4 . 21 9.34 16 . 67 24 . 28
a=amax (6.44) (6.65) (7.99) (7.51) (12.09 ) (20.20)
Stein, 11 . 12 11. 19 12 . 85 16.47 21 . 66 27 . 34
 ^amax ^ (19.70) (19.52) (i9.24 ) (17.89) (17.80) (23.79)
Stein, 7 .01 7 . 10 8.89 12.98 18 . 39 24 .43
3a /4 max' ( 11 .69) (11.69) (12.43) (12.05)
(14.97) (22.49)
Stein, 6.91 7 . 00 8.66 12 . 54 17 .47 23. 26
a /2 max (10.28) (10.42) (11.58) (11.30)
(15.24) (23.01)
Stein, 10.82 10.89 12.15 15.13 18.92 23 . 84
a /4 max (12.12) (12.28)
(13.44 ) (13.15) (16.94) (24.48)
% Reject . 089 .096 . 10 . 19 .30 .48
a = .05
(standard error of the risk in parentheses )
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The performance of the MLE and other probit estimators 
for samples of size 100 is given in Table 6.2. Notice that 
the risk of using the MLE drops by 25% at k=.0001 and by 
35% at k=2.0. Also, the risk of the MLE is considerably 
less variable that it was for T=50. The standard errors, 
which range between 13.09 and 26.21, still appear to be 
quite large.
In Figure 6.2 we see that for T=100, the risk of the 
RMLE crosses that of the MLE between k=1.0 and k=1.5, while 
that of the pretest (a=.05) crosses that of the MLE between 
k=0.5 and k=1.0. Once again, the positive-part rule 5 + 
performs extremely well, with risk of only .59 for k=.0001 
and .68 for k=.10. These values represent extremely large 
percentage risk improvements over the MLE (i.e., 3000% and 
2100%, respectively). For k=1.5 and 2.0, the positive part 
rule offers 38% and 26% risk improvement over the MLE, 
respectively. The standard error of measurement is also 
fairly low, especially for k=.0001-1.0 where it is below 3.
The midpoint of the shrinkage interval is again the 
best of the remaining Stein-rule estimators. The risk of 
the rule using the midpoint is 4.48 for k=.0001 and only
13.77 for k=2. Thus, the MLE is over 3 times as risky at 
k=.0001 and 1.3 times as risky at k=2.0. In addition, note 
that the "minimaxity" condition appears to be sufficient 
since risk of each of the Stein-rules falls below that of 
the MLE for all values of k.
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Table 6.2 
Risk Characteristics 
T=100
k . 0001 •10 •50 1,. 0 1 ,. 5 2 ,.0
MLE 14 .73 14 . 83 14 . 92 15 . 56 16 . 16 17 . 86
(8 . 77 ) (8 .81) (8 . 60) (9,.03) (10 ,.06) (11..65)
br 0 . 00 0 . 08 2 . 00 8 .00 18 .00 32 . 00J. (0 .00) (0 .00) (0 .00) (0..00) (0.. 00) (0..00)
bPT 2 .72 2 .72 5 . 26 13 . 02 19 .05 20 .42(9 .82) (9 .73) (9 . 55 ) (9..09) (8..35) (12.. 08)
S + 0 . 59 0 . 68 2 .45 7 ., 12 11..63 14 ., 16
a=amax (2 . 64) (2 . 62 ) (2 . 26 ) (2,. 90) (5 .84) (8 .48)
Stein, 14 .90 14 . 57 13 . 51 13. 36 13 .,58 14 .,47
amax ( 27 .72) (25 .54) (18 . 84 ) (14.. 20) (9 .95) (9 .45)
Stein, 7 .11 7 .01 7 . 42 9 .50 11 .,44 13 ., 53
3a /4 max ( 14 . 28) (13 . 00) (9 .46) (7,. 95 ) (7,. 27 ) (8,.56)
Stein, 4 .48 4 . 53 5 .62 8. 60 11 .15 13 .77
a /2 max' (7 .06) (6 .64) (5 .54) (5.,90) (7,.18) (9.. 07 )
Stein, 7 ,. 02 7 . 13 8 . 12 10. 63 12 .73 15 .22
a /4 max (7 .57) (7 . 59) (7 .16) (7., 38) (8..55) (10., 29)
% Reject . 075 . 0 . 11 30 60 87
ot = . 05
(standard error of the risk in parentheses)
6 . 7 Conclusion
The risk performance of the shrinkage estimator for 
the probit model is similar in most respects to that of its 
linear model analogue. For T=50, the Stein-like estimator 
performs at least as well as the MLE. Unfortunately, this 
sample size appears to be too small to yield very precise 
estimates. It is doubtful whether the asymptotics hold and 
maximum likelihood estimation cannot be recommended.
For larger samples, the performance of each of the
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estimators examined improves. The MLE is dominated by the 
Stein-like estimator; however, the positive-part rule does 
not dominate the nonpositive-part rule for large degrees of 
hypothesis error. Nevertheless, the positive part rule is 
clearly superior to the MLE and other Stein-rule 
alternatives for small to moderate degrees of hypothesis 
error.
Finally, it should not be surprising that the Stein-
like estimator examined here appears to have properties
similar to those of its linear analogue. If b , I (£ ) )
*
and u *°F _ m then it seems reasonable that the theory
J / 1 — I\
which is used to generate the minimaxity result in the 
linear model should carry through to the nonlinear model. 
Unfortunately, this remains to be shown with any kind of 
rigor. The first step would be a clear demonstration of 
the finite sample properties of the MLE's of the probit's 
parameters. Before this is done it is unlikely that 
analytical progress will be made in the more complicated 
case examined above.
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Chapter 7 
Concluding Remarks
Three issues in Stein estimation have been explored in 
this dissertation: forecasting, confidence sets, and use
in nonlinear models. In the first 3 chapters the important 
literature is surveyed, the basic results of Stein 
estimation are outlined, and related estimation procedures 
which are used in the later chapters are summarized. 
Chapters 4, 5 and 6 represent my contribution to the 
existing body of literature in Stein-rule estimation.
In Chapter 4, the Stein-rule is used in conjunction 
with a well-known macroeconomic model to generate out-of- 
sample forecasts of nominal GNP growth. These forecasts 
were compared to traditional ones generated by ordinary 
least squares, restricted least squares, pretest, and ARIMA 
estimators using a root-mean-square error criterion.
One of the shrinkage prediction rules examined in this 
chapter allows one to combine the mean forecast (i.e., the 
average value of the variable over the sample) with those 
of an explanatory model. The prior information employed by 
this rule is that future values of the time series will 
tend to be close to what they have been in the past, i.e., 
the future values will be equal to the past average. This 
is certainly reasonable if the time series is stationary. 
The resulting shrinkage forecasts are linear combinations 
of those from the explanatory model and the in-sample 
average of the time series. If the explanatory model is
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not supported by the data, then the forecasted values of 
the time series will be close to the in-sample mean. If 
the model is well supported by the sample, then the 
forecasts are approximately equal to those generated by 
least squares.
In the example used in Chapter 4, the mean shrinkage 
forecast rule performed quite well, having lower RMSE than 
OLS, RLS, and pretest forecast rules over most forecast 
horizons. Although the mean shrinkage forecasting rule did 
not outperform the ARIMA model in terms of RMSE, it was 
argued that the shrinkage forecasts are better in another 
sense. The ARIMA will often fail to predict turning points 
in the time series which the explanatory model may pick up.
Other shrinkage rules were examined. Nearly all of 
these outperformed least squares and many outperformed 
their RLS counterparts. There is reason to believe that 
shrinkage predictors are indeed robust to differences 
between in- and out-of-sample data differences and 
additional effort should be made to extend the small body 
of existing results in this literature.
Several research topics can be pursued. First, it 
would be useful to know how Stein-rule forecasts compare to 
those generated from other kinds of forecasting models like 
vector autoregressions [Sims (1980)], Bayesian vector 
autoregressions [Litterman (1986)], multivariate ARIMA’s, 
ridge regression, and even other Stein-like procedures like 
New-Stein [Stein (1981)], truncated empirical Bayes [Efron
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and Morris (1972)], and generalized robust Bayes [Berger 
(1980)]. Another possibility is to examine the forecasting 
performance of rules which use the sample in an efficient 
way to determine what kind of restrictions to impose. The 
poor performance of the model selection/pretest shrinkage 
estimators (as well as the wide array of models and RMSE's 
they produce) suggests that improvements could be made. 
Judge, Hill and Bock (1988) are working at establishing 
rules which use the sample to select restrictions based on 
minimization of expected loss. These models could 
certainly be used to forecast in situations like those 
explored above.
There is a great deal of foundational work which needs 
to be done on the forecasting problem. Thanks to work by 
Copas (1983), Jones and Copas (1986) and Fomby and Hill 
(1988), we are just now beginning to understand how 
deviations between X and X Q affect least squares and 
shrinkage prediction. In particular, the work of Fomby and 
Hill enable us to examine the effects of marginal deviation 
in mean, rotation, and variation of X and X Q. This advance 
will enable useful simulations to be performed 
demonstrating the robustness of various types of estimators 
describe above.
Confidence intervals are also needed for biased 
forecast rules. Although many analytical results are 
within reach, it will be some time before much of the 
current work in advanced analysis can be readily used. The
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bootstrap may provide an adequate alternative until these 
other approaches can be fully developed.
One of the serious drawbacks of estimators from the 
Stein family is that an acceptable means of assessing their 
precision has not yet been obtained. In Chapter 5 the 
bootstrap was used in various ways to obtain approximate 
100(1-a)% confidence intervals and ellipsoids centered at 
the least squares and James-Stein estimators of the 
orthonormal CNLRM. It was shown that the bootstrap is able 
to provide approximate 90% and 95% confidence procedures 
centered at least squares. The basic shortcoming of the 
procedure is that it tends to underestimate standard error 
of LS and consequently leads to intervals and ellipsoids 
which are too small to cover at their nominal levels.
For bootstrap confidence procedures centered at the 
James-Stein estimator, the results were mixed. The main 
problem is that the bootstrap overestimates the standard 
error of the James-Stein estimator for small signal-to- 
noise ratios, causing intervals and ellipsoids to be too 
large. This difficulty was reversed for large signal-to- 
noise ratios. However, it was concluded that despite these 
difficulties, bootstrap confidence sets centered at the 
James-Stein estimator are considerably smaller and cover 
with higher probability than least squares condidence sets 
in important regions of the parameter space. Hence, they 
represent local improvements over existing procedures.
Many questions remain to be answered. For instance
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(1) Why does the bootstrap fail to get the correct 
standard error for the James-Stein estimator? What can be 
done to correct this and what are the consequences for 
confidence sets?
(2) In general, how well does the bootstrap approximate an 
unknown covariance matrix? Under what circumstances can it 
be made better?
(3) What effect would the use of BLUS or other independent 
residuals have on our results?
(4) How do confidence intervals and ellipsoids perform 
when the data are collinear? What effect would different 
choices of & have on the results (i.e., all values of iS. 
not identical)?
(5) How do empirical Bayes confidence sets compare to the
2
bootstrap confidence sets when c is assumed unknown?
(6) Can the bootstrap be used in conjunction with 
empirical Bayes approach to derive better confidence 
intervals and ellipsoids?
(7) How well does the bootstrap work for more complicated 
Stein-like estimators like the componentwise Stein-rule 
[Stein 1981) ]?
(8) Given that the confidence ellipsoid is sufficiently 
understood, how does one go about performing hypothesis 
tests of a given size and what are the power 
characteristics of the resulting tests?
The precision issue is important and difficult. The 
approach taken here and the suggestions for future research
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listed above must be viewed as preliminary. Analytical 
advances will almost certainly be made based on the work of 
Phillips (1984) and other, but these seem far away. In the 
interim, empirically based procedures are competitors of 
the various approximation methods which have been 
suggested. In this respect, it would be useful to extend 
the scope of the small-sigma asymptotic expansions for the 
F-statistic proposed by Ullah, Carter and Srivastava (1984) 
and compare these results to those obtained using the 
bootstrap.
Finally, in Chapter 6 a shrinkage estimator of the 
parameters of the probit regression model was proposed and 
its properties studied in a Monte Carlo. The risk
performance of the estimator (for samples of size 100) is
similar in most respects to that of its linear model 
analogue. For samples of size 50, the MLE cannot be
recommended since risk is above that of RMLE, pretest and
Stein-like estimator for a very large portion of the 
feasible parameter space. For larger samples, the 
performance of the MLE improves and is dominated by the 
Stein-like estimator.
The results are preliminary, but promising. Many 
issues remain which need to be addressed. Some attempt 
must be made to understand the nature and control of 
collinearity in the probit model when the number of 
regressors is large. Until this is done, it will be 
difficult to design simulations which explore in a
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systematic way the consequences of collinearity in probit 
models in general and for the shrinkage estimator in 
particular. Having solved this problem, a study should be 
conducted exploring the performance of this estimator using 
different parameter points and experimental design.
Other nonlinear estimators may also give way to 
shrinkage counterparts which have lower quadratic risk. 
These include nonlinear least squares estimators, Box-Cox 
estimators, maximum likelihood logit estimators, and many 
others.
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