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Gas metrologyNitrous oxide (N2O) is one of the most important greenhouse gases in the terrestrial atmosphere and is
routinely measured with ground-based FTIR networks like the Total Carbon Column Observing Network
(TCCON). A spectral window for the TCCON retrievals is the 14N216O 0002-0000-band region from 4375 to
4445 cm1 (2.250–2.285 lm). In our study, we present the first high-resolution Fourier transform spec-
trometer measurements of self-broadening and self-shift coefficients in the range of 53–1019 hPa for the
lines R0e–R40e of this band. The line parameters were determined at 296 K using metrologically vali-
dated temperature, and pressure values, which were traced back to the SI-units. The averaged estimated
relative uncertainties for the coverage factor of k = 2 (two times the standard deviation) are 0.3% and 9.5%
with a standard deviation of 0.1% and 5.3% for the self-broadening and the self-shift coefficients, respec-
tively. Vacuum line positions, determined for the first time by taking the self-shift coefficients into
account are also reported with an estimated averaged relative uncertainty of 1.1 ⁄ 108 for k = 2 and a
standard deviation of 3 ⁄ 109. A well-defined uncertainty assessment for the measured line parameters
is given.
 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Besides water (H2O), carbon dioxide (CO2) and methane (CH4),
which are mostly associated with the atmospheric greenhouse
effect, nitrous oxide (N2O) is an important greenhouse gas in the
terrestrial atmosphere. According to the Intergovernmental Panel
on Climate Change (IPCC), its contribution to the ‘‘dry” global
greenhouse effect amounts to 6% [1]. It is hence the main contrib-
utor after CO2 and CH4. N2O is also the anthropogenic emission
with the highest ozone-depleting potential in the 21st century
due to its high emission rate compared to halogenated hydrocar-
bons [2].
During the last decades, many efforts to monitor the concentra-
tion of the major atmospheric trace gases have been undertaken.
The Network for the Detection of Atmospheric Composition
Change (NDACC) [3,4] and the Total Carbon Column Observing
Network (TCCON) [5,6] are some of the most prominent facilities
working in this field. NDACC and TCCON use ground-based highresolution Fourier transform infrared (FTIR) spectrometers dis-
tributed all over the world to measure atmospheric absorption
spectra using sun as radiation source. Total column densities or
vertical concentration profiles of the examined species are deter-
mined through fitting of synthetic spectra to the observed path-
integrated atmospheric absorption spectra [7–16] using almost
exclusively Voigt-line profiles as line shape models [6]. This pur-
pose requires accurate spectral line parameters of the specific tar-
get molecules for the relevant wavelength ranges. The quality of
the extracted species concentration strongly depends on the uncer-
tainty of the spectral line parameters like vacuum line position,
line strength, pressure-induced shift and pressure-broadening
coefficients as well as their temperature dependencies.
The TCCON network monitors N2O via the 0002-0000-band
region of the most abundant isotopologue 14N216O from 4376.65
to 4414.35 cm1 (P-branch) and from 4418.00 to 4441.60 cm1
(R-branch) [11]. For the vibrational mode description we use
henceforth the common notation m1m2l2m3 with the upper state
given first. The TCCON network uses [11] the HITRAN spectro-
scopic database [17] for the N2O line parameters. These are derived
from several Fourier transform spectrometer studies performed by
Toth and Lacome et al. from 1984 to 2000 [18–21].
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from FTIR measurements of Toth [19]. In this study, Toth mea-
sured, with a nominal spectral resolution of 0.011 cm1, an exten-
sive set of self-broadening coefficients in the spectral range from
1800 to 2360 cm1 determined through a multi-band, non-linear
least squares fitting procedure using Voigt-profiles, followed by a
linear regression of the obtained Lorentzian widths with respect
to the total pressure. A pressure range from 67 to 672 hPa – 5 pres-
sure levels in total – was covered. Subsequently, the determined
broadening coefficients were averaged over different vibrational
states for the same quantum number m (m = J for the P-branch
andm = J + 1 for the R-branch lines) and smoothed afterwards over
neighboring m values. Self-broadening coefficients from a third
order polynomial fit to Toth’s interpolation model are imple-
mented in the HITRAN compilation [17].
Except for older low-resolution FTIR measurements by Margolis
[22], where metrologically defined uncertainties were not given
and therefore the results are difficult to assess, to the best of our
knowledge, no direct measurements of self-broadening coefficients
in the 0002-0000-band of N2O have been reported so far. There-
fore, we carried out an experimental verification of Toth’s interpo-
lation method [19] for this band.
In the same study Toth reported also self-shift coefficients of
N2O [19]. Besides the self-shift coefficients determination of four
single lines by Pollock et al. using heterodyne frequency tech-
niques [23], this effort is the only work on nitrous oxide self-
shift in this band we are aware of. Toth inferred from his obtained
results a very small J-dependence of the self-shift coefficients, but
could not provide any evidence due to his too large uncertainties.
Therefore, he simply averaged his measured self-shift coefficients
and attributed the mean to all rovibrational transitions, giving rise
to a single value for all coefficients in this band [19]. Directly mea-
sured self-shift coefficients for the 0002-0000-overtone band,
however, are still missing.
The aim of this study was to provide high-resolution
measurements of self-broadening and self-shift coefficients for
the R-branch of the 14N216O 0002-0000-band including a well-
defined uncertainty assessment. This study was performed in the
framework of the EUMETRISPEC project [24], a joint effort of the
Physikalisch-Technische Bundesanstalt (PTB) and other European
national metrology institutes to establish a spectroscopy infras-
tructure for the generation of spectral line parameters traceable
to the SI units.2. Experimental details
The N2O absorption spectra presented here were recorded with
a Bruker IFS 125HR high-resolution Fourier transform spectrome-
ter (FTS) at PTB in the spectral region from 3800 to 5200 cm1.Table 1
Spectrometer settings for N2O spectra measurements in the spectral region from 3800
to 5200 cm1.
Component Specification
Spectrometer Bruker IFS 125HR
Source NIR tungsten lamp
Mirrors Gold-plated
Beamsplitter Calcium fluoride
Optical filter 2.25 lm band-pass (FWHM 0.5 lm)
Detector InGaAs (room temperature)
Aperture 0.5 mm
Max. optical path difference 4.5 m
Nominal resolution 0.002 cm1 (0.9/4.5 m)
Apodization sinc ⁄ boxcar (natural apodization)
Phase correction algorithm Mertz
Zerofilling factor 2
Spectrometer vacuum Better than 104 hPaThe details of the spectrometer settings are given in Table 1.
Throughout this study, a beam aperture of 0.5 mm as well as a
nominal spectral resolution of 0.002 cm1 (0.9 divided by
maximum optical path difference of 4.5 m) was chosen. In order
to facilitate both, high spectral resolution and high signal-to-
noise level of the spectra, measuring times of 8 h were used.
Details are given in Section 3.1.
The spectrometer was evacuated by two turbo molecular
pumps leading to a residual pressure always below 104 hPa. The
exceptional quality of the spectrometer vacuum ensures a very
smooth background spectrum, completely free of disturbing H2O
or CO2 absorption lines.
A custom-made gas cell positioned inside the sample compart-
ment of the spectrometer was used. The 20 cm long cell consists of
a massive copper body with a built-in heat exchanger using etha-
nol as cooling fluid. The cell windows are 5 mm thick sapphire
discs, 50 mm in diameter, with 6 mrad wedge angle. The optical
path length of the utilized absorption cell was measured with a
mechanical calliper by subtracting the thickness of the cell win-
dows from the outer cell length. Furthermore, the wedge angle of
the windows and the path difference of the on-axis and off-axis
rays were included in the determination of the cell length of
20.70 ± 0.07 cm with an expanded uncertainty coverage factor of
k = 2.
The used N2O gas (Air Liquide) was a high purity sample with a
volume concentration ofP99.999 %. Spectral features due to sam-
ple impurities were not observed in the measured FTIR-spectra so
that we assumed pure N2O.
The cell filling procedure was as follows: The entire gas mani-
fold was evacuated with a turbo molecular pump, purged with
the N2O sample gas three times and evacuated again before filling
the sample gas into the cell to a certain pressure level. After filling
about 30 min were given to achieve thermal equilibrium before
starting the FTS measurement. For each pressure level, the cell
was filled with new sample gas. During the complete filling
procedure gas pressure and gas temperature were monitored
continuously.
For this study, interferograms were recorded for seven different
pressure levels from 53 to 1019 hPa. The gas temperature was
always kept at 296.0 ± 0.2 K (k = 2). Sample pressure and tempera-
ture were recorded continuously. A summary of the measurement
conditions is given in Table 2.
At each pressure level 160 interferograms were collected, each
scan taken within about 3 min. After the sample measurements a
background spectrum was measured recording 1200 interfero-
grams (63 h) with an empty cell and identical spectrometer
settings.
The gas pressure was measured using a capacitance diaphragm
gauge (MKS Baratron 628D, full scale 1000 Torr), which was con-
nected to the gas manifold next to the sample compartment. The
pressure sensor was calibrated against PTB’s national primary
pressure standards in the range of 13 to 1300 hPa. The relative
expanded uncertainty (k = 2) of a single pressure value amounts
to 0.3–0.7% in the covered pressure range.
In order to process each average pressure level spectrum by its
associated gas pressure value pgas, pgas had to be determined from
the continuous pressure monitoring values pmeas. To this end, a
three-step procedure was employed. First, all individual pressure
values were corrected according to traceable sensor calibration
resulting in traced back pressure values pcor.
In the second step, the values pcor were used to study the time
dependency of the pressure behavior during a sample measure-
ment. Its time series, shown in Fig. 1, revealed an exponential
decrease at the beginning, turning into a quasi-linear behavior
after 1–2 h as shown in Fig. 1 for 1019 hPa. The magnitude of the
exponential pressure decrease showed a clear dependence on the
Table 2
Calculated (rounded) average sample pressures pgas and temperatures Tgas summarized for each pressure level. The pressure values pgas are traced back to the SI-units. The
associated absolute u(pgas) and relative u(pgas)/pgas uncertainties for k = 2 were calculated according to the GUM [25]. The temperatures Tgas were corrected via comparison with a
PTB PT25 thermometer. The associated absolute u(Tgas) and relative u(Tgas)/Tgas uncertainties for k = 2 were also calculated according to the GUM [25].
pgas (hPa) u(pgas) (hPa) pgas (atm) u(pgas) (atm) u(pgas)/pgas (%) Tgas (K) u(Tgas) (K) u(Tgas)/Tgas (%)
53.39 0.39 0.05270 0.00038 0.72 296.0 0.2 0.08
111.60 0.48 0.11014 0.00048 0.44 296.0 0.2 0.08
205.97 0.77 0.20328 0.00076 0.37 296.0 0.2 0.08
408.05 1.36 0.40271 0.00134 0.33 296.0 0.2 0.08
514.91 1.64 0.50818 0.00162 0.32 296.0 0.2 0.08
799.84 2.67 0.78938 0.00264 0.33 296.0 0.2 0.07
1019.03 3.24 1.00570 0.00320 0.32 296.0 0.2 0.08
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within the first 2 h. Whereas for 53 hPa this drop amounts to
0.3 hPa (0.56%) only. The exponential decrease was attributed to
N2O adsorption on the cell walls. To avoid these effects, we dis-
carded the first two hours of the measured data from the further
processing. The magnitude of the subsequent quasi-linear decrease
also depended on the pressure level, which we primarily attributed
to a small leakage from the gas cell into the vacuum tank of the
spectrometer. Previous measurements already identified this leak-
age direction to be the dominating leakage contribution for the
given pressure range in this system configuration. The pressure
decrease rate during the quasi-linear regime amounts to about
0.3 hPa/h (0.03%/h) at 1019 hPa level and reduces to 7 ⁄ 103
hPa/h (0.01%/h) at 53 hPa level.
Hereafter, in a third step pgas was calculated as the arithmetic
mean of pcor over the selected quasi-linear regime. The total stan-
dard uncertainty of pgas was estimated by combining the standard
deviation r(pcor) in the selected pressure range and the calibration
uncertainty of an individual pressure value u(pcor) according to Eq.
(1). The evaluation of the measurement uncertainty was conducted
under the terms of the ‘‘Guide to the Expression of Uncertainty in
Measurement” (GUM) [25].
uðpgasÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
uðpcorÞ2 þ rðpcorÞ2
q
ð1ÞFig. 1. Pressure pcor and temperature Tcor time series for the 1019 hPa nominal pressure
and temperature intervals relevant to the data analysis are colored blue and red, respect
given.This last step yielded the combined standard uncertainty u(pgas)
for the gas sample pressure as used in our spectral analysis. As evi-
dent from Eq. (1), u(pgas) has contributions from a single pressure
value measurement u(pcor) and from the temporal pressure behav-
ior over the measurement time r(pcor). The sample pressures and
the corresponding relative uncertainties determined by this proce-
dure are given in Table 2 for all measured pressure levels. For the
purpose of data comparison with literature, the pressure values
were also converted in units of physical atmospheres with
1 atm = 1013.25 hPa.
Cell temperature regulation of the cell was implemented using
a fluid cryostat. The temperature stability of the fluid within the
cryostat was 0.01 K. Using ethanol as heat-exchange medium, a
temperature range of about 200–300 K was achievable.
For gas temperature measurements, six precision class 1/10 B
(referring to European standard EN 60751) PT100 platinum resis-
tant thermometers were distributed along the cell. Five of them
were inserted into different representative points of the cell body
(referred to as ‘‘cell sensors”) and one PT100 was fed through a
flange into the gas sample to measure the gas temperature directly
(referred to as the ‘‘gas sensor”). The accuracy of the gas sensor was
verified in the range of 278 to 323 K via comparison to a PTB PT25
thermometer, which itself had been previously calibrated for SI-
traceable measurements, in an air-filled conditioning chamber.. The gray colored pressure interval was discarded from data analysis. The pressure
ively. The respective arithmetic means pgas and Tgas over the measurement time are
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value at 296 K amounts to 4.2 ⁄ 102%.
The gas temperature value Tgas and its standard uncertainty u
(Tgas) were calculated in a similar three-step approach to that of
the pressure. During the first step, the read-out temperature values
of the gas sensor Tmeas were corrected to Tcor using the comparison
data with the calibrated PTB PT25 thermometer. An example of a
temperature time series of the 1019 hPa level is shown in Fig. 1.
In the following two steps the time period of 2 h corresponding
to that with an exponential pressure behavior was discarded from
the further analysis and Tgas was calculated as the arithmetic mean
of Tcor over the selected measurement time.
For the estimation of u(Tgas) the estimated individual measure-
ment uncertainty u(Tcor) was combined with the temporal stan-
dard deviation r(Tcor) according to Eq. (2). In addition, a standard
deviation over the arithmetic means of the different cell sensors
and the gas sensor r(Tgas, Tsensor,i) was incorporated into the esti-
mation of u(Tgas). Here, r(Tgas, Tsensor,i) was assumed to represent
the spatial inhomogeneity of temperature distribution over the
cell. The measurement uncertainties were computed according to
the GUM [25].
uðTgasÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
uðTcorÞ2 þ rðTcorÞ2 þ rðTgas; Tsensor;iÞ2
q
ð2Þ
Table 2 summarizes the temperatures and the associated rela-
tive uncertainties for all sample measurements determined in this
way, which were used in the spectra analysis.
3. Spectra analysis and results
3.1. Processing
The FTS was operated with the Bruker spectrometer software
OPUS 7.0 [26]. This software was also used to process the recorded
interferograms. The software settings used for these processing
steps are given in Table 1. For the present study and for each pres-
sure level, 16 raw spectra were processed. For each spectrum, 10
interferograms were measured, averaged, and Fourier-
transformed. The measurement time was about 30 min per spec-
trum, i.e. about 8 h 20 min in total. In addition, 120 raw spectra
for the background were processed. For quality assurance reasons,
each raw spectrum was inspected visually before the co-addition
was performed.
The first two hours (four spectra) of measurement were dis-
carded to avoid pressure instabilities, as described in Section 2.
The 12 remaining raw spectra were averaged and converted,
according to relation in Eq. (3), to spectral absorbance A at
wavenumber ~m:
A ~mð Þ ¼  ln I ~mð Þ
I0 ~mð Þ ð3Þ
Here, I is the transmitted spectral intensity (sample spectrum)
divided by the incident intensity I0 (background spectrum). A sin-
gle channel sample spectrum for the 14N216O 0002-0000-band R-
branch window is shown in Fig. 2 for 408 hPa. The band head with
strong overlapping lines is visible above 4440 cm1 and stretches
out over a range of about 1.5 cm1. Example absorbance spectra
for the 112 and 1019 hPa nominal pressure levels are shown in
the top panel of Fig. 3.
In the following analysis, we concentrated on the R-branch of
the investigated band, since its free fitted lines (R0e–R49e) are
the dominating spectral structures in this window. Their listed line
strengths in HITRAN 2012 [17] are at least stronger than those of
the potentially interfering lines by about a factor of 100. In con-
trast, the free fitted lines in the P-branch (P1e–P43e) are strongly
influenced by, partially strong, overlap with doublet lines of hotband and combination band transitions, as well as with transitions
of the minor N2O isotopologues.
To determine the pressure-induced broadening and shift
coefficients for the 0002-0000-band R-branch lines, we applied a
multi-line fit using Voigt-profiles to the measured and averaged
absorbance spectra using non-linear least squares method com-
bined with the Levenberg–Marquardt algorithm. For this study,
we preferred Voigt-line profiles, since they are used by about
90% of groups in the atmospheric community, among them the
TCCON network [5,6]. We target these groups as possible users of
our data. Here, we aimed at the simultaneous modeling of the com-
plete band from 4300 cm1 to 4500 cm1. Hence, the fit included a
single linear baseline covering the entire band to account for
possible temporal drifts of source emission, transmittance of opti-
cal components, and detector response. Due to line overlapping
within the band, using the band edges for baseline modeling
provided, especially at higher pressures, a significantly higher
number of anchoring points. Applying a single-spectrum fit proce-
dure, we ensured that the uncertainties of the fitted parameters
were determined according to their metrological definition [27].
During the fit procedure, synthetic lines were adjusted to the
observed ones by varying the free line parameters, line position
~m0ðpgas; TgasÞ, line area AL(pgas, Tgas) and Lorentzian width
cL,s(pgas, Tgas). As input for the initial values of the synthetic lines,
the fit program used the line position and line area values extracted
from the HITRAN 2012 database [17]. All initial broadening coeffi-
cients c0L;sðTgasÞ were arbitrarily set to 0.071 cm1 ⁄ atm1, a reason-
able first approximation. The Doppler widths cD of the individual
lines were calculated from the gas temperature Tgas using Eq. (4)
cD ¼
~m0ðpgas; TgasÞ
c
 2  lnð2Þ  kB  Tgas
m
 1
2
ð4Þ
with c as the speed of light [28], kB as the Boltzmann-constant [28]
and m as the molecular mass of the isotopologue [29].
In total, all 50 selected lines of the R-branch (R0e–R49e), as well
as the strongest lines of the P-branch (P1e–P43e) were fitted this
way. Furthermore, absorptions due to weak ‘‘second order” lines
(line strength < 4 ⁄ 1023 cm1/(molecule/cm2)) originating from
the main isotopologue 0002-0000-band head (R50e–R71e) and
its other bands, as well as due to the rare isotopologues were mod-
eled using vacuum line positions, line strengths and self-
broadening coefficients listed in the HITRAN 2012 database [17].
The line positions were adjusted to the HITRAN 2012 values using
a single scaling factor. For the more significant lines among these
‘‘second order” transitions, also the line area was adjusted with a
single scaling factor, whereas it was calculated directly from the
listed line strengths for the rest of these transitions using Eq. (5)
ALðpgas; TgasÞ ¼
L  pgas  x  SðT0Þ
kB  Tgas ð5Þ
with L as the absorption cell length, x as the N2O amount fraction
and S(T0) as the line strength at the reference temperature T0 of
296 K, which was – according to Table 2 – virtually equal to the
gas temperature Tgas (296.0 ± 0.2 K). Note, here, that the maximum
relative difference between Tgas and T0 was less than 1.4 ⁄ 102%
(0.04 K) for all measured pressure levels. Therefore, for these weak
lines no line strength conversions to Tgas were found to be neces-
sary. Given the high purity N2O sample used in this study and
described in Section 2, we set the amount fraction equal to 1, which
simplified Eq. (5) further.
For the mentioned weak lines, all of the Lorentzian widths
cL,s(pgas, Tgas) were directly calculated according to Eq. (6) using
the HITRAN 2012 [17] self-broadening coefficients c0L;sðT0Þ and
the measured partial pressure of the perturber molecule. The latter
is up to the gas pressure pgas as calculated in Section 2.
Fig. 2. Overview of the R-branch of the 14N216O 0002-0000-band at 408 hPa. Above 4440 cm1 the band head with strong overlapping lines is visible. The gas pressure and
temperature with the respective absolute uncertainties for k = 2 are given.
Fig. 3. Comparison of fitted and observed FTIR spectra for the R-branch of the 14N216O 0002-0000-band at 112 and 1019 hPa. Residuals of the fits (measurement-fit) are
shown below. The arithmetic means of the residuals lG for this spectral window and the respective standard deviations rG are given.
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Note that the spectral contributions of these weak lines are
small under the given measurement conditions – the listed
HITRAN 2012 [17] line strengths are as a minimum a factor of
about 100 smaller than the interesting 14N216O 0002-0000-band
R-branch lines.
In Fig. 3, examples of the performed fits are shown for 112 hPa
and the highest measured pressure of 1019 hPa.
The comparison of the synthetic with measured spectra shows
relative peak-to-peak residuals of less than 1.5% of the line maxi-
mum for all R-branch lines excepting the band head. This is shown
in the lower panels of Fig. 3 and holds for all measured pressurelevels. Consequently, we discarded the associated lines as well as
some of their neighboring lines (R41e–R49e) to lower wavenum-
bers from further data analysis and concentrated our work in the
following on the lines R0e to R40e in the range from 4418 to
4440 cm1. The measured absorbance values of the analyzed lines
are between 0.13 and 2.12. Fig. 4 gives a detailed view of the qual-
ity of the conducted fits for three randomly selected lines (R24e,
R25e and R26e) at 112, 408 and 1019 hPa.
In the upper panel, the line broadening and shifting to lower
wavenumbers with increasing sample pressure are visible. The sin-
gle line residuals, shown in the lower panel, reveal a W-shaped
structure, which is typical of the deficiencies of Voigt-profile
fits with high signal-to-noise (S/N) ratios (see, for example, the
Fig. 4. Fitted vs. observed FTIR spectra for the lines R24e, R25e and R26e at 112, 408 and 1019 hPa. The corresponding color-coded local signal-to-noise ratios (S/N) and peak-
to-peak ratios (P/P) are given. Residuals of the fits (measurement-fit) are shown below. Local rL and global standard deviations rG of the residual noise are quantified. S/N:
maximum line absorbance/local standard deviation of residual at 112 hPa. P/P: maximum line absorbance/maximum of residual.
Fig. 5. Arithmetic means of the relative fit uncertainties (k = 2) for line positions (top), line areas (middle) and Lorentzian widths (bottom) over the lines R0e–R40e and their
standard deviations in dependence on pressure. Averages of the arithmetic means (average) and the corresponding standard deviations (std. dev.) are given for the selected
pressure range.
V. Werwein et al. / Journal of Molecular Spectroscopy 323 (2016) 28–42 33Refs. [30,31]). The S/N ratios (peak-to-local noise) in all measured
spectra range from 120 for the weakest line (R0e) at 53 hPa to 1925
for the strongest line (R16e) at 1019 hPa.
In Fig. 5, the J-averaged relative uncertainties (k = 2) of the fit-
ted parameters over the lines R0e–R40e – line position, line area
and Lorentzian width – are presented.
All show an expected dependence on the sample pressure:
overlapping of broadened lines makes the determination of all line
parameters more difficult at higher pressures, while the simultane-
ously increasing signal-to-noise ratio effects the opposite trend in
the fit uncertainty. Looking at line positions, the decreasingcurvature change of the line shape in the center region of strongly
broadened features increasingly affects the position accuracy at
higher pressures. Therefore, the relative ~m0 standard uncertainties
as well as their standard deviation increase significantly at higher
pressures. The averaged relative fit uncertainties (k = 2) for the
R0e–R40e line rise from 3.5 ⁄ 109 (53 hPa) to 3.48 ⁄ 108
(1019 hPa) with respective standard deviations of 3.1 ⁄ 109
(53 hPa) and 3.26 ⁄ 108 (1019 hPa). We therefore think that
the pressure levels from 53 to 515 hPa – with a J-averaged relative
fit uncertainty (k = 2) of 8.6 ⁄ 109 – provide the most suitable
range to derive the vacuum positions and shift coefficients.
Fig. 6. Upper panel: GLRs of the measured line positions with respect to temperature weighted pressure term for selected lines spanning the analyzed spectral window. The
line positions are given with estimated expanded uncertainties (k = 2). For the purpose of a better illustration, the vacuum line positions (see Section 4.2) were subtracted
from the measured positions. Lower panel: Arithmetic means of the relative GLR residuals over the transitions R0e–R40e and the respective standard deviations.
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the line area is shifted to mid-pressures. The values (k = 2) lie
between 1.4 ⁄ 103 (408 hPa) and 2.4 ⁄ 103 (53 hPa) with respec-
tive standard deviations of 1.2 ⁄ 103 (408 hPa) and 1.9 ⁄ 103
(53 hPa).
The J-averaged relative uncertainty minimum for the retrieved
Lorentzian widths obviously shifts due to the increasing width to
higher pressures. Here, the J-average relative fit uncertainties
(k = 2) span the range from 2.0 ⁄ 103 (408 hPa) to 4.8 ⁄ 103
(53 hPa) with respective standard deviations of 1.7 ⁄ 103
(408 hPa) and 3.8 ⁄ 103 (53 hPa).
In order to characterize our instrument and better estimate the
quantitative influence of the instrumental-line-shape (ILS) func-
tion on the measured line parameters, we analyzed a selection of
N2O spectra with quite different pressures. First, we used a low
pressure (with pgas of 1.1355 hPa) almost Doppler limited N2O
spectrum and the LINEFIT v14.5 program by Hase et al. [32] to
extract the ILS shape and its parameters. The retrieved modulation
efficiency and phase error along the entire optical path difference
were 97.7% and 0.0015 rad, respectively. Higher pressure spectra
(53, 206, 1019 hPa) were also evaluated using LINEFIT [32], with
the fixed, low pressure ILS parameters. The spectra were modeled
as the convolution of Voigt functions and the retrieved low pres-
sure ILS from LINEFIT. We then compared the spectra, i.e. the
retrieved self-shift and self-broadening coefficients, with and with-
out ILS for the given spectrometer configuration (Table 1) in order
to quantify the systematic differences caused by not correcting for
instrumental broadening. These contributions were accounted for
in our uncertainty assessment as it is explained in the Sections
3.2 and 3.3 for the respective line parameters.3.2. Determination of self-shift coefficients
The pressure dependent line positions ~m0 extracted from the
multi-line fits were used to determine N2O self-shift coefficients
d0s at T0 = 296 K. For this purpose, the expression given in Eq. (7)
was employed as a model function for the pressure and tempera-
ture dependence of ~m0.~m0ðpgas; TgasÞ ¼ ~m0ð0Þ þ d0s ðT0Þ  pgas 
T0
Tgas
 nd;s
ð7Þ
The self-shift temperature dependence coefficient nd,s was
assumed to have a value of 0.5 with a conservative stated uncer-
tainty (k = 2) of 1.5 for all lines. This spans a value range of 1 to
2 for nd,s covering different possible temperature dependence
behaviors of ~m0. According to Eq. (7), the self-shift coefficients d0s
were extracted from the measured positions ~m0 in a generalized lin-
ear regression (GLR) with respect to the temperature weighted
pressure term pgas
T0
Tgas
 nd;s
. Thus, d0s can be extracted from the slope
of the GLR, whereas the intercept corresponds to the vacuum posi-
tion of the rovibrational transition. Following the community-
standards in spectroscopic databases, all pressures were converted
to atm. The associated combined uncertainties for pgas
T0
Tgas
 nd;s
were
propagated taking the uncertainties of pgas, Tgas and nd,s into
account.
As already indicated in Fig. 5, large relative fit uncertainties and
GLR residuals were found for line positions at 800 and 1019 hPa.
Therefore, we excluded both pressure levels from the self-shift
analysis. Afterwards GLRs using the five selected pressure levels
(53, 112, 206, 408 and 515 hPa) were performed as depicted in
Fig. 6.
Most of the transitions show good agreement with the linear
line shift model within the given uncertainties (k = 2). The
averaged relative residuals over all analyzed transitions were less
than 3.1%. In order to assess the uncertainty contributions from
our pressure selection to the self-shift coefficients, we also per-
formed similar GLRs by taking ~m0 only from the pressure levels of
53–408 hPa, calculating the absolute difference in resulting d0s
and setting the differences as standard uncertainties for pressure
range variation. The J-averaged relative difference in d0s between
the two different pressure ranges (53–408 hPa to 53–515 hPa)
was 0.6% with a standard deviation of 2.8%.
Furthermore, to estimate the influence of the spectrometer ILS
on the measured d0s , an analysis as described in Section 3.1 using
LINEFIT [32] was carried out. For the measured line positions we
Fig. 7. Upper panel: GLRs of the measured Lorentzian widths with respect to pressure for selected lines spanning the analyzed spectral window. The Lorentzian widths are
given with estimated expanded uncertainties (k = 2). Lower panel: Arithmetic means of the relative GLR residuals over the transitions R0e–R40e and the respective standard
deviations.
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est J) to 2.23 ⁄ 108 (515 hPa, lowest J) – with a relative offset aver-
aged over all J and selected pressures of 1.15 ⁄ 108 and a standard
deviation of 6.2 ⁄ 109 – indicating some asymmetry in the ILS.
Finally, we re-evaluated the GLRs taking into account these ILS
introduced offsets. Not correcting for the systematic ILS effects
led to J-dependent relative changes of 1.9–8.0% – with an average
of 4% and a standard deviation of 2%, respectively – in the deter-
mined self-shift coefficients. This contribution was included in
the final uncertainty budget as an independent standard uncer-
tainty term. To get the final uncertainties for the determined
self-shift coefficients, the additional uncertainty contributions
from the ILS influence and changing the pressure range were added
quadratically with the standard uncertainties from the GLRs in
Fig. 6.
An analogue procedure was carried out to estimate the system-
atic effect of the ILS and the pressure range selection on the deter-
mined vacuum line positions. The relative deviation of resulting
vacuum line positions due to ILS introduced offsets amounted to
4 ⁄ 109–5 ⁄ 109 decreasing slightly with J. The J-averaged rela-
tive deviation due to pressure range selection was 1 ⁄ 109 with
a standard deviation of 2 ⁄ 109. These additional uncertainty com-
ponents were again added to the vacuum line position standard
uncertainties resulting from the GLRs without ILS ‘‘treatment”.
3.3. Determination of self-broadening coefficients
The extracted Lorentzian widths cL,s were used to determine the
N2O self-broadening coefficients c0L;s. First, the Lorentzian widths cL,
s at 296 K were extracted from the measured values, simultane-
ously using the power-law model in Eq. (8) to convert the mea-
sured widths at temperature Tgas to T0 = 296 K.
cL;sðpgas; T0Þ ¼ cL;sðpgas; TgasÞ 
Tgas
T0
 nc;s
ð8Þ
In Eq. (8), the exponent nc,s is the self-broadening temperature
dependence coefficient. The latter was assumed to have a value of
0.5 with a conservatively stated uncertainty (k = 2) of 1.5 for alllines covering different possible temperature dependence behav-
iors of cL,s. The associated combined uncertainties of cL,s at 296 K
were determined according to the procedure of uncertainty propa-
gation. Additional uncertainty contributions resulting from this
temperature conversion increased the previous fit uncertainties
by a J-averaged value of 3.2% with a standard deviation of 3.2%.
Individual GLRs of the converted Lorentzian width cL,s with
respect to the sample pressure pgas were performed for each rovi-
brational line (R0e–R40e) using the relation defined in Eq. (9).
cL;sðpgas; T0Þ ¼ c0L;sðT0Þ  pgas ð9Þ
The regression slope corresponds to the respective self-
broadening coefficient c0L;s, the intercept should ideally be zero. In
order to cope with offsets caused by the pressure measurement
or by residual broadening caused, e.g., by instrumental broadening,
we fitted y = ax + b instead of y = ax as in Eq. (9). For the conducted
linear regressions all pressure levels (53–1019 hPa) were taken
into account. The linear regressions matched the observed values
well as it is shown for nine representative J in the upper panel of
Fig. 7. The residuals between measured width and the line fit –
which indicate how well the model describes our measurements
– were averaged over all J for each pressure level. These averaged
relative residuals (lower panel in Fig. 7) are always less than
0.25%. The larger standard deviation at lower pressure reflects
the S/N reduction at these conditions. The higher values at higher
pressure might indicate increased deviations by speed dependent
effects [33] or line mixing [34]. This could also be the reason for
the visible curvature in the relative residual vs. pressure relation-
ship. The averaged intercept (b) over all J was 2.16 ⁄ 104 cm1.
This is about a tenth of the nominal resolution of the spec-
trometer. The respective standard deviation of the intercept was
6.1 ⁄ 105 cm1 reflecting quite constant conditions.
Additional contribution by not correcting for the ILS to the self-
broadening coefficient uncertainty was estimated adopting the
procedure described in Section 3.1. The resulting relative offsets
to the Lorentzian widths ranged from 1.3 ⁄ 102% (1019 hPa, low-
est J) to 1.5% (53 hPa, highest J). The average relative offset over
all J and selected pressures was 0.4% with a standard deviation of
Table 3
Measured self-shift coefficients d0s of this study compared to the constant shift value by Toth [19]. The coefficients are given with their expanded (k = 2) absolute U d
0
s
 
and relative U d0s
 	
d0s uncertainties. In the last column, the relative
((measured-reference)/reference) deviations of the measured values to Toth’s constant value Drel d0s
 
are quantified.
m d0s ð296 KÞ (103 cm1/atm) U d0s
 
(103 cm1/atm) U d0s
 .
d0s (%) d
0
s ð296 KÞ (103 cm1/atm) U d0s
 
(103 cm1/atm) U d0s
 .
d0s (%) Drelðd
0
s Þ (%)
J + 1 This study This study This study Toth [19] Toth [19] Toth [19] This study – Toth [19]
1 2.45 0.87 36 1.5 1.2 80 63
2 2.28 0.53 23 1.5 1.2 80 52
3 2.57 0.46 18 1.5 1.2 80 71
4 2.78 0.41 15 1.5 1.2 80 85
5 2.93 0.41 14 1.5 1.2 80 95
6 2.99 0.36 12 1.5 1.2 80 99
7 3.23 0.36 11 1.5 1.2 80 116
8 3.28 0.34 10 1.5 1.2 80 119
9 3.43 0.33 10 1.5 1.2 80 129
10 3.44 0.33 10 1.5 1.2 80 130
11 3.59 0.33 9 1.5 1.2 80 140
12 3.72 0.33 9 1.5 1.2 80 148
13 3.84 0.32 8 1.5 1.2 80 156
14 3.97 0.33 8 1.5 1.2 80 165
15 3.99 0.32 8 1.5 1.2 80 166
16 4.14 0.33 8 1.5 1.2 80 176
17 4.26 0.33 8 1.5 1.2 80 184
18 4.35 0.35 8 1.5 1.2 80 190
19 4.50 0.36 8 1.5 1.2 80 200
20 4.61 0.33 7 1.5 1.2 80 207
21 4.71 0.34 7 1.5 1.2 80 214
22 4.83 0.33 7 1.5 1.2 80 222
23 4.95 0.35 7 1.5 1.2 80 230
24 4.98 0.35 7 1.5 1.2 80 232
25 5.05 0.39 8 1.5 1.2 80 237
26 5.17 0.35 7 1.5 1.2 80 245
27 5.17 0.35 7 1.5 1.2 80 245
28 5.23 0.36 7 1.5 1.2 80 249
29 5.25 0.37 7 1.5 1.2 80 250
30 5.43 0.42 8 1.5 1.2 80 262
31 5.48 0.37 7 1.5 1.2 80 265
32 5.61 0.38 7 1.5 1.2 80 274
33 5.67 0.35 6 1.5 1.2 80 278
34 5.66 0.37 6 1.5 1.2 80 277
35 5.77 0.48 8 1.5 1.2 80 285
36 5.75 0.42 7 1.5 1.2 80 283
37 5.84 0.38 7 1.5 1.2 80 289
38 5.97 0.44 7 1.5 1.2 80 298
39 6.04 0.37 6 1.5 1.2 80 303
40 6.27 0.52 8 1.5 1.2 80 318
41 6.41 0.45 7 1.5 1.2 80 327
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Fig. 8. Upper panel: Comparison of our measured self-shift coefficients with Toth [19]. Our results are shown with expanded uncertainties (k = 2). Lower panel: Relative
deviation ((measured-reference)/reference) of measured self-shift coefficients to the constant self-shift value obtained by Toth [19]. The average expanded uncertainties and
the average relative deviation (both: average) over the transitions R0e–R40e as well as their corresponding standard deviations (both: std. dev.) are given in the upper and
lower panel, respectively.
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Without the ILS contribution the GLRs yielded self-broadening
coefficients typically by less than 5 ⁄ 102% smaller than with ILS
contribution. These systematic offsets caused by the ILS were taken
as an additional – J-independent – contribution to the self-
broadening coefficient uncertainty. For our special configuration
and target molecule we can afford not to correct for the ILS-
broadening, given the advantage of simpler data processing.4. Discussion
4.1. Self-shift coefficients
The fitted line positions (as described in Section 3.1) served in
Section 3.2 for the determination of self-shift coefficients in the
R-branch of the 14N216O 0002-0000-band at 296 K. Table 3 lists
our results. Toth reported a single value of 0.0015 cm1 for all
rovibrational transitions [19]. Depending on J, we hence fixed
relative discrepancies from 51.9% to 327.2%.
Fig. 8 depicts Toth’s and our results. Only m = 1–6 agree within
the given uncertainties. For m = 7–41 no agreement is obtained.
We clearly find a strong J dependence of d0s while Toth assumed
constant pressure shifts due to the large uncertainties of his mea-
surements. Nevertheless, he supposed that d0s should increase for
higher m [19]. This assumption is confirmed experimentally here
by our high-resolution measurements, which show a clear rota-
tional dependence of d0s . Recently, Loos et al. [35] also obtained a
distinct rotational dependence of air-shift coefficients for the
14N216O 0001–0000 band at 4.5 lm.
Toth did not report how he derived the uncertainty value of
0.006 cm1 [19] – which corresponds to a relative uncertainty of
40%. For our comparison, we assumed his value to be the standard
uncertainty. In contrast, our self-shift uncertainties result from
metrologically defined uncertainties of the traced back pressures
and temperatures, which were determined according to the GUM
[25]. Uncertainty contributions from fit and instrumental broaden-
ing are also included. The expanded uncertainties (k = 2) reportedby us are about 2–13 times lower than the k = 2 values from Toth’s
study [19].
4.2. Vacuum line positions
The ordinate intercepts from the linear regression in Section 3.2
indicate the vacuum line positions of the respective R-branch tran-
sitions. These extracted vacuum positions were corrected using a
wavenumber axis calibration factor of (1 + 3.83 ⁄ 107) ±
0.74 ⁄ 107 and an axis offset of 5.4 ⁄ 104 ± 1.6 ⁄ 104 with
k = 2, respectively. These calibration parameters were determined
from CO vacuum positions in the 2–0-band (lines P18–R19) at
2.35 lm measured by us with the same cell, resolution and
aperture. The details will be published in a separate paper. The
reference frequencies are taken from heterodyne measurements
by Pollock et al. [36]. This ~m-axis scale change also has a minute
relative effect on the Lorentzian width. These are changed by
(3.83 ± 0.74) ⁄ 105%, which is negligible for our resolution.
Table 4 compares our measured vacuum positions with a line
parameter list generated by Toth [18]. The HITRAN 2012 [17] vac-
uum positions for the 0002-0000-band arise from this line param-
eter list by Toth. In [18], Toth reported an average position
uncertainty of 6 ⁄ 105 cm1, which we interpreted as standard
uncertainty of his vacuum positions. The listed vacuum positions
originate from his previous study [37] and were calculated using
a semi-empirical fourth order polynomial approximation for rota-
tional energies in combination with measured transition
wavenumbers. The comparison of our study with Toth’s line list
reveals a relative position deviation of 6.8 ⁄ 106 to 9.8 ⁄ 106%.
This deviation increases slightly with quantum number m.
The lower panel in Fig. 9 shows the relative deviations between
both datasets. The average deviation over the transitions with
m = 1–41 is 3.6 ⁄ 104 cm1 or 8.1 ⁄ 108 relative with associated
standard deviations of 0.3 ⁄ 104 cm1 and 0.7 ⁄ 108, respectively.
To determine a conversion factor for the vacuum positions
between both studies, a linear regression to our measured vacuum
positions with respect to the positions generated by Toth [18]
was performed. The upper panel of Fig. 9 shows the regression line
Table 4
Our measured vacuum line positions ~m0ð0Þ compared to the positions by Toth [18] along with their expanded (k = 2) absolute U ~m0ð0Þð Þ and relative U ~m0ð0Þð Þ=~m0ð0Þ uncertainties.
The relative ((measured-reference)/reference) deviations between our positions and Toth’s positions Drel ~m0ð0Þð Þ are given in the last column.
m ~m0ð0Þ (cm1) U ~m0ð0Þð Þ (cm1) U ~m0ð0Þð Þ=~m0ð0Þ (%) ~m0ð0Þ (cm1) U ~m0ð0Þð Þ (cm1) U ~m0ð0Þð Þ=~m0ð0Þ (%) Drel ~m0ð0Þð Þ (%)
J + 1 This study This study This study Toth [18] Toth [18] Toth [18] This study – Toth [18]
1 4418.20226 0.00011 2.46E06 4418.20196 0.00006 2.72E06 6.77E06
2 4419.01265 0.00006 1.46E06 4419.01234 0.00006 2.72E06 6.99E06
3 4419.80919 0.00005 1.22E06 4419.80888 0.00006 2.72E06 6.91E06
4 4420.59191 0.00005 1.11E06 4420.59159 0.00006 2.71E06 7.25E06
5 4421.36077 0.00005 1.09E06 4421.36046 0.00006 2.71E06 7.01E06
6 4422.11581 0.00004 1.00E06 4422.11549 0.00006 2.71E06 7.21E06
7 4422.85701 0.00004 9.97E07 4422.85668 0.00006 2.71E06 7.49E06
8 4423.58434 0.00004 9.61E07 4423.58401 0.00006 2.71E06 7.42E06
9 4424.29783 0.00004 9.51E07 4424.29749 0.00006 2.71E06 7.73E06
10 4424.99743 0.00004 9.49E07 4424.99711 0.00006 2.71E06 7.29E06
11 4425.68321 0.00004 9.48E07 4425.68287 0.00006 2.71E06 7.69E06
12 4426.35510 0.00004 9.38E07 4426.35476 0.00006 2.71E06 7.64E06
13 4427.01312 0.00004 9.30E07 4427.01278 0.00006 2.71E06 7.61E06
14 4427.65728 0.00004 9.42E07 4427.65693 0.00006 2.71E06 7.87E06
15 4428.28754 0.00004 9.25E07 4428.28720 0.00006 2.71E06 7.64E06
16 4428.90393 0.00004 9.35E07 4428.90358 0.00006 2.71E06 7.81E06
17 4429.50644 0.00004 9.42E07 4429.50609 0.00006 2.71E06 8.08E06
18 4430.09505 0.00004 9.64E07 4430.09470 0.00006 2.71E06 7.89E06
19 4430.66978 0.00004 9.95E07 4430.66942 0.00006 2.71E06 8.18E06
20 4431.23061 0.00004 9.33E07 4431.23024 0.00006 2.71E06 8.17E06
21 4431.77753 0.00004 9.56E07 4431.77717 0.00006 2.71E06 8.24E06
22 4432.31055 0.00004 9.40E07 4432.31019 0.00006 2.71E06 8.19E06
23 4432.82967 0.00004 9.68E07 4432.82930 0.00006 2.71E06 8.47E06
24 4433.33486 0.00004 9.84E07 4433.33450 0.00006 2.71E06 8.26E06
25 4433.82615 0.00005 1.02E06 4433.82578 0.00006 2.71E06 8.35E06
26 4434.30354 0.00004 9.81E07 4434.30315 0.00006 2.71E06 8.71E06
27 4434.76697 0.00004 9.63E07 4434.76660 0.00006 2.71E06 8.43E06
28 4435.21649 0.00004 9.81E07 4435.21612 0.00006 2.71E06 8.49E06
29 4435.65208 0.00004 1.00E06 4435.65171 0.00006 2.71E06 8.44E06
30 4436.07375 0.00005 1.10E06 4436.07337 0.00006 2.71E06 8.71E06
31 4436.48146 0.00005 1.03E06 4436.48109 0.00006 2.70E06 8.34E06
32 4436.87527 0.00005 1.03E06 4436.87488 0.00006 2.70E06 8.79E06
33 4437.25511 0.00004 1.00E06 4437.25472 0.00006 2.70E06 8.76E06
34 4437.62099 0.00005 1.03E06 4437.62062 0.00006 2.70E06 8.40E06
35 4437.97296 0.00006 1.24E06 4437.97257 0.00006 2.70E06 8.85E06
36 4438.31096 0.00005 1.13E06 4438.31057 0.00006 2.70E06 8.89E06
37 4438.63499 0.00005 1.11E06 4438.63461 0.00006 2.70E06 8.57E06
38 4438.94509 0.00005 1.23E06 4438.94469 0.00006 2.70E06 8.97E06
39 4439.24121 0.00005 1.16E06 4439.24081 0.00006 2.70E06 8.88E06
40 4439.52339 0.00006 1.42E06 4439.52297 0.00006 2.70E06 9.30E06
41 4439.79160 0.00006 1.36E06 4439.79116 0.00006 2.70E06 9.80E06
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0.4 ⁄ 106 (k = 2) implies a compression of our wavenumber axis
in comparison to that of Toth.
The deviations depicted in Table 4 and Fig. 9 are somehow lar-
ger than the sum of the respective vacuum position uncertainties,
although according to reference [37], Toth corrected his obtained
vacuum positions using the same heterodyne frequency measure-
ments from Pollock et al. [36]. However, he used an own former
FTS study [38], which itself is based on several vacuum position
measurements (see references therein), for axis calibration result-
ing in different calibration parameters. Furthermore, he did not
account properly for the J-dependent self-shift contributions in
his study as it is described in Section 4.1. The latter causes a max-
imum relative offset of 1.5 ⁄ 109 in the observed vacuum posi-
tions for the maximum difference in the observed self-shift
coefficients between our results and Toth’s data [19]. This is the
case for the R40e line (Section 4.1). Generally, there are no N2O
reference positions reported for the R0e–R40e region of the
0002-0000-band with proper accounting for self-shift contribu-
tions we are aware of, since self-shift coefficients have not been
measured in this band before, as it was already mentioned in Sec-
tion 1. Hence, the advantage of our vacuum position values is the
consideration of self-shift coefficients directly measured in this
band.4.3. Self-broadening coefficients
The self-broadening coefficients for the 14N216O 0002-0000-
band R-branch were determined for 296 K. Their values are listed
in Table 5. The results are compared with the coefficients deter-
mined by Toth through his interpolation model over measured
neighboring vibrational states [19] in the 1800–2360 cm1 spectral
range. This comparison reveals that for the main part of the
coefficients obtained in our study, namely the quantum numbers
m = 4–41, the averaged deviation between our measured self-
broadening coefficients and Toth’s interpolation model is 1.0%with
a standard deviation of 0.8%. For the three lowest quantum numbers
m = 1–3, it increases from 4.5% for m = 3 up to 7.6% for m = 1.
A comparison of the obtained coefficients with Toth’s self-
broadening data [19] is given in Fig. 10. Its upper panel illustrates
a good agreement of our measured self-broadening coefficients
with his values within the estimated uncertainties for the range
of quantum numbers m = 4–41. This consistency of the compared
results produced by different approaches – direct measurements
and interpolation using neighboring vibrational bands – proves
both the quality of our measured self-broadening data and the
interpolation model as a good approximation for quantum num-
bers m = 4–41 in the 0002-0000-overtone band, if no direct high-
resolution measurements are available.
Fig. 9. Upper panel: Linear regression of vacuum line positions measured in this study with respect to positions by Toth [18]. Lower panel: Relative deviation ((measured-
reference)/reference) of measured vacuum line positions to values obtained by Toth [18]. The linear regression results (slope and intercept), the average expanded
uncertainties and the average relative deviation (both: average) over the transitions R0e–R40e as well as their corresponding standard deviations (both: std. dev.) are given in
the upper and lower panel, respectively.
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in Table 5, the coefficients form = 1–3 disagree and do not coincide
within the uncertainties of both studies. On the one hand, we can-
not rule out the possibility that our fit model was not sufficient for
their appropriate modeling at some pressure levels, so that the
associated fit uncertainties for Lorentzian widths could possibly
be higher. Note in this context that the signal-to-noise ratios for
these transitions are within the lowest of the analyzed lines –
about 120–170 over the measured pressure range for the weakest
analyzed line R0e. However, studying the fits conducted and their
residuals in this spectral region at all fitted pressure levels, we
could not observe evidence in form of fit outliers for this attempt
to explain the significant difference.
One the other hand one also have to point out that there is a
lack of detailed information about the fit quality in Toth’s study
[19]. Consequently, one could attribute this large difference for
the three self-broadening coefficients also to a non-sufficient fit
model in the spectral region of such small quantum numbers in
his study. According to Table 2 in Reference [19], only the rovibra-
tional bands 1110(e)-0000 and 0400-0000 served as self-
broadening coefficient sources for m = 1–3 transitions of 14N216O
in the interpolation model.
Here it is important to note that the standard uncertainty of
Toth’s broadening coefficientswas assumedbyus to be the standard
deviation of the averaged self-broadening coefficients (1.5%) he
reported [19]. We presumed this, because this is the only quantita-
tive information given in his work somehow describing the quality
of the resulting self-broadening data for the 14N216O isotopologue,
whether in a non-metrological way. In contrast, our uncertainty
estimation contains fit uncertainties of the Lorentzian widths, an
inspection of ILS contribution and thewavenumber axis calibration,
but also pressure and temperature uncertainty contributions
derived according to well-defined metrological procedure defined
in the GUM [25]. In respect thereof, it is worthwhile tomention that
the uncertainties (k = 2) estimated by us, which span a range from
0.2% to 0.6%, are 5–14 times smaller than the analogue uncertainty
of 3.0% for all transitions we estimated from the information avail-
able for Toth’s interpolation method [19]. Regarding these facts onthe respective uncertainties, it seems possible that the uncertainties
for Toth’s interpolated self-broadening parameters are too low for
the case of transitions m = 1–3 in the R-branch of the 0002-0000
band and the interpolation model might not be valid here. Further
studies are needed to examine and resolve these discrepancies.
As depicted in the lower panel of Fig. 10, the average deviation
over all studied transitions (m = 1–41) between our measurements
and Toth’s interpolated broadening parameters [19] is 1.4% and the
corresponding standard deviation is 1.5%. If we consider only the
values with m = 4–41, the J-averaged difference amounts to 1.0%
with an approximately 50% lower standard deviation of 0.8%. Pos-
sible causes for this offset could be: (1) Imprecise pressure or (2)
temperature measurements, (3) concentration errors due to leak-
age into the absorption cell, (4) inadequate baseline correction in
the spectrum, (5) influence of the instrumental-line-shape function
or (6) use of inadequate line shape models. The latter can be ruled
out, since in both studies the Voigt-line profile was used [19]. No
details are given regarding the deconvolution of spectra with the
ILS function or the baseline fit in Toth’s study. However, as already
elucidated in Section 3.3, the ILS function of our FTS negligibly
affects the measured self-broadening coefficients. This is probably
not the case for mid-resolution spectra of 0.011 cm1 in Toth’s
study [19]. In addition, leakage of ambient air into the cell can be
ruled out as source for our measurements, because its maximum
possible contribution – which would be at 53 hPa – over the mea-
surement time was about 0.014 hPa, as calculated from the deter-
mined leakage rate. This corresponds to a maximum amount
fraction change of about 2.6 ⁄ 102% for this pressure level. At
higher pressure levels the change is even smaller, so that this error
source can be neglected in our case. In contrast, no information
regarding leakage is reported in Toth’s study [19].
Further differences between the studies regarding the possible
sources of error mentioned above are the pressure and tempera-
ture measurement. The sample pressures measured in our study
are traced back to the SI-units with an uncertainty assessment
according to the GUM [25]. In contrast to this, the sample pressures
reported by Toth were not traced back. His uncertainty estimation
of 0.5% is based on calibrations against standard devices [19]. Thus,
Table 5
Measured self-broadening coefficients c0L;s of this study compared to the interpolation model of Toth [19]. The coefficients are given with their expanded (k = 2) absolute U c0L;s
 
and relative U c0L;s
 .
c0L;s uncertainties. In the last column,
the relative ((measured-reference)/reference) deviations of our measured values to Toth’s interpolation values Drel c0L;s
 
are quantified.
m c0L;sð296 KÞ (102 cm1/atm) U c0L;s
 
(102 cm1/atm) U c0L;s
 .
c0L;s (%) c
0
L;sð296 KÞ (102 cm1/atm) U c0L;s
 
(102 cm1/atm) U c0L;s
 .
c0L;s (%) Drel c
0
L;s
 
(%)
J + 1 This study This study This study Toth [19] Toth [19] Toth [19] This study – Toth [19]
1 11.739 0.070 0.60 12.700 0.381 3 7.6
2 11.491 0.038 0.33 12.110 0.363 3 5.1
3 11.362 0.030 0.26 11.900 0.357 3 4.5
4 11.244 0.026 0.23 11.570 0.347 3 2.8
5 11.137 0.024 0.22 11.390 0.342 3 2.2
6 11.020 0.023 0.21 11.260 0.338 3 2.1
7 10.892 0.022 0.21 11.120 0.334 3 2.0
8 10.784 0.022 0.20 10.990 0.330 3 1.9
9 10.654 0.021 0.20 10.800 0.324 3 1.4
10 10.542 0.021 0.20 10.690 0.321 3 1.4
11 10.448 0.021 0.20 10.500 0.315 3 0.5
12 10.339 0.020 0.20 10.410 0.312 3 0.7
13 10.239 0.020 0.20 10.390 0.312 3 1.5
14 10.138 0.020 0.20 10.290 0.309 3 1.5
15 10.054 0.020 0.20 10.200 0.306 3 1.4
16 9.962 0.020 0.20 10.090 0.303 3 1.3
17 9.878 0.019 0.20 9.930 0.298 3 0.5
18 9.792 0.019 0.20 9.870 0.296 3 0.8
19 9.722 0.019 0.20 9.810 0.294 3 0.9
20 9.641 0.019 0.20 9.740 0.292 3 1.0
21 9.565 0.019 0.20 9.650 0.290 3 0.9
22 9.494 0.019 0.20 9.610 0.288 3 1.2
23 9.413 0.019 0.20 9.540 0.286 3 1.3
24 9.341 0.019 0.20 9.440 0.283 3 1.1
25 9.267 0.019 0.20 9.430 0.283 3 1.7
26 9.191 0.019 0.20 9.390 0.282 3 2.1
27 9.128 0.019 0.20 9.230 0.277 3 1.1
28 9.056 0.019 0.21 9.170 0.275 3 1.2
29 8.986 0.019 0.21 9.090 0.273 3 1.1
30 8.913 0.019 0.21 8.970 0.269 3 0.6
31 8.837 0.019 0.22 8.930 0.268 3 1.0
32 8.775 0.020 0.22 8.760 0.263 3 0.2
33 8.689 0.020 0.23 8.650 0.260 3 0.5
34 8.620 0.021 0.24 8.600 0.258 3 0.2
35 8.555 0.022 0.25 8.630 0.259 3 0.9
36 8.494 0.023 0.27 8.510 0.255 3 0.2
37 8.427 0.024 0.29 8.450 0.254 3 0.3
38 8.355 0.026 0.31 8.320 0.250 3 0.4
39 8.308 0.028 0.34 8.300 0.249 3 0.1
40 8.264 0.031 0.38 8.250 0.248 3 0.2
41 8.160 0.035 0.43 8.230 0.247 3 0.8
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Fig. 10. Upper panel: Comparison of our measured self-broadening coefficients with the interpolation of Toth [19] illustrated as function of the quantum number m. Our
results are shown with expanded uncertainties (k = 2). Lower panel: Relative deviations ((measured-reference)/reference) of measured self-broadening coefficients to values
obtained by Toth [19]. The average expanded uncertainties and the average relative deviations (both: average) as well as their corresponding standard deviations (both: std.
dev.) are given in the upper and lower panel, respectively.
V. Werwein et al. / Journal of Molecular Spectroscopy 323 (2016) 28–42 41a possible deviation of one gauge or deviations of all gauges in dif-
ferent directions, utilized by Toth, could cause offsets in the self-
broadening coefficients determined.
This also holds for our temperature sensor, which was validated
against a PTB reference device, which was calibrated for measure-
ments of SI-traceable data. Here, the associated temperature
uncertainties were also derived according to the GUM [25]. In
Toth’s study, again, the sample temperatures were not traced back
to the SI-units. It is also unclear, whether Toth’s thermistor perfor-
mance was validated against a traced back metrological sensor.
Concerning temperature uncertainties, no details at all were given
in reference [19], so that we assume that these were not estimated
in a metrological way. Toth reported a temperature uncertainty of
0.5 K for his thermistors [19]. The thermistor or precision class
however, was again not specified. For his samples, he reported a
temperature of 296 K. If we assume, for example, that the associ-
ated uncertainty estimation of 0.5 K was sufficient, then, by apply-
ing the power model for temperature dependence of Lorentzian
widths as given in Eq. (8), a sample temperature deviation of
0.5 K causes an offset of up to 0.17% in the measured Lorentzian
widths. Performing a linear regression, such offsets in Lorentzian
widths can even enhance the resulting offset in broadening-
coefficients, if the real sample temperature drifts in different direc-
tions for different pressure levels. Another aspect is that in our
study the PT100 sensors were directly measuring the gas and the
cell body temperature (see Section 2), whereby the cell sensors
were tested to have a good thermal contact. In Section 2 the
description of a procedure for accounting temperature inhomo-
geneity along the absorption cell is given. In contrast, all thermis-
tors in Toth’s study were attached just to the cell walls [19]. The
latter might be a source of additional offsets not accounted for
by him, if temperature gradients, which were not sufficiently
accounted for, along the cell were present. Therefore, higher sam-
ple temperature deviations from 296 K than the given uncertainty
of 0.5 K and hence offsets in the resulting self-broadening coeffi-
cients cannot be ruled out for Toth’s description in reference [19].5. Conclusions
To summarize, in our study we presented the first high-
resolution measurements of self-broadening coefficients for the
14N216O 0002-0000-band R-branch lines R0e–R40e. A comparison
to the existing literature values, which were determined by Toth
[19] by an interpolation procedure between vibrational bands,
was carried out. Our results experimentally confirmed Toth’s
interpolation model as an appropriate approximation for the
self-broadening coefficients of the lines R3e–R40e within the
expanded relative uncertainties (k = 2) of 3% deduced by us for
his data – unless accurate high-resolution measurements are
available. A J-averaged systematic offset in the coefficients of
1.0% for the mentioned transitions R3e–R40e might be attributed
to possible ILS and leakage contributions as well as to inaccurate
pressure and temperature determination in Toth’s study com-
pared to our metrologically validated temperature values and
pressure data traced back to the SI-units. In comparison to Toth
(67–672 hPa) the analyzed pressure range of the gas samples
was extended to 53–1019 hPa in our study. The J-averaged rela-
tive uncertainty (k = 2) over all 41 analyzed lines obtained in pre-
sent study is 0.3% with a standard deviation of 0.1%. Thus, the
relative uncertainties could be reduced by a factor of 5–14 in
comparison to Toth’s study [19], this time justified by a well-
defined uncertainty assessment.
For the same band, we also measured rotationally resolved
pressure-induced self-shift coefficients for the first time. In con-
trast to the constant value for all rovibrational transitions reported
by Toth [19], which was – to the best of our knowledge – the sole
available experimental work on N2O self-shift coefficients using a
broadband optical setup, our high-resolution measurements
revealed a strong rotational dependence of the pressure shift. With
a J-averaged relative uncertainty (k = 2) of 9.5% and a standard
deviation of 5.3% we could significantly reduce the uncertainty of
80%, which was deduced by us for Toth’s data using the informa-
tion given in his work.
42 V. Werwein et al. / Journal of Molecular Spectroscopy 323 (2016) 28–42Furthermore, we reported vacuum line positions for the 41 ana-
lyzed lines with a J-averaged relative uncertainty (k = 2) of
1.1 ⁄ 108 and a standard deviation of 0.3 ⁄ 108. To the best of
our knowledge, these are the first broadband setup measurements
of vacuum positions for the 0002-0000-band with an appropriate
accounting for self-shift contributions.
All parameters were generated for use in modeling calculations
with Voigt-line profiles. Our results should remove limitations
caused by lack of direct measurement in this spectral window of
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