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Abstract 
 
Maritime transportation is amongst the most popular modes of transport due to its cost 
effectiveness & efficiency, overall safety and relatively environmentally friendly operations. 
This trend is expected to increase with the number of global fleet of vessels forecasted to 
continue increasing. However, exhaust emissions from ships are one of the major sources of 
air pollutants. Unlike land-based transportation, which is strictly governed by stringent 
environmental rules and regulations, the shipping environmental regulators are still 
continuously amending their legislation with regards to emissions. 
While it is evident that shipping emissions are of concern globally, the global effects tend 
to be more dispersed and it is difficult to be attributed to the original sources. Continued 
implementation of the amendments to the MARPOL Convention Annex VI regulations is an 
attempt to reduce emissions on a global scale. In-port emissions account for a relatively small 
proportion of the total emissions due to shipping, yet they have some of the most significant 
health impacts on the surrounding population. It is commonly known that these emissions are 
linked to cardiopulmonary and cancer related health problems, with an estimated number of 
deaths due to sulphur oxides (SOx) emissions from shipping alone during 2012 of 
approximately 87,000 worldwide. Regulated pollutants including SOx, nitrogen oxides (NOx), 
particulate matter (PM) and the hundreds of other constituents of exhaust emissions generated 
by the combustion of fuels depend on the quality of the fuel and the characteristics of 
combustion. 
To examine these risk and the potential benefits of control measures, ship exhaust 
emissions need to be quantified. However, precise measurement and collection of emission 
data is challenging due to factors such as diversity of engine types and configurations, various 
operation modes, ship mobility, etc. Several approaches to estimate shipping emissions have 
been developed. One such solution is online computer-based monitoring of shipping pollution, 
which utilizes measurement system as part of the fixed ship equipment. Online monitoring 
mechanisms provide data over an extended period, but it is costly in time, assets, and well-
trained human resources. On top, the measurement results are with low precision and 
sometimes unreliable. Therefore, there is a need to consider more on-board measurements that 
will enhance the accuracy of emission prediction models. 
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Following the above, the objective of this thesis is to contribute to green and sustainable 
shipping operations by developing empirical-based models to better predict and assess the 
environmental impacts of shipping emissions. Although the methodologies developed in this 
PhD research have general applicability, the focus of experimental work was in Australian 
Ports due to their accessibility. 
For the experimental work we collaborated with fellow researchers from Queensland 
University of Technology - Australia (QUT) and Maine Maritime Academy - USA (MMA) to 
develop in-vessel emission measurement systems. The measurements were taken in October 
and November of 2015 on two large cargo ships at the Ports of Brisbane, Gladstone, and 
Newcastle. The first on-board measurement was performed on CSL vessel I (to ensure 
confidentially the identity of ship is suppressed) from 26th to 31st of October 2015 when the 
vessel was en route from Port of Brisbane to Port of Gladstone. The second measurement was 
conducted on CSL vessel II from 3rd to 6th of November 2015 on a voyage from Gladstone to 
Sydney. All measurements were carried out on both the main and auxiliary engines of both 
ships for three ship operating conditions: at berth, while manoeuvring, and while cruising. Data 
from on-board measurements and laboratory analysis was used to develop a model for emission 
factor estimation for ships operating in different conditions. 
Because the utilization of inbuilt measurements proves to be difficult, time-consuming 
and resource-demanding as well as restricted by limitations, it is difficult to convince ship-
owners to purchase and install recommended measurement devices. Therefore, emission 
inventories are utilized, which are mathematical models to estimate emissions discharged into 
the atmosphere. This research presents a comprehensive study to identify vessel-specific 
inventory families predicting the primary emissions from ocean-going vessels when at berth, 
while maneuvering and while cruising.  
The effectiveness of emission factors applied in current inventories, however, needs to 
be evaluated, because of their general over- or under-estimations. There is also a need to 
develop the models to predict the emissions considering different environmental and 
operational factors more preciously.  Therefore, the on-board measurement data acquired in 
this study were utilized to develop new sets of emission factor equations for emission inventory 
considering different main engine types for at-sea and in-port operations. To this end, non-
linear regression analysis was used to develop the new models and the results were statistically 
4 
 
 
compared with the conventional models applied for emission inventories in shipping 
operations. Our results showed a better prediction of the developed emission quantity than 
current inventories for different engine types during in-port and at-sea activities, with the sum 
of primary emissions coming closest to the actual sea emission calculations and to the smallest 
standard values. This study also created a generalized rational algorithm to rank inventory 
families based on the precision of their predictions for a given operational mode of a specific 
vessel. The implications of this study, together with the developed algorithm to rank inventory 
families, were applied to offer a novel future policy for cost-effective and reliable emission 
estimation caused by shipping operations. 
The emissions from vessels utilizing heavy fuel oil include large amounts of NOx, SOx 
and PM, presenting significant health risk to people living near ports. Atmospheric dispersion 
modelling can be used to predict the ground level concentrations of gaseous pollutants and 
similarly the deposition of PM. While several dispersion models such as AERMOD, 
AUSPLUME and ISCST3 exist, selecting an appropriate model is important to match the size 
and complexity of the domain. Some simple ones like Gaussian-plume models require less 
computational time and resources to run, requiring only simplified meteorological and 
geographic datasets where they approximate plume behavior mathematically incorporating a 
simple description of the dispersion process. This may result in inaccurate results in obtaining 
the final concentrations. To overcome the shortcomings of steady-state Gaussian-plume 
models, we applied a more advanced atmospheric dispersion model (CALPUFF) to assess 
ground-level concentrations. To the best of our knowledge, this is the first comprehensive 
report describing the concentration, distribution and sources of shipping emissions within 
Australian ports. Another point to add is that the health of residents living near ports is most 
likely affected by different shipping activities. Therefore, our study also helped provide 
guidance on the minimum distances between emission sources and urbanized areas (homes, 
schools, and businesses) needed to safeguard human health, through health impact risk 
assessment. 
Lastly, to develop a baseline measurement of the current state of risk from shipping 
emissions, we developed a complete methodology, based on the Australian Environmental 
Health Risk Assessment Framework to assess the human health risk from shipping emissions, 
applying Downwash algorithm and Near-field modelling as well as the Air-shed areas from 
CALPUFF dispersion modelling results. We discussed carcinogenic and ecological impact 
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assessments in depth. The final risk results are validated against National and European 
guidelines. The results showed no stack tip downwash happening as of the high stack outlet 
velocity and at a low reference wind speed. The results suggested that the dispersion models 
commonly used for regulatory applications generally underestimate the lower ranges of 
pollutant concentrations and overestimate high concentrations in the near field. This study also 
offered a significant contribution to developing a baseline measurement of the current state of 
risk from emissions of the ocean-going vessels visiting the port, and suggested that, given the 
expected development of many Australian ports in the near future, the need for continual 
monitoring of shipping emissions is an essential and necessary area of research. 
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Chapter 1: Introduction to the research project 
 Background and rationale 
Transportation of cargo and crude oil by ships dates back many years and has played a vital 
role especially in transferring oil from the Middle East all over the world (Ducruet and Wang 
2018). Today, maritime transport is still recognized as the most preferred mode of global 
transport for goods transfer (Siddiqui, Verma et al. 2018). Several reasons have contributed to 
its long lasting popularity, including transportation via ship, recognised to be a cost effective 
option in comparison to other modes of transport due to the large payload it can carry (Kruse, 
DeSANTIS et al. 2018). In addition, shipping is also a relatively safe transport option (Chen, 
Zhang et al. 2018) and is regarded as one of the most environmentally friendly modes of 
transportation producing less emissions in comparison to road and rail transport (Chen, Zhang 
et al. 2018). With its current popularity, the number of sea-going vessels are forecasted to grow 
continuously over the years (Unctad 2014).  
With the increase in vessel operations arises the significance of pollution due to shipping 
operations spawned by the tendency to consume low quality fuel oil (Deniz and Kilic 2010). 
Hence, it is vital to track the emissions and understand their potential effect on the surrounding 
environment. However, unlike land-based emissions which are monitored by stringent rules 
and regulations, the shipping sector still lacks reliable approaches to monitor and estimate 
shipping emissions a factor crucial in improving environmental performance (California Air 
Resources Board 2005, Corbett, Winebrake et al. 2007). Shipping operations are known to 
release large amounts of primary pollutants in atmosphere including Carbon Dioxide (CO2), 
Carbon Monoxide (CO), Nitrogen Oxides (NOx), Sulphur Oxides (SOx), Particulate Matters 
(PM) and Volatile Organic Compounds (VOC) (Eyring, Kohler et al. 2005). Concerns have 
been sparked over these shipping emissions that are associated with adverse effects on human 
health and the surrounding environment. For example, NO2 and CO emissions result in flu like 
symptoms, while SOx-emissions cause breathing issues and premature births. Many statistics 
have also revealed asthma cases, heart related diseases and premature deaths (Lu, Brook et al. 
2006, Kim, Hwang et al. 2010). In addition, researchers (Corbett, Winebrake et al. 2007) 
reported lung cancer deaths and heart attacks that have been recorded worldwide due to PM 
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emissions in the port areas of Europe, East Asia and South Asia. Many studies (Kilic and Deniz 
2010, Merk 2014, Moreno-Gutierrez, Calderay et al. 2015) reviewed shipping emissions and 
their impacts based on several methodologies on different scales, namely in different ports and 
countries. Researchers (Corbett and Koehler 2003, Rakopoulos and Giakoumis 2009) reported 
that ocean-going vessels account for 14-31 % global emissions of NOx, 4-9% SOx and 3% CO2 
worldwide. A previous study (Merk 2014) also reported that CO2 from shipping emissions are 
responsible for approximately 2-3% of global emissions which is higher than the amount of 
non-GHG emissions; while SOx and NOx are responsible for 5-10 % and 17-31% respectively. 
A detailed study carried out on shipping emissions (Blasco, Duran-Grados et al. 2014) also 
reported similar results. With the increase in the global fleet of vessels in operation, these 
emissions are forecast to largely increase over the coming years. It is predicted that primary 
emissions will increase about four times with ship numbers tripling by 2050 (Corbett and 
Koehler 2003). Recently, it has also anticipated that CO2 could increase by 50% and 250% of 
the current emissions by the year 2050 (Ristovski, Miljevic et al. 2012). Considering their 
alarming health risks to both the ecological entities and humans residing in the surrounding 
port areas, it is highly important to address the situation and implement solutions that are able 
to consider and measure shipping emissions precisely. Hence, estimating and evaluating the 
shipping emissions has become an increasing concern. 
Currently, several methods for estimating the emissions from ocean going ships exist. Online 
monitoring of ship emissions is one of these methods. It may provide on-board data on a 
continuous real time basis; however, this method suffers from the lack of appropriate 
instrumentation and reliability (Radischat, Sippula et al. 2015). The other approach is ship 
plumes-based measurements, which is an on-board measurement carried out on a specific 
vessel. It provides real time emissions data of the vessel. However, this approach is costly in 
time and human resources, and it is also challenging trying to engage the vessel owners to 
install the necessary measurement instrumentation (Chen, Huey et al. 2005, Cappa, Williams 
et al. 2014). Many previous studies reviewed on-board measurement (LIyods 1990, LIyods 
1995, Cooper, Peterson et al. 1996, Wright 1997, Cooper and Andreasson 1999, Lyyranen, 
Jokiniemi et al. 1999, Skjølsvik, Andersen et al. 2000, Cooper 2001, Endresen, Sorgard et al. 
2003, Sinha, Hobbs et al. 2003, Petzold, Feldpausch et al. 2004, Chen, Huey et al. 2005, 
Kasper, Aufdenblatten et al. 2007, Petzold, Hasselbach et al. 2008). Petzold et al. (Petzold, 
Hasselbach et al. 2008) worked on a 4-stroke engine type, while Kasper et al. (Kasper, 
Aufdenblatten et al. 2007) put the focus on PM emissions of a 2-stroke marine engine type. 
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Lloyds (LIyods 1990, LIyods 1995), and Corbett et al. (Corbett and Koehler 2003) considered 
different emissions in various engine types. Researchers (Cooper, Peterson et al. 1996, Cooper 
2001, Cooper 2003) studied the emissions from the MEs and AEs of ferries. Some studies 
(LIyods 1990, LIyods 1993, Wright 1997, Lyyranen, Jokiniemi et al. 1999, Petzold, Feldpausch 
et al. 2004, Kasper, Aufdenblatten et al. 2007, Petzold, Hasselbach et al. 2008) reported their 
findings on SSD and MSD engines on test rigs. Many factors affect ship emissions such as; 
type of ship, type of engine, operations etc. Most on-board measurement datasets from 
international shipping statistics and global standards tend to ignore shipping emission 
measurements in port, and accordingly inconsistent emission predictions are faced near shore 
(LIyods 1990, LIyods 1993, LIyods 1995, Corbett and Koehler 2003). Hence, more updated 
and detailed on-board measurement emission factors (EF) s in terms of fuel type, fuel 
parameters, regions of study, vessel characteristics, engine specifications, and in-port activities 
need to be considered. Although the methodology is precise due to real-time emission 
measurement, using on-board measurement is not always possible due to time and human resource 
restrictions. It is also challenging to engage vessel owners to install the necessary measurement 
instrumentation (Chen, Huey et al. 2005, Cappa, Williams et al. 2014). 
Therefore, the emission inventories are the most commonly applied method to estimate ship 
emissions (Skjølsvik, Andersen et al. 2000, Endresen, Sorgard et al. 2007, Dalsoren, Eide et 
al. 2009). Numerous considerations are considered in creating these emission inventories, such 
as the region of study, the vessel characteristics, engine specifications, ship modes, etc.  
To advocate for accurate estimation of total emissions due to shipping activities, several 
available methodologies are developed by different researchers. In this study, a total of 13 
inventory methodologies are reviewed which includes; the Tier I-III (named after IMO NOx 
Technical Code) (Trozzi and DeLauretis 2013), the methodology applied by Corbett et al., 
ENTEC (one of the UK's largest environmental and engineering consultancies) (Entec 2007), 
Methodology for calculating Transport Emissions and Energy consumption (MEET) (Auth, 
Tuv et al. 1999), Ship Traffic Emission Assessment Model (STEAM) (Jalkanen, Brink et al. 
2009), Monitoring Programme on Air Pollution from Sea-going Vessels (MOPSEA) 
(Gommers, Verbeeck et al. 2007), International Maritime Organisation (IMO) (IMO 2014), 
Swedish Methodology for Environmental Data (SMED) (Cooper, Gustafsson et al. 2004), 
Emission Registration and Monitoring Shipping (EMS) (Van der Gon, Tno. et al. 2010), US 
Environmental Protection Agency (USEPA) (USEPA 2008), and National Environmental 
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Research Institute (NERI) (Olesen, Winther et al. 2009). These methodologies can be 
summarised and categorised into three groups, namely a full bottom-up approach, a full top-
down approach, or a combination of both, as suggested by Miola et al. (Miola and Ciuffo 2011). 
These approaches are characterised based on the emissions evaluation and the geographical 
characterisation. A full bottom-up approach evaluates the emissions by a single ship, 
considering vessel characteristics (i.e. ship type, building date, engine load and power, specific 
fuel oil consumption) at a specific position (Moreno-Gutierrez, Calderay et al. 2015). This 
approach allows the primary contributors of the emissions to be detected and assessed, thus 
providing a clear understanding of the effects on the primary emissions. Corbett et al., ENTEC, 
STEAM, MOPSEA, NERI, EMS, US EPA, and SMED also fall into this category. On the other 
hand, a fully top-down approach considers the emissions from a more global scale, employing 
generalized factors such as fuel usage statistics of different fuel types and engine types installed 
on specific vessels as indicators of emissions (Miola and Ciuffo 2011). While none of the 
discussed methodologies in this thesis considered a full top-down approach, Tier I-III are top-
down in terms of emission inventory, and bottom-up in terms of geographical distribution. 
Meanwhile MEET and IMO estimate emissions based on a bottom-up emission inventory and 
top-down based on the geographical distribution. Ultimately, each of these methodologies have 
reported a set of emission factors that are used as the key element in the calculation of the 
pollutants emitted for the comparative analysis. Most of these methodologies comprised 
inconsistent factors and assumptions including fuel consumption, navigation areas, ship modes, 
engine and vessel specifications which cause different variability in emission. Hence, it is 
necessary to find the most appropriate emission inventory methodology in terms of considered 
factors and assumptions. 
Whichever approach is adopted, each inventory method predicts a set of emission factors (EF) 
s that will deviate from the experimental measurement values. The main reason for the 
observed discrepancies between the observed and predicted EFs is that most of the inventories 
are developed under specific assumptions that include fuel type, consumption units of fuel, 
ship navigation locations, types of ships, the nature of engines, type of the vessels, etc., which 
in any particular case will be different from the actual one. It is therefore important to develop 
a good-enough emission inventory mechanism that is premised on the factors and assumptions 
which are as close as possible to the actual factors and assumptions for the vessel whose EFs 
are to be predicted. 
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Moreover, utilising the quantified emissions within the area of interest, an atmospheric 
dispersion modelling based on the local meteorological and geographical conditions needs to 
be considered to simulate the dispersion of the engine exhaust emissions within Australian 
Ports. An atmospheric dispersion model mathematically simulates the physics and chemistry 
governing the fate, and transport of pollutants in the atmospheric environment. Dispersion 
models can take many forms from graphs to numerical formulae. These models most normally 
appear in the form of computer algorithms, easy to use interfaces and online help facilities.  
The process of air pollution modelling contains four stages (data input, data processing, data 
output, and data analysis). The accuracy and uncertainty of each stage must be determined and 
evaluated to ensure a reliable assessment of the significance of any potential adverse effects. 
In the data input stage, the effective parameters are background concentration of the pollutant, 
the source data including site description and emission rate, the model options including 
receptor grid, and dispersion parameters, and local topographical features. The data processing 
stage is the type of the selected atmospheric dispersion model, based on the input data and the 
modelling itself. The data output stage is then the prediction of ground level concentrations of 
pollutants. Finally, the data analysis stage deals with the assessment of potential environmental 
and health effects.  
Several dispersion models exist, depending on the size and complexity of the domain and the 
type of pollutant source. The Gaussian-plume models require less computational time and 
resources. These models require only simplified meteorological and geographic datasets. 
Different Gaussian models such as AERMOD, AUSPLUME and ISCST3 were developed and 
validated by different researchers (Cohan, Wu et al. 2011, Zadakbar, Abbassi et al. 2011, 
Abrutyte, Zukauskaite et al. 2014). These approximate plume behaviour mathematically in a 
most straightforward way. The models incorporate a simplistic description of the dispersion 
process; though fundamental assumptions made result in non-accurate reflection of the reality. 
Limitations in Gaussian-plume models may produce not accurate dispersion results for many 
types of sources:  
 Ignoring the real transport time (that may be several hours) by assuming the pollutant 
material is transported instantly to receptors. They do not consider that wind may only 
be blowing at a constant speed.  
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 Inverse dependency of the steady-state plume equation to the wind speed, the models 
fail during low wind speed or calm conditions.  
 Overwriting or ignoring input data below a minimum wind speed set of 0.5 or 1.0 m/s.  
 Overestimating terrain impingement effects during stable conditions in moderate 
terrain areas by not considering turning or rising wind caused by the terrain itself.  
 Considering transport and dispersion conditions uniform long enough across the entire 
modelling domain limits the practical conditions which is rarely truly uniform for the 
material to reach the receptor.  
- Being memory-less when calculating ground-level concentration in each hour limits an 
accurate simulation of inversion break-up in the mornings, fumigation and also diurnal 
recycling of pollutants over cities.  
Most researchers (Bluett, Gimson et al. 2004, NSWEPA 2005, Holmes and Morawska 2006) 
agree that atmospheric modelling of coastal regions provides a challenge due to the complex 
meteorological conditions present at different sites. The ability of simpler Gaussian-plume 
models in these conditions is questionable and suggests the need to use more advanced puff or 
Lagrangian based models.  
Most advanced air pollution models calculate the pollutant concentration downwind of a source 
using the following parameters:  
 Contaminant emission rate;  
 Emission source characteristics;  
 Local topography;  
 Area meteorology;  
 Ambient or background concentrations of pollutant. 
A number of more advanced dispersion models have been developed to overcome the short 
comings of steady-state Gaussian-plume models (Scire, Strimaitis et al. 2000). Lonati et al. 
(Lonati, Cernuschi et al. 2010) demonstrated the adaptability of the CALPUFF model in 
evaluating the impact of the development of a new port in the Mediterranean Sea. Different 
primary pollutants such as NOx, SOx, PM, CO and heavier volatile organic compounds (VOCs) 
were modelled based upon predicted vessel traffic to the port. The vessel traffic was estimated 
based on the forecast total cargo throughput of the port calculated from local industry. The 
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predicted concentrations within the region of interest can be considered as both annual averages 
and daily averages. The data averaged annually is also considered with more weighting 
considering uncertainties in the input data. Moreover, the nature of puff modelling in 
CALPUFF means it is time-dependent and capable of predicting emissions over long ranges 
(> 50km). This also means the model can deal with both complex terrains and meteorological 
conditions, making it suitable for coastal regions and areas of widely varying wind conditions. 
The downside of this is increased input data required. 
Also, regarding the mentioned significant health risk from emissions of OGVs to populations 
surrounding ports as well as damaging the environment, a risk-based framework will be needed 
to be developed to assess the impact of the shipping emissions on human health and ecological 
entities in surrounding environment. This could also assist upgrading decision-making policies 
regarding air pollution monitoring and management.  
Health risk assessment is the process of estimating the potential impact of a chemical, physical, 
microbiological or psychosocial hazard on a given human population or ecological system, 
under a specific set of conditions and within a particular time frame (EnHealth 2012). The 
assessment follows strict common sense and can be applied to a whole series of rules or 
procedures (WHO 2000).  
The current risk assessment methods, however, do not allow actual estimates of low levels of 
exposure to environmental hazards, which means that emissions from international ships 
increasingly focus on proposed regulations in local, national, and international contexts (Bailey 
and Solomon 2004, California Air Resources Board 2006). However, regulatory deliberations 
have not been adequately informed since the extent of the health effects of shipping emissions 
has been unknown. Previous evaluations of regional shipping health impacts focused on 
European or Western United States regions and ignored short- and long-range Southern 
hemispheric pollutant transport (California Air Resources Board 2006), which undermined the 
global impact of shipping in local and regional jurisdictions and does not inform international 
policy-making correctly. Therefore, during the presentation of numerical calculations of risks, 
caution should be taken while assigning strict meaning to the numbers. The accuracy of 
differential risks estimates can be influenced by exposed population and variability in the 
environmental agents, inherent limitations in toxicological data, and the complexity of the 
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exposure conditions. During quantification of some components such as exposure assessment 
and collection of data all uncertainties should be reflected in the risk assessment outcomes.  
There are two types of risk assessment: qualitative and quantitative. Qualitative assessment 
relies on professional judgement; it is simple, rapid and can be very useful. The risk level can 
subsequently be explained either quantitatively or qualitatively (by categorising risks into low, 
medium, and high). The approach utilised in AS/NZS ISO 31000:2009 is the practical guidance 
on risk management (Standards Australia 2009). This study, however, adopts a quantitative 
assessment to calculate risks, which does not rely heavily on judgment. This type of approach 
is more reliable as it takes into account the complexity of the process a lot more than it is 
possible with a qualitative approach (Department of the Environment 2016). The quantitative 
study approach used in the research involves computation of final risk value from the far and 
the near fields’ concentrations i.e. low levels of environmental hazards exposure for the case 
study of the Port of Brisbane. The perspective includes the Gaussian plumes and outcomes 
from CALPUFF dispersion modelling regarding the results from the health impact evaluation, 
short-term and long-term guideline validation assessment, ecological effects, and estimation of 
carcinogenic risks from the diesel particulate. CALPUFF is an advanced dispersion modelling 
used in estimating emissions of long-range transports from an area, point, lines, and volume 
sources. The source-receptor distances range from 50 km to several hundred kilometres. 
CALPUFF can produce hourly files on ambient concentrations for every species in the model 
including extinction coefficient and both dry and wet deposition fluxes. The extinction 
coefficient is associated with visible applications. 
There are three tiers to quantitative risk assessment. The tiered approach provides means for 
assessing an issue under consideration with an appropriate complexity level. Each tier supplies 
an equal degree of health protection. The level of uncertainty decreases with a growth in the 
number of assessment details, and the conceptual comprehension of the site condition is 
refined. As a result, the degree of caution that should be substituted for knowledge in the 
process of risk assessment is reduced.  
 Tier I – it considers a particular amount of data and several guideline values. The 
assessment notes if the risk falls above or below the guideline. In some cases, 
circumstance requires an approach to be formed based on a specific issue or site 
due to the complexity and costs of contemporary environmental health risk. Tier 1, 
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which is the most straightforward perspective, is supposed to be the first screening-
type evaluation of vulnerability utilising the conservative default exposure 
parameter estimate and comparing it to the published health guidelines. A prudent 
or conservative approach means assessing and managing the uncertainties inherent 
in a risk assessment that reduce the likelihood of harm. 
 Tier II – it involves more modelling, extra data, and a deeper understanding of the 
situation and evaluates the risks involved. The approach works in terms of 
calculations and considers parameters and data sets.  
 Tier III – it is significantly more complicated. Studies at this level may take years 
and can involve personal monitors when people observe their exposure to a hazard 
under investigation (EnHealth 2012). Tier III can include a much greater amount of 
detail and be probabilistic such as in Monte Carlo simulations. Tier III evaluations 
are rare, partly due to the tendency of any risk assessment to move gradually from 
tier I but also because if tier I indicates that risk is acceptable, then there is no point 
in moving to tier II.  
 
Tier II and III procedures require the collection of extra data on exposure and a detailed analysis 
and evaluation of data on dose response. These tiers involve computation of dosage on target 
tissues or translating dosages for animals to humans. Most jurisdictions uphold the tier 
approach of assessment for risks, but the correct usage and number of tiers varies.  
A tier II assessment is applied in this study, if concentrations and ship stacks are port-wide, 
and their final calculations are validated with available guidelines. 
Exposure pathways are the processes that take a chemical or another agent into the environment 
from its release point to a situation in which a person becomes exposed. The routes of exposure 
are often reasonably obvious, but there may be some less obvious cases, such as the movement 
of contaminated groundwater or volatile chemicals from contaminated groundwater. The 
development of this process can be beneficial in identifying and quantifying the pathways of 
exposure. The identification of concentrations and their risk to the population around Port of 
Brisbane were carried out regarding existing sensitive receptors. In formulating the scope of 
the problem, the chemicals to focus on and their sources, the pathway that connects the sources 
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and receptors in a risk scenario for engine exhaust shipping emissions (air emissions) is 
inhalation. 
 Problem definition and objectives 
Ship emissions, which include gaseous particles and particulate matter (PM), have negative 
effects on both environmental and public health (Corbett, Winebrake et al. 2007, Blasco, 
Duran-Grados et al. 2014, Mueller, Jakobi et al. 2015, Reda, Schnelle-Kreis et al. 2015). Viana 
et al (Viana, Hammingh et al. 2014) investigated and found that shipping related emissions are 
one of major contributors to global air pollution, especially in coastal areas. They cause an 
increase in the levels and composition of both particulate and gaseous pollutants and the 
formation of new particles in densely-populated regions (Gonzalez, Rodriguez et al. 2011, 
Viana, Hammingh et al. 2014). This is obvious as over 70% of ship emissions may spread 400 
km inland and significantly contribute to air pollution in the vicinity of coastal areas and 
harbors (Eyring, Isaksen et al. 2010). As a result, Corbett et al (Corbett, Winebrake et al. 2007) 
estimated that annually shipping-related PM2.5 emissions are the causes of approximately 
60,000 deaths associated with cardiopulmonary and lung problems around the world. Most 
deaths occur in highly populated and PM concentration areas such as Asia and Europe, and the 
number of annual mortalities were predicted to increase 40% by 2012 (Corbett, Winebrake et 
al. 2007). Moreover, shipping activities significantly contribute to ocean acidification 
(Hassellov, Turner et al. 2013). Therefore, quantitative and qualitative estimation of pollutant 
emissions from ships and their distribution are becoming more significant (Blasco, Duran-
Grados et al. 2014). Another concern relating to shipping transportation is the fuel used. Heavy 
fuel oil (HFO), which contains many impure compositions such as sulphur and metals, are used 
by almost all ships owing to the economic benefit (Mueller, Jakobi et al. 2015). Corbett 
(Corbett and Koehler 2003) has estimated that approximately 80% of fuel consumed by the 
world ship fleet is HFO. This calls for the need of research into ship emission related issues.  
Emissions from ships are regulated by the International Maritime Organisation (IMO) through 
Annex VI of the International Convention for the Prevention of Pollution from Ships – the 
Marine Pollution Convention (MARPOL) (IMO 1997). Continued implementation of the 
amendments to the MARPOL Annex VI is an attempt to reduce ship emissions on a global 
scale (IMO 2008a, IMO 2008b, IMO 2011). Main regulations to limit sulphur content of any 
fuel oil used on board and NOx emissions are being implemented. In European areas, 
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regulations for ship emissions are more stringent than in other places. In particular, from 
January 1st 2010, European directive requires all ships at berth or anchorage in European 
harbours to use fuel oil with sulphur content of less than 0.1% by weight (European Parliament 
2005). However, further regulation should be implemented because the fuel shift to low sulphur 
was insufficient to reduce small-sized PM emissions (Winnes and Fridell 2009). 
This research aims to achieve five main objectives: 
 Demonstrate real time in-vessel continuous emissions measurements of Particulate 
Matter (PM), NOx, SOx, CO2, HC and CO measurements using portable gas 
instrumentation including PM size distributions. 
 Identify the best vessel-specific inventory family to predict primary emissions from 
ocean-going vessels when at berth, while maneuvering and while cruising and create 
generalized rational algorithm to rank inventory families based on the precision of their 
predictions for a given operational mode of a specific vessel 
 Develop more accurate models for emission inventories in shipping operations by 
considering different environmental and operational factors and offer a novel future 
policy for cost-effective and reliable emission estimation caused by shipping. 
 Apply a validated and complex atmospheric dispersion modelling to the quantified data 
to predict the ground-level concentrations of gaseous pollutants and the deposition of 
particulate matter, based on local meteorological and geographical conditions. 
 Develop a risk-based framework to assess the impact of the shipping emission on 
human health considering the local metrological and geographical conditions. 
 
 Methodology 
The methodology utilised to solve the research objectives of this project could be broken down 
into six main phases. 
 
PHASE 1 
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The Measurements of emissions were taken on-board following the procedures 
elaborated in ISO 8178-2:2008 and ISO 8178-1:2006. The on-board emission 
measurement campaign was divided into 4 separate experiments. The first one was to 
measure the NOx, SOx, CO2, and CO emissions from the auxiliary engines when the 
vessels were at berth. The second, third, and fourth experiment were to measure the NOx, 
SOx, CO2, CO, HC, and PM emissions from the ME when the vessels was at berth, 
maneuvering, and cruising respectively. For the main engine experiments the probes of 
the exhaust gas were sampled between the turbocharger and the economizer of the ME. 
To cool the probe for PM measurement, the sample was diluted with air. The rates of the 
samples’ dilution were estimated by comparing the CO2 emission rate in the initial 
sample with, the CO2 emission rate of the diluted sample measured with Sable CA-10 
CO2 monitor. Simultaneously the shaft speed and the actual engine power were measured 
every 5 sec. The specific oil consumption was determined as a quadratic function of the 
engine load factor (the actual engine power measured in % of the maximum continues 
rating of the engine). The average air consumption was assessed as a linear function of 
the load factor. The instantaneous exhaust mass flow rate was assessed as the sum of the 
air consumption with the product of specific oil consumption and engine power. For the 
auxiliary engine experiments, the probes of the exhaust gas were sampled after the 
turbocharger. The measurement equipment was Testo 350 XL only. In this experiment 
HC, and PM were not measured. The shaft sped, engine power, specific oil consumption, 
air consumption and exhaust mass flow rate were obtained as in the main engine 
experiments. 
 
PHASE 2 
The minimal mean absolute deviation criterion was applied to rank the inventory families 
under operational mode of the vessel. The preferences of any decision maker over a 
specific inventory family for a selected operational mode of a given vessel will depend 
only on the deviations of the inventory prediction emissions from the six emissions 
measured in the on-board experiment. The parameters in the terminology of decision 
analysis are called attributes. We then needed to rank those vectors for each of the 
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operational modes of a vessel. We implicitly substituted the missing values with the mean 
of the known absolute deviations (that is with mean absolute deviation).  
We then used the mean absolute deviation criterion to marginalize the stated six-
dimensional preference problem into a one-dimensional ranking problem. Completely 
rational decisions can be obtained if a value function is built, which accurately reflects 
the preferences of the decision making. The function will be additive because the decision 
making holds the mutual preferential independence over the 6 attributes: from two 
inventories, the decision making will prefer the one which has more favorable deviation 
for any attribute, if the rest of the attributes are pair-wise equal. The inventories must be 
then ranked in descending order of the value function. The value function is normalized 
in the closed interval [0; 1] in a sense that it should be 1 if all deviations are 0% (the best-
case scenario) and it should be 0, if all deviations are -100% (the worst-case scenario). 
Alternatively, the decision making may use one and the same function over each attribute 
for each mode, since they all measure the opinion of the decision making regarding the 
precision of predictions. The form of the attribute value functions depends solely on the 
preferences of the decision making. There is not much discussion in literature regarding 
the rational construction of value functions. However, as far as value functions are a 
special case of utility functions under risk, then the techniques for construction of such 
functions may be adopted for the case of value functions.  
The weight coefficients in the value function then measure the importance of each 
pollutant in the overall assessment of preferences over emission inventories. It is only 
natural to expect that pollution levels have different significance depending on the regime 
– pollution close or in ports are causing more direct harm than emissions while at sea, 
while still the pollution is of global importance. There are elaborate methods to elicit the 
weight coefficients, which are nothing else but scaling constants in the utility theory. 
Scaling constants are elicited subjectively, where the decision making must identify the 
probability, which makes him/her indifferent when comparing.  
 
PHASE 3 
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Constructing the value functions, we will then be able to choose which inventory method 
is the best (most preferred) for each operational mode. The following algorithm can be 
utilized to select the best inventory method for a given type of ship operation: 
1. Define the vector of deviations  x x 2NO SO CO CO HC PM, , , , ,       for each 
inventory method (with at least five emission deviations calculated). 
2. Impute missing values in the vector of deviations by replacing them with the mean of 
the known deviations' absolute values. 
3. Construct the attribute value functions  iv .  for the selected type of operation. 
4. Elicit the scaling constants ai for i=1, 2, …, 6 for the selected type of operation. 
5. Construct the value function v as function of six attributes and their scaling constants. 
6. Calculate  v   for each of the deviation vectors from step 1). 
7. Choose the inventory family that has the highest value, calculated in step 6).  
While our algorithm assumes we need at least five calculated deviations (in step 1), this 
requirement may be modified and is prescriptive, not mandatory. If all six deviations are 
calculated, then step 2 of the above algorithms will be obsolete. 
 
 
PHASE 4 
Establishing a methodology to determine an improved new sets of emission factor 
equations through non-linear regression analysis, to help improve emission models and 
inventory calculations for different main and auxiliary engine types for at-sea and in-port 
operations. 
 
PHASE 5 
Applying a complex atmospheric dispersion modelling - CALPUFF based on local 
meteorological and geographical conditions to assess ground-level concentrations at 
receptors surrounding the sources as well as quantifying the dispersion and deposition of 
these emissions, considering their distribution across the local population mass.  
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PHASE 6 
Assessing the risk of these emissions, a methodology has been developed based on 
modifying the Australian Environmental Health Risk Assessment Framework. The 
methodology includes a detailed inventory of in-port and at-sea emissions using an 
activity-based approach applying Downwash and Near-field as well as the Air-shed areas 
from CALPUFF dispersion modelling results for Port of Brisbane in the calendar year 
2013. The final risk values are compared against National and European guidelines. 
Various Health impact assessments as well as carcinogenic and ecological effects are 
discussed in depth. 
 Research novelty 
Particulate, gaseous emissions and volatile organic compounds from ships have attracted 
increasing attention for their potential impacts on air quality (Gaston, Quinn et al. 2013, 
Aksoyoglu, Baltensperger et al. 2016, Marelle, Thomas et al. 2016), climate change (Olivié, 
Cariolle et al. 2012, Liu, Fu et al. 2016), and human health (Brandt, Silver et al. 2013, Broome, 
Cope et al. 2016). Ocean-going cargo vessels contribute significantly to global air pollutant 
emissions from ships, accounting for 84, 88, and 87% of global marine NOx, SOx, and 
PM2.5 emissions, respectively (Johansson, Jalkanen et al. 2017). Measurements of ship 
emission rates for particulate, gaseous components and volatile organic compounds are 
essential for compiling emission inventories and quantifying the impacts of emissions on air 
quality, climate change, and human health. In the last decade, numerous measurement 
campaigns have been conducted to determine emission rates for ocean-going vessels. The 
emission rates measured for regulated pollutants such as SO2 and NOx (Agrawal, Malloy et al. 
2008, Agrawal, Welch et al. 2008, Agrawal, Welch et al. 2010, Khan, Ranganathan et al. 2013) 
are comparable to Lloyds service data (ENTEC UK Limited 2002) and emission estimates from 
the USEPA (USEPA 2009) and CARB (California Air Resources Board 2008). Recent studies 
have also focused on emissions of unregulated chemical compounds (Agrawal, Malloy et al. 
2008, Agrawal, Welch et al. 2008, Moldanova, Fridell et al. 2013); correlations between such 
compounds and various fuel types (Jayaram, Agrawal et al. 2011, Lack, Cappa et al. 2011, 
Celo, Dabek-Zlotorzynska et al. 2015), engine loads (Agrawal, Welch et al. 2010, Sippula, 
Stengel et al. 2014). However, in comparison to on-road vehicles, emissions of particulate and 
gaseous species from HFO-fueled vessels remain poorly understood, especially under real-
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world operating conditions. The measurements of these increasing emissions are relatively few 
with the absence of the data in Australian waters. On-board measurement studies only focused 
on part of a whole ship voyage such as at-berth, manoeuvring, or ocean-going, and to our 
knowledge none of them investigated the whole ship journey. Further on-board measurement 
studies need to be carried out to improve the quality of the data on ship emission factors and 
contribute to the limited ship emission databases, especially for a whole ship voyage.  
Measurements were taken in October and November 2015 on two large cargo ships at the Ports 
of Brisbane, Gladstone, and Newcastle. The first on-board measurement was performed on 
CSL vessel I (to ensure confidentially the identity of ship is suppressed) from 26th to 31st of 
October, 2015 when she was running from Port of Brisbane to Port of Gladstone. The second 
measurement was conducted on CSL vessel II from 3rd to 6th of November, 2015 on her voyage 
from Gladstone to Sydney. All measurements were carried out on both the main and auxiliary 
engines of two ships for three ship operating conditions, which are at berth, manoeuvring, and 
at sea. 
Because the utilization of inbuilt measurements proves to be difficult, time-consuming and 
resource-demanding, it is difficult to convince ship-owners to purchase and install 
recommended measurement devices (Chen, Huey et al. 2005, Cappa, Williams et al. 2014). 
Therefore, emission inventories are utilized, which are mathematical models to estimate 
emissions discharged into the atmosphere (Skjølsvik, Andersen et al. 2000, Endresen, Sorgard 
et al. 2007, Dalsoren, Eide et al. 2009). Currently, limited guidance regarding the development 
of port emission inventories exist and therefore any current emission inventories suffer from 
poor quantification of port activity and use of outdated emission factors for assessing the 
impact of ports on regional and global air quality (Browning and Bailey 2006, USEPA 2009) . 
The measurements reported here, therefore, provide a baseline allowing for assessment of how 
well different emission inventory techniques agree in terms of the derived emission factors and 
estimated emissions.  
Several emission inventories exist, which include emissions originating from ship traffic in 
different sea areas (Agrawal, Welch et al. 2008, Jalkanen, Johansson et al. 2016, Johansson, 
Jalkanen et al. 2017). However, few comparisons of these inventories, focusing on specific 
emission sectors like shipping, exist in literature (Jalkanen, Johansson et al. 2014, Li, Borken-
Kleefeld et al. 2018, Ring, Canty et al. 2018, Zhong, Zheng et al. 2018). These studies have 
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applied basic comparisons between these inventories applying the available datasets from 
International shipping routes, reported emissions by Member States, Proxy data on worldwide 
international shipping, AIS data and vessel characteristics but rarely compared with or from 
the real-time shipping engine exhaust emission measurements (Winnes, Styhre et al. 2015, 
Jalkanen, Johansson et al. 2016, Russo, Leitao et al. 2018, Zhong, Zheng et al. 2018). 
Presenting a comprehensive case study to review and compare commonly used emission 
inventories and to identify the best vessel-specific inventory family predicting the primary 
emissions from ocean-going vessels when at berth, while manoeuvring and while cruising, the 
primary emission rates of NOx, SOx, CO2, CO, HC, and PM were measured during on-board 
experimental measurement campaign, for the three modes of the vessel’s operation. The 
emissions were predicted with 13 families of emission inventories and prediction deviations 
have been also calculated. Therefore, one following novel aspect in this study is:  
1. Creation of a generalized rational algorithm to rank inventory families 
based on the precision of their predictions for given operational modes of a 
specific vessel comparing to real-time emission measurement. Moreover, 
the implications of the case study together with the developed algorithm to 
rank inventory families was applied to offer a novel future policy for cost-
effective and reliable emission estimation caused by shipping. 
Accurate and up-to-date ship emission inventories are key inputs for air quality modelling, and 
are essential for a better understanding, and cost-effective control, of the impacts of air 
emissions from shipping activities on the environment and human health. One of the challenges 
in improving the accuracy of ship emission inventories is due to their mobility, poorly 
integrated models, and limited data (Matthias, Bewersdorff et al. 2010). Information on these 
types of emissions is limited due to a lack of dynamical features, such as the geographical or 
temporal variations of emissions. This information can be critically important for all 
transportation emissions, which present a substantial spatial and temporal variation (Jalkanen, 
Johansson et al. 2016). For the maritime transport sector, characterization of shipping activity 
is a challenging task, and has large uncertainties in emission assessments (USEPA 2004, Wang, 
Corbett et al. 2008). Therefore, studies concerning ship emissions are mainly based on 
statistical analysis of cargo volumes (Schrooten, De Vlieger et al. 2009), vessel arrivals and 
departures (Whall, Cooper et al. 2002 ), voluntary weather reports from ships (Corbett, 
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Winebrake et al. 2007) or search and rescue services (Endresen, Sorgard et al. 2003, Wang, 
Corbett et al. 2008). Tools such as the Automatic Identification System (AIS) can significantly 
reduce the uncertainty concerning ship activities and their geographical distribution. However, 
most accurate inventories are dependent on real-time information and therefor there is a need 
for a state-of-art of the most up-to date and available emission inventories regarding ship 
exhaust emissions. There is also a need to consider different mathematical approaches by 
emission inventories, to find better ways to manage the many changeable parameters of fuel 
consumption and engine specifications used to estimate emissions (Frey, Bharvirkar et al. 1999, 
Streets, Bond et al. 2003, Zheng, Zhang et al. 2009). Therefore, another novel aspect in this 
study is: 
2. Development of new sets of emission factor equations to account for real-
time emission measurements through non-linear regression analysis, to 
help improve emission models and inventory calculations for different 
engine types for at-sea and in-port operations. 
To assess the impact of ship emissions on nearby urban areas, two different kinds of approaches 
exist: experimental observations and numerical modelling of atmospheric dispersion. Some 
authors carried out monitoring campaigns on selected pollutants and applied data analysis 
techniques (e.g. source apportionment) to evaluate the contribution of each source (Pérez and 
Pey 2011, Cesari, Genga et al. 2014) . However, the collection of monitoring observation 
followed by data analysis is a quite long and expensive procedure and does not always produce 
clear indications, due to the presence of other sources of pollutants such as: urban traffic, 
domestic and commercial heating, industry. Therefore, the use of dispersion models is more 
frequent. Many different dispersion models have been adopted (Saxe and Larsen 2004, Fan, 
Zhang et al. 2016, Chen, Wang et al. 2017, Merico, Gambaro et al. 2017, Chen, Zhao et al. 
2018). Gariazzo et al. (Gariazzo, Papaleo et al. 2007) used a Lagrangian particle model to 
assess the impact of harbour, industrial and urban activities on air quality in the Taranto area 
(Italy). Merico et al. (Merico, Gambaro et al. 2017) have studied air quality shipping impact in 
the Adriatic/Ionian area focusing on four port-cities. Poplawski et al. (Poplawski, Setton et al. 
2011) have used CALPUFF model to investigate the impact of cruise ship emissions on level 
concentrations of fine particulate matter (PM2.5), Nitrogen dioxide (NO2) and Sulphur dioxide 
(SO2) in James Bay, Victoria, British Columbia (BC), Canada. The same model CALPUFF 
was used in order to assess the impact on local air quality due to atmospheric emissions of a 
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new port in project in the Mediterranean Sea (Lonati, Cernuschi et al. 2010). There have also 
been some dispersion modeling studies within Australia (Davis 2014, NSWEPA 2017, Pacific 
Environment 2017). Issues have identified by these studies including a lack of regulatory 
emission limits on ship in Australia; a lack of validated emissions data from ships to use in 
such assessments; and potential adverse effects on air quality that may occur at sensitive 
receptor locations close to port facilities. These, along with the imminent development of many 
Australian ports, highlights the continual need for monitoring of emissions and simulation of 
the emission concentrations.  
The Port of Brisbane, Queensland’s largest general cargo port, has been considered as a case 
study. The aim is the development of a methodology to assess the impact of pollutant emissions 
from marine engines in different shipping mode and from heavy Sulphur residual fuel oil. 
Simulations are performed with CALPUFF dispersion modelling which is a complex validated 
software applied for the meteorological studies and is preferred to a Lagrangian model. 
Therefore, another novel aspect in this study is: 
3. Simulate the complex atmospheric dispersion of the shipping emissions 
within the Port of Brisbane 
The marine transport sector contributes significantly to air pollution, particularly in coastal 
areas (ENTEC UK Limited 2002, Cofala, Amann et al. 2007, Wang, Corbett et al. 2007). Given 
nearly 70% of ship emissions occur within 400 km of land (Endresen, Sorgard et al. 2003, 
Eyring, Kohler et al. 2005), ships have the potential to contribute significant pollution in coastal 
communities (Viana, Hammingh et al. 2014). 
Numerous studies in recent years have consistently linked air pollution to negative health 
effects for exposed populations (Kaiser 2005, Nel 2005). Ambient concentrations of primary 
emissions have been associated with a wide range of health impacts including asthma, heart 
attacks, and hospital admissions. These also include premature mortality closely associated 
with increases in cardiopulmonary and lung cancer mortalities in exposed populations (Pope, 
Burnett et al. 2002).  
Emissions from international ships are increasingly a focus for proposed regulation in local, 
national, and international arenas (Bailey and Solomon 2004, California Air Resources Board 
2006). Yet, in many ways regulatory deliberations have not been fully informed, as the extent 
of shipping emissions health impacts has been unknown. Previous assessments of regional 
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shipping-related health impacts focused on European or Western United States regions, and 
ignore long-range and hemispheric pollutant transport (Cofala, Amann et al. 2007). This 
undercounts international shipping impacts within local and regional jurisdictions and does not 
properly inform international policy decision making. 
Shipping is a growing industry in Australia and this makes an important contribution to the 
Australian economy. Currently, ships are subject to limited state and national emissions control 
regulations and different state governments are considering options to reduce ship-related 
emissions. To consider this information, therefore, one other following novel aspect in this 
study is: 
4. Development of a new framework for environmental risk assessment of 
shipping emissions. This involves exposure assessment determining the 
actual concentrations received by the human receptors in the adjacent areas. 
From the known ground level concentrations, the amount of contaminant 
consumed through inhalation can be approximated.  
This study clearly demonstrates the suitability of the Australian risk-based framework for 
assessing shipping emissions within Australian ports. The complete application of such a 
methodology to shipping emissions is unique and holds great potential for future development. 
 Structure of the thesis 
This thesis follows a “thesis by publication” structure, where Chapters 2 to 6 are comprised of 
research papers published during the HDR studies of the candidate. The outline of the thesis 
structure is given below. 
Chapter 1: Introduction to the research project 
This is the preface of this research that details the motives for the project, providing necessary 
background information and relevance. Subsequently, the project objectives, methodology and 
the novel outcomes are defined. It also outlines the structure of the thesis, linking together the 
succeeding chapters that are comprised with academic papers.  
Chapter 2: On-board measurement campaign  
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This chapter discusses the details of the on-board measurement campaign performed and 
contains the methodology and work carried out pertaining to the campaign, and description of 
the pilot and main measurement campaign (test vessel, instrumentation setup and on-board 
measurements). It also describes detailed on-board measurement results for ships at berth, 
manoeuvring and cruising.  
The content is based on a conference paper to the 19th Annual General Assembly – AGA 2018 
of the International Association of Maritime Universities (IAMU), student session: 
Jahangiri S, Nikolova N and Tenekedjiev K. Emission Inventories for Ship Operations; 
Methodological Comparison with On-board Measurements. AGA 2018 / IAMU Student - 
International Association of Maritime Universities (IAMU). ISBN 978-84-947311-7-4. Pages 
33-40. October 2018.  
The chapter also uses parts of the published journal article in the Journal of Sustainable 
Development of Transport and Logistics: 
Jahangiri S, Nikolova N and Tenekedjiev K. Empirical Testing of Inventories Applying On-
board Measurements of Exhaust Emissions at Port and at Sea. Journal of Sustainable 
Development of Transport and Logistics. Volume 3, Issue 2. Pages 6-33. Doi: 
https://dx.doi.org/10.14254/jsdtl.2018.3-2.1. December 2018. 
 
Chapter 3: Development of Emission Inventories and comparison analysis between 
measured and predicted emission factors 
Chapter 3 compares the on-board experimental measurements with the predictions of the 
inventory methods introduced in section 1.1. It demonstrates that most methods systemically 
over-predict or under-predict the on-board measured total emission amounts and therefore 
follows (here and in Chapter 4) with suggested solutions by this research study. 
Chapter 3 is also motivated by the requirement of a mathematical model that can improve the 
prediction of emissions. Considering real-time emission measurements during 11-d emission 
measurements on-board of two ocean going vessels at berth and during sailing, new sets of 
emission factor equations are developed. Vessel I and Vessel II had their engine exhaust 
emissions measured to develop models for the emissions produced during different shipping 
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operations. Equations were developed applying 70% of measured emission rates randomly for 
at berth, manoeuvring and cruising modes for each primary emission. 
The regression models were based on the independent variables, which in this study were data 
on maximum continuous rate (MCR) (as x1), shaft speed (SS) (as x2), and emissions (Y). 
Applying dependant variables affects the accuracy of the results. In the case of this study, fuel 
consumption was dependent on engine load, and the base Specific Fuel Oil Consumption 
(SFOC) value was influenced by engine stroke type and power. Primarily, engine-model 
specific base values of SFOC provided by the engine manufacturers were used.  
The data on engine power, engine revolution, and other parameters including intercooled air 
temperature, scavenging air pressure and cooling fresh water were recorded every five seconds 
for the main engine. The equations developed from non-linear regression analysis and at a 95% 
confidence interval.  
The content uses material from a published journal article in the Journal of Sustainable 
Development of Transport and Logistics: 
Jahangiri S, Nikolova N and Tenekedjiev K. Empirical Testing of Inventories Applying On-
board Measurements of Exhaust Emissions at Port and at Sea. Journal of Sustainable 
Development of Transport and Logistics. Volume 3, Issue 2. Pages 6-33. Doi: 
https://dx.doi.org/10.14254/jsdtl.2018.3-2.1. December 2018. 
This chapter is also based on the published journal paper in the Journal of Sustainable 
Environment Research: 
Jahangiri S, Nikolova N and Tenekedjiev K. An improved emission inventory method for 
estimating engine exhaust emissions from ships. Journal of Sustainable Environment Research. 
Volume 28, Issue 6. Pages 374-381. Doi: https://doi.org/10.1016/j.serj.2018.08.005. October 
2018. 
This chapter is also based on the published conference paper in the Proceedings of Coasts & 
Ports 2017 Conference: 
Jahangiri S, Kam US, Garaniya V, Abbassi V, Enshaei H, Brown RJ, Van TC, Pourkhesalian 
AM and Ristovski Z. Development of Emission Factors for Ships’ Emissions at Berth. Coasts 
& Ports 2017 Conference – Cairns. ISBN: 9781922107916. Pages 646-652. June 2017. 
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Chapter 4: Development of vessel-specific inventory families at port and and at sea 
Chapter 4 presents a comprehensive case study to identify the best vessel-specific inventory 
family predicting the primary emissions from ocean-going vessels when at berth, while 
manoeuvring and while cruising. In the case study, the primary emission rates were measured 
during on-board experimental measurement campaign for the three modes of the vessel’s 
operation. The emissions were predicted with 13 families of emission inventories and 
prediction deviations have been calculated. The chapter also creates generalized rational 
algorithm to rank inventory families based on the precision of their predictions for a given 
operational mode of a specific vessel. Applying the implications of the case study together with 
the developed algorithm to rank inventory families, the chapter also offers a novel future policy 
for cost-effective and reliable emission estimation caused by shipping. 
Following the need highlighted in section 1.1. to quantify the concentrations of the engine 
exhaust emissions and assessing their risks on the human and environment, Chapters 5 and 6 
discuss the dispersion modelling and the risk assessment of these emissions. 
This chapter is based on the published journal paper in the Journal of Sustainable Development 
of Transport and Logistics (see Chapter 3).  
Chapter 5: Dispersion modelling 
Chapter 5 introduces the complex CALPUFF dispersion modelling to presents emissions 
concentrations within Australian ports in general, and in a case study of Port of Brisbane in 
particular. It is based on a comprehensive inventory of vessel emissions in Port of Brisbane 
over a year, using actual vessel movements, and applies atmospheric dispersion modelling to 
this quantified data to predict the ground-level concentrations of gaseous pollutants and the 
deposition of particulate matter, based on local meteorological and geographical conditions. 
This chapter is based on the published journal paper in the American Journal of Environmental 
Sciences: 
Jahangiri S, Nikolova N and Tenekedjiev K. Application of a Developed Dispersion Model to 
Port of Brisbane. American Journal of Environmental Sciences. Volume 14, Issue 4. Pages 
156-169. Doi: 10.3844/ajessp.2018.156.169. October 2018. 
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Chapter 6: Revision of a health risk-assessment framework for the application of 
shipping emissions  
Chapter 6 furthers the dispersion modelling outcomes by assessing the risk of these emissions 
through a complete methodology has been developed, based on the Australian Environmental 
Health Risk Assessment Framework. The methodology includes a detailed inventory of in-port 
and at-sea emissions using an activity-based approach applying Downwash and Near-field as 
well as the Air-shed areas from CALPUFF dispersion modelling results for Port of Brisbane in 
the calendar year 2013. The final risk values are validated against National and European 
guidelines. Various Health impact assessments as well as carcinogenic and ecological effects 
are discussed in depth. This study offers a significant contribution to developing a baseline 
measurement of the current state of risk from emissions of the ocean-going vessels visiting the 
port, and suggests that, given the expected development of many Australian ports in the near 
future, the need for continual monitoring of shipping emissions is an important and necessary 
area of research.  
This chapter is based on the published journal paper in the Journal of Environmental Practice: 
Jahangiri S, Nikolova N and Tenekedjiev K. Health Risk Assessment of engine exhaust 
emissions within Australian Ports: A case study of Port of Brisbane. Journal of Environmental 
Practice. Volume 21, Issue 1. Pages 20-35.  
Doi:https://doi.org/10.1080/14660466.2019.1564427. March 2019.  
Chapter 7: Conclusions and future work 
The closing chapter provides an overall summary of the project, bringing together the outcomes 
of the individual chapters. It also provides conclusions on the key findings and outcomes. 
Recommendations for future work is also detailed in this section.  
Appendix A: Supplementary Data 
This Appendix accompanies all the above mentioned Chapters to present the comprehensive 
dataset measured and parameters calculated during the on-board measurement campaign; the 
required Security Clearances and Approvals; all the developed emission factor equations and 
the detailed results and figures produced accordingly; setting up and running the CALPUFF 
model; and the presentations of present the comprehensive ground and higher-level 
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concentrations of the primary emissions as well as the short- and long-term health endpoints 
and concentration-response functions. 
Appendix B: Full Papers Published 
This Appendix presents the published version of all the publications the candidate was the main 
author to during her PhD studies. 
Appendix C: Other Publications 
This Appendix the list of all other publications the candidate was the co-author during her PhD 
studies. 
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Chapter 2: On-board measurement campaign  
The measurements for this study were taken in October and November 2015 on two large cargo 
ships at the Ports of Brisbane, Gladstone, and Newcastle. The first on-board measurement was 
performed on CSL vessel I (to ensure confidentially the identity of ship is suppressed) from 
26th to 31st of October, 2015 when she was running from Port of Brisbane to Port of Gladstone. 
The second measurement was conducted on CSL vessel II from 3rd to 6th of November, 2015 
on her voyage from Gladstone to Sydney.  
 Test vessels 
All measurements have been carried out on both the main and auxiliary engines of two 
ships for three ship operating conditions, which are at berth, manoeuvring, and at sea. Main 
information of ships and engines can be seen in Table 2.1. 
 
Table 2.1 General information about two ships 
. CSL Vessel I CSL Vessel II 
Ship’s Owner CSL Australia CSL Australia 
Ship’s Type General cargo Bulk carrier 
Classification 
Society 
Lloyd’s Register Lloyd’s Register 
Flag Australia Barbados 
Port of Registry Sydney Bridgetown 
IMO Number Confidential Confidential 
Build Year 1981, converted 2008 2002 
Builder Mitsui Engineering & Ship 
Building Co., Japan 
Cosco Nantong Shipyard Nantong, 
China 
Net Tonnage 11250 tonnes 16160 tonnes 
Gross Tonnage 30909 tonnes 27198 tonnes 
Deadweight 40876 metric tonnes 49502 metric tonnes 
Length Overall 184.5m 187.5m 
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Breadth 32.2m 31.0m 
Depth 15.32m 16.75m 
Main Engine  Mitsui B&W 6L80GFCA 
12080 kW x 102 RPM 
Man B&W 6S50MC 
6880 kW x 102 RPM 
Auxiliary Engine Daihatsu 6DK-20 
960 kW @ 900 RPM  
Wartsila  
425 kW x 900 RPM 
 
 General description of on-board measurements campaign 
Measurements of emissions were taken on-board following the procedures elaborated in ISO 
8178-2:2008 (Jalkanen, Johansson et al. 2012) and ISO 8178-1:2006 (Auth, Tuv et al. 1999). 
The on-board emission measurement campaign was divided into 4 separate experiments. The 
first one was to measure the NOx, SOx, CO2, and CO emissions from the AE when the vessel 
was at berth. The second, third, and fourth experiment were to measure the NOx, SOx, CO2, 
CO, HC, and PM emissions from the ME when the vessel was at berth, maneuvering, and 
cruising respectively.  
For the main engine experiments the probes of the exhaust gas were sampled between the 
turbocharger and the economizer of the ME. The emission rates of SOx, CO2, CO, and HC were 
measured with main gas analyzer Testo 350 XL. The emission rates HC were measured with 
Horiba MEXA 584L 5-gas analyzer. The mass concentration of PM was measured with Dust 
Trak Aerosol Monitor 8530 (TSI) separately for PM2.5-10 (with aerodynamic diameters between 
2.5 and 10 μm), PM1.0-2.5 (with aerodynamic diameters between 1.0 and 2.5 μm), and PM1.0 
(with aerodynamic diameters less than 1.0 μm). To cool the probe for PM measurement, the 
sample was diluted with air. The rates of the samples’ dilution were estimated by comparing 
the CO2 emission rate in the initial sample with the CO2 emission rate of the diluted sample 
measured with Sable CA-10 CO2 monitor. Simultaneously the shaft speed (SS) and the actual 
engine power (Pact) were measured every 5 sec. The specific oil consumption (SOC) was 
determined as a quadratic function of the engine load factor LF (the actual engine power 
measured in % of the maximum continues rating of the engine). The average air consumption 
(AC) was assessed as a linear function of the load factor. The instantaneous exhaust mass flow 
rate (EMFR) was assessed as the sum of AC with the product of SOC and Pact. 
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For the auxiliary engine experiments, the probes of the exhaust gas were sampled after the 
turbocharger. The measurement equipment was Testo 350 XL only. In this experiment, HC 
and PM were not measured. The SS, Pact, SOC, AC and EMFR were obtained as in the ME 
experiments. 
For each of the experiments the probes were taken at equal inter-sample interval Δt. If the 
duration of the experiment is T, then the count of the probes sampled for measurement is 
N=T/Δt. The time when the i-th probe was sampled is ti=(i-0.5)Δt for i=1,2,…,N. The 
parameters of the measurement process for each of the experiments are given in Table 2.2. 
 
Table 2.2 Measurement process parameters 
Experiment 
 
Inter-
sample 
Interval 
(h) 
Count 
of  
Samples 
Duration 
 (h) 
Duration 
 (h, min, s) 
ME at berth for NOx 1/3600 1569 0.4358 26 min, 9 s 
ME at berth for SOx, CO 1/3600 1577 0.4381 26 min, 17 s 
ME at berth for CO2 1/3600 1521 0.4225 25 min, 22 s 
ME at berth for HC 300/3600 4 0.3333 20 min 
ME at berth for PM 300/3600 5 0.4167 25 min 
AE at berth for NOx, SOx, CO2, CO 1/3600 9476 2.632 2 h, 37 min, 56 s 
ME maneuvering for NOx 1/3600 6553 1.820 1 h, 49 min, 13 s 
ME maneuvering for SOx 1/3600 6558 1.822 1 h, 49 min, 18 s 
ME maneuvering for CO2 1/3600 6522 1.812 1 h, 48 min, 42 s 
ME maneuvering for CO 1/3600 6542 1.817 1 h, 49 min, 2 s 
ME maneuvering for HC 300/3600 5 0.4167 25 min 
ME maneuvering for PM 300/3600 27 2.250 2 h, 15 min 
ME cruising for NOx, SOx, CO2, CO 1/3600 15305 4.251 4 h, 15 min, 5 s  
ME cruising for HC, PM 300/3600 64 5.333 5 h, 20 min 
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 On-board measurements  
For the five gases (NOx, SOx, CO2, CO, and HC) the measured instantaneous emission rates at 
time ti were converted into instantaneous emission factors (EFs) using the atmospheric 
pressure, the exhaust gas temperature, the exhaust flow rate (which is the total fuel and air 
consumption divided by the mass density of the exhaust gas), the molar mass of the gas, the air 
density, and the engine power. The later was linearly interpolated for each ti from the measured 
engine power data. For each of the three types of PM (PM2.5-10, PM1.0-2.5, and PM1.0) the mass 
concentrations were converted into instantaneous emission factors (EFs) using the exhaust flow 
rate, the dilution rate (calculated from the difference of the CO2 measured before and after the 
dilution of the hot probe with cold air), the air density, and the actual engine power (Pact). The 
EF of the PM is calculated as the sum of the EFs for PM2.5-10, PM1.0-2.5, and PM1.0. When not 
measured, the EF for PM2.5-10 is assessed as 20% of the EF of PM (Hockstad and Hanel 2018). 
In the same way when not measured, the EFs for PM1.0-2.5, and PM1.0 are substituted with the 
mean of the respective measured EFs. The micro emission in the interval Δt centered around 
time ti was calculated as the instantaneous emission factor multiplied by Pact and by Δt. The 
total emission during any experiment was estimated as sum of the micro emissions measured. 
The measured average emission factors given in Table 2.3 were calculated as the total 
emissions divided by the product of the average engine power with the experimental time T. 
The average shaft speed, the average actual power of the engine, the average load factor, the 
average air consumption, and the average exhaust mass flow rate for each of the experiments 
are also given in Table 2.3 
While at berth, the AEs run to generate the required auxiliary power (Auth, Tuv et al. 1999) 
and can be said to be the key emission producer (Du, Chen et al. 2011). Major activities include, 
but are not limited to, light supply to the ship, refrigeration, heating, ventilation, and electric 
equipment electric loads (Auth, Tuv et al. 1999). The AEs operate with greater load factor (LF) 
than ME and therefore produce higher EFs (Table 2.3). 
The main engine runs on heavy fuel oil (HFO) with 3.13% Sulphur mass content that was 
adopted for the fuel type in this study. HFO is a fuel type preferred for most ship’s boilers and 
engines (Goldsworthy and Galbally 2011), with a Sulphur content ranging from 2% to 3.5% 
with a 2.6% average globally (IMO 2010). The properties of the HFO used in our study are 
given in Table 2.4. For most ships sailing to Australia, the average fuel Sulphur content of the 
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HFO may be higher than this average (Goldsworthy and Goldsworthy 2015). Also, HFO 
combustion is very complex and may emit primary gases (Goldsworthy and Galbally 2011). 
 
 
.
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Table 2.3 Experimental condition and measured EFs 
Experiment Ave. 
SS 
(rpm) 
Ave. 
Pact 
(kW) 
Ave.  
LF 
(%) 
Ave. 
AC 
(kg/h) 
Ave. 
EMF
R 
(kg/h) 
Ave. 
SOC 
(g/kWh) 
Average Measured Emission Factors in 
(g/kWh) 
NOx SOx CO2 CO HC PM 
ME at berth for NOx 38.11 509.0 7.399 5860 5990 256.6 10.1      
ME at berth for SOx, CO 38.15 510.5 7.421 5877 6008 256.5  9.10  1.48   
ME at berth for CO2 38.25 507.5 7.376 5842 5972 256.6   476    
ME at berth for HC 36.62 451.5 6.563 5197 5313 257.7     0.400  
ME at berth for PM 39.8 578.2 8.404 6656 6804 255.2      2.23 
AE at berth for NOx, SOx, CO2, CO 900.0 265.0 57.61 2862 2930 256.0 11.2 26.2 1140 1.74   
ME maneuvering for NOx 65.31 2444 35.53 28140 28690 226.4 11.5      
ME maneuvering for SOx 65.30 2442 35.51 28120 28670 226.4  13.8       
ME maneuvering for CO2 65.45 2453 35.65 28240 28790 226.3      687     
ME maneuvering for CO 65.29 2443 35.50 28120 28670 226.4       2.43   
ME maneuvering for HC 80.94 3785 55.01 43570 44380 214.3     0.239  
ME maneuvering for PM 67.84 2653 38.56 30540 31130 224.0      1.70 
ME cruising for NOx, SOx, CO2, CO 89.50 5595 81.33 64410 65560 205.5 19.0 18.1 764 1.12   
ME cruising for HC, PM 89.26 5663 82.31 65190 66340 203.1     0.146 0.391 
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Table 2.4 Properties of the heavy fuel oil used 
Density at 15o C 986 kg/m3 
Viscosity at 50o C 377 mm2/s 
Micro - carbon residue 14.6% mass 
Sulphur (S) 3.13% mass 
Ash 0.0640% mass 
Vanadium (V) 141 mg/kg 
 
Since NOx and CO emissions are combustion dependent, service history and individual 
maintenance are a concern (Cooper 2003). Higher amounts of nitrogen in fuels can produce 
NOx emissions (Cooper 2003). For this study, nitrogen content was 0.68% of the total mass. 
Thermally, greater nitrogen fixation during combustion is required if temperature periods are 
long and the engine is slow. The level of PM in marine diesel emissions may vary with fuel 
type or combustion conditions and more will be generated by higher amounts of fuel Sulphur 
plus ash content. Dependency on PM fuel emissions becomes less conspicuous compared to 
CO2 and SO2 emissions due to induced PM combustion emissions (Cooper 2003). According 
to Agrawal et al. (Agrawal, Malloy et al. 2008), the higher the quantity of ash content, the 
higher the PM EFs, although, in a general sense, there is insufficient data on the measurement 
of PM and differences in engine models, fuel used, instrumentations and working conditions 
(Hallquist, Fridell et al. 2013). 
Variations in engine power and speed may result in poor combustion, which can lead to 
increased HC and PM emission rates. PM concentration is largely dependent on the conditions 
of engine load, which is higher at low LFs and vice-versa (Winnes and Fridell 2009): if the 
average power is considered with LFs remaining at their lowest in berth, the EF results for PM 
produce greater amounts. However, EF averages for NOx, CO2 and SOx in cruising mode are 
higher than when maneuvering at berth. All NOx emissions are temperature dependent, 
increasing with a rise in temperature. Hence, the rate of emission of NOx is dependent on a 
ship’s engine power and engine LF (Sinha, Hobbs et al. 2003). If the engine is steady, with a 
speed higher than its power, while in operation it may run for longer and at higher temperatures, 
producing higher NOx emissions. Pollution rates, then, increase with increased engine power. 
The demand of engine power, air consumption and mass flow of exhaust emissions increase 
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during cruising. Moreover, an elevated engine load increases the average engine power, which 
in turn additionally increases the influence of the fuel’s carbon and Sulphur content (Table 2.3) 
on the EFs of SOx and CO2 for cruising modes compared with other operating modes (Table 
2.3). Generally, the CO emissions recorded were low, a result of high oxygen surplus 
concentrations and an adequate combustion process, but if engines are poorly maintained at 
small power ranges, CO proportions may increase expectedly due to considerable relative 
concentration (Kristensen 2010). In this study, generally the EFs for CO are low but they 
increase at the maneuvering phase. Variable engine speed and power may lead to poor 
combustion during the maneuvering phase leading to increased CO emission rates (Fu, Ding et 
al. 2013). 
Figure 2.1 shows the amount of measured O2 [%], CO2 [%], NOx [ppm], CO [ppm], and SOx 
[ppm] for the auxiliary engine while at berth. Apart from the initial peak, the amount of 
emissions remains stable. The initial peak is due to the cold start of the engine. Further details 
regarding the cold start, incomplete combustion, and its effect can be found in the literature 
(Jun, Gillenwater et al. 2001, Standards Australia 2009, Winnes and Fridell 2009, Khair and 
Jääskeläinen 2011, Lee and Jeong 2012, Roberts, Brooks et al. 2014). After the cold start, the 
engine operates on stable condition. 
 
 
Figure 2.1 Measured O2 [%], CO2 [%], NOx [ppm], CO [ppm], and SOx [ppm] for the auxiliary 
engine at berth 
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Measurements on the main engine were also conducted when the ship arrived at its destination 
port (Figure 2.2). Both the shaft power and the shaft speed change continuously at berth (Figure 
2.3). This influences the amount of emissions. In other words, when the engine speed and 
power experience sudden changes, the amount of emissions change accordingly. Apart from 
cruising, the ship navigates at a constant speed (rpm). During maneuvering and at berth, the 
speed varies at different timings. The sudden changes are due to different factors such as wind 
and wave currents. At other time lapses, rather than the sudden changes, a stable trend can be 
seen for the shaft speed and the shaft power, which indicates a normal working condition of 
the ME while at berth. 
 
 
Figure 2.2 Measured O2 [%], CO2 [%] NOx [ppm], CO [ppm], and SOx [ppm] for the ME at berth 
 
 
Figure 2.3 Shaft speed and shaft power for the ME at berth 
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Emissions during maneuvering differ significantly from the emissions while at berth and 
cruising. Figure 2.4 shows the amount of measured O2 [%], CO2 [%], NOx [ppm], CO [ppm], 
and SOx [ppm]. Like at berth conditions, the emission amounts change abruptly when the shaft 
speed and shaft power have a sudden change (Figure 2.5). These changes are due to the 
underwater hull geometry, the pivot point, the lateral motion, the rudder, propeller and the 
thrusters function. The land shape and insufficient under keel distance when entering shallow 
water for maneuvering, should be also taken into consideration. Navigation is always directly 
affected by shallow water, and at the same time, elements derived from propeller action and 
the combined effects of the surrounding environment on the hull, affect the navigation in 
maneuvering (House 2007). 
 
 
Figure 2.4 Measured O2 [%], CO2 [%], NOx [ppm], CO [ppm], and SOx [ppm] for the ME during 
manoeuvring 
When the ship departed and was at normal cruising speed, the measurement for emissions was 
carried out on three different occasions and one is presented here (Figure 2.6). While cruising, 
the ship moves at a constant speed (rpm) and hence only the shaft power changes in different 
timings (Figure 2.7). Except the initial cold-start of the main engine at cruising which may need 
a higher shaft power to run the ship initially, a stable trend can be seen for the emissions as the 
engine experiences a normal working condition at cruising.  
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Figure 2.5 Shaft speed and shaft power for the ME during manoeuvring 
 
 
Figure 2.6 Measured O2 [%], CO2 [%], NOx [ppm], CO [ppm], and SOx [ppm] for the ME during 
cruising 
 
Figure 2.7 Shaft power for the ME during cruising 
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Chapter 3: Development of Emission Inventories 
and comparison analysis between measured and 
predicted emission factors 
In this chapter, the on-board experimental measurements are compared with the 
predictions of the inventory methods introduced in section 1.1. As specified in Chapter 1, the 
objective of this chapter is also to develop new sets of EF equations to take into consideration 
real-time emission measurements during 11-d emission measurements on-board of two ocean-
going vessels at berth and during sailing. They were tested on two ocean-going vessels, running 
on slow speed diesel main engines at berth while manoeuvring and cruising. Both vessels ran 
on heavy diesel fuel. Regression analysis, along with a consideration of fuel consumption and 
engine parameters, was used to develop the equations. The results show a better prediction of 
emission quantity than current inventories for different engine types, in in-port and at-sea 
activities, with the sum of primary emissions coming closest to the actual sea emission 
calculations and also to the smallest standard values. This should be helpful when upgrading 
environmental policies.  
 Comparison analysis between measured and predicted EFs 
As highlighted in section 2.2, the primary emission rates (or the mass concentration for PM) of 
the main engine were measured at berth, while maneuvering, and while cruising. For the 
auxiliary engines the only rates measured were NOx, SOx, CO2 and CO emissions at berth. In 
section 2.3, the measured emission rates were converted to EFs and the results were shown in 
Table 2.3. The total emission amount of given type released in the atmosphere during one 
experiment (e.g. CO emission of the ME during the maneuvering experiment) can be calculated 
by integrating the time curve of the instantaneous emissions for the time span of the experiment 
(e.g. 1 h, 49 min, 2 sec for CO emission of the ME during the maneuvering). The instantaneous 
emission in g/h at time t is the EF at time t, multiplied by the actual engine power at time t. The 
total emission amount measured for each “pollutant” (inclusive of CO2, which technically is 
not a pollutant) from the four experiment types are given in kg on the first row of Table 3.1, 
Table 3.2 , Table 3.4 and Table 3.5. For each total emission amount measured, we have tried to 
predict the results with as many inventories as possible from the list of inventories given in 
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section 1.2. Each of the inventories is predicting the EF generally as a function of the load 
factor, the type of the fuel, the Sulphur content of the fuel, the type of the engine, the operation 
mode, the built date of the engine, the shaft rotational speed, specific fuel consumption, etc. 
The inventory-predicted emission factor for any emission has been converted into inventory-
predicted total emission amount by multiplying with the average engine power and the 
experiment time T. We opted to calculate the total predicted emissions in that simplified way 
instead of integrating the instantaneous emission curves to mimic more closely the real 
utilization of the inventory prediction. The inventory deviations of the predicted total emission 
amount in % from the experimentally measured total emission amounts can be calculated for 
all “pollutants” (note that CO2 is not a pollutant), and for any inventory method that can predict 
that pollutant. Those inventory deviations from the four experiment types are given in Table 
3.1, Table 3.2 , Table 3.4 and Table 3.5 (from the second row onward). 
 
Example 1. 
 
MEET inventory prediction for CO emission of the auxiliary engine is 
    MEETCOEF 20.7  0.218 LF 0.0231P  + 0.000345P LF SOC 1000act act /      
For the auxiliary engine at berth the average load factor LF is 57.6%, the average engine power 
Pact is 265 kW, the average specific oil consumption SOC is 256 g/kWh (see Table 2.3). So, 
        MEETCOEF 20.7 0.218 57.6 0.0231 265  + 0.000345 265 57.6 256 0 1000 1 87 g/kWh. / .       
For CO emission from the auxiliary engine at berth the experimental time is 2.632 h (see Table 
2.2). The MEET predicted total CO emission amount is 
  MEET MEETCO actCO =EF P 1 87 265 2.632 /1000 1.304 kgT .   
The MEET inventory deviation in % from 1.214 kg, which is the experimentally measured 
total CO emission amount for the auxiliary engine at berth (see Table 3.2) is 
   MEET MEET mes mesCO 100 CO CO CO 100 1 304 1 214 1 214 7 43/ . . / . . %       
That result is shown in Table 3.2. 
 
Example 2. 
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The ENTEC prediction for the NOx emission factor from the main engine when the vessel is 
maneuvering was 
x
ENTEC
NO
EF 12 0 g/kWh. . The latter value considers that the vessel is at 
maneuvering, that the main engine is post-2000 SSD, and that the fuel is HFO. For NOx 
emission from the main engine when maneuvering the experimental time is 1.820 h (see Table 
2.2), and the average engine power Pact is 2444 kW (see Table 2.3). The ENTEC predicted total 
NOx emission amount is 
  
x
ENTEC ENTEC
x actNO
NO =EF P 12 0 2444 1.820 /1000 53.4 kgT .   
The ENTEC inventory deviation in % from 51.17 kg, which is the experimentally measured 
total NOx emission amount for the main engine at maneuvering (see Table 3.4) is 
   ENTEC ENTEC mes mesx x x xΔNO =100 NO NO /NO 100 53 4 51 17 51 17 4 33. . / . . %     
That result is shown in Table 3.4. 
 
Example 3. 
 
 US EPA inventory prediction for SOx emission of the main engine is 
  US EPASOEF 2.3735 SOC FSF 0 4792x .   
For SOx emission of the main engine at berth the specific oil consumption SOC=256.5 g/kWh 
(see Table 2.3), and the fuel Sulphur fraction in the HFO is FSF=0.0313 (see Table 2.4). So, 
  US EPASOEF 2.3735 256 5 0 0313 0 4792 18 54 g/kWhx . . . .    
For SOx emission of the main engine the experimental time T is 0.4381 h (see Table 2.2), and 
the average engine power Pact is 510.5 kW (see Table 2.3). The US EPA predicted total SOx 
emission amount is 
  
x
US EPA US EPA
x actSO
SO =EF P 18 54 510 5 0.4381 /1000 4.147 kgT . .   
The US EPA inventory deviation in % from 2.035 kg, which is the experimentally measured 
SOx emission amount for the main engine at berth (see Table 3.1) is 
   US EPA US EPA mes mesx x x xΔSO =100 SO SO /SO 100 4 147 2 035 2 035 104. . / . %     
That result is shown in Table 3.1. 
3.1.1. Inventories performance when the vessel is at berth 
The experimentally measured total emission amounts and the inventory predictions for the 
main engine at berth are shown in Figure 3.1. The experimentally measured total emission 
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amounts and the inventory deviations in % from the experimental values for the main engine 
at berth are given in Table 3.1. 
Most methods systemically over-predict the on-board measured total emission amounts of 
NOx, CO2, CO, and HC from the main engine at berth. The SOx inventories’ predictions are 
well scattered around the measured total emission amounts. The PM inventories’ predictions 
are somewhat scattered around the measured total emission amount, although some under-
prediction is obvious. The inventory predictions for NOx, CO2, and PM are somewhat 
satisfactory because the absolute deviations do not exceed 68.8%, 72.6%, and 86.3% 
respectively. However, the inventory predictions for SOx, CO, and HC are completely 
unreliable with maximal absolute deviations reaching 104%, 1610%, and 1390% respectively. 
 
 
Table 3.1 Inventory deviations from the experimentally measured total emission amounts in % for the 
main engine at berth. The experimental measurements are given in the second row in kg per time equal 
to the experiment duration according to the third column of Table 2.2 
Inventory NOx SOx CO2 CO HC PM 
Experiment 2.248 2.035 102.0 0.3319 0.06022 0.5373 
Tier III  38.1 37.4 NaN -0.276 350 7.62 
ENTEC  18.4 27.5 43.4 NaN 350 7.62 
MEET  -11.4 76.9 72.6 1610 1390 -86.3 
STEAM  114 -34.2 31.0 NaN NaN NaN 
MOPSEA  68.8 -34.1 30.8 6.46 -41.0 -47.5 
NERI  18.4 -56.0 34.1 7.81 25.0 -83.9 
EMS  77.7 18.7 33.5 79.2 45.0 -41.7 
US EPA 64.8 104 162 668 987 -77.7 
IMO 64.8 -49.1 21.1 -65.5 42.5 -39.5 
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Figure 3.1 Total emission amounts’ measurement and inventory prediction  
at berth for the main engine 
The inventories, which produce least absolute deviations for the main engine at berth are MEET 
for NOx with -11.4% deviation, EMS for SOx with 18.7% deviation, IMO for CO2 with 21.1% 
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deviation, MOPSEA for CO with 6.46% deviation, NERI for HC with 25.0% deviation, and 
jointly TIER III & ENTEC for PM with 7.62% deviation. 
The experimentally measured total emission amounts and the inventory predictions for the 
auxiliary engines at berth are shown in Figure 3.2. The experimentally measured total emission 
amounts and the inventory deviations in % from the experimental values for the auxiliary 
engines at berth are given in Table 3.2. 
Most methods systemically over-predict the on-board measured total emission amounts of 
NOx, whereas at the same time systemically under-predict the on-board measured total 
emission amounts of SOx and CO2 from the auxiliary engines at berth. The CO inventories’ 
predictions are somewhat scattered around the measured CO total emission amount, although 
some under-prediction can be detected. The CO2 is more or less well predicted by every 
inventory method, with absolute deviations less than 45.4%. The inventory predictions for 
NOx, SOx, and CO also are somewhat satisfactory because their respective absolute deviations 
do not exceed 81.8%, 98.5%, and 54.0%.  
The inventories, which produce least absolute deviations for the auxiliary engines at berth, are 
MEET for SOx, and CO2 with -38.8%, and -28.2% deviations respectively, NERI for NOx with 
-1.50% deviation, and MOPSEA for CO with -5.79% deviation. 
The experimentally measured total emission amounts for the main engine and the auxiliary 
engines at berth were converted to hourly emission amounts, by dividing the former with the 
respective experimental time in hours. The combined hourly emission amount from all engines 
at berth has been calculated as the sum of the hourly emission amounts from main engine and 
from auxiliary engines. The experimentally measured combined hourly emission amounts are 
given in on the first row of Table 3.3, except for the HC and PM column where the hourly 
emission amount are from the main engine only (see section 2.2). The inventory deviation in 
% for any hourly emission amount prediction is the same as that of the total emission amount 
prediction. The combined hourly emission amount prediction can be calculated as the sum of 
two independent hourly amount predictions: one for the main engine and one for the auxiliary 
engines. It is trivial to prove that the inventory deviation from the experimentally measured 
combined hourly emission amount in % is a weighted average of the two inventory deviations 
from total emission amounts in % (one for the main engine and one for the auxiliary engines). 
The weight coefficients are the experimentally measured hourly emission amounts from the 
main engine and auxiliary engines respectively.  
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Table 3.2 Inventory deviations from the experimentally measured total emission amounts in % for the 
auxiliary engines at berth. The experimental measurements are given in the second row in kg per time 
equal to the experiment duration according to the third column of Table 2.2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Example 4. 
 
Let us concentrate on NOx emission at berth. The measured total emission amount for NOx 
from the main engine at berth is 2.248 kg for T=0.4358 h (see Table 3.1). It follows that the 
measured hourly emission amount for NOx from the main engine at berth is 
2.248/0.4358=5.158 kg/h. The measured total emission amount for NOx from the auxiliary 
engines at berth is 7.790 kg for T=2.632 (see Table 3.2). It follows that the measured hourly 
emission amount for NOx from the auxiliary engines at berth is 7.790/2.632=2.960 kg/h. So, 
the measured combined hourly emission amount for NOx from all engines at berth will be 
5.158+2.960=8.117 kg/h (see Table 3.3). 
 
Inventory NOx SOx CO2 CO 
Experiment 7.790 18.26 795.5 1.214 
Tier III 27.1 -47.3 NaN -6.36 
ENTEC 9.24 -53.0 -36.7 NaN 
MEET 94.3 -38.9 -28.2 7.43 
STEAM 2.97 -77.1 -45.4 NaN 
MOPSEA -21.2 -74.8 -40.0 -5.79 
NERI -1.50 -98.5 -38.4 -8.08 
EMS 34.3 -54.5 -38.8 54.0 
US EPA 31.6 -54.2 -36.6 -36.8 
SMED 25.4 -60.3 -36.7 -48.3 
IMO 81.8 -78.5 -38.5 -64.2 
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Figure 3.2 Total Emission amounts’ measurement and inventory prediction at berth  
for auxiliary engines 
 
Let us use the NERI inventory for NOx at berth. The NERI inventory deviation from the 
experimentally measured 2.248 kg total NOx emission amount from main engine at berth is 
18.4% (see Table 3.1). It follows that NERI inventory deviation from the experimentally 
measured 5.158 kg/h hourly NOx emission amount from ME at berth will be also 18.4%. The 
NERI inventory deviation from the experimentally measured 7.790 kg total NOx emission 
amount from the auxiliary engines at berth is -1.50% (see Table 3.2). It follows that NERI 
inventory deviation from the experimentally measured 2.960 kg/h hourly NOx emission amount 
from the auxiliary engines at berth will be also -1.50%. So, the NERI inventories deviation 
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from the experimentally measured 8.117 kg/h combined hourly NOx emission amount from all 
engines at berth will be, 
[18.4(5.158) -1.50 (2.960)]/8.117 ≈11.2% 
That result is shown in Table 3.3. 
 
Table 3.3 Inventory deviations from the experimentally measured combined hourly emission amounts 
in % for the main engine plus the auxiliary engines at berth. The experimentally measured combined 
hourly emission amounts are given in the first row in kg/h. 
Inventory NOx SOx CO2 CO HC PM 
Experiment 8.117 11.58 543.6 1.219 0.1806 1.289 
Tier III 34.2 -13.3 NaN -2.58 350 7.62 
ENTEC 15.1 -20.7 -1.13 NaN 350 7.62 
MEET 27.2 7.56 16.6 1000 1390 -86.3 
STEAM 73.6 -59.9 -11.5 NaN NaN NaN 
MOPSEA 36.0 -58.5 -8.58 1.83 -41.0 -47.5 
NERI 11.2 -81.5 -6.21 1.80 25.0 -83.9 
EMS 61.9 -25.2 -6.69 69.7 45.0 -41.7 
US EPA 52.7 9.43 51.6 401 987 -77.7 
IMO 71.0 -66.7 -12.0 -65.0 42.5 -39.5 
 
The experimentally measured combined hourly emission amounts and the inventory 
predictions for all engines at berth are shown in Figure 3.3. The experimentally measured 
combined hourly emission amounts and the inventory deviations in % from the experimental 
values for all engines at berth are given in Table 3.3. The deviations in the last two columns of 
Table 3.3 are the same as the deviations in last two columns of Table 3.1 because there were no 
measurements of the HC and PM emissions from the auxiliary engines berth (see Table 2.2). 
Most methods systemically over-predict the on-board measured combined hourly emission 
amounts of NOx and HC, whereas systemically under-predict the on-board measured combined 
hourly emission amounts of SOx and CO2 when the vessel is at berth. The CO and PM 
inventories’ predictions are somewhat scattered around the measured combined hourly 
emission amounts, although some under-prediction is present. The inventory predictions for 
NOx, SOx, CO2 and PM are somewhat satisfactory because the absolute deviations do not 
exceed 73.6%, 81.5%, 51.6%, and 86.3% respectively. However, the inventory predictions for 
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CO and HC are completely unreliable with maximal absolute deviations reaching 1000% and 
1390% respectively. 
The inventories, which produce least absolute deviations from the experimentally measured 
combined hourly emission amounts at berth, are NERI for NOx, CO, and HC with 11.2%, 
1.80%, and 25.0% deviations respectively, MEET for SOx with 7.56% deviation, and ENTEC 
for CO2, and PM with -1.13%, and 7.62%. Tier III for PM has the same result as ENTEC. 
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Figure 3.3 Combined hourly emission amounts’ measurement and inventory prediction  
at berth for the main engine plus the auxiliary engines 
 
3.1.2. Inventories performance when the vessel is maneuvering  
The experimentally measured total emission amounts and the inventory predictions for the 
main engine when the vessel is maneuvering are shown in Figure 3.4. The experimentally 
measured total emission amounts and the inventory deviations in % from the experimental 
values for the main engine when maneuvering are given in Table 3.4. 
 
Table 3.4 Inventory deviations from the experimentally measured total emission amounts in % for the 
main engine at maneuvering. The experimental measurements are given in the second row in kg per 
time equal to the experiment duration according to the third column of Table 2.2. 
Inventory NOx SOx CO2 CO HC PM 
Experiment 51.17 61.28 3051 10.79 0.3772 10.18 
Tier III 21.7 -9.26 NaN -39.1 653 40.8 
ENTEC 4.33 -15.8 -0.607 NaN 653 40.8 
MEET 53.9 3.09 5.45 161 222 -84.2 
STEAM 69.5 -56.5 -9.26 NaN NaN NaN 
MOPSEA 75.6 -56.4 -9.41 29.1 59.3 -7.90 
NERI 69.5 1.63 -7.08 -34.2 109 36.1 
US EPA 57.4 0.907 4.86 -42.4 151 -67.9 
SMED 18.2 -28.1 -0.670 -59.2 149 52.5 
IMO 45.2 -66.4 -16.1 -78.9 138 -20.8 
 
Most methods systemically over-predict the on-board measured total emission amounts of 
NOx, and HC, whereas under-predict the CO2 emission amounts. The SOx, CO, and PM 
inventories’ predictions are somewhat scattered around the measured total emission amounts 
for the main engine when the vessel is maneuvering. The CO2 is well predicted by every 
inventory method, with absolute deviations less than 16.1%. The inventory predictions for 
NOx, SOx, and PM are somewhat satisfactory because the absolute deviations do not exceed 
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69.55%, 66.4%, and 84.2% respectively. However, the inventory predictions for CO and HC 
are very unreliable with maximal absolute deviations reaching 161% and 653% respectively. 
The inventories, which produced least absolute deviations for the main engine when 
maneuvering, are MOPSEA for CO, HC, and PM with 29.1%, 59.3%, and -7.9% deviations 
respectively, ENTEC for NOx, and CO2 with 4.33%, and -0.607% deviations respectively, and 
NERI for SOx with 1.63% deviation. 
 
3.1.3. Inventories performance when the vessel is cruising 
In comparison to the other two operational modes (at berth and during maneuvering), more 
inventories are available for prediction of total emission amounts while the vessel is on cruising 
mode. The experimentally measured total emission amounts and the inventory predictions for 
the main engine when the vessel is cruising are shown in Figure 3.5. The experimentally 
measured total emission amounts and the inventory deviations in % from the experimental 
values for the main engine when cruising are given in Table 3.5. 
Most methods systemically under-predict the on-board measured total emission amounts of 
NOx, SOx, and CO2, whereas at the same time systemically over-predict the on-board measured 
total emission amounts of CO, HC, and PM from the main engine when the vessel is cruising. 
The NOx and CO2 are well predicted by every inventory method, with absolute deviations less 
than 21.0% and 24.6% respectively. The inventory predictions for SOx and CO also are 
somewhat satisfactory because the absolute deviations do not exceed 74.4% and 55.9% 
respectively. However, the inventory predictions for HC and PM are completely unreliable 
with maximal absolute deviations reaching 312% and 335% respectively. 
The inventories, which produce least absolute deviations for main engine at cruising, are MEET 
for SOx, CO2, and PM with -28.7%, -13.9%, and -37.6% deviations respectively, STEAM for 
NOx with -3.67% deviation, SMED for HC with 104% deviation, and jointly NERI & US EPA 
for CO with 24.5% deviation. 
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Figure 3.4 Total emission amounts’ measurement and inventory prediction when maneuvering  
for the main engine 
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Table 3.5 Inventory deviations from the experimentally measured total emission amounts in % for the 
main engine at cruising. The experimental measurements are given in the first row in kg per time equal 
to the experiment duration according to the third column of Table 2.2. 
Inventory NOx SOx CO2 CO HC PM 
Experiment 451.9 430.3 18180 26.76 4.401 11.80 
Tier I -16.8 -30.9 NaN 31.6 271 187 
Tier II -5.78 -30.9 NaN 31.6 312 299 
Tier III -7.89 -30.9 NaN 31.6 312 335 
Corbett -10.5 -44.7 -14.3 NaN 312 220 
ENTEC -21.0 -42.0 -18.9 NaN 312 335 
MEET -5.78 -28.7 -13.9 35.1 234 -37.6 
STEAM -3.67 -66.9 -18.5 NaN NaN NaN 
MOPSEA -6.31 -66.8 -18.6 36.0 79.1 276 
NERI -4.73 -30.3 -14.4 24.5 312 268 
US EPA -4.73 -30.3 -14.4 24.5 312 268 
SMED -10.5 -50.2 -18.9 -55.9 104 233 
IMO -12.1 -74.4 -24.6 -54.5 291 245 
 Development of emission equations for the Main Engines 
Equations were developed applying 70% of measured ERs randomly for at berth, manoeuvring 
and cruising modes for each primary emission. 
The regression models were based on the independent variables, which in this study were data 
on maximum continuous rate (MCR) (as x1), shaft speed (SS) (as x2), and emissions (Y). 
Applying dependant variables affects the accuracy of the results. In the case of this study, fuel 
consumption was dependent on engine load, and the base SFOC value was influenced by 
engine stroke type and power. Primarily, engine-model specific base values of SFOC provided 
by the engine manufacturers were used.  
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Figure 3.5 Total emission amounts’ measurement and inventory prediction when cruising  
for the main engine 
Instantaneous total fuel consumption is influenced by many independent factors. The fuel 
consumption of main engines used in propulsion is commonly estimated as a product of the 
constant SFOC and instantaneous engine power, which gives a linear relationship between fuel 
consumption and engine power. Ideally, all power systems that require fuel to operate should 
be modelled separately: the main engines for propulsion, auxiliary engines for power 
generation, and boilers for heat generation; however, in practice separate modelling is currently 
not feasible. In any case the methodologies for evaluating power and fuel consumption are 
fairly simple, and different assumptions were observed to provide biased estimates, especially 
for auxiliary engines. The SFOC effect, dependent on MCR quantities, was hidden in the 
developed equations; but as the objective was to analyse the variation effect of independent 
variables over time on final emissions, the chemical contents of the fuel (carbon, sulphur and 
nitrogen) were not considered as these are not time-dependant. 
Table 3.6 shows the range of on-board measurement datasets used to develop the equations. 
The data on engine power, engine revolution, and other parameters including intercooled air 
temperature, scavenging air pressure and cooling fresh water were recorded every five seconds 
for the main engine. The only restrictions on the use of the developed EF equations would have 
been any datasets outside the ranges noted in Table 3.6 for Emissions, MCR and SS, but the 
applied dataset roughly covered a good range for all the variables mentioned in practical 
shipping operations.  
Datafit 9 software, using different model groups including three-parameter power, three- to 
eleven-parameter polynomial, six and ten Taylor series polynomials, was employed to define 
the models. The actual emission rates (measured instantaneously in variable timings (h) and 
variable engine powers (kW)) recorded every five seconds as the base for EFs in units of either 
ppm or %. They were then normalised to standard conditions: a temperature of 273.1 K and 
pressure of 101.3 kPa. Final emissions in grams were then calculated.  
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Table 3.6 Applied dataset range (the minimum and maximum points) 
Mode Emissions (g) MCRa (%)  SSb (RPM) 
At berth  SO2 8.7–18.8 2.5–12.8 31.5–47.4 
NOxc 6.0–20.0 1.0–12.6 -46.1–49.4d 
CO2 337.6–951.5 1.8–12.6 31–47.2 
CO 0.3–0.9 3.3–12.0 30.3–47.2 
Manoeuvring SO2 60.1–108.5 37.4–60.0 73.8–89.0 
NOx  31.1–68.4  29.4–63.7 69.8–80.9 
CO2 2949–4303 29.4–63.7 69.8–80.9 
CO 7.7–15.3 31.3–63.5 71.1–80.9 
Cruising 
 
SO2  108.7–145.0 59.6–91.6 85.9–90.8 
NOx 81.2–108.8 59.6–91.6 85.9–90.8 
CO2 4949.0–5888.0 59.6–90.8 85.9–90.8 
CO 8.9–15.7 59.6–91.6 85.9–90.8 
 
Having applied Datafit 9 software, the maximum quantity of six parameters was used in this 
study. The equations, developed from non-linear regression analysis, are at a 95% confidence 
interval. The regression model’s curve’s alignment with the data points can be predicted by the 
Ra2 value (the below equation), where n is the number of points in the data sample and k is the 
number of independent regressors (the number of variables in the models excluding dependant 
variables and constants) (Harel 2009). The adjusted R2 is necessary because the value of the 
percentage of variation can only be explained by those independent variables that affect the 
dependent variables. Simply put, the adjusted R2 will increase if a more useful variable is added 
and decrease if an un-useful (dependant) variable is added. The methodology framework is 
shown in Figure 3.6. 
          
                                                 
a Maximum Continuous Rate 
b Shaft Speed 
c NO + NO2 
d Negative amounts occur when the shaft churns backward to completely stop the ship at berth. 
2 21 [((1 )( 1)) / ( 1)]aR R n n k     
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Figure 3.6 The methodology framework for developing the equations 
 
3.2.1. On-board measurement campaign 
Measurements of main engine at berth were conducted when Vessel I arrived at its destination 
port but before the main engine were turned off. Both shaft power and SS keep changing while 
berthing to stop the ship making headway (Figure 3.7); and both strongly affect the quantity of 
emissions, as depicted in Figure 3.7: that is, when engine speed and power suddenly undergo 
either positive or negative change, emissions fluctuate accordingly. Sudden change may be 
caused by external factors such as wind, waves or currents, or by tugs or anchors. Figure 3.7 
shows the primary emissions, measured while the vessel was manoeuvring at the destination 
port. As with at-berth conditions, the levels of emissions change abruptly when SS and shaft 
power undergo a sudden change, often required to ensure smooth and safe berthing (Fu, Ding 
et al. 2013), but changes may also be caused by the geometry of the hull, the pivot point, lateral 
motion, the rudder, the propeller or the thrusters. The geological features of the port and under-
keel clearance also affect emissions levels. Normal cruising speed was also visible for 
emissions (Figure 3.7).  
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Figure 3.7 Main engine emission changes at berth, manoeuvring, and cruising 
3.2.2. Validation of emission equations 
Applying the percent-predicted method, the remaining random 30% of the emission datasets 
of Vessels I and II were predicted using the equations presented in Appendix A. By comparing 
existing inventories with the actual emissions calculated, it is possible to estimate primary 
emissions for various engine types. Our predicted inventories are closest to actual on-board 
estimations, at berth or while manoeuvring or cruising (Appendix A). 
The standard error of the regression or estimate value (S) (the below equation) demonstrates 
the mathematical superiority of our predicted emission inventory over other inventories in use. 
The value is calculated with y’ as the instantaneous calculated emission in our and other 
inventories and N as the total number of datasets for each primary emission of different engine 
types in different shipping operations. Having the smallest values, our inventories show 
superiority over other inventories (Appendix A). 
             
 
2( )y y
S
N
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Figure 3.8 presents some samples of the trends of instantaneous emissions at different MCRs, 
and again our predicted inventories show the greatest affinity with on-board measurements. 
Full samples of the primary emissions in different shipping operations are presented in 
Appendix A. 
 
(a) CO2 emissions at berth 
 
 
 
 
 
 
 
 
 
 
 (b) NOx emissions at cruising 
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(c) CO emissions at manoeuvring  
(d) SOx emissions at berth 
Figure 3.8 Sample of some trends of predicted and available inventory ME emissions (g) in different 
shipping operation 
Current inventories lack detailed EF datasets for different engine types, shipping modes and 
emissions. As they also widely ignore national air quality programs, there is a growing need to 
evaluate their impact on air quality and health.  
The engine ER changes (Figure 3.7) are non-linear, indicating a need to simulate emissions 
more practically in the mathematical model. In our study the effects of changes in engine 
parameters on emissions are considered for the first time.  
Reasons for some non-precise estimations by each of the inventories are provided below: 
 TIER III (Trozzi and DeLauretis 2013) datasets do not include CO2 emissions for main 
engines; the effects of engine type and shipping activity not considered; and only 
limited averages of the fuel sulphur content and SFOC are considered. The data on fuel 
consumption are based on national data on sold fuels, not on engine fuel consumption. 
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 Entec (Whall, Scarbrough et al. 2010) assumes the engine EF values in different 
shipping activities and engine loads; and there is considerable uncertainty in some of 
the assumptions about engine load use in port. The quantities of fuel sulphur and carbon 
contents and SFOC are averaged, and when applying the inventory to smaller fleets, 
the error between the assigned EFs and the fleet value increases. Other factors that may 
be relevant, such as how cold-started engines or various engine loads affect 
performance in the course of manoeuvring, are ignored. 
 Methodology for Emissions and Energy consumption for Transport (MEET) (Auth, 
Tuv et al. 1999) calculates averaged fuel consumption and engine loads for engines 
rather than addressing specific situations that may affect performance: for instance, the 
same EF is used for CO engines at berth and manoeuvring; and for the CO engines of 
slow- and medium-speed diesel engines. It does not consider the effect of using 
different marine fuels in engine NOx EFs in different shipping operations.  
 Ship Traffic Emission Assessment Model (Jalkanen, Brink et al. 2009) datasets do not 
include CO emissions. As a requirement of the SOx Emission Control Area regulations 
of the International Maritime Organisation (IMO), only a sulphur mass-percentage of 
1.5 is assumed and modelled for main engines. Different engine specifications or 
shipping operations are not considered when assigning engine NOx EFs. Engine loads 
can often influence EFs: for instance, engines operating under a low load may have 
higher emissions, particularly during harbour manoeuvring; such variations in EFs as a 
function of engine load are not considered. 
 Monitoring programme on air pollution from sea-going vessels (MOPSEA)’s 
(Gommers, Verbeeck et al. 2007) activity data are gathered from information systems 
not designed for inventory emissions, so it takes time and experience to repurpose the 
data to suit them to the emission model, and the work needs to be simplified and tailored 
to be fit for inventory purposes. This model too makes various assumptions about fuel 
use and the percentage of MCR which do not reflect these parameters in practice: for 
example, averaged engine EFs per ship type are used instead of specific figures. There 
is inadequate focus on engine loads during different shipping activities, and no coverage 
of engine load variations over 85% or under 10% in NOx and CO EFs. Nor is there 
adequate direction for dealing with missing data, or for implementing and using 
Automatic Identification System (AIS) data. 
 National Environmental Research Institute (NERI) (Olesen, Winther et al. 2009) uses 
the same CO EFs without consideration of engine type or shipping activity; nor are 
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consistent emission data available as a function of the engine age. In addition, country-
specific EFs for CO2 do not consider engine types or shipping activities. 
 United States Environmental Protection Agency (USEPA)’s (USEPA 2000) basis for 
its operating data seems to have various assumptions that are not validated by the 
Energy and Environmental Analysis as their contractor. It categorises engines by 
individual cylinder displacement, which may not indicate a true relationship with high, 
medium, and slow speeds. Large inconsistencies appear between the output given at 
full load and the actual ratings of the engine, pointed out in Lloyd’s analysis. The data 
analysis is mostly carried out on engines with a rating of less than 8000 kW, and the 
applicability of the EFs obtained to engines of all sizes is debatable. There is no 
consistency between engines’ rated power and testing conditions, so EPA categories 
cannot be determined. There is no agreement on the actual numbers or types of engine, 
and no reporting of engine markers or displacements. In some instances, the reported 
maximum power and engine ratings show discrepancies. The Environment Canada 
report defines the three modes and engine load factor variations under which its engines 
were tested and does not consider the extent of variation that may exist between engines 
in the same category; ‘normal cruise’ and ‘docking operation’ conditions are undefined 
in the procedures of the BC Ferry Test Program. Engine NOx and CO have the same 
EFs, regardless of fuel or engine used or consideration of shipping activity.  
 Swedish Methodology for Environmental Data (Cooper, Gustafsson et al. 2004) 
inventory likewise Entec (Whall, Scarbrough et al. 2010), mentioned in above 
paragraphs, suffers from non-precise EFs. Also, there is a great deal of uncertainty 
about ‘manoeuvring’ (the assumption is that engines operate at 20% MCR), as well as 
the need for manoeuvring emissions to take into consideration that emissions from cold 
state engines, especially CO emissions, which would be significantly different than 
those from warmer engines. Variability of emissions can also be caused by rapid 
changes to load during manoeuvring: this study takes none of these into account. Engine 
EFs (derived from steady state loads of 70–100%) are multiplied ‘at sea’ by 0.8 for NOx 
and by 2.0 for CO for all engines running on diesel. This means that there is significant 
uncertainty regarding the results. Emission estimations for engines at berth are not 
considered. The estimates of the fuel sulphur in various fuels over the years are 
unspecified, and it is assumed that between 1990 and 2003, fuel-dependent EFs of CO2 
were constant. Considering that EFs are different and there is anticipated uncertainty, 
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specifying exactly how biased emission estimations can be, especially when only at-
sea EFs are at play, is difficult. 
 IMO (IMO 2014) bases its SOx base line EFs on a 2.7% sulphur content HMO, although 
the world average of fuel sulphur is in constant change. The effect of using different 
fuel types is not considered in applying base SFOC values to engines; the parabolic 
SFOC dependency on engine load is not considered in HFO; and transient engine load 
changes are not considered in CO EFs. There are uncertainties about how many active 
ships exist, and which are allocated to domestic or international voyages. Currently 
discrepancies occur between the number of active ships described by the IHSF and 
those observed on AIS, although this will reduce slightly as the availability of AIS data 
improves. The bottom-up method is used when location information is available, but 
AIS coverage is not so consistently high for the voyage-by-voyage details to be 
identified either. Some uncertainties may also arise if the ship is not visible on AIS and 
its speed is estimated. 
 Development of emission equations for the Auxiliary Engines 
For each primary emission (NOx, SOx, CO2 and CO), an equation is developed to estimate the 
emissions. Non-linear regression analysis are performed on 70% of data randomly selected 
from two on-board measurements of AEs of Vessels I and II at berth.  
Determining the independent variable to be included in the regression model requires selecting 
the sets of data as Y (emissions) and X (maximum continuous rate (MCR)). SFOC amounts 
are dependent on MCR amounts, so the effect is hidden in MCR quantities. Also, shaft speed 
during AE emission measurements at berth is constant and is not considered as a variable in 
developing EF equations. The ranges of applied on-board measurement datasets to develop the 
equations are shown in Table 3.7.  
The equations developed from non-linear regression analysis shown in Table 3.8 are at a 95% 
confidence interval. The R2 value indicates how well the data points fit the curve or line of the 
regression model.  
The equations developed and tabulated in Table 3.8 allow prediction of the emissions of the 
remaining random 30% of the datasets of Vessels I and II. The results of the calculation are 
presented here, named the predicted emission inventory. This inventory and the actual 
calculated emissions are benchmarked against existing inventories for estimating primary 
emissions for different engine types in port (Table 3.9).  
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Table 3.7 Applied dataset range (the minimum and maximum points) 
Mode Emissions (g) MCR (%) 
At berth –AE SOx 119.0 – 721.6 29.6 – 96.5 
NOx 14.2 – 323.4 26.6 – 96.5 
CO2 2269.9 – 4692.5 23.6 – 96.4 
CO 13.3 – 47.0 27.1 – 96.5 
 
Table 3.8 Developed EF equations with the adjusted Ra2 factor  
Mode EF equations (g) R2 
At berth – AE SOx = −0.3 x2 +50.7 x -1139.7 0.9401 
NOx = −0.1 x2 +12.6 x -280.7 0.9302 
CO2 = 9.7 - 
9.2
x
 + 
4.3
x2
 - 
0.6
x3
 0.9916 
CO = -0.02 x2 +2.1 x -37.0 0.7672 
 
Table 3.9 Results of actual on-board estimation, predicted emission inventory and available 
inventories (g) 
At berth–AE SOx NOx CO2 CO 
Actual On-board Estimation 12183.3 4627.4 129800.8 630.7 
Predicted Emission Inventory 12319.4 4703.3 130375.7 646.8 
MEET(Auth, Tuv et al. 1999) 9646.9 5555.2 127345.8 998.0 
NERI (Olesen, Winther et al. 
2009) 
Same as MEET Same as IMO 126955.8 977.1 
US EPA (USEPA 2000)  11448.5 7265.6 120352.8 511.7 
TIER III (Trozzi and DeLauretis 
2013) 
3338.7 9585.0 Not Specified 1152.1 
ENTEC (Entec 2007) 8075.6 8235.0 114966.4667 Not 
Specified 
STEAM (Jalkanen, Brink et al. 
2009) 
9636.9 Same as IMO 128458.2 Not 
Specified 
MOPSEA (Gommers, Verbeeck 
et al. 2007) 
5008.1 6856.8 123764.2 1159.8 
SMED (Cooper, Gustafsson et al. 
2004) 
6828.1 9787.5 Same as ENTEC 549.6 
IMO (IMO 2014) 4173.4 7792.3 123923.4 431.3 
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As shown, in all cases, the predicted inventories offer the closest match to the actual on-board 
estimations, compared with other available inventories. 
To validate the mathematical superiority of the predicted emission inventory compared with 
other inventories, the standard error of the regression or estimate value (S) is used. It represents 
the average distance that the predicted values, and the values from available inventories, fall 
from the actual estimation emission, which is used to describe the average accuracy. Smaller 
values indicate whether the predicted emission inventory or available emission inventories are 
closer to the fitted line of actual data points. 
 
Table 3.10 Comparison of S value for the predicted inventories and existing inventories 
At berth – AE SOx NOx CO2 CO 
Predicted Emission 
Inventory 
55.09 22.6 0.1 3.9 
TIER III 232.5 170.7 - 26.5 
ENTEC 127.1 124.8 0.9 - 
MEET 94.8 115.1 0.6 21.0 
STEAM 95.01 - 0.6 - 
MOPSEA 194.6 79.8 0.6 26.8 
NERI - - 0.6 19.4 
US EPA 64.1 89.8 0.6 8.3 
SMED 154.2 177.6 - 8.1 
IMO 213.5 109.8 0.6 - 
 
The standard error endorses the superiority of all predicted inventories as they have the smallest 
value compared with the actual emissions for different engine types in port in the remaining 30 
% of emissions from both Vessel I and Vessel II (Table 3.10).  
Trends of instantaneous emissions versus different MCRs are provided in Figure 3.9, which 
also reveal that the predicted inventories provide results closer to the actual on-board 
measurements than existing inventories. 
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(a) SOx emissions at berth 
 
(b) NOx emissions at berth 
 
(c) CO2 emissions at berth 
 
(d) CO emissions at berth 
Figure 3.9 Trends of predicted and available inventory emissions (g) for AE at berth 
 
The scarce definitive information on the energy use and fuel consumption of sea-going ships 
at berth means that estimation of their emissions are still considerably inaccurate. This lack 
needs to be addressed by more regular monitoring (Van der Gon, Tno. et al. 2010). There is a 
need to simulate emissions more realistically in mathematical approaches. This study is the 
first to consider the effect of changes in MCR in non-linear regression analysis, on emissions. 
Below is a list of weaknesses in each of the nine inventories that resulted in non-precise 
emission estimation: 
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MEET: 
- The methodology has applied simplified approach for NOx EFs in AEs ignoring harbour 
activities and engine type. 
- Averaged amounts of fuel consumption and engine loads have been used. 
- Although they are dependant, the methodology considers the simultaneous effect of 
engine power and load factor as independent parameters for AE CO.  
NERI: 
- See the comments under MEET and IMO. 
- The same EF for CO is used regardless of engine type and shipping activity, because 
of the lack of consistent emission data as a function of engine-built year. 
- The methodology applies country-specific EF for CO2. 
USEPA: 
- The engine categories are based on individual cylinder displacement, which may not 
hold true correspondence to engines in the high speed, medium speed, and slow speed 
categories, used by IMO and Lloyd’s in preceding analyses. 
- Lloyd’s data also indicates large inconsistencies at full load versus actual engine ratings 
in the measured output. 
- The engine rated power related to test conditions are very inconsistent across engines. 
- The same EFs are given for NOx and CO regardless of the fuel type or engine type, with 
limited shipping activity consideration.  
TIER III:  
- CO2 emissions is not included in the datasets. 
- There is no consideration of the effect of engine type and shipping activity on CO. 
- EFs are based on nationally collected data on sold fuel, not real fuel consumption. 
- Limited averaged amounts of SFOC and fuel sulphur content are considered. 
ENTEC: 
- CO emissions is not included in the datasets. 
- Assumptions are made in assigning EFs in different shipping activities, engine loads 
along with limited averaged fuel sulphur and carbon content, and SFOC. 
- The use of a combined EF for high-speed diesel (HSD) and MSD AEs will increase the 
uncertainty for NOx emissions at berth. 
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- Engine types for the AE have not been specified and an approximated 50:50 range 
between HSD and MSD has been applied. 
STEAM: 
- CO emissions is not included in the datasets. 
- Like IMO, it considers only crankshaft rpm as a parameter to assign the NOx EFs 
regardless of other engine specifications or of shipping operations.  
- A default sulphur mass-percentage of 1.5 for the AE has been assumed in the model. 
MOPSEA: 
- There is no coverage of engine loads in NOx and CO EFs for AE. 
- The model foresees only the energy used for air conditioning, ventilation, hotel 
requirements, and preheating of heavy fuel by auxiliaries.  
SMED: 
- The same comments as listed under ENTEC are applicable. 
- Fuel-dependent emission factors of CO2 have been assumed not to vary over the period 
1990–2003, and has been calculated from a carbon content of 86.7% for all fuels. 
- Only a very rough estimate of the fuel sulphur in different fuels and years could be 
made for the purposes of this study. 
IMO: 
- SOx base line EFs are based on HFO with 2.7% sulphur content. Further regional 
variations of fuel sulphur content are not taken into account and this percentage is 
assumed to be the average that is representative for the global fleet in each year. 
- Only a constant value for SFOC in the AE is used. 
- All CO EFs represent steady-state operation; emissions and transient engine loads and 
their changes are not considered. 
- Assumptions have been considered regarding AE loads. EFs and SFOC remain areas 
of uncertainty for the AEs.  
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Chapter 4: Development of vessel-specific inventory 
families at port and at sea 
The objective of this chapter is to present a comprehensive case study to identify the best 
vessel-specific inventory family that predicts the primary emissions from an ocean-going 
vessel when at berth, while maneuvering and while cruising. The other main purpose of the 
chapter is to generalize the implication of the case study by advising a novel policy, which will 
allow different authorities to estimate the shipping emissions in a cost-effective and reliable 
way. The emissions rates of nitrogen oxides, Sulphur oxides, carbon dioxide, carbon monoxide, 
hydrocarbon, and particulate matter from the main engine and from the auxiliary engines are 
measured for different modes of ship operations in an on-board experiment campaign. The 
measured total emission amounts were predicted with 13 families of emission inventories and 
prediction deviations have been calculated. A procedure was advised for estimating the 
prediction inventory deviations of the combined hourly emission amounts from the main 
engine plus the auxiliary engines. Each inventory family has been formalized as a six-
dimensional vector of prediction deviations for any mode of operation. The best vessel-specific 
inventory families were identified using the minimal mean absolute deviation criteria. A more 
rational procedure to rank inventories is considered, which treats the missing value problem 
and constructs a six-attribute value function. The use of preferential analysis and value 
functions further clarifies the recommended choice of inventory method. In this case study we 
demonstrated that the most suitable inventory families will provide reliable predictions with 
acceptable deviations from the measured emissions. At berth and for maneuvering, the best 
inventory family turned out to be MOPSEA (with 32.2% and 39.6% mean absolute deviations 
respectively). For cruising, the most precise inventory family is MEET (with 59.2% mean 
absolute deviation), whereas MOPSEA being the third best. However, some of the other 
inventories produce unacceptably high deviation, well above 100%. The practical implication 
is that while inventory methods can produce precise and cost-effective predictions, they should 
never be used without experimental verification. That is why, we provide an algorithm to use 
on-board experimental measurements to identify the best vessel-specific inventory family, 
which predicts the primary emission of a ship at a given mode of operation. The proposed 
algorithm and the implications of the case study are utilized to motivate a proposal for a novel 
future policy for a cost-effective and reliable emission estimation from shipping. 
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 Best family inventory when the vessel is at berth 
For each inventory family the mean value of its absolute deviations from the experimentally 
measured combined hourly emission amounts is shown in the last column of Table 4.1. With all 
its imperfections these values can serve as a “quick and dirty” marginalization of the 6-
dimensional preference problem into a 1-dimensional ranking problem in ascending order of 
the Mean Absolute Deviation (MAD). The average absolute deviation of a data set is the 
average of the absolute deviations from a central point. It is a summary statistic of statistical 
dispersion or variability. In this general form, the central point can be the mean, median, mode, 
or the result of another measure of central tendency. All inventory families, which do not 
predict at least five of the six combined hourly emission amounts, are disqualified and their 
MADs are shown bolded in Table 4.1. According to the minimal MAD criterion the best 
inventory family at berth is MOPSEA with the 32.2% MAD. That family predicts all six of the 
emissions. The other inventory families, which predict all six of the combined hourly emission 
amounts, are MEET, NERI, EMS, US EPA, and IMO. 
Table 4.1 Inventory deviations from the experimentally measured combined hourly emission amounts 
in % for the main engine plus the auxiliary engines at berth. The experimentally measured combined 
hourly emission amounts are given in the first row in kg/h. The mean absolute deviations in % are 
shown in the last column 
Inventory NOx SOx CO2 CO HC PM MAD 
Experiment 8.117 11.58 543.6 1.219 0.1806 1.289 0.000 
Tier III 34.2 -13.3 NaN -2.58 350 7.62 81.5 
ENTEC 15.1 -20.7 -1.13 NaN 350 7.62 78.9 
MEET 27.2 7.56 16.6 1000 1390 -86.3 422 
STEAM 73.6 -59.9 -11.5 NaN NaN NaN 48.3 
MOPSEA 36.0 -58.5 -8.58 1.83 -41.0 -47.5 32.2 
NERI 11.2 -81.5 -6.21 1.80 25.0 -83.9 34.9 
EMS 61.9 -25.2 -6.69 69.7 45.0 -41.7 41.7 
US EPA 52.7 9.43 51.6 401 987 -77.7 263 
IMO 71.0 -66.7 -12.0 -65.0 42.5 -39.5 49.5 
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 Best family inventory when the vessel is maneuvering  
For each inventory family the MAD criterion is shown in the last column of Table 4.2. All 
inventories, which do not predict at least five of the six total emission amounts, are disqualified 
and their mean values are shown bolded in Table 4.2. 
According to the minimal MAD criterion, the best inventory family for the main engine, when 
the vessel is maneuvering, is MOPSEA with the 39.6% MAD. That family predicts all six of 
the emissions. The other inventory families which predict all six of the total emission amounts 
are MEET, NERI, US EPA, SMED, and IMO. 
Table 4.2 Inventory deviations from the experimentally measured total emission amounts in % for the 
main engine at maneuvering. The experimental measurements are given in the second row in kg per 
time equal to the experiment duration according to the third column of Table 2.2. The mean absolute 
deviations in % are shown in the last column 
Inventory NOx SOx CO2 CO HC PM MAD 
Experiment 51.17 61.28 3051 10.79 0.3772 10.18 0.000 
Tier III 21.7 -9.26 NaN -39.1 653 40.8 153 
ENTEC 4.33 -15.8 -0.607 NaN 653 40.8 143 
MEET 53.9 3.09 5.45 161 222 -84.2 88.3 
STEAM 69.5 -56.5 -9.26 NaN NaN NaN 45.1 
MOPSEA 75.6 -56.4 -9.41 29.1 59.3 -7.90 39.6 
NERI 69.5 1.63 -7.08 -34.2 109 36.1 42.9 
US EPA 57.4 0.907 4.86 -42.4 151 -67.9 54.1 
SMED 18.2 -28.1 -0.670 -59.2 149 52.5 51.3 
IMO 45.2 -66.4 -16.1 -78.9 138 -20.8 61.0 
 Best family inventory when the vessel is cruising 
For each inventory family the MAD criterion is shown in the last column of Table 4.3. All 
inventories, which do not predict at least five of the six total emission amounts, are disqualified 
and their mean values are shown bolded in Table 4.3. 
According to the minimal MAD criterion, the best inventory family for the main engine, when 
the vessel is cruising is MEET with the 59.2% MAD. That family predicts all six of the 
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emissions. The other inventory families which predict all six of the total emission amounts, are 
MOPSEA, NERI, US EPA, SMED, and IMO. 
Table 4.3 Inventory deviations from the experimentally measured total emission amounts in % for the 
main engine at cruising. The experimental measurements are given in the first row in kg per time equal 
to the experiment duration according to the third column of Table 2.2. The mean absolute deviations 
in % are shown in the last column 
Inventory NOx SOx CO2 CO HC PM MAD 
Experiment 451.9 430.3 18180 26.76 4.401 11.80 0.000 
Tier I -16.8 -30.9 NaN 31.6 271 187 107 
Tier II -5.78 -30.9 NaN 31.6 312 299 136 
Tier III -7.89 -30.9 NaN 31.6 312 335 143 
Corbett -10.5 -44.7 -14.3 NaN 312 220 120 
ENTEC -21.0 -42.0 -18.9 NaN 312 335 146 
MEET -5.78 -28.7 -13.9 35.1 234 -37.6 59.2 
STEAM -3.67 -66.9 -18.5 NaN NaN NaN 29.7 
MOPSEA -6.31 -66.8 -18.6 36.0 79.1 276 80.5 
NERI -4.73 -30.3 -14.4 24.5 312 268 109 
US EPA -4.73 -30.3 -14.4 24.5 312 268 109 
SMED -10.5 -50.2 -18.9 -55.9 104 233 78.7 
IMO -12.1 -74.4 -24.6 -54.5 291 245 117 
 
 Improvement of the Minimal Mean Absolute Deviation criterion 
A problem related to the case study described in sections 4.1 to 4.3 is the application of the 
minimal mean absolute deviation criterion to rank the inventory families under specific 
operational mode of the vessel. That criterion is not entirely rational, as it was pointed in the 
text. In this section we will discuss a more elaborate and rational method for ranking. 
In sections 4.1 to 4.3, we arranged the possible inventory methods according to preference 
three times (for each mode of operation). The preferences of any decision maker (DM) over a 
specific inventory family for a selected operational mode of a given vessel will depend only on 
the deviations of the inventory prediction emissions from the six emissions measured in the on-
board experiment. Let us denote those deviations (in %) as follows: 1 xNO  , 2 xSO  , 
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3 2CO  , 4 CO  , 5 HC   and 6 PM  . The six values can be organized in a 
6-dimensional vector of deviations   as follows: 
   1 2 6 x x 2NO SO CO CO HC PM, , , , , , , ,            
The parameters 1 2 6, , ,    in the terminology of decision analysis are called attributes. 
Some of the vectors can have one attribute missing (because some inventory families do not 
predict all six of the emissions). We need to rank those vectors for each of the operational 
modes of a vessel. 
 
Example 5. 
 
In our case study during maneuvering, according to Table 3.4, we have six vectors (for MEET, 
MOPSEA, NERI, US EPA, SMED and IMO) with all 6 deviations: 
MEET
maneuvering =(53.9,3.09,5.45,161,222, -84.2) 
MOPSEA
maneuvering =(75.6,-56.4,-9.41,29.1,59.3,-7.90) 
NERI
maneuvering =(69.5,1.63,-7.08,-34.2,109,36.1) 
US EPA
maneuvering =(57.4,0.907,4.86,-42.4,151,-67.9) 
SMED
maneuvering =(18.2,-28.1,-0.670,-59.2,149,52.5) 
IMO
maneuvering =(45.1,-66.4,-16.1,-78.9,138,-20.8) 
During maneuvering we also have two other vectors with missing values, but with at least four 
emission deviations calculated (for Tier III, and ENTEC): 
Tier III
maneuvering =(21.7,-9.26,NaN,-39.1,653,40.8) 
ENTEC
maneuvering =(4.33,-15.8,-0.607,NaN,653,40.8) 
In sections 4.1 to 4.3, we implicitly substituted the missing values with the mean of the known 
absolute deviations (that is with MAD). There are other more elaborate methods to impute 
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missing values (Cohen, Cohen et al. 2003, Acock 2005), but this problem goes beyond the 
scope of the thesis (see (Nikolova, Toneva-Zheynova et al. 2012) for further discussion).  
In sections 4.1 to 4.3, we used the mean absolute deviation criterion to marginalize the stated 
six-dimensional preference problem into a one-dimensional ranking problem. However, it has 
been stated in this thesis that the criterion in question is “quick and dirty”. Completely rational 
decisions can be obtained if a value function is built, which accurately reflects the preferences 
of the DM. The function will be additive because the DM holds the mutual preferential 
independence over the 6 attributes: from two inventories, the DM will prefer the one that has 
more favorable deviation for any attribute, if the rest of the attributes are pair-wise equal, and 
the decision will never depend on the equal deviations (French and Insua 2010). That is why, 
it is possible to construct a value function over the vector of deviations in the form: 
 
   
           
x x 2
1 1 x 2 2 x 3 3 2 4 4 5 5 6 6
NO SO CO CO HC PM
NO SO CO CO HC PM
v v , , , , ,
a v a v a v a v a v a v
      
     
 
     
  
The inventories have to be ranked in descending order of the value function. The value function 
is normalized in the closed interval [0; 1] in a sense that it should be 1 if all deviations are 0% 
(the best-case scenario) and it should be 0 if all deviations are -100% (the worst-case scenario). 
In the above equation, the constants ai, for i=1, 2, …, 6 are the weight coefficients, which 
reflect the importance of each attribute into the overall preference of the DM over the six-
dimensional vectors  . Each of the six constants should be non-negative and they should sum 
to one. The one-dimensional functions  iv . , for i=1, 2, …, 6 are the attribute value functions 
over each of the emission deviations (which are value-difference functions (French & Insua, 
2010)). Each of  iv .  is normalized so that vi(-100%)=0, vi(0%)=1, and   0
i
i ilim v



 . The 
function should increase from -100% to 0% and decrease from 0% to “plus infinity” %. An 
example of such a function is given on Figure 4.1.  
It is perfectly rational that the attribute value functions are different for each of the attributes 
and for each of the vessel modes of operation. Alternatively, the DM may use one and the same 
function over each attribute for each mode, since they all measure the opinion of the DM 
regarding the precision of predictions. The form of the attribute value functions depends solely 
on the preferences of the DM. There is not much discussion in literature regarding the rational 
construction of value functions. However, as far as value functions are a special case of utility 
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functions under risk, then the techniques for construction of such functions may be adopted for 
the case of value functions. The single attribute utility function is constructed usually by 
eliciting several nodes of their function and then applying either an analytical non-linear 
function to approximate the utility on the elicited nodes, or linear function to interpolate over 
the elicited nodes. We will demonstrate how to elicit several nodes of the one-dimensional 
function vi(.). It is already known that vi(–100%)=0, vi(0%)=1, and   0
i
i ilim v



 . The DM 
can select a set of M additional deviation values  1 2i , i , i ,M, , ,    for the ith emission. To find 
the value of the one-dimensional function  i i , jv   at the deviation i , j the DM has to identify 
the probability pj where he/she is indifferent between: 
A) the option of getting 0i ,best %   with probability pj or getting 100i ,worst %    with 
probability (1–pj). This option is denoted as  i ,best j i ,worstp   . 
B)  the option of getting a deviation i , j  for sure.  
If pj is identified by the DM so that the latter is indifferent between the two stated options, then 
 i i , j jv p  . In fact, the DM has to solve M preferential equations of the type
 i ,best j i ,worst i , jp ~     where the symbol ~ stands for indifference. The recommended 
method to elicit such nodes is called probability equivalence method, but there are other more 
complicated methods (see (French and Insua 2010) as well as (Nikolova, Hirota et al. 2006) 
for discussion on methods to elicit nodes of one-dimensional value functions). 
The weight coefficients in the value function measure the importance of each pollutant in the 
overall assessment of preferences over emission inventories. It is only natural to expect that 
pollution levels have different significance depending on the regime – pollution close or in 
ports are causing more direct harm than emissions while at sea, while still the pollution is of 
global importance. There are elaborate methods to elicit the weight coefficients, which are 
nothing else but scaling constants in the utility theory. Scaling constants are elicited 
subjectively, where the DM must identify the probability pi, which makes him/her indifferent 
when comparing:  
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A) the option of getting  0 0 0 0 0 0best , , , , ,   with probability pi or getting 
 100 100 100 100 100 100worst , , , , ,         with probability (1–pi). This option is 
denoted as  best i worstp   . 
B)  the option of getting for sure a deviation vector, where only the i-th deviation is set 
to its best level 0%, and the others are at their worst level of -100%: 
 1 1 1100 100 0 100 100corner ,i i i i n, , , , , ,                . Such 
vector is a.k.a. corner vector. 
If pi is identified by the DM so that the latter is indifferent between the two stated options, then  
ai=pi. In fact, the DM has to solve six preferential equations of the type
 best i worst corner ,ip ~     (see (Keeney and Raiffa 1993) for detailed discussion on multi-
dimensional utility functions and identification of scaling constants).  
 
 
Figure 4.1 Example of the value functions  iv .  over an emission deviation (solid line). The function 
vquick(Δi) =1-|Δi|/100 is shown for reference (dashed line) 
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 Choosing the best inventory family for a given type of operation 
Constructing the value functions, we will be able to choose which inventory method is the best 
(most preferred) for each operational mode. The following algorithm can be utilized to select 
the best inventory method for a given type of ship operation:  
 
1. Define the vector of deviations  x x 2NO SO CO CO HC PM, , , , ,        for each 
inventory method (with at least five emission deviations calculated). 
2. Impute missing values in the vector of deviations by replacing them with the mean of the 
known deviations' absolute values. 
3. Construct the attribute value functions  iv .  for the selected type of operation. 
4. Elicit the scaling constants ai for i=1, 2, …, 6 for the selected type of operation. 
5. Construct the value function v as function of six attributes and their scaling constants. 
6. Calculate  v   for each of the deviation vectors from step 1). 
7. Choose the inventory family that has the highest value, calculated in step 6). 
 
While our algorithm assumes we need at least five calculated deviations (in step 1), this 
requirement may be modified and is prescriptive, not mandatory. If all six deviations are 
calculated, then step 2 of the above algorithms will be obsolete. We will demonstrate the 
application of this algorithm in an example. 
  
Example 6. 
 
Let us select the best inventory method for operation during maneuvering. There are eight 
vectors that satisfy step 1 of the Algorithm (that at least five pollution deviations are calculated) 
and they were given in Example 5.  
Algorithm to select the best inventory method for a selected type of operation: 
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Following step 2 of the Algorithm, we identify the following imputed values for the two vectors 
containing missing values. For the inventory Tier III, the deviation in CO2 will be: 
     3 1 2 4 5 6 21 7 9 26 39 1 653 405 5 153 MAD8 TIER III. . . ./ /                 
Then Tier IIImaneuvering =(21.7,-9.26,153,-39.1,653,40.8). 
For the inventory family ENTEC, the deviation in CO will be: 
   4 1 2 3 5 6 4 33 15 8 0 607 65 5 1453 40 3 MA8 DENTEC. . . ./ /                 
Then ENTECmaneuvering =(4.33,-15.8,-0.607,143,653,40.8). 
Following step 3 of the Algorithm, let the DM believe that all attribute value functions are the 
same and are equal to  sav . : 
       1 2 6 sav . v . v . v .    . 
The following preferential equations were solved in order to elicit additional nodes from  sav . : 
<0% (0.17) -100%> ~ –75% =>  75 0 17sav % .   
<0% (0.40) -100%> ~ –50% =>  50 0 40sav % .   
<0% (0.75) -100%> ~ –25% =>  25 0 75sav % .  , 
<0% (0.75) -100%> ~ 25% =>  25 0 75sav % .  
<0% (0.60) -100%> ~ 50% =>  50 0 60sav % .  
<0% (0.50) -100%> ~ 75% =>  75 0 50sav % .  
<0% (0.429) -100%> ~ 100% =>  100 0 429 0 43sav % . .   
<0% (0.273) -100%> ~ 200% =>  200 0 273 0 27sav % . .   
<0% (0.20) -100%> ~ 300% =>  300 0 20sav % .  
The function  sav .  is then approximated with the following analytical form: 
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Figure 4.2 presents the approximated function  sav x , for  100x ;    (we can see the 
similarities of this function to the example one presented on Figure 4.1).  
 
Figure 4.2 Graphics of the single attribute function  sav x  
 
The DM has also elicited the following scaling constants: 
< best  (0.10) worst > ~  100 0 0 0 0 0, , , , ,    => a1=0.10 
< best  (0.25) worst > ~  0 100 0 0 0 0, , , , ,    => a2=0.25 
< best  (0.05) worst > ~  0 0 100 0 0 0, , , , ,    => a3=0.05 
< best  (0.30) worst > ~  0 0 0 100 0 0, , , , ,    => a4=0.30 
< best  (0.10) worst > ~  0 0 0 0 100 0, , , , ,    => a5=0.10 
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< best  (0.20) worst > ~  0 0 0 0 0 100, , , , ,    => a6=0.20 
Following step 4 of the Algorithm, the six-attribute value function is constructed: 
   
         
x x 2
x x 2
NO SO CO CO HC PM
0 10 NO 0 25 SO 0 05 CO 0 30 CO 0 10 HC 0 20 PMsa sa sa sa sa sa
v v , , , , ,
. v . v . v . v . v . v
      
     
 
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Following step 5 of the Algorithm, we can calculate the value function over each of the 
inventories. For example, for MEET we have: 
   
           0 10 53 9 0 25 0 05 0 30 161 0 10 222 0 2
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In the same way we can calculate the value function over the other seven inventory families: 
 MOPSEAmaneuveringv  =v(75.6,-56.4,-9.41,29.1,59.3,-7.90)=…=0.6480 
 NERImaneuveringv  =v(69.5,1.63,-7.08,-34.2,109,36.1)=…=0.7072 
 US EPAmaneuveringv  =v(57.4,0.907,4.86,-42.4,151,-67.9)=…=0.5814 
 SMEDmaneuveringv  =v(18.2,-28.1,-0.670,-59.2,149,52.5)=…=0.5534 
 IMOmaneuveringv  =v(45.2,-66.4,-16.1,-78.9,138,-20.8)=…=0.4083 
 Tier IIImaneuveringv  =v(21.7,-9.26,153,-39.1,653,40.8)=…=0.6390 
 ENTECmaneuveringv  = v(4.33,-15.8,-0.607,143,653,40.8)=…=0.6173 
Following step 6 of the Algorithm the recommended inventory family when maneuvering 
would be NERI, because it has the highest value of the value function (0.7072). The second-
best inventory family would be MOPSEA with value function of 0.6468. The overall ranking 
is: 1) NERI (0.7072); 2) MOPSEA (0.6480); 3) TIER III (0.6390); 4) ENTEC (0.6173); 5) US 
EPA (0.5814); 6) SMED (0.5534); 7) MEET (0.4971); 8) IMO (0.4083). The selection of the 
NERI inventory family is a slight improvement compared to the one achieved with the minimal 
MAD criterion in section 4.1, where the MOPSEA was selected, but NERI was ranked second. 
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It is interesting to compare the ranking of the two methods. According to the MAD criterion, 
the ranking was: 1) MOPSEA (39.6); 2) NERI (42.9); 3) SMED (51.3); 4) US EPA (54.1); 5) 
IMO (61.0); 6) MEET (88.3); 7) ENTEC (143); 8) TIER III (153). In general, the two rankings 
are very similar except for ENTEC and TIER III. The six remaining inventory families have 
almost the same ranking by the two methods. This concludes Example 6.  
 
Let us assume that the DM wants to use the same attribute value function for all six attributes 
in the form vquick(Δi) =1-|Δi|/100. This function is shown with dashed line on Figure 4.1, where 
it can be seen it somehow resembles the “precise and rational” vi(Δi) given with solid line. Let 
the same DM be happy to use six equal scaling constants and therefore ai=1/6 for i=1,2,…,6. 
The main advantage of using the vquick(.) with equal weight coefficients is that the six-attribute 
value function can be built quickly by skipping the elaborate procedure in section 4.4.1 and 
demonstrated in Example 6. The function vquick(Δi) is not normalized because it takes negative 
values for deviations greater than 100%. However, the only place where this normalization 
matters is the skipped procedure for elicitation of the scaling constants using corner vectors. 
So, the six-attribute value function, which models the preference of the discussed DM, will 
take the form: 
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It is obvious that under the discussed circumstances the value function v(.) is a negative affine 
transformation of the MAD criterion w(.). So according to the value function uniqueness 
theorem (French 1993) the maximization of the six-attribute value function v(.) will produce 
the same result as the application of the minimal MAD criterion. The later happens to be a 
special case of the six-attribute value function v(.), where the scaling constants are equal, and 
the six attribute functions are in the form vquick(Δi) =1-|Δi|/100. That is why the ranking of 
inventory families with the minimal MAD criterion is "quick and dirty" approach, which often 
produce satisfactory results as in Example 6. However, using the more elaborate 6-atrribute 
value function approach will guarantee that the selected inventory family will fully correspond 
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to the DM preferences as is the case presented in Example 6. The benefits of using this approach 
are evident when the inventory families generate results that may be considered outliers for a 
given emission type. Such was the case in Example 6, where ENTEC and TIER III have an 
absolute deviation of 653% on HC, which is an obvious outlier compared to the other emission 
types (see Table 4.2). While those outlier measurements distort completely the ranking of 
ENTEC and TIER III using the minimal MAD criterion, the value function approach (see 
Figure 4.2) strongly reduces the influence of the outliers as it reaches saturation as values 
increase. This allowed ENTEC and TIER III to improve their ranking (from positions 7 and 8 
to positions 4 and 3 respectively). This is closer to the real DM preferences.   
 
 Policy implications of the study 
We can formulate some implications from the case study given in chapter 3 and improved in 
chapter 4. It is very likely that for any standard ship in a specific mode of operation there is an 
inventory method that will produce emission predictions with high precision. If on-board 
measurement experiments are available, we have a chance of identifying which is the most 
suitable method and from what we demonstrated in this thesis, this is a comparatively easy 
task. The best inventory method will most likely give small deviations from the measured 
emissions. However, if we try to choose blindly one inventory family for some mode of 
operation (without backing this up by any real time measurements) there is a high chance that 
we will choose a method that produces unacceptably high errors. The case study demonstrated 
that some methods deviate substantially in their predictions (by well over 100%). In that sense, 
one of the important contributions of this thesis is to demonstrate the importance of 
experimental data to identify suitable inventory family for each of vessel's modes of operation. 
This case study demonstrated an efficient way forward for emission estimation of a ship during 
technical exploitation in a quick and precise manner. It is possible that on-board measurements 
of the ship emission can be conducted at the time the ship is put in exploitation as well as at 
times of regular ship repairs. Using those measurements, the inventory method, which predicts 
the emissions with minimal error can be identified for each mode of operation of the vessel. 
The identified inventory methods can be used by various regulatory authorities during 
exploitation of the ship to calculate emissions during regular exploitation. The discussed 
inventory methods are beneficial first for the policy makers, who need to assess the pollution 
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caused by shipping in order to implement reasonable boundaries to that pollution. Ship owners, 
on the other hand, can use the identified inventories to get precise prediction on the actual 
pollution their vessels cause to the environment during various modes of operation so that they 
can take adequate measures to minimize the penalties imposed by regulatory bodies.  
There are four obvious alternatives to the above-formulated policy: 
 To use inventory methods selected by the policy makers without the benefit of verifying 
them with real measurement for each ship. As it was demonstrated by our case study, 
this method will almost surely produce shipping emission estimate with low precision. 
Therefore, the policy changes will most likely be inadequate. In fact, that is the situation 
now.  
 To regulate that every vessel should acquire and maintain its own measurement devices. 
They may even design their own family of inventories and justify their applicability for 
the ships they operate. That alternative would be unreasonably expensive for the ship 
owners, and very impractical because of the many problems that may arise when the 
machine crew starts interacting with the emission measurement system. As a result, 
even if the latter works in a given moment of time, the measurement results will be 
highly unreliable. Furthermore, the maritime and environmental authorities will use 
their own measurement systems rather than utilizing those on the ship (due to their 
necessity to comply with strict international regulations).  
 To require that every vessel should develop ship-specific inventories based on an on-
board measurement campaign. This problem is almost impossible mathematically, 
because the data to create the inventory models will never be enough. On top, the policy 
makers would have a hard time dealing with so many different unknown models instead 
of using several known inventories. As a result, the assessed shipping emissions will be 
with even greater error than they are today. 
 To use only empirical data from on-board measurements. The main disadvantage of 
this strategy is that the best inventories for a specific ship and type of operation contain 
prior knowledge, which will not be utilized. Additionally, the problems with the policy 
makers will be the same as in the previous alternative.  
It seems that neither one of the discussed alternatives is satisfactory.  
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Based on the arguments given in the current section we propose the following policy for 
estimating the shipping emissions for future implementation: 
Creation of a generalized rational algorithm to rank inventory families 
based on the precision of their predictions for given operational modes of a 
specific vessel comparing to real-time emission measurement. Moreover, 
the implications of the case study together with the developed algorithm to 
rank inventory families was applied to offer a novel future policy for cost-
effective and reliable emission estimation caused by shipping.  
Using the available deviations, any authority can identify the best inventory family for each of 
the three modes of operations, depending on their preferences encoded in the six-attribute value 
function. Those vessel-specific inventory families will ensure cheap and relatively precise 
estimation of the primary emissions from shipping both locally and globally. 
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Chapter 5: Dispersion modelling 
The emissions from vessels utilising heavy fuel oil include large amounts of nitrogen oxides, 
sulphur dioxide and particulate matter, presenting significant health risks to people living near 
ports. To determine the effect of these emissions on human health, complex atmospheric 
dispersion modelling using CALPUFF assesses ground-level concentrations at receptors 
surrounding the sources. This chapter demonstrates the application of the methodology by 
applying it to Port of Brisbane for the full 2013 calendar year. Results reveal that with the 
imminent development of many Australian ports, there is a need for continual monitoring of 
emissions caused by shipping. 
 Port Overview 
Port of Brisbane is a multi-modal port on the Brisbane River on the east coast of Australia, 
currently managing 29 operational berths. There are also a number of privately managed berths: 
Fisherman Islands, at the mouth of the Brisbane River, hosts twelve container berths, a number 
of bulk product berths, and one general purpose berth; and more dry- and wet-bulk terminals 
are sited up-river towards Hamilton Reach, where a cruise terminal and naval base are located 
(Port of Brisbane 2015). The port is unique because of the long distance between the outer port 
limit and the berths on the river: a channel of 82.9 km to the entrance beacons is located 
approximately seven kilometres seaward of the outermost berth on Fisherman Islands. The port 
boundary extends from the pilot boarding ground at the north to the lowest reaches of the 
Brisbane River in the south and is defined by Moreton Island to the east and the Australian 
mainland to the west. 
Pilots join the vessels at the pilot boarding ground at the outer port limit, near Caloundra Heads. 
Vessels then move to the entrance beacon under their own power, typically at a speed close to 
normal cruising. At the entrance beacons, most are assisted by tugs to their destination berth. 
During this final leg, vessels travel at a restricted speed dictated by their draft and under-keel 
clearance. Occasionally vessels may hold fast at the ship-to-ship transfer anchorages near the 
entrance beacons until a berth becomes available. Once at berth, they load and offload cargo 
and supplies as required. Some may reposition to another berth during their call at the port, 
depending on the types of cargo they are handling. 
Upon departure, vessels are assisted by tugs to manoeuvre out of the berth and, depending on 
their length, to move some distance towards the entrance beacons. Some need to wait for 
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suitable tidal movements before proceeding down-river and through the channel. They go 
under their own power to the pilot boarding ground, where the pilot disembarks, and the vessel 
goes on its way. Departure transits usually take less time than arrivals. 
 Vessel emissions inventory 
To measure the emission rates of the key pollutants, as well as the fuel consumption and 
greenhouse gas emissions of ocean-going vessels (OGVs) within the port, a detailed emissions 
inventory model was constructed. Being applied to Port of Brisbane for a five-year period, this 
methodology is then applicable to most ports or wider coastal regions. Harbour craft (including 
tugs and ferries) were not included in the inventory as studies have shown that compared to 
OGVs, their emissions are of minor importance (Lucialli, Ugolini et al. 2007, Jalkanen, Brink 
et al. 2009). 
Vessel movement data was obtained from records collected by Port of Brisbane. The five-year 
dataset, from 2010 to 2014, included identification of individual vessels, their type, and the 
time at which they reached the pilot boarding ground, their destination berths and times of 
departure (Clarkson 2015). No information indicated the time at which a vessel passed a key 
transit mark such as the entrance beacons when entering or departing port. When a vessel was 
placed at anchor during some part of its call to the port, two separate entries were made: the 
first listed the anchorage as the destination port, and the second listed the actual destination 
port. Data for vessels repositioning during a call were recorded in the same manner. Many 
anomalies in the data relate to multiple berth visits or those involving anchorage, and arrival 
or departure times are often incomplete or highly erratic. For consistency, such records were 
discarded: a total of 1268 records (9%) over the five years. 
During a visit to the port, vessels undertake several movements, and each is assigned a single 
operating mode. Vessels are ‘in transit’ for most of both the inbound and outbound passages, 
from the pilot boarding ground to berth, and vice-versa. The average speed of the vessel while 
in transit was calculated from the times recorded in the dataset and the known distance of each 
transit. While it is known that vessels slowed at the entrance beacons to be assisted by tugs, 
nothing in the data indicated the time spent in the restricted speed zone. To overcome these 
limitations, two approaches are taken: first, the restricted speed zone is disregarded, and the 
complete inward and outward voyages are treated as transiting; and second, an approximate 
time taken to travel from the entrance beacons to the berth is reached by looking at a limited 
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set of automatic identification system data. It was then concluded that in general the times were 
relatively similar regardless of the vessel type or size, and one hour for the inbound voyage and 
half an hour for the outbound voyage were typical. 
A separate operating mode was assigned to a vessel at berth, and the time spent at berth was 
recorded in the original data set. Time taken to dock, and un-dock was included as transit time, 
with arrival and departure times recorded as the time that the first (or last) mooring line was 
secured (or released). Although the methodology provides for the inclusion both of vessels at 
anchor and those manoeuvring between berths, these are not included in the case study because 
most were unreliable entries and were thus excluded. 
During the period of interest 2935 unique vessels visited the port, each categorised as one of 
32 different types (Clarkson 2015). For the purpose of the emission inventory, many of these 
types were similar or the same in terms of operating and engine characteristics, and are re-
categorised into eleven standard categories, shown in Table 5.1. 
 
Table 5.1 Classifications of vessels based upon the supplied vessel type 
Defined 
vessel types 
Data supplied vessel types Defined 
vessel types 
Data supplied vessel types 
Auto 
Carrier 
miscellaneous class vehicle 
carrier 
ro-ro landing craft 
passenger/ro-ro cargo ship 
ro-ro cargo ship 
Bulk 
Carrier 
bulk/oil carrier 
bulk carrier 
cement carrier 
self-discharging bulk carrier 
woodchip carrier 
tanker chemical/oil products tanker 
chemical tanker 
crude oil tanker 
LPG tanker 
oil products tanker 
Container 
Ship 
container ship navy vessel naval ship 
Cruise Ship passenger/general cargo ship 
passenger cruise ship 
reefer refrigerated cargo ship 
General 
Cargo Ship 
general cargo ship 
livestock carrier 
not 
applicable 
 
barge 
barge carrier dredger 
tug 
yacht 
Miscellaneo
us 
fishing vessel 
heavy load carrier 
research ship 
trawler 
not 
applicable 
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Only one vessel was classed as ‘miscellaneous’ in the supplied data. This was an auto carrier, 
and it is denoted as such in the redefined categories. One vessel was described as a 
passenger/general cargo ship but was in fact a passenger cruise ship. In the data supplied, many 
self-discharging bulk carriers were incorrectly labelled as bulk/oil carriers. It has been 
suggested by Starcrest (Starcrest Consulting Group 2005) that self-discharging bulk carriers 
have higher berthed emissions, caused by their auxiliary unloading equipment; in this study, 
all bulk carriers are assigned to one category. 
In addition to the OGVs, 30 yachts, 16 dredgers and several barges and tugs (fewer than 100) 
were captured in the dataset. These are deemed irrelevant as they are not OGVs and are 
consequently are omitted from the emissions inventory. The dredge and tug data were sporadic 
and did not represent the entire dredge and tug activities within the port and are also omitted. 
For each vessel type, default engine powers (both main and auxiliary) are assigned as well as 
average service speeds, sourced from the USEPA (USEPA 2009) and based on surveys 
conducted in nine US ports. The problem with using such values is that they do not consider 
the size of individual vessels, so the average size of the vessels visiting the ports surveyed has 
the greatest bearing on the averaged main engine powers; the averaged service speeds and 
auxiliary engine powers are also affected (Clarkson 2015). The default vessel values are shown 
in Table 5.2. The power ratios between the auxiliary and main engines exhibit strong 
correlation with those suggested by other studies (Starcrest Consulting Group 2005, 
Goldsworthy and Renilson 2013). 
The emissions for the main and auxiliary engines are calculated separately. The load factor for 
the main engine during each mode is based on the propeller law relationship, eq 1 from 
Browning et al (Browning and Bailey 2006). The correction of 0.83 is added to compensate for 
the fact that vessels do not operate at 100% MCR at service speed (USEPA 2009); USEPA 
suggests that its supplied cruise speeds are approximately 0.94 of the service or maximum 
speed. 
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Table 5.2 Averaged vessel specifics based on vessel type 
Defined vessel 
types 
Main 
engine 
type 
Average 
service 
speed 
(knots) 
Average 
main engine 
power (kW) 
Average aux 
engine 
power (kW) 
Average 
boiler power 
(kW) 
RSZ Hotel 
Auto Carrier SSD 18.8 11,155 2,967 371 371 
Bulk Carrier SSD 14.5 8,350 2,854 109 109 
Container 
Ship 
SSD 21.9 26,122 5,747 506 506 
Cruise Ship MSD 21.1 27,357 7,605 750 750 
General Cargo 
Ship 
SSD 15.3 6,709 1,738 106 106 
Miscellaneous MSD 12.7 9,564 2,573 0 0 
Navy Vessel MSD 21.1 27,357 7,605 750 750 
Reefer SSD 19.7 10,060 4,084 464 464 
RO-RO MSD 16.0 11,687 3,027 109 109 
Tanker SSD 14.7 9,667 2,040 371 371 
 
As no information was available on the fuel used by individual vessels, it is assumed that HFO 
was being used in all cases; likewise, all auxiliary engines are assumed to be medium-speed 
diesel engines. No account was available of vessels operating on gas turbines or unconventional 
diesel–electric arrangements. For Port of Brisbane, which primarily handles containerised and 
bulk cargo, any such difference is assumed to be negligible (Clarkson 2015)—an assumption 
that might not hold true if this study were adapted for a predominantly cruise or naval port: 
3
0 83
AS
LF .
SS
 
  
 
                             
where LF is the load factor, AS is the actual speed of the vessel and SS is the service speed of 
the vessel. 
The load factors for auxiliary engines (Clarkson 2015) are based upon default values obtained 
from previous studies (Starcrest Consulting Group 2005). These are summarised in Table 5.3. 
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Table 5.3 Auxiliary load factors used in the emission inventory 
Defined vessel types Transit aux LF RSZ aux LF Berth aux LF 
Auto Carrier 0.15 0.45 0.26 
Bulk Carrier 0.17 0.45 0.22 
Container Ship 0.13 0.5 0.18 
Cruise Ship 0.32 0.32 0.32 
General Cargo Ship 0.17 0.45 0.22 
Miscellaneous 0.17 0.45 0.22 
Navy Vessel 0.32 0.32 0.32 
Reefer 0.15 0.45 0.32 
RO-RO 0.15 0.45 0.30 
Tanker 0.24 0.33 0.26 
 
To calculate emissions, individual emission factors are required for each pollutant being 
investigated. The values suggested by Goldsworthy and Renilson (Goldsworthy and Renilson 
2013) and Clarkson (Clarkson 2015) are utilised in this study because they are most relevant 
to Australian conditions (Table 5.4).  
 
Table 5.4 Emission factors expressed in g/kWh 
Engine 
type 
BSFC NOx SOx CO CO2 PM10.0 PM2.5 VOC HC N2O CH4 
Main 
(SSD) 
195 18.1 10.3 0.5 622 1.42 1.31 0.3 0.69 0.031 0.006 
Main 
(MSD) 
205 13.2 2.0 1.1 654 0.31 0.29 0.2 0.65 0.031 0.004 
Aux 
(MSD) 
217 13.9 2.12 1.1 692 0.32 0.29 0.4 0.52 0.031 0.004 
Boiler 305 2.1 16.1 0.2 973 1.47 1.35 0.1 0.1 0.08 0.002 
 
The emissions for both the main and auxiliary engines are calculated using the below equation 
proposed in (Corbett, Fischbeck et al. 1999): 
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1000
P LF A EF
E
  
          
where E is the emissions in kg, P is the installed power of the main or auxiliary engine, A is 
the time of operation in that mode and EF is the emission factor in g/(kWh-1). 
 CALPUFF modelling: domain and time period 
The modelling domain chosen for the model is a 100 km x 100 km grid with 1 km grid spacing. 
The domain is centred at the Bureau of Meteorology, Brisbane Aero monitoring station 
considering the coordinates for the domain corners. Note that CALPUFF requires all 
coordinates to be input in universal transverse Mercator format. The modelling period is the 
full 2013 calendar year from 1 January 2013 00:00 to 1 January 2014 00:00. 
Applying a contour plot of land-use categories over the modelling domain, land-use data 
for Australia is from NOAA (NOAA 2017). This data set covers all of Australia and can be 
used for setting up models at other sites in Australia. Elevation data for the modelling domain 
is from the Shuttle Radar Topography Mission (USGS 2017). This also includes a contour plot 
of terrain elevation over the modelling domain. Coastline data for Australia is from the Global 
Self-consistent Hierarchical High-resolution Geography Database (NOAA 2017). Surface 
meteorological data, from the BoM monitoring stations, as well as Precipitation and Upper air 
data are listed in  
Table 5.5 and shown in Figure 5.1. 
The missing soundings have been repaired by manually substituting upper air data modelled 
using the fifth-generation Penn State/NCAR Mesoscale Model. For modelling sites in 
Australia, local upper air data must be purchased and repaired if necessary. If no suitable data 
are available, then 3D gridded prognostic data can be purchased instead. Overwater 
meteorological parameters have instead been modelled using CALMET with the Initial Guess 
overwater meteorology initialised based on the available upper air data. 3D gridded prognostic 
wind data is not included in the model because suitable observational upper air data 
(comprehensive data) is available from the Brisbane Aero meteorological monitoring station. 
For other locations in Australia, it may be necessary to include 3D gridded prognostic data if 
upper air data is unavailable. The complete setting up and running the CALPUFF model using 
CALApps GUI is presented in the Appendix A. 
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Table 5.5 Surface meteorology stations used in the CALPUFF model 
Station name 
(full) 
Station 
name 
Station 
ID 
UTM X 
(km) 
UTM Y 
(km) 
Time zone Anemometer 
height (m) 
AMBERLEY 
AMO 
YAMB 40004  471.498  6943.783  UTC+1000  10 
CAPE 
MORETON 
LIGHTHOUSE  
CPMN  40043  546.232  7010.001  UTC+1000  10 
ARCHERFIELD 
AIRPORT  
YBAF  40211  500.770  
 
6950.241  
 
UTC+1000  10 
BRISBANE 
AERO  
YBBN  
 
40842  
 
512.774  
 
6970.173  
 
UTC+1000  10 
BRISBANE BRIS  40913  503.843  6960.309  UTC+1000  10 
BANANA BANK 
NORTH 
BEACON  
MBPS  40925  
 
532.911  
 
6954.517  
 
UTC+1000  10 
INNER 
RECIPROCAL 
MARKER  
MBPC  
 
40926  
 
523.924  
 
6984.334  
 
UTC+1000  10 
SPITFIRE 
CHANNEL 
BEACON  
MBPN  
 
40927  
 
526.420  
 
7008.209  
 
UTC+1000 10 
REDCLIFFE  REDC 40958  
 
509.130  6989.537  UTC+1000  10 
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Figure 5.1 Surface meteorology stations used in the CALPUFF model 
Ten sources were modelled in the CALPUFF model, as summarised in Table 5.6 and shown in 
Figure 5.2. Three-point sources were positioned at the centre of the berths at Luggage Point, 
QLC Wharf and Viva Energy Wharf, corresponding to emissions from vessels in port (at berth). 
A second set of four-point sources extended from the berths to Fisherman Islands, Caltex 
Tanker Wharf, Pinkenba Bulk Terminal and Hamilton Wharves, corresponding to emissions 
while entering the port, manoeuvring. The last three-point sources match the navigation of 
ships while in transit near the pilot boarding ground, in Moreton Bay, and near Dunwich. A 
stack height of 20m and diameter of 0.8m is assumed for all vessels; and an exit velocity of 
25m/s at 539.6K is modelled.  
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Table 5.6 Sources used in the CALPUFF model (Emission rates in g/s) 
Source 
numbers 
Source Name UTM X 
 (km) 
UTM Y 
 (km) 
SO2  NO2  CO  PM10.
0  
PM2.
5 
1 Pilot Boarding 
Ground 
520.475 7001.062 33.43 53.8 4.3 4.7 4.57 
2 Moreton Bay 525.721 6987.281 33.43 53.8 4.3 4.7 4.57 
3 Dunwich 533.788 6954.203 33.43 53.8 4.3 4.7 4.57 
4 Fisherman Islands 517.499 6972.094 32.44 40.63 3.21 3.78 3.67 
5 Caltex Tanker 
Wharf 
515.651 6967.705 32.44 40.63 3.21 3.78 3.67 
6 Luggage Point 514.814 6969.871 31.46 27.46 2.12 2.85 2.76 
7 QLC Wharf 513.449 6967.051 31.46 27.46 2.12 2.85 2.76 
8 Viva Energy Wharf 508.618 6964.238 31.46 27.46 2.12 2.85 2.76 
9 Pinkenba Bulk 
Terminal 
507.133 6964.062 32.44 40.63 3.21 3.78 3.67 
10 Hamilton Wharves 504.879 6964.804 32.44 40.63 3.21 3.78 3.67 
 
A sample wind rose plot at 517.499 UTM X (km), 6972.094 UTM Y (km) where the Fisherman 
Islands source is located, is shown in Figure 5.3. During the one-year period analysed, winds 
typically blew along different axes, including SSW to NNE (%10) and S to N (%10) in total. 
The winds were stronger and more prevalent in the SSW direction. Wind speeds varied from 
1.8 ms-1 to 10 ms-1. 
Figure 5.4 also shows the variances in the flow around the entire model and in particular close 
to the chosen sources at some arbitrary chosen times. Over the year modelled, the effect of the 
coast on the meteorology is quite distinct. The diurnal temperature changes and corresponding 
shifts in wind direction, precipitation and mixing height can be seen to cause confused flow 
around source points. These flows confirm the need for the more advanced modelling 
capabilities of CALPUFF. In addition, they demonstrate representative domain conditions 
using observational data, while sufficient data on surface stations are also available. 
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Figure 5.2 Sources used in the CALPUFF model 
 
 Analysis and results 
The averaged ground level concentrations of SO2, NOx, CO and PM2.5 over a year were 
calculated using CALPUFF. Concentrations across the whole domain were calculated at the 
1km spaced gridded receptors. Some sample averaged concentration plots of dispersion 
contour plot are shown below in Figure 5.5.  
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Figure 5.3 Wind rose plots at Fisherman Islands location (517.499 UTM X (km), 6972.094 UTM Y 
(km) 
 
            4a. Variances in Day 3           4b. Variances in Day 23            
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            4c. Variances in Day 110          4d. Variances in Day 273 
Figure 5.4 Sample wind fields, precipitation and mixing heights across the domain from 0000 
January 1 2013 to 0000 January 1 2014 
 
Due to the wide varying wind conditions across the modelling period, dispersion of all 
pollutants (and deposition of PM2.5 and PM10.0) showed different trends. The concentrations 
represented in the figure above are based on the emission rates adapted from the Port of 
Brisbane emissions inventory. The case study coverage, given the availability of full data, is 
rigorous enough to draw solid conclusions suggesting there is the potential for further 
investigation into actual risk estimations on Australian ports and the need to calculate hazard 
values. 
Health Impact Assessment includes calculating average concentrations (Figure 5.5) across the 
air shed for the appropriate averaging times and applying the Concentration-response function 
(CRF) provided from a review of the literature (Erbas, Kelly et al. 2005, Jalaludin, Khalaj et 
al. 2008, Williams 2012). This study uses demographic data from the Australian Bureau of 
Statistics. The levels of contaminants were measured twice: once with and once without 
background concentrations. This was to reveal the contribution from ships, which it would be 
useful to compare with impacts from all sources. Addressing health points defined by the CRFs, 
like mortality due to respiratory failure, is a useful aim.  
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    5a. Concentration plot of SO2                   5b. Concentration plot of NOx 
 
    5c. Concentration plot of CO               5d. Concentration plot of PM2.5 
Figure 5.5 Sample averaged concentration plot of SO2, NOx, CO and PM2.5 
 
The Health Impact Assessment is an international policy tool, increasingly used to assess 
complex hazards and risks of exposure in particular communities. A comparison of risks to 
residents living near different ports illustrates how this study’s risk assessment supports the 
aims of a Health Impact Assessment, important components of which are to identify where and 
when public health is most likely to be affected, and to recommend ways to reduce or eliminate 
the threat (Department of the Environment 2016). This study indicates that the health of 
residents living near ports is most likely to be affected by well shipping activities. The obvious 
response is to minimise exposure for those living near ports when emissions from shipping 
operation activities are at their highest. This study is one small part of what needs to be a 
comprehensive overview that incorporates all relevant pathways and exposure scenarios, 
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including occupational exposure, to enable a better understanding of the impacts of primary 
emissions on public health. A full Health Impact Assessment can identify where and when 
public health is most likely to be affected and indicate strategies to reduce negative health 
impacts. Out preliminary results, indicating that people living near Port of Brisbane face 
significant health risks, warrant further study.  
In TAPM, chemically inert emissions are transported by advection and diffusion, and are 
deposited on both land and sea. Sea breezes and air flows influenced by landforms, along with 
other elements relevant to local levels of air contamination, are predicted in our model, set 
against the 2013 meteorology. It is an advantage to have the local meteorology predicted by 
the model. The air quality modules used in the simulations, the Lagrangian Particle Model 
(LPM) and the Plume Rise Module (PRM), represent near-source dispersion with some 
accurately. Our worst-case approach assessed exposure, by inhalation, of the toxic compounds 
expected in primary emissions; although they did not exceed the thresholds established by this 
study, no conclusions about the degree of ‘safe’ exposure can yet be reached.  
The value of any model depends on the quality of the data that it is to process, and this is true 
of advanced dispersion and integrated emission models. If the available data are inadequate, 
better results may be obtained using land use regression or geo statistical models.  
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Chapter 6: Revision of a health risk-assessment 
framework for the application of shipping emissions 
Emissions from ocean-going vessels present a significant health risk to populations 
surrounding ports and damage the environment. Emissions from ships using heavy fuel oil 
include substantial amounts of sulphur dioxide, nitrogen oxides, and particulate matter. To 
assess the risk of these emissions, a complete methodology has been developed, based on the 
Australian Environmental Health Risk Assessment Framework. The method includes a detailed 
inventory of in-port and at-sea emissions using an activity-based approach applying downwash 
and near-field areas from first principles equations as well as the air-shed regions from 
CALPUFF dispersion modelling results for Port of Brisbane in the calendar year 2013. The 
final risk values are validated against national and European guidelines. Various health impact 
assessments, as well as carcinogenic and ecological effects, are discussed in depth. This chapter 
offers a significant contribution to developing a baseline measurement of the current state of 
risk from emissions of the ocean-going vessels visiting the port, and suggests that, given the 
expected development of many Australian ports in the near future, the need for continual 
monitoring of shipping emissions is an essential and necessary area of research.  
 Health risk assessment 
Health risk assessment is the process of estimating the potential impact of a chemical, physical, 
microbiological or psychosocial hazard on a given human population or ecological system, 
under a specific set of conditions and within a particular time frame (EnHealth 2012). The 
assessment follows strict common sense and can be applied to a whole series of rules or 
procedures (WHO 2000). Figure 6.1 presents in detail the stages of risk assessment.  
The current risk assessment methods, however, do not allow actual estimates of low levels of 
exposure to environmental hazards, which means that emissions from international ships 
increasingly focus on proposed regulations in local, national, and international contexts (Bailey 
and Solomon 2004, California Air Resources Board 2006, Cofala, Amann et al. 2007). 
However, regulatory deliberations have not been adequately informed since the extent of the 
health effects of shipping emissions has been unknown. Previous evaluations of regional 
shipping health impacts focused on European or Western United States regions and ignored 
short- and long-range Southern hemispheric pollutant transport (California Air Resources 
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Board 2006, Cofala, Amann et al. 2007), which undermined the global impact of shipping in 
local and regional jurisdictions and does not inform international policy-making correctly. 
Therefore, during the presentation of numerical calculations of risks, caution should be taken 
while assigning strict meaning to the numbers. The accuracy of differential risks estimates can 
be influenced by exposed population and variability in the environmental agents, inherent 
limitations in toxicological data, and the complexity of the exposure conditions. During 
quantification of some components such as exposure assessment and collection of data all 
uncertainties should be reflected in the risk assessment outcomes.  
 
Figure 6.1 Stages of risk assessment  
Following the above explained approach, there are two types of risk assessment: qualitative 
and quantitative. Qualitative assessment (Figure 6.2) relies on professional judgement; it is 
simple, rapid and can be very useful. The risk level can subsequently be explained either 
quantitatively or qualitatively (by categorising risks into low, medium, and high). The approach 
utilised in AS/NZS ISO 31000:2009 is the practical guidance on risk management (Standards 
Australia 2009). 
 
Figure 6.2 Example Risk Matrix 
   
123 
This study, however, adopts a quantitative assessment to calculate risks, which does not rely 
heavily on judgment. This type of approach is more reliable as it takes into account the 
complexity of the process a lot more than it is possible with a qualitative approach (Department 
of the Environment 2016). The quantitative study approach used in the research involves 
computation of final risk value from the far and the near fields’ concentrations i.e. low levels 
of environmental hazards exposure for the case study of the Port of Brisbane. The perspective 
includes the Gaussian plumes and outcomes from CALPUFF dispersion modelling regarding 
the results from the health impact evaluation, short-term and long-term guideline validation 
assessment, ecological effects, and estimation of carcinogenic risks from the diesel particulate. 
CALPUFF is an advanced dispersion modelling used in estimating emissions of long-range 
transports from an area, point, lines, and volume sources. The source-receptor distances range 
from 50 km to several hundred kilometres. CALPUFF can produce hourly files on ambient 
concentrations for every species in the model including extinction coefficient and both dry and 
wet deposition fluxes. The extinction coefficient is associated with visible applications. 
There are three tiers to quantitative risk assessment. Figure 6.3 is a schematic description of 
the particular elements that might comprise tiers I, II, or III. The tiered approach provides 
means for assessing an issue under consideration with an appropriate complexity level. Each 
tier supplies an equal degree of health protection. The level of uncertainty decreases with a 
growth in the number of assessment details, and the conceptual comprehension of the site 
condition is refined. As a result, the degree of caution that should be substituted for knowledge 
in the process of risk assessment is reduced.  
 Tier I – it considers a particular amount of data and several guideline values. The 
assessment notes if the risk falls above or below the guideline. In some cases, 
circumstance requires an approach to be formed based on a specific issue or site due to 
the complexity and costs of contemporary environmental health risk. Tier 1, which is 
the most straightforward perspective, is supposed to be the first screening-type 
evaluation of vulnerability utilising the conservative default exposure parameter 
estimate and comparing it to the published health guidelines. A prudent or conservative 
approach means assessing and managing the uncertainties inherent in a risk assessment 
that reduce the likelihood of harm. 
 Tier II – it involves more modelling, extra data, and a deeper understanding of the 
situation and evaluates the risks involved. The approach works in terms of calculations 
and considers parameters and data sets.  
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 Tier III – it is significantly more complicated. Studies at this level may take years and 
can involve personal monitors when people observe their exposure to a hazard under 
investigation (EnHealth 2012). Tier III can include a much greater amount of detail and 
be probabilistic such as in Monte Carlo simulations. Tier III evaluations are rare, partly 
due to the tendency of any risk assessment to move gradually from tier I but also 
because if tier I indicates that risk is acceptable, then there is no point in moving to tier 
II.  
 
Tier II and III procedures require the collection of extra data on exposure and a detailed analysis 
and evaluation of data on dose response. These tiers involve computation of dosage on target 
tissues or translating dosages for animals to humans. Most jurisdictions uphold the tier 
approach of assessment for risks, but the correct usage and number of tiers varies.  
A tier II assessment is applied in this study, assuming that concentrations and ship stacks are 
port-wide and their final calculations are validated with available guidelines. 
 
Figure 6.3 Elements of a tiered approach to a health risk assessment  
Exposure pathways are the processes that take a chemical or another agent into the environment 
from its release point to a situation in which a person becomes exposed. The routes of exposure 
are often reasonably obvious, but there may be some less obvious cases, such as the movement 
of contaminated groundwater or volatile chemicals from contaminated groundwater. The 
development of this process can be beneficial in identifying and quantifying the pathways of 
exposure (Figure 6.4). 
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The identification of concentrations and their risk to the population around Port of Brisbane 
were carried out about existing sensitive receptors. In formulating the scope of the problem, 
the chemicals to focus on and their sources, the pathway that connects the sources and receptors 
in a risk scenario for engine exhaust shipping emissions (air emissions) is inhalation. 
 
 
Figure 6.4 The principle of source–pathway–receptor 
 
The ship and its environment are the main areas of focus for risk assessment. For a case study 
of Port of Brisbane, an impact assessment on local air quality due to at-berth, manoeuvring, 
and cruise ship emissions is presented. Air quality impact assessment has been carried out on 
different emission scenarios designed to produce long-term (i.e. annual average) and short-
term (i.e. daily and hourly average) expected concentration levels to be compared to current air 
quality limits in the study area. Moreover, it is useful to divide the risk assessment component 
of the study into three sections, given that the CALPUFF model would not be the best model 
with time-changing emissions regarding the time pattern of near-and near-field vessel traffic: 
 Downwash: an area that may be affected on the ship itself (or on nearby ships). 
Calculations derived from first principle equations were applied to the average 1-
hour and 24-hour levels of PM. Of interest in this case was the maximum 
concentration that someone on a ship could be exposed to. 
 Near-field: potential impacts to receptors on the port area. Gaussian plume 
modelling from first principles equations, averaging times of 1 hour or 24 hours for 
PM, were applied to calculate these concentrations.  
 Airshed impacts: The modelling domain chosen for the model is a 100 km x 100 km 
grid with 1 km grid spacing. The domain is centred at the Bureau of Meteorology, 
Brisbane Aero monitoring station. Potential impacts to the entire airshed, with 
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pollutant concentrations assessed via CALPUFF dispersion modelling, using all 
averaging times as required. Receptors in this case were:  
 The single worst affected location anywhere in the airshed. For this 
location, a comparison against available guidelines, and an assessment of 
carcinogenic risk from diesel particulate, were completed. Other sensitive 
receptors of interest, such as schools, kindergartens, hospitals, retirement 
homes, were chosen, and data from CALPUFF dispersion modelling were 
extracted for those locations. Assessment of risks at these locations was as 
per the single worst-case location, as described above. 
 The average location across the impacted airshed was detected and average 
concentrations across the airshed for the appropriate averaging times were 
calculated. Concentration-response functions (CRF)s derived from a study 
of the literature were used to calculate relevant health incidence rates 
 Assessment of carcinogenic risks from diesel particulate as well as in-depth 
toxicology reviews and ecological effects of concentrations were also 
completed. 
 Building downwash algorithm  
The downwash computations are obtained from the first principle equation presented by Briggs 
(Briggs 1974). The primary objective of the section is to describe the state of the research on 
downwash phenomena of emissions as pollutants. The accounting for the downwash of 
pollutant dispersion is crucial since it can lead to curbing of dangerous circumstances by 
determining in advance the configurations of the stacks, buildings, and effluents. The 
concentration of effluents is a region that can lead to harmful effects on the environment. The 
most recent studies regarding stacks and structures are presented in this study. The models used 
are appropriately established and applied in the regulation of air pollution codes. This 
procedure of downwash correction is also still utilised in the regulation of plume rise models. 
It is recommended that 1-hour averages are used when possible (or 24 hours of PM) to assess 
the risk. In this case, our focus is in the maximum concentration of the emissions under 
consideration that might affect a person on a ship. Building a downwash algorithm requires a 
cross-sectional area to be chosen and its dimensions combined with the velocity assumption 
that the mass emission rate from the chimney equals the one from downwash carry, which 
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works on the principle of the conservation of mass. The final stage consists of choosing the 
downwash area and velocity to which to apply the algorithm.  
The stack outlet area should be perpendicular to the direction of travel. If it is within a certain 
distance of the chimney, and if the ship is within the wake region, we assume that a certain 
percentage of concentrations is dragged into the wake. This assumption gives the rules for 
choosing the area and velocity. In theory, if there is a very high chimney (more than 2.5 times 
the height of surrounding buildings in the port area), concentrations will not decline. Similarly, 
if the plume rises very quickly, then nothing will be reduced. A plume may increase quickly if 
it has a higher velocity than a low wind, or if there is high momentum associated with 
temperature. A reasonable assumption is that there is an area equal to the cavity area and that 
the plume area equals the cavity area. This leads to assuming a 100% downwash option, which 
has been considered in this study. The dimension of the cavity is called the ‘cross stream width’ 
which it is roughly the width of the building and the height of the cavity which is taken around 
a factor of three: three × two or three × the building height. The specific empirical values 
depend on the shape of the building, which in this study is the area that the crew occupies on 
the ship. 
The cavity and stack tip are the two types of downwash procedures to be considered while 
conducting risk assessment. Cavity modules calculate the portion of plume mass obtained by 
and recirculated in the closer wake. The above method has not been used in the study because 
no crew could have been noticed in this area. The downwash velocity takes place when the 
speeds of the stacks are divided by the average velocities of free streams (Briggs 1974), which 
has also been implemented in our study (Table 6.1).  
 
Table 6.1 Stack tip downwash calculations 
Parameters Units Description/Comments 
Vo 25 m/s Stack Outlet Velocity 
Hs  20 m Stack Outlet Height relative to Sea Level 
Do 0.8 m Stack Outlet Diameter 
U 2 m/s Reference Wind Speed 
Vo/U 12.5  If Vo/U < 1.5 Stack Tip Downwash Applies. 
H's 20 m If Stack Tip Downwash Applies: Hs +2 × Do × (( Vo /U)-1.5) 
If Not: Hs 
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No stack tip downwash occurred during the time of this study because of the high stack outlet 
velocity and low reference wind speed (Table 6.1), which means that people on the ship were 
not affected by either kind of downwash. 
There is, however, another way that a crew may be affected. Depending on the rate of plume 
rise, the cavity may extend or intercept the plume. A portion of that plume will then be down 
washed into the cavity area and envelop the depth of the ship so that it covers the cavity of the 
vessel and not just the stack tip. This will be deflected around the ship, however, at some point, 
a separation occurs, and, instead of following the contour of the vessel, the flow separates, and 
an eddy develops that may affect people aboard. As ships are designed to have velocities high 
enough to counter this, the enhanced turbulence effect is ignored in this study, which assumes 
the stacks are above the wake region. The effect is part of the screening assessment level, but 
it is a conservative, high estimation, and its application to ships differs from buildings due to 
their different geometrical shapes. The nature of a vessel is that it is streamlined to flow through 
the water, and the average wind speed in the cavity is less in the downwash zone, resulting in 
a softer effect. The eddy, down washed cavity will result in a lower concentration effect that 
may be better investigated in the near-field and air-shed area scenarios (also discussed in 
sections 6.2.2 and 6.2.3). Such outcome occurs because in the case of the eddy it is not the 
concentrated plume that matters but a mixture of the plume and the entire wake. In our scenario, 
we can ignore the number as it is very small. 
 Gaussian Plume modelling 
One of the most valuable tools in the estimation of atmospheric transport emissions in risk 
assessment is the Gaussian plume model (Zhang, Hodgson et al. 2000, Amoatey, 
Omidvarborna et al. 2017, Khaniabadi, Sicard et al. 2018). The wind makes the dispersion of 
airborne concentration extremely complicated due to its variability in velocity. Additionally, 
the terrain of the land on the earth surface complicates the issue even further. Thus, there is no 
complete general equation expressing the physical association between the causative 
meteorological factors and processes in ambient concentrations of air pollution. The Gaussian 
plume model is the most widely used model for air pollution dispersion. Therefore, the 
distribution of the near-field plume is assumed to conform to a Gaussian distribution. The 
expression is then a function of the height of the stack, buoyancy, and emission velocity, which 
describes the shape of the plume in the nearest port areas. This study is a screening-level 
assessment, which assists in finding concentrations and their risk values as well as assessing 
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them and analysing how different variables may influence outcomes. The evaluation is done 
by selecting particular locations and heights at which to intersect the pure plume, provide the 
calculations for the concentrations under study, which may dilute in a certain amount of air, 
and analyse their effect on people living in the port.  
The four input variables for a Gaussian distribution are emission rate, velocity, and temperature 
as well as wind speed. Other inputs such as the surface roughness are ignored as this study does 
not consider emissions being spread over the countryside; it is looking at relative changes such 
as how variance affects the final risk values. For a Gaussian distribution, there is no highly 
turbulent atmosphere, and neutral and stable atmospheric conditions are assumed in a 
generalised model.  
Under neutral conditions, the plume rise equations are a function of the buoyancy and the exit 
velocity (Briggs 1974) (Table 6.2). This includes both a stable plume that is pure and an 
unstable one that is meandering. The stable plume continues to be the same size and retains 
high concentration until it reaches instability and then mixes vertically. Meandering plumes 
mix horizontally. Where the spread in the vertical direction and the horizontal direction of the 
test plume smoke is neutral, there is no change in height or temperature. Different stability 
classifications explain variable particulate matters (PM). For example, classification D neutral 
means that it is adiabatic, which in atmospheric terms, implies there is no energy exchange 
between the various heights.  
Table 6.2 Gaussian dispersion and plume rise calculations and risk values 
Parameters Units Description/Comments 
Q 1.27e-06 Kg/hour PM2.5 – 
Cruising 
Mass Emission Rate of Particulate Matter 
1.02e-06 Kg/hour PM2.5 – 
Manoeuvring 
7.67e-07 Kg/hour PM2.5 – At 
Berth 
 
5.29e-08 Kg/24-hour PM2.5 – 
Cruising 
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4.25e-08 Kg/24-hour PM2.5 – 
Manoeuvring 
3.19e-08 Kg/24-hour PM2.5 – At 
Berth 
1.31e-06 Kg/hour PM10.0 – 
Cruising 
1.05e-05 Kg/hour PM10.0- 
Manoeuvring 
7.92e-07 Kg/hour PM10.0 – At 
Berth 
5.44e-08 Kg/24-hour PM10.0 – 
Cruising 
4.38e-08 Kg/24-hour PM10.0- 
Manoeuvring 
3.29e-08 Kg/24-hour PM10.0 – 
At Berth 
G 9.81 g/ms2 Gravity Acceleration 
Ta 298 K  Ambient Temperature 
U 2 m/s Reference Wind Speed 
To 539 K Stack Outlet Temperature 
Ro 0.4 m Stack Outlet Radius 
Voz 25 m/s Stack Outlet Velocity 
X 100 m Receptor Downwind Distance from the 
Stack 
Y 0 m Receptor Transverse Distance Relative to 
the Plume* 
* The plume goes straight to the receptor, so it is zero 
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Comparing the results with the final values in guidelines (Table 6.3), only ground level 
concentrations (Z=0) in the first row exceed the final risk values, indicating severe human 
exposure to ambient PM in the most developed and populated areas in Port of Brisbane. The 
guideline values account for the elevation of the source above the ground surface. The emission 
of pollutants and the atmospheric dynamics, which failed to distribute pollutants to the upper 
spheres of the atmospheric air and to other regions, explain why the ground level concentrations 
Hs’ 20 m Adjusted Stack Outlet Height Relative to 
Sea Level 
Hs 20 m Stack Outlet Height Relative to Sea Level 
A 0.50 m2 = п × Ro2 Stack Cross-section Area 
Fo 31.73 𝑚
4
𝑠3
⁄  = (𝐺 Ta⁄ ) × ( To - 
Ta) × Voz × Ro2)  
Buoyancy Flux 
 
σy  26.43 m if Class A  
18.89 m if Class B  
11.62 m if Class D 
8.15 m if Class F  
Standard Deviation of the Plume 
Distribution (y direction)  
σz 26.43 m if Class A  
17.32 m if Class B  
7.99 m if Class D 
1.58 m if Class F  
Standard Deviation of the Plume 
Distribution (z direction)  
H 74.57 m = Hs’ + (1.6 × (( Fo ×
 X )2)1/3) / U 
Plume Total Centreline Height Relative to 
Sea Level 
Z’ 54.57 m if PG: A, B and D  
6.05 m if PG: F 
Plume Rise Relative to Stack Outlet Height  
Z 0-78 m Receptor Vertical Distance above Sea Level 
C (x,y,z)  Local Concentration of the Pollutant at the 
Receptor 
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in this study exceed the recommended safety limits. The uncontrolled level of urbanisation in 
terms of the emissions from urban sites together with emissions from automobiles, industries, 
and the combustion of solid wastes explains the level of pollutants in the atmosphere. The 
pollutants that are emitted remain concentrated and localised at ground level, because the stable 
atmosphere hinders their flow either vertically or horizontally. Low wind speeds, often below 
5km/h during the time of this study, and high levels of humidity, limited the diffusion of 
pollutants from a source region to other areas, as well as from the ground level upwards. Near-
field studies consider the potential effects of pollutants on people on-shore, and employs the 
methods used in Gaussian plume modelling. As explained, except for ground-level 
concentrations, the maximum predicted concentrations appear reasonable and their comparison 
with the proposed screening model predictions show excellent agreement with the 
recommended risk values. In these near-field assessments, emissions forecasts take into 
consideration the mass of emissions and the duration and period of their release. Applying 
onsite turbulent velocity and wind as input returns estimated enough measurements of 
concentrations. This study collected data on emission patterns created near the source, and the 
results indicate that traditional models of dispersion, primarily utilised for regulation purposes, 
occasionally overestimate concentrations in the near field but underestimate the lower ranges 
of pollutant concentrations. Studies also indicate that the PRIME algorithm, utilised to compute 
dispersions in the wake cavities, overestimates pollutant concentrations in the near field and 
neglects upwind meandering (Isakov, Sax et al. 2004). Some studies offer an algorithm 
available in CALPUFF, a new model for regulating dispersion, which might calculate 
concentrations with high precision by accounting for upwind meandering near a source 
(Barclay and Borissova 2013). However, CALPUFF cannot offer reliable near-field 
concentration measurements from sources responsible for modern emissions if plume spreads 
are measured using estimates of turbulent velocities near to sources (Carotenuto, Gualtieri et 
al. 2018). This study, designed to formulate a refined modelling perspective for near field 
application for regulation, used a case study approach, and the evaluation of its result showed 
a corresponding agreement with the literature.  
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Table 6.3 Final risk guideline values 
Pollutant Averaging 
time 
NEPM 
(µg/m3) 
WHO 
(µg/m3) 
PM10 24 hours 50  50  
PM10 1 hour 2.08 2.08 
PM2.5 24 hours 25 25  
PM2.5 1 hour 1.4 1.4 
 CALPUFF dispersion modelling 
6.4.1. Health impact risk assessment 
The Health Impact Assessment is an international tool used to assess complex hazards 
and risks of exposure in particular areas. A comparison of risks to residents living near different 
ports illustrates how this study’s risk assessment supports the aims of the Assessment, 
important components of which are to identify where and when public health is most likely to 
be endangered, and to recommend ways to reduce or eliminate the threat (Collins and Koplan 
2009). Short-term (daily) and long-term (annual) exposure to concentrations have been 
associated with increased daily and yearly health outcomes. The shape of the concentration–
response relationship—particularly if there is a threshold—is critical for estimating public 
health impacts (Atkinson, Yu et al. 2012). This study investigated the concentration–response 
relationship between daily and yearly concentrations and their health impacts in Port of 
Brisbane for the calendar year 2013. Analysis of results showed the following: 
 For the Port of Brisbane, long-term health end-points of PM2.5 were projected to 
annually cause 0.39% of the adult population to suffer cardiopulmonary effects, 
0.42% of the population to exhibit Ischaemic heart disease, and 0.39% to be affected 
by lung cancer. In addition, the life expectancy lost projection was 2e-3%. The long-
term effect of PM2.5 exposure also was projected to cause a 0.36% mortality rate in 
infants (<12 months of age). 
 Short-term health end-points of PM2.5 daily affected 2.8% of adults with non-trauma 
diseases and 4.7% with cardiovascular diseases. In addition, 0.8% hospitalised due to 
these cardiovascular diseases, 2.2% due to Cardiac failure as well as 1.0% for 
Ischaemic heart diseases. The daily concentrations also affected 1.69% with 
Myocardial infarction. In addition, 0.9% had to visit emergency departments for non-
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fatal heart attacks, 1.28% for Minor restricted activity days and 1.24% due to some 
work lost days due to being affected. Also, 1.19% of 8-12-year-old children suffered 
from acute bronchitis and 1.058% from Lower respiratory symptoms. 
 PM10.0 affected 1.18% of the population from all-cause mortality due to its Long-term 
health endpoints annually as well as 16.4% affected from some years of lost life 
expectancy. This also caused 1.2% of the Infants (<12 months of age) with mortality. 
Also, 0.6% of population suffered from Airway inflammation. 
 PM10.0 short-term health endpoints were projected to cause 0.7% of the population to 
be subjected to cardiac hospitalization and 2.3% to experience cardiac failure, 0.6 % 
to suffer from pneumonia and acute bronchitis. In addition, 4.6% were projected to 
visit emergency departments for asthma and 25.8% were affected by shortness of 
breath. 
 The projected results for NOx long-term health endpoints are that 0.76% would 
experience asthma and 2.66% would experience airway inflammation annually. For 
NOx short-term health endpoints, the projected results are greater, with 1.49% 
experiencing non-trauma mortality, 1.40% experiencing cardiovascular issues, and 
3.43% experiencing respiratory issues. In addition, 0.8% of 15-64-year-olds and 
0.02% of +65-year-olds were projected to be hospitalized due to cardiovascular 
issues, 0.8% due to cardiac issues, and 0.13% with cardiac failure issues. Short-term 
concentrations also made 0.91% visit the emergency department due to asthma and 
0.01% due to lung malfunction. 
 SOx Long-term health endpoints also made 7.53% of the population visit the 
emergency departments for asthma issues as well as 3.86% with Bronchodilator use 
due to the Incidence of myocardial infarction. 
 The analysis identified evidence of a threshold in the relationship between yearly 
concentrations of emissions and all-cause mortality, morbidity, emergency 
department visits and heart attacks. The daily concentration analyses also identified 
evidence of a threshold between short-term concentrations and all-cause mortality, 
hospitalisation, emergency department visits and minor morbidities. 
This study indicates that the health of residents living near ports is most likely to be affected 
by different industrial activities. The obvious response is to minimise exposure for those living 
near ports when emissions from shipping operation activities are at their highest. This study is 
also one small part of what needs to be a comprehensive overview that incorporates all relevant 
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pathways and exposure scenarios, including occupational exposure, to enable a better 
understanding of the impacts of primary emissions on public health. A full Health Impact 
Assessment can identify where and when public health is most likely to be affected, and 
indicate strategies to reduce negative health impacts. Our preliminary results, indicating that 
people living near Port of Brisbane face significant health risks, warrant further study. 
6.4.2. Short-term and long-term risk assessment of concentrations 
The guidelines from Australia's National Environmental Management Plan (NEMP) and the 
World Health Organisation (WHO) were implemented to validate the results of the study 
(Table 6.4 and Table 6.5) (WHO 2000, Department of the Environment 2016). The maximum 
and average mean concentrations in the simulated air-shed in this study were less than the 
safety limit defined for short- and long-term inhalation exposure by NEMP and WHO. 
Assumptions underlie the offered “worst case” scenarios, one of which is the predicted flow of 
local-scale air pollution against the meteorological model that the Australian Bureau of 
Meteorology offers. The predicted flow incorporates the effects of sea breezes and land 
gradients. Meteorological data for the Port of Brisbane area is scarce, and the associated 
temporal resolution lacks the level of precision required to analyse a model developed from the 
data. The applied model, instead, offers an analytical framework that is more accurate and 
reliable. The Lagrangian Particle Model and Plume Rise Module (Hertwig, Soulhac et al. 2018, 
Teggi, Costanzini et al. 2018) are used in the simulation of this study to generate the flow at a 
higher level of accuracy, allowing predictions about the local meteorology that offer 
advantages over the use of available meteorological data.  
 
6.4.3. Ecological effect risk assessment 
Following the recognition of WHO that protecting the environment benefits human health, this 
study focused on the ecological effects of SOx and NOx. Some contaminants found in the 
atmosphere are also believed to cause environmental impacts including PM; however, practical 
approaches to measuring them have not yet been developed.  
Since the publication of "Air Quality Guidelines for Europe" in 1987, emissions from SO2 have 
fallen in many areas, and it is no longer viewed as the direct danger it once was (WHO 1987). 
However, it has a significant effect on plant life with minimal concentrations impacting on 
yield and growth, making plants more susceptible to other types of environmental stress (Bare 
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2008). The current WHO statistics (WHO 2000) suggest the yearly baseline estimate of 30 
μg/m3 as the standard average concentration; the measurement of SO2 in this study, however, 
is much lower (Table 6.5). This is an annual average, however, and it is recommended that in 
the winter the concentration should be lower as its effect on winter crops is particularly severe. 
It has also been noted by WHO (WHO 1987) that an average daily guideline is not particularly 
useful as the cumulative effect is a more significant impact on plants. A baseline of 20 μg/m3 
is then currently recommended (Mcleod and Skeffington 1995). The level of SO2 in this study 
is lower than the critical range as well (Table 6.5), and so the attention is mainly on the direct 
effects of exposure between one hour and one year long.  
 
Table 6.4 Maximum concentrations versus available guidelines  
Pollutants Averaging 
time 
Concentrations 
(µg/m3) 
NEPM  WHO  
CO 10 minutes 1.87  n/a 100000 
(µg/m3) 
CO 30 minutes 5.83 n/a 60000 (µg/m3) 
CO 1 hour 48.6 n/a 30000 (µg/m3) 
CO 8hours  22.3 9 ppm 10000 (µg/m3) 
SO2 10 minutes  15.7 n/a 500 (µg/m
3) 
SO2 1 hour  93.8 0.2 ppm n/a 
SO2 24 hours  36.2 0.08 ppm 20 (µg/m
3) 
SO2 1 year  9.98 0.02 ppm n/a 
NO2 1 hour  25.3 0.12 ppm 200 (µg/m
3) 
NO2 1 year  10.4 0.03 ppm 40 (µg/m
3) 
PM10 24 hours  64.2 50 (µg/m
3) 50 (µg/m3) 
PM10 1 year  8.3 25 (µg/m
3) 20 (µg/m3) 
PM2.5 24 hours  40.3 25 (µg/m
3) 25 (µg/m3) 
PM2.5 1 year  8.5 8 (µg/m
3) 10 (µg/m3) 
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Table 6.5 Average concentrations versus available guidelines 
Pollutant Averaging 
time 
Concentrations 
(µg/m3) 
NEPM WHO 
CO 10 minutes 0.96 n/a 100000 
(µg/m3) 
CO 30 minutes 3.25 n/a 60000 (µg/m3) 
CO 1 hour 28.1 n/a 30000 (µg/m3) 
CO 8hours 17.5 9 ppm 10000 (µg/m3) 
SO2 10 minutes 13.1 n/a 500 (µg/m
3) 
SO2 1 hour 75.8 0.2 ppm n/a 
SO2 24 hours 19.8 0.08 
ppm 
20 (µg/m3) 
SO2 1 year 7.5 0.02 
ppm 
n/a 
NO2 1 hour 19.63 0.12 
ppm 
200 (µg/m3) 
NO2 1 year 9.84 0.03 
ppm 
40 (µg/m3) 
PM10 24 hours 49.7 50 
(µg/m3) 
50 (µg/m3) 
PM10 1 year 6.12 25 
(µg/m3) 
20 (µg/m3) 
PM2.5 24 hours 23.74 25 
(µg/m3) 
25 (µg/m3) 
PM2.5 1 year 6.87 8 
(µg/m3) 
10 (µg/m3) 
 
While there is an established guideline for acceptable levels of SO2, elaborating critical 
standards for NH3, NO2, and NO is not so simple. In most parts of the world, these are the 
dominant forms of nitrogen deposition according to WHO (WHO 2000), but they have several 
significant effects that are not adequately considered by the acidity or critical loads for nitrogen, 
which has been based on the physiological and ecological impacts on plants, not on 
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biochemical changes (Camargo and Alonso 2005). Our survey considered that, ecologically, 
both stimulation and reduction in growth are negative responses to pollutants, and there is a 
need to comprehend more about prolonged biochemical effects on plants. There is insufficient 
data to establish the actual impact of critical levels for short-term exposure even with the 
formulation of a typical scenario. A value of approximately 75 μg/m3 for NOx as an hour mean 
has been suggested by WHO (WHO 1987). However, the values in our study are considerably 
lower (Table 6.5). Interactive effects involving NO2 and SO2 or ozone have also been reported 
but a review of recent literature reveals that the smallest efficient levels for combination effects 
are approximately the same to those for nitrogen (IV) oxide (Ito, Okano et al. 1986, Adaros, 
Weigel et al. 1991, Cape, Leith et al. 1991, Van de geijn 1993, Caporn, Hand et al. 1994). 
Measuring critical levels for a full year may cover relatively long-term effects. The annual level 
for NOx is 30 μg/m3; and as well, the values in this study are significantly lower (Table 6.5).  
6.4.4. Carcinogenic risk assessment of concentrations 
Receptors are also exposed to exhausts from diesel trains and ships, power generators, and 
other sources (Zeng, Jeppesen et al. 2018). There is already a large evidence to establish 
environmental standards for diesel exhaust emissions, and governments (mostly in North 
America and Europe) have established successively tighter emission standards for both diesel 
and gasoline engines (International Agency for Research on Cancer 2012). For diesel engines, 
however, standards tend to require a significant decrease in sulphur, changes to engine designs 
that will lead to more efficient burning, and improvements in exhaust control to reduce 
emissions (International Agency for Research on Cancer 2012).While these may reduce the 
quantity of particulates and chemicals, their effect on health is not yet clear. Particulate matter 
is of great concern specifically because it is carcinogenic and disrupts endocrine activity.  
Our study has calculated the risk of exposure through inhalation utilising an equation of 
probabilistic risk assessment. For adults, the computed risk of cancer suggests that vulnerability 
via inhalation is 10e-6, which is the same for the young ones (WHO 2000). This value, called 
the Incremental Lifetime Cancer Risk (ILCR), considers the probability of any human getting 
cancer from exposure (to airborne pollutants). The way to validate this value in our study was 
to calculate the annual average concentration of PM2.5 in the explained air-shed in section 
6.2.3.2 and then to multiply it (for the air-shed and for any individual receptor locations) by 
(3.4 x 10e-5) ug/m3 to calculate the individual ILCR for each person in that air-shed. A final 
ILCRs below 10e-6 is considered acceptable and in our study, the sequence of calculating the 
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cancer risk was “industrial sites > busy traffic sites > sensitive sites > residential sites. The 
individual danger through inhalation in our study (2.34e-04) is more than the recommended 
risk, therefore the risk of developing cancer from inhaling particles is not negligible. The 
potential for synergic or additive impact between toxic organic compounds and fine particles 
can also raise the vulnerability of cancer development through inhalation even though it 
accounts for a small percentage of the total intake of concentrations. Extensive research is 
required to improve the understanding of sources of airborne contaminants. Such studies can 
contribute to the formulation of adequate regulations to improve the standards for air quality 
in Australian ports.  
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Chapter 7: Conclusions and future work  
 
This chapter presents the main summary and conclusions of this research and a number of 
recommendations for further work. 
 Conclusions 
The following are the main conclusions from this PhD research study: 
 Real time in-vessel continuous emissions measurements of Particulate Matter (PM), 
NOx, SOx, CO2, CO and HC measurements are demonstrated using portable gas 
instrumentation including PM size distributions. 
 A comprehensive case study to identify the best vessel-specific inventory family 
predicting the primary emissions from ocean-going vessels when at berth, while 
manoeuvring and while cruising has been demonstrated and prediction deviations have 
been calculated.  
 A generalized rational algorithm to rank inventory families based on the precision of 
their predictions for a given operational mode of a specific vessel has been created. 
 The implications of the case study together with the developed algorithm to rank 
inventory families have been applied to offer a novel future policy for cost-effective and 
reliable emission estimation caused by shipping. 
 Models for emission factor estimation methods and informed decision-making 
framework for ships operating in different conditions (fuel, operation, engine type, 
engine size, region) have been developed. 
 A complex atmospheric dispersion modelling has been applied to assess the ground-
level concentrations. 
 Each resulting emission concentration has been assessed for its individual health 
impact, based on a calculated risk value. 
 
Based on the reported findings in this thesis, the following main conclusions can be drawn: 
 The results from the measurement showed that fuel Sulphur content and the engine load 
are key factors in significant emission variations. For example, the auxiliary engine 
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emissions at berth were far more significant than main engine emissions due to a higher 
engine load, whereas primary emissions from the main engine became dominant when 
the vessel was manoeuvring and cruising. 
 The measured emission rates were converted to instantaneous emission factors and 
eventually to total emission amounts. The latter were predicted with 13 families of 
emission inventories (Tier I–III, ENTEC, MEET, STEAM, MOPSEA, IMO, SMED, 
EMS, US EPA, NERI and Corbett) and prediction deviations have been calculated. A 
procedure was advised for estimating the prediction inventory deviations of the 
combined hourly emission amounts from the main engine plus the auxiliary engines. 
The best inventory families were identified using the minimal mean absolute deviation 
criterion. The best inventory method at berth happened to be MOPSEA (39.1% mean 
absolute deviation), for manoeuvring the best inventory family is US EPA (with 50.9% 
mean absolute deviation), and for cruising the best inventory family is MEET (with 
53.4% mean absolute deviation). However, some of the other inventories produce 
unacceptably great deviation, well above 100%.  
 A more rational procedure for inventory ranking was considered, where each inventory 
family has been formalized as a six-dimensional vector of prediction deviations for a 
given mode of operation, which treats the missing value problem and constructs a six-
attribute value function. We proposed an algorithm to impute missing values in the 
vectors (in case some of the emission deviations were not calculated), and to construct 
a six-attribute value function. The calculation of the value function at the six-
dimensional vectors of prediction deviations was in position more rationally to identify 
the best inventory family when the vessel is at-berth, during manoeuvring, and during 
cruising. The relation between the minimal mean absolute deviation criterion ranking 
and the maximal value function criterion was investigated. It was demonstrated that the 
former is a “quick and dirty” special case of the latter. The implications of the case 
study were used to advise novel future policy for cost-effective and reliable emission 
estimation caused by the shipping. 
 The non-linear regression analysis applied to develop new sets of emission factor 
equations on each primary emission for engines at berth, manoeuvring, and at sea 
predicts emissions more accurately than current inventories. The updated estimations 
will help in developing emission models and inventory calculations that can be used to 
outline maximum continuous rate, shaft speed, and emission datasets more effectively 
than is currently achieved. 
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 A robust emissions inventory utilised to quantify the emissions of ocean-going vessels 
and incorporating CALPUFF for dispersion modelling. To demonstrate the 
effectiveness of methodology, it has been applied to Port of Brisbane and returns 
representative emissions results. This highlights the need for any assessment of the 
dispersion of in-port ship emissions to consider all emissions within port boundaries. 
This is particularly so in ports like Brisbane where long transit passages take place near 
densely populated suburbs. This also demonstrates that applying emission inventory 
results to detailed dispersion modelling of Port of Brisbane and completing an 
associated risk assessment provides a convincing demonstration of the need to combat 
the widespread effects of ship emissions. 
 The study investigated the suitability of health risk frameworks for assessing shipping 
emissions within Australian ports. This shows that applying the emission inventory 
results to a detailed dispersion model of Port of Brisbane and completing the associated 
risk assessment provides a convincing argument to address the distribution, 
concentration, sources, and health vulnerability assessments of primary emissions in 
ports found in Australia.  
 This research project led by the AMC demonstrate a continuous emission measurement 
system and analysis of emissions. The measurement campaign allowed for the fuel oil 
characteristics to be determined and assessed, and on-board measurements of the 
primary emissions were used in the development of emission factors. The auxiliary 
engine emissions at berth were far more significant than main engine emissions due to 
a higher engine load, whereas primary emissions from the main engine became 
dominant when the vessel was maneuvering and cruising.  
 A procedure was advised for estimating the prediction inventory deviations of the 
combined hourly emission amounts from the main engine plus the auxiliary engines. 
The best inventory families were identified using the minimal mean absolute deviation 
criterion. The best inventory method at berth happened to be MOPSEA (32.2% mean 
absolute deviation), for maneuvering the best inventory family was MOPSEA (with 
39.6% mean absolute deviation), and for cruising the best inventory family is MEET 
(with 59.2% mean absolute deviation). However, some of the other inventories produce 
unacceptably great deviation, well above 100%.  
 This study highlights the need for any assessment of the dispersion of in-port ship 
emissions to consider all emissions within port boundaries. This is particularly so in 
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ports like Brisbane where long transit passages take place near densely populated 
suburbs. 
 This study demonstrates that applying emission inventory results to detailed dispersion 
modelling of Port of Brisbane and completing an associated risk assessment provides a 
convincing demonstration of the need to combat the widespread effects of ship 
emissions. 
 This study shows that applying the emission inventory results to a detailed dispersion 
model of Port of Brisbane and completing the associated risk assessment provides a 
convincing argument for the need to combat the widespread effects of ship emissions. 
 To the best of our knowledge, this study is the initial comprehensive report addressing 
the distribution, concentration, sources, and health vulnerability assessments of primary 
emissions in ports found in Australia.  
 
 Areas of future development 
There are several directions, in which this study can develop and expand in the future: 
 It is recommended that further investigative studies and on-board measurements be 
carried out on different vessel types installed with different engine configurations to 
better understand ship emissions. PM and their size distribution are also a great concern 
for scientific environmental community. Further research is also needed to study the 
effect of the concentration of metals (in particular vanadium) on particulate emissions.  
 Further study is needed to potentially reduce the uncertainties in current assessments of 
the effect of exposure to air emissions, to better direct efforts to prevent exposure, and 
to address the limitations identified in the risk assessment and emission inventories in 
this study. 
 Further work may model shorter- and longer-term exposures and collect relevant data 
by area, residence, and personal exposure, with emphasis on peak short-term emissions.  
 There is also a need to examine the toxicity of hydrocarbons, such as alkanes, and the 
health effects of mixtures of Hazardous Air Pollutants and other air pollutants 
associated with primary emissions. Emissions from specific emission sources may be 
characterised, and dispersion profiles of Hazardous Air Pollutants developed. These 
data, combined with those of local meteorological conditions and topography, will 
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provide guidance on the minimum distances between emissions sources and homes, 
schools, and businesses needed to protect human health. 
  Of most interest in the future is the continued evaluation of results from ports over an 
extended period. Assessing long-term trends in the data with regard to both 
meteorological and shipping traffic fluctuations will add more context to the baseline 
results. 
 Since also shipping exhaust emissions are the major source of pollution in ports, there 
is a need for further analysis using finer fractions of atmospheric aerosols. Source 
apportionments as well as dispersion modelling with higher number of samples can be 
performed to provide more information about emission sources and distribution. In 
addition, there is a need to conduct further research to characterise better those 
parameters that contribute most significantly to the risk estimates.  
 It is recommended that further investigative studies and on-board measurements be 
carried out on different vessel types installed with different engine configurations to 
better understand ship emissions.  
 Further study may reduce the uncertainties in current assessments of the effect of 
exposure to air emissions, to better direct efforts to prevent exposure, and to address 
the limitations identified in this risk assessment. Further work may model short- and 
longer-term exposures and collect relevant data by area, residence, and personal 
exposure, with emphasis on peak short-term emissions. There is also a need to examine 
the toxicity of hydrocarbons, such as alkanes, and the health effects of mixtures of 
HAPs and other air pollutants associated with primary emissions. Emissions from 
specific emission sources may be characterised, and dispersion profiles of HAPs 
developed. These data, combined with those of local meteorological conditions and 
topography, will provide guidance on the minimum distances between emissions 
sources and homes, schools, and businesses needed to protect human health. Of most 
interest in the future is the continued evaluation of results from ports over an extended 
period. Assessing long-term trends in the data with regard to both meteorological and 
shipping traffic fluctuations will add more context to the baseline results. 
 Further study may reduce the uncertainties in current assessments of the effect of 
exposure to atmospheric emissions and improve the direct efforts to curb exposure as 
well as addressing the limitations identified in the risk assessment (McKenzie, Witter 
et al. 2012). Further work may model short- and longer-term exposures and collect 
relevant data by area, residence, and personal vulnerability, with emphasis on short-
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term peak emissions. There is also a need to investigate the toxicity level of 
hydrocarbons like alkanes, and the health impacts they possess when mixed with other 
pollutants in the atmosphere associated with primary emissions. 
 Further research can be conducted in several areas within the same topic. One of them 
includes an investigation and further analysis of shipping exhaust emissions using finer 
atmospheric aerosols. Source apportionments and dispersion modelling with an 
increased number of samples can be executed to offer extensive knowledge regarding 
emission distribution and sources. Moreover, more research on characterising 
parameters that contribute more crucially to the vulnerability’s estimation must be 
conducted. 
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Appendix A: Supplementary Data 
 On-board measurement dataset 
This section explains the data processing of emissions applied i.e. SOx, NOx, CO2, CO, 
HC and PM in different Auxiliary and Main Engines, in different shipping operation, 
and how mathematically they have been converted from the emission rates to the 
emissions in grams or kilograms. 
 
 
NOx emissions for auxiliary engines at berth 
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SOx and CO2 emissions for auxiliary engines at berth 
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CO2 and CO emissions for auxiliary engines at berth   
   
171 
 
101.00 11:07:12 3-11-2015 11:07:12 AM 900.000 265.000 2.000 21.000
102.00 11:07:13 3-11-2015 11:07:13 AM 900.000 265.000 2.000 21.000
103.00 11:07:14 3-11-2015 11:07:14 AM 900.000 265.000 2.000 21.000
104.00 11:07:15 3-11-2015 11:07:15 AM 900.000 265.000 1.000 21.000
105.00 11:07:16 3-11-2015 11:07:16 AM 900.000 265.000 1.000 21.000
106.00 11:07:17 3-11-2015 11:07:17 AM 900.000 265.000 1.000 21.000
107.00 11:07:18 3-11-2015 11:07:18 AM 900.000 265.000 1.000 21.000
108.00 11:07:19 3-11-2015 11:07:19 AM 900.000 265.000 1.000 21.000
109.00 11:07:20 3-11-2015 11:07:20 AM 900.000 265.000 2.000 21.000
110.00 11:07:21 3-11-2015 11:07:21 AM 900.000 265.000 2.000 21.000
111.00 11:07:22 3-11-2015 11:07:22 AM 900.000 265.000 2.000 21.000
112.00 11:07:23 3-11-2015 11:07:23 AM 900.000 265.000 2.000 21.000
113.00 11:07:24 3-11-2015 11:07:24 AM 900.000 265.000 2.000 21.000
114.00 11:07:25 3-11-2015 11:07:25 AM 900.000 265.000 46.000 27.000
115.00 11:07:26 3-11-2015 11:07:26 AM 900.000 265.000 46.000 27.000
116.00 11:07:27 3-11-2015 11:07:27 AM 900.000 265.000 321.000 207.000
117.00 11:07:28 3-11-2015 11:07:28 AM 900.000 265.000 321.000 207.000
118.00 11:07:29 3-11-2015 11:07:29 AM 900.000 265.000 498.000 715.000
119.00 11:07:30 3-11-2015 11:07:30 AM 900.000 265.000 498.000 715.000
120.00 11:07:31 3-11-2015 11:07:31 AM 900.000 265.000 498.000 715.000
121.00 11:07:32 3-11-2015 11:07:32 AM 900.000 265.000 -++++- 1298.000
122.00 11:07:33 3-11-2015 11:07:33 AM 900.000 265.000 -++++- 1298.000
123.00 11:07:34 3-11-2015 11:07:34 AM 900.000 265.000 -++++- 1586.000
124.00 11:07:35 3-11-2015 11:07:35 AM 900.000 265.000 -++++- 1586.000
125.00 11:07:36 3-11-2015 11:07:36 AM 900.000 265.000 -++++- 1586.000
126.00 11:07:37 3-11-2015 11:07:37 AM 900.000 265.000 -++++- 1305.000
127.00 11:07:38 3-11-2015 11:07:38 AM 900.000 265.000 -++++- 1305.000
128.00 11:07:39 3-11-2015 11:07:39 AM 900.000 265.000 -++++- 1305.000
129.00 11:07:40 3-11-2015 11:07:40 AM 900.000 265.000 -++++- 1305.000
130.00 11:07:41 3-11-2015 11:07:41 AM 900.000 265.000 227.000 1513.000
131.00 11:07:42 3-11-2015 11:07:42 AM 900.000 265.000 172.000 1050.000
132.00 11:07:43 3-11-2015 11:07:43 AM 900.000 265.000 172.000 1050.000
133.00 11:07:44 3-11-2015 11:07:44 AM 900.000 265.000 161.000 1050.000
134.00 11:07:45 3-11-2015 11:07:45 AM 900.000 265.000 161.000 1050.000
135.00 11:07:46 3-11-2015 11:07:46 AM 900.000 265.000 161.000 0.000
136.00 11:07:47 3-11-2015 11:07:47 AM 900.000 265.000 161.000 0.000
137.00 11:07:48 3-11-2015 11:07:48 AM 900.000 265.000 154.000 1.000
138.00 11:07:49 3-11-2015 11:07:49 AM 900.000 265.000 154.000 1.000
139.00 11:07:50 3-11-2015 11:07:50 AM 900.000 265.000 154.000 1.000
140.00 11:07:51 3-11-2015 11:07:51 AM 900.000 265.000 149.000 184.000
141.00 11:07:52 3-11-2015 11:07:52 AM 900.000 265.000 152.000 325.000
142.00 11:07:53 3-11-2015 11:07:53 AM 900.000 265.000 152.000 325.000
143.00 11:07:54 3-11-2015 11:07:54 AM 900.000 265.000 152.000 325.000
144.00 11:07:55 3-11-2015 11:07:55 AM 900.000 265.000 152.000 325.000
145.00 11:07:56 3-11-2015 11:07:56 AM 900.000 265.000 157.000 425.000
146.00 11:07:57 3-11-2015 11:07:57 AM 900.000 265.000 157.000 425.000  
Raw emission rates measured for the auxiliary engines at berth 
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NOx emissions for main engines at berth 
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SOx and CO2 emissions for main engines at berth  
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 CO emissions for main engines at berth  
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Time rel 
(in sec) Time Date/time
Shaft 
Speed
[rpm]
Shaft 
Power
[kW] Time Date / time
0.00 13:10:10 6-11-2015 1:10:10 PM 52.50 1085.00 13:10:10 6-11-2015 1:10:10 PM
5.00 13:10:15 6-11-2015 1:10:15 PM 51.00 974.00 13:10:11 6-11-2015 1:10:11 PM
10.00 13:10:20 6-11-2015 1:10:20 PM 49.40 868.00 13:10:12 6-11-2015 1:10:12 PM
15.00 13:10:25 6-11-2015 1:10:25 PM 48.40 813.00 13:10:13 6-11-2015 1:10:13 PM
20.00 13:10:30 6-11-2015 1:10:30 PM 47.40 765.00 13:10:14 6-11-2015 1:10:14 PM
25.00 13:10:35 6-11-2015 1:10:35 PM 46.60 731.00 13:10:15 6-11-2015 1:10:15 PM
30.00 13:10:40 6-11-2015 1:10:40 PM 46.00 707.00 13:10:16 6-11-2015 1:10:16 PM
35.00 13:10:45 6-11-2015 1:10:45 PM 45.50 683.00 13:10:17 6-11-2015 1:10:17 PM
40.00 13:10:50 6-11-2015 1:10:50 PM 45.40 678.00 13:10:18 6-11-2015 1:10:18 PM
45.00 13:10:55 6-11-2015 1:10:55 PM 45.70 706.00 13:10:19 6-11-2015 1:10:19 PM
50.00 13:11:00 6-11-2015 1:11:00 PM 45.90 732.00 13:10:20 6-11-2015 1:10:20 PM
55.00 13:11:05 6-11-2015 1:11:05 PM 46.20 754.00 13:10:21 6-11-2015 1:10:21 PM
60.00 13:11:10 6-11-2015 1:11:10 PM 46.50 778.00 13:10:22 6-11-2015 1:10:22 PM
65.00 13:11:15 6-11-2015 1:11:15 PM 46.70 790.00 13:10:23 6-11-2015 1:10:23 PM
70.00 13:11:20 6-11-2015 1:11:20 PM 46.80 799.00 13:10:24 6-11-2015 1:10:24 PM
75.00 13:11:25 6-11-2015 1:11:25 PM 46.80 802.00 13:10:25 6-11-2015 1:10:25 PM
80.00 13:11:30 6-11-2015 1:11:30 PM 46.90 819.00 13:10:26 6-11-2015 1:10:26 PM
85.00 13:11:35 6-11-2015 1:11:35 PM 47.10 829.00 13:10:27 6-11-2015 1:10:27 PM
90.00 13:11:40 6-11-2015 1:11:40 PM 47.00 822.00 13:10:28 6-11-2015 1:10:28 PM
95.00 13:11:45 6-11-2015 1:11:45 PM 47.10 827.00 13:10:29 6-11-2015 1:10:29 PM
100.00 13:11:50 6-11-2015 1:11:50 PM 47.10 828.00 13:10:30 6-11-2015 1:10:30 PM
105.00 13:11:55 6-11-2015 1:11:55 PM 47.20 830.00 13:10:31 6-11-2015 1:10:31 PM
110.00 13:12:00 6-11-2015 1:12:00 PM 47.20 831.00 13:10:32 6-11-2015 1:10:32 PM
115.00 13:12:05 6-11-2015 1:12:05 PM 47.20 830.00 13:10:33 6-11-2015 1:10:33 PM
120.00 13:12:10 6-11-2015 1:12:10 PM 47.20 831.00 13:10:34 6-11-2015 1:10:34 PM
125.00 13:12:15 6-11-2015 1:12:15 PM 47.20 826.00 13:10:35 6-11-2015 1:10:35 PM
130.00 13:12:20 6-11-2015 1:12:20 PM 47.30 829.00 13:10:36 6-11-2015 1:10:36 PM
135.00 13:12:25 6-11-2015 1:12:25 PM 47.40 830.00 13:10:37 6-11-2015 1:10:37 PM
140.00 13:12:30 6-11-2015 1:12:30 PM 47.20 824.00 13:10:38 6-11-2015 1:10:38 PM
145.00 13:12:35 6-11-2015 1:12:35 PM 47.10 820.00 13:10:39 6-11-2015 1:10:39 PM
150.00 13:12:40 6-11-2015 1:12:40 PM 47.20 820.00 13:10:40 6-11-2015 1:10:40 PM
155.00 13:12:45 6-11-2015 1:12:45 PM 47.20 819.00 13:10:41 6-11-2015 1:10:41 PM
160.00 13:12:50 6-11-2015 1:12:50 PM 47.10 823.00 13:10:42 6-11-2015 1:10:42 PM
165.00 13:12:55 6-11-2015 1:12:55 PM 47.10 818.00 13:10:43 6-11-2015 1:10:43 PM
170.00 13:13:00 6-11-2015 1:13:00 PM 46.80 812.00 13:10:44 6-11-2015 1:10:44 PM
175.00 13:13:05 6-11-2015 1:13:05 PM 46.70 810.00 13:10:45 6-11-2015 1:10:45 PM
180.00 13:13:10 6-11-2015 1:13:10 PM 46.60 817.00 13:10:46 6-11-2015 1:10:46 PM
185.00 13:13:15 6-11-2015 1:13:15 PM 46.60 827.00 13:10:47 6-11-2015 1:10:47 PM
190.00 13:13:20 6-11-2015 1:13:20 PM 46.60 836.00 13:10:48 6-11-2015 1:10:48 PM
195.00 13:13:25 6-11-2015 1:13:25 PM 46.70 846.00 13:10:49 6-11-2015 1:10:49 PM
200.00 13:13:30 6-11-2015 1:13:30 PM 46.90 861.00 13:10:50 6-11-2015 1:10:50 PM
205.00 13:13:35 6-11-2015 1:13:35 PM 47.00 867.00 13:10:51 6-11-2015 1:10:51 PM
210.00 13:13:40 6-11-2015 1:13:40 PM 47.10 880.00 13:10:52 6-11-2015 1:10:52 PM
215.00 13:13:45 6-11-2015 1:13:45 PM 47.30 882.00 13:10:53 6-11-2015 1:10:53 PM
220.00 13:13:50 6-11-2015 1:13:50 PM 47.30 883.00 13:10:54 6-11-2015 1:10:54 PM  
Raw emission rates measured for the main engines at berth 
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NOx 
emissions for main engines at manoeuvring 
 
 
 
 
 
 
 
 
 
   
177 
 
 
 
 
 
 
 
 
 
 
SOx and 
CO2 and CO emissions for main engines at manoeuvring  
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Time rel 
(in sec) Time Date/time
Shaft 
Speed
[rpm]
Shaft 
Power
[kW] Time Date / time
0.00 11:19:30 6-11-2015 11:19:30 AM 81.800 3900.000 11:20:01 6-11-2015 11:20:01 AM
5.00 11:19:35 6-11-2015 11:19:35 AM 79.300 3577.000 11:20:02 6-11-2015 11:20:02 AM
10.00 11:19:40 6-11-2015 11:19:40 AM 77.800 3283.000 11:20:03 6-11-2015 11:20:03 AM
15.00 11:19:45 6-11-2015 11:19:45 AM 76.900 3238.000 11:20:04 6-11-2015 11:20:04 AM
20.00 11:19:50 6-11-2015 11:19:50 AM 77.400 3281.000 11:20:05 6-11-2015 11:20:05 AM
25.00 11:19:55 6-11-2015 11:19:55 AM 77.100 3299.000 11:20:06 6-11-2015 11:20:06 AM
30.00 11:20:00 6-11-2015 11:20:00 AM 77.500 3324.000 11:20:07 6-11-2015 11:20:07 AM
35.00 11:20:05 6-11-2015 11:20:05 AM 77.500 3289.000 11:20:08 6-11-2015 11:20:08 AM
40.00 11:20:10 6-11-2015 11:20:10 AM 77.500 3243.000 11:20:09 6-11-2015 11:20:09 AM
45.00 11:20:15 6-11-2015 11:20:15 AM 77.500 3240.000 11:20:10 6-11-2015 11:20:10 AM
50.00 11:20:20 6-11-2015 11:20:20 AM 78.000 3228.000 11:20:11 6-11-2015 11:20:11 AM
55.00 11:20:25 6-11-2015 11:20:25 AM 77.200 3196.000 11:20:12 6-11-2015 11:20:12 AM
60.00 11:20:30 6-11-2015 11:20:30 AM 77.700 3236.000 11:20:13 6-11-2015 11:20:13 AM
65.00 11:20:35 6-11-2015 11:20:35 AM 77.300 3237.000 11:20:14 6-11-2015 11:20:14 AM
70.00 11:20:40 6-11-2015 11:20:40 AM 77.500 3276.000 11:20:15 6-11-2015 11:20:15 AM
75.00 11:20:45 6-11-2015 11:20:45 AM 77.400 3328.000 11:20:16 6-11-2015 11:20:16 AM
80.00 11:20:50 6-11-2015 11:20:50 AM 77.600 3335.000 11:20:17 6-11-2015 11:20:17 AM
85.00 11:20:55 6-11-2015 11:20:55 AM 77.600 3360.000 11:20:18 6-11-2015 11:20:18 AM
90.00 11:21:00 6-11-2015 11:21:00 AM 77.800 3364.000 11:20:19 6-11-2015 11:20:19 AM
95.00 11:21:05 6-11-2015 11:21:05 AM 78.000 3355.000 11:20:20 6-11-2015 11:20:20 AM
100.00 11:21:10 6-11-2015 11:21:10 AM 77.300 3326.000 11:20:21 6-11-2015 11:20:21 AM
105.00 11:21:15 6-11-2015 11:21:15 AM 77.500 3323.000 11:20:22 6-11-2015 11:20:22 AM
110.00 11:21:20 6-11-2015 11:21:20 AM 77.400 3349.000 11:20:23 6-11-2015 11:20:23 AM
115.00 11:21:25 6-11-2015 11:21:25 AM 77.800 3360.000 11:20:24 6-11-2015 11:20:24 AM
120.00 11:21:30 6-11-2015 11:21:30 AM 77.300 3337.000 11:20:25 6-11-2015 11:20:25 AM
125.00 11:21:35 6-11-2015 11:21:35 AM 77.500 3384.000 11:20:26 6-11-2015 11:20:26 AM
130.00 11:21:40 6-11-2015 11:21:40 AM 77.700 3365.000 11:20:27 6-11-2015 11:20:27 AM
135.00 11:21:45 6-11-2015 11:21:45 AM 77.000 3318.000 11:20:28 6-11-2015 11:20:28 AM
140.00 11:21:50 6-11-2015 11:21:50 AM 77.400 3348.000 11:20:29 6-11-2015 11:20:29 AM
145.00 11:21:55 6-11-2015 11:21:55 AM 77.400 3328.000 11:20:30 6-11-2015 11:20:30 AM
150.00 11:22:00 6-11-2015 11:22:00 AM 77.600 3364.000 11:20:31 6-11-2015 11:20:31 AM
155.00 11:22:05 6-11-2015 11:22:05 AM 77.400 3353.000 11:20:32 6-11-2015 11:20:32 AM
160.00 11:22:10 6-11-2015 11:22:10 AM 77.300 3366.000 11:20:33 6-11-2015 11:20:33 AM
165.00 11:22:15 6-11-2015 11:22:15 AM 77.200 3389.000 11:20:34 6-11-2015 11:20:34 AM
170.00 11:22:20 6-11-2015 11:22:20 AM 77.600 3388.000 11:20:35 6-11-2015 11:20:35 AM
175.00 11:22:25 6-11-2015 11:22:25 AM 77.400 3383.000 11:20:36 6-11-2015 11:20:36 AM
180.00 11:22:30 6-11-2015 11:22:30 AM 77.300 3358.000 11:20:37 6-11-2015 11:20:37 AM
185.00 11:22:35 6-11-2015 11:22:35 AM 77.700 3402.000 11:20:38 6-11-2015 11:20:38 AM
190.00 11:22:40 6-11-2015 11:22:40 AM 77.300 3388.000 11:20:39 6-11-2015 11:20:39 AM
195.00 11:22:45 6-11-2015 11:22:45 AM 77.600 3393.000 11:20:40 6-11-2015 11:20:40 AM
200.00 11:22:50 6-11-2015 11:22:50 AM 78.000 3412.000 11:20:41 6-11-2015 11:20:41 AM
205.00 11:22:55 6-11-2015 11:22:55 AM 77.500 3390.000 11:20:42 6-11-2015 11:20:42 AM
210.00 11:23:00 6-11-2015 11:23:00 AM 77.500 3389.000 11:20:43 6-11-2015 11:20:43 AM
215.00 11:23:05 6-11-2015 11:23:05 AM 77.600 3398.000 11:20:44 6-11-2015 11:20:44 AM  
Raw emission rates measured for the main engines at manoeuvring 
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NOx emissions for main engines at cruising 
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SOx and CO2 emissions for main engines at cruising 
 
 
 
  
   
181 
CO emissions for main engines at cruising 
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Time rel 
(in sec) Time Date/time
Shaft 
Speed
[rpm]
Shaft 
Power
[kW] Time Date / time ppm NOx ppm SOx % CO2 ppm CO
0.00 10:57:45 6-11-2015 10:57:45 AM 89.3600 5445.0000 10:57:49 6-11-2015 10:57:49 AM 66.0000 540.0000 2.9600 1.0000
5.00 10:57:50 6-11-2015 10:57:50 AM 89.3600 5352.0000 10:57:50 6-11-2015 10:57:50 AM 41.0000 39.0000 2.9600 1.0000
10.00 10:57:55 6-11-2015 10:57:55 AM 89.3600 5339.0000 10:57:51 6-11-2015 10:57:51 AM 41.0000 39.0000 2.9600 1.0000
15.00 10:58:00 6-11-2015 10:58:00 AM 89.3600 5375.0000 10:57:52 6-11-2015 10:57:52 AM 154.0000 17.0000 3.3600 8.0000
20.00 10:58:05 6-11-2015 10:58:05 AM 89.3600 5385.0000 10:57:53 6-11-2015 10:57:53 AM 154.0000 17.0000 3.3600 8.0000
25.00 10:58:10 6-11-2015 10:58:10 AM 89.3600 5401.0000 10:57:54 6-11-2015 10:57:54 AM 154.0000 17.0000 4.0000 25.0000
30.00 10:58:15 6-11-2015 10:58:15 AM 89.3600 5351.0000 10:57:55 6-11-2015 10:57:55 AM 433.0000 104.0000 4.0000 25.0000
35.00 10:58:20 6-11-2015 10:58:20 AM 89.3600 5375.0000 10:57:56 6-11-2015 10:57:56 AM 433.0000 104.0000 4.0000 25.0000
40.00 10:58:25 6-11-2015 10:58:25 AM 89.3600 5308.0000 10:57:57 6-11-2015 10:57:57 AM 740.0000 288.0000 4.4500 43.0000
45.00 10:58:30 6-11-2015 10:58:30 AM 89.3600 5254.0000 10:57:58 6-11-2015 10:57:58 AM 740.0000 288.0000 4.4500 43.0000
50.00 10:58:35 6-11-2015 10:58:35 AM 89.3600 5257.0000 10:57:59 6-11-2015 10:57:59 AM 740.0000 288.0000 4.5800 43.0000
55.00 10:58:40 6-11-2015 10:58:40 AM 89.3600 5228.0000 10:58:00 6-11-2015 10:58:00 AM 919.0000 475.0000 4.5800 58.0000
60.00 10:58:45 6-11-2015 10:58:45 AM 89.3600 5243.0000 10:58:01 6-11-2015 10:58:01 AM 919.0000 475.0000 4.5800 58.0000
65.00 10:58:50 6-11-2015 10:58:50 AM 89.3600 5261.0000 10:58:02 6-11-2015 10:58:02 AM 972.0000 586.0000 4.4700 73.0000
70.00 10:58:55 6-11-2015 10:58:55 AM 89.3600 5198.0000 10:58:03 6-11-2015 10:58:03 AM 972.0000 586.0000 4.4700 73.0000
75.00 10:59:00 6-11-2015 10:59:00 AM 89.3600 5194.0000 10:58:04 6-11-2015 10:58:04 AM 972.0000 586.0000 4.3700 73.0000
80.00 10:59:05 6-11-2015 10:59:05 AM 89.3600 5093.0000 10:58:05 6-11-2015 10:58:05 AM 980.0000 635.0000 4.3700 85.0000
85.00 10:59:10 6-11-2015 10:59:10 AM 89.3600 5065.0000 10:58:06 6-11-2015 10:58:06 AM 980.0000 635.0000 4.3700 85.0000
90.00 10:59:15 6-11-2015 10:59:15 AM 89.3600 5024.0000 10:58:07 6-11-2015 10:58:07 AM 993.0000 663.0000 4.4300 89.0000
95.00 10:59:20 6-11-2015 10:59:20 AM 89.3600 5034.0000 10:58:08 6-11-2015 10:58:08 AM 992.0000 663.0000 4.4300 89.0000
100.00 10:59:25 6-11-2015 10:59:25 AM 89.3600 5076.0000 10:58:09 6-11-2015 10:58:09 AM 992.0000 663.0000 4.5300 89.0000
105.00 10:59:30 6-11-2015 10:59:30 AM 89.3600 5064.0000 10:58:10 6-11-2015 10:58:10 AM 1001.0000 684.0000 4.5300 89.0000
110.00 10:59:35 6-11-2015 10:59:35 AM 89.3600 4983.0000 10:58:11 6-11-2015 10:58:11 AM 1001.0000 684.0000 4.5300 89.0000
115.00 10:59:40 6-11-2015 10:59:40 AM 89.3600 4957.0000 10:58:12 6-11-2015 10:58:12 AM 992.0000 691.0000 4.5100 90.0000
120.00 10:59:45 6-11-2015 10:59:45 AM 89.3600 4948.0000 10:58:13 6-11-2015 10:58:13 AM 992.0000 691.0000 4.5100 90.0000
125.00 10:59:50 6-11-2015 10:59:50 AM 89.3600 4927.0000 10:58:14 6-11-2015 10:58:14 AM 975.0000 686.0000 4.3900 94.0000
130.00 10:59:55 6-11-2015 10:59:55 AM 89.3600 4897.0000 10:58:15 6-11-2015 10:58:15 AM 975.0000 686.0000 4.3900 94.0000
135.00 11:00:00 6-11-2015 11:00:00 AM 89.3600 4948.0000 10:58:16 6-11-2015 10:58:16 AM 975.0000 686.0000 4.3700 98.0000
140.00 11:00:05 6-11-2015 11:00:05 AM 89.3600 4942.0000 10:58:17 6-11-2015 10:58:17 AM 974.0000 682.0000 4.3700 98.0000
145.00 11:00:10 6-11-2015 11:00:10 AM 89.3600 4911.0000 10:58:18 6-11-2015 10:58:18 AM 974.0000 682.0000 4.3700 98.0000
150.00 11:00:15 6-11-2015 11:00:15 AM 89.3600 4906.0000 10:58:19 6-11-2015 10:58:19 AM 974.0000 682.0000 4.3700 98.0000
155.00 11:00:20 6-11-2015 11:00:20 AM 89.3600 4796.0000 10:58:20 6-11-2015 10:58:20 AM 988.0000 685.0000 4.4700 102.0000
160.00 11:00:25 6-11-2015 11:00:25 AM 89.3600 4783.0000 10:58:21 6-11-2015 10:58:21 AM 988.0000 685.0000 4.4700 102.0000
165.00 11:00:30 6-11-2015 11:00:30 AM 89.3600 4787.0000 10:58:22 6-11-2015 10:58:22 AM 988.0000 685.0000 4.4900 107.0000
170.00 11:00:35 6-11-2015 11:00:35 AM 89.3600 4734.0000 10:58:23 6-11-2015 10:58:23 AM 1002.0000 690.0000 4.4900 107.0000
175.00 11:00:40 6-11-2015 11:00:40 AM 89.3600 4755.0000 10:58:24 6-11-2015 10:58:24 AM 1002.0000 690.0000 4.4900 107.0000
180.00 11:00:45 6-11-2015 11:00:45 AM 89.3600 4699.0000 10:58:25 6-11-2015 10:58:25 AM 1006.0000 690.0000 4.4500 111.0000
185.00 11:00:50 6-11-2015 11:00:50 AM 89.3600 4691.0000 10:58:26 6-11-2015 10:58:26 AM 1006.0000 690.0000 4.4500 111.0000
190.00 11:00:55 6-11-2015 11:00:55 AM 89.3600 4741.0000 10:58:27 6-11-2015 10:58:27 AM 1006.0000 690.0000 4.4100 111.0000
195.00 11:01:00 6-11-2015 11:01:00 AM 89.3600 4673.0000 10:58:28 6-11-2015 10:58:28 AM 999.0000 683.0000 4.4100 113.0000
200.00 11:01:05 6-11-2015 11:01:05 AM 89.3600 4607.0000 10:58:29 6-11-2015 10:58:29 AM 999.0000 683.0000 4.4100 113.0000
205.00 11:01:10 6-11-2015 11:01:10 AM 89.3600 4574.0000 10:58:30 6-11-2015 10:58:30 AM 988.0000 674.0000 4.3600 111.0000
210.00 11:01:15 6-11-2015 11:01:15 AM 89.3600 4520.0000 10:58:31 6-11-2015 10:58:31 AM 988.0000 674.0000 4.3600 111.0000
215.00 11:01:20 6-11-2015 11:01:20 AM 89.3600 4630.0000 10:58:32 6-11-2015 10:58:32 AM 988.0000 674.0000 4.4100 111.0000
220.00 11:01:25 6-11-2015 11:01:25 AM 89.3600 4601.0000 10:58:33 6-11-2015 10:58:33 AM 980.0000 669.0000 4.4100 107.0000  
Raw emission rates measured for the main engines at cruising 
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HC emissions for main engines at berth 
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HC emissions for main engines at manoeuvring 
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HC emissions for main engines at cruising 
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PM emissions for main engines at berth 
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PM emissions for main engines at manoeuvring 
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PM emissions for main engines at cruising 
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Security Clearances and Approvals 
This section explains the number of approvals that was required to undertake any work within 
ports or on-board vessels within Australia. 
Several approvals is required to undertake any work within ports or on-board vessels within 
Australia. Due to the number of stakeholders involved, understanding the complexities of these 
approvals is quite difficulty. The following approvals have been obtained: 
 Maritime Security Identification Cards (MSIC) 
 Port of Brisbane General Induction 
 Stevedore operation (AAT, Patricks, DP World) inductions 
 Maritime Safety Queensland approval 
 Stevedore operation approval 
 Approval from vessel owner/operators 
 
A large amount of the effort thus far was dedicated to receiving the required approvals to gain 
access to the restricted landside and waterside zones as shown in the below figure. In Australia, 
a Maritime Security Identification Card (MSIC) is required to access work in a maritime 
security zone. The introduction of MSIC cards was part of a larger system to secure the 
maritime transport sector. MSIC cards are nationally recognized and are required to be carried 
at all times while located within these areas. These were obtained for all team members 
involved in the study. 
 
Types of maritime security zones on Australian facilities 
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Approval has been given from both the Port of Brisbane as well as three of the stevedore 
operations (DP World, AAT, Patricks) on Fisherman Islands at the Port of Brisbane to conduct 
work within their facilities. In addition to the requirement of MSIC cards to access these areas 
of the Port, individual inductions were required to be completed for each facility for all 
involved in the project. Strong collaboration with the Port of Brisbane has meant they have 
agreed to provide adequate space for conducting required analysis at their offices. Obtaining 
all the required permits to gain access to the restricted Port areas has taken in excess of 2 months 
even with the assistance of the Port of Brisbane. It is evident that the restrictions in place 
severely hinder the progress of research and are no doubt partially accountable for the lack of 
other similar studies. 
 
Main Engine developed equations and figures   
The section accompanies Chapter 3 to presents all the developed emission factor equations and 
the detailed results and figures produced accordingly: 
 
Developed EF equations with the adjusted Ra
 2 factor  
M
o
d
e 
 
EF equations (g) Ra
2 
A
t 
b
er
th
 
 
SOx = 9.0 + 0.9 x1
a- 0.04 x2
b
  0.7672 
NOx = 11.4 + 1.4 x1 - 0.05 x2 - 0.004 x2^2 0.9504 
CO2 = 220.6 + 34.8 x1 + 3.9 x2 0.7163 
CO = - 6.2 - 22.5 / x1 + 403.3 / x2 0.7649 
M
an
o
eu
v
ri
n
g
 
 
SOx = 3623.9 + 40.9 x1 - 122.1 x2 + 0.3 x1^2 + 1.1 x2^2 - 0.9 x1 x2 0.9495 
NOx = - 184.8 - 1.8 x1 + 4.2 x2  0.8793 
CO2 = - 9763.9 + 239.6 x1 + 181.2 x2 - 9.4 x1^2 + 0.08 x1^3 0.7844 
CO = 1097.7 + 12.5 x1 - 35.8 x2 + 0.03 x1^2 + 0.3 x2^2 - 0.2 x1 x2 0.7689 
C
ru
is
in
g
 
 
SOx = 3049.8 - 17.7 x1 - 50.6 x2 + 0.03 x1^2 + 0.2 x2^2 + 0.1 x1 x2 0.9686 
NOx = 161.0 - 0.8 x1 - 0.07 x2  0.9464 
CO2 = 4980.2 - 31.5 x1 + 31.7 x2  0.9355 
CO = 108.3 - 2.2 x1 - 0.2 x2 + 0.01 x1^2 0.7204 
a Maximum Continuous Rate (MCR) 
b Shaft Speed (SS)  
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Results of actual on-board estimation predicted emission inventory and available inventories 
At 
berth 
On-board 
Estimation 
Predicted 
Inventory 
TIER 
III  
Entec MEET STEAM  MOPSEA NERI  USEPA  SMED IMO 
SOx 1059 1059 358 1071 1041 1041 537 1041 1236 N/S 
a 448 
NOx 1308 1340 1662 1425 804 2018 1729 2018 3711 N/S 
a 2018 
CO2 32728 32908 N/S 
a 38177 34716 35008 33739 34609 89699 N/S a 33783 
CO 12 13 38 N/S a 46 N/S a 53 42 22 N/S a 14 
Manoe
uvring 
           
SOx 4444 4445 1221 3661 3571 3567 1832 3571 4238 3124 1527 
NOx 12643 12635 18528 15881 19937 22498 19269 22498 14528 19190 22498 
CO2 626420 627221 N/S 
a 644219 583902 588854 567479 58211
3 
724477 644219 568209 
CO 433 432 316 N/S a 385 N/S a 445 354 185 221 118 
Cruisin
g 
           
SOx 5483 5469 1554 4204 4518 4513 2332 4518 5362 3604 1943 
NOx 3482 3503 5271 4518 5083 5120 4385 5120 3210 5451 5120 
CO2 236570 236631 N/S 
a 248648 249062 251202 242075 24829
9 
284392 248648 242368 
CO 297 297 479 N/S a 479 N/S a 671 534 279 167 179 
                             a Not Specified   
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Comparison of S value for the predicted inventories and existing inventories 
At berth  SOx NOx CO2 CO 
Predicted Emission Inventory 0.8 1.2 53.0 0.1 
TIER III 8.8 4.0 - 1.3 
Entec 1.6 3.0 149.2 - 
MEET 1.6 3.7 98.7 1.7 
STEAM 1.6 - 102.8 - 
MOPSEA 6.6 4.4 87.9 2.0 
NERI 1.6 - 97.4 1.5 
US EPA 2.7 17.6 954.0 0.6 
SMED - - - - 
IMO 7.7 6.1 88.4 0.2 
Manoeuvring  SOx NOx CO2 CO 
Predicted Emission Inventory 4.8 2.3 151.4 0.8 
TIER III 65.6 29.9 - 4.1 
Entec 17.5 17.6 426.1 - 
MEET 19.0 36.5 541.2 2.6 
STEAM 19.1 - 523.0 - 
MOPSEA 53.3 33.4 609.2 2.3 
NERI - - 548.1 3.2 
US EPA 9.1 11.4 653.5 7.9 
SMED 27.6 33.0 426.1 6.8 
IMO 59.8 48.7 606 10.0 
Cruising  SOx NOx CO2 CO 
Predicted Emission Inventory 3.2 3.08 80.4 0.7 
TIER III 92.7 52.1 - - 
Entec 30.3 32.3 383.5 - 
MEET 22.8 46.9 373.3 7.8 
STEAM 22.9 - 408.4 - 
MOPSEA 74.4 28.9 277.9 15.6 
NERI - - 360.9 10.0 
US EPA 4.6 11.9 1114.1 0.8 
SMED 44.4 56.9  4.9 
IMO 83.6 48.1 280.9 4.5 
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Routes of Vessels I and II between Newcastle, Brisbane and Gladstone ports
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Trends of predicted and available inventory emissions (g) at berth 
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Trends of predicted and available inventory emissions (g) during manoeuvring 
 
 
 
 
 
 
 
 204 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 205 
 
Trends of predicted and available inventory emissions (g) during cruising  
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Dispersion Modelling dataset 
This section outlines setting up and running the CALPUFF model using CALApps GUI 
accompanying Chapter 5. Setting up and running the model using CALApps GUI and the 
selection of CALMET critical parameters in observation mode are also mentioned in this 
appendix. 
CALApps v2.10.1 (CALPUFF’s newest graphical feature) is a beta version with few functional 
issues. Tips for getting around the two most common are: 
1. CALApps crashes after clicking RUN.  
Immediately before crashing, a window should appear containing a file called ‘run’. Double 
click on this and the desired process will run. 
2. CALApps Viewer crashes or generates error messages.  
Use CALView rather than CALApps Viewer to plot results. (CALView was distributed with 
CALPro Plus, the precursor to CALApps). 
Required files are summarised in the below table. 
 
Summary of the data files used in the CALPUFF model 
Data file description File name 
Land use AUSPACIF.LU 
Elevation S27E152.hgt 
S27E153.hgt 
S28E152.hgt 
S28E153.hgt 
Coastline gshhs_f.b 
gshhs_f.b 
Surface SURF.DAT 
Precipitation PRECIP.DAT 
Upper air UP.DAT 
 
Project information 
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CALApps allows the user to apply project information settings to all steps in the modelling 
process. The following lists the various steps to take, using this study’s Brisbane project as an 
example. Brisbane-specific information is italicised.  
1. Select PROJECT INFORMATION in the CALApps navigation window.  
2. Under GENERAL INFORMATION -> PROJECT NAME enter a name for the project.  
3. Under GENERAL INFORMATION -> PROJECT NAME, deselect the APPLY 
STANDARD NAMING TO ALL OUTPUT FILES tick-box.  
4. Under GENERAL INFORMATION -> PROJECT FOLDER, select Project as the 
directory for saving files associated with the project.  
5. Under MODELING PERIOD select a beginning and end date for the modelling run. To 
use the entire meteorological data set provided, the beginning and end dates should be set to 
January 01 2013 00:00:00 and January 01 2014 00:00:00 respectively. For test runs, it is 
advisable to use a shorter modelling period in order to reduce processing time.  
6. Under MODELLING PERIOD -> TIME ZONE, select UTC+10:00 Brisbane.  
7. Under MAP PROJECTION -> PROJECTION select UTM.  
8. Under MAP PROJECTION -> DATUM select WGS-84.  
9. Under UTM -> ZONE, select 56.  
10. Under UTM -> HEMISPHERE, select SOUTHERN.  
11. Under MODELING GRID -> SOUTHWEST CORNER OF DOMAIN, enter the south 
west UTM coordinates.  
12. Under MODELING GRID -> NUMBER OF GRID CELLS, enter 100 for the number 
of grid cells in both the X and Y directions. This number can be increased if a higher-resolution 
modelling run is required. Note that increasing resolution will increase computation time.  
13. Under MODELING GRID -> GRID SPACING, set the grid spacing to 1 km. For higher 
resolution runs, the grid spacing must be reduced.  
14. Under MODELING GRID -> NUMBER OF VERTICAL LAYERS, select the default 
value of 11. This number can be increased if a higher resolution modelling run is required.  
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15. Under MODELING GRID -> VERTICAL LAYER CELL FACE HEIGHTS, use the 
default values.  
16. Click the APPLY TO ALL button at the bottom of the window.  
17. Click the save icon at the bottom of the window and save the project under Project name.  
 
Geophysical 
CTGPROC 
CTGPROC processes land-use data to generate a lu.dat file that can be processed by 
MAKEGEO. To run CTGPROC in the CALApps GUI, follow these steps:  
1. Select CTGPROC in the CALApps navigation window.  
2. Under LAND USE DATA FILES -> TYPE, select USGS Global (Lambert Azimuthal) 
for Australia-Pacific [GLAZAP].  
3. Under LAND USE DATA FILES -> DATA FILES, select the provided land-use data file 
AUSPACIF.LU. This land-use data file can also be used for other sites in Australia.  
4. Under MAP PROJECTION, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
5. Under MODELING DOMAIN, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
6. Under COASTLINE PROCESSING, select the Process coastline data tick-box.  
7. Under COASTLINE PROCESSING -> COASTLINE DATA FILE, select the provided 
coastline data file gshhs_f.b. This file can also be used for other coastal sites in Australia.  
8. Under COASTLINE PROCESSING -> COASTLINE DATA FILE, select the binary 
format option.  
9. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/CTGPROC/ as the 
directory for saving CTGPROC output files.  
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10. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
11. Click the RUN CTGPROC button at the bottom of the window. A command prompt 
window will appear with an output similar to the following:  
 
12. Navigate to Project/CTGPROC/ and open ctgproc.lst in a text editor. Scroll to the end of 
the file and check to see if any error or warning messages are present. If error messages are 
present, address them and re-run CTGPROC. If CTGPROC runs successfully, the end of 
ctgproc.lst should look like this:  
 
 
 
 
 
 
 
 
The warning messages above occur because land-use data is not available over water. These 
warning messages can be ignored because MAKEGEO will automatically assign water 
surface properties to cells with missing land-use data.  
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13. Navigate to Project/CTGPROC/ and locate lu.dat. This is the processed land-use data file 
that is required by MAKEGEOTERREL 
TERREL processes elevation data to generate a terr.dat file that can be processed by 
MAKEGEO. To run TERREL in the CALApps GUI, follow these steps:  
1. Select TERREL in the CALApps navigation window.  
2. Under TERRAIN DATA FILES -> TYPE, select 1-sec Shuttle RADAR Topo Mission 
files (~30m) [SRTM1].  
3. Under TERRAIN DATA FILES -> DATA FILES, select the four provided elevation data 
files Project/TERREL/*.hgt. These elevation data files cover only the selected modelling 
domain. To model other sites in Australia, the corresponding elevation data files can be 
obtained free of charge from http://dwtkns.com/srtm30m/.  
4. Under MAP PROJECTION, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
5. Under MODELING DOMAIN, select the same settings used under PROJECT 
INFORMATION). These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
6. Under COASTLINE PROCESSING, select the Process coastline data tick-box.  
7. Under COASTLINE PROCESSING -> COASTLINE DATA FILE, select the provided 
coastline data file Project/TERREL/gshhs_f.b. This file can also be used for other coastal 
sites in Australia.  
8. Under COASTLINE PROCESSING -> COASTLINE DATA FILE, select the binary 
format option.  
9. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/TERREL/ as the directory 
for saving TERREL output files.  
10. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
11. Click the RUN TERREL button at the bottom of the window. This step will take a few 
minutes to run. A command prompt window will appear with an output similar to the following:  
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12. Navigate to Project/TERREL/ and open terrel.lst in a text editor. Scroll to the end of the 
file and check to see if any error or warning messages are present. If error messages are present, 
addressed them and re-run TERREL. Once TERREL runs successfully, the end of terrel.lst 
should look like this:  
 
 
 
 
 
 
13. Navigate to Project/TERREL/ and locate terr.dat. This is the processed elevation data 
file that is required by MAKEGEO  
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MAKEGEO 
MAKEGEO processes land-use and elevation data to generate a geo.dat file that can be 
processed by CALMET. To run MAKEGEO in the CALApps GUI, follow these steps:  
1. Select MAKEGEO in the CALApps navigation window.  
2. Under TERR.DAT and LU.DAT FILES in TERR.DAT FILE, select 
Project/TERREL/terr.dat. This is the terrain file that was generated by TERREL.  
3. Under TERR.DAT and LU.DAT FILES in LU.DAT FILE, select 
Project/CTGPROC/lu.dat. This is the land-use file that was generated by CTGPROC.  
4. Under MAP PROJECTION, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
5. Under MODELING DOMAIN, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
6. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/MAKEGEO/ as the 
directory for saving the MAKEGEO output files.  
7. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
8. Click the RUN MAKEGEO button at the bottom of the window. A command prompt 
window will appear with an output like this:  
 
9. Navigate to Project/MAKEGEO/ and open makegeo.lst in a text editor. Scroll to the end 
of the file and check to see if any error or warning messages are present. If error messages are 
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present, address them and re-run MAKEGEO. If MAKEGEO has run successfully, the end of 
makegeo.lst should look like the following:  
 
This warning above has occurred because land-use data is not available over water. This 
message can be ignored because MAKEGEO automatically assigns water surface properties to 
cells with missing land-use data.  
10. Navigate to Project/MAKEGEO/ and locate geo.dat. This is the processed geophysical 
data file required by CALMET, as will be described in later sections.  
 
Meteorological 
SURFGEN 
SURFGEN processes raw surface meteorological data to generate SURF.DAT and 
PRECIP.DAT files that can be processed by CALMET. SURFGEN has not been used in this 
model because the SURF.DAT and PRECIP.DAT files have been generated separately using 
SMERGE and PMERGE respectively. 
SMERGE 
SMERGE processes raw surface meteorological data to generate a SURF.DAT file that can be 
processed by CALMET. For this model, SMERGE has been used to generate a SURF.DAT 
file. For other sites in Australia, local surface meteorological data must be purchased. 
PMERGE 
PMERGE processes raw precipitation data to generate a PRECIP.DAT file that can be 
processed by CALMET. In this model, PMERGE has been used to generate a PRECIP.DAT 
file. For other sites in Australia, local precipitation data must be purchased. 
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READ62 
READ62 processes raw upper air data to generate an UP.DAT file that can be processed by 
CALMET. In this model, READ62 has been used to generate an UP.DAT file. For modelling 
sites in Australia, local upper air data must be purchased and repaired if necessary. If no suitable 
upper air data is available, then 3D gridded prognostic data may be used instead. 
BUOY 
BUOY processes raw overwater data to generate SEA.DAT files that can be processed by 
CALMET. For this model, no suitable overwater is available. As such, observational overwater 
data is not included in the model. For other overwater locations in Australia, it is advisable to 
include overwater data where available. 
Main 
CALMET 
CALMET processes land-use, elevation, surface meteorology, precipitation, upper air, 
overwater and 3D gridded prognostic data, to generate a calmet.dat file that can be processed 
by CALPUFF. To run CALMET, follow these steps:  
1. Select CALMET in the CALApps navigation window.  
2. Under RUN TYPE, click on OBS-ONLY. This will select observation mode; that is, 
CALMET will use observed meteorological data to initialise the Initial Guess wind field. For 
modelling sites in Australia, it may be necessary to use the no-observation or hybrid mode if 
suitable observed metrological data is not available.  
3. Under MODELING PERIOD, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
4. Under MAP PROJECTION, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
5. Under MODELING DOMAIN, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected under PROJECT INFORMATION.  
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6. Under CRITICAL PARAMETERS, enter the values for RMAX1, RMAX2, R1, R2 and 
TERRAD from the table ‘Recommended values for critical parameters’. Note that for some 
sites in Australia, manual tuning of these parameters may be required.  
7. Under CRITICAL PARAMETERS -> IEXTRP, select Similarity Theory.  
8. Under CRITICAL PARAMETERS -> IEXTRP, select the Ignore Layer 1 data at upper 
air stations tick-box.  
9. Under CRITICAL PARAMETERS -> BIAS, use the default values.  
10. Under GEO.DAT FILE, select Project/MAKEGEO/geo.dat. This is the geo.dat file that 
was generated using MAKEGEO.  
11. Under MM5/WRF/3D.DAT FILES, leave the selection field blank. This field is not 
required when running CALMET in observation mode.  
12. Under SURFACE STATION DATA -> SURFACE STATION DATA FILE, select the 
provided surface meteorology file Project/SMERGE/SURF.DAT. For modelling sites in 
Australia, a local SURF.DAT file must be obtained.  
13. Under SURFACE STATION DATA -> SURFACE STATION PARAMETERS, enter 
the station parameters. Stations must be entered in the same order that they appear in the 
SURF.DAT file. For modelling sites in Australia, surface station parameters should be entered 
for the stations that appear in the relevant local SURF.DAT file.  
14. Under UPPER AIR STATION DATA -> UPPER AIR STATION DATA FILE, select 
the provided upper air file Project/READ62/UP.DAT file. For modelling sites in Australia, a 
local UP.DAT file should be obtained if available.  
15. Under UPPER AIR STATION DATA -> UPPER AIR STATION PARAMETERS, 
enter the station parameters. Stations must be entered in the same order that they appear in the 
UP.DAT file. For modelling sites in Australia, upper air station parameters should be entered 
for the stations that appear in the relevant local UP.DAT file.  
16. Under PRECIPITATION STATION DATA -> PRECIPITATION STATION DATA 
FILE, select the provided precipitation files Project/PMERGE/PRECIP.DAT file. For 
modelling sites in Australia, a local PRECIP.DAT file must be obtained.  
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17. Under PRECIPITATION STATION DATA -> PRECIPITATION STATION 
PARAMETERS, enter the station parameters. Stations must be entered in the same order that 
they appear in the PRECIP.DAT file. For modelling sites in Australia, precipitation station 
parameters should be entered for the stations that appear in the relevant local PRECIP.DAT 
file.  
18. Leave OVERWATER STATION DATA -> OVERWATER STATION 
PARAMETERS blank. For modelling sites in Australia, SEA.DAT overwater files processed 
using BUOY should be selected here if available.  
19. Leave OVERWATER STATION DATA -> RMAX3 blank. For modelling sites in 
Australia, an appropriate value for RMAX3 should be chosen if overwater data is to be included 
in the model (see the table ‘Recommended values for critical parameters’).  
20. Under TEMPERATURE AND RELATIVE HUMIDITY PARAMETERS -> 
ITPROG, select Use surface and upper air observations [0].  
21. Under TEMPERATURE AND RELATIVE HUMIDITY PARAMETERS -> 
IRHPROG, select Use surface observations [0].  
22. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/CALMET/ as the 
directory for saving CALMET output files.  
23. Click the CALMET.INP tab near the top of the window. This will allow manual edits to 
the CALMET.INP file.  
24. Locate JWAT1 and JWAT2 and set both equal to 9999:  
 
25. Locate ICLDOUT and set equal to 0:  
 
26. Locate SIGMAP and set equal to 100.  
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27. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
28. Before running CALMET, make sure that enough storage space is available for generating 
the calmet.dat file, which typically is larger than 20GB.  
29. Click the RUN CALMET button at the bottom of the window. This might take a while. A 
command prompt window will appear with an output like this:  
 
30. Navigate to Project/CALMET/ and open calmet.lst in a text editor. Scroll to the end of 
the file and check to see if any error or warning messages are present. If so, address them and 
re-run CALMET. If CALMET has run successfully, the end of calmet.lst should look like this:  
 
31. Navigate to Project/CALMET/ and locate calmet.dat. This is the processed CALMET 
data file that is required to run CALPUFF, as described next.  
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CALPUFF 
CALPUFF models emissions dispersion, using site specific geophysical and meteorological 
data, to predict air quality impacts. To run CALPUFF, follow these steps:  
1. Select CALPUFF in the CALApps navigation window.  
2. Under CALMET.DAT FILES, select the Project/CALMET/calmet.dat file that was 
generated by CALMET.  
3. Under MODELING PERIOD, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected there. Alternatively, select RUN ALL PERIODS FOUND IN INPUT 
METEOROLOGICAL DATA to automatically run CALPUFF for the entire period included 
in the calmet.dat file.  
4. Under MAP PROJECTION, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected there.  
5. Under METEOROLOGICAL GRID, select the same settings used under PROJECT 
INFORMATION. These settings should populate automatically if APPLY TO ALL was 
selected there.  
6. Under COMPUTATIONAL GRID, use the default values.  
7. Under MODELED SPECIES -> LIBRARY, select SO2, NOX, CO, PM2.5 and PM10, 
then click ADD.  
8. Under MODELED SPECIES -> MODELED, select SO2, NOX, CO, PM2.5 and PM10, 
then click APPLY.  
9. Under TECHNICAL OPTIONS -> DISPERSION COEFFICIENTS, select 
Turbulence-based dispersion [2].  
10. Under TECHNICAL OPTIONS -> PDF, select PDF used for dispersion under 
convective conditions [1].  
11. Under TECHNICAL OPTIONS -> CHEMICAL MECHANISM, select Chemical 
transformation not modelled [0]. The other modelling options available here should only be 
used if species reaction is to be modelled; this is not required for most applications.  
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12. Under TECHNICAL OPTIONS -> AQUEOUS PHASE TRANSFORMATION, select 
Aqueous phase transformation not modelled [0].  
13. Under DEPOSITION -> TYPES, select the DRY DEPOSITION and WET 
DEPOSITION tick-boxes.  
14. Under DEPOSITION -> DRY DEPOSITION, select the species for which dry deposition 
is to be modelled.  
15. Under DEPOSITION -> DRY DEPOSITION -> CHEMICAL PARAMETERS FOR 
DRY DEPOSITION OF GASES, use the default values (this table will be blank if no gaseous 
species have been selected for dry deposition modelling).  
16. Under DEPOSITION -> DRY DEPOSITION -> SIZE PARAMETERS FOR DRY 
DEPOSITION OF PARTICLES, use the default values (this table will be blank if no 
particulate species have been selected for dry deposition modelling).  
17. Under DEPOSITION -> WET DEPOSITION, use the default values.  
18. Under POINT SOURCE PARAMETERS -> NUMBER OF POINT SOURCES, select 
10.  
19. Under POINT SOURCE PARAMETERS, enter the appropriate values. Set Building 
Downwash equal to 0 and Vertical Momentum Flux Factor equal to 1.  
20. Under POINT SOURCE PARAMETERS -> VARIABLE EMISSIONS FILE, leave 
the field blank unless temporally or spatially varying sources are to be modelled.  
21. Under POINT SOURCE PARAMETERS -> BUILDING DOWNWASH, use the 
default settings.  
22. Under AREA SOURCE PARAMETERS -> NUMBER OF AREA SOURCES, select 
0.  
23. Under LINE SOURCE PARAMETERS -> NUMBER OF LINES SOURCES, select 0.  
24. Under VOLUME SOURCE PARAMETERS -> NUMBER OF VOLUME SOURCES, 
select 0.  
25. Under ROAD SOURCE PARAMETERS -> NUMBER OF ROAD SOURCES, select 
0.  
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26. Under RECEPTORS -> TYPES, select the GRIDDED RECEPTORS tick-box. Leave 
the DISCRETE RECEPTORS tick-box deselected.  
27. Under RECEPTORS -> GRIDDED RECEPTORS use the values that will appear 
automatically if APPLY TO ALL was selected under PROJECT INFORMATION. 
28. Under OUTPUT OPTIONS, select all the available tick-boxes.  
29. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/CALPUFF/ as the 
directory for saving CALPUFF output files.  
30. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
31. Click the RUN CALPUFF button at the bottom of the window. This might take a while. 
A command prompt window will appear with an output similar to this:  
 
32. Navigate to Project/CALPUFF/ and open calpuff.lst in a text editor. Scroll to the end of 
the file and check to see if any error or warning messages are present. Address errors and re-
run CALPUFF. If CALPUFF has run successfully, the end of calpuff.lst should look like this:  
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33. Navigate to Project/CALPUFF/ and locate the result files ending with *.CON, *.DRY, 
*.RHO, *.T2D, *.VIS and *.WET. These are the CALPUFF concentration, dry flux, density, 
temperature, relative humidity and wet flux result files, and are required to run CALPOST as 
described in the next section.  
34. Navigate to Project/CALPUFF/ and copy luse.clr, qaluse.grd and qaterr.grd to 
~/Project/Plotting/. Overwrite existing files if necessary.  
 
CALPOST 
CALPOST processes CALPUFF result files to generate time-averaged results that can be 
plotted using visualisation software such as Surfer. To run CALPOST, follow these steps:  
1. Select CALPOST in the CALApps navigation window.  
2. Under CALPUFF DATA FILE select the result file that was generated by CALPUFF 
Project/CALPUFF/*.CON.  
3. Under TYPE OF PROCESSING, select Concentrations.  
4. Under MODELING PERIOD, select the same settings used under PROJECT 
INFORMATION, which should populate automatically if APPLY TO ALL was selected 
under PROJECT INFORMATION. Alternatively, select RUN ALL PERIODS IN 
CALPUFF DATA to run CALPOST automatically for the entire period included in the 
CALPUFF result file.  
5. Under CONCENTRATION/DEPOSITION PROCESSING -> SPECIES 1, enter SO2 
for the SPECIES NAME and CO, NOx, PM2.5 and PM10.0 for other species accordingly. 
Use the default settings for UNITS FOR OUTPUT, SCALING FACTORS and 
AVERAGING PERIODS.  
6. Under CONCENTRATION/DEPOSITION PROCESSING -> COMPUTE DAILY 
MAXIMUM VALUES, select NO.  
7. Under CONCENTRATION/DEPOSITION PROCESSING -> RANKS TO PROCESS, 
select all the tick-boxes except CUSTOM.  
8. Under CONCENTRATION/DEPOSITION PROCESSING -> NOx to NO2 
CALCULATIONS, select Use NO2 directly from CALPUFF file with no scaling.  
 222 
9. Under CONCENTRATION/DEPOSITION PROCESSING -> OUTPUT OPTIONS, 
select all tick boxes plus .GRD under PLOT FILE FORMAT.  
10. Under RECEPTORS -> TYPES, select the GRIDDED RECEPTORS tick-box and 
deselect the DISCRETE RECEPTORS tick-box.  
11. Under RECEPTORS -> GRIDDED RECEPTORS, select ALL.  
12. Under OUTPUT FILES -> OUTPUT FOLDER, select Project/CALPOST/ as the 
directory for saving CALPOST output files.  
13. Click the save icon at the bottom of the window. Click ‘save’ again when the dialogue box 
appears.  
14. Click the RUN CALPOST button at the bottom of the window. A command prompt 
window will appear with an output similar to this:  
15. Navigate to Project/CALPOST/ and open calpost.lst in a text editor. Scroll to the end of 
the file and check for error or warning messages. Address errors and re-run CALPOST. If 
CALPOST has run successfully, the end of calpost.lst should look like this:  
 
16. Navigate to Project/CALPOST/ and locate the files ending with *.grd. These are the 
processed result files that can be plotted using Surfer.  
18. Navigate to Project/CALPOST/ and copy all of the *.grd files to ~/Project/Plotting/.  
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Selecting CALMET critical parameters in observation mode 
When processing data in observation mode, CALMET uses an inverse-distance method at each 
grid-point to interpolate between observational data and the Step 1 wind field. The interpolation 
method allows observational data to be weighted depending on proximity to observational 
stations, as follows (Equation 1): 
Equation 1 (u, v)2
′  = 
(u,v)1 
R2
 + ∑
(𝑢𝑜𝑏𝑠,𝑣𝑜𝑏𝑠)𝑘
𝑅𝑘
2𝑘  
1
𝑅2 
+ ∑
1
𝑅𝑘
2
 
where (𝑢𝑜𝑏𝑠, 𝑣𝑜𝑏𝑠)𝑘, (u, v)1, (u, v)2
′ , 𝑅𝑘, and R are the observed wind components at station 
k, the Step 1 wind components at the grid-point, the initial Step 2 wind components, distance 
from observational station k to the grid-point and the weighting parameter, respectively. The 
weighting parameter is the distance from the observational station at which the observation 
data and the Step 1 wind field are weighted equally. A higher weighting parameter will give 
observational data greater influence, and vice versa. Separate weighting parameters must be 
specified for the surface layer (R1) and the above-surface layers (R2).  
 
 
 
 
 
 
 
 
 
Additionally, maximum distances for interpolation must be specified: that is, a station further 
than a specified distance from a particular grid-point will be excluded from the interpolation. 
Separate maximum distance parameters must be specified for the surface layer (RMAX1) and 
above surface layers (RMAX2) and for interpolation over water (RMAX3). 
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CALMET accounts for the thermodynamic blocking effects of terrain features by adjusting 
wind direction to be tangential to the terrain if a critical Froude number is exceeded. The Froude 
number at a particular grid-point is computed as follows (Equation 2): 
Equation 2 Fr = 
𝑉
𝑁 (ℎ𝑚𝑎𝑥−𝑧)
  
where Fr, V, N, ℎ𝑚𝑎𝑥 and z are Froude number, wind speed at the grid-point, Brun-Vaisala 
frequency, highest gridded terrain height within a specified radius of the grid-point and height 
of the grid-point, respectively. The radius for determining the highest grid-point (TERRAD) 
must be specified by the user.  
When interpolating to compute the Step 1 wind field, CALMET enables users to apply a bias 
(BIAS) to each vertical layer. The bias weights the significance of surface and upper air data 
as follows:  
 BIAS = 0: surface and upper air data are interpolated with equal weighting;  
 BIAS = -1: only surface data are used for interpolations;  
 BIAS = +1: only upper air data are used for interpolation.  
For most applications, it will be sufficient to use the default BIAS (0) for interpolating surface 
and upper air data. An exception to this is when terrain is complex and the upper air data have 
been obtained at a location far from the complex terrain.  
Critical parameters values recommended are provided in the below table. It is advisable to plot 
processed CALMET wind data to visually verify that the processed field is representative of 
the area being modelled. Some manual tuning of the critical parameters may be required. 
Recommended values for critical parameters 
Critical parameter Recommended value (USEPA 2009) 
R1 50 
R2 100 
RMAX1 100 
RMAX2 200 
RMAX3 200 
TERRAD 15 
BIAS 0 (at all levels) 
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Health Risk Assessment dataset  
This section accompanies Chapter 6 to present the comprehensive ground and higher-level 
concentrations of the primary emissions as well as the short- and long-term health endpoints 
and concentration-response functions. 
Different PG Stability Classes  
 PG Stability Classes A B D F 
Ry 0.4 0.36 0.32 0.31 
ry 0.91 0.86 0.78 0.71 
Rz 0.4 0.33 0.22 0.06 
rz 0.91 0.86 0.78 0.71 
σy (m) = Ry × 𝑋ry 26.42774  18.89307 11.6185 8.153831 
σz (m) = Rz × 𝑋rz 26.42774 17.31865 7.987717 1.578161 
 
Plume Rise Calculations 
PG Z’ (m) Option 
No. 
Notes 
A, B, D 54.57 = (1.6 × ((Fo ×
X )2)1/3) / U 
1  
F 6.05 = MIN ((1.6×((Fo ×
(X )2)1/3) / U); (2.4 × (Fo /
(9.81 × 2.5/
Ta))1/3)/𝑈1/3;Fo1/4×(G ×
2.5/ Ta)−3/8) 
1 Assuming F<55 and 
x<F* 
2 For F choose smallest of 
1, 2 and 3 
3 For F choose smallest of 
1, 2 and 3 
F* 425.26 = 49 × Fo5/8 1 Buoyancy Flux plume 
rise parameter F* = 
49*F^(5/8) 
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A 1-hour PM2.5 considering different stability classes and shipping operations  
Z 
(m) 
PG: A – 
Cruising 
(µg/m3) 
PG: A – 
Manoeuvr
ing 
(µg/m3) 
PG: A – 
At Berth 
(µg/m3) 
PG: B – 
Cruising 
(µg/m3)  
PG: B – 
Manoeuvr
ing 
(µg/m3) 
PG: B – At 
Berth 
(µg/m3) 
PG: D – 
Cruising 
(µg/m3) 
PG: D – 
Manoeuvr
ing 
(µg/m3) 
PG: D – 
At Berth 
(µg/m3) 
0 5.40e+08 4.34e+08 3.26e+08 5.82e+08 4.68e+08 3.52e+08 2.59e+07 2.08e+07 1.57e+07 
3 0.0056 0.0045 0.0034 0.0001 0.0001 0.0001 4.03e-09 3.24e-09 2.44e-09 
6 0.0064 0.0051 0.0039 0.0001 0.0001 0.0001 1.09e-09 8.72e-09 6.56e-09 
9 0.0076 0.0061 0.0046 0.0002 0.0002 0.0001 2.54e-09 2.04e-09 1.54e-09 
12 0.0095 0.0076 0.0057 0.0005 0.0004 0.0003 5.17e-09 4.15e-09 3.12e-09 
15 0.0119 0.0095 0.0072 0.0008 0.0007 0.0005 9.14e-09 7.34e-09 5.52e-09 
18 0.0149 0.0120 0.0090 0.0015 0.0012 0.0009 1.40e-09 1.13e-09 8.46e-09 
21 0.0188 0.0151 0.0113 0.0026 0.0021 0.0016 1.87e-09 1.50e-09 1.13e-09 
24 0.0233 0.0187 0.0141 0.0043 0.0035 0.0026 2.16e-09 1.73e-09 1.30e-09 
27 0.0287 0.0231 0.0173 0.0071 0.0057 0.0043 2.17e-08 1.74e-08 1.31e-08 
30 0.0350 0.0281 0.0211 0.0113 0.0090 0.0068 1.89e-07 1.52e-07 1.14e-07 
33 0.0420 0.0337 0.0254 0.0173 0.0139 0.0105 1.43e-06 1.15e-06 8.66e-07 
36 0.0499 0.0401 0.0301 0.0259 0.0208 0.0156 9.43e-06 7.57e-06 5.70e-06 
39 0.0585 0.0470 0.0353 0.0375 0.0301 0.0226 5.39e-05 4.33e-05 3.25e-05 
42 0.0677 0.0544 0.0409 0.0527 0.0423 0.0318 0.0003 0.0002 0.0002 
45 0.0774 0.0621 0.0467 0.0719 0.0577 0.0434 0.0012 0.0009 0.0007 
48 0.0873 0.0701 0.0527 0.0952 0.0764 0.0575 0.0043 0.0035 0.0026 
51 0.0972 0.0780 0.0587 0.1223 0.0982 0.0739 0.0140 0.0113 0.0085 
54 0.1068 0.0858 0.0645 0.1525 0.1225 0.0921 0.0395 0.0318 0.0239 
57 0.1160 0.0931 0.0700 0.1846 0.1482 0.1115 0.0969 0.0778 0.0585 
60 0.1243 0.0998 0.0750 0.2167 0.1741 0.1309 0.2064 0.1657 0.1246 
63 0.1310 0.1060 0.0790 0.2470 0.1980 0.1490 0.3810 0.3060 0.2300 
66 0.1370 0.1100 0.0830 0.2730 0.2190 0.1650 0.6120 0.4920 0.3700 
69 0.1000 0.1000 0.1000 0.3000 0.2000 0.2000 0.9000 0.7000 0.5000 
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72 0.1000 0.1000 0.1000 0.3000 0.2000 0.2000 1.0000 0.8000 0.6000 
75 0.1000 0.1000 0.1000 0.3000 0.2000 0.2000 1.1000 0.9000 0.7000 
78 0.1000 0.1000 0.1000 0.3000 0.2000 0.2000 1.0000 0.8000 0.6000 
A 24-hour PM2.5 considering different stability classes and shipping operations 
Z 
(m) 
PG: A – 
Cruising 
(µg/m3) 
PG: A – 
Manoeuvring 
(µg/m3) 
PG: A – 
At Berth 
(µg/m3) 
PG: B – 
Cruising 
(µg/m3) 
PG: B – 
Manoeuvring 
(µg/m3) 
PG: B – 
At Berth 
(µg/m3) 
PG: D – 
Cruising 
(µg/m3) 
PG: D – 
Manoeuvring 
(µg/m3) 
PG: D – 
At Berth 
(µg/m3) 
0 2.25e+08 1.81e+08 1.36e+08 3.52e+08 3.52e+08 3.52e+08 1.08e+07 8.68e+07 6.53e+07 
3 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001 1.68e-09 1.35e-09 1.01e-09 
6 0.0003 0.0002 0.0002 0.0001 0.0001 0.0001 4.53e-09 3.63e-09 2.73e-09 
9 0.0003 0.0003 0.0002 0.0001 0.0001 0.0001 1.06e-09 8.51e-09 6.40e-09 
12 0.0004 0.0003 0.0002 0.0003 0.0003 0.0003 2.16e-09 1.73e-09 1.30e-09 
15 0.0005 0.0004 0.0003 0.0005 0.0005 0.0005 3.81e-09 3.06e-09 2.30e-09 
18 0.0006 0.0005 0.0004 0.0009 0.0009 0.0009 5.84e-09 4.69e-09 3.53e-09 
21 0.0008 0.0006 0.0005 0.0016 0.0016 0.0016 7.78e-09 6.24e-09 4.70e-09 
24 0.0010 0.0008 0.0006 0.0026 0.0026 0.0026 8.99e-09 7.22e-09 5.43e-09 
27 0.0012 0.0010 0.0007 0.0043 0.0043 0.0043 9.04e-09 7.26e-09 5.46e-09 
30 0.0015 0.0012 0.0009 0.0068 0.0068 0.0068 7.88e-09 6.33e-09 4.76e-09 
33 0.0018 0.0014 0.0011 0.0105 0.0105 0.0105 5.97e-08 4.80e-08 3.61e-08 
36 0.0021 0.0017 0.0013 0.0156 0.0156 0.0156 3.93e-07 3.16e-07 2.37e-07 
39 0.0024 0.0020 0.0015 0.0226 0.0226 0.0226 2.25e-06 1.80e-06 1.36e-06 
42 0.0028 0.0023 0.0017 0.0318 0.0318 0.0318 1.11e-05 8.95e-06 6.73e-06 
45 0.0032 0.0026 0.0019 0.0434 0.0434 0.0434 4.80e-05 3.86e-05 2.90e-05 
48 0.0036 0.0029 0.0022 0.0575 0.0575 0.0575 0.00018 0.000144 0.000108 
51 0.0040 0.0033 0.0024 0.0739 0.0739 0.0739 0.000584 0.000469 0.000353 
54 0.0045 0.0036 0.0027 0.0921 0.0921 0.0921 0.001648 0.001323 0.000995 
57 0.0048 0.0039 0.0029 0.1115 0.1115 0.1115 0.004039 0.003244 0.002439 
60 0.0052 0.0042 0.0031 0.1309 0.1309 0.1309 0.008598 0.006905 0.005193 
63 0.0050 0.0040 0.0030 0.1490 0.1490 0.1490 0.0160 0.012764 0.009599 
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66 0.0060 0.0050 0.0030 0.1650 0.1650 0.1650 0.0260 0.020491 0.01541 
69 0.0000 0.0000 0.0000 0.2000 0.2000 0.2000 0.0000 0.028568 0.021484 
72 0.0000 0.0000 0.0000 0.2000 0.2000 0.2000 0.0000 0.034589 0.026012 
75 0.0000 0.0000 0.0000 0.2000 0.2000 0.2000 0.0000 0.036369 0.027351 
78 0.0000 0.0000 0.0000 0.2000 0.2000 0.2000 0.0000 0.03321 0.024975 
A 1-hour PM10.0 considering different stability classes and shipping operations 
Z 
(m) 
PG: A – 
Cruising 
(µg/m3) 
PG: A – 
Manoeuvring 
(µg/m3) 
PG: A – 
At Berth 
(µg/m3) 
PG: B – 
Cruising 
(µg/m3) 
PG: B – 
Manoeuvring 
(µg/m3) 
PG: B – 
At Berth 
(µg/m3) 
PG: D – 
Cruising 
(µg/m3) 
PG: D – 
Manoeuvring 
(µg/m3) 
PG: D – 
At Berth 
(µg/m3) 
0 5.56e+08 4.47e+08 3.37e+08 5.99e+08 4.82e+08 3.63e+08 2.67e+07 2.15e+07 1.62e+07 
3 0.0058 0.0047 0.0035 0.0001 0.0001 0.0001 4.15e-09 3.34e-09 2.51e-09 
6 0.0066 0.0053 0.0040 0.0001 0.0001 0.0001 1.12e-09 8.98e-09 6.77e-09 
9 0.0079 0.0063 0.0048 0.0002 0.0002 0.0002 2.62e-09 2.10e-09 1.59e-09 
12 0.0097 0.0078 0.0059 0.0005 0.0004 0.0003 5.32e-09 4.28e-09 3.23e-09 
15 0.0122 0.0098 0.0074 0.0009 0.0007 0.0005 9.40e-09 7.56e-09 5.70e-09 
18 0.0154 0.0124 0.0093 0.0015 0.0012 0.0009 1.44e-09 1.16e-09 8.74e-09 
21 0.0193 0.0155 0.0117 0.0027 0.0021 0.0016 1.92e-09 1.54e-09 1.16e-09 
24 0.0240 0.0193 0.0145 0.0045 0.0036 0.0027 2.22e-09 1.79e-09 1.35e-09 
27 0.0295 0.0238 0.0179 0.0073 0.0059 0.0044 2.23e-08 1.79e-08 1.35e-08 
30 0.0359 0.0289 0.0218 0.0116 0.0093 0.0070 1.95e-07 1.56e-07 1.18e-07 
33 0.0432 0.0348 0.0262 0.0178 0.0143 0.0108 1.47e-06 1.19e-06 8.94e-07 
36 0.0513 0.0413 0.0311 0.0266 0.0214 0.0161 9.70e-06 7.80e-06 5.88e-06 
39 0.0602 0.0484 0.0365 0.0385 0.0310 0.0234 5.54e-05 4.46e-05 3.36e-05 
42 0.0696 0.0560 0.0422 0.0542 0.0436 0.0329 0.0003 0.0002 0.0002 
45 0.0796 0.0640 0.0482 0.0739 0.0595 0.0448 0.0012 0.0010 0.0007 
48 0.0897 0.0722 0.0544 0.0979 0.0787 0.0594 0.0044 0.0036 0.0027 
51 0.1000 0.0804 0.0606 0.1258 0.1012 0.0763 0.0144 0.0116 0.0087 
54 0.1099 0.0884 0.0666 0.1569 0.1262 0.0951 0.0407 0.0327 0.0247 
57 0.1193 0.0959 0.0723 0.1898 0.1527 0.1151 0.0997 0.0802 0.0605 
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60 0.1278 0.1028 0.0775 0.2229 0.1793 0.1352 0.2122 0.1707 0.1287 
63 0.1352 0.1087 0.0820 0.2540 0.2043 0.1540 0.3923 0.3155 0.2379 
66 0.1411 0.1135 0.0856 0.2809 0.2260 0.1704 0.6298 0.5065 0.3819 
69 0.1455 0.1170 0.0882 0.3015 0.2425 0.1828 0.8781 0.7062 0.5324 
72 0.1481 0.1191 0.0898 0.3140 0.2526 0.1904 1.0631 0.8550 0.6447 
75 0.1487 0.1196 0.0902 0.3174 0.2553 0.1925 1.1178 0.8990 0.6778 
78 0.1475 0.1186 0.0894 0.3113 0.2504 0.1888 1.0207 0.8209 0.6190 
A 24-hour PM10.0 considering different stability classes and shipping operations 
Z 
(m) 
PG: A – 
Cruising 
(µg/m3) 
PG: A – 
Manoeuvring 
(µg/m3) 
PG: A – 
At Berth 
(µg/m3) 
PG: B – 
Cruising 
(µg/m3) 
PG: B – 
Manoeuvring 
(µg/m3) 
PG: B – 
At Berth 
(µg/m3) 
PG: D – 
Cruising 
(µg/m3) 
PG: D – 
Manoeuvring 
(µg/m3) 
PG: D – 
At Berth 
(µg/m3) 
0 2.31e+08 1.86e+08 1.40e+08 2.49e+08 2.01e+08 1.51e+08 1.11e+07 8.94e+07 6.74e+07 
3 0.0002 0.0002 0.0001 0.00001 0.00001 0.00001 1.73e-09 1.39e-09 1.05e-09 
6 0.0003 0.0002 0.0002 0.00001 0.00001 0.00001 4.65e-09 3.74e-09 2.82e-09 
9 0.0003 0.0003 0.0002 0.00001 0.00001 0.00001 1.09e-09 8.77e-09 6.61e-09 
12 0.0004 0.0003 0.0002 0.00002 0.00002 0.00001 2.22e-09 1.78e-09 1.34e-09 
15 0.0005 0.0004 0.0003 0.00004 0.00003 0.00002 3.91e-09 3.15e-09 2.37e-09 
18 0.0006 0.0005 0.0004 0.00006 0.00005 0.00004 6.00e-09 4.83e-09 3.64e-09 
21 0.0008 0.0006 0.0005 0.00011 0.00009 0.00007 8.00e-09 6.43e-09 4.85e-09 
24 0.0010 0.0008 0.0006 0.00019 0.00015 0.00011 9.25e-09 7.44e-09 5.61e-09 
27 0.0012 0.0010 0.0007 0.00030 0.00024 0.00018 9.29e-09 7.47e-09 5.63e-09 
30 0.0015 0.0012 0.0009 0.00048 0.00039 0.00029 8.11e-09 6.52e-09 4.92e-09 
33 0.0018 0.0014 0.0011 0.00074 0.00060 0.00045 6.14e-08 4.94e-08 3.72e-08 
36 0.0021 0.0017 0.0013 0.00111 0.00089 0.00067 4.04e-07 3.25e-07 2.45e-07 
39 0.0025 0.0020 0.0015 0.00161 0.00129 0.00097 2.31e-06 1.86e-06 1.40e-06 
42 0.0029 0.0023 0.0018 0.00226 0.00182 0.00137 1.15e-05 9.21e-06 6.95e-06 
45 0.0033 0.0027 0.0020 0.00308 0.00248 0.00187 4.94e-05 3.97e-05 2.99e-05 
48 0.0037 0.0030 0.0023 0.00408 0.00328 0.00247 0.0002 0.0001 0.0001 
51 0.0042 0.0033 0.0025 0.00524 0.00422 0.00318 0.0006 0.0005 0.0004 
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54 0.0046 0.0037 0.0028 0.00654 0.00526 0.00396 0.0017 0.0014 0.0010 
57 0.0050 0.0040 0.0030 0.00791 0.00636 0.00480 0.0042 0.0033 0.0025 
60 0.0053 0.0043 0.0032 0.00929 0.00747 0.00563 0.0088 0.0071 0.0054 
63 0.0056 0.0045 0.0034 0.01058 0.00851 0.00642 0.0163 0.0131 0.0099 
66 0.0059 0.0047 0.0036 0.01171 0.00941 0.00710 0.0262 0.0211 0.0159 
69 0.0061 0.0049 0.0037 0.01256 0.01010 0.00762 0.0366 0.0294 0.0222 
72 0.0062 0.0050 0.0037 0.01309 0.01052 0.00793 0.0443 0.0356 0.0269 
75 0.0062 0.0050 0.0038 0.01323 0.01064 0.00802 0.0466 0.0375 0.0282 
78 0.0061 0.0049 0.0037 0.01297 0.01043 0.00787 0.0425 0.0342 0.0258 
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PM2.5 long-term health endpoints and concentration-response function (95%CI) – annual average concentrations 
Health outcomes Australian UK Europe US EPA WHO Recommended 
This 
Study 
Mortality 
Cardiopulmonary n/a 1.09 (1.03-1.16) per 10 µg/m3 (Pope, 
Burnett et al. 2002, Committee on the 
medical effects of air pollutants 2009) 
Age: 30+ years 
 
n/a 1.14 (1.11-1.17 per 10 
µg/m3 (Krewski 2009, 
USEPA 2010) ICD9: 401-
440, 460-519; Age: 30+ 
years. 
n/a Recommended CRF: 1.14 
(1.11-1.17) per 10 µg/m3 
 
0.39 
Ischaemic heart 
disease 
n/a n/a n/a 1.24 (1.19-1.28) per 10 
µg/m3 (Krewski 2009, 
USEPA 2010) ICD9: 410-
414; Age: 30+ years 
n/a Recommended CRF: 1.24 
(1.19-1.28) per 10 µg/m3  
0.42 
Lung cancer n/a 1.08 (1.01-1.16) per 10 µg/m3 (Pope, 
Burnett et al. 2002, Committee on the 
medical effects of air pollutants 2009); 
Age: 30+ years. 
n/a 1.14 (1.06-1.123) per 10 
µg/m3 (Krewski 2009, 
USEPA 2010); ICD9: 162; 
Age: 30+ years. 
n/a Recommended CRF: 1.14 
(1.06-1.123) per 10 µg/m3 
 
0.39 
Infant (<12 months of 
age) 
n/a n/a n/a 1.07 (0.93-1.24) for n/a Recommended CRF: 1.07 
(0.93-1.24) per 10 µg/m3 
0.36 
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Health outcomes Australian UK Europe US EPA WHO Recommended 
This 
Study 
10 µg/m3 (Woodruff, Grillo 
et al. 1997, USEPA 2006), 
All ICD9; Age: <12 months 
Life expectancy lost 
(years of life lost; 
YOLL) 
n/a 6 months of life expectancy lost in the 
UK at current levels of anthropogenic 
PM2.5 (~9 µg/m3) (Committee on the 
medical effects of air pollutants 2010)  
6.02E-04 YOLL/ 
(person/year/µg/m3) 
(Leksell, 2001) 
n/a n/a Recommended CRF: 
6.02E-04 YOLL/  
(person/year/µg/m3) 
2e-3 
 
PM2.5 short-term health endpoints and concentration-response function (95%CI) – daily average concentrations   
Health 
Outcomes 
Australian UK Europe US EPA WHO Recommended This 
Study 
Mortality 
Non-trauma 0.9% (0.2-1.6%) per 3.78 µg/m3 
(Environment protection and heritage 
council 2005)  
 
n/a n/a 0.98% (0.75 to 
1.22%) per 10 µg/m3 
(Zanobetti and 
Schwartz 2009, 
USEPA 2010) 
1.00339 (0.99150- 
1.01542) per 10 
µg/m3 (Anderson, 
Bremner et al. 2001, 
WHO 2004) 
Recommended CRF: 
0.9% (0.2-1.6%) per 
3.78 µg/m3  
2.82% 
Cardiovascular 1.0439 (1.0090- 1.0800) increase 
per 1-unit bsp (10-4. m-1) (Simpson, 
Williams et al. 2005) Pooled CRF from 
4 cities (Sydney, Perth, Melbourne, 
Brisbane) 
1.4% (0.7-2.2%) per 
10 µg/m3 (Committee 
on the medical effects 
of air pollutants 2006); 
All ages. 
n/a 0.85% (0.46 to 
1.25%) per 10 µg/m3 
(Zanobetti and 
Schwartz 2009); 
Ages: All ages. 
1.00507 (0.98808- 
1.02236) per 10 
µg/m3 (Anderson, 
Bremner et al. 2001); 
Age: All ages. 
Recommended 
CRF: 1.5% (0.7-
2.3%) per 3.78 µg/m3  
4.7% 
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1.5% (0.7-2.3%) per 3.78 µg/m3 
(Environment protection and heritage 
council 2005); Age: All ages; All year; 
No heterogeneity; Meta-analysis of 4 
cities - Brisbane, Melbourne, Perth 
Sydney. 
Hospitalisation 
Cardiovascular 15-64 years: No effect 
65+ years: 1.3% (0.6-2.0) increase per 
3.78 µg/m3 (Environment protection 
and heritage council 2005) 
n/a n/a 0.80% (0.59-1.10%) 
per 10 µg/m3 (Bell, 
Ebisu et al. 2008) 
 Recommended  
CRF: 65+ years: 
1.3% (0.6-2.0) 
increase per 3.78 
µg/m3  
0.8% 
Cardiac failure 15-64 years: No effect 
65 years: 3.6% (1.8-5.4%) per 3.78 
µg/m3 24-hour average (Environment 
protection and heritage council 2005); 
Moderate heterogeneity for 65+ years; 
Meta-analysis of 4 cities – Brisbane, 
Melbourne, Perth  
n/a n/a n/a n/a Recommended  
CRF: 65+ years: 
3.6% (1.8-5.4%) 
increase per 3.78 
µg/m3  
2.2% 
Ischaemic heart 
disease 
15-64 years: No effect 
65+ years: 1.6% (0.7-2.4%) per 3.78 
µg/m3 (Environment protection and 
heritage council 2005); 24-hour 
n/a n/a n/a n/a Recommended  
CRF: 65+ years: 
1.6% (0.7-2.4%) 
1.0% 
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average. Lag 01; Low heterogeneity; 
Meta-analysis of 4 cities: Brisbane, 
Melbourne, Perth Sydney. 
increase per 3.78 
µg/m3  
Myocardial 
infarction 
15-64 years: No effect. 
65+ years: 2.7% 
(1.3-4.2%) per 3.78 µg/m3 
(Environment protection and heritage 
council 2005); 24-hour average; Lag 
01; Low heterogeneity for 65+ years; 
Meta-analysis of 4 cities: Brisbane, 
Melbourne, Perth Sydney. 
n/a n/a n/a n/a Recommended  
CRF: 
65+ years: 2.7% 
(1.3-4.2%) increase 
per 3.78 µg/m3 
 
1.69% 
 
Emergency department visits 
Incidence of myocardial infarction (heart attacks) 
Non-fatal heart  
attacks 
(24-hr PM) 
 
n/a n/a n/a 1.62 (1.13-2.34) per 
20 µg/m3 (Peters, 
Dockery et al. 2001); 
Age: 18+ years  
 Recommended CRF: 
1.62 (1.132.34) per 
20 µg/m3  
0.9 
Minor morbidity 
Minor restricted 
activity days 
(MRAD) 
n/a n/a 0.74% (0.60-
0.88%) per 1 µg/m3 
(Ostro and 
1.0769 (1.0622- 
1.0918) per 10 µg/m3 
(Ostro and Rothschild 
 Recommended CRF: 
1.0769 (1.0622-
1.0918) per 10 µg/m3 
1.28 
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Rothschild 1989); 
Age: 18-64 years. 
1989); Age: 18-64 
years. 
Work lost days 
(WLD) 
n/a n/a 0.46% (0.39-
0.53%) per 1 µg/m3 
(Ostro 1987); Age: 
15-64 years. 
1.0471 (1.0397- 
1.0545) per 10 µg/m3 
(Ostro 1987); Age: 
18-64 years. 
 Recommended CRF: 
1.0471 (1.0397-
1.0545) per 10 µg/m3 
 
1.24 
 
 
Acute bronchitis 
(incidence, 8-12 
years) 
n/a n/a n/a 1.5 (0.91-2.47) per 
14.9 lag/m3 
(Dockery, 
Cunningham et al. 
1996) 
 Recommended CRF: 
1.5 (0.91-2.47) per 
14.9 µg/m3  
1.19 
Lower respiratory 
symptoms 
n/a n/a n/a 1.33 (1.11-1.58) per 15 µg/m3 (Schwartz and 
Neas 2000); Age: 7-14 years. 
n/a Recommended CRF: 1.33 (1.11-1.58) per 15 
µg/m3  
 
1.058 
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PM10.0 long-term health endpoints and concentration-response function (95%CI) – annual average concentrations 
Health outcomes Australian UK Europe 
US 
EPA 
WHO Recommended 
This 
Study 
Long-term outcomes (annual average concentration) 
Mortality 
All cause n/a n/a 
 
0.386% (0.295- 0.477%) per 1 µg/m3 
(Pope, Thun et al. 1995); All Age: 
30+ years 
n/a 1.10 (1.03-1.18) per 
10 µg/m3 (Dockery, 
Pope et al. 1993) 
Recommended  
CRF: 0.386%  
(0.295-0.477%) per 1 µg/m3  
1.18% 
Infant all cause (<12 
months age) 
n/a n/a 4% (2-7%) per 10 µg/m3 (Woodruff, 
Grillo et al. 1997) 
n/a n/a Recommended 
CRF: 4% (2-7%) per 10 
µg/m3  
1.2% 
Life expectancy 
(Years of life lost; 
YOLL) 
n/a 2-6 months per 
death brought 
forward (DEFRA 
2006) 
2.69E-04 YOLL / (person/yr/µg/m3) 
(European commission 2005); 
Applies to whole population. 
n/a n/a Recommended CRF: 
2.69E-04 YOLL / 
(person/yr/µg/m3)  
16.4 
Morbidity 
Airway 
inflammation 
1.04 (1.01-1.06) per 1 µg/m3 
in single pollutant model 
(Williams 2012); Six cities – 
n/a n/a n/a n/a Recommended CRF: 
1.04 (1.01-1.06) per 1 
µg/m3 
 
0.6 
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 Adelaide, Brisbane, 
Canberra, Melbourne, Perth, 
Sydney. 
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PM10.0 short-term health endpoints and concentration-response function (95%CI) – daily average concentrations 
Health outcomes Australian UK Europe US EPA WHO Recommended 
This 
Study 
Hospitalisation 
Cardiac 
2.4% (1.5-3.4%) per 10 µg/m3 (Simpson, 2005); Pooled estimate 
from 3 cities (Sydney, Melbourne, Brisbane); Age: All ages.  
15-64 years: No effect and 65+ years: 1.4% n/a n/a n/a n/a 
Recommended CRF: 
65+ years: 1.4% (0.5-2.2%) per 7.53 µg/m3  0.7% 
Cardiac failure 
15-64 years: No effect 
65+ years: 3.6% (2.0-5.2%) per 7.53 µg/m3 (Environment protection 
and heritage council 2005) for 65+ years; Meta-analysis of 4 cities - 
Brisbane, Melbourne, Perth n/a n/a n/a n/a 
Recommended CRF: 
65+ years: 3.6% (2.0-5.2%) per 7.53 µg/m3 2.3% 
Pneumonia and  
acute bronchitis 
0 years: No effect  
1-4 years: No effect 15-64 years: No effect 
65+ years: 1.0% (0.2-3.8%) per 7.53 µg/m3 (Environment protection 
and heritage council 2005) n/a n/a n/a n/a 
Recommended CRF: 
65+ years: 1.0% (0.2-3.8%) per 7.53 µg/m3 per 
7.53 µg/m3  0.6% 
Emergency 
department visits 
Asthma 
1.4% (0.8-2.0%) per 7.6 µg/m3 (Jalaludin, Khalaj et al. 2008) – 
Sydney n/a 
1.0374 (1.0121- 
1.0633) per 10 
µg/m3 (Schwartz 
1993); Age: All 
ages. n/a n/a 
Recommended CRF: 1.4% (0.82.0%) per 7.6 
µg/m3  
 4.6% 
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Lung function 
Change in forced 
expiratory volume in 1 
second (FEW litres) 
-0.0043 (-0.0078 to -0.0008) per 1 
µg/m3 and 24-hour average Lag 2 (Williams 2012); Six cities – 
Adelaide, Brisbane, Canberra, Melbourne, Perth, Sydney; Age: mean 
age 10.0 years. 270 children with current asthma.  n/a n/a 
-1.2% (-2.3 to - 
0.1%) per 10 
µg/m3 (Raizenne, 
Neas et al. 1996) 
Recommended CRF: -0.0043 (-0.0078 to -
0.0008) per 1 µg/m3  -0.10 
Change in peak 
expiratory flow rate 
(PEF; litres per minute) 
 
No effect  
 n/a n/a n/a 
-0.13% (-0.17 to  
-0.09%) per 10 
µg/m3 (WHO 
2000) 
Recommended CRF: -0.8187 (-1.3325 to -
0.3048) per 1 µg/m3 -20.3 
Minor morbidity 
Shortness of breath 
Day SOB: No effect Night SOB: 1.0417 (1.0031-1.0819) per 1 µg/m3 
(Williams 2012); Six cities – Adelaide, Brisbane, Canberra, 
Melbourne, Perth, Sydney; Age: mean 10.0 years. n/a n/a n/a n/a 
Recommended CRF: 1.0417 (1.0031-1.0819) 
per 1 µg/m3 25.8 
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NOx long-term health endpoints and concentration-response function (95%CI) – annual average concentrations 
Health 
outcomes 
Australian UK Europe 
US 
EPA 
WHO Recommended 
This 
Study 
Mortality 
Incidence of 
asthma 
1.27 (1.041.56) per 4.31 ppb (Williams 2012); Six cities -Adelaide, Brisbane, Canberra, 
Melbourne, Perth, Sydney; Age: mean age10.0 years. 2,860 children. 
n/a n/a n/a 
 
n/a Recommended CRF for 
asthma incidence: 1.27 (1.04-
1.56) per 4.31ppb 
0.76 
Airway 
inflammation 
 
 
 
1.03 (1.01-1.05) per 1 ppb in single pollutant model. Remains significant in 2-pollutant 
models with PM2.5, PM10, O3 and SO2 and CO (Williams 2012); Six cities - Adelaide, 
Brisbane, Canberra, Melbourne, Perth, Sydney; Average hourly NO2 over lifetime. Age: mean 
age10.0 years. 2,860 children. 
n/a n/a n/a n/a Recommended CRF: 1.03 
(1.01-1.05) per 1 ppb 
2.66 
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NOx Short-term health endpoints and concentration-response function (95%CI) – Daily Average Concentrations 
 
Health 
outcomes 
Australian UK Europe 
US 
EPA 
WHO Recommended 
This 
Study 
Mortality 
Non-trauma 
 
 
1.7% (0.3-3.2%) per 8.98 ppb (European commission 2005); Age: All; All year. 
5 cities-Brisbane, Canberra, Melbourne, Perth, Sydney. 
n/a n/a n/a n/a Recommended 
CRF: 1.7% (0.3-3.2%) per 8.98 ppb 
1.49% 
Cardiovascular 
3.9% (0.6-7.4%) per 8.98 ppb (European commission 2005); Age: All ages; All 
year; 5 cities-Brisbane, Canberra, Melbourne, Perth, Sydney. 
1.0% (0.8-1.3%) per 10 ug/m3  
(Committee on the medical 
effects of air pollutants 2006) 
n/a n/a 
 
n/a Recommended CRF: 1.6% (0.4-2.8%) per 8.98 ppb 1.40% 
Respiratory 3.9% (0.6-7.4%) per 8.98 ppb (European commission 2005); Age: All ages; All 
year; 5 cities-Brisbane, Canberra, Melbourne, Perth, Sydney. 
No effect (Zmirou, Schwartz et 
al. 1998) 
n/a n/a n/a Recommended CRF: 3.9% (0.6-7.4%) per 8.98 ppb  3.43% 
Hospitalisation 
Cardiovascular 1.0022 (1.0016- 1.0028) per 1 ppb (Simpson, Williams et al. 2005) in Sydney, 
Perth, Melbourne. 
 
1.3% (1.0-1.7%) per 10 ug/m3 
(Committee on the medical 
effects of air pollutants 2006) 
n/a n/a n/a Recommended CRF: 1.3% (0.32.3%) per 8.98 ppb 
in 15-64 years; 2.6% (1.8-3.3%) per 8.98 ppb in 65+ 
years 
15-64 
years: 
0.8% 
+65 
years: 
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0.02% 
 
Cardiac 15-64 years: No effect 
65+ years: 7.5% (5.3-9.7%) per 8.98 ppb 
1.3% (0.4-2.3%) change 
per 10 ug/m3 (Committee 
on the medical effects of 
air pollutants 2006) 
n/a n/a  Recommended 
CRF: 15-64 years: 1.2% (0.0-2.4%) per 8.98 ppb in 
15-64 years; 3.3% (2.4-4.3%) per 8.98 ppb in 15-64 
years  
 0.8% 
Cardiac failure 65+ years: 1.0016 (1.0006-1.0026) (European commission 2005) per 1 ppb - 
Sydney, Perth, Melbourne, Brisbane. 
No effect (Zmirou, Schwartz et 
al. 1998) 
 
n/a n/a n/a Recommended CRF: 7.5% (5.39.7%) per 8.98 ppb 
in 65+ years  
0.13% 
Emergency department visits 
Asthma Single pollutant model: 2.3% (1.4, 3.2%) per 9.5 ppb Two pollutant model with 
PM2.5: 1.1% (0.6-1.6%) per 9.5 ppb (Jalaludin, Khalaj et al. 2008) in Sydney 
n/a n/a n/a n/a Recommended 
CRF: Two pollutant model with PM2.5: 1.1% (0.6-
1.6%) per 9.5 ppb  
0.91% 
 
Lung function 
Change in 
forced 
expiratory 
volume in 1 
second (FEW 
litres) 
 
-0.4042 (-0.7318 to -0.0767) per 1 ppb (Jalaludin, Khalaj et al. 2008) n/a n/a n/a 
 
n/a Recommended CRF: 
Morning FEW 
0.0025 (-0.0047 to 0.0002) per 1 ppb 
0.01 
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Change in 
peak 
expiratory 
flow rate 
(PEF; litres 
per minute) 
  n/a n/a n/a Recommended CRF: 
Morning PEF:  
-0.4042 (-0.7318 to -0.0767) per 1 ppb (Williams 
2012) 
 
-3.1 
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SOx long-term health endpoints and concentration-response function (95%CI) – annual average concentrations 
 
 
 
 
 
 
 
 
 
 
 
 
 
Health outcomes Australian UK Europe 
US 
EPA 
WHO Recommended 
This 
Study 
Mortality 
Change in forced 
expiratory volume  
No effect in single pollutant model. n/a n/a n/a n/a Recommended  
CRF: -6.62 mls (-12.3 to -0.96 mls) per 0.74 ppb in 2-
pollutant model with NO2 (Williams 2012) 
-12.7mls 
Change in forced vital 
capacity 
No effect in single pollutant model.     Recommended  
CRF: -8.92 mls (-16.0 to -1.84 mls) per 0.74 ppb in 2-
pollutant model with NO2 (Williams 2012) 
-17.1mls 
Emergency department visits 
Asthma Not assessed (Erbas, Kelly et al. 2005) n/a n/a n/a n/a Recommended  
CRF: 1.6% (0.72.4%) per 0.8 ppb (Bell, Ebisu et al. 
2008) 
7.53% 
Incidence of myocardial infarction (heart attacks) 
Bronchodilator use 1-hour maximum Night use: 1.0247 (1.0021-1.0478) 
per 1 (Williams 2012) - Adelaide, Brisbane, 
n/a n/a n/a n/a Recommended CRF for night bronchodilator use: 
1.0247 (1.0021-1.0478) per 1 ppb 
 
3.86 
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