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Abstract
Embedded geometry is a family of techniques dedicated to engineering problems
involving remeshing on the fly during the simulation, or mesh generation in
complex geometries. Embedded geometry has gained attention over the recent
years due to its ability to shift a significant part of the burden of the geometrical
description and/or discretization from the CAD tool to the simulation tool. The work
presented in this thesis has led to a “purely” mesh-based technique to handle
immersed geometries in Computational Fluid Dynamic problems. The proposed
technique relies upon anisotropic mesh adaptivity in the vicinity of the embedded
interface. The mesh adaptation is driven by the Hessian of the flow solution, and
it contributes to improve the accuracy of the computation. An overview of existing
methods for handling embedded geometry is given in the first part of the thesis.
The state-of-the-art is discussed and existing trends for the treatment of immersed
boundaries and immersed domain...
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Chapter 1
Introduction and
Organization of the Thesis
The main topic of this thesis is to solve Computational Fluid Dynamics (CFD)
problems involving embedded geometries, with the emphasis on fixed immersed
solid walls. Examples in the field of CFD applications are the simulation of
pollutant dispersion in environmental engineering (Fig. 1.1(a)), the aerodynamic
analysis (Fig. 1.1(b)) in structural engineering, the blood flow simulation in
biomechanics (Fig. 1.1(c)) or the simulation of multiphase flows (Fig. 1.1(d)).
Embedded geometry is a family of techniques dedicated to engineering problems
involving remeshing on the fly during the simulation, or mesh generation in
complex geometries. Embedded geometry has gained attention over the recent
years due to its ability to shift a significant part of the burden of the geometrical
description and/or discretization from the CAD tool to the simulation tool.
The computational mechanics community has been putting a lot of efforts in
handling complex geometries immersed in computational domains. In this thesis,
an accurate and robust new approach is proposed, which is strictly based on
anisotropic mesh adaptivity.
In order to explain clearly our motivation to develop such a purely mesh-based
method, an overview of existing methods for handling embedded geometry in
various engineering domains is given in the first part of the thesis. Each technique
has its own drawback and most of them are developed with the purposes: (i)
to represent the interface in a fixed mesh and (ii) to avoid remeshing the
moving interface. It is true that remeshing for continuously representing the
developing embedded interfaces, for example in case of crack propagation in
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fracture mechanics, is known as expensive.
(a) Environmental engineering: Pollutant
dispersion at a factory.
(b) Structural engineering: FSI analysis of
flow over a suspension bridge.
(c) Biomechanics: Blood flow through
human arteries.
(d) Fluid dynamics: Free surface flow.
Figure 1.1: Computational fluid dynamics - Application fields.
Yet, in solving fluid flow problems, CFD experts still spend most of the time in
meshing process to create computational meshes of high quality for a correct
flow solution. The reason is that, if one would like to obtain accurate transient
solution in time-dependent CFD problems without remeshing, the mesh should
be adapted to the solution over the entire domain in order (i) to capture well
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the thin boundary layer, especially in case of flow at moderate high Reynold
number, and (ii) to capture the complex flow phenomena which develops over
the entire domain and in any region far from the solid boundary.
In most real world flow problems, the time-dependent flow pattern at one
location extraordinarily changes with time and propagates from this location
to other location. This scenario frequently occurs for external flows such as
in the field of environmental engineering which requires large solution domain
to be sure that the inflow is fully developed and the outflow totally leaves the
outlet of the computational domain. For all of the these reasons, a stationary
mesh which is adapted well enough to meet all the above requirements may
be cheaper than dynamic mesh generation but it still requires a lot of effort
in meshing task. Thus, it can be said that dynamic mesh generation is still
beneficial for transient fluid flow problems and meshing approach in CFD is
not a bad solution for handling embedded geometries.
Next, the definition of optimal “nearly” body-fitted mesh is explained. In
the context of the advocated “nearly” body-fitted mesh approach, the use of large
anisotropic elements in the vicinity of the interface results in an approximated
interface, playing the role of an embedded boundary during simulation. Error
analysis shows that, by a careful mesh size choice in the direction normal to
the interface, an optimal rate of convergence is recovered.
The last part of the thesis deals with the application of the method to a number
of Computational Fluid Dynamics problems, with the emphasis on immersed
no-slip walls. The mesh adaptation is driven by the Hessian of the flow solution,
and it contributes to improve the accuracy of the computation. The obtained
results are shown to be in good agreement with references, indicating that the
proposed technique is an accurate, robust and convenient approach to solving
CFD problems with embedded geometries.
Finally, the detailed review of existing trends for the treatment of immersed
boundaries and immersed domains paves the way for the proposed “nearly” body-
fitted mesh approach. The work presented in this thesis has led to a “purely”
mesh-based technique to handle embedded geometries in Computational
Fluid Dynamic problems.
The thesis is organized as follows:
Chapter 2 is a review of existing methods for handling embedded geometry in
engineering problems. It introduces then the motivation for the new method
proposed in this thesis.
Chapter 3 recalls the equations governing fluid flow problems and presents
the solution methodology for solving numerical solution throughout the thesis
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using the proposed technique.
Chapter 4 introduces the general principle of the proposed “nearly” body-fitted
mesh method, shows the benefits of using anisotropic mesh refinement, and
demonstrates how to obtain an optimal rate of convergence up to third order.
Chapter 5 reports on the application of the proposed methodology to
computational fluid dynamics problems, with academic or more complex
geometries. Embedded no-slip boundaries are dealt with, both in external
and internal steady flows, and result quantities like friction coefficient, pressure
coefficient, lift and drag, or geometry of flow pattern, e.g. reattachment length,
are discussed in detail. It is also shown how to correctly compute derivative
quantities, in particular the shear stress exerted on the embedded interface when
large anisotropic elements are present in the vicinity of interface. A special
finite difference approach is proposed to deal with such cases.
Chapter 6 discusses the generalisation of the proposed method to transient
fluid flows and heat transfer problems.
Finally, Chapter 7 gives some conclusions and discusses about prospective
future works based on the proposed methodology.
This thesis is partially based on the following publications:
Papers published and proposed for submission in international
journals:
[1] Dieu-Linh Quan, Thomas Toulorge, Émilie Marchandise, Jean-François
Remacle and Gaëtan Bricteux. Anisotropic mesh adaptation
with optimal convergence for finite elements using embedded
geometries. In journal of Computer Methods in Applied Mechanics and
Engineering, Vol 268:65-81, 2014.
[2] Dieu-Linh Quan, Thomas Toulorge, Gaëtan Bricteux, Jean-François
Remacle and Émilie Marchandise. Anisotropic adaptive nearly body-
fitted meshes for CFD. In journal of Engineering with Computers, Vol
30(2), 2014. DOI: 10.1007/s00366-014-0360-3.
[3] Review paper: Alternative methods for handling embedded
geometries in engineering problems. In preparation, 2014.
Contributions in conference proceeding:
[4] Gaëtan Bricteux, Émilie Marchandise, Jean-François Remacle, Dieu-Linh
Quan and Thomas Toulorge. Alternative methods to represent
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embedded interfaces in a mesh. Abstract submitted to the PUM
Workshop, Berlin Germany, Aug.22-24, 2012.
[5] Dieu-Linh Quan, Gaëtan Bricteux, Émilie Marchandise, Jean-François
Remacle and Thomas Toulorge. Anisotropic adaptive finite element
meshes for incompressible flows. Abstract submitted to the
Conference of Advances in Computational Mechanics, San Diego USA,
Feb.24-27, 2013.
[6] T. Toulorge, D.-L. Quan, E. Marchandise and J.-F. Remacle. Anisotropic
adaptive nearly body-fitted meshes for CFD. Extended abstract
published in Proceeding of the VI Internaltional Conference on Adaptive
Modeling and Simulation ADMOS 2013, Lisbon Portugal, Jun.3-5, 2013.
[7] D.-L. Quan, J.-F. Remacle, E. Marchandise and T. Toulorge. Nearly
body-fitted meshes for transient flows with embedded geome-
tries. Abstract submitted to the 11th World Congress on Computational
Mechanics WCCM XI, Barcelona Spain, Jul.20-25, 2014.

Chapter 2
Methods for Handling
Embedded Geometries: an
Overview
In a recent paper [80], Prof. Thomas J.R. Hughes claimed that about one
million finite element analyses were performed in engineering offices around
the world. Its study shows that about 80% of the human time spent on FE
computations is actually devoted to mesh generation. Those conclusions were
confirmed by a later survey supervised by Blacker et al. [21]. The generation
of one computational mesh for a complex geometry can take days, and minor
geometrical modifications (introduction of a crack, the presence of a moving
object) usually requires to restart the meshing process from scratch.
Assuming a mesh is available over the computational domain, a small
modification of the geometry should in principle result in a small modification
of the numerical model. This is the basic idea behind “embedded geometry
techniques”. Those methods allow (i) to avoid the burden of repeatedly
remeshing when boundaries deform or are moving, and (ii) to avoid conformal
meshing when the quality of the CAD description is poor. Before describing
those methods, a few examples are given that illustrate the need of embedded
geometries in engineering analysis.
Consider as a first example the problem of crack propagation in fracture
mechanics. Let ΓC be a single crack inside a solid domain Ω bounded by
a boundary Γ (see Fig. 2.1(a)). Conventional methods to solve the crack
propagation problem require a conformal body-fitted mesh (see Fig. 2.1(b)). A
7
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(a) Crack propagation. (b) Conformal mesh. (c) Refined mesh. (d) Embedded crack.
Figure 2.1: Embedded geometry - Need for using embedded geometries.
[Figures taken from Dolbow et al. [42] and Rezaabedi et al.]
conforming discretization of the geometry of the moving crack has thus to be
provided, and adaptive mesh refinement has to be applied in the vicinity of the
crack tip in order to accurately capture the singular nature of the solution at
that point. This brute force methods can be applied in 2D without too much
effort, but it is still very challenging in 3D, especially when the crack develops
with branchings and junctions (see Fig. 2.1(c)). This has motivated Belytschko,
Black [14], Moës [116] and Dolbow [42] to develop an approach that handles
cracks with minimal meshing cost. The pioneering work of Belytschko and Black
in 1999 introduced the so-called G-FEM method with “minimal remeshing” [14].
In the same year, the method was extended by Moës et al. [116] to establish
the first version of the well-known X-FEM approach, which solves the problem
“without remeshing” at all. Fig. 2.1(d) illustrates the non-conformal embedding
of a crack in the computational mesh. In their approach, the crack is modelled
through an implicit function and its influence on the solution is taken into
account with additional degrees of freedom in the fixed mesh.
As a second example, consider a flow problem with two non-miscible fluids.
The interface between the two fluids may extend and become very complex
in shape (bubbly flows, Rayleigh Taylor instabilities, sloshing, ect.), leading
to significant changes in the topology of the computational domain. This has
motivated Chessa and Belytschko [28, 27] to introduce an embedded approach
with the purpose of avoiding any remeshing. Similar techniques have also been
proposed for fluid-structure interaction problems, see e.g. [97, 98].
Finally, beyond computational costs associated with repeated remeshing,
conformal meshing can also be a problem in itself, if a proper CAD description
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is not available for generating a conformal mesh. This happens in fields such a
architectural design [38] and biological modeling. For instance, for the CFD
simulation of internal blood flow through human arteries or human heart valves,
the quality of the primary CAD vessel description obtained through imaging
techniques may not be sufficient to allow conformal meshing [106]. Those
reasons have fostered research efforts to find proper approaches to handle the
embedded geometry.
For the above reasons, embedding techniques have become popular nowadays,
not only in fracture mechanics or in multi-phase flows simulation, but also
in fields like material science and surgical simulator applications. Numerous
methods have been developed in which the terms “imbedding” , “virtual” ,
“embedded” , “immersed” or “fictitious” are used, all indicating that
information about the geometry is no longer completely contained in the mesh
description.
2.1 Representation of an Embedded Geometry
(a) Front-tracking method. (b) Capturing method.
Figure 2.2: Interface representation - Illustration for interface tracking
method and interface capturing method.
The first issue that has to be dealt with is the representation of an embedded
curve (surface) in a 2D (3D) domain. Let us consider a simple example with a
circular object of radius R bounded by a curve Γ and embedded into a domain
Ω. The interface Γ can be represented continuously or discretely. Different
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approaches exist. Here are the three most popular in the field of computational
mechanics.
(i) Front-tracking method, also known as interface tracking method:
In a stationary Cartesian grid with regular lattice points covering the
whole computational domain, the embedded curve Γ is described by a set
ofM Lagrangian markers denoted as Xk, k = 0, 1, ..,M−1. A parametric
description is then used to connect these points. The circular boundary Γ
is now represented by an equidistant distribution of points Xk as follows:
Xk =
(
cos(θk), sin(θk)
)
, θk =
2pik
M
. (2.1)
If the length of the immersed boundary is denoted as LΓ, the above
uniform distribution of points leads to a boundary mesh size ∆s = LΓ/M
as shown in Fig. 2.2(a).
(ii) Level-set method, also called interface capturing method: This
method, developed in 1988 by Osher and Sethian [119], is based on a
continuous signed distance function φ(x) to describe the shapes embedded
in the computational domain. The boundary of the embedded shape
is defined as the zero isovalue of the function φ(x). The sign of the
distance function allows then splitting the computational domain into
complementary subdomains. For instance, signed distance function
φ(x) =
√
(x− x0)2 + (y − y0)2 −R, (2.2)
where (x0, y0) is the center and R is the radius of the circle, represents
the circle Γ embedded in the domain Ω. Fig. 2.2(b) shows that Ω is split
by φ(x) into two subdomains: Ω = Ω− ∪ Ω+ according to the sign of the
function φ(x).
(iii) Segment projection method: This approach is used for multiphase
flow problems. It is a compromise between the front-tracking and the
level-set methods. It relies on the partitioning of an interface into several
parts. A detailed description is given in the Ph.D thesis of Tornberg [147].
2.2 Modeling the Embedded Geometry: a Classifi-
cation
The process of engineering analysis is usually based on three main ingredients:
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(i) A mathematical model, which consists of a set of partial differential
equations and an appropriate set of boundary conditions;
(ii) A discretization method, that transforms the continuous differential
equations into a set discrete equations, suitable for numerical solution.
Examples of discretization methods are the finite difference (FDM), the
finite volume (FVM) and the finite element methods (FEM);
(iii) A numerical grid, which is a discrete representation of the geometric
domain on which the problem is solved.
Introducing an embedded part in the model may result in the modification of
one or more of those three ingredients. We have then based our classification
on that bias.
(i) Some methods modify the governing equations. Extra forcing terms
are introduced in the governing equations to account for the embedded
interface, or to penalize some quantities over the embedded domain.
Examples of this approach are the immersed boundary method (IBM)
[123] and the fictitious domain method (FDM) [64].
(ii) Some approaches modify the numerical scheme by e.g. enriching the
finite element basis function space. This is the case for the well-known
eXtended finite element method (X-FEM) [116].
(iii) Other methods, finally, play with the mesh but at a cost much lower than
a full remeshing approach. Such methods usually require anisotropically
adaptive meshes. A major advantage of mesh based approaches is that
neither the formulation nor the finite element kernel has to be changed.
Indeed, mesh generation is an independent step in the engineering analysis
chain. The monolithic immersed volume method (IVM) [71, 74] is a mesh
based approach. So is the “nearly” body fitted mesh approach proposed in
this thesis.
These three categories are analyzed in section 2.3, 2.4 and 2.5, respectively. A
complete pictorial overview is given in Fig. 2.3.
2.3 Changing the Mathematical Model
Four methods are discussed in this section. The embedded geometry Γ is taken
into account through the introduction of forcing terms F(x, t) in the vicinity
of Γ.
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Figure 2.3: Embedded geometries - Alternative methods for handling
embedded geometries.
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In 2005, Mittal et al. [113] published a survey of all such methods (i) involving
fluid-solid interfaces; (ii) in a Lagrangian framework; (iii) on Cartesian grids.
The methods were classified into two categories called “Immersed Boundary
Methods” and “Cartesian Grid Methods”.
In this thesis, the survey of Mittal et al. has been continuated, incorporating
techniques developed in the meanwhile. The review now covers the methods
(i) involving fluid-solid interfaces or fluid-fluid interfaces; (ii) in a Lagrangian
or an Eulerian framework; (iii) on Cartesian grids or unstructured meshes.
Among all those methods, two distinctions are made: the first one based on
whether the forcing term F(x, t) is introduced in the momentum equations
before (continuous) or after (discrete) discretization, and the second one on
whether the forcing term treats only the boundary of the embedded domain,
or the whole embedded domain. This leads to the following four categories:
(1a) Continuous forcing for Embedded Boundary Method (EBM)
Here, the forcing term reproduces the effect on the fluid of the embedded
boundary. The Immersed Boundary Method (IBM) [123, 20, 69, 131, 92,
93] and the Continuum Surface Force model (CSF) of Brackbill [23] belong
to this category. The Fictitious Domain Method (FDM) introduced by
Glowinski [65, 66, 67] treats the immersed boundary by considering a
jump across the interface and should thus also be categorized in this group,
despite its name. These methods are presented in Section 2.3.1.
(1b) Continuous forcing for Embedded Domain Method (EDM)
In this approach, the forcing term penalizes some quantity over the entire
embedded domain. For example, the forcing term drives the velocity field
down to zero inside the solid domain and, as a result, the boundary of
the embedded domain fulfills approximately a no-slip boundary condition.
The method of Khadra [87] and the Immersed Volume Method (IVM)
of Hachem et al. [72, 73] belong here. These methods are presented in
Section 2.3.2.
(2a) Discrete forcing with distribution function
This category includes methods which formulate the Lagrange boundary
forces based on the interpolation scheme in the vicinity of the interface.
Boundary forces are then distributed to grid nodes by employing smooth
functions. Boundary condition is imposed indirectly on the immersed
boundary. These methods are presented in Section 2.3.3.
(2b) Discrete forcing without distribution function
This category includes methods which formulate the forcing term based
on the local reconstruction scheme right on the interface. Boundary
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condition is imposed directly on the immersed boundary. These methods
are presented in Section 2.3.4.
2.3.1 Continuous Forcing for Embedded Boundary Method
In this section, three methods which treat the boundary of the embedded
domain will be discussed, they are: (i) Immersed boundary method, (ii)
Continuum surface force model, and (iii) Glowinski’s distributed Lagrange
multiplier method.
Immersed Boundary Method (IBM)
The method is a mixed Euler-Lagrange finite difference approach, initially
developed by Peskin in 1972 and later introduced in his paper [123] in 1977.
The original purpose of the method is for solving blood flow problems involving
elastic immersed moving boundary in cardiac mechanics. The forcing terms
F(x, t) is calculated before discretization by following the calculation steps
as follows:
(1) Track immersed boundary in a Lagrangian fashion.
(2) Define a force density function f(s, t).
(3) Compute force densities fk(t) at control points Xk.
(4) Spread force densities fk(t) to Cartesian grid nodes F(x, t) on discrete
mesh:
F(x, t) =
∑
k
fk(s, t)d(|x−Xk|), (2.3)
where d(x) is a smooth function replacing the original sharp Dirac delta
function δ(x).
(5) Modify the momentum equations with extra forcing term F(x, t):
∂u(x, t)
∂t
+ u(x, t) · ∇u(x, t) +∇p(x, t) = ν∆u(x, t) +F(x, t)︸ ︷︷ ︸
force
, (2.4)
where ρ is the density and ν is the kinematic viscosity of the fluid.
(6) Discretize the modified governing equations Eq. (2.4) on a Cartesian grid
and solve for the pressure and velocity fields at Cartesian grid nodes on
the entire domain Ω.
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(7) Interpolate velocity field back to control points Xk.
A circular boundary Γ embedded in domain Ω and tracked by discrete Lagrangian
points as discussed in Section 2.1 will be recalled here for the explanation of
IBM. From the general steps described above, let us note that force at the kth
Lagrangian boundary point Xk is transferred to surrounding fluid nodes xij
within the band of cells (with width 2ε) around Xk shown in Fig. 2.4(a). This
can be done by employing the introduced distribution function d(x).
(a) Transfer force from Xk to grid point
xij , resulting in diffuse interface.
(b) Distribution functions by different authors.
[Figures taken from [113] with modification]
Figure 2.4: Continuous forcing - Illustration for force distribution from
boundary point to grid nodes in immersed boundary method.
The Eulerian singular force F(x, t) is indeed the resultant force exerted on the
fluid by the embedded boundary and evaluated as the sum of force density
f(s, t) acting on all discretized Lagrange points of Γ as shown in Eq. (2.3). The
integral form reads:
F(x, t)︸ ︷︷ ︸
force
=
∫
Γ
f(s, t)︸ ︷︷ ︸
stress
d(x−X(s, t))︸ ︷︷ ︸
delta function
ds, (2.5)
where:
• s: arc-length,
• x = (x, y, z): spatial position,
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• X(s, t): arc-length parameterization of Γ.
Methods that fall into this category smear out the boundary force or in other
words, they blur the sharp interface when the sharp Dirac delta function
δ(x) is replaced by the smooth one d(x). After Peskin, other authors in [20,
69, 131, 92, 93] have modified the original method and extended it to various
refined versions relying on the modification of initial force intensity term f(s, t),
of the distribution function d(x) (illustrated in Fig. 2.4(b)) as well as choosing
different approaches for evaluating momentum force F(x, t). Formulation of
f(s, t) by different authors is usually based on the physical basis of the flow in
the vicinity of Γ and tabulated as given in Table 2.1.
Years Authors Boundary Forcing term Features
1972 Peskin [123] elastic fiber tension transmit fiber stress
1992 Beyer [20] rigid spring stiffness equillibrium location
1991 Brackbill [23] two-phase surface tension pressure jump across Γ
1993 Goldstein [69] no-slip velocity feedback spectral method
1996 Saiki [131] no-slip velocity feedback finite difference formulation
2000 Lai et al. [92] no-slip spring stiffness formally 2ndorder accurate
2008 Le et al. [93] no-slip fiber tension implicit forcing scheme
Table 2.1: Continuous forcing - Development of immersed boundary method.
In the original Peskin fiber stress transfer model [123], the immersed
boundary is modeled as a set of elastic fibers for the simulation of blood
flow and muscle contraction in a beating heart. The stress term f(s, t) is
considered as fiber stress and formulated based on the stress-strain relation in
the constitutive Hook’s law:
f(s, t) = ∂
∂s
(
T (s, t)︸ ︷︷ ︸
tension
τ (s, t)︸ ︷︷ ︸
tangent
)
, (2.6)
where T (s, t) is the fiber tension and τ (s, t) is the unit tangent vector to the
interface defined as:
T (s, t) = T0
(∣∣∣∣∂X(s, t)∂s
∣∣∣∣− 1
)
,
τ (s, t) = ∂X/∂s|∂X/∂s| ,
(2.7)
where T0 is the stiffness constant describing the elastic property of the flexible
boundary.
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In 2D cases with x = (x, y), the reconstruction of the Dirac delta function
δ(|x−Xk|) used in this approach could be found in [123] as:
d(|x−Xk|) = d(x− ih) d(y − jh), (2.8)
where:
d(r) =

1
4h
(
1 + cos
(pir
2h
))
if |r| < 2h,
0 if |r| ≥ 2h.
(2.9)
The thickness of the diffuse interface is 2h which can be seen as to be on the
order of two grid-cells.
Later, Le et al. [93] developed an approach which combines the capability of the
original IBM method with an implicit forcing scheme. In this method, the need
of small time step can be avoided and the boundary condition can be imposed
exactly in a discrete sense.
In 1992, the Beyer spring model was introduced by Beyer & LeVeque [20]
in which a stiff spring is employed to consider the equilibrium location of fluid
near the nearly rigid bodies with application to wave propagation in cochlea
and incompressible flow over a fixed cylinder at Reynold up to 200, respectively.
The restoring force of the spring is now considered as source term F(x, t) which
should be added in the governing equations, and the force density at Lagrangian
point Xk is modeled as:
fk(t) = kspring
(
Xk −Xek(t)
)
, (2.10)
where kspring is the spring constant which is required to be chosen with large
value (kspring >> 1) as the constrain for rigid boundary.
In 1993, Golstein introduced the so-called virtual boundary method [69] for
embedding fixed rigid body with no-slip condition on the interface. Flow around
a rigid interface is controlled to be at rest on the surface by the feedback forcing
function which is chosen to have opposite magnitude and direction to the local
flow, bringing the zero-velocity for fluid at desired points in the flow:
f(t) = α
∫ t
0
u(X, t′)dt′ + βu(X, t). (2.11)
The method was successfully used to model fixed no-slip rigid wall with
application to 2D flow over cylinder and 3D turbulent channel flow on Cartesian
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grids. Goldstein model employs the narrow Gaussian distribution for the smooth
interface:
d(|x−Xk|) = e−[(x− xk)
2 + (y − yk)2 + (z − zk)2], (2.12)
where surface point Xk is located at grid site xk = (xk, yk, zk). By employing
such function, the immediately adjacent grid nodes receive about 37% of the
central force.
Saiki & Biringen [131] employed the same idea of using forcing term in Eq. (2.11)
to bring the fluid at rest at boundary points which fulfill the no-slip boundary
condition. In this approach, bilinear interpolation is used to interpolate fluid
velocities from four surrounding grid nodes of a Lagrangian boundary point to
this virtual point with the following smooth function:
d(|x−Xk|) = d(x) d(y), (2.13)
where:
d(xk − xi) =

xk − xi+1
xi − xi+1 if xi < xk,
xk − xi−1
xi − xi−1 if xi > xk,
1 if xi = xk,
(2.14)
where (i, j) are indices of four grid nodes surrounding the virtual boundary
point Xk and xi,j = (xi, yj) = (ih, jh). The kth Lagrangian boundary point
is assumed to be located at grid site xk = (xk, yk) and the resultant effective
boundary thickness is on the order of one grid cell. Area-weighted averages
are then used for extrapolation back to grid nodes. The method is first-order
accurate.
After that, Lai & Peskin [92] improve the approach of Goldstein [69] to obtain
a new “formally” second-order IBM. The 2D distribution function used in Lai
et al. which blurs the immersed boundary over a band of thickness 2ε = 2h is:
d(|x−Xk|) = d(x) d(y), (2.15)
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where:
d(r) =

1
8
3− 2|r|
h
+
√
1 + 4|r|
h
−
(
2|r|
h
)2 if |r| ≤ h,
1
8
5− 2|r|
h
−
√
−7 + 12|r|
h
−
(
2|r|
h
)2 if h ≤ |r| ≤ 2h,
0 otherwise.
(2.16)
In this new method, at each time step [n, n+ 1] the author has incorporated the
original explicit first-order scheme [69] to advance the solutions in the preliminary
step [n, n + 1/2] and the Crank-Nicholson scheme for solving solution in the
full main step [n, n+ 1]. This new scheme results in second-order accuracy in
space and time, which makes the difference from methods of Lai et al. and the
one of Beyer et al. [20].
Continuum Surface Force Model (CSF)
Similarly to the methods discussed before, the continuum surface force (CSF)
model introduced by Brackbill [23] for solving multiphase flow problems could
be categorized as a continuous forcing approach. In this method, the extra
volume force F(x) is introduced in the momentum equations to account for
the presence of the fluid-fluid interfaces before discretization. The method is
different from the approaches discussed above for it solves the problem in the
Eulerian framework using level-set method to capture the fluid-fluid interface.
The surface tension force is determined based on the interface curvature which
could be determined based on the level-set equation. Pressure jump across Γ is
considered to account for the interfacial surface tension:
ps = [p]Γ = σκ(xs), (2.17)
where κ(xs) is the local interface curvature at xs which is determined based
on the level-set function used to track the interface. Fluid surface tension
coefficient is denoted as σ (in unit of force per unit length).
By doing so, the force intensity f(xs) in this case could be understood as the
surface stress ps at position xs and reads:
f(xs) = σκ(xs) · n(xs), (2.18)
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where n(xs) is the unit normal to the interface at xs. Volume force F(x)
is distributed to the fluid by a smooth distribution function d(x) within a
transition region 2ε:
F(x) = f(x)d
(
n(xs) · (x− xs)
)
. (2.19)
In the CSF model, the discontinuities, e.g. in density and viscosity, between two
fluids are distinguished by the Heaviside function which should be smoothed
over a narrow band 2ε. As a result, this method blurs the interface.
Glowinski’s Distributed Lagrange Multiplier Method
The distributed Lagrange multiplier method was introduced by Glowinski in
1994 in a series of publications [64, 65, 66, 67]. In this method, the body force
which is indeed a Lagrange multipliers is introduced in the weak form of the
momentum equations to satisfy the no-slip boundary condition. The Lagrange
multipliers are usually denoted as λ and are formulated based on the jump
across the interface Γ:
λ =
[
ν
∂u
∂n − np
]
Γ
. (2.20)
The equivalent fictitious domain formulation of the Navier-Stokes equations
with the introduced Lagrange multiplier becomes:
∫
Ω
∂u
∂t
·φˆ dΩ+ν
∫
Ω
∇u·∇φˆ dΩ+
∫
Ω
(u·∇)u)·φˆ dΩ−
∫
Ω
p∇·φˆ dΩ =
∫
Γ
λ · φˆ dΓ︸ ︷︷ ︸
force term
,
(2.21)
where:
• t is time,
• u denotes velocity vector,
• ν is kinematic viscosity of fluid,
• Ω denotes computational domain,
• φˆ is the test function.
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2.3.2 Continuous Forcing for Embedded Domain Method
In continuous forcing approach for embedded domain treatment (EDM), the
entire domain including the embedded solid object is penalized with extra
volumic control terms which is directly introduced in the momentum equations.
Alternative approaches introduced by different authors are described in Table 2.2.
Years Authors Forcing term Features
1999 Angot [6, 87] permeability term zero velocity in solid
2013 Hachem [72, 73] stress tensor no deformation in solid
Table 2.2: Continuous forcing - Development of embedded domain method.
Angot’s Porous Model
In 1999, Angot & Khadra et al. [6, 87] proposed a method in which the velocity
in the embedded solid domain is forced to be small (nearly zero). The Angot
model treats the solid as fictitious porous medium with zero permeability on
a staggered Cartesian grid with upwind finite volume method in combination
with multigrid local mesh refinement. In order to do this, one should add an
extra forcing density:
f = (µ/K)u. (2.22)
By imposing large value for permeabilityKsolid  1, the force therefore activates
only within the solid domain, driving the velocity field to zero and the no-slip
boundary condition is then fulfilled also.
The method of Angot & Khadra was successfully applied for solving flows
around circular cylinder and channel flow behind a backward-facing step on
multigrid Cartesian adaptive grids with local refinement.
Hachem’s Immersed Stress Model
Immersed stress model treats solid as fluid with no deformation or null value of
strain rate (ε = 0). This restriction could be imposed through a stress tensor
given in Eq. (2.23) as the extra forcing term:
τ solid = 2 νsolid ε, (2.23)
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where νsolid is the imposed dynamic viscosity for solid domain and ε is the
strain rate tensor. The method was validated for external flow in fluid-structure
interaction problems. Detailed explanations for this can be found in Hachem
and Coupez [72, 73].
(a) Anisotropic mesh in monolithic ap-
proach.
(b) Norm of velocity field over entire domain.
Figure 2.5: Continuos forcing - Illustration for immersed stress model.
[Figures taken from Hachem et al. [72]]
In this approach, the complete problem is written in a fully Eulerian framework
and the discontinuity between immersed solid domain and fluid domain are
described by a level-set function φ(x). The solid is treated as a fluid of high
viscosity νsolid →∞, giving the rise in the stress field which fulfill τ solid →∞.
The extra stress tensor is then smeared out over a smoothing band 2ε across
the interface:
τ = Hε(φ(x)) · τ solid, (2.24)
with Hε(φ(x)) is the smoothed Heaviside function:
Hε(φ(x)) =

1 if φ(x) > ε,
1
2
(
1 + φ(x)
ε
+ 1
pi
sin
(piφ(x)
ε
))
if |φ(x)| ≤ ε,
0 if φ(x) < −ε.
(2.25)
A diffuse embedded interface is finally obtained as a result of the smoothed stress
tensor and the anisotropic mesh refinement in the vicinity of the embedded
interface, see in Fig. 2.5(a) for example, is required in order to reduce error due
to regularization. The problem is solved over the entire domain, including solid
subdomain, giving smoothed solution as presented in Fig. 2.5(b).
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2.3.3 Discrete Forcing with Distribution Function
General Principle
This approach is called “discrete” for the forcing term is incorporated into
governing equations after discretization and extracts forcing directly
from the numerical solution rather than introducing it in the continuous
momentum equations. The original governing equations are firstly discretized
on a computational grid neglecting the immersed boundary, resulting in a set
of discretized equations. Forcing term F∗i is then introduced only for cell points
i close to the immersed boundary to account for its presence. By doing this,
boundary condition can be imposed “indirectly” on the immersed interface
considering the jump condition across interface, resulting in a sharp interface.
Methods categorized in this sections (Mohd-Yusof [117], Kim et al. [88],
Gilmanov [62] or Limal E Silva [104]) account for the effect of the immersed
boundary Γ using velocity corrector as momentum forcing term F∗i for grid
points xi at embedded surface Γ. The forcing term is interpolated based
on information extracted directly from numerical solution in every time step
[n− 1, n] as follows:
(1) solve the intermediate velocity u∗(x) based on the known velocities un−1
and un obtained from previous time steps [n− 1, n],
(2) compute Lagrangian boundary force fn+1(Xk),
(3) distribute fn+1(Xk) to the Eulerian force:
F∗(xk) =
∫
Γ
f(Xk)d(xk)ds, (2.26)
(4) correct the intermediate velocity u∗(x),
(5) compute pressure p by solving pressure Poisson equation,
(6) update velocity un+1(x) and pressure p.
Immersed Interface Method (IIM)
Immersed interface method was introduced in 1994 by Leveque and Li [99]
for solving elliptic problems. The method afterwards was then extended to
incompressible Navier-Stokes equations by Lee et al. [96]. This approach is
a sharp interface method which makes use of the jump condition across the
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interface so that the finite difference/element discretization can be accurate.
A survey for this approach and related methods can be found in [102]. An
overview of the development of this methods is presented in Table 2.3.
Years Authors Features
1994 Leveque & Li [99] IIM was developed for elliptic equations
1997 Leveque & Li [100] IIM was extended to Stokes flows
2001 Li & Lai [103] Navier-Stokes equations with singular
2003 Lee et al. [96] incompressible Navier-Stokes equations
2005 Le et al. [94] incompressible Navier-Stokes equations
2006 Le et al. [95] viscous flow with rigid and flexible boundaries
Table 2.3: Discrete forcing - Development of immersed interface method.
This approach in general is similar to the immersed boundary methods in which
the embedded interface Γ is tracked by a set of Lagrange points Xk and the
boundary force density f(s, t) is formulated assuming elastic membrane under
tension as described in Eq. (2.6). The force strength f(s, t) is split into two
parts, normal and tangential components as follows: fn(s, t) = f(s, t) · n,fτ (s, t) = f(s, t) · τ . (2.27)
However, only the tangential singular force Fτ (x, t) is spread from Γ to the
nearby cell centers employing distribution function:
d(r) =

1
4h
(
1 + cos pir2h
)
if |r| ≤ 2h,
0 if |r| ≥ 2h.
(2.28)
The normal component fn(s, t) is handled by incorporating the known jumps
into the finite difference scheme near the interface, the method is therefore
categorized as discrete forcing approach. There may be jumps in pressure or
jumps in the derivative of pressure and velocity. Spreading the the tangential
force component, the method smoothes out the jumps in the derivatives of
quantities.
Other Methods with Different Interpolation Approaches
Different approaches can be introduced and extended based on the local
formulation of the interpolation scheme near the embedded interface for
CHANGING THE MATHEMATICAL MODEL 25
the calculation of the forcing term. The “interpolation scheme” concept used
here refers to the interpolation direction at Γ. A timeline describing the
Years Authors Features
1997 Mohd-Yusof [117] internal forcing based on mirroring of ut.
2000 Fadlun [46] external forcing with arbitrary interpolation direction.
2004 Balaras [11] external forcing with normal interpolation direction.
2003 Gilmanov [63] normal linear interpolation direction on triangular mesh.
2007 Zhang [163] bilinear interpolation/extrapolation function.
2007 Choi [30] power-law function of wall normal distance for ut.
2008 Sheu [145] quadratic interpolation scheme.
2001 Kim & Choi [88] mass source approach.
2003 Lima E Silva [104] physical virtual model.
2005 Gilmanov [62] hybrid immersed boundary method.
2006 Deng et al. [36] physical virtual model.
2007 Huang et al. [78] mass source approach.
2007 Su et al. [140] implicit treatment of u∗(x), F∗(x)new instead of F∗(x).
Table 2.4: Discrete forcing with distribution function - Development of
methods.
development of these methods is shown in Table 2.4. The key feature leading
to variations of such methods is how the intermediate velocity u∗(x) at the
interface is interpolated based on the velocities of the surrounding grid nodes.
Mohd-Yusof’s method [117] is called internal forcing and relies on the mirrored
velocity in the solid region with weighted linear interpolation for the tangential
velocity component ut, see in Fig. 2.6(a).
Fadlun et al. [46] improved the original method by employing linear interpolation
of the velocity u2 at the second grid point external to the interface Γ and velocity
uΓ on Γ to obtain the velocity u1 for the first grid point. This method is therefore
called external forcing approach and the interpolation scheme is illustrated in
Fig. 2.6(b). The interpolation direction could be either streamwise or transverse.
The method is suitable for immersed bodies that are aligned with the grid
lines [113].
In order to improve the proposed methods of Mohd-Yusof and Fadlun,
Balaras [11] reconstructed a new scheme along the well-defined line in normal
direction to the body in Fig. 2.6(c) in which n is the unit vector normal to the
embedded interface Γ.
The method of Gilmanov [63] shares the same idea with the one of Balaras;
however this approach uses triangular grid.
Method in Zhang et al. [163] is the improvement of Mohd-Yusof’s approach.
The method includes both tangential and normal velocity components with
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(a) Mohd-Yusof et al. [117] (b) Fadlun et al. [46]
(c) Balaras et al. [11] (d) Zhang/Saiki et al. [163]
Figure 2.6: Discrete forcing with distribution function - Interpolation
scheme.
bilinear interpolation and extrapolation function.
The direct forcing approach of Choi et al. [30] is another refined version of Fadlun
et al. with the new concept of tangency correction introduced, in which the
velocity is decomposed into tangential and normal components to the interface.
The tangential velocity is constructed as power-law function of the wall normal
distance. The forcing term is introduced in the momentum equations to recover
the desired boundary velocity at every time step.
Sheu et al. [145] eliminates the pressure gradient term from the momentum
equation: the intermediate velocity is calculated and then corrected by a
proposed quadratic interpolation scheme.
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Other Forcing Models
In 2001, the “mass source approach” was introduced by Kim and Choi [88]. In
this method, extra source terms are added in both momentum and continuity
equations. Huang et al [78] after that improved the source term model of Kim
and Choi with the face-centered velocities.
Also in 2003, Lima E Silva [104] developed the “Physical virtual model” (PVM)
to model the immersed no-slip wall. In this approach the Lagrange force field
f(Xk) is formulated based on acceleration force fa(Xk), inertial force fi(Xk),
viscous force fv(Xk) and pressure force fp(Xk):
f(Xk) = fa(Xk) + fi(Xk) + fv(Xk) + fp(Xk), (2.29)
where the different forcing terms in the PVM are evaluated over the interface
using both velocity field u(Xk) and pressure field p(Xk) is determined as follows:

fa(Xk) = ρ
∂u(Xk)
∂t
,
fi(Xk) = ρ(u · ∇)u(Xk) ,
fv(Xk) = −µ∇2u(Xk) ,
fp(Xk) = ∇p(Xk) .
(2.30)
Lagrange force is then spread to Eulerian grid nodes, obtaining momentum
force F∗(x) which is then added in the momentum equations for calculation
at each time step as explained before. An extended version of this approach is
done by Deng et al. [36] in 2006 in which the PVM for Lagrangian forcing is
still employed and scaled to grid points.
Su et al. [140] introduce a new formulation for the direct momentum forcing
term due to the implicit treatment of the intermediate velocity in the prediction
step. In fact, the discrete Eulerian force F∗(x)new is formulated as:
F∗(x)new = F∗(x)− ∆t · ∇
2
hF∗(x)
2Re , (2.31)
rather than F∗(x). In Eq. (2.31), ∆t is the time step and ∇2h represents the
regular centered difference approximation for the Laplace operators. The order
of accuracy in this approach is degraded to 1.5 order instead of 2.
Finally, a method known as “Hybrid immersed boundary method” is also classified
as discrete forcing approach with distribution function, see in Gilmanov et al. [62]
for a more detailed discussion.
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2.3.4 Discrete Forcing without Distribution Function
In the discrete forcing approaches without distribution function, the immersed
boundary is retained as a sharp interface without force spreading to grid
points. Methods categorized in this group are: (i) ghost-cell method and (ii)
cut-cell method. Both are popular for modeling immersed boundary in fluid
flow simulation. Flow variables at the immersed interface are calculated based
on the modification of the computational stencil near the interface to “directly”
impose boundary condition instead of reconstructing a new local interpolation
scheme.
Similarly to discrete forcing approaches with distribution function, the treatment
of momentum equations is defined at each time step and boundary conditions
must be satisfied at the end of each time step.
The computational stencil concept refers to the reconstruction of values of
flow variables based on the boundary point and interpolation points which
belong to the adjacent cells.
Ghost-Cell Approach
The ghost-cell finite-difference approach was introduced by some authors, such
as Tseng et al. [152], Mittal et al. [112], Berthelsen et al. [19] and later was
extended to finite-volume framework by Pan et al. [121]. Table 2.5 describes the
development of ghost-cell approach and the distinct features of such methods
are also included there.
Years Authors Features
2003 Tseng et al. [152] nearby fluid-nodes based calculation.
2008 Berthelsen [19] local-directional calculation for irregular shaped geometries.
2008 Mittal et al. [112] normal-directional calculation with image-point.
2009 Pan et al. [121] normal-directional calculation with image-point for FVM.
Table 2.5: Direct forcing without distribution function - Development of
ghost-cell method.
In general, ghost cells in ghost-cell methods are defined as cells in the solid that
have at least one neighbor in the fluid. A specific boundary condition is imposed
by interpolation/extrapolation onto a surface that does not coincide with a
computational mesh surface. In other words, one should interpolate/extrapolate
the boundary condition on the interface to a ghost node inside a body. Different
methods are developed based on the choice of interpolation direction as well
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as by introducing additional interpolation points for local interpolation scheme
rather than employing only mesh node values.
Numerical procedure of ghost-cell method is described as follows:
(1) Represent immersed boundary using marker particles.
(2) Identify “ghost cells” : the immersed boundary is detected and compu-
tational domain is divided into physical domain and ghost-cell domain.
Ghost cells which are adjacent to computational nodes in the flow domain
are then determined.
(3) Determine a boundary point for each ghost cell: This point is in fact the
projection of ghost node on the boundary. Boundary points are also called
as boundary intercept [112] or projection point [121].
(4) Determine interpolation points: those points belong to the adjacent cells
surrounding the ghost cell and could be two nearby fluid nodes [152] or
image nodes [112, 121] in the fluid domain.
(5) Determine an “interpolation scheme” as the local reconstruction in the
vicinity of the interface: an interpolation scheme is defined based on
the interpolation direction and interpolation points as well as boundary
points.
(6) Impose boundary condition: this is done by computing flow variable at
ghost nodes based on the defined interpolation scheme. By doing that, the
boundary condition is implicitly incorporated in the interpolation scheme
during computing ghost cell values.
(7) Obtain the predicted field as intermediate velocity u∗(x).
(8) Solve the pressure Poisson equation to satisfy the continuity equation.
(9) Update the velocity field un+1(x) to the next time step.
In the method of Tseng et al., 2003 [152], ghost-cell value at G is calculated
by extrapolation from the two nearby values at X1 and X2 as can be seen in
Fig. 2.7(a).
In 2008, Berthelsen [19] introduced a local directional ghost-cell approach for
problems involving in more irregular shaped geometries such as sharp corner. The
boundary value could be evaluated based on the wall boundary condition and
values at fluid nodes taken from neighboring points by directional interpolation
as illustrated in Fig. 2.7(b).
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(a) Tseng’s method.
(b) Berthelsen’s method.
(c) Mittal’s method.
(d) Pan’s method.
Figure 2.7: Ghost-cell method - Illustration for ghost-cell methods by different
authors.
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In 2008, Mittal et al. [112] was successful in handling a sharp interface in a 3D
Cartesian grid by introducing a concept of “image-point” IP in combination
with “boundary-intercept” BI in addition to identifying “ghost-cells” GC, “solid-
cells” and “fluid-cells”, as shown in Fig. 2.7(c).
More recently, Pan et al, 2009 [121] also introduced a method in which the
concept of “image-point” is adopted and modified with “projection-point”, see in
Fig. 2.7(d) for illustration, to construct a simple and stable linear reconstruction
scheme. Pan’s method is an extended version of Mittal’s method in which the
projection point is in fact the boundary intercept while the modified image-
point is still in the orthogonal direction but at a given distance δ rather than a
mirroring point as defined in [112].
Cut-Cell Finite-Volume Approach
Cut-cell method is used in the finite-volume framework and the original name
of the method is callead as Cartesian grid method. The method was initially
introduced by Ye et al. [162] in 1999 and was developed afterwards by different
authors as shown in Table 2.6 below.
Years Authors Features
1999 Ye et al. [162] “cell-merging” for 2D fixed boundary.
2001 Udaykumar [154, 155] “cell-merging”, “freshly cleared” cells, moving boundary.
2003 Kirkpatrick [89] “cell-linking” for 3D fixed boundary.
2006 Chung et al. [32] “cell-merging” on 2D moving boundary.
Table 2.6: Discrete forcing without distribution function - Development
of cut-cell method.
The key idea of this method is that the cells across the boundary are truncated
and reshaped to conform to the boundary and boundary conditions are imposed
on the immersed interface without employing momentum forcing. In other
words, the Cartesian faces of the cells intersected by the immersed curved
surface are replaced by the surfacial face, generating non-rectangular cells (for
2D cases) which may be handled efficiently only by an unstructured flow solver.
All variations of cut-cell approaches share the following common features:
(1) Cut-cells identified: cut-cells by immersed boundary Γ in the Cartesian
grid are identified; intersection of Γ with the sides of these cut-cells is
determined.
(2) Cut-cells reshaped: cells cut by immersed boundary, whose cell-centers lie
in the fluid, are reshaped by discarding the portion of these cells that lies
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in the solid, resulting in the control volume of trapezoidal shape. Different
authors suggest different ways for cell reshaping. This could be done by
“merging” or “linking” cells in the vicinty of the interface.
(3) Stencils formulation: stencils are formulated based on centers of the
trapezoidal, centers of the neighboring cells and center of the interfacial
size of the trapezoidal and surrounding cells.
(4) Fluxes calculation: Mass, convective, diffusive flux and pressure gradients
on trapezoidal cell-faces of cut-cells are evaluated from the neighboring
cell-center values by employing polynomial interpolating functions. The
evaluation of those fluxes is based on the computational stencils formulated
in the previous step.
The method introduced in Ye et al., 1999 [162] is based on the concept of
“cell-merging” which means that extreme tiny cells truncated by the interface
are merged with its adjacent cells to form singular cells of trapezoidal shape.
Fig. 2.8(a) shows the regular cells far from the interface Γ and interfacial merged
cells. The formulation of computational stencil for the calculation of interfacial
flux in the trapezoidal cell with original center P is illustrated in Fig. 2.8(b).
(a) Trapezoidal cell by cell-merging. (b) Formulation of computational stencil.
Figure 2.8: Cut-cell method - Illustration for method in Ye et al.
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(a) Embedded moving bound-
ary.
(b) Zoom (1): nearly horizon-
tal boundary.
(c) Zoom (2): nearly vertical
boundary.
Figure 2.9: Cut-cell method - Freshly-cleared cells in Udaykumar’s method.
In 2001, Udaykumar [154, 155] extended the “cell-merging” method of Ye in
combination with “freshly-cleared cells” definition to moving boundary problems
in which the spatial and temporal discretization scheme is identical to that
in Ye et al [162] and the freshly-cleared cells are those inside the solid at one
time step and emerge into the fluid at the next time step. The intermediate
cell-center velocity in the freshly-cleared cell is evaluated by a 1D interpolation
function from the intermediate velocity at neighboring and boundary points
N , P and B, as shown in Fig. 2.9(b) and Fig. 2.9(c). The freshly-cleared cell
concept proposed by Udaykumar is in fact the temporary cell-merging with
a neighboring cell and this procedure is said to be analogous to the approach
taken in moving grid formulations when a new cell is inserted following mesh
refinement.
Figure 2.10: Cut-cell method - Illustration for cell-linking of Kirkpatrick.
[Figure taken from [89] with modification]
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In 2003, Kirkpatrick [89] introduced an other cut-cell approach with a novel
“cell-linking” method. The method is developed to overcome problems associated
with the creation of small cells while avoiding the complexities involved with
other cell-merging approaches. In cell-linking method, a small cut-cell in the
vicinity of the interface is linked with the adjacent cell as a “master/slave pair”
rather than merging them as a singular one as can be seen in Fig. 2.10. In the
master/slave pair of cells, the two nodes are coincident while each cell remains
a distinct entity. Fluxes, wall shear stress, volumetric and surface information
are calculated in the same way for the master and slave cells as they are for the
standard boundary cells.
Next, in 2006 Chung et al. [32], the merged-cell face is regarded as a combination
of a full-cell face and a cut-cell face, this results in a difference from the merging
method of Ye [162], see Fig. 2.11 for illustration. The efficiency of this new
cell-merging approach was proven by various test cases, including also moving
boundary. This method is said to retain the good resolution of the boundary
shape as before merging and make the stencil formulation easy and systematic,
thus enabling a straightforward extension to three dimensional space.
Figure 2.11: Cut-cell method - Illustration for cell-merging of Chung. [Figure
taken from [32] with modification]
2.4 Changing the Numerical Scheme
It is possible to take into account an embedded discontinuity in a fixed finite
element mesh by enriching the finite element shape functions. Enriched finite
element techniques are formulated based on the decomposition of the solution
into classical finite element part and enriched part. Method of enrichment
could be global enrichment or local enrichment. The global enrichment
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method was initially introduced by Mote et al. [118]. Fries et al. [54] indicates
that enrichment in the whole domain should be applied for problems involving
globally non-smooth solution such as high-frequency solutions of the Helmholtz
equation in the whole domain (see applications in papers of Babuška and
coworkers [9, 138, 139]); however this technique decreases the sparsity of the
resulting matrix as stated in Rabczuk’s report [127]. The local enrichment was
developed by Belytschko [15], following the early technique of Mote et al. [118]
and is known to be the best choice for the approximation of solution with
discontinuous characteristics in small parts, for example, kinks and singularities,
in the computational domain. The local enrichment methodologies which are
based on the Partition of Unity (PU) technique [10] retain the sparsity properties
of the original mesh could be categorized as follows:
(i) Embedded element method (E-FEM).
(ii) Generalized finite element method (G-FEM).
(iii) Extended finite element method (X-FEM).
The main difference between E-FEM and X-FEM (or E-FEM and G-FEM)
is that, the introduced internal degrees of freedom in E-FEM are eliminated
on element level while additional degrees of freedom are introduced in X-
FEM as well as G-FEM in the variational formulation and have to be solved
for. A detailed survey for E-FEM could be found in [84]. Several reviews of
generalized/extended finite element method have been discussed by Karihaloo,
2003 [86], Abdelaziz, 2008 [1] and Belytschko, 2009 [16]. Recently, two topical
reviews of such partition of unity based techniques also published by Rabczuk et
al. and Fries et al. [127, 54] in 2010. X-FEM nowadays has gained much attention
of the computational mechanics community and is continuously developed and
extended for various problems in both structured and unstructured meshes, see
in Table 2.7.
General principle of X-FEM for solving embedded geometry problems is:
(1) Embedded geometry is described by level-set method.
(2) Detect cut elements, in which enriched nodes are defined.
(3) Determine type of discontinuity involved in problem.
(4) Choose enrichment function based on type of discontinuity.
(5) X-FEM is formulated based on the chosen enriched nodes and chosen
enrichment function: X-FEM = classic-FEM + enrichment.
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2.4.1 X-FEM Formulation
In 1999, eXtended finite element method (X-FEM) was introduced by Moës
and Belytschko [116] for crack problems and has been extended to several
problem classes afterwards as described in the following Table. 2.7. The X-
FEM method in [116] is actually the improvement of the original G-FEM
introduced in Belytschko and Black [14] before. The original method treats
curved cracks by mapping the straight crack enriched field but it is not readily
applicable to long cracks as well as three dimensions. Apart from fracture
Years Authors Features
1996 Babuška & Melenk [10] PUM was introduced
1999 Belytschko & Black [14] Fracture mechanics: 2D crack-tips (G-FEM)
1999 Moës & Belytschko [116] Fracture mechanics: 2D crack-tips, crack-line
2000 Daux & Belytschko [35] Fracture mechanics: 2D branch crack-junction
2000 Dolbow & Belytschko [42] Fracture mechanics: 2D crack-tips, crack-line
2000 Sukumar & Belytschko [143] Fracture mechanics: 3D crack modeling
2001 Duarte et al. [44] Fracture mechanics: 3D crack modeling
2003 Stazi & Belytschko [137] Fracture mechanics: brittle fracture
2005 Areias & Belytschko [7] Fracture mechanics: 3D crack modeling
2005 Gasser & Holzapfel [8] Fracture mechanics: 3D crack modeling
2007 Xiao & Liu [161] Fracture mechanics: brittle fracture
2002 Chessa & Belytschko [29] Thermo-mechanics: Solidification
2002 Merle & Dolbow [111] Thermo-mechanics: Solidification
2002 Ji & Dolbow [83] Thermo-mechanics: Solidification
2001 Sukumar & Belytschko [142] Material science: material interface
2003 Moës & Remacle [115] Material science: material interface
2003 Chessa & Belytschko [28, 27] CFD: 2D two-fluid flows
2007 Groß & Reusken [70] CFD: 2D two-fluid flows
2009 Fries et al. [53] CFD: 2D two-fluid flows
2006 Legay & Kölke [98] CFD: 2D fluid-structure interaction
2008 Zilian & Legay [164] CFD: 2D fluid-structure interaction
2008 Gerstenberger & Wall [59, 58] CFD: 2D fluid-structure interaction
2010 Gerstenberger & Wall [57, 158] CFD: 3D fluid-structure interaction
2004 Vigneron and Warfield [156] Biomechanics: surgical simulator
2007 Smith and Chopp [136] Biomechanics: biofilm growth
2008 Duddu and Chopp [45] Biomechanics: biofilm growth
2009 Jerabkova and Kuhlen [82] Biomechanics: Surgical simulator
Table 2.7: Extended finite element method - Development of X-FEM.
mechanics, X-FEM is also widely used in various engineering application such
as material modeling, thermo-mechanics (for solidification simulation) as well
as fluid mechanics. Variations of X-FEM method were studied by such well-
known authors as Belytschko, Moës, Dolbow and coworkers during the years
1999 and 2000s with the basic idea based on the PU technique in order to
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modify of the standard numerical method with local enrichment in the basis
function in combination with level-set method for solving problems with large
discontinuities or singularities.
Formulation of X-FEM is based on the separation of the approximation into
classical shape functions and the local enrichment functions in the vicinity of
singularities and discontinuities. Approximation uh(x) of solution u(x) therefore
consists in two parts:
uh(x) =
∑
i⊂I
Ni(x)ui︸ ︷︷ ︸
standard FE
+
∑
i∗⊂I∗
ui∗Ni∗(x)F (x)︸ ︷︷ ︸
local enrichment
, (2.32)
where:
• x = (x, y, z) is the spatial position,
• I is the set of all nodes in the entire domain,
• I∗ ⊂ I is the subset of enriched nodes,
• ui is the unknown of the standard finite element part at node ni,
• ui∗ is the unknown of the enrichment at node ni∗ ,
• Ni(x) is the standard finite element function,
• Ni∗(x) is the partition of unity function:∑
i∗⊂I∗
Ni∗(x) = 1, (2.33)
• F (x) is the global enrichment function.
The local enrichment function of enriched node i∗ ⊂ I∗ is of the form:
Mi∗(x) = Ni∗(x) · F (x). (2.34)
2.4.2 Choice of Enrichment Nodes
The embedded circle inside a computational domain discussed in previous section
is now recalled for illustration of choosing enrichment nodes in X-FEM method.
The embedded circle Γ is centered at (x0, y0) with radius R is presented by
a zero distance level-set function φ(x). In Fig. 2.12, the discontinuity of the
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Figure 2.12: Extended finite element approach - Illustration for enriched
nodes.
embedded geometry Γ which does not fit the Cartesian grid is described as a
dashed line, Γ separates the entire domain Ω into two subdomains Ω− and Ω+.
Enriched nodes are chosen based on considering cut elements by Γ which is
represented as shaded ones in Fig. 2.12 or in Fig. 2.15. The cut elements contain
enriched nodes of which the basis function should be locally modified. Assume
that I is the set of all nodes distributed over the entire domain Ω and I∗ is a
set of enriched nodes of all cut elements, therefore I∗ is a subset of I or I∗ ⊂ I.
Figure 2.13: Extended finite element approach - Cut elements by embedded
interface Γ: reproducing elements and blending elements. [Figures taken from
Fries et al. [54]]
Next, it is also important to know that, in X-FEM cut elements are sorted as
reproducing elements and blending elements. All nodes of each reproducing
element are in the nodal subset I∗ while only some nodes of the blending element
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are in the nodal subset I∗, see in Fig. 2.13 for illustration. In reproducing
elements, functions Ni∗(x) build a partition of unity and as a result, the global
enrichment function F (x) can be reproduced exactly. Besides this, F (x) cannot
be represented exactly in blending elements since Eq.(2.33) is not fulfilled for
those elements.
2.4.3 Choice of Enrichment Function
In most of engineering fields, embedded geometries indeed involve large
discontinuity or singularity of solution in the computational domain. Fries
et al. [53, 54] categorizes discontinuities into strong and weak as illustrated in
Fig. 2.14 and also suggests a typical rule for choosing a corresponding enrichment
function. Such categories make it easy to define a proper enrichment function
F (x) for each type of problems.
(a) Strong discontinuity. (b) Weak discontinuity.
Figure 2.14: Extended finite element method - Illustration for strong
discontinuity and weak discontinuity. [Figures taken from Fries et al. [54]]
A review for all alternative choice of F (x) by different authors will be discussed
separately in different fields of application in the next sections which is shown
to be consistent with the following suggestion by Fries and Belytschko [54]:
• Weak discontinuities: in case of jump in the gradient of solution or
singularity such as crack tips, the level-set function φ(x) is used to develop
the local enrichment function and the typical choice for F (x) is the abs-
function of φ(x).
F (x) = abs(φ(x)) = |φ(x)| (2.35)
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Problems involving in weak discontinuities could be found in [142, 17, 115]
and will be discussed in detail later.
• Strong discontinuities: in case of jump presented in the solution, the
sign-function φsign(x) or the Heaviside-step-function φH(x) of the level-set
function is chosen for the global enrichment function F (x):
F (x) = φsign(x) =

−1 if φ(x) < 0,
0 if φ(x) = 0,
1 if φ(x) > 0.
(2.36)
F (x) = φH(x) =
 0 if φ(x) ≤ 0,1 if φ(x) > 0. (2.37)
Examples for such kind of problems can be found in [14, 116, 143].
2.4.4 X-FEM Applications
Fracture Mechanics
In fracture mechanics, crack development problems are typical examples
involving both weak discontinuity and strong discontinuity. Employing X-
FEM for solving crack propagation, one should consider to locally enrich the
standard finite element approximation for the following subregions related to
crack growth:
(i) Crack-tips (singularity as weak discontinuity),
(ii) Crack-line (jump in displacement field as strong discontinuity),
(iii) Crack-junction in intersecting cracks (singularity as weak discontinuity).
A detailed analysis involving in handling near-tip, near-junction and along-crack
regions can be found in papers of Belytschko and coworkers [14, 116, 42, 143,
35, 17]. History overview for the development of X-FEM in this application
field is briefly discussed as follows.
First of all, in the year 1999 Belytschko [14] developed a G-FEM approach for
the purpose of single crack modeling with enrichment function introduced
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for crack-tip nodes only. Afterwards, the method is extended and modified to
X-FEM by Moës et al. [116] and treats both singularity at crack tips as well
as jump along crack-line. Other variations of this could be found in [42, 143].
In this thesis, we rewrite the general X-FEM formulation in Eq. (2.32) for a
single-crack consisting two crack-tips and one crack-line shown in Fig. 2.15(a):
uh(x) =
∑
i⊂I
Ni(x)ui︸ ︷︷ ︸
standard FEM
+
∑
i∗⊂I∗0
ai∗Ni∗(x)H(x)︸ ︷︷ ︸
crack-line
+
∑
i∗⊂I∗
K
Ni∗(x)
 4∑
j=1
aKj F
K
j (x)

︸ ︷︷ ︸
crack-tip K
,
(2.38)
where:
• I∗ = I∗0 ∪ I∗K : set of enriched nodes, consisting nodes along the crack and
in the vicinity of the crack-tips (K = 1, 2 for a single crack).
• H(x): Heaviside function used for modeling the discontinuity along the
crack where the jump in the solution is present.
• FKj (x) = FKj (r, θ): near-tip enrichment functions was introduced by
Belytschko and coworkers [14, 116, 143] and later was modified by Dolbow
et al. [42]. Both original and modified formulas are shown in the following
equations:
FKj (x) =
{√
r cos θ2 ,
√
r sin θ2 ,
√
r sin θ2 sin θ,
√
r cos θ2 sin θ
}
, (2.39)
FKj (x) =
{
R(xˆ)H(x),
√
r cos θ2 ,
√
r sin θ2 sin θ,
√
r cos θ2 sin θ
}
. (2.40)
In the above equations, (r, θ) are polar coordinates for crack tips and R(xˆ) =
R(xˆ, yˆ) is the smooth “ramp” function of the mapped coordinates in the crack
tip frame (xˆ, yˆ). The purpose of using “ramp” function in conjunction with the
jump function H(x) in Dolbow et al. [42] is to avoid mapping requirement to
align the discontinuity with the crack edges and this approach could be easily
extended to 3D crack propagation problems.
After that, Daux and Belytschko [35] extends the method for cases of multiple
branched crack. Assuming that a simple model of multiple branched crack
consists three tips B, C, D and one join A as shown in Fig. 2.15(b). Daux et
al. [35] suggest to simplify the complex intersecting crack as the main crack
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Figure 2.15: Extended finite element approach - Illustration for modeling
of (a) single crack and (b) crack junction.
BAC with connected secondary crack AD and crack-junction A. A new
junction enrichment function J(x) is then introduced for enriched nodes near
the joining region around A. The jth embedded crack-junction is now easily
handled with the following enrichment formulation:
uh(x)junction =
∑
i∗⊂I∗4
ai,jNi∗(x)Jj(x)︸ ︷︷ ︸
jth−junction
, (2.41)
where ai,j are the corresponding additional degrees of freedom for the enrichment
of the jth junction and I∗4 is the subset of all nodes around the crack-join A.
Eq. (2.38) can be used for the above crack model with K = 1, 2, 3 for three tips
B, C, D, and enriched term shown in Eq. (2.41) should be added in addition to
account for the existing junction A. Other approaches for modeling branched
cracks are discussed by Belytschko [17] and Karihaloo [85].
For 3D crack propagation model, X-FEM methods are also extended by Duarte
et al. [44], Areias and Belytschko [7] as well as Gasser and Holzapfel [8]. Besides
this, brittle fracture model can be found in Stazi et al. [137] and Xiao et al. [161].
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Composite Material Science
In composite material science, a first choice for the enrichment function in
modeling material interfaces is the abs-function of the level-set φ(x) representing
the interface:
F (x) = |φ(x)|. (2.42)
Other modified enrichment functions could be found in Sukumar and
Belytschko [142] as well as in Moës and Remacle [115]. There, holes, inclusions
and microstructure geometry of the material interface are modeled in X-FEM
using enrichment function given in Eq. (2.43) and Eq. (2.44), respectively.
F (x)Sukumar = |φ(x)| =
∣∣∣∣∣∑
i⊂I∗
φi(x)Ni(x)
∣∣∣∣∣ (2.43)
F (x)Moes&Remacle =
∑
i⊂I∗
|φi| −
∣∣∣∣∣∑
i⊂I∗
φiNi(x)
∣∣∣∣∣ (2.44)
Thermo-Mechanics
In thermo-mechanics, solidification or phase change problem was studied by
Chessa and Belytschko [29] as well as Merle and Dolbow [111] to prove that
X-FEM could capture well the local solution near the singularity, e.g. moving
heat source, or the discontinuity in temperature gradient. The global enrichment
function used by Chessa et al [29] for enriched node ni ⊂ I∗ is based on the
abs-function |φ(x, t)| for modeling the weak discontinuity relating on jump of
solution gradient as follows:
Fi(x, t)Chessa = Ni(x)
(
|φ(x, t)| − |φ(xi, t)|
)
. (2.45)
Also, Merle & Dolbow [111] showed the capability of X-FEM in solving 1D
thermal problems with x1D = (x) and the resulting 1D level-set function is
φ(x, t)1D = φ(x, t). The first example involving moving heat source s as a
singularity, which is considered as weak discontinuity. The moving position
of the heat source is defined as xs(t) and the sign-distance level-set function
becomes φ(x, t) = x−xs(t). Exponent function of φ(x, t) in Eq. (2.46) is chosen
for the global enrichment function:
F (x, t)Merle = e−|φ(x, t)|2 . (2.46)
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However, Merle showed that the choice of the enrichment function also affects
the accuracy of the results in the second example for 1D two-phase Stefan
problem. Normally, for such weak discontinuity in the gradient of temperature
field, the 1D abs-function |φ(x, t)| discussed above is chosen for the enrichment.
Merle emphasises the ability of X-FEM for capturing the local solution at
the phase boundary in choosing enrichment function by giving a comparison
of solution using alternative enrichment function F (x, t) = 1 − |φ(x, t)| and
Heaviside enrichment function F (x, t) = H(φ(x, t)) in modeling the temperature
jump across the interface. And as a result, solutions based on step enrichment
functions are more accurate than the others.
Computational Fluid Dynamics
The other variation of X-FEM was firstly introduced by Chessa and
Belytschko [28, 27] in 2003 for solving two-phase fluid flow problems in
which weak discontinuity in derivative of the velocity field is enriched with
abs-function. Chessa et al. [27] improves the method by treating the blending
elements so that the gradient of velocity enrichment is minimized and extends
to two-phase flow problems with surface tension. The approximation of the
global enrichment function for enriched node ni ⊂ I∗ used by Chessa et al. is
of the form:
Fhi (x, t)Chessa = |φh(x, t)| − |φh(xi, t)|, (2.47)
where φh(x, t) is the approximation of the level-set function by a standard finite
element basis.
Figure 2.16: Extended finite element approach - Two-phase flow simulation
by Chessa et al. [27].
Groß and Reusken [70] do not enrich the velocity but step-enriched pressure
fields were used for problems with surface tension while Fries et al. [53] enrichs
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both velocity and pressure fields. An intrinsic X-FEM approach is introduced
for capturing the discontinuities of velocity and pressure field in the vicinity
of the interface between two fluids by employing special enrichment shape
functions.
Later, other authors are also successful in solving fluid-structure interaction
(FSI) problems involving both weak discontinuity in gradient of velocity field
and strong discontinuity in pressure field with X-FEM as can be seen in
Gerstenberger [59, 58, 57, 158], Legay [98, 164] and Wagner [157]. In FSI
problems, the strong discontinuity of pressure field and the weak discontinuity
presented in the velocity gradient across the fluid-solid interface is handled by
combining the enriched Eulerian fluid field with the Lagrangian structural field.
All approaches introduced in Legay et al [98] and Gerstenberger [59, 58, 57, 158]
share common features, which are:
(i) Extra penalty term in the weak form of momentum equation for enforcing
the continuity of velocity on the interface,
(ii) Lagrange multiplier is employed together with a penalty parameter scalar
β, see in [97] for more detail,
(iii) Both velocity and pressure fields are enriched by proper enrichment
functions.
In Legay and Kölke [98], the strong discontinuity of pressure field is taken into
account by enrichment of sign-function of the level-set:
F (x, t)pres = sign(φ(x, t)) =

+1 ∀ x ∈ Ωfluid,
0 ∀ x ∈ Γ,
−1 ∀ x ∈ Ωsolid,
(2.48)
which is of Heaviside-like type while solution of velocity field which is weakly
discontinuous in the gradient is enhanced by a abs-function which is a “ramp-like”
function:
F (x, t)vel = |φ(x, t)|. (2.49)
Approximation for pressure field p(x, t) and velocity field u(x, t) are represented
as:
ph(x, t) =
∑
i⊂I
Ni(x)pi +
∑
i∗⊂I∗
pi∗Ni∗(x) · sign
(
φ(x, t)
)
, (2.50)
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(a) 2D transient flow simulation: pressure field for translating immersed structure. [Figures
taken from Legay et al. [98]]
(b) 2D transient flow simulation: pressure field for immersed rotor shapes. [Figures taken from
Zilian et al. [164]]
(c) 3D stationary flow simulation: flow field through a channel
with an immersed flexible structure. [Figures taken from
Gerstenberger [57]]
Figure 2.17: Extended finite element approach - Fluid structure interaction
simulations by different authors.
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uh(x, t) =
∑
i⊂I
uiNi(x) +
∑
i∗⊂I∗
ui∗Ni∗(x) · |φ(x, t)|, (2.51)
where pi∗ , ui∗ are respectively additional degrees of freedom for pressure and
velocity at enriched node i∗ ⊂ I∗.
After that, Zilian and Legay [164] modified the jump-type enrichment function
F (x, t) as function of the sign(φ(x, t)):
F (x, t) = 12
(
1− sign
(
φ(x, t)
)
· sign
(
φ(x, t)
))
(2.52)
for both velocity and pressure enrichment of the fluid domain.
All above enhanced formulations for the strong and weak discontinuities is in
consistent with suggestion of Fries et al. [54] and were proven to be able to solve
2D FSI problems. However, Gerstenberger and Wall [59, 58, 57, 158] found that
replacing the original sign-function by a Heaviside-step function
F (x, t) = H(x, t) =
 +1 ∀ x ∈ Ω
fluid
0 ∀ x ∈ Ωsolid
(2.53)
forces the velocity and pressure in the solid domain Ω− to become zero at
all times and consequently, all degrees of freedom of interior and intersected
sub-elements inside Ω− could be safely removed, improving computational cost
especially in case of significant space occupied by a large embedded structure.
The resultant enriched solution is given by:
ph(x, t) =
∑
i⊂I
Ni(x)pi +
∑
i∗⊂I∗
pi∗Ni∗(x) ·H(x, t), (2.54)
uh(x, t) =
∑
i⊂I
Ni(x)ui +
∑
i∗⊂I∗
ui∗Ni∗(x) ·H(x, t). (2.55)
This approach was developed and validated for 2D FSI benchmarks shown
in [59, 58] while its extended version to 3D cases can be found in [57, 158].
Biomechanics
Finally, X-FEM has recently also been proved to be an effective tool for
simulation in the field of biomedical application. Studies reported by several
authors could be found in [156, 136, 45].
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In conclusion, X-FEM has been proven to be efficient in modeling engineering
problems with large discontinuities and singularities. One of possible advantages
given by the method is that, it could give a sharp immersed interface by
introducing proper enrichment function in addition to the standard finite
element approximation so that the discontinuity in the quantity field or in the
gradient of quantity field can be captured within elements in the vicinity of the
embedded interfaces.
2.5 Changing the Computational Mesh
Trying to deal with immersed boundaries through meshing may seem
contradictory with one of our previous statements that claimed that remeshing
is too costly and should be avoided. We have to figure out that, if a clean
representation of the embedded surface is absolutely required, then, remeshing
is mandatory. In all non mesh-based approaches that have been presented
above, approximations on the geometry of embedded parts is indeed accepted.
We either smooth the interface or represent it as a level-set that is discretized
on a mesh. In mesh-based approaches for embedded geometries, we also accept
that embedded parts are not exactly represented, which allows fast and robust
remeshing.
2.5.1 Monolithic Immersed Volume Method
General Principle
All methods listed above require extra forcing term or modification in
the numerical scheme, besides this there exist also a so-called monolithic
immersed volume approach which is based on the modification of the
computational mesh and is introduced by Hachem and Coupez in [71, 74] for
solving conjugate-mixed convection problems involving solid-fluid interface.
“Monolithic” itself implies that the method treats the whole computational
domain including embedded solid domain as one composite domain. Solid is
therefore considered as fluid with assigned density and viscosity. This technique
is Eulerian and requires no extra forcing term nor modification in the finite
element basis. The general principle of this technique is:
(1) Repesent the embedded geometry Γ by a level-set φ(x),
(2) Generate anisotropic adaptive mesh elements in the vicinity of Γ,
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(3) Use mixing law for assigning physical properties in separated domains,
(4) Solve the problem for solution fields over the entire domain.
A very simple example involving heat transfer in an enclosure under boundary
condition published in [71, 74] is recalled in this part as can be seen in Fig. 2.18(a)
for explanation. The embedded no-slip solid wall of thickness L/4 is modeled
by immersed volume in a domain of size [1.25L×L]. The embedded interface is
represented by signed distance level-set function in combination with anisotropic
mesh adaptation illustrated in Fig. 2.18(b) and then smeared out without any
modification in the governing equation.
The key feature of this method is to use to assign high viscosity (µsolid =
8000 · µfluid) and high thermal conductivity (ksolid = 106 · kfluid) for the solid
domain. This allows to fulfill the no-slip wall boundary condition on the rigid
interface and zero temperature gradient over the immersed solid wall.
The two subdomains with different assigned physical properties are treated
as one composite domain using mixing law and the fluid-solid interface is
smeared out over a given thickness. The density and viscosity are mixed using
linear mean formulation:
ρ = ρfluid ·H(φ(x)) + ρsolid ·
(
1−H(φ(x))
)
,
µ = µfluid ·H(φ(x)) + µsolid ·
(
1−H(φ(x))
)
,
(2.56)
while the heat conductivity is mixed using harmonic mean formulation in order
to handle the abrupt changes in the material properties:
k =
(
H(φ(x))
kfluid
+ 1−H(φ(x))
ksolid
)−1
, (2.57)
where:
• ρfluid and ρsolid are density of fluid and solid, respectively,
• µfluid and µsolid are dynamic viscosity of fluid and solid, respectively,
• kfluid and ksolid are thermal conductivity of fluid and solid, respectively,
• H(φ(x)) is the smoothed Heaviside function over a narrow band 2ε =
O(hnΓ) with mesh size in normal direction to Γ denoted as hnΓ, normally
sine-approximation in Eq. (2.25) is employed.
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This approach is conducted in combination with anisotropic mesh adaptation
in order to minimize error due to regularization. In general, mesh is generated
for the entire domain with anisotropic elements stretching along the interface
shown in Fig. 2.18(b) for large error occur in the vicinity of the embedded
interface which is of mesh size order.
A zoom of interface mesh refinement is shown in Fig. 2.19. The “solid” domain
in the Figure is shaded and the thickness e = 2ε of the “fluid-solid” interface
includes several element layer.
(a) Conjugated heat transfer problem. (b) Anisotropic computational mesh.
(c) Streamlines. (d) Temperature distribution.
Figure 2.18: Monolithic immersed volume method - Computational mesh
and smooth solution over the entire domain. [Simulation done by Hachem et
al. [71]]
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Figure 2.19: Monolithic immersed volume method - Zoom of mesh
refinement in the vicinity of interface. [Figure taken from Hachem et al. [71]]
The monolithic method leads to a diffuse interface similarly to the immersed
boundary methods with continuous forcing approach. Solutions shown in
Fig. 2.18(c) and Fig. 2.18(d) are solved over the entire domain and smoothed
across the interface. Error due to regularization was discussed analytically by
Tornberg [149] and in references therein and is studied numerically in detail
next.
Regularization Error
Hachem et al. [71, 74] was successful in applying the IVM for solving fluid
structure interaction (FSI) problems or other fluid flow problems in coupling
with heat transfer. The IVM method in particular and other diffused interface
methods in general smear out the interface over a layer of mesh element.
However, smoothing error in those approaches seems not to be reported yet.
Thus, it is worth to study the error due to regularization and this section is
devoted for a detail analysis of error due to regularization.
Error due to regularization was analytically analyzed in detail in a series of
papers by Tornberg et al. [147, 148, 149, 150]. Different kinds of error which
affects the total error were discussed, with the emphasis on analytical error
distributed across the smoothing band of width 2w as can be found in the
mentioned publications. The total error consists of numerical error in the bulk
region and error due to regularization in the vicinity of the embedded interface,
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denoted as Γ:
Esmoothtotal = Ebulk + EnumΓ + EanaΓ︸ ︷︷ ︸
EΓ
. (2.58)
The analytical error is made when replacing a discontinuous function by a
smoothing approximation while numerical error is made from the integration
of the smoothing function. Tornberg employed the definition of moments of a
function, see in Eq. (2.59), to analyze the analytical error in the integration with
regularized integrands, e.g. for a discontinuous function or a singular function,
see in Chapter 4 in [147] for a detailed explanation.
Mα =
∫ w
−w
E(t)tαdt, (2.59)
where E(t) = H(t) − Hw(t) is the error function, Hw(t) is the smooth
approximation of function H(t) over a transition band [−w,w] and α is the
number of vanishing moments of the error function. Based on the choice of the
transition function as a fifth order polynomial and the choice of the number of
vanishing moments as α = 0, .., 2, as suggested by Tornberg, the optimal order
of convergence for the analytical error can be recovered.
Let us conduct a numerical error analyze for IVM method to motivate the
need for using adaptive mesh refinement near the interface. A convergence
test for a simple problem of steady heat conductivity over a unit domain
Ω = [0, 1]× [0, 1] is studied, see in Fig. 2.20 for illustration.
Figure 2.20: Heat conductivity - Computational domain with embedded solid
wall.
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The constitutive heat equation is given as:
d2T
dy2
= − s
k
, (2.60)
where s is the heat source and k is the heat conductivity.
The whole domain described in Fig. 2.20 includes a thick wall of thickness 1/3
on one side in which heat transfer is not desired to be taken into consideration.
The interface Γ which separates the entire domain Ω into two subdomains Ω−
and Ω+, now becomes the embedded boundary Γ and can be represented by a
distance level-set function φ(x, y) = y − 1/3.
(a) Smoothed heat conductivity. (b) Smoothed temperature distri-
bution.
Figure 2.21: Heat conductivity - Smoothed heat conductivity and smoothed
solution.
Boundary conditions are assigned with temperature T = Twall and T = T0
at y = 0 and y = 1, respectively while the rest is set as adiabatic wall with
homogeneous Neumann boundary condition ∂T/∂n = 0. Physical property as
heat conductivity k+ = 1 is assigned for the fluid subdomain while an extreme
large value k− = 106 is assigned for the solid wall to result in a nearly zero
temperature gradient over the solid region. Heaviside function is used to smear
out k− and k+ across Γ. The width of the transition zone is chosen as 2ε and
a sine-approximation is used to smooth the Heaviside function, similarly to
chosen parameters given in [71, 74].
The expected solution for heat distribution in y−direction with maximal
temperature Tmax at the middle line x = 1/2 is shown in Fig. 2.21(b) and is
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described by the following analytical formular:
T − Tmax
Twall − Tmax =
(
y
L/2 − 1
)2
. (2.61)
Firstly, error analysis is carried out using monolithic approach on uniform
refined meshes. Monolithic solution will be compared with body-fitted mesh
solution and tabulated in Fig. 2.24(a). The starting mesh (l = 0) with initial
mesh size h0 = 0.05 should be successively refined by a refinement factor r = 2,
resulting in the finest mesh (l = 3) with h3 = h0/r3 = 0.00625.
(a) h0 = 0.05 (b) h1 = 0.025 (c) h2 = 0.0125 (d) h3 = 0.00625
(e) ε0 = 0.1 (f) ε1 = 0.1 (g) ε2 = 0.1 (h) ε3 = 0.1
(i) ε0 = 2h0b = 0.1 (j) ε
1 = 2h1b = 0.05 (k) ε
2 = 2h2b = 0.025 (l) ε
3 = 2h3b = 0.0125
Figure 2.22: Heat conductivity - Regularization error analysis using different
mesh size (l = 0, .., 3).
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(a) h3 = 0.00625 (b) h3 = 0.00625 (c) h3 = 0.00625 (d) h3 = 0.00625
(e) ε3 = 0.1 (f) ε3 = 0.05 (g) ε3 = 0.025 (h) ε3 = 0.0125
Figure 2.23: Heat conductivity - Regularization error analysis using constant
mesh size (l = 3).
Simulations are carried out on different refined meshes. The coarsest mesh
size is h0 = 0.5 and the refinement factor is r = 2; therefore mesh size at each
refinement level l is determined as hl = h0/2l. We analyse the following errors:
(1) bulk error over the entire domain due to discretization (Ebulk).
Simulation is done on conformal mesh in order to study the discretization
error in the bulk. A series of four successively refined meshes with coarsest
size h0 = 0.5 and hl = h0/2l, l = 0, .., 3, is used. Numerical error is
integrated over the entire domain and reported in the second column
bounded by the yellow dashed line as shown in Fig. 2.24(a).
(2) numerical error within the regularization band (EnumΓ ). Regular-
ization technique with constant smoothing band εl = 0.1, l = 0, .., 3, is used.
Four isotropic successively refined meshes shown in Fig. 2.22(a)- 2.22(d)
are used, starting with the coarsest mesh size h0 = 0.5. Fig. 2.22(e)-
2.22(h) illustrate the smoothed heat conductivity on four refined meshes
with a constant regularization band. Errors are listed in the third column
which is bounded by the blue dashed line in the table shown in Fig. 2.24(a).
(3) convergence of analytical error due to regularization with respect
to the mesh size (EanaΓ vs h). The width of the smoothing band is
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proportional to the mesh size; in the other words, ε is always kept as
a function of mesh size εl = 2hl during mesh refinement. Four refined
meshes in Fig. 2.22(a)- 2.22(d) are employed again for this convergence
analysis. However, the smoothing band is refined instead of keeping
constant. The corresponding smoothed heat conductivity k are presented
in Fig. 2.22(i)- 2.22(l). Results are shown in the shaded diagonal cells in
the table of Fig. 2.24(a).
(4) convergence of analytical error due to regularization with respect to
the smoothing band (EanaΓ vs ε). In order to do this, a constant mesh
size is used while four different values are set for ε. In this case, the finest
mesh is chosen as h3 = 0.00625 to be sure that bulk error is negligible
(Ebulk << EΓ). Different smoothing bands ε3 = 0.1, 0.05, 0.025 and
0.0125 are used in turn for simulation as illustrated in Fig. 2.23. Meshes
shown in Fig. 2.23(a)- 2.23(d) are in fact the finest mesh (l = 3). They are
presented together with the corresponding different smoothing band in
Fig. 2.23(e)- 2.23(h) below them for the purpose of easy observation only.
Obtained results are shown in the last bottom row with solid bounding
line.
Regularization error analysis reported in Fig. 2.24(a) seem to be consistent with
results pubished in Tornberg et al. [147, 148, 149, 150] and can be explained as
follows:
(i) Second column representing bulk error which is much smaller than error
in smoothing technique. Results show an optimal second order rate of
convergence Ebulk = O(h2b). Also, it can be said that regularization error
occuring in the vicinity of Γ dominates discretization error occuring over
the entire domain: Ebulk << EΓ.
(ii) Third column showing errors with constant regularization band (ε =
const.) which seem to be constant for all mesh size. We can say that
numerical error within smoothing band is negligible compared to analytical
error due to regularization: EnumΓ << EanaΓ .
(iii) Diagonal cells showing that if smoothing band is always kept as εl = 2hl
during mesh refinement, results shows a poor first order accuracy or
EanaΓ = O(h1).,
(iv) Bottom line showing that the accuracy is of first order EanaΓ = O(ε1).
Finally, the rate of convergence based on tabulated errors is plotted in
Fig. 2.24(b) and Fig. 2.24(c). The convergence plots show poor rate of
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(a) Error analysis using regularization technique and body-fitted mesh for comparison.
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(b) Rate of convergence with respect to mesh size h.
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(c) Rate of convergence with respect to smoothing band ε.
Figure 2.24: Heat conductivity - Error analysis on uniform refined meshes
using regularization technique and body-fitted mesh for comparison.
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convergences O(ε1) and O(h1) on uniform refined meshes with linear finite
elements (p = 1).
As a result, if the smoothing band ε is always set as a constant number of
element layers near the interface, one should refine mesh as follows in order to
recover the optimal rate of convergence:
rε = rp+1b
ε = O(hnΓ)
⇒ rnΓ = rε = rp+1b , (2.62)
where rb is the refinement factor in the bulk, rε is the refinement factor within
smoothing band ε, rnΓ is the refinement factor in normal direction to Γ in
smoothing band, hnΓ denotes mesh size in normal direction in the vicinity of Γ,
p is the finite element order.
In Eq. (2.62), the refinement factors of the regularization band in the normal
direction to Γ is determined based on the order p of finite elements such
that optimal rate of convergence can be obtained for any finite element order
p. This explains why adaptive mesh refinement in the vicinity of Γ is used
in order to reduce the smoothing region to a narrow band. Moreover, using
anisotropic adaptivity instead of isotropic adaptivity is more efficient in reducing
computational cost while still improving the accuracy of the method.
2.5.2 A New Approach: “Nearly” Body-Fitted Meshes
In this section we will motivate our new approach. We will discuss the drawbacks
of the existing approaches, and explain how our new method could avoid them.
Let us start by discussing several numerical issues encountered with the methods
based either on a modification of the mathematical model or a modification of
the numerical scheme. Here are the main issues:
• Fine Cartesian grid size (∆h): immersed boundary methods with
continuous forcing approach discussed before are proven to be a good
choice for any kind of complex geometries in low-Reynold number flows.
The first drawback of the method is the requirement of fine grid size. The
reason for this is the decrease of the boundary layer thickness compared
to the characteristic length of the immersed solid body for fluid flow at
moderately high Reynold number [113]. As a result, the requirement for
grid refinement in order to capture well the boundary layer in Cartesian
grid poses the issue of increasing computational cost.
This problem is known as a typical drawback of the immersed boundary
method on a non-conformal Cartesian grid when the boundary layer
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thickness becomes small compared to the characteristic length δ  L of
the immersed body with increasing Reynold number Re for the grid-size
ratio scales with Re1.0 and Re1.5 for 2D and 3D body, respectively as
explained in detail in [113]. One example for this can be found in Le et
al. [93] in which extreme small grid size (∆h = 0.00521) is employed for
simulating flow over sphere at Reynold number up to Remax = 300 on a
Cartesian grid. This choice results in the huge number of mesh elements.
• Small time step size (∆t): as one result of small grid size, the need
for a very small time step is required with explicit time integration. Also,
the following approximate stability limit for the time step was discussed
in [69] in which the spectral solver was employed:
∆t = −β −
√
(β − 2αk)
α
, (2.63)
where k is a problem dependent constant of order one and α, β are the
negative constants of the forcing terms mentioned in the previous section.
The time step ∆t is restricted to a small value due to the requirement of
large value of the constant α and β.
• Stability issue: accurately enforcing the boundary conditions of rigid
bodies requires large value of parameters introduced in the extra forcing
terms such as spring stiffness, permeability or shear stress imposing in
solid domain. This could lead to stiffness or severe stability problem as
discussed in [113] and references mentioned therein.
For examples, as discussed by Mittal and Iaccarino, in the spring model
of Beyer and Leveque [20] or Lai and Peskin [92] a large value of spring
constant kspring is required to avoid spurious elastic effects such as
excessive deviation from the equilibrium location. This results in a stiff
system of equations that is subject to stability constraints.
Besides this, in the virtual boundary model of Goldstein [69], large values of
α and β in Eq. (2.11) required for accurately enforcing boundary conditions
in highly unsteady flows to avoid representing a damped oscillator also
lead to stability problems as pointed out in [113] and in references therein.
Also, in the porous medium model of Angot and Khadra [87], the ratio of
permeabilityKsolid/Kfluid = 105 is considered to be small enough in order
to model well an immersed solid with zero porosity. Similarly, high ratio of
heat conductivity and viscosity in the immersed volume method [71], e.g.
ksolid = 106 · kfluid and νsolid = 8000 · νfluid, respectively are employed
for modeling the embedded no-slip wall in the computational domain. As
a result, those methods are subject to stiffness problems associated with
large variations in the imposed values (K, k or ν).
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In cut-cell method, truncating and reshaping cells results in extreme small
grid cells, which has a negative impact on numerical stability; therefore,
merging-cell or linking-cell is required to overcome such problem.
• Computational cost: the requirement of fine grid size for accurately
capturing the boundary layer in the vicinity of the interface as discussed
above makes those methods expensive. Besides this, the embedded
boundary (EBM) and embedded domain (EDM) methods need the solution
on the entire domain, including regions that are not of interest. In case
the immersed volume is large, the calculation over the whole domain also
contributes to the high computation cost.
• Diffuse interface: above all, most of methods employing continuous
forcing, with the exception of Glowinski’s Lagrange method, blur the
interface, leading to a diffuse interface of finite thickness which explains
why all methods in this category are also called as diffuse interface
approach. Moreover, due to the diffuse interface this method seem to be
challenging in case of high Reynold number in which the boundary layer
becomes very small. Thus, the smoothing band is required to be much
smaller than the thickness of the boundary layer (ε << δBL) in order to
be sure that the boundary layer can be resolved accurately.
• Deep modification of the FE kernel: one of the strong points when
applying X-FEM is that one could save a lot of time for mesh generation
and in addition, if Cartesian grids are used, solutions tend to converge
better on such kind of mesh. However, instead of using a proper mesh,
the complexity in treating boundaries is now handled by the solver which
requires a deep modification in the finite element kernel. Besides, the
numerical integration scheme needs to be modified for the elements cut
by the cracks since the standard Gauss quadrature does not adequately
integrate the discontinuous field [116]. This can be done by identifying
elements intersected by the cracks, those cut elements are then triangulated
as illustrated in Fig. 2.25. Although the additional integration points are
used for the integration purpose only and does not result in any additional
degrees of freedom, remeshing task involving triangulation in the
vicinity of the crack still cannot be avoided. As the result, the
concept of “without remeshing” which is usually mentioned as a distinct
advantage of the method in [116] becomes wrong in the context of reducing
meshing work.
• Immersed volume method (IVM): finally, some drawbacks of IVM,
the only mesh-based method so far, are also discussed here. The key
features of this method are anisotropic adaptive mesh generation in
the vicinity of the embedded interface in combination with mixing law
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Figure 2.25: Extended finite element approach - Cut elements are
triangulated for the integration purpose.
to handle the discontinuity in physical properties imposed for different
domains. Similarly to other immersed boundary and fictitious domain
methods, this monolithic approach also blurs the immersed interface and
large discontinuities of imposed physical quantities could pose stability
issue as observed in other continuous forcing approaches. The method
also takes the entire computational domain for solution calculation, this
could become quite expensive for the case of large embedded solid domain.
Our new approach will be based on a modification of the computational mesh
such as the IVM method. IVM is not a purely mesh-based technique for mixing
law is necessary for assigning physical quantities over the entire composite
domain. Contrary to this technique, our approach does not diffuse the interface.
Indeed, we impose Dirichlet boundary conditions on the embedded interface in
a strong manner rather than by assigning physical properties.
Next, the idea for using approximation Γ∗ of embedded geometry Γ comes
from observing the refined region in the vicinity of Γ in IVM. Error analysis
in Section 2.5.1 gives the explanation for the need of employing anisotropic
adaptive elements near the interface for recovering optimal convergence in IVM.
During anisotropic mesh adaptivity, the edges of cut elements become stretched
along the virtual interface Γ. Therefore, on a given anisotropic adaptive mesh
with mesh size in the normal direction to Γ is small enough, Γ∗ becomes a good
approximation of Γ. Splitting technique for creating Γ∗ will be discussed later
in Chapter 3 and this leads to the definition of “nearly” body-fitted mesh.
The numerical procedure of “nearly” body-fitted mesh approach uses the
following 5 steps:
(1) Use a level-set method to describe the embedded interface Γ,
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(2) Use anisotropic adaptive mesh generation,
(3) Split the mesh at elements crossed by the immersed boundary, resulting
in a replaced interface Γ∗,
(4) Impose boundary condition on the replaced interface in a strong manner
by nodal collocation,
(5) Solve the problem with the domain of interest only.
The “nearly” body-fitted mesh approach is convenient for we could: avoid
conventional methods using conformal mesh, avoid modification in the
finite element kernel, avoid modification in the governing equations, avoid
reconstruction of the computational stencil for cells cross by Γ and avoid high
computational cost by removing unnecessary unknowns inside solid domain.
Beside this, the main features of the method are:
• the virtual boundary Γ is replaced by a real interface approximation,
denoted as Γ∗, which is built up by mesh edges,
• anisotropic mesh adaptation is employed to minimize geometrical error
of Γ∗ (see in Chapter 3) instead of reducing the smoothing error due
to regularization in IVM (explained in Section 2.5.1),
• this method becomes a variation of IVM in case of multi-phase flow
problems. In such flow problems both negative and positive domains
must be taken into account and regularization technique is required for
smoothing viscosity and density of the two fluids (see the bubble case in
Chapter 3 for example). In other words, when the problem is no more
one-sided, the two methods become the same,
• above all, a sharp interface is obtained instead of a smeared out interface
in one-sided problems.
In fact, the proposed approach is shown to be convenient in solving one-sided
FSI problems. Once mesh generation process is done by splitting technique, all
of steps afterwards could be performed in a normal way. Dirichlet boundary
conditions could be imposed easily in a strong manner by nodal collocation just
as with body-fitted meshes on embedded interface instead of using mixing law
or resorting to basis enrichment as well as Lagrange multipliers that alter the
numerical properties.
It should be said that “nearly” body-fitted mesh approach is motivated from
IVM [71] and the aim is to show a simple approach for easily imposing
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Dirichlet boundary condition on embedded interfaces employing anisotropic
mesh adaptivity.
In conclusion, this proposed approach can be considered as a natural technique
which is “purely” based on anisotropic mesh refinement. It seem to be a good
choice for handling the complex embedded geometries in transient CFD problems
with the emphasis on solid boundary. The mesh obtained in this method is still
non-fitted but “nearly” body-fitted.

Chapter 3
Solution Methodology
This chapter presents the governing equations which describe the motion
of fluid flows and heat transfer. Solutions for fluid flow variables such as
velocity, pressure and temperature fields are obtained by solving the stabilized
incompressible Navier-Stokes equations.
3.1 Galerkin Finite Element Formulation
3.1.1 Weak Form of the Governing Equations
The Navier-Stokes equations, including continuity equation and momentum
equations, and the heat equation describe the single-phase fluid flow and
form the fundamental basic for CFD problems. Those governing equations are
derived based on the law of mass conservation, Newton’s law of motion and law
of energy balance [47].
The strong form of the Navier-Stokes equations and heat equation for
incompressible reads:
∇ · u = 0,
∂u
∂t
− ν∇2u+ u · ∇u+ 1
ρ
∇p = g,
∂T
∂t
+ u · ∇T = k
ρcp
∆T,
(3.1)
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where:
• u = (u, v, w) is the velocity vector,
• p is pressure,
• T is temperature,
• g is the gravitational acceleration,
• ν is kinematic viscosity of the fluid,
• k is heat conductivity of the fluid,
• cp is heat capacity of the fluid.
Solution for flow field variable u as well as heat field variable T are obtained
by solving the derived incompressible Navier-Stokes equations and the heat
equation with the prescribed boundary conditions. The entire boundary
Γ = ∂Ω of the computational domain Ω is decomposed into Dirichlet boundary
portion ΓD and Neumann boundary portion ΓN (Γ = ΓD ∪ ΓN ) on which
Dirichlet boundary condition and Neumann boundary condition are respectively
imposed. Boundary conditions used in CFD problems with the emphasis on
FSI are:
(i) Dirichlet boundary conditions which prescribe values for the unknown
of velocity u and temperature T . Homogeneous Dirichlet boundary
condition is often used for no-slip wall and non-zero value of velocity is
always imposed for the inlet/far-field boundaries. Besides, temperature is
always prescribed for solid wall in this thesis:
u = 0 on ΓuD ⊂ Γ,
u = uD on ΓuD ⊂ Γ,
T = TD on ΓTD ⊂ Γ.
(3.2)
(ii) Neumann boundary conditions which prescribe values h1 and h2 for
the normal derivatives of the unknowns as follows: −pn+ ν(n · ∇)u = h1 on Γ
u
N ⊂ Γ,
u · ∇T = h2 on ΓTN ⊂ Γ.
(3.3)
Normally, homogeneous Neumann boundary condition is often used as
the do-nothing boundary condition for the outlet/far-field boundaries and
for the adiabatic walls.
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The weak form/variational form of the governing equations is obtained
following the general steps:
(1) The entire computational domain Ω is partitioned by computational mesh
into finite subdomains Ωe or let say that Ω = ∪Ωe. In our case, Ωe is a
triangle in two dimensions and tetrahedron in three dimensions.
(2) A proper test/weighting function φˆ which vanishes on the Dirichlet
boundary portion of the computational domain:
φˆ = 0 on ΓD = ∂ΩD
is chosen. Let L2(Ω) be the space of square integrable functions while
H1(Ω) be the Hilbert space of square integrable functions with square-
integrable first order derivatives. The finite dimensional subspace H1h ⊂
H(Ω) is defined as the space spanned by polynomial C0 continous basis
functions over the domain partition. The test function φˆ belongs to this
space, thus it can be written as:
φˆ =
∑
i
φiNi . (3.4)
(3) Multiplying φˆ with the strong form of the Navier-Stokes equations and the
heat equation shown in Eq. (3.1) then integrating over the entire domain
Ω gives the resultant integral form:∫
Ω
φˆ(∇ · u) dΩ = 0 , (3.5)
∫
Ω
φˆ
∂T
∂t
+
∫
Ω
φˆ(u · ∇T ) =
∫
Ω
φˆ · k
ρcp
∆T , (3.6)
∫
Ω
φˆ·∂u
∂t
dΩ−ν
∫
Ω
φˆ·∇2u dΩ+
∫
Ω
φˆ·(u·∇u) dΩ+
∫
Ω
φˆ· 1
ρ
∇p dΩ =
∫
Ω
φˆ·g dΩ .
(3.7)
(4) Integration by parts and then applying the Gauss’s divergence theorem
for the volume integrals of the diffusion term and the pressure term in
Eq. (3.7), resulting in the weak form for the governing equation.
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The application of the integration by parts rule and the Gauss’s divergence
theorem removes the second-derivative terms of the Laplacian operator from the
volume integrals in both momentum equations and heat equation. This allows
us to naturally introduce the Neumann boundary condition on the boundary
portion ΓN and this term sometimes vanishes in some engineering application,
for example in case of adiabatic wall in which a homogeneous Neumann boundary
condition is imposed.
The weak form of the Navier-Stokes equations and heat equation reads:∫
Ω
φˆ · ∂u
∂t
dΩ = −ν
∫
Ω
∇φˆ · ∇u dΩ −
∫
Ω
φˆ · (u · ∇u) dΩ
+1
ρ
∫
Ω
(∇φˆ) · p dΩ +
∫
Ω
φˆ · g dΩ
+
∫
ΓN
φˆh · h1 dΓ ,
(3.8)
∫
Ω
φˆ
∂T
∂t
dΩ = −
∫
Ω
φˆ(u · ∇T ) dΩ − k
ρcp
∫
Ω
∇φˆ · ∇T dΩ
+ k
ρcp
∫
ΓN
φˆ · h2 dΓ ,
(3.9)
0 =
∫
Ω
φˆ(∇ · u)dΩ . (3.10)
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3.1.2 Spatial Finite Element Discretization
Galerkin Approximation of Solution Variables
Approximations uh(x), ph(x), Th(x) of velocity u(x), pressure p(x) and
temperature fields T (x), respectively are:
uh(x) =
∑
i⊂I\ID
Ni(x)ui +
∑
i⊂ID
Ni(x)uD(xi) , (3.11)
ph(x) =
∑
i⊂I\ID
Ni(x) pi +
∑
i⊂ID
Ni(x)uD(xi) , (3.12)
Th(x) =
∑
i⊂I\ID
Ni(x)Ti +
∑
i⊂ID
Ni(x)TD(xi) , (3.13)
where:
• x is the spatial location.
• Ni(x), Ni(x) are the shape functions associated with node ni for the
velocity and the pressure as well as the temperature, respectively.
• ui, pi and Ti are the nodal unknowns for velocity, pressure and temperature
at node ni, respectively.
• I is the set of global nodes ni on Γ.
• ID is the subset of all nodes which belong to the Dirichlet boundary
portion ΓD.
Discrete Weak Form of the Governing Equations
Based on the above definition, the standard discrete weak formulation for heat
equation and the Navier-Stokes equations are:∫
Ω
φˆh · ∂T
h
∂t
dΩ = − k
ρcp
∫
Ω
∇φˆh · ∇Th dΩ + k
ρcp
∫
ΓN
φˆh · h2 dΓ
−
∫
Ω
φˆh(uh · ∇Th) dΩ ,
(3.14)
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∫
Ω
φˆh · ∂u
h
∂t
dΩ = −ν
∫
Ω
∇φˆh : ∇uh dΩ +
∫
ΓN
φˆh · h1 dΓ
−
∫
Ω
φˆh · (uh · ∇uh) dΩ +
∫
Ω
φˆh · g dΩ
+1
ρ
∫
Ω
(∇ · φˆh)ph dΩ ,
(3.15)
∫
Ω
∇φˆh · uh dΩ−
∫
ΓN
(φˆhu) · n dΓ = 0 . (3.16)
Algebraic System
By assembling the element contributions of the weak form of the governing
equations, we obtain the algebraic system governing the nodal values of the
discrete solution. The algebraic system takes the matrix form:
(
M
∆t +C
u + νKu
)
U+BTP = Fu,
(
M
∆t +C
T + k
ρ
KT
)
T = FT ,
B U = 0,
(3.17)
where:
• M is the mass matrix.
• C, K are respectively the convection and diffusion matrices.
• U, P and T are the arrays of the unknown nodal velocities, pressures and
temperatures, respectively.
• B, BT are respectively the discrete divergence and gradient operators.
• F are the load vectors which consider the contribution of the source terms,
the prescribed fluxes, the Dirichlet data and the terms that come from
the discretization of the temporal terms.
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The entries of the above defined matrix are given by:
Mu = [muij ], muij =
∫
Ω
NuiNuj dΩ , (3.18)
MT = [mTij ], mTij =
∫
Ω
NTi N
T
j dΩ , (3.19)
Cu = [cuij ], cuij =
∫
Ω
Nui (u · ∇Nuj ) dΩ , (3.20)
CT = [cTij ], cTij =
∫
Ω
NTi (u · ∇NTj ) dΩ , (3.21)
Ku = [kuij ], kuij =
∫
Ω
∇Nui : Nuj dΩ , (3.22)
KT = [kTij ], kTij =
∫
Ω
∇NTi ·NTj dΩ , (3.23)
B = [bkj ], bkj =
∫
Ω
Npk∇ ·Nuj dΩ . (3.24)
3.2 Stabilized Incompressible Navier-Stokes Equa-
tions
3.2.1 Early Petrov-Galerkin Methods
Two numerical difficulties in solving incompressible flows have been pointed
out in [43, 105] as: (i) the standard Galerkin formulation produces spurious
diffusion in convection dominated problems, (ii) the continuity equation does not
involve the pressure variables, leading to the problem of non-physical pressure
oscillations. Thus, the standard Galerkin finite element method described in
the previous section is not suited to solve such kind of problems. It is therefore
necessary to introduce methods to remedy the lack of stability of the Galerkin
finite element method and to obtain stable and accurate approximations:
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(1) Petrov-Galerkin weighted residual (PG) formulations [31, 77] which are
based on modified weighting functions such that the element upstream of
a node is weighted more heavily than the element downstream of a node.
By doing this, more diffusion is added to counterbalance the negative
numerical diffusion.
(2) Streamline-Upwind (SU) methods [79] which use the modified weighting
function for the convective term only and the numerical diffusiv-
ity is added to the convective term in the flow direction and not
transversely. The SU method is interpreted as the Galerkin method
plus an extra term introducing the SU added numerical diffusivity:
SU-scheme = Standard-Galerkin + SU-term.
The early PG method produces excessive numerical dissipation and requires
the use of higher-order weighting functions which make the computer
implementation more difficult and also more costly. Meanwhile, the drawbacks
of the SU technique is that, the accuracy problems still remains in more
complicated cases for the modification of the test function to the convective
term produces a non-residual formulation and the true solution of the differential
equation is no longer a solution to the weak problem. Detail discussion about
PG and SU methods can be found in [43] and references therein.
In order to stabilize the convective term in a consistent manner which ensures
that the solution of the differential equation is also the solution of the weak
form, Hughes and Brooks introduce the Streamwise-Upwind Petrov-Galerkin
(SUPG) method [24]. The SUPG method still employs the concept of adding
diffusion along the streamlines but the modified weighting function is applied
to all terms in the equation.
3.2.2 Streamwise-Upwind Petrov-Galerkin Method
In our code, the Streamline-Upwind Petrov-Galerkin (SUPG) method introduced
by Brooks and Hughes [24] is employed to stabilize the momentum equations and
the heat equation while a Pressure Stabilized/Petrov-Galerkin (PSPG) term [146]
is employed for stabilizing the continuity equation due to the incompressibility
constraint.
In order to ensure the consistency, the extra stabilization terms over the element
interiors are added to the Galerkin weak forms, the modified weighting function
is applied to all terms instead of only convection term as proposed in SU-
method. These extra stabilization terms are in fact functions of the residuals
of the momentum equations and of the heat equation for modifying the test
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function only for the convetive term produces a non-residual formulation:
Rm =
∂u
∂t
+ u · ∇u+ 1
ρ
∇p− ν∇2u− g , (3.25)
RT =
∂T
∂t
+ u · ∇T . (3.26)
The residuals Rm = (Rum, Rvm, Rwm) and RT are computed only for each element
interior Ωe (the domain Ω is made of mesh elements Ωe).
As discussed before, the incompressible Navier-Stokes equations for the
unknowns (u, v, w, p) are multiplied by a proper test function φˆ and integrated
over the domain, leading to the weak form of the Navier-Stokes equations shown
in Eq. (3.8), this equation could be rewritten in x−, y− and z−directions and
the following consistent velocity stabilization terms should be added in the
momentum equations in x−, y− and z−directions, respectively:
−
SUPG︷ ︸︸ ︷∑
Ωe
∫
Ωe
τVR
u
mu · ∇φˆdΩ−
GRAD−DIV︷ ︸︸ ︷∑
Ωe
∫
Ωe
τC∇ · u∂φˆ
∂x
dΩ,
−
∑
Ωe
∫
Ωe
τVR
v
mu · ∇φˆdΩ−
∑
Ωe
∫
Ωe
τC∇ · u∂φˆ
∂y
dΩ,
−
∑
Ωe
∫
Ωe
τVR
w
mu · ∇φˆdΩ−
∑
Ωe
∫
Ωe
τC∇ · u∂φˆ
∂z
dΩ.
(3.27)
The first stabilization term shown in the above equations controls the oscillation
in the direction of the streamline while the second stabilization term controls
the oscillation of the derivatives in the direction of the solution gradient.
The SUPG-term which will be added in the weak form of the heat equation are:
−
∑
Ωe
∫
Ωe
τTRTu · ∇φˆdΩ︸ ︷︷ ︸
SUPG
. (3.28)
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Also, the PSPG-term which will be added in the weak form of the continuity
equation takes:
−
∑
Ωe
∫
Ωe
τPRm · ∇φˆdΩ︸ ︷︷ ︸
PSPG
. (3.29)
In Eq. (3.28) and Eq. (3.29), τV , τC τT , and τP are the stabilization parameters
which play a major role in stabilization techniques.
The PSPG stabilization parameter does not necessarily have to be identical
with the SUPG stabilization parameter [146]. Because no stabilization is needed
for a fine enough mesh, parameter τ must therefore vanish when the mesh is
refined. Those stabilization coefficients are normally chosen as functions of the
mesh size h, convection velocity u and diffusivity ν.
In our code, stabilization parameters τP , τV and τC are chosen according to
the classical approach given by Shakib et al. [135]:
τP = 1/
√(
2
∆t
)2
+
(
4ν
(h#)2
)2
+
(
2U
h#
)2
,
τV = 1/
√(
2
∆t
)2
+
(
4ν
(hV )2
)2
+
(
2|u|
hV
)2
,
τC =
h#|u|
min
(
|u|h#
6ν , 3
) ,
(3.30)
while τT is chosen as follows:τT = 1/
√(
2
∆t
)2
+
(
4α
(hV )2
)2
+
(
2|u|
hV
)2
, (3.31)
where:
• u is the local velocity,
• U is the reference velocity which is the inlet velocity in our cases,
• ν is the kinematic viscosity of fluid,
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• α is the thermal diffusivity determined based on the fluid density ρ, heat
conductivity k and heat capacity cp as:
α = k
ρcp
,
• h# is the equivalent mesh element diameter,
• hV is the mesh length in the streamwise direction:
hV = 2∑
i
∣∣∣∣ u|u| · ∇φˆ
∣∣∣∣ .
Other alternative approach for choosing τP , τV and τC can be found in Tezduyar
et al. [146]:
τP =
h#
2U f(Re
h
U ),
τV =
hV
2|u|f(Re
h
u),
τC = 0,
(3.32)
where:
• Reh is the element Reynolds numbers:
RehU =
Uh#
ν
and Rehu =
|u|hV
ν
,
• f(Reh) is the function of the element Reynolds number:
f(Reh) =
 1 Re
h > 3,
Reh/3 Reh ≤ 3.
The above definitions for the stabilization parameters are known as the classical
approaches. Besides this, another trend in stabilization technique is to use
bubble functions which are capable of dealing with phenomenon involving
multiscale behavior. The bubbles are the functions defined on the interiors of
finite elements which vanish on the element boundaries. The basic idea for this
approach is to decompose the solution into the sum of a coarse-scale solution
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and a fine-scale one. The classical Galerkin finite element method is used to
represent the coarse-scale response while the bubble functions take care of the
fine-scale aspects of the solution which cannot be resolved by the finite element
mesh.
Example for the application of bubble function method as a stabilizing
formulation could be found in [71], in which the stabilization parameters take:
τP = τV =
be
∫
Ωe
(be + bue )dΩ∫
Ωe
(u · ∇be)buedΩ + ν
∫
Ωe
∇be∇bedΩ
,
τC =
√
ν2 + (2|u|h#)2,
(3.33)
where:
• be is the bubble function often taken to be cubic:
b2De = 27(φ1φ2φ3) and b3De = 256(φ1φ2φ3φ4),
• bue is the upwind bubble function.
The stabilized incompressible Navier-Stokes equations discussed in this chapter
has shown to be robust, accurate and stable in solving Newtonian fluid flow
problems with linear finite element (p = 1). The time integration is performed
either by a backward Euler scheme or a second-order Diagonally-Implicit Runge-
Kutta (DIRK) scheme. The non-linear system of equations arising at each time
step is solved by a Newton method that makes use of LU or incomplete LU
decomposition algorithms implemented in the PETSc library [12]. For steady
cases, the solution is computed by marching in time with increasingly large
time steps until the steady state is reached.
3.3 Conclusion
In this chapter, we have presented the stabilized governing equations for
solving incompressible Newtonian fluid flow problems. The weak forms of
the governing equations are formulated by multiplying the strong forms with a
proper test function. The spatial discretization of the weak forms is obtained
by approximating solution variables, resulting in the algebraic system and
stabilization is utilized in order to stabilize the convective terms and the
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continuity equation. This can be done by introducing an extra stabillization
terms to the standard Galerkin weak forms and the stabilized incompressible
Navier-Stokes equations obtained here are used throughout this thesis for solving
numerical solution.

Chapter 4
Optimal “Nearly”
Body-Fitted Meshes
This chapter presents the general principle of how to create a “nearly” body-
fitted mesh for modelling embedded geometries based on the publication of
Quan et al. [126]. The technique consists in a level-set method for interface
representation in combination with local anisotropic mesh refinement. The
so-called optimal nearly body-fitted mesh approach relies on the generation of an
anisotropic adaptive mesh in which the mesh size in the vicinity of the embedded
interface is carefully chosen in order to ensure the optimal convergence of both
the solution and the geometry of the interface. Level-set based mesh metric
construction for arbitrary geometries will be discussed in detail. Both 2D and
3D academic Poisson problems are studied in this chapter with finite elements
of different orders (p = 1, 2, 3), demonstrating that the method could yield
optimal rate of convergence without altering the finite element formulation nor
the prescription of boundary conditions.
4.1 Optimal “Nearly” Body-Fitted Meshes for Em-
bedded Geometry
4.1.1 General Principle
LetM be a mesh of a domain Ω that is composed of ne elements ei, i = 1, . . . , ne
and nv vertices xi, i = 1, . . . , nv. Consider an embedded interface Γ (see
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Figure 4.1) that can be modeled by the iso-zero value of a level-set function
φ(x). The level-set function is then defined in all the domain as the signed
distance to the interface.
Γ∗
cj
Γ
Figure 4.1: General principle - A triangular mesh with the iso-zero of a
levelset Γ. The stair-cased curve Γ∗ is the discrete version of Γ. Round dots
represent centroids of triangles.
In practice, the level-set function φ(x) is evaluated at the centroid ci of every
element ei. The sign of φ(ci) determines whether the element ei is either on
one side or on the other side of the level-set. On Figure 4.1, colored elements
correspond to φ(ci) > 0 and non-colored elements correspond to φ(ci) < 0.
Mesh edges that separate colored and non colored elements constitute the
discrete approximation Γ∗ of the continuous interface Γ.
This way of treating the interface has obvious advantages. No enrichment is
needed to account for intra-element features, as it is the case in X-FEM. Standard
finite element formulations can therefore be used as is for solving a problem with
an embedded interface. Yet, it is well known that this treatment of interfaces
leads to a poor first order of convergence in finite element simulations [114].
In this chapter, we address this issue using anisotropic mesh adaptation near
the interface Γ. The fact that mesh generators and finite element solvers are
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independent software components makes this approach appealing in practice.
4.1.2 Need for Adaptive Mesh Refinement
Assume a mesh of elements with sizes hei , i = 1, . . . , ne and an associated finite
element solution at order p, uh, that is an approximation of the smooth exact
solution u. The L2 error on element ei is of order:
i =
√∫
ei
‖u− uh‖2dx = O
(
hkei
)
, (4.1)
with k = p+ 1 in smooth regions and k = 1 in the vicinity of the interface.
We first study the simple one-sided 2D Laplace problem [40]:
∆u = 0 in Ω+: [0, 1]× [y∗, 1],
u = sin (pix)vˆ(y∗) at Γ : y = y∗ = 1/3,
u = 0 at ΓD: y = 1,
∇u · n = −pivˆ(y) at ΓN : x = 0; x = 1 and y∗ < y < 1.
(4.2)
The known analytical solution is u(x, y) = sin (pix)vˆ(y), where vˆ(y) =
cosh (piy)− coth (pi) sinh (piy).
The embedded planar surface Γ splits the domain Ω = [0, 1] × [0, 1] into
two parts Ω+ and Ω−. As discussed, the Dirichlet boundary condition on Γ is
prescribed by imposing the value sin (pix)vˆ(y∗) at the nodes defining the discrete
approximation Γ∗ to Γ.
We perform a convergence study consisting in refining uniformly the mesh and
measuring the global L2 discretization error in the domain:
EL2(u) =
√∑
i
2i . (4.3)
Let us define a mesh refinement factor r > 1 and a refinement level l that
determine for a uniform mesh refinement the mesh element size h as:
hl = h0
rl
, l = 1, ..., ln (4.4)
where h0 is an initial uniform mesh element size and ln is the number of
refinement levels. In this case, we solve Equation (4.2) using linear finite
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elements (p = 1) on a sequence of five progressively uniform isotropic refined
meshes (ln = 5) with an initial mesh size of h0 = 0.1 and a refinement factor of
r(x) = 2 (see Fig 4.2). In this way, each linear triangular element is divided
into four congruent triangles of half size and the new vertices of new elements
lie exactly at the midpoint of the parent element’s edges.
(a) l = 0 (b) l = 2 (c) l = 3 (d) l = 4
Figure 4.2: One-sided problem - Illustration for successively uniform mesh
refinement (Mesh parameters: h0 = 0.1, p = 1 and r = 2).
The results of the convergence study are shown in Fig. 4.4, demonstrating a
linear rate of convergence with uniform refinement, while the finite element
method should yield second-order convergence for smooth problems.
It is thus clear that the poor first order rate of convergence shown for uniform
refinement is due to the loss of accuracy at the interface. However, it is possible
to obtain the optimal convergence by setting the mesh refinement factor r(x)
differently depending on whether an element is close to the embedded interface
Γ or not. Indeed, as we have i = O(hei) near the interface and i = O(hp+1ei )
in the bulk region, a global convergence order of p+ 1 can only be obtained if
the refinement factor close to the interface is chosen as
rΓ = rp+1b ⇒ hΓ =
h0
rΓ
. (4.5)
where rb denotes the refinement factor in the bulk region. This means that
the gap between the interface Γ and its nearly body-fitted version Γ∗ has to
decrease more rapidly than the bulk element size to ensure an optimal global
rate of convergence. An example of a mesh refined with isotropic adaptation
for the 2D Laplace problem is shown in Figure 4.3.
In practice, mesh adaptation is performed in the vicinity of the iso-zero of φ(x),
i.e. in a band {x s.t. |φ(x)| ≤ E} of thickness 2E around the interface as shown
in Fig. 4.3(c). The mesh size for isotropic adaptive mesh refinement is
computed by linearly interpolating between the minimal value hlΓ = h0/(rΓ)l at
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(a) l = 0 (b) l = 2 (c) l = 3 and zoom in the vicinity of Γ
Figure 4.3: One-sided problem - Illustration for successively isotropic
adaptive mesh refinement (Mesh parameters: h0 = 0.1, p = 1 and r = 2).
the interface Γ and a maximal value of hlb = h0/(rb)l in the bulk region:
hl(x) = hlΓ +
hlb − hlΓ
E
|φ(x)|. (4.6)
Convergence results for the adaptive isotropic mesh refinement are shown in
Figure 4.4. It can be clearly seen that the optimal second-order convergence
rate is recovered when applying isotropic adaptive refinement technique.
isotropic uniform refine
isotropic adaptive refine
0.0001
0.001
0.01
0.1
1
10 100 1000
E L
2
(u
)
√
ne
1
1
1
2
Figure 4.4: One-sided problem (p=1) - Convergence study using isotropic
uniform refinement in comparison with isotropic adaptive refinement
technique.
4.1.3 Need for Anisotropic Mesh Refinement
Although the isotropic mesh refinement procedure provides the optimal
convergence rate for the solution as discussed in Section. 4.1.2, it suffers from
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two problems:
(i) it does not enable geometrical convergence,
(ii) it still involves a significantly higher number of elements than body-fitted
meshes.
In this section, problem relating the geometrical convergence will be discussed
in detail as well as a method to remedy such problem is proposed, leading to
the definition of the nearly body-fitted mesh with optimal rate of convergence
in terms of both solution error and geometry error.
Anisotropic Adaptivity Enables Optimal Geometry Convergence
First of all, let us recall the definition of the Hausdorff distance between two
closed sets S1 and S2. Hausdorff distance is defined as the maximal distance
one has to travel if one need to move from S1 to S2 and vice versa. This can be
determined by considering the following points:
• The geometric/Euclidean distance between two points P1 and P2 is defined
as the norm:
dist(P1, P2) =
√
(x1 − x2)2 + (y1 − y2)2. (4.7)
• The geometric distance from point P1 to closed set S2 is defined as the
normal distance from P1 to S2 or the distance between P1 and P2 which
is the projection of P1 on S2, see Fig. 4.5(a):
dist(P1, S2) = dist(P1, P2). (4.8)
• The Hausdorff distance between two closed sets S1 and S2 is finally defined
as the longest travel from S1 to S2 or vice versa as illustrated in Fig. 4.5(b):
distH(S1, S2) = max
{
max
(
dist(P1, S2)
)
, max
(
dist(P2, S1)
)}
, (4.9)
where P1 ∈ S1 and P2 ∈ S2.
The approximation Γ∗ is used for simulation and plays a role as a replacement of
the embedded interface Γ. It can be seen that the discrete representation Γ∗ of
the exact interface Γ is always stair-cased during isotropic mesh refinement even
when employing very fine elements. Accuracy of the approximation geometry
can be measured based on:
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(a) Geometry distance between point P1 and closed set S2.
(b) Hausdorff distance between two closed sets S1 and S2.
Figure 4.5: Geometry error - Illustration for Hausdorff distance.
(1) error in the position which is in fact the gap between Γ∗ and Γ. The
Hausdorff distance could be used to analysis such kind of error. We denote
this error as EHausdorff .
(2) error in the shape which is defined as the length-/area-difference
between Γ∗ and Γ in 2D/3D case, respectively. This error is denoted as
Egeo:
Egeo =
 ||lΓ
∗ − lΓ|| for 2D interface,
||AΓ∗ −AΓ|| for 3D interface.
(4.10)
Assume that we have an initial uniform mesh with mesh size hb. Mesh refinement
is then carried out by using isotropic and anisotropic adaptive elements in the
vicinity of Γ, as can be seen in Fig. 4.3(c) and Fig. 4.7(c), respectively.
Geometry error is firstly explained mathematically, considering the 2D
problem in Dolbow et al. [40]. The idealized situation of several element layers
at the interface is illustrated in Fig. 4.6. We denote by AB a finite part of the
exact interface Γ. For simplicity, AB is approximated by a polygonal curve
A1C1B1 in initial uniform mesh. Error in the shape of AB and the Hausdorff
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Figure 4.6: Geometry error - Isotropic and anisotropic adaptive meshes
in the vicinity of the interface.
distance/gap between AB and A1C1B1 are respectively given as follows:
E initialgeo = A1C1 + C1B1︸ ︷︷ ︸
A1C1B1
−AB = 2hb −AB, (4.11)
E initialHausdorff = dist(C1,Γ). (4.12)
We start refining mesh in two approaches: (i) isotropic adaptive (with mesh
size hb/2) and (ii) anisotropic adaptive mesh (mesh size hb, hnΓ) in the vicinity
of interface Γ as in Fig. 4.6(a) and Fig. 4.6(b), respectively. The approximation
of Γ leads to the geometry error:
E isogeo = A1A2 +A2C2 + C2B2 +B2B1︸ ︷︷ ︸
A1A2C2B2B1
−AB = 2hb −AB, (4.13)
E isoHausdorff = dist(Ciso2 ,Γ), (4.14)
and:
Eanisogeo = A1C2 + C2B1︸ ︷︷ ︸
A1C2B1
−AB = hbcos(α) −AB, (4.15)
EanisoHausdorff = dist(Caniso2 ,Γ). (4.16)
Eq. (4.12), (4.14) and (4.16) show that error in the gap EHausdorff between the
exact interface Γ and its approximation Γ∗ reduced remarkably by both isotropic
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and anisotropic adaptive refinement. However, error in the length Egeo remains
constant during isotropic adaptive mesh refinement as observed in Eq. (4.11)
and Eq. (4.13). In contrast, this error in anisotropic adaptive mesh depends
on cos(α), see in Equation (4.15). Clearly, the smaller the inclined angle α is
(i.e. the more anisotropic the element is), the smaller the geometry error. Thus,
refining the mesh size hnΓ in the direction normal to Γ to a certain level can
capture well the embedded geometry. These considerations illustrate the fact
that geometry error does not converge in isotropic adaptive mesh refinement,
while anisotropic adaptive mesh can recover the optimal order of convergence
for Egeo.
Next, in order to assess numerically the effect of refinement, we analyze the
solution computed on three different refined meshes:
(1) a uniformly refined mesh, see in Fig. 4.2,
(2) a locally refined mesh obtained through isotropic adaptation as in Fig. 4.3,
(3) a locally refined mesh obtained through anisotropic adaptation is carried
out as shown in Fig. 4.7,
to show the efficiency of the method in recovering the optimal rate of convergence
for finite elements. All meshes have an equal refinement factor in the bulk rb = 2
but a possibly different refinement factor rΓ in the vicinity of the interface Γ.
The L2 error EL2 , as well as the geometry error Egeo are computed.
(a) l = 0 (b) l = 2 (c) l = 3 and zoom in the vicinity of Γ
Figure 4.7: One-sided problem - Geometry error analysis using anisotropic
adaptive mesh refinement (Mesh parameters: h0 = 0.1, p = 1 and r = 2).
Uniform refinement yields a poor first-order rate of convergence (see in
Fig. 4.8(a)), because the global error is dominated by the approximation of
the interface that is of first-order accuracy while an appropriate level of local
refinement rΓ = rp+1b in the vicinity of the interface Γ recovers the optimal
convergence rate for the solution, where p is the finite element order.
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Although the optimal rate of convergence for the solution is obtained with
the isotropically adapted mesh, Fig. 4.8(b) shows that the geometry error Egeo
never converges, even when very fine isotropic elements are used. This is due to
the fact that a stair-cased representation of the interface cannot be avoided as
explained previously.
Such methods employing isotropic adaptive elements are thus severely limited
when quantities of interest are integral values over the interface. In a CFD
computation, for instance, it would lead to a large error in the evaluation
of the lift and drag forces applied to the geometry by the flow. In a crack
propagation simulation, the propagation path and velocity, that depend on
quantities integrated along the crack line, would be strongly mispredicted.
However, this problem can be circumvented using anisotropic elements. The
anisotropic refinement enables the geometrical error to decrease at optimal rate,
just like the error on the solution, as seen in Fig. 4.8(b). Convergence study
of geometrical error is studied also, as can be seen in Figure 4.9 where the L1
geometric error Egeo, which is defined in Eq. (4.10) and is measured as the error
in the length of the 2D interface, remains at a quasi constant level for isotropic
adaptive refinement.
Anisotropic Adaptivity Reduces the Global Number of Degrees of Freedom
In addition to the issue of non-converged geometry error, the isotropic mesh
refinement implies a rapid growth in the number of elements in the band of
thickness 2E around the interface. Even if the band is narrow compared to the
size of the entire computational domain, this growth can lead to a significant
increase in the global number of degrees of freedom, which affects negatively the
computational cost. A comparison of the number of elements ne and the number
of vertices nv between uniform refined meshes and isotropic adaptive refined
meshes for Problem (4.2) is shown in Table 4.1. Both refinement techniques
started from an initial uniform mesh at the coarsest level corresponding to
h0 = 0.1. The uniform refinement factor and the bulk refinement factor are
equal: r = rb = 2 so that the refined meshes have the same mesh size hl = hlb
in the bulk region for both refinement techniques. An average overhead of
∆ne = 27.05% in the number of elements ne is observed for adaptively refined
meshes compared to their uniformly refined counterparts.
In contrast, anisotropic adaptive refinement slows down the growth of the
number of unkowns, which limits the computation overhead. Example for
this problem can be observed in Tab. 4.2 in Section. 4.3.1 in which the total
number of elements in isotropic adaptive mesh is much higher than in anisotropic
adaptive one, especially in case of extreme small size hΓ is employed.
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Figure 4.8: One-sided problem (p = 1) - Geometry error analysis using
uniform meshes and adapted meshes.
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Figure 4.9: One-sided problem (p = 1, 2, 3) - Geometry error analysis
using high-order elements and anisotropic adaptive refinement technique.
Comparison with the isotropic uniform refinement for p = 1.
l hl nuniforme hlΓ n
isoAdaptive
e ∆ne(%)
1 0.1 275 0.1 275 0
2 0.05 1057 0.025 1402 32.64
3 0.025 4227 0.00625 5890 39.34
4 0.0125 16767 0.00156 20967 25.05
5 0.00625 67725 0.00039 75277 11.15
Table 4.1: One-sided problem - Mesh sizes and number of elements in
refined meshes with isotropic uniform and isotropic adaptive refinement
techniques. We have h0 = 0.1, p = 1 and r = rb = 2 so that rΓ = 4 and hl = hlb.
Anisotropic Adaptive Mesh Parameters Setup
A solution to both problems is to interpret rΓ in Formula (4.5) as a mesh
refinement factor that should be applied only in the orthogonal (or normal)
direction to the level-set, so that only the mesh edges that cross the interface
become very small. In the tangential direction, using a lower refinement factor
should still yield the optimal rate of global convergence, as the solution along
the interface is smooth.
In the case of the planar interface of Problem (4.2), the refinement factor in
the tangential direction can be the same as in the bulk region. However, in the
more general case of a curved boundary, the error on the solution in the vicinity
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of the interface results both from the finite element approximation and from
the approximate representation of the geometry. Elements that are used in
mesh generation are geometrically linear (i.e. straight sided), so the geometrical
approximation, measured by the “gap” between the approximate and exact
interfaces, converges at a second-order rate. Here, we assume that the part of
the error in the solution that is due to the geometrical approximation decreases
at the same rate as the geometrical error. The mesh refinement factor tangential
to the interface is then computed as:
rt = r(p+1)/2b . (4.17)
Tangential mesh sizes are then also interpolated linearly in the band of thickness
E.
In this manner, the geometry of the numerical approximation Γ∗ of the interface
Γ converges to the exact one. As seen in Figure 4.7(c), the elements in the
vicinity of the interface become increasingly stretched along Γ, which effectively
controls the measure of Γ∗, preventing it from becoming “fractal-like” in the
refinement process. We analyze the error in the 2D Laplace problem (4.2),
using the proposed approach, with elements of different polynomial orders
(p = 1, 2, 3). All the cases start with the same isotropic initial mesh (h0 = 0.1).
The refinement factors are rb = 2 in the bulk region away from the interface
and rΓ = 2p+1 in the fine region close to the interface. While the geometric
error using isotropic mesh refinement does not decrease at all, the results of
adaptive anisotropic refinement plotted in Figure 4.9 show the advantage of
this technique in terms of geometric convergence.
Moreover, the growth of the number of nodes in the mesh remains limited. The
first 2D example presented in Section 4.2.1 (see Figure 4.14(a)) shows that an
increase of only 17.8% in number of vertices with respect to uniformly refined
meshes is sufficient for obtaining optimal convergence, even though the interface
is much longer than in Problem (4.2).
4.1.4 Mesh Metric Field Construction
There exist open source mesh generators that allow to generate anisotropically
adapted meshes based on metric maps, e.g. BAMG [76] in 2D and MMG3D [39]
in 3D. Mesh adaptation in BAMG is based on a global constrained Delaunay
kernel, while local mesh modifications are applied in MMG3D.
The aim of metric-based anisotropic mesh adaptation is to generate a uniform
unit mesh [52] in a prescribed Riemannian metric space, in order to obtain an
anisotropic adapted mesh in the Euclidean space. Anisotropic mesh adaptation
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Figure 4.10: Mesh generation - Illustration for mesh size definition (hn, ht
and hb) in 2D anisotropic adaptive mesh.
is performed in the vicinity of the interface Γ described by the level-set function
φ(x), i.e. in a band {x s.t. |φ(x)| ≤ E} of thickness 2E around Γ. Practically,
the adaptation band is chosen as E = 2hb, where hb is the mesh size in the
bulk.
With a linear discretization, the approximation error on the level-set function
φ(x) is of second order. An appropriate metric fieldM can thus be constructed
from the gradient vector ∇φ(x) = (φx φy φz)T and the Hessian matrix H(φ(x))
of φ(x):
H (φ(x)) =
 φxx φxy φxzφyx φyy φyz
φzx φzy φzz
 . (4.18)
Let us define an orthogonal basis R3 = {n, t1, t2} at any point of the interface
Γ, with n the unit normal vector to the interface and t1, t2 two unit tangent
vectors in the principal directions of curvature of the surface defined by the
iso-zero of the levelset. At any point in the band of thickness 2E around Γ, the
Hessian matrix can undergo an eigenvalue decomposition:
H (φ(x)) = RT
 λn 0 00 λt1 0
0 0 λt2
R. (4.19)
If φ(x) is a distance function, the eigenvectors corresponding to the eigenvalues
λn, λt1 and λt2 are proportional to n, t1 and t2 respectively. Assuming that
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hn(x), ht1(x) and ht2(x) denote the element edge lengths in three principal
directions (see in Figure 4.10 for a detail illustration of notations), λn, λt1 and
λt2 shall be inversely proportional to h2n(x), h2t1(x) and h2t2(x), respectively.
In practice, the construction of the metricM at a given point of the band of
thickness 2E around Γ requires thus the definition of the element edge lengths
and the determination of the corresponding directions.
The normal direction n is obtained directly from the gradient ∇φ(x). The
associated element size hn is computed by linearly interpolating between the
minimal value hnΓ of elements located on the interface Γ and the maximal value
hb of isotropic elements in the bulk region:
hn(x) = hnΓ +
hb − hnΓ
E
|φ(x)| . (4.20)
In the tangential directions ti (i = 1, 2 for a general 3D case), the mesh size hti
is determined as:
hti =
2pi
κiNp
, (4.21)
where Np is a user-specified parameter that represents the number of mesh points
needed to discretize a whole circle and κi are principal curvatures corresponding
to two directions ti. For two dimensional cases, the unique tangential direction
is directly obtained as t = (−φy φx)T , and the curvature formula for implicit
planar curves is given by [68]:
κ =
∣∣tT H t∣∣
|∇φ(x)|3 . (4.22)
For 3D cases, the gradient ∇n of the unit normal vector n to the implicit
embedded surface φ(x) = 0 is given by [13]:
∇n = − 1|∇φ(x)|
(I − n · nT )H(φ(x)), (4.23)
where I is the identity matrix. The two non-zero eigenvalues of ∇n give the two
principal curvatures κi, and the corresponding directions ti are the associated
eigenvectors [13]. The formula can further be simplified for a distance function
φ(x), as then |∇φ(x)| = 1.
In practice, it is necessary to truncate the small and the large eigenvalues by
imposing the maximal size as hb and the minimal size as hnΓ in order to avoid
singular metric case and to limit the local density of the adapted mesh [2].
Modified eigenvalues are then defined by:
λ′n = min
(
max
(
λn,
1
h2b
)
,
1
h2nΓ
)
, (4.24)
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λ′ti = min
(
max
(
λti ,
1
h2b
)
,
1
h2nΓ
)
. (4.25)
The anisotropic mesh metric can finally be computed as:
M(x) = R′T
 λ′n 0 00 λ′t1 0
0 0 λ′t2
R′, (4.26)
where the matrix R′ is made up of n, t1 and t2. It is clear that the three
unit vectors in the basis R3 prescribe the orientation while the λ′n, λ′t1 and
λ′t2 control the size of the mesh elements along these directions. The meshing
procedure gets the directional information of element shape and size from the
metric tensor fieldM(x) and generates an adapted mesh. In the bulk region
outside the transition band, the isotropic mesh is generated by prescribing an
isotropic metric corresponding to a uniform mesh size hb.
In the next sections, series of refined meshes will be generated for different cases
using the proposed technique. Three parameters are given as input of the mesh
adaptation procedure: the width E of the transition band, the mesh size hnΓ in
the normal direction at the interface, and the mesh size hb in the bulk region.
For all cases, the relations between the given mesh sizes for each refinement
level l and the initial mesh (l = 0) are given by:
hlb =
h0b
rlb
and hnΓ =
h0nΓ
rlnΓ
, rnΓ = rp+1b . (4.27)
4.2 Application to Curved Interfaces
4.2.1 Flower-Like Interface Embedded in a Square Domain
A complex two-dimensional curved interface of flower-like shape with high
curvature is embedded in a square domain Ω = [−1, 1] × [−1, 1]. This kind
of geometry is a typical of irregular interfaces. It is therefore appropriate for
evaluating the accuracy of methods designed to solve elliptic problems, see e.g.
[41, 101, 61]. The level-set defining the curved interface in polar coordinates is:
φ(r, θ) = r − 0.3− 0.05 sin (6θ), with θ ∈ [0, 2pi] (4.28)
and the Poisson equation ∆u = 4 with the exact solution u = x2 + y2
(Figure 4.11) is taken into consideration. The only boundary of the
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Figure 4.11: Flower-like interface - Three-dimensional view of solution.
Figure 4.12: Flower-like interface - Illustration for imposing Dirichlet
boundary condition on embedded interface.
computational domain is the embedded interface. The Dirichlet boundary
condition imposed at each point P ∗(r∗, θ∗) on Γ∗ is determined based on the
exact solution, i.e. u = r2 taken at the corresponding point P (r, θ) on the exact
surface Γ. In this case P can be determined simply as the intersection point of
OP ∗ and the exact surface Γ; therefore, P and P ∗ have the same coordinate
θ = θ∗ while the second polar coordinate r can be calculated from the level-set
equation as r = 0.3 + 0.05 sin (6θ∗), see Fig. 4.12 for illustration.
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We first solve the problem using linear finite elements (p = 1) on two sequences
of five progressively refined meshes (l = 1, . . . , 5). In both cases, we start from
the same initial isotropic mesh h0 = h0b = 0.1, and the bulk refinement factor is
set to rb = 2. The first sequence corresponds to the isotropic uniform refinement
governed by Equation (4.4). The other one (see Figure 4.13) is obtained through
anisotropic adaptive refinement, the mesh sizes being given by Equation (4.27)
with rnΓ = 4.
Figure 4.13: Flower-like interface - Computational domain and anisotropic
elements in the vicinity of the level-set (Mesh parameters: p = 1, r = 2 so that
rΓ = 4 and rt = 2).
The error obtained for each sequence of meshes is plotted in Figure 4.14(b),
once again demonstrating the advantage of using anisotropic elements. The
rate of convergence using uniform meshes is 1:1, whereas an optimal rate of
convergence 1:2 is observed with anisotropic adaptive meshes. Besides this,
while using anisotropic adaptive mesh increases accuracy of solution compared
to isotropic mesh, the total number of mesh elements is nearly the same, as can
be seen in Figure 4.14(a).
Then, we use the anisotropic mesh sequence to solve the problem with finite
elements of higher order p = 2 and p = 3. It can be seen from Equations (4.5)
and (4.17) that the ratio rnΓ/rt increases with p, so that the anisotropy of the
mesh in the vicinity of the interface increases faster at higher order, while the
elements remain isotropic in the bulk region. This allows the error to decrease
uniformly in the domain with the optimal rate of convergence, i.e. third order
for p = 2 and fourth order for p = 3, as shown in Figure 4.15(b). Figure 4.15(a)
also presents optimal rate of convergence for solution error L∞ in infinity-norm.
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(b) Plot for L2 error norm.
Figure 4.14: Flower-like interface (p=1) - Plot for total number of elements
ne against mesh size hb and plot for L2 error norm. Isotropic uniform and
anisotropic adaptive refined mesh for comparison
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Figure 4.15: Flower-like interface (p=1,2,3) - Plots for L∞ and L2 error
norm on anisotropic adaptive refined mesh, confirming optimal rate of
convergence O(hp+1) up to fourth order.
4.2.2 Spherical Interface Embedded in a Cubic Domain
In the previous sections, we show the ability of our technique for 2D problems.
However, a broad range of industrial problems are three dimensional. In this
section, we present a 3D example consisting of a spherical interface embedded
in a cubic domain. A sphere Γ with radius R = 0.41 and center (xc, yc, zc) =
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(0.5, 0.5, 0.5) is described by the level-set function:
φ(x, y, z) =
√
(x− 0.5)2 + (y − 0.5)2 + (z − 0.5)2 − 0.41, (4.29)
The interface is embedded in the cube Ω = [0, 1] × [0, 1] × [0, 1] (see
(a) Embedded sphere (b) Computational mesh (c) View of solution
Figure 4.16: Spherical interface - Embedded sphere, computational
anisotropic adaptive mesh and view of solution.
Figure 4.16(a)), where a Poisson problem outside the sphere is considered [75]:
∆u = 1/r2 in Ω,
u = log(R) on Γ,
u = log(r) on ∂Ω,
(4.30)
where r =
√
x2 + y2 + z2, and is solved by a finite element method. The exact
solution, that is symmetric about the center of the cube, is u = log(r). Dirichlet
boundary condition imposed on the embedded interface Γ∗ is determined by
the exact solution, which is a constant function of sphere radius u = log(R).
Figure 4.16(a) shows the quasi smooth embedded sphere created by highly
anisotropic adaptive mesh mesh elements which stretch along and capture well
the interface as can be seen in Figure 4.16(b). Three dimensional view of finite
element based solution is presented in Figure 4.16(c). L2 errors of numerical
solution and geometry obtained on four refined meshes are plotted in Figure 4.17.
Geometry error in this case is defined as the distance of the embedded sphere
Γ∗ to the exact one Γ. Plot of convergence proves the second order of accuracy
O(h2) for the three dimensional case.
Application examples performed in the following sections attempt to indicate
possible applications of the proposed strategy in the field of fluid dynamics and
material science.
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Figure 4.17: Spherical interface - L2 error norm was plotted for four
anisotropic adaptive refined meshes, showing optimal rate of convergence O(h2).
4.3 Application to Fluid Flow Problems
4.3.1 Flow over Cylinder
We first study laminar incompressible flow over a circular cylinder at low
Reynolds number (Re = 20) using linear (p = 1) finite elements. We analyze
two cases in which the embedded surface of the cylinder is approximated by
locally isotropic and anisotropic adaptive mesh generation. The error in drag
coefficient, as well as the geometry error defined as the difference between
the length of the resulting embedded interface and the circumference of the
exact circle, are calculated. Reference value for the drag coefficient is taken as
Cd = 2.13 which is in the range listed in the literature [34, 37, 49, 141, 151, 160].
In order to investigate the influence of the geometry error on integral quantities
computed over the approximated interface Γ∗ (e.g. the drag coefficient), the
uniform mesh size in the bulk region remains constant (i.e. rb = 1) with
hb = 0.16, while mesh size in the vicinity of the interface undergoes adaptive
refinement according to Eq. (4.27) with rnΓ = 2 and h0nΓ = 0.0016.
It is clear that the isotropic adaptive refinement fails to predict the drag
coefficient because of the large error in the approximation of the geometry. In
addition, using very fine isotropic elements in the vicinity of Γ results in a very
high number of elements, as can be seen in Tab. 4.2 and in Fig. 4.18. The
convergence plot in Fig. 4.19 also shows that an appropriate local anisotropic
mesh refinement leads the interface to converge towards the exact geometry,
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l hb hnΓ nanisoe nisoe
0 0.16 0.0016 38,067 56,866
1 0.16 0.0004 40,365 87,171
2 0.16 0.0001 43,897 138,199
3 0.16 2.5e-05 45,109 168,907
Table 4.2: Flow over the cylinder at Re = 20 - Mesh statistics for isotropic
and anisotropic adaptive refinement.
Figure 4.18: Flow over the cylinder at Re = 20 - Isotropic and anisotropic
adaptive mesh (hb = 0.16, hnΓ = 2.5e-05).
which decreases the resulting error in drag. Fig. 4.20 presents the solution
obtained on the finest anisotropic adaptive mesh (l = 3).
4.3.2 Two-Phase Flows
We consider a canonical problem of two phase flows: a circular bubble in static
equilibrium. In this problem, the net surface force should be zero, since at each
point on the bubble the tension force is counteracted by an equal and opposite
force at a diametrically opposed point. We take as approach the Continuum
Surface Force (CSF) method of Brackbill et al. [23], in which the surface tension
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Figure 4.19: Flow over cylinder at Re = 20 - Convergence of geometry error
and drag coefficient with isotropic and anisotropic adaptive mesh.
(a) Pressure field (b) u-component of the velocity field
Figure 4.20: Flow over cylinder at Re = 20 - View of solution using
anisotropic adaptive mesh (hb = 0.16, hnΓ = 2.5e-05).
force is given by:
f = γκnδεΓ(φ(x)), (4.31)
where δεΓ(φ(x)) is a smoothed delta function with support on the bubble interface
Γ, κ is the curvature of the bubble and γ is the surface tension coefficient (see
in [108] for more details).
The correct solution of the two-phase Navier-Stokes equations is a zero velocity
field and a pressure field that rises from a constant value pout outside the bubble
to a value pin = pout + γ/R, where R is the radius of the bubble. The curvature
κ can be computed exactly from the level set function of which the iso-zero
value represents the fixed bubble. We assume that the bubble of radius R
is embedded at the center of a square domain of size [L × L]. The following
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parameters are given:
Bubble radius: R = 1 ,
Domain size: L = 4 ,
Dynamic viscosity : µ = 1 ,
Surface tension coefficient: γ = 2 ,
Ratio of density: ρ1/ρ2 = 1000 .
(4.32)
The interface is replaced by a continuous transition region of which the thickness
2ε is of the order of mesh size. The width of the smeared region is chosen as
ε = 1.5hb for the isotropic mesh refinement and ε = 1.5hnΓ for the anisotropic
mesh refinement.
Figure 4.21: Two-phase flow - Illustration of transition region for mesh
adaptivity (2E) and smoothed density (2ε) in the neighbourhood of the interface
Γ for anisotropic adaptive mesh (l = 3).
The density varies smoothly across the bubble interface by using a smoothed
Heaviside function Hε(φ(x)) of the signed distance φ(x) to Γ:
HεΓ(φ(x)) =

0 if φ(x) < −ε,
1
2 +
φ(x)
2ε +
1
2pi sin
(
piφ(x)
ε
)
if −ε < φ(x) < ε,
1 if φ(x) > ε.
(4.33)
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The corresponding smoothed Dirac delta function is:
δεΓ(φ(x)) = ∇HεΓ(φ(x)) =

0 if |φ(x)| > ε,
1
2ε +
1
2ε cos
(
piφ(x)
ε
)
if |φ(x)| ≤ ε.
(4.34)
Solutions obtained on four consecutive isotropic uniform and anisotropic
adaptive refined meshes (l = 0, ..., 3) are taken into consideration with initial
mesh size (l = 0) set as h0nΓ = h0b = L/15. The relative error for the computed
pressure drop can be estimated using Formulas (4.35), (4.36) given in Brackbill et
al. [23] and Gerlach et al. [56], while the error in the spurious stream is measured
by the maximal velocity in the computational field following Equation (4.37):
EL1(p) =
∣∣∣∣∣
∑nine
i=1 pi − γ/R
nine (γ/R)
∣∣∣∣∣ , (4.35)
EL2(p) =
[∑nine
i=1 (pi − γ/R)2
nine (γ/R)2
]1/2
, (4.36)
EL∞(‖u‖) = max(‖u‖) , (4.37)
where nine is the number of mesh elements inside the bubble.
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Figure 4.22: Two-phase flow - Computed pressure along x-direction at the
mid-section (y = 0) of the static bubble with a density ratio of ρ1/ρ2 = 1000
for different anisotropic adaptive refined mesh (l = 0, ..., 3).
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Figure 4.23: Two-phase flow - Errors in velocity and pressure for the static
bubble with a density ratio of ρ1/ρ2 = 1000.
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Figure 4.22 shows the plot of the pressure along the x-direction in the mid-
section of the bubble for anisotropic adaptive refined meshes. The pressure
jump across the interface, as well a the constant pressure inside the bubble,
can be observed on meshes l = 2, 3 with n2e = 10104 and n3e = 40242 elements,
respectively. Convergence plots for the L∞ norm of the spurious velocity ‖u‖)
and the L1 and L2 norms for the pressure error (after 250 physical time steps
∆tphys = dµ/γ) can be seen in Figure 4.23. It is clear that the isotropic mesh
refinement strategy exhibits poor results for both velocity and pressure, whereas
the anisotropic mesh strategy presented in this paper yields less spurious flows as
the mesh is refined and successfuly recovers the rate of convergence for EL∞(‖u‖),
EL1(p) and EL2(p). As expected, the convergence rates with anisotropic mesh
refinement are always of one order higher than with isotropic meshes.
4.4 Conclusion
This chapter presents the general principle of the nearly body-fitted mesh
approach in which an adaptive approach for modelling embedded surfaces is
proposed and studied in detail. The basic idea is to generate a mesh that
is refined around the embedded geometry, and to impose strong boundary
conditions at the nodes that are located closest to the interface, as if the mesh
was body-fitted.
The geometry of the object under consideration is described by a level-set in
the computational domain and the solution is calculated with a standard finite
element method at various orders p. With uniform refinement, the large error
that occurs on the embedded interface dominates the global solution over the
computational domain; therefore, a faster local refinement near the interface is
necessary to recover the optimal convergence rate. This technique removes the
need to modify the finite element kernel for prescribing the boundary conditions
on the embedded interface, at the expense of representing the geometry only
approximately.
Numerical examples involving irregular geometries in both two and three
dimensions were performed, with excellent results. The geometrical error was
also analyzed in detail to prove the advantage of the method when employing
anisotropic elements to capture the complex geometrical features of the interfaces.
Although anisotropically refined meshes exhibit a slight increase in the number
of degree of freedoms (less than 20% in our proposed approach), they yield an
optimal rate of convergence, whereas only first order accuracy is obtained from
uniformly refined meshes. In addition, other application in the field of composite
material science can also be found in the paper of Quan and coworkers [126]. The
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effectiveness of the approach is also illustrated in modelling complex geometries
of the woven composite material. It shows that the way we anisotropically
refine the mesh as mentioned in this thesis is efficient to minimize the dominant
local error at the vicinity of the material interface, recovering the optimal
convergence rate. In addition, second order accuracy is also obtained for solving
Navier-Stokes equations with linear finite elements (p = 1), this will be discussed
in the next chapter.
In conclusion, controlling the error in the vicinity of the embedded interface
Γ by refining mesh size in direction normal to Γ, optimal rate of convergence
could be recovered for any order finite elements.

Chapter 5
“Nearly” Body-Fitted Meshes
for Steady Flows
This chapter is dedicated to the extension of the method to Navier-Stokes
equations which is published in Quan et al. [125]. The anisotropic adaptive
strategy for CFD combines the nearly body-fitted mesh strategy to capture the
embedded geometry with an iterative anisotropic adaption based on the Hessian
of the flow solution to improve the accuracy of the solution. Thus, in addition to
the level-set adaptation discussed before, the mesh metric construction for the
adaptation to the solution and the metric intersection will be described in detail.
Numerical computation for some steady benchmarks involving both simple and
complex geometries in two and three dimensions are performed. Obtained
solutions are then compared with other documented results to demonstrate the
accuracy and efficiency of the method.
5.1 Adaptive “Nearly” Body-Fitted Meshes for
CFD
This section recalls the general principle of the “nearly” body-fitted mesh
approach which is discussed in the previous chapter and also can be found in
Quan et al. [126]. The basic idea of the method is to capture the geometry by
generating a mesh that is refined around the embedded geometry and to impose
strong boundary conditions at the nodes that are located closest to the interface,
as if the mesh was body-fitted. This “nearly” body-fitted mesh removes the
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need to modify the finite element kernel for prescribing the boundary conditions
on the embedded interface, at the expense of representing the geometry only
approximately. In general, a “nearly” body-fitted mesh which captures well the
embedded geometry is generated as follows:
• The embedded interface Γ is represented by level-set method with level-set
function φ(x).
• An anisotropic mesh adaptation procedure takes place in the vicinity the
interface with flat elements stretching along the interface.
• The mesh is split in two (negative and positive domain) by evaluating the
level-set function φ(x) at the centroid ci of elements ei.
The interface Γ∗, that is composed of the mesh edges separating the two sides
of the domain, gives an approximate representation of Γ. However, as explained
previously, the approximation of the geometry and its impact on the finite
element solution is very limited if the appropriate level of anisotropic mesh
refinement is applied.
5.1.1 Level-set Based Metric for “Nearly” Body-Fitted Meshes
A good approximation of embedded geometries can be obtained by employing
highly anisotropic elements stretching along the interfaces. By doing this, errors
in the positition and in the shape of the geometries are reduced, leading to a
nearly body-fitted interface as discussed in previous chapter. In this section, we
explain briefly about how to create such anisotropic meshes in the vicinity of
the interface Γ, in a band {x s.t. |φ(x)| ≤ E} of thickness 2E around Γ. The
key aspect of the method is the definition of a metric tensor field that drives
the mesh adaptation process by prescribing a direction-dependent mesh size.
An initial isotropic mesh is first created using a standard mesh generation
algorithm. At each mesh vertex, the gradient ∇φ(x) and the Hessian H(φ(x))
of the distance function φ(x) are computed:
∇φ(x) =
 φxφy
φz
 , H(φ(x)) =
 φxx φxy φxzφyx φyy φyz
φzx φzy φzz
 . (5.1)
A mesh metric is then build at every mesh vertex as follows:
(1) The unit vectors normal n and tangent ti to Γ, as well as the corresponding
curvatures κi, are obtained from the gradient ∇φ and the Hessian H(φ).
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Figure 5.1: Mesh generation - Illustration for mesh adaptivity in the vincinity
of the embedded interface.
(2) The mesh size hn to be specified in the normal direction to Γ is computed
by a linear interpolation on the distance φ between the value hnΓ at the
interface Γ (φ = 0) and the bulk value hb at the border of the band
(φ = E) (see Fig. 5.1). The mesh size hti to be specified in each tangential
direction i to Γ is proportional to the corresponding curvature κi.
(3) The mesh metricMLS is given by:
MLS = RT
 λn 0 00 λt1 0
0 0 λt2
R, (5.2)
where the eigenvalues are computed from the mesh sizes hn and hti
bounded by user-defined minimum hmin and maximum hmax values:
λn = min
(
max
(
1
h2n
,
1
h2max
)
,
1
h2min
)
, (5.3)
λti = min
(
max
(
1
h2ti
,
1
h2max
)
,
1
h2min
)
, (5.4)
and R = (n, t1, t2)T .
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In the bulk of the domain (i.e. outside the band of thickness 2E around Γ), a
uniform isotropic element size hb is prescribed:
MLS =

1
h2
b
0 0
0 1
h2
b
0
0 0 1
h2
b
 . (5.5)
The mesh metric MLS is then passed as input to external anisotropic mesh
generator libraries (BAMG in 2D [76] and MMG3D in 3D [39]), that are available
in Gmsh [60].
5.1.2 Hessian Based Mesh Metric
The adaptive strategy for CFD combines the nearly body-fitted adaptive mesh
approach with an iterative anisotropic adaption procedure that is driven by an
error estimator based on the Hessian of the flow solution.
Our incompressible Navier-Stokes solver is a stabilized finite element method.
Continuous linear (p = 1) finite elements are used for interpolating both the
velocity u and the pressure p. The error estimation procedure is based on the
norm of the velocity |u(x)|. Because of the p = 1 interpolation, the leading
term of the discretization error is proportional to the Hessian H(|u(x)|) [51].
The Hessian matrix H(|u(x)|) contains directional information about the
discretization error: it allows us to build a second mesh metricMH = αH(|u(x)|)
that is directly proportional to H(|u(x)|) [22, 129]. The factor of proportionality
α betweenMH and H(|u(x)|) is not trivial to compute when the aim of the
adaptation process is to control the interpolation error. In practice, it is usually
more convenient to control the number of elements in the final mesh. In this
case, the factor α is easy to compute.
Assume an initial meshM containing N elements (noted e) on which the Hessian
field has been computed. Assume that our aim is to produce an optimized mesh
M ′ with N ′ elements that respects the anisotropic size field defined byMH .
Consider an element ei ∈M . Assuming that Hi is the (constant) Hessian in ei
and Vi is the volume (area in 2D) of this element, it is possible to define the
non-dimensional volume VMi of ei in the metric space with respect to Hi as [3]:
VMi =
√
detMi Vi = αd/2
√
detHi Vi, (5.6)
where d is the dimension of the problem. This non-dimensional volume VMi
represents the number of elements in the region defined by ei in M ′. The
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number of elements N ′ in the optimized mesh M ′ is simply:
N ′ = αd/2
N∑
i=1
√
detHi Vi. (5.7)
The coefficient of proportionality α can then be computed as:
α =
(
N ′∑N
i=1
√
detHi Vi
)2/d
. (5.8)
5.1.3 Mesh Metric Intersection
As at least two metric fields (MLS and MH) are constructed, a metric
intersection needs be performed in order to provide a single intersected metric
to the mesh generator. The intersection operation is based on keeping the
most restrictive size constraint among both metrics [3] as well as preserving
orientation of the most anisotropic metric.
Figure 5.2: Mesh generation - Ellipse representing metricM.
Fig. 5.2 shows the geometric interpretation for a mesh metric M associated
with an ellipse EM in 2D (or ellipsoid in 3D) prescribing at one point the desired
element sizes in its principal directions.
Consider a point in the vicinity of a 2D embedded geometry where two metrics
MLS and MH coexist and the intersection results in MH∩LS . This means
that the two associated ellipses ELS and EH at this point should be intersected
in some way to result in a single ellipse EH∩LS . As illustrated in Fig. 5.3,
the geometric intersection (dashed line) of both ellipses is not an ellipse itself.
Instead, the largest ellipse included in the intersection region, with axes parallel
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to those of the most anisotropic of both original ellipses (here ELS), is taken
as ELS∩H . Mesh sizes prescribed by ELS∩H fulfill the size constraints imposed
in both mesh metrics in all directions, while the orientation of the anisotropic
elements is preserved.
Figure 5.3: Mesh generation - Geometric interpretation of mesh metric
intersection MLS ∩ MH in 2D that preserves the orientation of the most
anisotropic mesh metric.
In practice, the metric intersection procedure can be summarized as follows:
• Eigenvalue decomposition of both MLS and MH to identify the most
anisotropic metric, i.e. the metric with the largest ratio of eigenvalues.
The basis R = {e1, e2, e3} is retained, with ei the normalized eigenvectors
of the most anisotropic metric.
• Construction of the intersection metric:
MLS∩H = RT

max(µLS1 , µH1 ) 0 0
0 max(µLS2 , µH2 ) 0
0 0 max(µLS3 , µH3 )
R,
(5.9)
where µLSi = eiTMLSei and µHi = eiTMHei.
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5.2 Overall Procedure for Solving CFD Application
5.2.1 Overall Procedure
The overall procedure for solving CFD problems using nearly body-fitted mesh
technique is illustrated in Fig. 5.4, in which i indicates the adaptation iteration
index and Sinit denotes the initial condition while mesh metric, mesh and
solution are respectively denoted byM, M and S. It should be noted that at
each iteration step i, the mesh M i is adapted to both geometry and Hessian of
the solution and is then splitted at the embedded interface Γ as discussed in
previous chapter, giving the final “nearly” body-fitted mesh Mi which is used
for the calculation of solution Si. In every step, the steady CFD problems are
solved using the same initial condition Sinit (u = 0 and p = 0). The numerical
procedure is explained as follows:
(1) In the first step (step 0 ), the problem is solved on the initial mesh M0
which is adapted to the level-set only in order to capture the embedded
geometry, as there is no information about the flow solution at this time.
Numerical solution on this mesh is denoted as S0.
(2) Next, in intermediate steps (step i with 0 < i ≤ N , where N is the
total iteration number that we would like to perform), the mesh Mi is
successively adapted to both geometry and flow field using the metric
intersection technique presented in Section 5.1.3. Solution obtained in
each intermediate step i is denoted as Si. Usually, three iterations (N = 2)
are sufficient to obtain a final refined mesh that produces a good solution.
We note that it is not necessary to impose a high value for the target
element number ntargetH at the beginning, when the flow resolution obtained
from the previous steps is not fine enough: ntargetH should be increased
step by step. Only results computed on the final mesh are reported in the
thesis.
(3) For solving Newtonian fluid flows governed by incompressible Navier-
Stokes equations, we use an implicit pressure stabilized finite element
method that has been shown to be robust, accurate and stable with
linear finite elements (p = 1). The details of the spatial discretization
scheme can be found in [109]. The time integration is performed either
by a backward Euler scheme or a second-order Diagonally-Implicit Runge-
Kutta (DIRK) scheme. The non-linear system of equations arising at
each time step is solved by a Newton method that makes use of LU
or incomplete LU decomposition algorithms implemented in the PETSc
library [12]. For steady cases, the solution is computed by marching in
time with increasingly large time steps until the steady state is reached.
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Figure 5.4: Mesh generation - Iterative mesh adaptation scheme for solving
steady fluid flow problems.
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5.2.2 Finite Difference Approach for Wall Shear Stress Calcu-
lation
In many CFD applications, the wall shear stress is a quantity of engineering or
scientific interest. It can be computed directly from the finite element solution
by evaluating the velocity gradient of elements adjacent to the wall. In the case
of nearly body-fitted meshes however, estimating the wall shear stress in this
manner may yield inaccurate results, because of the elements lying on the wall
are highly stretched, and they represent only approximately the real geometry.
It may thus be beneficial to use the solution further away from the wall than
the first layer of elements.
In this work, we compute the wall shear stress through finite differences using
values of the flow velocity evaluated at several points in the domain. The
procedure is illustrated in Fig. 5.5. For each boundary edge, the tangential
component ut,j of the velocity is evaluated at a series of points Pj along the
normal direction, starting with the mid-point P0 of the edge. The points Pj are
equally spaced with a step ∆n = 0.9hnΓ, so that the first few points are likely
to be located in different elements. Usually, three points P0, P1 and P2 are
sufficient to accurately compute the normal gradient of the tangential velocity.
We show in this section that this technique results in more accurate wall shear
stress predictions than the direct estimation from the finite element solution for
most of the applications considered.
Figure 5.5: Solving CFD problems - Illustration of tangent velocity
derivatives calculation for element ei on Γ∗.
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5.3 Steady Flow over 2D Cylinder
In this section, a 2D cylinder of diameter D = 0.1 is immersed in a free-
stream with velocity U0 and located at the center of the domain of size Ω =
[0, 30D]× [0, 15D], see in Fig. 5.6. Laminar flows at Reynolds numbers Re = 20
and Re = 40 are simulated.
Figure 5.6: Steady flow over cylinder (Re=20,40) - Computational domain
and boundary conditions.
The level-set function:
φ(x, y) =
√
x2 + y2 −R (5.10)
describes the geometry of the cylinder embedded in the computational domain.
Velocity conditions are imposed at the upstream, top and bottom boundaries of
the domain, while a pressure condition is imposed on the downstream boundary.
The surface of the cylinder is subject to a non-slip boundary condition.
5.3.1 “Nearly” Body-Fitted Mesh Solution in Comparison
with Monolithic IVM Solution
Simulation for steady flow at low Reynold number (Re = 20) is carried out
on anisotropic adaptive meshes which are iteratively adapted to both level-set
and flow solutions. Mesh parameters are chosen as: hb = 0.5, hnΓ = 0.001,
2E = 0.16, leading to the finest mesh with total number of mesh elements
ne = 20, 159. This mesh will be used to perform CFD simulation with monolithic
IVM technique [71] and with nearly body-fitted technique; obtained results
will be compared to each other. In Fig. 5.9(a), the entire mesh is used as a
composite domain for calculation with IVM while only the outside domain,
excluding the solid cylinder, is used for simulation in nearly body-fitted mesh
approach as observed in Fig. 5.9(b).
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Fig. 5.9(d) shows that, in nearly body-fitted mesh, viscosity is assigned for
fluid domain only. In monolithic IVM, the same density (ρfluid = ρsolid) is
assigned for the entire domain while dynamic viscosities νfluid, νsolid (with
νsolid = 8000 · νfluid) are assigned for fluid domain and solid domain. Mixing
law is used for smoothing physical properties over a band of width 2εsmooth
with εsmooth = 2hnΓ around Γ as can be seen in Fig. 5.9(c):
ρ = ρfluid ·H(φ(x)) + ρsolid ·
(
1−H(φ(x))
)
, (5.11)
µ = µfluid ·H(φ(x)) + µsolid ·
(
1−H(φ(x))
)
, (5.12)
where φ(x) is the signed distance level-set function which represents the
embedded interface Γ and H(φ(x)) is the sine-approximation for Heaviside
function:
Figure 5.7: Solving CFD problems - Wall shear stress calculation in
monolithic IVM.
Finite difference strategy is used for the calculation of wall shear stress exerted
on the surface of the immersed cylinder in monolithic technique. Solution for
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any point locating on the exact interface Γ is now evaluated by employing three
points P0, P1 and P2 to extract flow solution from the neighboring elements.
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(a) NBF wall shear stress using different mesh sizes hnΓ.
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(b) NBF wall shear stress and IVM wall shear stress for comparison.
Figure 5.8: Flow over cylinder (Re = 20) - Wall shear stress calculation
using IVM and NBF techniques.
It should be noted that the first point P0 locates right on the interface Γ while
P1 and P2 should be outside the diffuse interface which is smeared out over a
smoothing band 2εsmooth around Γ; however they must still locate well inside
the boundary layer δBL for taking the dominant viscous effect of fluid flow into
account, see in Fig. 5.7 for illustration. Regularization band here is taken as
εsmooth = 2hnΓ = 0.002. Distance between calculation points Pi, with i = 0, 1, 2,
is chosen as ∆n = 0.05 which is shown to fulfill the above conditions:
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(i) P0P1 = ∆n > smooth → P1 locates outside εsmooth,
(ii) P0P2 = 2∆n < δBL → P2 locates inside δBL.
(a) Computational mesh in IVM (b) Nearly body-fitted mesh
(c) Smoothed kinematic viscosity (d) Viscosity for nearly body-fitted mesh
(e) Smoothed velocity norm in IVM (f) Velocity norm on nearly body-fitted mesh
Figure 5.9: Flow over cylinder (Re = 20) - IVM solution and NBF solution
for comparison.
Results for wall shear stress which are computed using different mesh sizes hnΓ
in the vicinity of the embedded interface are presented in Fig. 5.8(a). The wall
shear stress plots show some noise; however, the finer mesh size hnΓ is used, the
smoother the curves become. The reason for this that the replaced interface
Γ∗ converges to the exact geometry Γ when mesh is refined in the vicinity of
the embedded interface. Wall shear stress distribution τw along the embedded
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interface is plotted in Fig. 5.8(b). IVM result and current result are in good
agreement.
In addition, reattachment lengths obtained from IVM and proposed approach
show the same accuracy with LIVM/D = 0.88 and LNBF /D = 0.87 as shown
in Fig. 5.9(e) and Fig. 5.9(f).
From the above study, it can be said that accuracy in nearly body-fitted mesh
approach is nearly the same in comparison to IVM approach with mixing
physical properties which are the original technique inspiring the idea for the
present method.
5.3.2 Convergence of Navier-Stokes Equations
In order to analyze the rate of convergence in solving Navier-Stokes equations
using nearly body-fitted meshes, flow solutions at Re = 20 are computed on
five successively refined meshes l = 0, .., 4. For there is no analytical solution,
result obtained on the finest mesh will be considered as exact solution.
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Figure 5.10: Flow over cylinder (Re=20) - Rate of convergence analysis for
flow variables (u, v and p).
For the first coarse level (l = 0), we define a mesh size in the bulk h0b and the
mesh size near the interface in the normal direction h0nΓ as well as a target
number n0H of elements generated by the Hessian-based adaptation to the flow.
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For the next levels, we have:
hlb = h0b · rlb,
hlnΓ = h0nΓ · (rlb)2,
nlH = n0H · (rlb)2,
(5.14)
where rb = 2 is the refinement factor for mesh size in the bulk.
The error norms for the velocities EL2(u), EL2(v) and for the pressure EL2(p)
are plotted in Fig. 5.10. The solution on the highest refined level (l = 4) is
considered as the reference solution for computing the error. We can observe
the second order accuracy of the method for solving Navier-Stokes equations.
Note that the pressure is only first order accurate in our stabilized finite element
method.
5.3.3 Analysis of Drag Coefficient and Reattachment Length
Table 5.1 shows mesh statistics in terms of the total number ne of elements in
the mesh, the number nLS of mesh elements resulting from the adaptation to
the geometry, as well as the proportion nLS/ne. The value of nLS is estimated
as nLS = nNBF − niso, where niso is the number of elements in an initial mesh
with uniform isotropic element size hb over the whole domain without embedded
interface, and nNBF is the number of elements in the nearly body-fitted mesh
resulting from the adaptation to the level-set only.
l hb hnΓ nLS nLS/ne ne Cd L/D
0 0.8 0.0064 607 13.1% 4607 2.10 0.82
1 0.4 0.0016 717 4.2% 16943 2.15 0.89
2 0.2 0.0004 1380 2.3% 61057 2.15 0.90
3 0.13 0.00016 2630 2.4% 110982 2.15 0.92
4 0.10 0.00010 2935 1.3% 222208 2.14 0.92
Table 5.1: Flow over cylinder (Re=20) - Mesh statistics for convergence
analysis.
The reattachment zone behind the cylinder is observed to be captured well at
different Reynolds numbers, as shown in Fig. 5.11.
The drag coefficient Cd and the reattachment length L/D, also shown in
Table 5.1, converge at refinement level l = 3 towards a value of 2.15 and 0.92
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Figure 5.11: Flow over cylinder (Re=20) - Adaptive mesh in the vicinity
of the cylinder.
L/D Cd L/D Cd
Re = 20 Re = 20 Re = 40 Re = 40
References [0.73-1.05] [2.00-2.22] [1.51-2.59] [1.48-1.70]
Present 0.92 2.14 2.21 1.58
Table 5.2: Flow over cylinder (Re=20,40) - Current results in comparison
with reference results [26, 30, 34, 37, 49, 81, 93, 104, 122, 130, 141, 151, 160, 162]
respectively. At this level, while ne − nLS = 108352 elements are enough to
capture the physics, only nLS = 2630 anisotropic elements are generated for
capturing the geometry. The proportion nLS/ne = 2.4% shows that the nearly
body fitted technique does not imply a significant computational overhead
compared to the use of a body-fitted mesh.
Both drag and reattachment length in the flow at Re = 40 can be seen to
converge in Fig. 5.12. Finally, Table 5.2 demonstrates that the results for these
two quantities are in agreement with reference data from the literature.
5.4 Self-Similar Laminar Boundary Layer
In this benchmark, a laminar boundary layer on an adiabatic flat plate is
computed, the flat plate being immersed in a free stream. The Reynolds number
based on the length of the plate is Re = 20, 700, and the numerical solution is
compared to the Blasius solution.
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Figure 5.12: Flow over cylinder (Re=40) - Convergence of drag coefficient
and reattachment length.
126 “NEARLY” BODY-FITTED MESHES FOR STEADY FLOWS
The level-set function:
φ(x, y) =

√
x2 + y2 if x < 0,
y elsewhere.
(5.15)
describes the flat plate embedded in a rectangular domain of size Ω =
[−1.5, 2.07]× [−1.5, 1.5]. The length of the plate is L = 2.07 with the leading
edge of the plate is put at the origin (0, 0) and the outlet boundary of the
domain is located at the end of the plate. A velocity condition is imposed at
the inlet, the upper and the lower boundaries, while the pressure is imposed at
the outlet. The plate is subject to a non-slip wall boundary condition.
Figure 5.13: Laminar boundary layer (Re=20700) - Geometry
configuration and boundary conditions.
The nearly body-fitted mesh based on the level-set is generated with parameters
hb = 0.5 and hnΓ = 0.0001) and the Hessian-based iterative adaptation to the
flow is performed with a target number of elements nH = 5000.
All numerical solutions such as longitudinal velocity u and wall shear stress
τw are compared with analytical results from the theory of Blasius [133] that
considers a self-similar velocity profile. In particular, the exact solution for the
wall shear stress:
τw(x) =
1
2ρU
2
0Cf (5.16)
can be determined from:
Cf =
0.664√
Rex
= 0.664√
U0x/ν
. (5.17)
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The adaptation procedure delivers a mesh of ne = 8,543 elements and a solution
that is good agreement with analytical results.
(a) Level-set adaptivity. (b) Solution adaptivity.
Figure 5.14: Laminar boundary layer (Re=20700) - Anisotropic adaptive
mesh generation.
The velocity profile is compared in Fig. 5.15 to results obtained with a body-fitted
structured mesh: although the nearly body-fitted mesh contains less elements, it
gives a solution of similar accuracy as the body-fitted mesh. Fig. 5.16(a) shows
a plot of the friction coefficient along the plate, while a close-up view for the
solution in the region near the leading edge can be observed in Fig. 5.16(b). In
these plots, “Blasius-WSS”, “FD-WSS” and “FE-WSS” respectively stand for
the Blasius solution, numerical wall shear stress computed by finite difference
approach and numerical wall shear stress computed directly from the finite
element solution. The results estimated with finite differences provide an
improvement compared to the direct evaluation of the velocity gradients from
the finite element solution.
5.5 Flow over a NACA0012 Airfoil
In this test case, the incompressible laminar flow over an NACA0012 airfoil
at Re = 5000 and angle of attack α = 0 is taken into consideration. For the
NACA0012 airfoil, the ratio of the thickness to the chord c is t = 0.12 and the
leading edge is located at the origin. The coordinates of the airfoil are then
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(b) Nearly body-fitted mesh
Figure 5.15: Laminar boundary layer (Re=20700) - Velocity profiles u/U
using structured and nearly body-fitted meshes for comparison.
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Figure 5.16: Laminar boundary layer (Re=20700) - Analytical and
numerical wall shear stress τw for comparison.
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defined as:
yB(x) = ±5tc
[
0.2969
√
x
c
− 0.1260
(x
c
)
− 0.3516
(x
c
)2
+ 0.2843
(x
c
)3
− 0.1036
(x
c
)4]
(5.18)
where the coefficient of the quartic term of the original formula for 4-digit
NACA airfoils has been modified in order to obtain a thin trailing edge. The
level-set function describing the embedded airfoil geometry for mesh adaptation
is the distance to the closest point (xP , yB(xP )) located on the airfoil, that is
determined numerically:
φ(x, y) = inf
xP∈[0,c]
√
(x− xP )2 + [y − yB (xP )]2. (5.19)
Figure 5.17: Steady flow over NACA0012 (Re=5000) - Computational
mesh.
The mesh resulting from the adaptation procedure, containing ne = 27,588
elements (hb = 1.5, hnΓ = 0.0001), is shown in Fig. 5.17. The results for the
pressure coefficient Cp are compared to those obtained on a hybrid body-fitted
mesh with nBFe = 102,000 elements in Fig. 5.18(a), showing good agreement.
The same comparison for the friction coefficient Cf (Fig. 5.18(b), 5.19(a) and
5.19(b)) is also positive. Again, the benefit of the finite-difference calculation
of the wall shear stress over the direct finite-element evaluation for the nearly
body-fitted mesh is put in evidence.
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(b) Friction coefficient along the airfoil.
Figure 5.18: Steady flow over NACA0012 (Re=5000) - Pressure and
friction coefficients along the airfoil.
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Values for the drag and lift coefficients from the adapted mesh are compared in
Table 5.3 to reference data from the literature and results from the body-fitted
mesh. A good agreement can be seen with the reference results in terms of drag,
particularly with the incompressible solution computed by Beran et al. [18] and
the low-Mach number flow simulated by Turkel [153]. Moreover, the location
of the separation point near the trailing edge, that is particularly difficult to
capture, matches well the result obtained on the body-fitted mesh.
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(a) Friction coefficient at the leading edge.
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(b) Friction coefficient at the trailing edge.
Figure 5.19: Steady flow over NACA0012 (Re=5000) - Friction coefficients
at the leading edge and trailing edge.
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Method Ma Cd Cl xsep/xc
Mavriplis[110] 0.5 0.0561 - 0.814
Pagnutti (iso)[120] 0.5 0.0556 0.0095 0.834
Pagnutti (aniso)[120] 0.5 0.0549 0.000114 0.795
Pulliam[124] 0.5 0.0542 - 0.824
Radespiel[128] 0.5 0.0554 - 0.814
Turkel[153] 0.001 0.0516 0.00003 -
Beran[18] incompressible 0.053 0.0 -
Body-fitted mesh incompressible 0.0509 0.00020 0.93
Nearly body-fitted mesh incompressible 0.0513 0.00027 0.925
Table 5.3: Steady flow over NACA0012 (Re=5000) - Comparison of drag,
lift and separation point for laminar flow over NACA0012 airfoil.
5.6 Flow over an Array of Cylinders
We present in this section a benchmark involving complex geometry, namely an
array of cylinders described in [55]. The incompressible fluid flow through a bank
of tubes is simplified as a two-dimensional flow across an array of infinitely long
cylinders with porosity  = 0.75. The sample is assumed to have a square shape
of size H ×H, put in a channel of size Ω = [0, 4H]× [0, H], while the diameter
of the cylinders is D = H/8. A Dirichlet boundary condition with u = U0
and v = 0 is imposed for inlet, top and bottom boundaries while a prescribed
constant pressure p = P0 is imposed for the outlet of the computational domain.
Surfaces of the cylinders are assumed to be non-slip walls.
The Ergun Reynold number is used for this kind of problem and is determined
based on the porosity , cylinder diameter D, kinematic viscosity ν and inlet
velocity U0:
ReE =
U0D
ν(1− ) . (5.20)
Both steady (ReE = 1) and unsteady flows (ReE = 200) are taken into
consideration, the two different configurations being sketched in Fig. 5.20(a)
and 5.21(a). The distance function in Eq. (5.21)√
(x− xc)2 + (y − yc)2 −R = 0 (5.21)
describes the geometry of a cylinder with centroid (xc, yc) embedded inside the
domain.
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(d) Pressure drop across the system at two vertical positions
Figure 5.20: Flow over multi-cylinders (ReE=1) - Geometry configuration
and computational meshes.
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Mesh adaptation is performed in the vicinity of all cylinders with mesh sizes
hnΓ = 0.0001, hb = 0.5 in the normal direction to the interfaces and in
the far-field region, respectively. The pressure drop across the system ∆p =
pinlet−poutlet at two vertical positions in the steady case is plotted in Fig. 5.20(d).
The present results are consistent with reference solutions.
H 
H 2H H 
1 
H/8 H/8 
u = U0 
v = 0 
u = U0  v = 0 
u = U0  v = 0 
p = P0 
(a) Computational domain and boundary conditions.
(b) Computational mesh.
(c) Velocity field.
(d) Pressure field.
Figure 5.21: Flow over multi-cylinders (ReE=200) - Geometry
configuration, computational mesh and solution fields.
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As there is a oscillating flow behind cylinder 1© at high Reynold number
ReE = 200 (see Fig. 5.21(c)), the lift coefficient Cl, drag coefficient Cd and drag
oscillation period Tref are computed in Table 5.4, demonstrating the accuracy
of the method for this kind of complex geometries with less than 5% of with
respect to the reference solution.
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Figure 5.22: Flow over multi-cylinder ReE=200 - Plot of drag and lift
coefficients.
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Geller et al. [55] Present Error(%)
Cl 0.915 0.882 3.65%
Cd 2.0548 1.9537 4.92%
TD/U0 4.2327 4.27 0.88%
Table 5.4: Flow over multi-cylinder (ReE=200) - Comparison of drag, lift
and oscillation period.
5.7 Blood Flow through an Arterial Bypass
In this section, a test case involving a realistic biomedical application,
where simulations for internal blood flow through an artery are performed.
Here, level-set functions based on both analytical functions and data file of
STereoLithography/Standard Tessellation Language (STL) format are used to
represent the embedded interfaces. This example illustrates for the efficiency of
the current technique which enables one to avoid difficulties during conformal
mesh generation due to the poor quality of the CAD model obtained from image
technique.
5.7.1 Idealized Model and General Steps for Solving Problem
Blood flow dynamics and arterial wall mechanics are thought to be an
important factor in the pathogenesis and treatment of cardiovascular diseases.
A number of specific hemodynamic and vascular mechanic factors - notably
wall shear stress, pressure and mural stress, flow rate, and residence time - are
implicated in aneurysm growth and rupture [25, 134] or in the pathogenesis of
atherosclerosis [90]. In a bypass model, a bypass is connected with the host
artery which consists in a stenosis. The stenosis is indeed the blocked part of
the artery of the patient. Therefore, surgical bypass operation is performed to
enable blood to flow through the blocked artery. During operation, a tube known
as artificial artery is sewn onto the artery, the bypass-artery junctions locate
before and behind the blockage. By doing this, blood could be transported
from the artery through the tube, bypassing the blockage, and then rejoin the
artery. Fig. 5.23(a) describes all parameters such as the length, diameters for
arterial inlet, arterial outlet, stenosis and bypass tube of the idealized model
used for numerical simulation in this thesis.
General steps to generate anisotropic adaptive nearly body-fitted meshes for
this bypass problem in particular and other internal flow problems in general
are:
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(a) Idealized model of an arterial bypass.
(b) STL-file obtained from medical imaging technique describes only a raw unstructured
triangulated surface.
(c) Anisotropic body-fitted mesh for reference solution (Mesh parameters: hBFnΓ = 0.001, n
BF
e =
178, 945).
Figure 5.23: Blood flow through arterial bypass - Problem description and
view of conformal mesh for reference solution.
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(1) Choose an appropriate box as computational domain Ω in which the
bypassed artery should be embedded.
(2) Define necessary level-set functions for all embedded boundaries such as
inlet, outlet and inner walls of the bypass and the main aorta.
(3) Define mesh adaptation parameters (hb, hnΓ and 2E) and check mesh
quality by evaluating the maximal measured Hausdorff distance.
(4) Blood flow is solved on initial nearly body-fitted mesh which is adaptive
to the level-set only.
(5) The final mesh used for solution calculation is generated based on level-set
adaptivity for capturing the embedded geometry and solution adaptivity
for capturing the boundary layer close to the inner wall as well as for
improving the accuracy of the solution.
5.7.2 Domain Definition and Embedded Boundaries Represen-
tation
First of all, it should be noted that the bypassed aorta case considered in this
section involves internal flow; therefore, the size of the entire domain Ω could be
chosen arbitrarily but it must still fulfill that the boundary ∂Ω of the domain
bounds the whole bypass and at least a few layers of mesh elements could be
generated outside the aorta surface. Thus, computational mesh for bypass
problem will be generated inside a box of size Ω = [−17, 14] × [−10,−2.5] ×
[−1,−5], which is large enough to embed the bypass model.
Secondly, all the embedded boundaries need to be described by suitable level-set
functions. It is known that most of the current medical imaging techniques
allow to extract only the inner wall of the arteries and the outcome of the
segmentation procedure is a raw unstructured triagular surface. This kind of
triangulations is of poor quality (with poorly shaped and distorted triangles)
and not sufficient enough for direct meshing. The primary CAD model of
the bypassed-aorta surface shown in Fig. 5.23(b) is also in STL-format and
it is not suited for subsequent numerical simulations since they are generally
oversampled and of very low quality. It is then desirable to modify the initial
surface mesh to generate a new surface mesh and as well to create a volume
mesh of high quality. During the volume mesh generation, it is furthermore
desirable to create a boundary layer mesh that contains enough elements near
the wall to capture accurately the wall shear stress.
Thus, the approach presented here can be used to circumvent both the complex
surface remeshing algorithm and boundary layer mesh generation [107].
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Although the STL-file obtained from scan data contains information of surface
segmentation which is not ready for meshing but it can be used to define a
level-set φ1 for representing the inner wall of the arterial bypass. This level-set
is computed efficiently (using the Approximate Nearest Neighbor algorithm) as
the smallest distance to the triangles of the triangulation.
Moreover, two analytical functions φ2 and φ3 in the following Eq. (5.22) and
Eq. (5.23):
φ2(x, y, z) = z + 13.0 (5.22)
φ3(x, y, z) = z − 10.5 (5.23)
respectively represent the inlet and outlet boundaries (see Fig. 5.24(a)). It is
necessary to define those boundaries, thus enables us to impose pressure and
velocity conditions of the inflow and outflow.
The surface elements created when splitting the adapted mesh into two domains
are then tagged according to the level-set that cuts the corresponding volume
element. At the intersection between the wall of the artery and the inlet and
outlet boundaries, several level-sets pass through the elements. The first one
that cuts an element is chosen to tag the created surface element.
5.7.3 “Nearly” Body-Fitted Mesh Generation
As the initial step, we first create an initial nearly body-fitted mesh base on the
level-set with mesh size in the vicinity of all boundaries inlet, outlet and inner
wall h0nΓ = 0.001 in normal direction to Γi while mesh parameter h0b = 0.3 is
chosen for bulk region. The resultant mesh consists in nin0e = 147, 629 elements
for the inner domain. Surface mesh at inlet, stenosis and downstream bifurcation
in Fig. 5.24(b) is shown to be smooth enough to give a good approximation of
the embedded aorta.
In the next step, the second mesh containing nin1e = 167, 033 elements is then
generated based on both level-sets and solution obtained from the initial mesh.
Similar mesh size h0nΓ = h1nΓ = 0.001 is used for level-set adaptivity while coarser
mesh size h1b = 1.0 is used for elements in the bulk region. Fig. 5.24(b) and
5.24(c) show the volume mesh inside the domain in both meshes. The close-up
views of the surface mesh at the inlet, stenosis and the bypass-aorta bifurcation
in the downstream present a smooth interface embedded in the domain while
the two cross-sectional views show that anisotropic adaptive elements capture
well the embedded boundary of the 3D model.
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(a) Geometry configuration: 3D bypassed aorta described by
level-set Φ1 and two level-set planes Φ2, Φ3 embedded in a box.
(b) Level-set adaptivity (hb = 0.3, hnΓ = 0.001, nine = 147, 629):
Surface mesh at inlet, stenosis and downstream bifurcation.
(c) Solution adaptivity (hb = 1.0, hnΓ = 0.001, nine = 167, 033):
Mesh view at two positions z = −2.5 and z = 5.5.
Figure 5.24: Blood flow through arterial bypass - Geometry configuration
and computational meshes.
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A geometry error (Hausdorff distance) analysis is performed by calculating
the absolute geometric deviation of the newly created nodes from the initial
triangulation in Fig. 5.23(b) with the Metro tool [33]. The L2 error normalized
by the diagonal of the bounding box is 4.45 · 10−4.
5.7.4 Numerical Results
For simplicity, blood flow is assumed to be steady at Reynold number Re = 500
which is computed based on the aorta diameter at the inlet. A reference solution
is computed on a conformal anisotropic adaptive mesh used in Ref. [132]. This
conformal mesh contains nBFe = 178,945 elements with anisotropic elements of
size hBFn = 0.025 in the boundary and volume mesh is shown in Fig. 5.23(c).
The wall shear stress and velocity profiles are plotted for three locations: the
bypass, the stenosis and behind the downstream bypass-aorta bifurcation (shown
in view 1-1 and 2-2 on Fig. 5.24(c)). This last region is important to analyse
for gaining better understanding of wall thickening and clotting at the interface
between the blood and the vessels.
The velocity profiles plotted in Fig. 5.27 show a very good agreement between
the adapted mesh and the body-fitted mesh, exept a slight difference for the
peak velocity. This indicates that the expected flow regime is well reproduced.
The velocity norm over the whole domain and at different cross sections is
presented in Figure 5.25.
Figure 5.25: Blood flow through arterial bypass - Velocity field over the
whole domain and at different positions along the bypassed artery.
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(a) Wall shear stress at bypass (1-1)
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(b) Wall shear stress at stenosis (1-1)
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(c) Wall shear stress at downstream (2-2)
Figure 5.26: Blood flow through arterial bypass - Wall shear stress profiles
at bypass, stenosis and downtream of the aorta.
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(c) Velocity at downstream (2-2)
Figure 5.27: Blood flow through arterial bypass - Velocity profiles at
bypass, stenosis and downtream of the aorta.
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Nevertheless, it can be seen in Plots 5.26 that calculating derivative quantities
such as the wall shear stress is still challenging in this complex 3D case. Even
with the body-fitted mesh, the curves are noisy. However, it seems that the
solution obtained with the adapted mesh follows same trends as with the body-
fitted mesh in the regions where complex physical phenomena occurs, such as
the bypass and the stenosis (cross sections 1-1).
5.8 Conclusion
In this chapter the “nearly body-fitted mesh” approach is successfully extended
to the CFD simulations by combining anisotropic adaptation to a level-set with
an iterative adaptive procedure driven by the Hessian of the flow solution as
error indicator. One of the most advantages of using a nearly body-fitted mesh
is to avoid a deep modification in the finite element kernel, while Dirichlet
boundary conditions can still be imposed easily on the embedded interfaces in
a strong manner by node collocation. Moreover, the adaptation to the solution
generates meshes which capture well the behavior of physical phenomena, while
improving the computational cost.
The results obtained with several test cases show an optimal rate of convergence
in the L2 norm with linear finite elements (p = 1) for the flow variables u and
v. Detailed analyses of the flow solution demonstrate that meshes generated
with this approach capture well the flow features. Quantities such as drag, lift,
friction and pressure coefficients also converge well and are in a good agreement
with reference analytical and numerical results. However, the computation of
the wall shear stress requires a special treatment due to the highly stretched
shape of the boundary elements and the approximate nature of the geometry
representation, which could still be improved. It is shown that such derivative
quantities is still challenging in our given examples even in body-fitted mesh
which could be observed as noisy curves in the wall shear stress plot in the 3D
bypass case.
Overall, we are convinced that this methodology promises a great convenience
in solving CFD problems, making it possible to obtain accurate flow solutions
at a reasonable cost despite very limited user interaction.

Chapter 6
“Nearly” Body-Fitted Meshes
for Transient Flows and Heat
Transfer
In this chapter, the anisotropic adaptive nearly body-fitted mesh approach will
be extended to transient fluid flow and heat transfer problems. Anisotropic mesh
adaptation in the vicinity of the interface is employed to capture the embedded
geometry while mesh adaptivity based on the Hessian of the flow solution is
carried out to improve the accuracy of the solution. However, in case of time-
dependent fluid flows, the nearly body-fitted mesh is generated dynamically
based on the concept of “mesh metric intersection in time” introduced in [4].
The technique is validated by 2D problems involving periodic flow over a cylinder
as well as natural convection problems in closed domains.
6.1 Transient Adaptation Scheme for “Nearly”
Body-Fitted Mesh Generation
6.1.1 Adaptation Scheme for “Nearly” Body-Fitted Mesh
The adaptive mesh strategy for steady flow [125] combines the “nearly” body-
fitted adaptive mesh with iterative anisotropic mesh adaptation to the flow
solution, starting with the initial mesh in which uniform isotropic elements
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are generated in the bulk region and highly anisotropic adaptive elements are
defined for region close to the interface. Three meshes are generated iteratively
based on the Hessian of the solution obtained from previous iteration is shown
to yield a good solution.
However, the mesh adaptation method mentioned so far is only suited for steady-
state problems in which the solution converges toward a stationary solution while
the mesh converges toward its associated fixed mesh. In transient cases there is
random progression of physical phenomenon in the domain and computational
meshes now should be time-dependently and adaptively generated for each time
step base on solution obtained from previous time step. Therefore, when the
fluid flow becomes unsteady this approach should be extended to transient mesh
generation.
Figure 6.1: Mesh generation - Classical adaptation scheme for solving
transient fluid flow problems.
In the classical iterative approach for solving transient fluid flow problems
is described in Fig. 6.1, where i is the adaptation iteration index,M, M , Sinit
and S respectively indicate the mesh metric, mesh, initial condition and the
solution at each iteration. In this classical approach, solution Si at time ti is
computed throughout the time step [ti−1, ti] (with ti = ti−1 + ∆t0 and ∆t0 is
the time step size) assuming that at time ti−1, the existing solution Si−1 is
calculated from the previous time step on a mesh denoted as Mi−1. A new
mesh metric MHi−1 is now constructed based on the Hessian of Si−1 and a
new adaptive mesh Mi is generated based onMHi−1. Solution Si−1 obtained
by solving the problem on mesh Mi−1 is then interpolated on to the new mesh
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Mi and is set as initial condition Siniti for the calculation of new solution Si at
time ti. Normally, this scheme is used every several time steps.
Yet, Alauzet and Frey [4, 5, 50] pointed out some drawbacks of this classical
scheme as:
(i) large error in phase introduced due to interpolation of solution from
mesh to mesh, especially for cases of “long-time” computation,
(ii) diffused solution for mesh is always “late” or “left-behind” with
respect to the solution.
The authors therefore suggested that predicting flow evolution throughout a
short time interval before generating an adaptive mesh could overcome those
problems. Thus, they proposed to insert one special internal loop inside the
main loop. Solution is computed iteratively via the internal loop until the
algorithm converges to a given threshold, e.g  =1e-03 as given in [4]. Mesh
metric intersection in time gives the resultant metric for generating a new
adapted mesh which is now updated with respect to the flow phenomenon.
Based on this idea of predicting solution in advance, we decide to modify the
adaptation scheme in Alauzet’s papers such that it is suited to the “nearly”
body-fitted mesh approach in solving transient flow. The modified transient
adaptation scheme based on the suggestion of Alauzet is presented in Fig. 6.2.
6.1.2 Metric Intersection in Time
The transient adaptation scheme shown in Fig. 6.2 illustrates how a “nearly”
body-fitted mesh is generated dynamically. We denote here, respectively, by
i and j, the main and internal loop index. Besides this, MKH is the K-th
intermediate metric given by the Hessian of the numerical solution and
⋂
is
the metric intersection operation. Again, the adaptation process results in an
adaptive mesh which is always denoted as M i, the technique combines both
level-set adaptivity and solution adaptivity in order to capture the embedded
geometry as well as to improve the accuracy of flow solution as explained in
previous chapter. The final “nearly” body-fitted mesh Mi which is used for
simulation is the resultant mesh obtained by splitting M i at Γ.
A time frame [ti, ti + ∆Tadapt] is given and throughout this time interval, the
flow solution should be solved iteratively three times instead of solving until the
solution difference between two successive steps is lesser than a given threshold
value  as in Alauzet et al. [4].
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Figure 6.2: Mesh generation - Modified Alauzet’s adaptation scheme for
transient “nearly” body-fitted mesh generation.
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If the time step size is chosen as ∆t0, the total number of steps throughout one
time frame in the main loop is determined as:
Nstep =
∆Tadapt
∆t0
. (6.1)
Assuming that at time ti we start with the current mesh Mi−Nstep which is
used to solve the problem throughout time interval [ti −∆Tadapt, ti], solution
Si−1 obtained from previous step is set as initial condition Sinit,j=0i . The total
number of intermediate metrics within the given adaptation time frame ∆Tadapt
is given as Nmetric. Solutions SK,ji (with K = 1, .., Nmetric) are extracted every
Nadapt time steps which stores time-dependent information of flow progression
for further mesh refinement. Practically, only a certain number Nmetric of
intermediate solutions within the given time interval are sufficient for mesh
adaptivity. The total number of intermediate metrics can be determined as
follows:
Nmetric =
∆Tadapt
Nadapt
. (6.2)
Next, mesh metricsMK,jHi are then built based on the Hessian of the intermediate
solutions SK,ji . Besides this, metricMLS which is built based on the level-set
for capturing the embedded geometry is then intersected in time with all metrics
MK,jHi inside the internal loop (i, j) as described in Eq. (6.3).
Mji =
Nmetric⋂
K=1
MK,jHi
⋂
MLS , with j = 0, 1, 2. (6.3)
Finally, after three successive iterations j = 0, .., 2, final mesh M i is generated
based on the resultant intersected mesh metricMi given in Eq. (6.4) as follows:
Mi =
Nmetric⋂
K=1
MK,j=2Hi
⋂
MLS . (6.4)
Mesh M i is splitted at Γ, resulting in the final mesh Mi which is refined in
the region where the flow evolves during the time interval [ti, ti + ∆Tadapt] and
is ready for the calculation of the final solutions Si+h with 0 ≤ h ≤ Nstep
in the main loop. Note that for the first step with h = 0, solution Si−1 is
still set as initial condition Siniti for the calculation of Si but it is necessary
to interpolate this onto the new computational mesh Mi. For further steps
(0 < h ≤ Nstep), Si+h−1 is always set as initial condition Siniti+h for the calculation
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of Si+h without interpolation because the same mesh is used throughout the
time interval [ti, ti + ∆Tadapt].
By doing this, it is clear that even in case a large time frame ∆Tadapt is set
or a small number of adaptation is used, the total number of the intersected
metrics is still large. The resultant intersected metric still stores sufficient
information of flow evolution to generate a good mesh. This also means that,
instead of generating several meshes based on the solutions at several time steps,
we now combine them into a large time frame and generate only one mesh by
intersecting mesh metrics in time. Solution interpolation takes place only once
and interpolation error is therefore introduced once throughout a large time
period [ti, ti + ∆Tadapt].
6.2 Unsteady Flow over a Cylinder
The “nearly” body-fitted mesh approach was successful in solving steady flow
over cylinder at Re = 20 and 40 and the rate of convergence analysis is discussed
in detail in the previous chapter. The efficiency of mesh adaptivity to flow
solution in capturing boundary layer and other complex phenomenon is proved
while the nearly body-fitted technique does not imply a significant computational
overhead. The benchmark is extended to high Reynold number (Re = 100) in
this chapter. The case now is not steady anymore and the adaptivity approach
proposed in Section 4.2.1 cannot be applied for there is no desired fixed state
solution for the adaptive mesh to converge toward.
In reality, periodic flows which include pulsatile flow are observed regularly
such as in cardiovascular system in the field of biomechanics or in engines,
hydraulic system in the field of engineering. The flow over 2D circular cylinder
at Re = 100 is the most typical and simple example involving quasi-state
solution. In this section, we will discuss about our approach for dealing with
such kind of periodic problem.
Here the flow becomes unsteady, however the case is still considered as
quasi-steady with periodic solution. Our strategy for solving a periodic problem
is dynamically generating “nearly” body-fitted meshes. Transient “nearly” body-
fitted mesh generation employs the concepts of metric intersection in time with
the in-advance predicted solutions discussed before until the flow becomes fully
periodically developed with the observed von Kármán vortices. This means that,
there is no stationary solution at a fixed time but stationary or quasi-steady
solution throughout a period could still be captured. The mesh adaptation
procedure should stop after two shedding cycles and the final mesh will be used
for solving long-time solution.
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In iteratively “nearly” body-fitted mesh generation, we always start with an
initial mesh which is generated by intersecting mesh metricMb representing
uniform element size in the bulk region and MLS describing size of highly
anisotropic elements in the vicinity of the interface Γ. The embedded circular
interface Γ is presented by a zero signed-distance function:
φ(x, y) =
√
x2 + y2 −R = 0. (6.5)
Mesh parameters are set as:
hb = 1.0,
hnΓ = 0.0001,
2E = hb,
ntargete = 25, 000 elements.
(6.6)
The adaptivity time frame is chosen as ∆Tadapt = 10s and the problem is solved
throughout time interval [ti, ti + ∆Tadapt] in order to capture the flow evolution.
In total, there are six metricsMKHi (K = 1, .., 6 or Nmetric = 6) constructed
based on the Hessian of solutions and one metric MLS built based on the
level-set.
As a resultant of metric intersection, the final mesh Mi is generated and this
mesh is updated with respect to the flow phenomenon. Solution obtained from
previous time step Si−1 is interpolated on Mi and used as initial condition Siniti .
A time step size of ∆t0 = 0.2s is chosen to be sure that there are at least 25
time steps in one shedding cycle.
Mesh Feature Time interval #elements (ne)
0 level-set adaptivity [0s− 10s] 29,166
1 level-set, solution adaptivity [0s− 10s] 17,506
2 level-set, solution adaptivity [10s− 20s] 22,068
3 level-set, solution adaptivity [20s− 30s] 23,795
4 level-set, solution adaptivity [30s− 40s] 25,159
5 level-set, solution adaptivity [40s−∞] 26,363
Table 6.1: Flow over cylinder (Re=100) - Mesh statistic for transient mesh
generation.
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(a) ne = 17, 506; t = [0s,10s]. (b) ne = 22, 068; t = [10s,20s]. (c) ne = 26, 363; t = [40s,∞].
(d) Velocity norm at t = 10s. (e) Velocity norm at t = 20s. (f) Velocity norm at t = 50.2s.
(g) Pressure at t = 10s. (h) Pressure at t = 20s. (i) Pressure at t = 50.2s.
Figure 6.3: Flow over cylinder (Re=100) - Transient meshes and view of
norm of velocity field and pressure field.
Fig. 6.3 shows meshes used for solving solutions throughout different time
intervals and views of corresponding pressure field as well as velocity field. At
the beginning, computational meshes have less elements and the total number of
mesh elements should gradually increase over time when the flow develops and
becomes complex. From the time point t = 40s on, flow becomes fully developed
with periodical solution. The final mesh is now generated based on the Hessian
of solutions obtained during one shedding cycle, dynamic mesh adaptation stops
and the final mesh contains ne = 26, 363 elements. This mesh is considered to
be sufficient for computation throughout the time interval t = [40s,∞]. It can
be seen in the figures that meshes capture well the flow phenomenon and is not
“late” with respect to the solution.
Results for lift and drag coefficients are Cl = 0.367 and Cd = 1.56, respectively.
Time for one period is ∆T = 6.6 which gives the Strouhal number of St = 0.152.
Obtained results are presented in Table 6.2 in comparison with references.
Present results are slightly overestimated for drag and lift while they are
underestimated for the Strouhal number. This can be explained as the error in
phase introduced by interpolation error during transient mesh generation. Also,
oscilations of lift and drag with time are plotted in Fig. 6.4, showing a good
result.
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Figure 6.4: Flow over cylinder (Re=100) - Plots of lift and drag coefficients.
Methods Cd Cl St
Sucker and Brauer [141] 1.45 - -
Russell et al. [130] 1.38 ± 0.322 0.169
Le et al. [93] 1.39 ± 0.346 0.160
Present 1.56 0.367 0.152
∆ε (%) 7.6-13% 6-7.5% 5-10%
Table 6.2: Flow over cylinder (Re=100) - Drag coefficient, lift coefficients
and Strouhal number in comparison with references.
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6.3 Temperature-Driven Flow in a Closed Domain
6.3.1 Boussinesq Model for Natural Convection Flows
Natural convection, also known as buoyancy-driven convection or temperature-
driven flow, is generated by the density differences induced by the
temperature differences within a fluid system. Thus, the body force term
f = (fx, fy, fz) introduced in the momentum equations presented in Chapter 2
should account for the effect of local density differences in the gravity direction
as follows:
f = (ρ− ρbulk)g, (6.7)
or
fy = (ρ− ρbulk)gy, (6.8)
where ρbulk is the constant density of fluid and g = (gx, gy, gz) = (0, g, 0) is the
vector of gravitational acceleration (here, gravity direction is negative y and
gy = g = −9.81m/s2).
First of all, in case of small temparature variation in the domain, then the
general incompressible flow approximation is still adopted. The Boussinesq
model is valid and can be used for the formulation of the body force in the
momentum equations. In order to know if a small density variations present in
the domain one should consider the following condition:
β∆T = β(T − Tbulk) 1, (6.9)
where β is the thermal expansion coefficient. If Eq. (6.9) is fulfilled, the
Boussinesq model is valid and can be used to treat the fluid density as a
function of temperature:
ρ = ρbulk(1− β∆T ). (6.10)
Eq. (6.8) and Eq. (6.10) lead to the formulation of the bouyancy term:
fy = (ρ− ρbulk)g ≈ −ρbulkβ(T − Tbulk)g. (6.11)
In two dimensions the momentum equation in y−direction takes:
∂v
∂t
+ u∂v
∂x
+ v ∂v
∂y
= −1
ρ
∂p
∂y
+ ν
(
∂2v
∂x2
+ ∂
2v
∂y2
)
+ gβ(T − Tbulk). (6.12)
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Next, in pure natural convection, the Rayleigh number should be determined
based on the physical and thermal properties of fluid as well as the imposed
temperatures for the fluid system:
Ra = gβ∆TL
3ρ
µα
, (6.13)
where α is the thermal diffusivity which is determined as:
α = k
ρcp
, (6.14)
where k is the thermal conductivity while cp is the heat capacity of fluid.
This Rayleigh number is an important factor to measure the strength of the
buoyancy-induced flow:
(i) Ra < 108, indicating that buoyancy-induced laminar flow occurs,
(ii) 108 < Ra < 1010, indicating that transition to turbulence occurs.
In the following sections, simulations of temperature-driven flows in closed
domains will be performed to validate the extension of the “nearly” body-
fitted mesh approach to heat conjugate problems. Meshes are adapted to both
geometry and Hessian of temperature. In all cases, fluids are assumed to be
water at atmospheric pressure with following physical and thermal properties:
• Density ρbulk = 1000
(
kg/m3
)
,
• Heat capacity cp = 4193
(
J/(kg ·K)
)
,
• Thermal conductivity k = 0.6
(
W/(mK)
)
,
• Kinematic viscosity ν = 1.304 · 10−6
(
m2 · s
)
,
• Thermal expansion coefficient β = 0.088 · 10−3
(
1/K
)
.
6.3.2 Natural Convection Near a Hot Tube
In this section, numerical simulation for problems involving pure natural
convection flow in a closed domain Ω = [0, 20] × [0, 80] will be performed.
The computational domain is bounded by adiabatic no-slip walls and the circular
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tube with radius R = 1cm is embedded inside. The tube is assigned a high
temperature boundary condition, enabling convective flow to occur. The left
corner at the bottom of the domain is located at the origin with coordinates
(0, 0) and the center of the embedded hot tube is at (xc, yc) = (10, 16) with the
prescribed gravity direction as can be seen in Fig. 6.5(a). No-slip boundary
condition is imposed for the surface of the tube.
(a) Problem description. (b) Mesh adapted to level-set
Figure 6.5: Hot tube - Problem description and initial mesh adapted to
level-set.
High temperature of the hot tube and in the bulk are Thot = 285.5◦K and
Tbulk = 283◦K, leading to the following value:
β(Thot − Tbulk) = 2.2 · 10−4  1.
The above value implies that temperature differences in the domain are small
and as a results, changes in actual density are small. The mentioned formulation
of the buoyancy term is valid and can be used for simulation.
The Rayleigh number Ra = 9.3 · 104 < 108 is determined based on the physical
and thermal properties of water as well as the imposed temperature, indicating
a buoyancy-induced laminar flow.
As at the beginning there is no information of flow solution, mesh used to
predict solution in advance is adapted to the level-set only as can be seen in
Fig. 6.5(b). Mesh parameters are given as:
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• Mesh size in bulk region: hb = 0.6cm,
• Mesh size in the vicinity of the interface: hnΓ = 0.001cm,
• Band width for anisotropic mesh adaptation in the vicinity of interface:
2E = 2hb = 1.2cm,
• Target number to control the total number of mesh elements:
ntargete = 7, 000 + i · 200 (elements), where i denotes the time step.
(a) t = [0s-20s] (b) t = [20s-40s] (c) t = [40s-60s] (d) t = [60s-80s] (e) t = [80s-100s]
(f) t = 10s (g) t = 35s (h) t = 50s (i) t = 75s (j) t = 86s
Figure 6.6: Hot tube - Transient meshes and corresponding temperature field.
The target value ntargete is used to control the total number of mesh elements each
time a new transient mesh is generated. This value is determined based on the
above formula in order to gradually increase the total number of mesh elements
ne as the solution progresses over time, see in Fig. 6.6 for illustration. By doing
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Mesh Feature Time interval ntargete nobtaine
0 level-set adaptivity [0s− 20s] − 16,043
1 level-set, solution adaptivity [0s− 20s] 7,200 11,202
2 level-set, solution adaptivity [20s− 40s] 15,000 17,650
3 level-set, solution adaptivity [40s− 60s] 23,000 24,884
4 level-set, solution adaptivity [60s− 80s] 31,000 32,936
5 level-set, solution adaptivity [80s− 100s] 39,000 41,448
Table 6.3: Hot tube - Mesh statistic for transient mesh generation.
this, accuracy of the transient solution is improved while high computational
cost could be avoided at the beginning when the flow has not fully developed.
Simulation is performed until tmax = 200s with a chosen time step size ∆t0 =
0.5s, transient mesh adaptation is carried out every 40 time steps (Nstep = 40)
and based on the Hessian of temperature. In other words, temperature
is always solved throughout a time interval [ti, ti + ∆Tadapt] (with ∆Tadapt =
∆t0 ·Nstep = 20s) in advance, six mesh metricsMKHi (K = 1, .., 6 or Nmetric = 6)
are constructed based on the transient solutions at six time points (ti + K ·
Nadapt ·∆t0), with Nadapt is determined based on Eq. (6.2). A transient mesh
is then generated based on the resultant mesh metricsMi following the concept
“mesh metric intersection in time” [4].
Transient solution thoughout the time interval [ti, ti + ∆Tadapt] is obtained
by solving the problem on the resultant mesh and solution obtained from the
previous time interval [ti −∆Tadapt, ti] should be interpolated on new mesh to
be used as initial solution. By doing that, mesh is always up-to-date until the
end of the interval.
In total five meshes presented in Fig. 6.10(g)-6.6(e) are needed for solving the
problem. Mesh statistic is shown in Tab. 6.3 which shows that the total number
of mesh elements on five meshes are nearly the same with the imposed target
values. Fig. 6.6 and Fig. 6.7 describe the temperature field, norm of velocity
field as well as pressure field at different time steps.
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(a) Velocity field
at time t = 10s.
(b) Velocity field
at time t = 35s.
(c) Velocity field
at time t = 50s.
(d) Velocity field
at time t = 75s.
(e) Velocity field
at time t = 86s.
(f) Pressure field
at time t = 10s.
(g) Pressure field
at time t = 35s.
(h) Pressure field
at time t = 50s.
(i) Pressure field
at time t = 75s.
(j) Pressure field
at time t = 86s.
Figure 6.7: Hot tube - Norm of velocity field and pressure field.
6.3.3 Natural Convection in the Annulus between Horizontal
Concentric Cylinders
This section illustrates how to solve a natural convection problem involving
heat transfer from a body to a finite space enclosing it using nearly body-fitted
mesh. The concentric cylinders model consists of an inner cylinder of diameter
Din = 4cm, heated at a constant temperature Tin = 286◦K, placed inside
another outer cylinder of diameter Dout = 10cm at a lower fixed temperature of
Tout = 283.5◦K. Bulk temperature in the annulus is given as Tbulk = 284.5◦K.
The schematic diagram of the model is shown in Fig. 6.8. The annulus is the
shaded region shown in above figure, this region is enclosed by both inner and
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Figure 6.8: Annulus model - Geometry description.
outer cylinders. The following parameters are defined for the model:
• Annulus gap width: L = (Dout −Din)/2 = 3cm,
• Radii ratio: η = Dout/Din = 2.5,
• Aspect ratio: Γ = L/Din = 0.75.
In this case, the convection length in Eq. (6.13) for determining Rayleigh number
is given as the annulus gap width L, leading to Ra = 1.2 · 105 < 108. This
indicates a buoyancy-induced laminar flow. In addition, the condition:
β∆T = β(T − Tbulk) 1
is fulfilled, allowing us to employ the Boussinesq model for the buoyancy term
as mentioned previously.
Simulation Setup
In nearly body-fitted mesh approach, the whole annulus is embedded inside a
box domain Ω = [0, 12]× [0, 12] (see Fig. 6.9(a)) and the two concentric cylinders
are considered as embedded interfaces which are represented by the following
level-set functions with center (xc, yc) = (6, 6):
φin(x) =
√
(x− xc)2 + (y − yc)2 −Din/2,
φout(x) =
√
(x− xc)2 + (y − yc)2 −Dout/2.
(6.15)
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(a) Domain definition. (b) Mesh adapted to geometry.
Figure 6.9: Annulus model - Domain definition and initial mesh adapted to
level-set.
Mesh Feature Time interval ntargete nobtaine
0 level-set adaptivity [0s− 20s] − 10,389
1 level-set, solution adaptivity [0s− 20s] 20,000 21,078
2 level-set, solution adaptivity [20s− 40s] 40,000 40,289
3 level-set, solution adaptivity [40s− 60s] 60,000 59,859
4 level-set, solution adaptivity [60s− 80s] 80,000 84,730
Table 6.4: Annulus model - Mesh statistic for transient mesh generation.
Problem is firstly solved on intitial mesh, shown in Fig. 6.9(b), which is adapted
to level-set only. Afterwards, simulation is performed throughout a time duration
until tmax = 80s and in total four transient adaptive meshes are employed. This
means that solution is always solved in advance throughout a time interval
∆Tadapt = 20s and each transient adaptive mesh is generated based on the
Hessian of temperature.
Mesh parameters are chosen as:
• Mesh size in bulk region: hb = 0.5cm,
• Mesh size in the vicinity of the interface: hnΓ = 0.001cm,
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(a) Mesh 2: ne = 40, 289. (b) Mesh 3: ne = 59, 859. (c) Mesh 4: ne = 84, 703.
(d) Temperature at t = 23s. (e) Temperature at t = 45s. (f) Temperature at t = 80s.
(g) Velocity at t = 23s. (h) Velocity at t = 45s. (i) Velocity at t = 80s.
Figure 6.10: Annulus model - Transient adaptive meshes and corresponding
solutions.
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• Band width for anisotropic mesh adaptation in the vicinity of interface:
2E = 0.4cm,
• Target number to control the total number of mesh elements:
ntargete = 20, 000 + i · 500 (elements), where i denotes the time step.
Mesh statistic for transient meshes is described in Table 6.4.
Numerical Results
First of all, it can be seen that obtained meshes are adapted well to the solution
as observed in Fig. 6.10 in which the inner cylinder appears to be completely
surrounded by a thermal boundary layer. Mesh adaptivity captures well this
region and this is also found in the report of Kuehn and Goldstein [91].
Kuehn and Goldstein
nearly body-fitted mesh
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Figure 6.11: Annulus model - Dimensionless radial temprerature profiles.
Next, numerical results for temperature is compared with experimental data
in [91] in which water at atmosphere pressure is also used. Simulation is
performed until tmax = 80s. The dimensionless radial temperature profiles at
the upper vertical radius is shown in Fig. 6.11, showing that numerical and
experiment results are in good agreement, except the boundary layer near the
outer cylinder is shown to be thinner than result of Kuehn et al. [91]. This may
be due to the difference in the initial temperature field imposed to the bulk
which is not reported by Kuehn and Goldstein.
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6.4 Conclusion
In this chapter, a numerical methodology for solving transient flow solution as
well as conjugate heat transfer problems has been explained. The method is
based on the concept “metric intersection in time” which was introduced in [4]
with the purpose to avoid interpolation error and to keep the mesh from being
late with respect to the solution.
Examples for periodic flow as well as conjugate heat transfer show that the
technique is successful in handling embedded geometries in time-dependent
fluid flow problems as well as regions of high gradient in solution field are
enhanced for improving the accuracy of the solution during a given time interval.
However, studied results for lift and drag coefficients seem to be overestimated
while Strouhal number is underestimated in comparison to references. This
is in fact error in the phase due to interpolation error during transient mesh
generation and not because of the impact in embedded geometry treatment.
In heat conjugate problems, the thermal boundary layer is also shown to be
captured well.
Similarly to all CFD cases studied in Chapter 5, the total number of mesh
elements in transient meshes is proven to be easily controlled by imposing a
target number during mesh generation, avoiding a high computational cost.
Chapter 7
Conclusion
7.1 Summary and Achievements
7.1.1 Method Description
In this thesis, a detail review of existing methods developed to treat the
immersed interface in engineering problems is discussed. All methods developed
so far were named as imbedding, virtual, immersed, embedded or fictitious
which are true in the context of mesh generation in which topology information
of the geometries is no more in the mesh. However, the use of such terms does
not really reflect the feature behind the techniques and make it a bit confusing
as well as difficult to draw a clear overview picture. One example for this
inconvenience is that the term Cartesian Grid Method is usually used for such
methods as Cut-Cell Method and Ghost-Cell Method; however this name can
also be used for other embedded geometry methods which solve the prolem on
Cartesian grids. For this reason, principle rule of classification is discussed in
the review section of this thesis, and all embedded geometry methods discussed
here are categorized and sub-categorized following this.
As far as the state-of-the-art overview are shown and by concerning the
advantages and the shortcomings of the existing methods, the motivation
to find a new convenient approach to handle the embedded geometry has come
to our mind.
The choice of using “purely” mesh-based technique is motivated from the
monolithic immersed volume method [71] in order to avoid using existing
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techniques for solving fluid flow problems with embedded geometries. The
implementation of those methods is not straightforward compared to the
conventional approach.
The technique relies on automatic anisotropic triangular/tetrahedral mesh
generation with the advantage of using triangular/tetraheral meshes is that they
give a great flexibility in fitting complicated domains and ease of refinement as
well as derefinement. The key ideas behind the proposed method are:
(i) the embedded geometries are captured by employing extremely anisotropic
mesh elements in the vicinity of the interface which is represented by zero
signed-distance function;
(ii) optimal rate of convergence is recovered by carefully choosing normal
mesh size hnΓ in the vicinity of the immersed interface;
(iii) solution accuracy is improved by mesh adaptivity to the Hessian of the
solution.
This leads to the definition of the optimal “nearly” body-fitted mesh approach
for handling embedded geometry in engineering problems.
7.1.2 Main Features of the Method
Firstly, by having a look at the three ingredients of the solution method
which are governing equations, numerical methods and computational meshes,
the following points should be concluded. Unlike current approaches proposed
by other authors so far, the method does not require any modification in the
governing equations nor in the numerical method (FEM in our case). Instead of
doing that, embedded geometry is handled based on anisotropic mesh generation
in order to create a good approximation which could be used to replace the
exact interface during simulation.
Secondly, about resolving boundary layer thickness/near-wall flow, the
use of mesh adaptivity to the flow solution are shown to capture well the
boundary layer, see the 2D plate benchmark presented in Chapter 4. Besides
this, the use of extremely anisotropic elements (the ratio of hnΓ/hb ≈ 5, 000 is
used for all simulation performed in this thesis) in the vicinity of the interface
has a positive impact in distributing enough mesh points within the boundary
layer at moderate Reynold number even if mesh adaptivity to the flow solution
is not performed. In case of solving turbulent flows without employing wall
function, the first wall-off node is then to be required at a certain distance
from the surface. This requirement can be easily done by imposing the desired
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value for the normal mesh size hnΓ in the vicinity of the interface. Another
benefit of nearly body-fitted mesh is that diffuse interface can be avoided. That,
the sharp immersed interface is obtained, makes the method more convenient
in solving problems at high Reynold number in comparison to other diffuse
interface methods in which the regulization band is required to be much smaller
than the boundary layer thickness εsmooth << δBL.
Thirdly, concerning computational expense, all simulations performed in
this thesis show that the numbers of anisotropic adaptive elements nLSe needed
for capturing the embedded geometries do not remarkably contribute to the
total number of mesh elements ntotale . The ratios of nLSe to ntotale are less than
20% for solving academic Poisson problems and make up only several percent for
solving CFD problems. Besides this, the method takes only domain of interest
(fluid domain) for calculation and does not take the entire domain (including
solid domain) into consideration like other immersed boundary methods. This
feature also enables us in reducing computational cost, especially in case of a
large embedded solid domain. Although dynamically mesh generation may be
still expensive, this automatic mesh generation approach requires less effort from
CFD specialists to generate a good-quality mesh which is ready for simulation
in comparison to other methods.
Next, we would like to discuss about another advantage of the method concerning
the application of Gmsh in other software packages. Gmsh has become
popular and well-known for its capability and flexibility in automatically
generating computational meshes which could be imported and ready for
simulation in some free open source software packages as OpenFOAM [159] and
LifeV [48] as well as in other commercial software packages such as ABAQUS [144].
With this methodology, we promise to provide an easy and simple approach for
solving embedded geometry problems using available software packages without
any modification in the code of the solver. Once mesh is generated or the
treatment of embedded geometry is done, simulation can be performed as if a
body-fitted mesh is used.
And finally, similarly to all existing methods for handling embedded geometries,
the current method also has it own drawbacks and limitation. The use of
mesh with extremely anisotropic elements needs an extra treatment for the
calculation of derivative quantities on the interface during post-processing. A
method based on finite difference calculation for improving the results has been
introduced in Chapter 4 of this thesis. Although plots for such quantity as wall
shear stress still has a lot of noise, obtained results are proven to be improved
by employing finite difference approach. The next shortcoming is that, the
application of the method is limited to solving one-sided problems only. The
multiphase flow case shown in Section 3.3.2 of this thesis is an example showing
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that Dirichlet boundary condition cannot be imposed directly on the embedded
fluid-fluid interface in a strong manner. Therefore, the only way for doing this
is smearing out the interface on anistropic adaptive mesh. Here, monolithic
approaches with smeared out interface discussed in [71] is still the only option
for handling this kind of embedded geometry.
7.2 Perspectives for Future Work
7.2.1 “Nearly” Body-Fitted Mesh for Moving Boundary
One of possible extension of the nearly body-fitted mesh approach involves
handling moving embedded interface. The concept of “embedded moving
interface” used here could be:
• the deformation of the rigid boundary;
• the movement of the whole embedded solid domain.
In case deformation or movement can be negligible and become not important,
rigid walls are assumed to be fixed inside computational domain. The proposed
method was proven to be convenient in application to one-sided problems with
fixed boundaries. However, FSI problems in reality sometimes involves moving
interface such as vibration and movement of slender structures (bridge-slab in
cantilever bridges or high-rise buildings) under wind loads or the movement of
the aorta wall during blood flow transportation. In those cases, deformation or
movement of the embedded interfaces must be taken into consideration and the
current method therefore should be extended in order to be able to deal with
the moving rigid walls. For doing this, one should consider the consititutive
laws describing the movement or the deformation of the embedded interfaces.
Besides, a full velocity vector field u(x) should be defined for time-dependent
level-set function φ(x, t) in which the advection of φ(x, t) is given by:
∂φ
∂t
+ u · ∇φ = 0. (7.1)
The level-set function φ(x, t) should be updated every time step, mesh is
generated dynamically not only for the purpose of capturing the moving
embedded boundary but also to adapt mesh to the transient solution.
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7.2.2 Hexahedral “Nearly” Body-Fitted Mesh
Should we extend the current technique to Hexahedral “nearly” body-fitted
mesh?
Concerning the disadvantages/advantages in the application of quadri-
lateral/hexahedral mesh to CFD, it is known that in case of complex geometry,
this kind of mesh shows no numerical advantages for it could result in more
mesh elements in comparison to triangular/tetrahedral mesh. However, in case
of simple and moderately-complex geometry in which the flow could be aligned
with the mesh, this kind of mesh now becomes more economical and presents
serveral advantages such as:
• it has far fewer cells than a comparable triangular/tetrahedral mesh;
• faster convergence can be obtained even on coarser mesh;
• it could provide high quality solution for numerical error is minimized.
The second point concerning the difficulties in hexahedral mesh generation
will be discussed here. In popular mesh generation sorfware package such as
ANSYS-ICEM, this kind of mesh is usually done by manually decomposition of the
initial domain into quadrilateral/hexahedral-meshable sub-domains. This work
is sometimes extreme time-consuming and requires experienced skills from the
engineerings. Up to now, an automatic method that could generate high-quality
quadrilateral/hexahedra mesh for an arbitray geometry has not existed yet.
For all of the above reasons, the answer for the above open question is that,
application of quadrilateral/hexahedral nearly body-fitted mesh may become a
convenient approach for handling embedded geometries for some applications
and for some classes of geometries (simple or moderately-complex) and with
the use of some numerical methods (for example cell-centered FVM used in
ANSYS-CFX). In addition to this advantage, the automatic approach promises to
help users to spend less effort as well as to reduce the cost in mesh generation.
Can we extend the current technique to Hexahedral “nearly” body-fitted
mesh?
With all the existing available tools in Gmsh we have so far, the current technique
can theoretically be extended to quadrilateral mesh based on the proposed
steps:
(i) embedded geometry is represented by level-set function;
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(ii) mesh generator will extract information of mesh size in normal and tangent
direction to create a first layer consisting of flat quadrilateral elements
stretched along the embedded interface;
(iii) several layers of mesh elements will be extruded with a prescribed
expansion ratio, resulting a boundary layer mesh.
However, even in case of conformal body-fitted mesh, hexahedral mesh
generation for arbitrary three dimensional object is still a challenge. Therefore,
this task become more difficult for the current technique since there is still lack
of information for the tangent directions to the embedded interface which play
an important role in nearly body-fitted mesh technique.
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