I. INTRODUCTION
Complex networks have shown to be a valuable tool for modeling and analyzing a plethora of complex systems; the reader may look at Refs. 1-3 for a review of the field. In the past years much attention has been devoted to analyze the static topology of particular networks ͑see, for example, Refs. 3 and 4͒. More recently, the interest of many researchers has also focused in systems the adjacency matrix ͑or structure͒ of which is changing with time. Here we can detect three main approaches: ͑i͒ the study of the evolution of a given parameter through time due to external forces ͑see Refs. 5-7 to cite a few͒; ͑ii͒ adaptive networks, where structure modifies the internal dynamics, and at the same time the dynamics modifies the structure; 8 and ͑iii͒ synchronization in networks with dynamically rewired, time-varying links. [9] [10] [11] [12] The main idea behind this work is different: static ͑not evolving͒ complex networks where time effects are embedded inside the structure-i.e., a scheduling framework.
For illustrative purposes, we will consider the network of worldwide flights. In a previous work, Guimerà et al. 13 constructed this network by connecting two cities if there was a direct flight connecting them; no information regarding flight duration or allowed concatenations is taken into account, with some problematic consequences. For instance, suppose that a customer has a flight at 12:00 from New York to Paris and another flight the same day from Paris to Toulouse at 13:00; clearly we cannot claim that New York and Toulouse are connected in that time window by a path of length 2, as the passenger would be over the Atlantic Ocean at 13:00 and would lose the second plane; he/she will have to wait until the next flight, maybe in the following day.
Although the study of networks with such scheduling constraints has been deeply focused in other fields of research, no work has been done inside the complex network community. Examples in transportation systems can be found in Refs. 14-16; nevertheless those models are highly specialized, and the transposition to other classes of systems is not straightforward. A similar approach can also be found in Ref. 17 although the advantages of the adjacency matrix-and the simplicity of many metrics' calculation-is lost. To better represent this range of situations and to connect those previous works with the complex network field, here we present a scheduled network formalism; by introducing the information of the scheduling inside the adjacency matrix it is possible to transpose some well known measures from the space to the time domain with low computational cost.
II. A MODEL FOR SCHEDULED NETWORKS
The usual definition of a static directed network is a collection of n nodes, connected through links; those connections are represented in an adjacency matrix A nϫn , where the element a ij has a value of 1 if a link exists between nodes i and j and zero otherwise. To include the limitations imposed by time, we define a dynamical network as a collection of primary nodes ͑which correspond to the original nodes of the graph͒ and secondary nodes ͑which are used to delay movements according to the scheduling information͒. An example of such configuration is shown in Fig. 1 : an initial network of three nodes is expanded into a system of three primary nodes and five secondary nodes ͑three for the link from A to B and two from B to C͒. Those secondary nodes are virtual, as they do not exist in the real system under study, and represent the time length of each link. After defining this structure, we proceed by constructing the new adjacency matrix; we will see that this matrix is the sum of a differential adjacency matrix dA, which is constant and represents one time step, and an activation matrix, which holds the scheduling information. The global adjacency matrix, and therefore dA, is a square matrix of n ϫ n elements, where n is the sum of primary and secondary nodes ͑n = n p + n s ͒. Our aim is to study movements inside these scheduled networks; therefore we consider a vector S t = ͑s 1 , s 2 , ... ,s n ͒, with s i being the possibility of visiting node i at a given time t. To reduce the notation, S is constructed so that the primary nodes are represented first followed by secondary ones.
At the beginning, if no link is active, an agent in a primary node remains there indefinitely. In other words, if we start in node 1 ͓S 0 = ͑1,0,0,...͔͒, we know that we can visit at least that node at any time:
... This can be achieved in dA with an n p ϫ n p identity matrix in the part corresponding to primary nodes. We call this part persistence matrix P due to its function. For the example of 
͑1͒
Up to now, we have that dAS 0 = S 0 . Next, let us focus on the secondary nodes. If an agent has entered one of them ͑i.e., it has started a trip through a connection͒, that agent should be moved to the next secondary node at each time step. This submatrix ͑that we call transfer matrix T͒ will have n s ϫ n s elements and will only affect secondary nodes. In our example of Fig. 1 , the reader may check that now dA is 
͑2͒
For instance, if we are in the first node of the link from node A to node B, we have
Note that, if secondary nodes are ordered as in the example, each submatrix of the matrix T has ones above the diagonal and zeros elsewhere. The next step is the reception matrix R. When the agent has traveled along a link ͑thanks to the matrix T͒, it has to be moved to the corresponding destination primary node. This is done by an n p ϫ n s matrix in the following form:
Following the previous example, we have that
where we have traveled along the first link and ended in the primary node B after three iterations ͓as required, because d͑A , B͒ =3͔. What we have constructed so far is the static part of the adjacency matrix, or the differential adjacency matrix dA; nevertheless dA does not activate any link, and therefore agents are blocked in the initial primary nodes. It is therefore necessary to define an activation matrix act for each time step, with size n s ϫ n p , as follows:
͑6͒
If no link is active, act will be the null matrix, but when a link is activated according to the scheduling, we create a connection between the primary node and the corresponding secondary node of the path. In the following example, we activate the link between B and C: 
͑7͒
Note how this matrix is now A, as it is the whole adjacency matrix: A͑t͒ = dA combined with act͑t͒. If we put our agent in node B, we can see how it travels the only allowed path ͓when A͑t =0͒ is A of Eq. ͑7͒ and deactivating the connection in the following time step͔, Some comments can be pointed out. First, as in the standard adjacency matrix, several matrices can be concatenated to see the allowed paths for a time interval,
where A͑i͒ is obtained by combining the differential adjacency matrix dA and the corresponding activation matrix act͑i͒ ͓see Eq. ͑7͔͒. Second, although this matrix dA can be quite large in real applications, it is important to note that is typically sparse; the great part of its elements are zeros, and therefore its digital representation can be optimized. 18 Moreover, calculation times can be further improved 19 by noting that
The third point is that the value of each element of vector S t represents the possibility ͑or not͒ to arrive at a given node at time t ͑or before͒. It is important to note that the numbers inside S t are not the numbers of agents in a node; in the framework we propose, we are just interested in the possibility to travel a path. Moreover, when one element is greater than 1 ͑let us say s = n Ͼ 1͒, it is telling us that we can get to that node, and furthermore that there are n different paths in the time window considered. This kind of information can be exploited to study the tolerance to attacks of a given topology.
III. SOME PROPERTIES OF SCHEDULED NETWORKS
Once we have defined the mathematical framework to handle scheduled networks, we shall translate some standard measures used in complex networks to characterize their structures; i.e., we define a transformation from a distancebased to a time-based domain. Since most of these measures are trivial to be calculated, what follows is just a summary of some interesting applications of scheduled networks.
A. Mean path length
One of the most used measures of the structure of a network is the mean path length, which is defined as the mean number of jumps needed to go from a node of the network to any other,
with d ij the geodesic distance between nodes i and j. In our context, the distance between two primary nodes is now the number of time steps needed to travel that connection. Moreover, we have to consider that this time is not constant; it depends on the moment in which the agent starts to move and in the scheduling; therefore, usually it will be necessary to calculate the mean value for each possible starting time,
The problem is as follows: How can we calculate the minimum time needed to go from a node i to a node j ͑here, s ij ͒? The solution is quite easy. First, we define a vector S = ͑␦ 1,i , ␦ 2,i , ... ,␦ n,i ͒, which represents an initial situation with only one agent in the primary node i; after that, we iteratively apply A͑t͒, until the jth element of the vector S is different from zero; the number of iterations is the minimum time to travel from one node to the other.
B. Giant component
The giant component, which is the size of the largest group of connected nodes, is another important measure of the structure of a network, as it can detect isolated communities or nodes. In the case of scheduled networks, the interesting point is the minimum time needed to go from one node of this largest connected component to any other one. Moreover, the mean fraction of node reached inside the component can be calculated as a function of the time window considered.
C. Clustering coefficient
Clustering is a property which is very common in acquaintance networks and measures the number of triangles: if two people have a common friend, then they are likely to know each other. In directed network, the clustering coefficient is calculated as the mean value of local clusters coefficients of each node,
In a way similar to the giant component situation, we may define the new clustering coefficient as the mean time needed to cover all triangles in the network.
D. Tolerance to errors and attacks
The network tolerance to random or malicious attacks is a desirable feature in many real systems, especially in the field of communication and transportation. To measure the resilience to link deletion, usually the evolution of the average shortest path length is followed while the percentage of connection deactivated is increased. In the context of scheduled network, we propose an approach based on the number of alternative paths connecting i to j that can be traveled between a starting time t 0 and an ending time t 1 . The way to calculate this measure is very simple, as we know that
where the sum means combination of both matrices ͓see Eq. ͑7͔͒, and S t 0 = ͑␦ 1,i , ␦ 2,i , ... ,␦ n,i ͒, i.e., we put an initial agent in node i. The jth element of vector S t 1 is the number of different paths connecting both nodes in the time interval considered.
IV. THE EUROPEAN AIR TRANSPORTATION NETWORK
To check the usefulness of the scheduled network approach in operational and applied research, we have constructed the air transportation network formed by the 40 European airports with higher volume of regular traffic by collecting information of flight scheduling from the principal European air carriers web pages ͑Fig. 2, top͒. The 24 h of the day have been divided in steps of 15 min, and therefore 1 day has been represented by 96 different activation matrices. The total number of primary links was 1227, and the resulting dA had a size of 12 786ϫ 12 786. 20 One of the aspects of the air transportation network performance that customers find most important is network efficiency, defined as the relation between the minimal and the real flight time. To make an example, suppose that a customer wants to fly from Madrid ͑Spain͒ to Lyon ͑France͒; if no direct connection exists, it is necessary to go from Madrid to Paris ͑France͒ and then take a second flight to the destination. If both flights are synchronized, so that a passenger exits the first plane and directly enters the second to take-off, we will have a minimal ͑or optimum͒ traveling time. In real life those flights are never exactly synchronized, since a waiting time always exists. Of course, the maximization of this efficiency is an important objective for airlines, especially in some specific time windows with many movements, as it would improve the perceived value of the service. By means of the scheduled network formalism, in Fig. 2 ͑bot-tom͒ we have plotted the efficiency of the European top 40 network as a function of trip starting time compared with the percentage of active connections in the same time window. A minimum connection time ͑i.e., the minimum time needed to change aircraft or change terminal, etc.͒ of 60 min is included in each link. Clearly, we have a very low efficiency during the night, and customers should wait in the airport for some connections until the next morning. Moreover, we have three peaks ͑at 6:00 UTC, 14:00 UTC, and 17:00 UTC 21 ͒ which correspond with the moments of high network connectivity.
Another important aspect of air networks is the rotation of aircrafts and crews. Generally speaking, each company has a central airport which is used like an headquarter, where airplanes rest and get repaired during the night. Moreover, airlines try to minimize the cost of abroad crews. In order to quantify this aspect, we define a rotation as a trip starting from one airport and coming back later in the same airport in the same day. In Fig. 2 ͑bottom͒ we have measured the mean value of this rotation time as the mean minimum rotation time of each airport. As expected, it is related to the efficiency and to the number of flights in the time windows considered. Both results, i.e., efficiency and rotation time, are of great importance for airlines, as they allow a better planning of operations and an improvement in the service offered.
V. DISCUSSION
Despite the great importance ͑also economical͒ of networks with spatial and time restrictions, not much work has been done so far to understand their structure from the point of view of complex networks; previous works usually neglect time, which is indeed an essential ingredient in many transportation systems. In this paper, we develop a mathematical framework for scheduled networks that enables us to introduce the effect of a scheduling mechanism on the calculation of classical network measures.
While we have focused in air transportation network as a guide example, the formalism we propose can indeed be applied to many other contexts. For example, any other transportation networks ͑such as subways, railways, or car movements in a street network with light stops, thus improving the static representation already studied in past works, see Refs. 22-24͒, biological networks, where some interactions can occur only in fixed sequences ͑for example, in Ref. 25͒, or business planning, where projects can be seen as a collections of operations, each one with a time duration and initial conditions, linked in some logical ͑and complex͒ sequences. More generally, neglecting the temporal structure of a network can introduce desynchronizations in its dynamics that prevent a correct understanding of the system behavior, and this is especially true in certain important fields such as epidemic spreading, percolation, or diffusion processes.
