We present a novel top-push constrained feature learning (TFL) method for face identification. The idea is to learn low-rank approximations from raw intensity face images such that the squared distance between all faces of the same identity should be smaller than that of different identities by a margin. To this end, we formulate the learning process under the framework of generalized low-rank approximation of matrices (GLRAM) supervised with a top-push constraint. GLRAM operates on the matrix representation of images to seek low-dimensional and compact features, which improves the discriminative power of the features while reducing the time and space costs. The top-push constraint aims to optimize the face identification accuracy of the top-rank matching list, which makes the learned features more discriminative and compact, thus reducing the variability and ambiguity. Once the optimization is finished, the features are vectorized and used for similarity measurement. The effectiveness of TFL is verified on four publicly available face datasets.
I. INTRODUCTION
AS a non-intrusive authentication technique, face identification has been extensively studied in recent decades [1] - [6] . It has been applied to many areas, such as access control, video surveillance, and search. Face identification can also be regarded as a binary classification problem. Given pairs of face images, we should determine whether the two compared images belong to the same person. The confidence score can be regarded as a similarity measure between the face images of the person. Ideally the score is 1 for images of the same person; otherwise, it is 0. The greatest challenge in face identification comes from the large intraclass changes in expressions, illuminations, poses, ages, and occlusions [7] - [11] .
The associate editor coordinating the review of this manuscript and approving it for publication was Jenny Mahoney.
The existing approaches on face identification can be roughly split into three classes. The first class focuses on developing discriminative feature representations that are robust against the abovementioned changes [1] , [8] , [12] . A variety of features are commonly adopted, including hand-designed features such as LBP [13] , SIFT [14] , and Gabor [15] . These methods often need to detect facial landmarks before feature extraction. In addition, the general trend is that the dimensions of the features for face identification are becoming increaslying greater. For example, the dimensions of the features used in [12] and [8] are 100K and 65536 respectively. It is a convention to map face images to low-dimensional space before comparing them [16] . Principal component analysis (PCA) [17] and linear discriminant analysis (LDA) [18] are two popular dimensionality reduction methods. The PCA-based methods seek to find a one-side linear transform, which represents the leading eigenvectors corresponding to the leading eigenvalues of the data's total variance matrix. In contrast, the LDA-based methods aim to find a linear transform by minimizing within-class scatter and maximizing between-class scatter. Another embedding technique is called locality preserving projections (LPP) [19] , which finds a face subspace that preserves the local information.
The abovementioned three subspace methods are suitable for extracting discriminative low-dimensional representations. When dealing with high-dimensional data such as images and videos, these methods often run up against practical computational constraints [20] - [23] . The time and space complexity for the SVD computation of PCA of large matrices is high. To address the problem, 2DPCA [24] appeared in later literature. Compared with PCA, 2DPCA extracts image features directly from 2D image matrices instead of 1D vectors. As a result, it requires less computation time and obtains better recognition rates. Li et al. used image matrices directly for LDA and proposed 2DLDA [25] , which finds a projection using the Fisher linear projection criterion. Due to the low dimensionality of the between-class and within-class scatter matrices, the computation cost is lower than that of traditional LDA. To handle the matrix singularity problem of LPP, Chen et al presented 2DLPP [26] , which is also based directly on 2D image matrices.
The second class focuses on learning a distance metric [27] - [29] . Given a set of training data and certain feature representations, metric learning aims to learn a similarity function that measures how similar two data points are. The intuitive idea behind metric learning is that similar data points are closer than dissimilar ones. This problem has been well studied in the community of computer vision and machine learning. To cope with the specific challenges in face identification, a variety of metric learning methods for face identification have also been proposed [30] - [32] . Although these methods have been proven to be effective in increasing the face identification rate, they still encounter some classical problems when learning the model. To learn effective mapping functions from the training data, the dimensionality of the features used in these models is usually high and overcomplete [8] , [12] . However, metric learning is practical only when the feature dimensionality is moderate. Various approaches have been presented to cope with this problem. A common practice is to reduce the dimensionality before metric learning. This tends to obtain a suboptimal distance metric as the first step may lose important discriminative information.
Due to the impressive performance of deep learning [33] - [35] , the third class of methods based on deep learning started to appear [4] , [9] , [36] - [40] . The Siamese network is proposed for deep metric learning [36] . The Siamese network uses the triplet loss to train two identical networks. Then the network takes two face images and determines their encodings. The encodings are treated as the latent feature descriptors of the images. A deep multimetric learning method [41] is proposed to jointly learn multiple neural networks that maximize the distance of each negative pair and minimize the distance of each positive pair. Convolutional deep belief network (CDBN) [42] is used to learn complementary feature representations from high-resolution images [4] . Finally, information-theoretic metric learning is employed to identify face images. A Siamese network is also proposed in [43] . A high performance baseline deep CNN model is trained in [44] , which uses a single net to obtain the feature representations. Both the face identification and verification signals are used as supervision with deep learning in [45] , where the learned features are complementary for face recognition. A deep transfer metric learning method is proposed for cross-domain face recognition in [46] . Importantly, these approaches generally need a large amount of training data. For the task of face identification, there are many cases where the number of classes is very large but the amount of data available for each class is considerably low. This hinders the deep models' ability to learn discriminative features to make the correct predictions.
In this paper, we propose a top-push constrained feature learning (TFL) method for face identification. Neither dimensionality reduction before model learning nor regularization is required. The proposed TFL aims to learn low-dimensional and compact image features to enhance face identification accuracy and efficiency. It is formulated in the framework of generalized low-rank approximation of matrices (GLRAM) [21] , [47] , [48] . By adopting the concept of top-push in [37] , [49] , [50] and integrating it with the GLRAM, we achieve discriminative learning. The TFL possesses various attractive merits.
1) The generalized low-rank approximation of matrices takes a sequence of matrices as the input. The calculation of low-rank matrices through optimization is more accurate and efficient than the vector space model [21] . 2) The top-push constraint enforces the learning process to seek a latent feature space that helps it to discriminate different identities, which remarkably improves the top-rank matching accuracy in face identification. 3) By integrating the top-push constraint into the GLRAM, the proposed TFL inherits the strength of both subspace learning and supervised learning. One of the most important characteristics of TFL is that it provides a novel and effective method to generate compact and discriminative features for face identification.
We efficiently solve the objective function of TFL by a newly proposed iterative algorithm, which converges quickly. Once the learning process is finished, face identification simply involves thresholding the distance between the two feature representations. The proposed TFL is applicable to work with various matrix inputs. In this paper, we develop our TFL directly on raw image intensities for simplicity. Extensive experiments have been carried out on four publicly available datasets. The results show the promising performance of the proposed TFL. 
II. TOP-PUSH CONSTRAINED GENERALIZED LOW-RANK APPROXIMATION OF MATRICES
Given the raw intensity images of the training data, TFL is adopted to obtain discriminative and compact feature representations. The proposed TFL method combines both the advantages of GLRAM and the top-push constraint. The GLRAM is efficient to learn low-dimensional representations by treating each datum as a matrix, while the top-push constraint improves the discrimination of the representations.
A. PROBLEM FORMULATION
The major notations used in the rest of this paper are summarized in Table 1 . We denote the training samples as {X 1 , . . . , X s } and the corresponding targets as {y 1 , . . . , y s }, where X i ∈ R M ×K is the matrix representation of the i-th data point labeled by y i , M and K are the numbers of rows and columns of X i respectively, and s represents the amount of training samples. We aim to generate a compact and discriminative feature representation for face identification. The obtained low-rank feature representations of X i are vectorized and used for similarity assessment.
B. GENERALIZED LOW-RANK APPROXIMATION
We intend to build TFL on the basis of GLRAM, which is efficient in the dimensionality reduction of matrices, yielding low-dimensional and compact feature representations. The GLRAM directly manipulates matrix representation of images, while other traditional low-rank approximation methods address data in vectorized representations [51] , [52] . Given a sequence of matrices X 1 , . . . , X s , GLRAM computes two transformations: L ∈ R M ×m and R ∈ R K ×k with orthonormal columns and s matrices D i ∈ R m×k . m and k are the numbers of rows and columns of D i respectively. When m M and k K , LD i R T can be treated as a suitable approximation of X i for each i. L, R and D i are the solutions to the following optimization problem:
where · 2 F denotes the Frobenius norm, I m and I n are identity matrices of size m × m and n × n, respectively, and the restrictions L T L = I m and R T R = I k guarantee that L and R are orthogonal matrices.
In (1), L and R can be regarded as the left-side and right-side transformations of data X i . The objective function above only minimizes the reconstruction error to obtain low-rank representations. With no additional constraints, the obtained {D i } s i=1 tend to lack discriminative ability. We will introduce a supervision term to (1) to enhance the discrimination of D i .
C. SUPERVISED FEATURE LEARNING
When identifying faces, we always expect that, the positive instances are placed above the negative instances. Particularly, the squared distances of the query image and the positive images should be small, while the squared distances of the query image and the negative images should be large. To this end, in our feature learning formulation, we are interested in comparing and measuring the distance of the same person and the distances of all different persons. We want to ensure that the low-rank approximation D i of an anchor image X i is closer to all other approximations D p i of the same person X p i (positive) than it is to any approximation D n i of the different person X n i (negative). In the rest of the paper, we call (X i ,X p i ,X n i ) a triplet based on the work of [37] . In formulation, we wish to realize the following comparison:
where α is the separation margin between the positive and negative pairs. is the set of all possible triplets in the training set. To quantify the above comparison, the loss that is being minimized is then:
We call this term the top-push constraint. Through optimization, it penalizes small distances of differently labeled persons. The top-push constraint ensures that the positive sample X p i lies closer to the anchor sample X i than the negative sample by at least a margin α. The obvious advantage of using the top-push constraint is that it can obviously boost the discriminative power of the obtained low-dimensional approximations.
D. GLRAM WITH TOP-PUSH CONSTRAINT
Combining (3) and (1), we get the following objective function:
The first term in this function seeks low-rank approximations for the input matrices {X i } s i=1 when the reconstruction error is minimized. The second term makes sure that the approximations are discriminative. The regularization parameter β ∈ (0, ∞) aims to balance the reconstruction error and the discriminative power of the obtained representations. We name our method the top-push constrained feature learning (TFL). In the following part of this section, we focus our attention on solving the minimization problem of (4). Since both L and R are orthogonal matrices, the first term in (4) can be written as:
Because Tr(Z ) = Tr(Z T ), we have:
Given the data (5) is therefore equivalent to minimizing the following function:
The minimum of (7) is obtained when the following equation holds:
From Eq. (8) we can derive that D i can be obtained given the values of L and R. Once the computation of the left and right side transformations L and R is finished, the minimization of (4) is achieved. The computation can be solved efficiently using the following two steps. First, putting Eq. (8) back into (5), the first term in (4) is:
The first term is constant and can be dropped. Therefore, the above minimization problem of (9) is identical to the following maximization problem:
Once the above function is solved, L and R are obtained, which are employed to calculate D i of X i for i = 1, . . . , s. Second, putting Eq. (8) back into the second term in (4), we have:
which supervises the learning of L and R by the triplet relationships, yielding discriminative low-rank approximations of X i s i=1 . Combining (10) and (11), we get the final objective function of the proposed TFL method:
When (2) holds, the second term is zero; otherwise, (12) can be further written as:
By dropping the constant s i=1 α, the above maximization problem becomes:
Hereto, we get the final objective function for TFL with the form of (14). The first term in this function is responsible for the reconstruction precision in the low-rank approximation, whereas the top-push term assures the discriminative power of the acquired feature representations.
E. OPTIMIZATION OF THE OBJECTIVE FUNCTION
To the best of our knowledge, there is no closed-form solution for (14) . We follow the iterative algorithm via an alternate optimization proposed by [21] , [47] . Function (14) can be further rewritten in the form of matrix traces as: Hence, for a given R, the maximization is acquired as long as L ∈ R M ×m is composed of the corresponding m eigenvectors of matrix A with respect to the largest m eigenvalues. Matrix A can be calculated by:
Similarly, (15) can also be rewritten as:
Thus, for a given L, the maximization is acquired as long as R ∈ R K ×k is composed of the corresponding k eigenvectors of matrix B with respect to the largest k eigenvalues. Matrix B can be calculated by:
By iteratively solving (16) and (18), we can obtain the optimal solutions for L and R. This process is repeated until convergence. The pseudocode to compute L and R is illustrated in Algorithm 1.
Algorithm 1
The Optimization Algorithm for TFL Input: Data matrices X 1 , . . . , X s and their corresponding labels y 1 , . . . , y s . Output: The left-and right-side transformations L and R. 1: Obtain the triplets using the labels y 1 , . . . , y s . 2: Initialize R (0) = (I k , 0) T and set i ← 1; 3: repeat 4: Obtain matrix A using (17) and R (i−1) ; 5: Calculate the corresponding m eigenvectors {φ L j } m j=1 of A with respect to the m largest eigenvalues; 6 :
Obtain matrix B using (19) and L i ; 8: Calculate the corresponding k eigenvectors {φ R j } k j=1 of B with respect to the k largest eigenvalues; 9 :
10:
i ← i + 1; 11: until Convergence. 12 : return L ← L (i−1) and R ← R (i−1) .
F. CONVERGENCE ANALYSIS
We provide a mathematical proof on the convergence of Algorithm 1. Denote the objective function (15) as F(L, R). 
F(L, R) is bounded because F(L, R) is continuous and district
{(L, R)|L T L = I m , R T R = I k } is closed. In the t-th iteration, we get the solutions by L (t) = arg max L F(L, R (t−1) ) and R (t) = arg max R F(L (t) , R). From this procedure, we can obtain the following inequality:
Therefore, F(L, R) is a monotonically increasing function. According to the monotone convergence theorem, F(L, R) converges.
We analyze the convergence property of Algorithm 1 in Section III on the four datasets used in this paper. The convergence of the objective function with iterations for the four datasets are given in Fig. 1 and Fig. 2 . The results show that the objective function convergences very fast and stabilizes after two iterations. Hence, the proposed algorithm converges within two iterations for the four datasets used in our paper.
G. MATCHING
With the learned transformations L and R, face images are projected into the approximation matrices D i , for all i. These matrices are then vectorized and used for similarity measurement. The distance between a probe face image X p and a gallery face image X g is computed by:
where v(D i ) denotes the vectorization of D i .
III. EXPERIMENTS
To validate the effectiveness of the proposed TFL method, we carry out a series of experiments on real-world datasets. We first provide a description of the face datasets used in our experiments and the implementation detail. Then, we investigate the effect of several user-defined parameters that have a clear impact on the face identification performance. Finally, we demonstrate the effectiveness of TFL by comparing the results of TFL and other popular feature learning approaches.
All the experiments were conducted on a Linux machine with a 3.6GHz CPU and 48 GB memory.
A. DATASETS
The face datasets used in our experiments are ORL [53] , Yale [18] , Extended Yale B [54] , [55] and AR [56] . Table 2 illustrates the characteristics of the four datasets. The ORL dataset contains 400 face images of 40 distinct objects. These images were taken at different times and under varying lighting conditions with various facial expressions. The image size is 92 × 112 pixels. We use the full-size images from the dataset to carry out our experiments.
The Yale dataset includes 165 grayscale images of 15 different objects. There are 11 images for each individual. These images are different in facial expressions and configurations: center-light, w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, surprised, and wink. This dataset is widely used to test the performance of identification under varied facial expressions and lighting configurations. We manually cropped each image to 64 × 64 pixels in our experiments.
The Extended Yale B dataset contains 2414 images of 38 individuals. These images were taken under 64 different controlled lighting conditions. Faces in these images are all of frontal view. The size of the images in this dataset is 192 × 168 pixels. It is difficult to recognize an object from these images since the light condition has degraded in many images. Several articles [57] , [58] used this dataset as a benchmark for the comparison of the experimental results.
The AR dataset is composed of over 4,000 frontal images of 70 men and 56 women. There are 26 images captured in two sections (separated by two weeks) for each subject. These images include 3 different expressions, 3 different illumination conditions, and 2 different facial disguises (with sunglasses and a scarf). In our experiments, we use 2600 images from 100 subjects (50 men and 50 women) and manually cropped and normalized the images to 136 × 96 pixels.
B. IMPLEMENTATION DETAILS
The first step of our method is to construct the triplet sets using the labels of the training data, as mentioned in Algorithm 1. Given an anchor sample, we select the nearest negative sample and all the positive samples to construct the triplets. In our experiments, the top-push term is activated when the distance of a positive pair is no less than the distance of the nearest negative pair. We also test the performance of TFL by constructing the triplets with the largest positive sample and nearest negative sampleïĳŇbut the experimental results are inferior. The reason might be that poorly imaged faces would dominate the largest positive samples and nearest negative samples.
The k-nearest neighbor (kNN) classifier based on the Euclidean distance is used for face identification. A ten-fold cross-validation strategy is adopted to estimate the identification performance. We randomly divide each dataset into ten parts with approximately the same number of samples. Every time we use nine parts of the dataset for training and the remaining one for testing. We repeat this procedure ten times with each dataset. The final result is the average accuracy of the ten runs.
For the TFL method, there are four parameters to control in practice: β, n itr (number of iterations), m and k (reduced dimensionality). The tradeoff parameter β is empirically set to be 1 to preserve the reconstruction accuracy and discriminative capacity of the low-rank approximations. We ran the TFL algorithm with more than 20 iterations on different face datasets. Fig. 1 and Fig. 2 show that the algorithm converges within 3 iterations on most datasets. We set n itr = 8 to reach a satisfactory result in all the experiments.
C. EFFECT OF REDUCED DIMENSIONALITY M AND K
The parameters m and k actually determine the row and column dimensions of the features learned by the TFL algorithm. A small m or k may lack inherent information in the data, while a larger m or k will introduce redundant information. We determine the optimal values of m and k by adopting the strategy used in [21] . Specifically, we run our algorithm with different combinations of m and k. The experimental results show that the TFL achieves the best identification accuracy when m/k ≈ 1, which has also been justified by [21] . Therefore, we set both m and k equal to a common parameter d and compare the identification accuracy of the proposed method with different values of d. Fig. 3 shows the identification results on the four datasets when d is varied from 1 to 20. As shown, the accuracy curves of the ORL, Yale and Extended Yale B datasets stabilize at approximately d = 10 to 16, while the accuracy curve of the AR dataset stabilizes at approximately d = 18. TFL achieves the best result on all the datasets when d = 18. We thus empirically use d = 18 to carry out the following experiments.
D. EFFECTIVENESS OF IDENTIFICATION
To evaluate the performance of the proposed TFL algorithm on face identification, we first compare TFL with two classical feature learning schemes, e.g., SVD [20] and GLRAM [21] . Following the previous work in [21] , the reduced rank k svd for SVD is chosen according to the value of d. Therefore, we set k svd = d 2 to keep the same number of reduced dimensions. For GLRAM, we also set d = 18 to ensure that both GLRAM and TFL have the same value of reduced dimensions. The results on the Yale, ORL, Extended Yale B, and AR datasets are illustrated in Figs. 4-7. From these figures, we can conclude that all the methods achieve the best identification results when the number of nearest neighbors used in kNN is set to 1. The proposed TFL method consistently outperforms SVD and GLRAM on all datasets. It is also noted that for the AR dataset ( Fig. 7) , the accuracy of TFL is 0.831, which is much higher than the best accuracy of GLRAM without considering the top-push constraint.
To further demonstrate the advantage of TFL in learning discriminative features, we compare the proposed TFL with fifteen popular subspace learning methods, including PCA [17] , 2DPCA [24] , LDA [18] , 2DLDA [25] , LPP [19] , 2DLPP [26] , local fisher discriminant analysis (LFDA) [59] ,keep it simple and straight forward metric (KISSME) [27] , kernel canonical correlation analysis (KCCA) [60] , cross-view quadratic discriminant analysis (XQDA) [28] , null foley-sammaon transform (NFST) [29] , Knockoffs [61] and convolutional neural networks (CNN) [62] . In these experiments, we empirically set the nearest neighbor used in kNN to 1. Image intensity values are used as the input for each method. The experimental results are summarized in Table 3 . The values in parentheses in Table 3 denote the dimension of feature vectors for the best recognition accuracy of each subspace method. The CNN network is implemented in Caffe with a learning rate of 0.001, and the batch size is 64. The input of the network is the raw intensity image. We train the CNN network for 50 epochs. Ten-fold cross validation is adopted for all the compared methods. From this table, we can see that the CNN based methods are superior on the AR dataset but on the other three datasets, this is not the case. This can be attributed to the fact that, compared with the other three datasets, the AR dataset has the largest number of data points to train the network. The proposed TFL outperforms CNN and the other fourteen subspace learning methods in most cases. These results validate the benefit of introducing the top-push term into the GLRAM framework. During feature learning, the GLRAM only minimizes the reconstruction error, while the proposed TFL additionally minimizes a loss term incurred by the top-push constraint, making the learned features more compact and discriminative.
IV. CONCLUSION
In this paper, we proposed a novel TFL method to address the face identification problem. The proposed TFL is formulated under the framework of GLRAM with a top-push constraint, which takes advantage of its merits in dimensionality reduction and supervised feature learning. The TFL takes the raw intensity matrix of images as inputs, yielding more efficient and accurate computation of low-rank approximations than using the inputs in the vectorized space. As a result of the introduction of the top-push constraint, the learned feature representations are not only compact but also more discriminative. Extensive experiments have been conducted on four publicly available face datasets. The obtained high performance validates the effectiveness of TFL.
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