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 With the concern that imperviousness can be quantified differently depending on 
data sources and methods, regression equations to translate between imperviousness 
estimates using land use and land cover were developed.  In addition, this study examined 
how quantitatively different imperviousness estimates affect the prediction of 
hydrological response.  The regressions between indicators of hydrological response and 
imperviousness-descriptors were evaluated by examining goodness-of-fit measures such 
as explained variance or relative standard errors. 
The results show that imperviousness estimates using land use are better 
predictors of hydrological response than imperviousness estimates using land cover.  
Also, this study reveals that flow variability is more sensitive to spatially distributed 
models than lumped models, while thermal variability is equally responsive to both 
models.  The findings from this study can be further examined from a policy perspective 
with regard to policies that are based on a threshold concept for imperviousness impacts 
on the ecological and hydrological system. 
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1.1.1 Importance of imperviousness 
The importance of imperviousness (hereafter IMP) on the environment has been 
recognized for many years (Klein, 1979; Schueler, 1994; US EPA, 1997; Paul and 
Meyer, 2001; Krause et al., 2004).  These studies claim that IMP is an excellent indicator 
of land use/land cover change, since it can be easily recognized and monitored. 
According to the US EPA report (1997), increased IMP leads to increased runoff volumes 
and peak flows, while baseflow decreases.  Due to its profound effects on hydrological 
response, IMP is an important predictor in rainfall-runoff modeling. 
In addition, IMP is a key variable for water quality modeling, due to strong 
relationships between IMP and stream health.   For instance, IMP has a direct effect on 
stream temperature (Vought et al., 1998).  As IMP increases, sedimentation and pollutant 
loads also increase, which degrades water quality (Schueler, 1994).  Many hydrological 
models have been developed such that IMP is a variable used in predicting the 
hydrological response due to land use/ land cover change. 
As a planning and management tool, IMP has drawn much attention.  It is 
relatively simple both to calculate and to monitor changes.  Schueler (1994) described 
IMP as one of the few variables that could be explicitly quantified, managed, and 
controlled at each stage of land development.  For this reason, researchers have claimed 
that IMP is an excellent tool in planning and regulatory applications (Schueler, 1994; 
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Arnold and Gibbons, 1996).  Arnold and Gibbons (1996) suggested that IMP be 
considered in community /regional planning, neighborhood/site planning, and even 
regulation.  The role of IMP will continue to grow as an environmental indicator, a 
predictor of the hydrological response, and as a planning tool. 
 
1.1.2 Existence of threshold-imperviousness 
As an environmental indicator, IMP has been shown to have a strong relationship 
with stream health.  Numerous studies have suggested that the ecological system as well 
as the hydrological system undergoes negative impacts when IMP exceeds a certain 
threshold (Klein, 1979; Carlson and Arthur, 2000; Bird et al., 2002).  Research outcomes 
are so consistent that land planners and decision-makers tend to implement IMP 
thresholds into their policies to limit land development and to protect water resources 
(Kauffman and Brant, 2000; Yeager and Swamikannu, 2001; O'Brien, 2005).   
 A challenge to integrating such threshold approaches is the sensitivity of IMP to 
measuring/estimating methods as well as data sources (Capiella and Brown, 2001; Bird et 
al., 2002; Brabec and et al., 2002; Dougherty et al., 2004).  All measures/estimates of 
IMP present different values, depending on methods and data sources.  Considering the 
role of IMP in the hydrological modeling, significant questions arise: how do IMP 
estimates from different data sources affect hydrological modeling and the prediction of 
hydrological response?  Which measures are better for designing hydrological 
infrastructures?  Is there a true threshold value of IMP that one can apply to anticipate 
certain levels of hydrological impacts? 
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In order to answer these questions, this study investigates the sensitivity of 
hydrological response to IMP estimates.  IMP is quantified by two different approaches: 
(1) IMP based on coefficients assigned to unique land use categories; and (2) IMP based 
on satellite-derived land cover.  The primary difference between these two approaches is 
the data sources: land use versus land cover.  Throughout this study, the IMP estimated 
using land use is abbreviated as IMP-LU, while IMP-LC is the abbreviation for IMP 
derived from land cover.  Although land use and land cover are fundamentally different, 
they are often mapped together and the confusion of their usages is still high.  From a 
hydrological perspective, it is unclear whether land use and land cover are equally 
effective in predicting hydrological impacts. 
 
1.1.3 Imperviousness from land use and land cover 
Land use reflects human activities on the landscape.  For instance, agricultural 
lands, forestry lands, or recreational lands are categorical types of land use.  Land cover 
focuses on the land surface.   Deciduous trees, wetlands, grass, or roads are examples of 
land cover.  Land use requires additional spatial information such as boundaries of zoning 
districts or parcel sizes, while land cover can be determined by remotely observed 
landscape features. 
Most often, land use and land cover do not have a 1-to-1 relationship.  A single 
land use category may contain the multi-components from land cover categories or vice 
versa.  For instance, the land use category of “open urban land” applies to golf courses, 
which typically contain several land cover categories such as evergreen trees, grass, 
and/or water.  Figure 1-1 is a view of the University of Maryland.  The left side of the 
 
  4
State Highway 193 is a golf course, while the main campus is located on the right side of 
the highway.  Figures 1-2 (a) and (b) are land use and land cover for the same spatial 
extent as the area shown in Figure 1-1, respectively.  According to Figure 1-2, land use 
indicates that people use the right side of the highway as an institution, while land cover 
presents the nature of the surface such as deciduous trees, evergreen trees, developed 




Figure 1-1.  A view of the University of Maryland from about 5058 ft above, using 







     
(a) (b) 
 
Figure 1-2.  (a) Land use presentation of the area shown in Figure 1-1.   
                         Water appears in blue.  Some land use categories are shown in white- 
                          color in order to simplify color-coded presentation in this figure. 
                    (b) Land cover presentation of the area shown in Figure 1-1.   
 
Due to the difference of land use and land cover, IMP estimates using these data 
sources are quantified differently from each other as seen in Figure 1-3.  However, these 
estimates are highly correlated, because of describing the same phenomenon.  It is crucial 
for hydrologists and engineers to understand that IMP as a predictor in a hydrological 
model should be obtained in the same way as the data with which the model has been 
calibrated.  Due to either the lack of consistent data availability or poor documentations 
on the model development, the potential exists to misapply hydrological models simply 
by using inappropriate measures of IMP. 
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Figure 1-3.  (a) IMP-LU: Imperviousness based on land use shown in Figure 1-2(a). 
         (b) IMP-LC: Imperviousness based on land cover shown in Figure 1-2(b).  
                     IMP-LU tends to produce higher IMP than IMP-LC. 
 
 
1.1.4 Spatially lumped and spatially distributed imperviousness 
 To predict the hydrological response due to IMP change, IMP is used as a 
variable in hydrological models that can be divided into two distinct categories: spatially 
lumped and spatially distributed.  The spatially lumped model uses aggregate IMP, which 
is an averaged IMP over individual study basins.  It does not take into account the spatial 
distribution of IMP within a given basin.  On the other hand, the spatially distributed 
model accounts for the spatial variability within the basin.  While spatially distributed 
models require extensive computations, they capture characteristics of landscape 
organization and hopefully translate them into more accurate predictions.   
  In this study, comparisons of lumped and spatially distributed hydrological 
models, using both IMP-LU and IMP-LC, will be performed.  Also, the sensitivity of the 
< 25 < 50 <75 <=100
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hydrological response to these models will be compared.  Within the scope of this study, 
the hydrological response refers both to flow variability and to thermal variability.   
 
1.2 Objectives 
The goal of this study is to examine characteristics of IMP and its impact on 
hydrological response.  To achieve the goal, specific objectives will be investigated: 
 
1. The first objective is to identify relations and to develop equations to translate 
between IMP using land use (IMP-LU) and IMP derived from land cover 
(IMP-LC). 
The differences in IMP estimated from land use and land cover will be examined, 
resulting in regression equations that allow for the transformation between IMP 
from one data source to its equivalent value using the other data source. 
 
2. The second objective is to determine whether IMP using land use (IMP-LU) 
or IMP derived from land cover (IMP-LC) is better at predicting 
hydrological response in terms of flow variability and thermal variability. 
Goodness-of-fit measures for regression models using IMP-LU and IMP-LC will 





3. The third objective is to determine whether spatially lumped or spatially 
distributed IMP is a better predictor of hydrological response in terms of flow 
variability and thermal variability. 
This objective will determine if hydrological response are more sensitive to 
simple aggregate IMP or to spatial distribution of IMP. 
 
1.3 Summary 
  This study will provide tools for converting IMP from one data source to the 
other.  Data sources, IMP-LU or IMP-LC will be identified as an effective predictor of 
hydrological response.  Also, it will be decided whether the spatial distribution of IMP is 
a better predictor than an average IMP.  The value of these accomplishments is twofold.  
This study develops a good understanding of the difference between data sources, land 
use and land cover, and the impact of IMP from the hydrological perspective.  Also, land 
use planners and policy makers can use the results of this study to guide defining and 



















 This chapter is to discuss the work of others related to IMP and the hydrological 
response.  The chapter consists of four sections.  The first section presents others’ work 
pertaining to the impact of IMP on the hydrological and ecological system.  The second 
section discusses studies on indicators of hydrological response due to land use change.  
In the third section, various methods for IMP measurement are compared.  The final 
section is for the studies on hydrological methods to evaluate the impact of IMP. 
 
2.2 Impact of imperviousness on hydrological and ecological systems 
 It has been well documented that the impact of IMP is multi-dimensional.  It 
affects not only stream hydrology but also stream morphology (Booth, 1990 for channel 
stability; U.S. EPA, 1997 for channel widening; Scholz and Booth, 2001 for bank 
erosion; Awasthi et al., 2002 for soil erosion).  Furthermore, it has an impact on stream 
water quality (Old et al., 2003 for sediment transport; Galli, 1990 cited in Schueler, 1994; 
James and Verspagen, 1996 cited in Van Buren et al., 2000 for thermal impacts; 
Schueler, 1994 for nutrient loads and bacterial contamination), and stream ecology 
(Klein, 1979 for diversity of aquatic insects and fish; Limburg and Schmidt, 1990 for fish 
spawning; Larson et al., 2001 for habitat features; Kaufman and Marsh, 1997 for habitat 
fragmentation; Mitchell, 1999 and Sweeney, 1992 for the effect of riparian canopy; 
Finkenbine et al., 2000 for stream rehabilitation; numerous studies compiled in Schueler, 
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1994 for stream diversity).  Cappiella and Brown (2001) include their comprehensive 
literature review on studies on the relationship of urbanization with ecological system and 
the physical impact of urbanization on hydrology, geomorphology, and habitats.   
From a hydrological standpoint, IMP affects every component                                                        
in the hydrological cycle.  For example, as IMP increases, evaporation decreases (Dow 
and DeWalle, 2000).  Figure 2-1 depicts increased IMP which causes infiltration to 
decrease.  The decrease in infiltration and evapo-transpiration allows an increase in 
runoff.  The change in hydrological processes leads to the following hydrological 
response as seen in Figure 2-2; (a) increased flow volume, (b) increased peak flow (c) 
increased peak flow duration, and (d) decreased base flow (US EPA, 1997; Stewart et al., 
1999; Rose and Peters, 2001; Booth, 2002). 
 
 
Figure 2-1. Relationship between IMP and the hydrological response 




 One recent study was conducted on the impact of IMP on the hydrological cycle 
at a given basin from a historical perspective (Jennings and Jarnagin, 2002).  Jennings 
and Jarnagin stated that the same effect has been observed as one based on a 
contemporary comparison across different study basins: as IMP increased from 1949 to 
1994, mean daily streamflow increased significantly and so did the frequency of daily 
streamflow at given volumes.   
 
 
Figure 2-2. Impact of urbanization on stream flow (US EPA, 1997) 
 
2.3 Indicators of the hydrological response due to land use change 
In order to indicate hydrological response, many researches have focused on two 
regimes: flow regime and thermal regime.  Richter et al. (1996) suggested that indicators 
be able to monitor five characteristics of the flow regime.  Those five characteristics are 
monthly average magnitudes, magnitude and duration of annual extreme conditions, 
timing of annual extreme conditions, frequency and duration of high and low pulses, and 
rate and frequency of change in flow conditions.  According to Poff et al. (1997), 
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magnitude of discharge, frequency of occurrence, duration, timing, and the rate of change 
should be considered for the ecological consequences of human activities.  Among those 
characteristics, Archer and Newson (2002) claimed in their paper that indices of flow 
variability provide more comprehensive information of hydrological regime changes due 
to land use change than any other indices.  According to Archer and Newson, flow 
variability is not only a good indicator of land use change but also is an important control 
on river ecology (Newson and Newson, 2000, cited in Archer and Newson’s paper).   For 
example, Scoggins (2000) claimed that the general hydrological-stream-character 
indicating flow variability has a significant relationship to the benthic macroinvertebrate 
community.  Clausen and Biggs (1997) made a similar conclusion in that flow variability 
was significantly related to most of the biological variables. 
In order to monitor the thermal regime change due to land use change, studies 
have been conducted with their focus on air temperature change (Bartholow, 2000), on 
surface radiant temperature change (Carlson and Arthur, 2000), and on stream 
temperature change.  According to Coutant (1976), stream temperature is the most 
pervasive among all environmental indicators in the aquatic system.  Stream temperature 
can act as a lethal agent that kills the fish directly, as a stressing agent that destroys the 
fish indirectly, as a controlling actor that sets the pace of metabolism and development, 
and as a limiting factor that restricts activity and distribution. 
Nonetheless, studies on the variability in the thermal regime due to IMP through 
abiotic measurements have not been well documented compared to the variability in the 
flow regime.  Among some studies found for this literature review chapter, Klein (1979) 
claimed that the widening of the channel due to increased runoff results in shallower 
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water depths, in turn, contributes to greater temperature fluctuations.  According to 
Krause et al. (2004), stream temperature is elevated due to increased solar input from 
channel widening, diminished vegetative shading, or thermally enhanced runoff that 
passes over a heated impervious surface.  Stream temperature fluctuation gets 
exacerbated with impeded base flow which might play a role as a temperature buffer.  
The rapid rise in stream temperature can occur as a heated summer storm flushes into a 
stream.  A literature review authored by Paul and Meyer (2001) reported that a study on 
Long Island urban streams showed mean summer temperatures 5-to-8 degree Celsius 
warmer and winter temperatures 1.5- to-3 degree Celsius cooler than forested streams.  
Also, temperature pulses were observed during summertime storm runoff.    
Such temperature disturbance is detrimental to the stream biota.  For instance, 
Vought et al.’s (1998) findings included a significant difference in the total accumulated 
degree-day between channelized streams without riparian vegetation and natural 
woodland.  Furthermore, the average temperature for the channelized streams was 
warmer than the one for natural streams by 1-degree Celsius.  Such thermal enhancement, 
Vought et al. showed, has a critical effect on the life cycles of invertebrates, limiting their 
abundant distribution.  A similar effect of stream temperature change was observed by 
Sweeney (1993).  According to him, warming stream by 2 to 5 degree Celsius affects 
growth rate, survivorship, adult size and fecundity, and timing of reproduction greatly. 
Based on many researches including the studies described above, it is evident that 
a strong correlation exists between IMP and stream health.  Arnold and Gibbons (1996) 





Table 2-1. Relationship between stream health and imperviousness. 
                  (Arnold and Gibbons, 1996) 






Even though Arnold acknowledged that thresholds are controversial and are subject to 
change, many studies agree that stream degradation occurs around 10% of IMP (Klein, 
1979; Limburg and Schmidt, 1990; Arnold and Gibbons, 1996; Carlson and Arthur, 
2000; Paul and Meyer, 2001; Bird et al., 2002).  These threshold values become reliable 
when the measurements of IMP show their consistency and accuracy in estimating IMP.  
One study shows that levels of accuracy in estimating IMP affect hydrological response 
(Lee and Heaney, 2003).  The study estimated IMP in five different levels of accuracy 
and compared the effect of those different IMP estimates on the predicted runoff 
hydrograph from a single precipitation event.  Based on hydrological simulations using 
SWMM, they found a 265% difference in peak discharge and a 275% difference in total 
runoff volume depending on levels of accuracy in estimating IMP.  The following section 
reviews studies on methods for measuring IMP.           
  
2.4 Measurements of imperviousness 
The accuracy in quantifying IMP is known to depend on measurement methods as 
well as data sources.   According to Brabec et al. (2002), IMP has been measured in the 
following ways: (1)identify impervious area on aerial photos and use a planimeter to 
measure each area; (2)overlay a grid on an aerial photo and count the number of 
intersections that overlaid impervious area; (3)classify  satellite images; (4) estimate IMP 
Stream health Imperviousness 
protected <10% 
impacted <30% 
degraded Over 30% 
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from widely available census data (Gluck & McCuen, 1975 cited in Brabec et al.’s 
paper); (5)develop relations between the percentage of urbanization in a region and the 
percentage of IMP.  With the development of technologies, the methods described above 
continue to evolve using GIS and remote sensing.    
While adopting new technologies, research efforts have been made to compare 
studies between classical methods and technology-aided methods.  For example, Capiella 
and Brown (2001) measured IMP with four different methods such as direct 
measurement, estimates of IMP based on land use, estimates based on road density, and 
estimate based on population. The study found that the most accurate method was a direct 
measurement method.  However, estimating IMP based on land use was the most 
feasible, considering cost, accuracy and time.  The study concluded that the process of 
selecting a measurement method should consider not only accuracy, but also criteria such 
as resources, and the ability of future forecasting.  
Knowing that remotely sensed data has a certain limit in recognizing features on 
the ground, the interest in comparing results from using remotely sensed data and using 
ground truth has grown.  In the study conducted by Jennings et al. (2004) the estimate of 
IMP based on NLCD 92 (National Land Cover Dataset 92) was compared with the 
estimate measured from the planimetric ground truth.  The regression analysis indicates a 
strong relationship between IMP extracted using NLCD 92 and the ground truth.   
However, the regression equation implies that the measurement using NLCD 92 
underestimates IMP compared to the planimetric ground truth.  According to Bird et al. 
(2002), using multiple data source such as block-level census data combined with road 
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networks provide improved accuracy compared to using NLCD 92 alone.  The following 
section describes how IMP estimates are utilized to assess the hydrological response. 
 
2.5 Hydrological methods to evaluate the impact of imperviousness 
The impact of IMP on the hydrological system has been assessed largely by using 
the rainfall-runoff relation, since the most sensitive process to IMP in the hydrological 
cycle is runoff as seen in Figure 2-1.  To predict the change in the rainfall-runoff relation 
due to IMP change, methods for the calculation of runoff should have parameters that are 
a function of IMP.  For instance, one widely used method for estimating peak runoff is 
the Rational method.  The method contains a runoff coefficient, C, that can be expressed 
as a function of IMP (Schueler, 1994; Tan et al., 2000; Hill, 2000; Becciu and Paoletti, 
2000).  The study conducted by Tan shows that the increase of IMP resulted in a large 
value of runoff coefficient, hence, a large peak discharge.    
On the other hand, the SCS-CN method developed by NRCS (formerly SCS) is 
widely used for estimating runoff depth for a given storm event.  It contains a curve 
number that can be expressed as a function of IMP as well as other properties (McCuen, 
1998).  Since the SCS-CN method considers most of factors which affect runoff in the 
hydrological cycle, it is a widely used method to evaluate the cause and effect between 
land use change and hydrological response (Weng, 2001; Moglen and Beighley, 2002; 
Melesse et al., 2003; Melesse and Graham, 2004).  Being widely used, it has been 
implemented into hydrological models such as HEC-1, TR-55, and TR-20, which were 
developed by federal agencies and are expected to be used continuously.  Bhaduri et al. 
(2001) stated that models such as HEC-1, TR-55, TR-20 had been routinely used in 
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assessing the impact of proposed land use changes on runoff changes to prevent flooding 
problems.  The following quote from Melesse and Graham’s (2004) paper projects the 
future of the SCS-CN method.   
“Dingman (2001) concluded that the NRCS(SCS)-CN approach will continue to 
be used since (1) it is computationally simple, (2) it uses readily available watershed 
information, (3) it has been packaged in readily available tables, graphs, and computer 
programs, (4) it appears to give reasonable results under many conditions, and (5) there 
are few other practicable methodologies for obtaining a priori estimates of runoff that are 
known to be better.” 
 
Nonetheless, it has been recognized that the SCS-CN method is a representative 
lumped parameter model that applies an averaged single value to each hydrologic 
computation unit being modeled.  Therefore, it is known that the SCS-CN method using 
lumped parameters cannot effectively reflect the spatial variability of physical 
characteristics of a basin.  On the other hand, a spatially distributed parameter model uses 
parameters that are determined based on each grid cell within a basin.  Recently, there 
have been research efforts to integrate the SCS-CN method into a spatially distributed 
modeling process, so that the SCS-CN method reflects the spatial variability of basin 
characteristics which may affect runoff (Melesse and Shih, 2002; Rainis, 2004).  They 
focused on describing a process of applying SCS-CN methods to individual mapping 
units, at 30-meter resolution.  Furthermore, numerous studies have been conducted to 
evaluate hydrological response due to land use change using the SCS-CN method which 
parameters are spatially distributed (Corbett et al., 1997; Mohan and Shrestha, 2000; 
Shrestha, 2003). 
As studies on spatially distributed parameter models continue to emerge, so do 
comparison studies with lumped parameter models.  Goodrich and Kepner (2000) cited 
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Wood et al.’s (1988) findings based on his experiment with averaging runoff over 
different sub-basin areas by aggregating.  The variance of mean runoff decreased until the 
process of aggregation reached a 1km x 1km sub-basin scale.  Vieux (2001) examined the 
effect of using lumped parameters compared to using spatially distributed parameters.  In 
his book, he concluded that spatial variability should be incorporated into a model 
presentation.  The conclusion was supported by his observations that using spatially 
distributed parameters allowed a hydrologic model to be more responsive, rather than 
being delayed and attenuated.  In spite of those advantages in using spatially distributed 
parameter models, it was considered to be impracticable due to extensive computing time 
and the enormous quantity of needed data.  With the advent of GIS and improved 
computer power, however, constraints on handling and computing vast spatial data sets 
have been significantly reduced.  In the next section, hydrological modeling in a GIS 
environment with remote sensing data is discussed. 
 
2.6 GIS-based hydrological model 
In the hydrology-related community, GIS has been considered a useful tool for 
storing data derived from a soil map, a digital elevation map, a land cover map, a land use 
map and others that are characterized in the GIS-environment.  It overlays different types 
of geo-referenced maps and extracts necessary information for hydrological modeling in 
a time-efficient manner.  As a result, the computing time for the parameterization of 
spatially distributed hydrological models has been reduced substantially.  Furthermore, 
the GIS capability in coupling with remotely sensed data allows hydrological models to 
reflect the nature of physical characteristics of a basin more efficiently.   
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Taking into account the quantity of input data and the spatial pattern of land 
use/land cover change, the GIS with remote sensing technique is the most suitable and 
the most powerful tool to evaluate hydrological response due to IMP change.  For 
example, Brun and Band (2000) assessed the effects of land use change in urbanizing 
watersheds on the hydrological response, using GIS coupled with HSPF and BASIN.  
The study concluded that the runoff ratio increased as IMP increased for any percent soil 
saturation.  Through this study, Brun and Band (2000) demonstrated that simulating a 
variety of land use scenarios at ease is one of the advantages of using hydrologic 
modeling coupled with GIS.  This is consistent with Stuebe and Johnston’s work (1990).  
It shows that the GIS-based SCS-CN method is much more advantageous to the manual 
SCS-CN method, especially when the study area is large and different scenarios are 
explored.  
Within the scope of this study, hydrological methods such as water-balance or 
SCS-CN method are modified and compared.  Interfacing those hydrological models and 
parameterization are performed in GIS environment.  GIS also facilitates identifying 
hydrological response units with a basin-delineation tool.  GIS is used as a tool for 
mapping and displaying hydrological variables and spatial distribution of the hydrologic 
process.  Remotely sensed data is integrated into a GIS-based parameterization process to 
obtain spatial information in a time-, and cost-efficient way.  The following chapter 










 The goal of this study is to examine characteristics of IMP and the impact of IMP 
on hydrological response.  This chapter presents the methodology used to accomplish the 
goal.  It includes data collection, a description of study sites, and hydrological models to 
examine the relationship between imperviousness and the hydrological response.  
Indicators of the hydrological response are defined.  Within the scope of this study, the 
hydrological response refers both to flow variability and to thermal variability. 
 
3.2 Data collection 
 This section describes data collection in two categories: spatial data and non-
spatial data.  Spatial data are geographically referenced data and are needed for this study 
since a geographic information system (GIS) is utilized as a tool for the parameterization 
of hydrological models, storing and displaying data.  They are stored in two primary 
forms in a GIS environment: vector and raster.  Vector data are comprised of points, 
lines, and polygons, whereas raster data are represented by grid cells or pixels.  In this 
study, all spatial data were collected and converted into raster formats, since the 
hydrological models used in this study are easily parameterized using raster data.  Any 
one piece of spatial data represented either by vector or by raster, is referred to as a layer 
in a GIS-environment.  Collecting a topographic layer, a pollution layer, and a property 
layer and putting them together creates thematic maps. 
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3.2.1 Spatial data for GIS-analysis 
3.2.1.1 Land use layer 
The land use 2000 layer developed by Maryland Department of Planning (MDP) 
is obtained in a vector format.  It is in the Maryland State Plane Coordinate System and 
each polygon represents a land usage predominant within the polygon based on a 
modified version of an Anderson Level II classification system.  Table 3-1 is the 
description of individual land use classes according to Anderson et al. 
 
 
Table 3-1. Anderson Level II land use classification system (Anderson et al., 1976).   
 
Code Land cover class Description 
11 Residential Residential and land uses ranges from high density to low density on the periphery of urban expansion. 
12 Commercial and Services 
Areas used predominantly for the sale of products 
and services. 
13 Industrial 
A wide array of land uses from light manufacturing 
to heavy manufacturing plants. It includes surface 





Include highways, railroads, airport and their 
facilities.  Communications and utilities are those 
involved in processing, treatment, and transportation 






Include industrial and commercial land uses that 
typically occur together or in close functional 
proximity.  They commonly are labeled with 
terminology such as “Industrial Park” 
16 Mixed Urban or Built-up land 
A mixture of Level II Urban or Built-up uses where 
individual uses cannot be separated at mapping scale. 
17 Other Urban or Built-up land 
Golf driving ranges, zoos, urban parks, cemeteries, 










Table 3-1(continued). Anderson Level II classification system.   
 
21 Cropland and Pasture 
Include cropland harvested, cultivated summer fallow 
and idle cropland, land on which crop failure occurs, 
cropland used only for pasture in rotation with crops, 









Orchards, groves and vineyards produce the various 
fruit and nut crops.  Nurseries and horticultural areas 
are used perennially for those purposes. Tree 
nurseries which provide seedlings for plantation 
forestry also are included here. 
23 Confined Feeding Operations 
Large, specialized livestock production enterprises, 
chiefly beef cattle feedlots, dairy operations with 
confined feeding, and large poultry farms. 
24 Other Agricultural Land 
Includes farmsteads, holding areas for livestock and 
training facilities on horse farms, farm lanes and 
roads, ditches and canals, small farm ponds. 
31 Herbaceous Rangeland 
Lands dominated by naturally occurring grasses and 
forbs. It also includes the palmetto prairie areas 
which consist mainly of dense stands of medium 
length and tall grasses. 
32 Shrub and Brush Rangeland 
It can be found in arid and semiarid regions 
characterized by xerophytic vegetative types.  It also 
includes a dense mixture of broadleaf evergreen 
shrubs, and the occurrences of mountain mahogany 
and scrub oaks. 
33 Mixed Rangeland Area with more than one-third intermixture of either herbaceous or shrub and brush rangeland species. 
41 Deciduous Forest Land 
All forested areas having a predominance of trees 
that lose their leaves at the end of the frost-free 
season or at the beginning of a dry season. 
42 Evergreen Forest Land 
All forested areas in which the trees are 
predominantly those which remain green throughout 
the year. 
43 Mixed Forest Land
All forested areas where both evergreen and 
deciduous trees are growing and neither 
predominates. 
51 Streams and Canals 
They include rivers, creeks, canals, and other linear 
water bodies. 
52 Lakes Nonflowing naturally enclosed bodies of water. 
53 Reservoirs 
Artificial impoundments of water used for irrigation, 
flood control, municipal water supplies, recreation, 




Table 3-1(continued). Anderson Level II classification system 
 
54 Bays and Estuaries Inlets or arms of the sea that extend inland. 
61 Forested Wetland Wetland dominated by woody vegetation. 
62 Nonforested Wetland 
Wetland dominated by wetland herbaceous 
vegetation or nonvegetated. 
71 Dry Salt Flats It occurs on the flat-floored bottoms of interior desert basins which do not qualify as wetland. 
72 Beaches The smooth sloping accumulations of sand and gravel along shorelines. 
73 Sandy Areas other than Beaches 
They are composed of dunes accumulations of sand 
transported by the wind. 
74 Bare Exposed Rock 
It includes areas of bedrock exposure, desert 
pavement, scarps, talus, slides, volcanic material, and 





Extractive mining activities that have significant 
surface expression.  Vegetative cover and overburden 
are removed to expose such deposits as coal, iron ore, 
limestone, and copper. 
76 Transitional Areas Areas which are in transition from one land use activity to another. 
77 Mixed Barren Land 
A mixture of Barren land features occurs and the 
dominant land use occupies less than tow-thirds of 
the area. 
81 Shrub and Brush Tundra 
Various woody shrubs and brushy thickets found in 
the tundra environment. 
82 Herbaceous Tundra 
Various sedges, grasses, forbs, lichens, and mosses, 
all of which lack woody stems. 
83 Bare Ground Tundra 
Tundra occurrences which are less than one third 
vegetated. 
84 Wet Tundra It usually found in areas having little topographic relief. 
85 Mixed Tundra 
A mixture of the Level II Tundra occurrences where 
any particular type occupies less than two-thirds of 
the area of the mapping unit. 
91 Perennial Snowfields 
Accumulations of snow and firn that did not entirely 
melt during previous summers. 
92 Glaciers 
It originates from the compaction of snow into firn 
and finally to ice under the weight of several 






3.2.1.2 Impervious surface layer 
An impervious surface layer, one of three layers in the National Land Cover 
Dataset (NLCD) 2001 may be downloaded from the USGS website (USGS, 2004 a).  It is 
in a GeoTIFF format with a spatial resolution of 30-meter.  Each pixel has a value which 
represents the percent-IMP over a pixel.  It will be referred to as IMP-LC in this study. 
 
3.2.1.3 Land cover 2001 layer  
From the same USGS website mentioned above, the land cover layer may be 
downloaded in a GeoTIFF format with 30-meter resolution.  Each pixel has a value 
representing one of 21 land cover classes which are listed and described in Table 3-2. 
 
3.2.1.4 Digital Elevation Model (DEM) layer 
The USGS National Elevation Dataset (NED) over Maryland may be downloaded 
from the USGS website from where NLCD (National Land Cover Dataset) 2001 appears.  
It has 1 arc second of spatial resolution in the Geographic projection which corresponds 
to an individual cell size  of 0.00028 degree, approximately 30-meter resolution.  Each 
grid cell contains a single value which represents the elevation over each cell in the 












Table 3-2. Land cover classes and their descriptions for National Land Cover Dataset 
                  (NLCD) 2001 (Homer et al., 2004). 
 
Code Land cover class Description 
11 Open Water All areas of open water, generally with less than 25 % cover of vegetation or soil. 
12 Perennial Ice/snow 
All areas characterized by a perennial cover of ice /snow, 
generally greater than 25 % of total cover. 
21 Developed, Open Space 
Includes areas with a mixture of some constructed materials, 
but mostly commonly include large-lot single-family 
housing units, parks, golf courses, and vegetation planted in 
developed settings for recreation, erosion control, or 
aesthetic purpose. 
22 Developed, Low Intensity 
Includes areas with a mixture of constructed materials and 
vegetation.  Impervious surfaces account for 20-49 % of 
total cover. 
23 Developed, Medium intensity 
Includes areas with a mixture of constructed materials and 
vegetation.  Impervious surfaces account for 50-79 % of 
total cover. 
24 Developed, High Intensity 
Includes highly developed areas where people reside or 
work in high numbers.  Examples include apartment 
complexes, row housed, and commercial/industrial.  
Impervious surfaces account for 80 to 100% of total cover. 
31 Barren Land 
Barren areas of bedrock, desert pavement, scarps, talus, 
slides, volcanic material, glacial debris, sand dunes, strip 
mines, other accumulations of earthen material.  Generally, 
vegetation accounts for less than 15 % of total cover. 
32 Unconsolidated Shore 
Unconsolidated material such as silt, sand, or gravel that is 
subject to inundation and redistribution due to the action of 
water.  Characterized by substrates lacking vegetation 
except for pioneering plants that become established during 
brief periods when growing conditions are favorable.  
Erosion and deposition by waves and currents produce a 
number of landforms representing this class. 
41 Deciduous Forest 
Areas dominated by trees generally greater than 5 meters 
tall, and greater than 20 % of total vegetation cover.  More 
than 75 % of the tree species shed foliage simultaneously in 










Table 3-2 (continued). Land cover classes and their descriptions for National Land Cover 
Dataset 
 
42 Evergreen Forest 
Areas dominated by trees generally greater than 5 meters 
tall, and greater than 20 % of total vegetation cover.  More 
than 75 % of the tree species maintain their leaves all year.  
Canopy is never without green foliage. 
43  Mixed Forest 
Areas dominated by trees generally greater than 5 meters 
tall, and greater than 20 % of total vegetation cover.  
Neither deciduous nor evergreen species are greater than 75 
% of total tree cover. 
51 Dwarf Scrub 
Alaska only areas dominated by shrubs less than 20 
centimeters tall with shrub canopy typically greater than 20 
percent of total vegetation.  This type is often co-associated 
with grasses, sedges, herbs, and non-vascular vegetation. 
52 Shrub/Scrub  Areas dominated by shrubs; less than 5 meters tall with shrub canopy typically greater than 20 % of total vegetation.  
71 Grassland/ Herbaceous 
Areas dominated by grammanoid or herbaceous vegetation, 
generally greater than 80 % of total vegetation.  These areas 
are not subject to intensive management such as tilling, but 
can be utilized for grazing. 
72 Sedge/Herbaceous Alaska only areas dominated by sedges and forbs, generally greater than 80 % of total vegetation.   
73 Lichens Alaska only areas dominated by fruticose or foliose lichens generally greater than 80 % of total vegetation. 
74 Moss Alaska only areas dominated by mosses, generally greater than 80 % of total vegetation. 
81 Pasture/ Hay 
Areas of grasses, legumes, or grass-legume mixtures 
planted for livestock grazing or the production of seed or 
hay crops, typically on a perennial cycle.  Pasture/ hay 
vegetation accounts for greater than 20 % of total 
vegetation. 
82 Cultivated Crops 
Areas used for the production of annual crops, such as corn, 
soybeans, vegetables, tobacco, and cotton and also perennial 
woody crops such as orchards and vineyards.  Crop 
vegetation accounts for greater than 20 % of total 
vegetation.  This class also includes all land being actively 
tilled. 
90 Woody Wetlands 
Areas where forest or shrubland vegetation accounts for 
greater than 30 % of total vegetative cover and the soil or 






Areas where perennial herbaceous vegetation accounts for 
greater than 80 % of total vegetative cover and the soil or 




3.2.1.5 Soil layer and hydrologic soil group (HSG) layer 
 The soil layers over Maryland are obtained from the NRCS (Natural Resources 
Conservation Service) website.  It is downloaded in a vector format and converted into 
raster with the spatial resolution of 30-meter. 
According to NRCS (SCS, 1986), soils are classified into four hydrologic soil 
groups (HSG) to indicate the minimum rate of infiltration obtained after prolonged 
wetting.  Group A soils have the highest infiltration rate among four groups as seen in 
Table 3-3 which summarizes the relationship between the HSGs and minimum 
infiltration rates.   
 
Table 3-3. Minimum infiltration rate by hydrologic soil groups (SCS, 1986). 
HSG 
(Hydrologic Soil Group) 
Minimum infiltration rate 
(inch / hr) 
Mean  
Minimum infiltration rate 
(inch / hr) 
A 0.3-0.45 0.375 
B 0.15 – 0.3 0.225 
C 0.05 – 0.15 0.1 
D 0-0.05 0.025 
 
 
3.2.1.6 Curve number (CN) layer 
Depending on HSG and land use categories, curve numbers are assigned to 
individual grid cells.  Table 3-4 (a) summarizes curve numbers based on HSG from SCS 
(1986) and MDP land use categories.  Table 3-4 (b) shows curve numbers based on HSG 
and NLCD land cover categories. 







Table 3-4 (a). Curve number based on hydrologic soil group and land use.  Land use  
                       2000 layer developed by Maryland Department of Planning (MDP) is  
           used for land use categories.  For the antecedent moisture condition, AMC  




LU code Description 
HSG A HSG B HSG C HSG D 
11 Low Density Residential 54 70 80 85 
12 Medium Density Residential 61 75 83 87 
13 High Density Residential 77 85 90 92 
14 Commercial 89 92 94 95 
15 Industrial 81 88 91 93 
16 Institutional 81 88 91 93 
17 Open Urban Land 49 69 79 84 
21 Cropland 72 81 88 91 
30 Urban Herbaceous 72 81 88 91 
41 Deciduous Forest 36 60 73 79 
42 Evergreen Forest 36 60 73 79 
43 Mixed Forest 36 60 73 79 
44 Brush 35 56 70 77 
50 Water 100 100 100 100 
60 Wetland 100 100 100 100 
73 Bare Ground 77 86 91 94 
171 Highway Corridors 98 98 98 98 
172 Railroad Corridors 98 98 98 98 
















Table 3-4 (b). Curve number based on hydrologic soil group and land cover. 
National land cover dataset (NLCD)2001 is used for land cover categories.  
In order to assign curve numbers to individual land covers, land cover 
classes are mapped into Land use categories to utilize the relationship 
between land use and curve number shown in Table 3-4(a). 
 
Curve Number Land cover 
classification 
Land use 
Corresponding to land 
cover classification HSG A HSG B HSG C HSG D 
Open Water Water 100 100 100 100 
Developed, Open 




Residential  61 75 83 87 
Developed, Med  Institutional  81 88 91 93 
- High Density Residential  77 85 90 92 
Developed, High  Urban, Commercial 89 92 94 95 
Barren Land 
(rock, sand) 
Barren Land   
(developing urban ) 77 86 91 94 
Deciduous Forest Deciduous Forest 36 60 73 79 
Evergreen Forest Evergreen Forest 36 60 73 79 
Mixed Forest Mixed Forest 36 60 73 79 
Pasture/Hay Pasture 49 69 79 84 
Cultivated Crops Cropland, Agriculture 72 81 88 91 
Woody Wetland Wetlands 100 100 100 100 
Emergent Herbaceous 
Wetland Wetlands 100 100 100 100 
 
 
3.2.2 Stream temperature 
At the beginning of this study, measured stream temperature over several basins 
has been already collected from different studies.  According to Nelson, the stream 
temperature is recorded at 30-minute time intervals, starting in 2002 (Nelson, submitted).  
The stream temperature was measured with the temperature loggers named Optic 
Stowaway Model WTA.  They were placed below the water surface (Nelson, submitted).  
Due to significant seasonal variation, this study uses only stream temperature recorded 
during the summer, from May to September.  The recorded temperature over the time 
period of 2002-2004 is plotted in Appendix A. 
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3.2.3 Stream flow 
Mean daily stream flow datasets for each gauge station are downloaded from the 
USGS website (USGS, 2004 b).  The time period of the interest for the study is six years 
centered on 2000, from the water year 1997 to the water year 2003.  The stream flow is 
recorded in units of cubic-feet per-second (cfs). The plots of stream flow data over the 
study period are provided in Appendix B. 
 
3.3 Study site 
3.3.1 Selection of study basins 
The study basins for the flow regime and thermal regime analysis are different as 
seen in Figure 3-1.  Study basins for the flow regime analysis are selected primarily based 
on the availability of spatial data sets as well as historical stream flow data.  For the 
thermal regime analysis, study basins are chosen primarily based on physical 
characteristics of basins such as historical land use change, IMP, size and location.  Each 












Figure 3-1. Study sites for the flow regime analysis are different from those for the  
                    thermal regime analysis, since the latter were already chosen for other  
                    research purposes (Palmer et al. 2002; Moglen 2004).  
 
 
For the flow analysis, 35 basins where outlets are located at USGS gauging 
stations were chosen for this study.  The criteria used to identify study gauges was the 
following: gauge must be currently active; its drainage area must be contained in the 
extent of other spatial data sets used in this study as well as within Maryland.  The 
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locations of the study sites are shown in Figure 3-2 and Table 3-5 summarizes the USGS 
gauging station number and the size of each basin.  
             











Table 3-5. USGS gauge station number and size of each study basin selected  
                   for the flow regime analysis. 
 
No. USGS gauge station number Size, mi
2 
1 1581700 34.80 
2 1583100 12.30 
3 1583500 59.80 
4 1583600 20.90 
5 1584050   9.40 
6 1584500 36.10 
7 1585090   2.73 
8 1585095   1.34 
9 1585100   7.61 
10 1585200   2.13 
11 1585225   0.21 
12 1585230   3.52 
13 1585500   3.29 
14 1586000 56.60 
15 1586210 14.00 
16 1586610 28.00 
17 1589100   2.47 
18 1589180   0.23 
19 1589197   4.23 
20 1589300 32.50 
21 1589330   5.52 
22 1589352 65.90 
23 1589440 25.20 
24 1589500   4.97 
25 1589795   1.00 
26 1591000 34.80 
27 1591400 22.90 
28 1591700 27.00 
29 1593500 38.00 
30 1594000 98.40 
31 1594526 89.70 
32 1643500 62.80 
33 1644600 50.70 
34 1649500 72.80 





The basins selected for the thermal analysis are the Paint Branch, Northwest 
Branch, and Hawlings River as shown in Figure 3-3(a).  Figure 3-3(b) shows sub-basins 
within the Paint Branch study basin.  Table 3-6 summarizes sizes of individual study 
sites.  These study areas were already chosen for other research purposes (Palmer et al. 
2002; Moglen 2004).  These basins drain into the Potomac and Patuxent Rivers. The land 
pattern in these basins results from the wide development of the residential area around 
Washington, DC.  Among the three basins, the Paint Branch is the most urbanized basin, 
whereas the Hawlings River basin is forested the most as seen in Table 3-7. 
 
Table 3-6. Size of each study basin selected for the thermal regime analysis.   
                 There are three basins and each has two to eight sub-basins.  
  
ID Basin Name Size, mi2 
1 HR18 2.15 
2 
Hawlings 
River HR19 1.03 
3 NW05 1.19 
4 NW13 1.30 
5 
Northwest 
Branch NW18 3.56 
6 PB01 2.04 
7 PB02 1.27 
8 PB03 3.82 
9 PB07 9.19 
10 PB08 1.62 
11 PB09 10.90 














Table 3-7. Pattern of land use within each basin selected for the thermal regime analysis 
                 (Moglen, 2004). 
 
Basin Residential, % Agricultural, % Forest, % Other, % 
Hawlings River (Hr) 20 41 32 6 
Northwest Branch (Nwb) 48 9 28 14 
Paint Branch (Pb) 61 9 23 6 
 
 
         Figure 3-3(a). Study basins for the thermal regime analysis.   
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          Figure 3-3(b). Sub-basins of the Paint Branch, one of basins selected for  
          the thermal regime analysis. 
 
3.3.2 Pre-processing for GIS-based hydrological analysis 
 In this study, all processes such as DEM pre-processing, the creation of a flow 
direction grid layer and flow accumulation grid layer, the delineation of basins, and the 
creation of a flow length grid layer are performed using ArcMap 8 and ArcView 3.3 with 
Spatial Analyst Tools.  The process starts with the reprojection of digital elevation model 
(DEM) which is the primary data source for the GIS-based hydrological analysis.   DEMs 
downloaded from the USGS website are reprojected to WGS84 UTM zone 18N 
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coordinate system, having 30-meter horizontal resolution.  Then, it is processed to 
eliminate depressions which will hinder flow routing (Jenson and Domingue, 1988).   
In order to delineate a basin and stream network, a value indicating flow direction 
needs to be assigned to each grid cell.  Flow direction at a given grid cell is determined 
by the steepest downward slope among eight-adjacent neighbor cells (Jenson and 
Domingue, 1988).  The value for flow accumulation can also be calculated from flow 
direction.  Flow accumulation indicates the number of upstream grid cells flowing into a 
given grid cell.  These methodologies have been well integrated into the GIS-
environment. 
Once the grid layer of flow direction is generated, the delineation of a basin can 
be performed based on the assigned flow direction in each grid cell.  Furthermore, other 
information such as a basin size at a given outlet location and the longest flow length 
within a basin can be extracted.  For example,  to compute the flow length from a given 
grid cell to the outlet within a basin, a GIS-based hydrology tool is utilized so that it 
assigns a value for the flow length of  1 multiplied by spatial resolution, if the flow 
direction is cardinal at a given grid cell.  If the direction is diagonal, the flow length 
becomes 2 * spatial resolution.   
 
3.4 Comparison of imperviousness estimates   
3.4.1 Measurement of imperviousness 
 In this study, two IMP estimates will be compared: (1) IMP based on coefficients 
assigned to unique land use categories (IMP-LU); (2) IMP based on satellite-derived land 
cover (IMP-LC).  Coefficients used in IMP-LU refer to an average percent IMP estimates 
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for each land use category.  IMP-LU represents IMP based on land use which reflects 
anthropological activities as well as surface features, while IMP-LC represents IMP 
based on the reflectance from the land surface. 
 
3.4.1.1 IMP from land use 
 According to the metadata for land use from MDP, land cover types are initially 
classified using satellite-derived land cover (MDP, 2004).  Then, urban land use 
categories were identified using individual parcel information.  In other words, the urban 
land use classification from MDP differs from the urban land cover classification shown 
in Table 3-2, in that the former takes direct knowledge of human activities into account.   
In order to determine the coefficient for a given land use category, this study 
employs the assumed IMP in developing curve numbers, one of hydrologic parameters in 
the SCS-CN method (SCS, 1986).  Such a coefficient represents an assumed 
imperviousness fraction for individual land use categories.  However, land use categories 
used in the SCS method are slightly different from those used in the MDP land use: 
mapping land use categories between different sources is needed prior to assigning the 
assumed IMP to a given land use category.  Table 3-8 summarizes the relationship 










Table 3-8. SCS-coefficients by land use categories (SCS, 1986). 
MDP Land use SCS Land use SCS-Coefficient 
Urban urban districts: commercial and business 85 
Low Density Residential residential, 1/2 acre 25 
Medium Density 
Residential residential, 1/4 acre 38 
High Density Residential residential, 1/8 acre or less 65 
Commercial urban districts: commercial and business 85 
Industrial Industrial 72 
Institutional N/A 50 
Open Urban Land less than 2 acre 11 
Miscellaneous 
Transportation N/A 75 
Agricultural Buildings less than 2acre 10 
 
 
3.4.1.2 IMP from satellite-derived land cover 
This study utilizes an impervious surface layer, one of the data products from the 
National Land Cover Dataset (NLCD) 2001.   It is worthwhile to investigate the 
procedures for producing the IMP from the remotely sensed data to understand that the 
product is derived from land cover.  Using  1-meter high resolution images such as 
IKONOS from Space Imaging and the digital orthophoto quadrangles(DOQ) of the 
USGS, a large number of training data are collected representing spectral and spatial 
variability of impervious areas(Yang et al., 2003).  These are classified as one of five 
land cover classes which are impervious surface, forest, grass, water, and shadow.  
According to Yang et al., all 1-meter pixels classified as impervious surface are counted 
using a 30-meter grid based on 30-meter-resolution Landsat ETM+ imagery to compute 
IMP for each 30-meter grid cell.  The purpose of this procedure is to calibrate the 
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relationships between percent IMP and Landsat spectral data so that the calibrated models 
are applied to all pixels in a mapping zone (Homer et al., 2004).   
Following the procedures described in Sections 3.4.1.1 and 3.4.1.2, values of 
IMP-LU and IMP-LC are available for every 30-meter pixel.  These values will be 
compared in an experiment described in Section 3.4.2. 
 
3.4.2 Experiment for converting between IMP-LU and IMP-LC 
 The first objective in this study is to examine IMP-LU and IMP-LC and to 
provide conversion equations between these two.  Figure 3-4 shows that the study area is 
imposed with a grid layer, 10km x 10km in this figure.  The study area was chosen so that 
the most urbanized counties were included.  According to Maryland NRI (National 
Resource Inventory) run by NRCS (NRCS, 2005), Maryland is one of the U.S.’s most 
rapidly growing areas, making it the sixth most urbanized state in the country.  In 1997, 
the counties that had the highest percentage and greatest acreage of urban land were 
within the Baltimore-Washington-Annapolis population triangle.  This triangle area 
includes Montgomery, Prince George’s, Baltimore, and Howard counties.   
 The experiment is designed such that the study area is divided into numerous 
regular square boxes (hereinafter grid sampling cells) as seen in Figure 3-4.  The cell size 
varies from 0.25x0.25 km2 to 10x10 km2.  Each grid sampling cell contains a number of 
30-meter grid cells which are mapping units of IMP-LU and IMP-LC.  At a given grid 
sampling cell size, an aggregate IMP for each grid sampling cell is calculated by 
averaging all IMP values from 30-meter grid cells within a grid sampling cell.  By this 
procedure, each grid sampling cell has two aggregate IMP, one from IMP-LU and the 
other from IMP-LC.  Under the different aggregating scales, these quantities are used to 
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calibrate a set of regression equations.  The reliability of the regression equations will be 
evaluated by examining goodness-of-fit measures. 
 
 
Figure 3-4. Study area for the comparison of IMP estimates based on different data 
                   sources: land use and land cover.  The figure shows the study area gridded 
                   with the sampling cell size of 10 km x 10 km.  Each sampling cell contains 
                   30-meter grid cells which will be used to calculate an aggregate IMP at a    




3.5   GIS-based models reflecting imperviousness: IMP-descriptor 
In order to examine IMP from various perspectives, models reflecting IMP are 
designed in this section.  For this study, models are based on two approaches as presented 
in Figure 3-5: (a) lumped and no hydrological processes involved; (b) spatially 
distributed with hydrological processes considered.  A GIS-based average IMP 
(aggregate IMP) within each basin is used for the case of (a), whereas GIS-based 
hydrological models are employed for the latter case, (b).  Since these models generate 
















Figure 3-5. Imperviousness descriptors (IMP-descriptors) and their symbols used in this study.  Names carrying “LU” at the 
                   end indicate that IMP-LU is used as an IMP dataset.  Names carrying “LC” at the end indicate that IMP-LC is used 
                   as an IMP dataset. 
    (a) Spatially lumped 
 IMP-descriptor 
Averaged 
Imperviousness Not-Weighted Weighted  Weighted  Not-Weighted 
            SCS – CN:    






             Water Balance:   
Runoff =  





  Avg-Imp-LU 










3.5.1 IMP-descriptor: Spatially lumped model 
 A single lumped value of IMP over each study basin was determined within a 
GIS-environment.   Although it is not related to hydrological process, this study is to 
evaluate the correlation of this lumped IMP with indicators of the hydrological response 
in the flow regime as well as the thermal regime. 
 
3.5.2   IMP-descriptor: Spatially distributed model 
 Figure 3-5 illustrates that GIS-based hydrological methods calculating runoff 
volumes are derived from two ideas, either a water balance or the Soil Conservation 
Service – curve number (SCS – CN) method.  The latter (the SCS – CN method) requires 
more input parameters, hence, more assumptions are involved compared to the former 
method.  However, these methods are similar in that they are to be applied to individual 
grid cells in a GIS-raster environment and generate estimates of hypothetical downstream 
runoff, in order to account for spatial variability in IMP within each study basin.  Also, 
modified approaches using weighted/not-weighted methods are applied to explore the 
effect of the proximity of IMP to the outlet of each study basin.  These methods are 
described in the following section. 
 
3.5.2.1 Water balance approach 
Water balance is an analysis based on the conservation of mass (McCuen, 1998).  
It assumes that the water volume leaving a basin or a computing unit equals the water 
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volume entering the basin or the computing unit after the abstraction such as infiltration 
or evapotranspiration as expressed mathematically in Equation 3-1, 
I = O + E +F (1-IMP)          (3-1) 
where I= inflow in inches 
          O = outflow in inches 
          E = evapotranspiration in inches 
          F =infiltration in inches 
 
 
The infiltration (F) with the subscript of (1-IMP) indicates that water infiltrates only into 
the non-impervious area: F (1-IMP) = F –α F whereα  is the IMP fraction.  If this method 
is applied to the individual grid cells following the draining network, not only rainfall 
falling into the downstream-grid cell, but also cumulative runoff volume from upstream-
grid cells becomes inflow to the downstream-grid cell.  Hence, Equation 3-1 becomes 
 
(PDS + OUS) = ODS + EDS + (1 –α DS) FDS                  (3-2) 
 
where  PDS = rainfall at a downstream grid cell, 3.2 grid cell inches is used in this  
                     study which roughly corresponds to 2-year, 24-hour storm depth in 
                     Montgomery County, MD 
                        OUS = cumulative upstream grid cell runoff in grid cell-inches 
            ODS = outflow or downstream grid cell runoff in grid cell-inches 
            EDS = evapotranspiration in grid cell-inches 
F DS= infiltration at the downstream grid cell in grid cell-inches 
           α DS=fraction of IMP at a given grid cell 




Assuming evapotranspiration EDS in Equation 3-2 is negligible during a storm event, it 




On the other hand, infiltration significantly affects the runoff process depending 
on soil properties that vary widely from place to place and in time (Beven, 2001).  In this 
study, infiltration is presented by a hydrologic parameter: minimum infiltration rate 
(SCS, 1985).   According to the NRCS-national engineering handbook (1985), the 
minimum infiltration rate is defined as “the rate at which water enters the soil at the 
surface and obtained for a bare soil after prolonged wetting”.  Once a soil map is 
prepared in the GIS-database, an assigned Hydrologic Soil Group (HSG) on each grid 
cell limits the degree of infiltration.  Column 3 of Table 3-3 shows the mean of the range 
of the minimum infiltration rate at a given HSG.  Since this study utilizes a 24-hour storm 
depth, the depths of infiltration during a given storm event are determined by multiplying 
24 hours by the minimum infiltration rate.  The minimum depths of infiltration during 24 
hours are 9-, 5.4, 2.4-, and 0.6-inch for the HSG A, B, C and D, respectively.  In order to 
determine the final depth of infiltration for each HSG, this study made two assumptions.  
The first assumption is that the process of infiltration is completed within individual cells 
before the runoff routing occurs.  In other words, each grid cell does not recognize 
cumulative flow from upstream-grid cells during the infiltration-process.  Therefore, 
infiltration should not occur beyond the rainfall of 3.2-inch.  Since the potential depth of 
infiltration for HSG A during 24 hours exceeds the rainfall, this study constrains an upper 
limit so that the final depth of infiltration for HSG A is 3.2 inches.  The second 
assumption is that the final depth of infiltration for HSG C, and D decreases in proportion 
to their relative quantities of the infiltration potential during 24 hours.  Since the ratio of 
the potential depth of infiltration for HSG A to B to C to D is 9: 5.4: 2.4: 0.6, the relative 
infiltration-depths are 51.7% for A, 31% for B, 13.8% for C and 3.5% for D.  
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Considering 3.2-inch is the upper-limit for the HSG A, the second assumption in this 
study constrains other HSG proportionally so that upper-limits on the final depth of 
infiltration are 1.92-, 0.85-, 0.21-inch for HSG B, C, and D, respectively.  In this study, 
such values are referred to as an “infiltration index”, rather than infiltration.  This is 
because these values do not describe real infiltration, but reflect relative tendencies of 
infiltration depending on HSG.  For instance, placing a constraint on the upper-limit of 
infiltration is irrational in reality causing the overestimation of runoff when the water 
delivery rate exceeds the upper-limit.   
Besides soil properties, another factor greatly affects infiltration capacity: 
impervious area.  Infiltration decreases, thus, the runoff volume increases if IMP 
increases as expressed in Equation 3-2 with the term of α DS FDS. This is true under the 
condition that the IMP mentioned in this study is directly-connected IMP.  Once the 
runoff volume at each downstream grid cell is calculated using Equation 3-2, it 
accumulates toward the basin outlet.  At the outlet, accumulated runoff is to be 
normalized by the total number of grid cells within each basin so that the comparison 
among basins will not be affected by the size of basins.  Mathematically, Equation 3-2 at 
a given downstream grid cell becomes Equation 3-3 at the outlet of a basin.  Figure 3-6 




,=     (3-3) 
 
where  Q outlet = direct runoff in inches 
 ODS, outlet = accumulated direct runoff at the outlet in grid cell-inches 






Figure 3-6. Flow chart of modeling a GIS-based IMP-descriptor using the water balance 
approach.  This IMP-descriptor will produce indices of IMP through 
hydrological model developed based on the water balance approach. 
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3.5.2.2 Soil Conservation Service – curve number (SCS – CN) approach 
 Rather than taking into account only HSG into the infiltration process, this 
approach considers one more physical characteristic of the land surface: land use.   In 
order to compute excess runoff volume for a given storm event using land use and 
infiltration as parameters, the Soil Conservation Service – curve number (SCS – CN) 
method is used in this study.   The SCS-CN method is based on the water balance 
equation and two hypotheses: the first one states that the ratio of the amount of actual 
infiltration to the amount of the potential maximum retention equals the ratio of direct 
runoff to rainfall minus initial abstraction (Mishra and Singh, 1999).  The second one 
states that the amount of initial abstraction is some fraction of the potential maximum 
retention.  These are mathematically expressed in Equation 3-4, 3-5, and 3-6 respectively. 








      (3-5) 
   SI a λ=       (3-6) 
 
where P = total precipitation in inches 
            I a = initial abstraction in inches 
            F = cumulative infiltration retention or infiltration in inches  
            Q = the direct runoff in inches 
            S = the potential maximum retention in inches 
           λ = empirical coefficient, commonly the value of 0.2 is assigned 
 












The parameter S is a transformation of CN through the relationship (SCS, 1985), 
    S = (1000/CN) -10       (3-8) 
As a model with one parameter, CN, Equation 3-7 offers some advantages for the 
purpose of this study.  It is rather a simple model to calculate direct runoff volume for a 
given storm event, reflecting the effect of characteristics of basins such as soil type, land 
use/treatment, and antecedent moisture condition.  Furthermore, the curve number for 
urban land uses reflects the effect of IMP on runoff volume (McCuen, 1998).  
 Although SCS already developed CN values for urban land uses based on 
assumed IMP for each urban land use, curve numbers can be computed with any value of 
IMP using Equation 3-9:  
   CN adj = CNp (1- f ) + CNimp  f       (3-9) 
 
where CN adj= the curve number adjusted by IMP 
                       CN p= the curve number for the pervious portion. 
           Values for open space with good condition: 39, 61, 74, and 80 for  
           soil group A, B, C, and D, respectively 
                       CN imp= the curve number for the impervious area, which is 98 
  f = the IMP fraction,  
           = 0.01 * (IMP extracted from land cover or land use layer) 
 
In case this concept applies to the individual grid cells within a basin, runoff from the 
upstream grid cell as well as rainfall are both sources of an inflow to a given downstream 























  for  dud SRP 2.0)( >Σ+                   (3-10) 
 
where Rd = runoff leaving the downstream grid cell in grid cell-inches 
           Σ Ru= the summation of the runoff from all immediately upstream grid 
 cells in grid cell inches 
           Pd = rainfall at a downstream grid cell, 3.2 grid cell inches is used in this  
                  study which corresponds to 2-year, 24-hour duration in Maryland 
           Sd = the storage of the downstream grid cell in inches 
                 = (1000/CN adj, d) - 10 
 
According to Moglen (2000), the term ΣRu is the summation of runoff from all 
immediate-upstream grid cells under the assumption that rainfall falling to the upstream 
grid cells holds until the flow in upstream grid cell is spatially routed to the outlet.  
Equation 3-10 is to be employed in this study except that the calculation of Rd considers 
rainfall falling on upstream grid cells also to be a part of runoff volume toward the 
downstream grid cell.  Further, this study assumes that infiltration is limited to the 
maximum inflow if infiltration exceeds rainfall so that the runoff volume at the 
downstream grid cell becomes at least zero, not negative.  Figure 3-7 provides a 
schematic of this process. 
 
   
 






   





Figure 3-7. Flow chart of modeling a GIS-based IMP-descriptor using the SCS-CN approach.  This IMP-descriptor will 
                   produce indices of IMP through hydrological models developed based on the SCS-CN method.
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For the adjusted CN with IMP at a given grid cell, Equation 3-9 becomes 
Equation 3-11: 
   CN adj, d= CNp, d (1- f d ) + CNimp  f d                  (3-11) 
where CN adj, d = the curve number adjusted by IMP at a downstream 
                          grid cell   
CNp, d = the curve number for the pervious portion at a downstream grid 
 Cell values for open space with good condition: 39, 61, 74, and 
 80 for soil group A, B, C, and D, respectively 
CNimp = the curve number for the impervious area at a downstream grid 
 cell, which is 98 
  f d =  the fraction of IMP at a downstream grid cell 
                = 0.01 * (IMP extracted from land cover or land use layer)  
 
 
At the outlet, as seen in Equation 3-12, accumulated runoff is to be normalized by the 
total number of grid cells within each basin so that the comparison among basins is not 
affected by the size of basins.  As described in the water balance approach, the quantity 




,=             (3-12) 
where Qoutlet = direct runoff in inches 
 Rd, outlet = accumulated direct runoff at the outlet in grid cell-inches 
 A = basin area in number of grid cells 
 
 
3.5.2.3 Modified approach for weighting  
Neither, the water balance approach nor the SCS-CN approach, as seen in the 
previous section, reflects the effect of the proximity of the outlet to the location of the 
IMP.  To take into account the distance relationship for the descriptors mentioned above, 
one more factor is considered: flow length.  In this study, flow length is used to inversely 
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weight the IMP estimates at each grid cell.  Mathematically speaking, the general formula 





=λ                  (3-13) 
 
where λ i  weight assigned to a given grid cell, i 
di0 = flow length from the outlet to a given grid cell 
  p = power parameter, 2 is used in this study 
 
Equation 3-13 is combined with Equation 3-2 for the weighted water balance approach 
and with Equation 3-11 for the weighted SCS-CN approach.  
  
ODS = (PDS + OUS) – EDS – (FDS –λ DS α DS FDS)             (3-14) 




3.6   Indicators of the hydrological response 
  As mentioned in Section 3.5, the second and third objectives are to examine 
characteristics of IMP and its impacts on hydrological response.  Indicators of observed 
hydrological response are needed in order to compare observed responses with indices of 
IMP generated by IMP-descriptors.  For this study, the hydrological response to IMP is 
observed from two perspectives: the impact on water quantity and on water quality.  As 
illustrated in Figure 3-8, flow variability (or flashiness) is employed as an indicator of 
water quantity change and thermal variability (stream temperature variation) is used as an 
indicator of water quality change.  In order to examine flow variability, indices such as 
RQ10-90, RL1,   IR-B, and CV are calculated, whereas daily mean temperature difference, 
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3.6.1 Indicators of flow variability 
R-B index (IR-B) Richards-Baker Flashiness Index developed by Baker et al. (2004) 
measures variability in flow between flood and baseflow.  Baker and others derived this 
index by dividing the sum of the absolute value of daily change in Q by total Q for the 















               (3-16) 
where iQ =mean daily flow in cfs for a given day, i   
  n = number of days of recorded data at a given gauging station 
 
 
Coefficient of variation (CV) measures relative variability by dividing standard deviation 




























                                     (3-17) 
where iQ =mean daily flow in cfs for a given day, i  
  n = number of recorded days at a given gauging station 
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Figure 3-8. Indicators of hydrological response in the flow regime and thermal regime. Indices such as RQ10-90, RL1, IR-B, or CV 
                   indicate flow variability, while indices such as MDTD, DD, or DSURGE indicates stream temperature change 
                  (thermal variability).  RQ10-90: Ratio of the discharge which is equaled or exceeded10% of the time to the discharge 
                  which is equaled or exceeded 90% of the time; RL1: Lag-one autocorrelation; IR-B: R-B index which measures  
       relative mean daily flow change; CV: coefficient of variation.  DD: Degree-day; DSURGE: Percent days with surge; 
      MDTD: Mean daily temperature difference.
         Indicator of Hydrological response 
    Indicator of  
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Lag- one autocorrelation (RL1) measures the degree of correlation between values 
separated by one time interval, meaning adjacent values (McCuen, 2003). 
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R        (3-18) 
 
where Qi = mean daily flow in cfs for a given day, i  
  n = number of recorded days at a given gauging station 
 
 
RQ10-90 is the ratio of the discharge which is equaled or exceeded 10% of the time to the 
discharge which is equaled or exceeded 90% of the time (Baker et al., 2004).   The higher 
the value of RQ10-90, the greater the flow variability. 




Q                  (3-19) 
 
3.6.2 Indicators of thermal variability 
Percent days with surge (DSURGE) measures days of summer surges in percent and 
indicates the effect of temperature transferred from the runoff heated while passing 




 ) * 100            (3 – 20) 
   where S is the number of 2-degree temperature surges 




Nelson, who recorded the stream temperature data used in this study, also quantified a 
temperature surge: the temperature-jump more than 2 degrees in Celsius within a single 
30-minute interval (Nelson, submitted).  For instance, Figure 3-9 depicts a temperature 
surge caused by an afternoon thunderstorm event.  According to Nelson, who recorded 
the stream temperature for a separate project, the temperature shows a typical diurnal 
curve for the second day (June 29) in Figure 3-9.  However, the diurnal curve was 
interrupted on June 28th when the discharge increased by a storm runoff.   
  
 
Figure 3-9. An example for a temperature surge by heated runoff during a summer storm 
        (adapted from Nelson, submitted). 
 
 
Degree-day (DD) measures the deviation from the standard/or threshold value at a given 
day.  Due to the lack of availability of temperature datasets, the calculation of the 
cumulative surge temperatures over a season is beyond the scope of this study.  
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Therefore, the index is utilized to measure a mean surge magnitude only during summer 
surges as expressed in Equation 3-21.   










                     (3 – 21) 
where Ti, SURGE is a maximum temperature of a surge in Celsius on a given day, i 
           T i, PRE-SURGE is the temperature before and after a surge on a given day, i 
           n is the number of summer surges occur in a given basin 
   
 
Mean daily temperature difference (MDTD) measures an average daily temperature 
range in a given basin.   










          (3 – 22) 
 
 where Ti, MAX  is a maximum temperature in Celsius on a given day, i 
            Ti, MIN is a minimum temperature in Celsius on a given day, i 




3.7 Assessment of Relationships between IMP-descriptors and  
         Indicators of hydrological response 
 
Regression analysis: will be utilized to quantify the relationship between IMP-
descriptors and indicators of hydrological response.  Power model structures will be 
calibrated by a numerical optimization method.  In this study, a program called 
NUMOPT developed by McCuen (1993) is employed. Linear model structures will be 
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calibrated by a statistical optimization method which uses the principle of least squares 
analytically.  
 
Reliability of regression equations: will be assessed by goodness-of-fit measures which 
indicate the prediction accuracy.  For linear regression equations, the coefficients of 
determination, R2 will be evaluated as expressed in Equation 3-23.  






























                        (3-23) 
  
where x = predictor, indices of IMP in this study 
            y= criterion variable, indicators of hydrological response in this study 
            n= number of observations:  
     35 for the flow regime analysis 
     13 for the thermal regime analysis at the basin scale 
       8 for the thermal regime analysis at the sub-basin scale 
 
The relative standard error, Se/Sy will be assessed for power models. 






































                       (3-24) 
 
  
where n= number of observations 
  p= number of predictor variables 
            iy = the i
th observed criterion 
            iŷ = the i
th predicted criterion 






This chapter described data collection, study sites and an experiment designed for 
comparing IMP-LU and IMP-LC.  The relationships between these two quantities, IMP-
LU and IMP-LC will be investigated to accomplish the first objective described in 
Chapter 1.   
Various models as IMP-descriptors using IMP-LU or IMP-LC as parameters were 
developed, while indicators of hydrological response, flow variability and thermal 
variability, were selected and defined.  Indicators of hydrological response are regressed 
on indices of IMP, which allows indices of IMP to be predictors of flow variability and 
thermal variability.  Goodness-of-fit measures of regression equations are assessed to 
address the second and third objectives described in Chapter 1.   The results will be 














THE SENSITIVITY OF THE HYDROLOGICAL 
RESPONSE TO IMPERVIOUSNESS 
 
4.1 Overview 
In order to examine characteristics and impacts of IMP on hydrological response, 
three objectives were specified in Chapter 1.  The first objective was to develop equations 
to translate between IMP-LU and IMP-LC.  The second was to identify a better predictor 
of hydrological response, either IMP-LU or IMP-LC.  The third was to determine 
whether lumped or spatially distributed IMP is the better at predicting hydrological 
response.   
The first section in this chapter will explore the main concern in using IMP as a 
predictor of hydrological response: IMP is sensitive to measuring methods and data 
sources.  The relationship between IMP datasets based on different data sources, one 
from land use (IMP-LU) and another from land cover (IMP-LC) will be examined.  This 
will lead to the development of conversion equations between these two different 
datasets.  After indicators of hydrological response are regressed on indices of IMP, 
indices of IMP as predictors of hydrological response will be assessed.  Hydrological 
models of IMP-descriptors will also be evaluated.  Hydrologic indices indicating flow 
variability and thermal variability will be compared in light of detecting hydrological 
response.  All analyses and evaluations will be carried out and compared under two 






4.2 Comparison of imperviousness estimates 
4.2.1 Effect of aggregating imperviousness 
The experiment is designed such that the study site is divided into numerous grid 
sampling cells as seen in Figure 3-4.  To assess the effect of aggregating IMP at different 
scales, the grid sampling cell is aggregated and resampled from 0.25km to 10km.  At a 
given grid sampling cell size, an aggregate IMP for each grid sampling cell is calculated 
by averaging all IMP values from 30 meter grid cells which are mapping units of IMP 
datasets, IMP-LU or IMP-LC.  It is also informative to compare aggregate IMP based on 
two different IMP datasets: one extracted using land use (IMP-LU) and the other using 
land cover (IMP-LC). 
The range of aggregate IMP from individual grid sampling cells over the study 
site are affected by aggregating scales from 0.25km to 10km as seen in Table 4-1.  
According to the procedures described in Sections 3.4.1.1 and 3.4.1.2, the range of IMP-
LU is from 0 % to 85 % at 30-meter pixel resolution, whereas the scale of IMP-LC is 
from 0% to 100% at a 30-meter resolution.  As the grid sampling cell size becomes 
larger, the area that is aggregated to produce an averaged value of IMP increases.  Hence, 
information at a 30-meter mapping unit level becomes lost.  For example, the highest 
value of aggregate IMP at a 10km of grid sampling cell size was only 52.1% which does 
not reflect the highest value of aggregate IMP using IMP-LU at 30-meter resolution. The 
same tendency appears using IMP-LC as seen in Table 4-1.  Once the size reaches 1km x 
1km, however, resampling from 1km to smaller size does rarely affect the range of 





Table 4-1. Effect of aggregating scales on the range of aggregate IMP from all individual 
     grid sampling cells over the study area illustrated in Figure 3-4. 
 
The range of aggregate IMP 
Grid sampling cell size, km 
Based on IMP-LU Based on IMP-LC 
10  x 10  0.0 ~ 52.1 0.0 ~ 48.3 
5  x 5  0.0 ~ 60.0 0.0 ~ 70.9 
2.5 x 2.5 0.0 ~ 77.5 0.0 ~ 81.1 
1.0  x 1.0  0.0 ~ 85.0 0.0 ~ 95.0 
0.8 x 0.8 0.0 ~ 85.0 0.0 ~ 95.0 
0.25 x 0.25 0.0 ~ 85.0 0.0 ~ 99.0 
 
To examine the relationship between IMP-LU and IMP-LC, these two quantities 
are plotted at various grid sampling cell sizes.  For instance, Figures 4-1 (a) - (c) depict 
the relationships at 10 km x10 km, 1 km x1 km, and 0.25 km x 0.25 km, respectively.  As 
the size becomes smaller, the degree of data-scatter increases as seen in Figure 4-1.  In 
order to explain the scatter statistically, regression analysis is employed.  This study 
assumes that a power model structure shown in Equation 4-1 is appropriate to represent 
the data illustrated in Figure 4-1.   
 
IMP-LU = a* IMP-LC b       (4-1) 
 
where  a, b = regression coefficients 
  IMP-LU = criterion variable in percent 





   
                                             (a)  
 
 
                     (b)  
  
 
                  (c)  
 
 
Figure 4-1. Aggregate IMP based on IMP-LU versus aggregate IMP based on IMP-LC at 
                   a different grid sampling cell size:  





Equation 4-1 is calibrated using the numerical optimization method that optimizes a 
model for the lowest relative standard error, Se/Sy, and the smallest relative bias, ye  
(McCuen, 1993).   The purpose of utilizing the numerical optimization method is to 
calibrate a power model structure without transforming a criterion variable into the log 
domain.  Table 4-2 summarizes the goodness-of-fit statistics for the six calibrated 
models.  Both standard deviation, Sy, and standard error of the estimate, Se, increase 
such that Se/Sy increases as the grid sampling cell size becomes smaller.  Prior to 
quantifying the relationship between IMP-LU and IMP-LC, a grid sampling cell size 
should be selected such that the minimum variance of IMP-LU should appear at a given 
value of IMP-LC (or vice versa) at the selected resolution.    
 
Table 4-2. Summary of the goodness-of-fit statistics for the calibrated regression models 








Considering the loss of information at the mapping unit level by aggregating IMP 
as seen in Table 4-1 and goodness-of-fit measures as shown in Table 4-2, the model at 
the cell size of 1km2 is suitable to quantify the relationship between IMP-LU and IMP-
LC.  According to Table 4-1, aggregate IMP at a grid sampling cell size greater than 1km 
does not reflect 30-meter –mapping-unit-based spatial heterogeneity within a given grid 
Grid sampling cell 
size, km Se (%) Sy (%) Se/Sy a b 
10  x 10  1.8632 7.4272 0.2509 0.0937 1.5539 
5  x 5  2.7575 8.5227 0.3236 0.0781 1.5883 
2.5 x 2.5 3.3378 8.9487 0.3730 0.0797 1.5664 
1.0  x 1.0  4.4925 9.8675 0.4552 0.0953 1.4875 
0.8 x 0.8 4.8000 10.1494 0.4729 0.0750 1.5430 
0.25 x 0.25 6.9153 11.6571 0.5932 0.0513 1.5946 
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sampling cell.  On the other hand, visual interpretation of Figure 4-1and the goodness-of-
fit statistics in Table 4-2 imply that the effect of data-scatter increases as aggregating 
scale becomes finer.  Therefore, the grid sampling cell size of 1km achieves a desirable 
balance between the degree of data-scatter and the loss of information of spatial 
heterogeneities at 30-meter resolution. 
 
4.2.2 Differences between IMP-LU and IMP-LC 
  In order to illustrate the difference in aggregate IMP depending on data sources of 
IMP, this study utilizes two different IMP datasets, IMP-LU and IMP-LC.  IMP-LU was 
prepared using coefficients by land use categories, while IMP-LC refers to the 
impervious cover based on satellite-derived land cover.  Figure 4-1(b) illustrates the 
difference between aggregate IMP based on IMP-LU and aggregate IMP based on IMP-
LC at a grid sampling cell size of 1km.  IMP-LU tends to produce larger estimates than 
IMP-LC for 0% to 55% of IMP which corresponds to several land cover categories 
including “developed and low-intensity” and “developed and open space” as shown in 
Table 3-9.  The categories include large-lot single family housing units, parks, golf 
courses, and single family housing units based on the definition of land cover categories 
(Homer et al., 2003).  These correspond to 2-ac residential, ½-ac residential, ¼-ac 
residential, and open urban land according to the land use categories developed by NRCS 
(formerly SCS). 
A possible explanation for the tendency of IMP-LU to produce larger estimates 
than IMP-LC for “developed and low-intensity” categories is as follows.  IMP-LC is 
estimated using land cover derived from remotely sensed data, satellite imagery.  
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Considering the fact that ¼-acre equals approximately 1000 m2 which is approximately 
the size of a single pixel on satellite imagery with 30-meter resolution, it is natural to 
conclude that satellite imagery cannot identify impervious features smaller than this.  The 
scale of IMP variation is smaller than the measurement scale, causing the tendency to 
underestimate IMP.  For instance, any roads narrower than 30-meter in width which 
occur in ½-ac residential, or ¼-ac residential areas may not be identified by the satellite 
imagery with a 30-meter spatial resolution.  As a result, virtually no IMP is assigned to 
these features.  Even roads that are wider than 30-meter can not be properly sensed by 
satellite imagery unless the acquisition of the remotely sensed data occurs during leaf-off 
season.  In other words, the canopy of trees blocks a view of the ground.  On the contrary, 
IMP-LU is estimated using land use.  The same features, any roads narrower than 30-
meter,  are assigned to 25% or 38% of IMP if the surrounding area belongs to the land 
use category of ½-ac residential and ¼-ac residential, respectively.  Therefore, IMP-LU 
shows larger IMP estimates than IMP-LC.  
The difference between the two depictions of IMP is that a certain feature cannot 
be recognized as impervious cover depending on its size and reflectance based on land 
surface features only, at least with current spatial and spectral resolutions.  By using land 
use information, however, a certain feature is considered as a part of urban infrastructure 
and a contributor to IMP accordingly.  The size or reflectance of IMP would not affect 
these assigned values as long as it belongs to a given land use category. As a 
consequence, IMP-LC tends to produce smaller estimates of IMP compared to IMP-LU 




For “developed and open space” categories, the assigned IMP from IMP-LC 
varies from zero to 20%, while IMP-LU assigns a uniform value of 12%.   Although 
assigned values do not imply a tendency to underestimate, Figure 4-1 (b) indicates the 
trend exists.  It depicts relative underestimation of IMP-LC for 0% to 55% where the 
“open urban land” category falls in.   In addition to the spatial resolution issue mentioned 
above, the underestimation phenomenon can be explained by the part of the algorithm in 
producing IMP-LC dataset: filtering.  Figure 4-2 shows a lack in the number of pixels 
with IMP between 4 and 10% relative to the rest of the distribution of IMP.  As explained 
by one of the algorithm developers (Chengquen Huang, personal communication), the 
filtering process was set up so that a pixel would be filtered as described below if an 
isolated pixel is identified which belongs to a different land cover category from its 
surrounding neighbors and shows a value of less than 10% IMP. 
For example, in an initial procedure, the algorithm searches for pixels surrounded 
by forest pixels with less than 10% IMP.  The IMP of such pixels is replaced with zero 
since the likelihood of locating IMP in the middle of forest is considered irrational.  As a 
result, IMP-LC shows no IMP for such a pixel, whereas IMP-LU might suggest the site 
as a park.  As such, an IMP value of 12% would be assigned for the pixel.  With remotely 
sensed data, it is a daunting task to distinguish a pixel representing paved ground in a 
park from a pixel representing bare soil in forest, based on the reflectance signatures of 
spectral bands at current resolutions.  This pixel may have an IMP of 12%, based on the 
land use category of open urban land or this pixel may not have any IMP according to the 
land cover category of forest.  The filtering process may help prevent errors of 
commission, but it may also cause errors of omission.  This is an example of the 
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difference between IMP-LU and IMP-LC.  A quantitative relationship between these two 
representations of the landscape will be discussed in the following section.  
 


















Figure 4-2. Distribution of IMP based on IMP-LC.  A pixel refers to a mapping unit  
                   of IMP-LC.  The unit equals to a spatial resolution of 30m x 30m.   
       The number of pixels decreases gradually, as pixels show high IMP for  
       urban land cover categories except the class of  “developed and open 
       space (   ) ”. 
                   Developed and open space (   ), Developed and low intensity (   ), Developed 
                   and medium intensity (   ), Developed and high intensity (x) 
 
 
4.2.3 Relationship between IMP-LU and IMP-LC 
In order to determine the relationship between IMP-LU and IMP-LC, power 
model structures as expressed in Equation 4-1 and Equation 4-2 were calibrated.  The 
regression model in Equation 4-1 is a useful tool when IMP-LC is available and IMP-LU 





  IMP-LC =  c* IMP-LU d        (4-2) 
where c, d = regression coefficients 
             IMP-LC = criterion variable in percent 
             IMP-LU = predictor variable in percent 
 
To avoid the sensitivity to initial estimates of the regression coefficients on the 
calibration process, the numerical optimization method is repeated several times so that 
the calibrated outcome resulting from the first round becomes an initial estimate for the 
next round.  Iteration continues until the input and output remains the same or the 
goodness-of-fit statistics are unchanged.  The desirable criteria to evaluate the reliability 
of non-linear models are to minimize errors and to have no bias (McCuen, 2003).   The 
coefficients in Equations 4-1 and 4-2 are calibrated, resulting in Equation 4-3 and 
Equation 4-4.  They are calibrated based on data with IMP greater than 2%, on the 
assumption that an area with less than 2% of IMP is rural.  According to goodness-of-fit 
statistics shown in Table 4-3, the relative standard error, Se/Sy is about 0.5 for both 
models.  The regression analysis improves the reliability of prediction by one-half.  
Equations 4-3 and 4-4 are useful for translating between estimates of IMP-LU and IMP-
LC.    
    IMP-LU =6.63 (IMP-LC) 0.55             (4-3) 
 
   IMP-LC =0.08 (IMP-LU) 1.54              (4-4) 
 
Table 4-3. Goodness-of-fit statistics for Equation 4-3 and 4-4 at a grid sampling cell size  
       of 1x1 km2 
 
Goodness-Of-Fit Statistics  
Regression Model 
 Bias, % Se, % Sy, % Se/Sy 
Equation 4-3 0.10 9.46 16.96 0.55 




This study has so far indicated that IMP-LU and IMP-LC are different in that 
IMP-LC produces lower estimates of IMP relative to IMP-LU for 0% to 55% of IMP.  
IMP-LC is an impervious cover based on satellite-measured reflectance.  IMP-LU is an 
impervious cover based on coefficients, assigned values of IMP by land use categories.  
One way of determining coefficients for individual land use categories is to utilize values 
which were used in the SCS-CN method employed by the NRCS as seen in Table 3-8.  It 
is referred to as SCS-coefficient.  In the SCS-CN method, each coefficient for a given 
land use category is an estimate based on ancillary data, not from direct measurements.   
The next section discusses a direct measurement method to obtain precise values of IMP 
as a coefficient at a given land use category.  Direct measurement method will then be 
compared with IMP-LU and IMP-LC. 
 
4.2.4 Effect of measuring methods 
The purpose of the study conducted by Capiella and Brown (2001) was to assign 
precise coefficients to individual land use categories.  Their study areas were limited to 
suburban landscapes to report only recent suburban development. Coefficients for 
individual land use categories were determined either by actual inspection of fine-scale 
aerial photos or by field survey.   Table 4-4 summarizes IMP for various land use 
categories and their corresponding land cover categories, using different measurement 
methods: assumed IMP fractions (SCS-coefficients) by land use categories (IMP-LU), 
directly measured coefficients by land use categories (IMP-C&B), and IMP from 
satellite-derived land cover (IMP-LC).  It indicates that using the direct measured 
 
 72
coefficients, IMP-C&B assigns the lowest IMP among three different measurement 
methods for all land use categories examined. 
 
Table 4-4. Imperviousness by land use and land cover classes.  IMP-LU refers to 
                  imperviousness using SCS-coefficients, and IMP-C&B refers to  
                  imperviousness using planimetric coefficient, and IMP-LC refers to 
                  imperviousness using satellite-derived land cover 
 
IMP Land cover category  
by USGS 
Land use category 
by NRCS IMP-LU IMP-C&B IMP-LC 
Open Urban  12 10 <20 
Low Density 
Residential Residential (1/2 ac) 25 21.2 20-49 
Medium Density 
Residential Residential (1/4 ac) 38 27.8 50-79 
High Density 
Residential Less than 1/8 ac 65 44.4 80-100 
Institutional -- 50 34.4 -- 
Commercial Commercial 85 72.2 80-100 
Industrial Industrial 72 53.4 80-100 
 
 
At the grid sampling cell size of 1km which was used in the previous section, an 
aggregate IMP was calculated on individual grid sampling cells over the same study area 
as shown in Figure 3-4.  The calculation is based on two different IMP datasets, IMP-LC 
and IMP-C&B.  Figure 4-4 shows IMP-C&B as a function of   IMP-LC.  The numerical 
optimization method is utilized to calibrate the following power model, 
 








Table 4-5. Goodness-of-fit statistics for Equation 4-5 at a grid sampling cell size  





As seen in Table 4-5, the relative standard error, Se/Sy is less than 0.5, indicating that the 
reliability of prediction is improved by regression analysis.  Compared to IMP-LU, in 
general, IMP-C&B produces lower aggregate IMP over individual grid sampling cells as 














         
Figure 4-3. IMP-LU (---) and IMP-C&B (    ) as a function of IMP-LC at a grid sampling 




Thus far, aggregate IMP has been assessed using different data sources of IMP: 
land use and land cover.  This assessment led to identify the relationship between two 
different IMP datasets and develop regression equations to convert IMP from one data 
source which is readily available for a geographic area to the other.  This study also 
Regression Model Bias, %  Se, % Sy, % Se/Sy 
Equation 4-5 -0.35 4.64 10.60 0.44 
IMP-C&B =5.21 (IMP-LC) 0.53 
IMP-LU =6.63 (IMP-LC) 0.55 
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revealed that the IMP dataset based on assumed SCS-coefficients by land use categories 
tends to produce higher IMP than that based on directly measured coefficients.  Next 
section will present models developed in this study to describe IMP in various ways using 
such different IMP datasets.  
 
4.3 IMP-descriptors 
 Figure 3-5 illustrated IMP-descriptors designed to generate indices of IMP.  As 
summarized in Table 4-6, the first two descriptors are aggregate IMP: basin-averaged 
values of IMP extracted using IMP-LU and IMP-LC.  They represent lumped models 
without hydrological processes involved.  The other IMP-descriptors are use IMP as a 
parameter in a hydrological process.  They represent spatially distributed hydrological 
models.  Indices will be computed through these IMP-descriptors using two IMP datasets, 
IMP-LU and IMP-LC, over study sites selected for the flow regime analysis and the 
thermal regime analysis. 
 Because study areas chosen for the flow regime analysis are different from those 
for the thermal regime analysis as described in Chapter 3, indices of IMP are reported 
separately.  IMP-descriptors using IMP-LU generated indices of IMP over individual 
study basins for the flow regime analysis are summarized in Table 4-7.  Table 4-8 
summarizes indices of IMP generated by IMP-descriptors using IMP-LU over study 
basins for the thermal regime analysis.  Tables 4-9 and 4-10 summarize indices of IMP 







Table 4-6. IMP-descriptors based on various approaches as seen in Figure 3-5.  They 
      include aggregate IMP.  Hydrological models are also developed to describe 
                  IMP through hydrological process.  
 
Approach  
Name of  
IMP-descriptor used 
in this study 
Land use Avg-IMP-LU 
Lumped 
Land cover Avg-IMP-LC 
Land use WB-LU Non-weight on 
proximity Land cover WB-LC 
Land use WB-ID-LU 
Water-
balance 
Inverse square distance 
Land cover WB-ID-LC 
Land use SCS-CN-LU Non-weight on 
proximity Land cover SCS-CN –LC 




Inverse square distance 














Table 4-7. Indices of IMP generated by various IMP-descriptors (a)-(e) over study basins 
      selected for the flow regime analysis.  
                 Avg-Imp-LU is aggregate IMP at a given basin.  WB-LU or SCS-CN-LU are 
                 hydrological models using IMP-LU.  Indices reflecting spatial proximity of 
















ID-LU Basin Basin ID 
IMP, % Q, inch Q, inch Q, inch Q, inch 
1 1581700 9.24 1.7262 1.5800 1.1001 0.9571
2 1583100 3.59 1.4849 1.4267 1.0803 1.0228
3 1583500 2.90 1.4954 1.4484 1.0730 1.0302
4 1583600 22.71 1.8559 1.4925 1.0992 0.6979
5 1584050 5.57 1.5842 1.4882 1.1389 1.0503
6 1584500 5.28 1.5797 1.4928 1.0400 0.9617
7 1585090 42.44 2.3818 1.8188 1.4793 0.7519
8 1585095 40.97 2.5991 2.2452 1.6001 0.9694
9 1585100 39.20 2.3647 1.8759 1.4918 0.8330
10 1585200 41.27 2.2762 1.6564 1.3713 0.6513
11 1585225 41.18 2.1403 1.6316 1.2332 0.6573
12 1585230 44.05 2.4916 1.9648 1.5557 0.8296
13 1585500 6.91 1.2687 1.1178 0.9135 0.8171
14 1586000 9.56 1.4146 1.2350 1.0483 0.8886
15 1586210 11.69 1.3524 1.1215 0.9275 0.7541
16 1586610 4.90 0.9939 0.8810 0.7927 0.7331
17 1589100 44.88 2.4902 2.0246 1.6042 0.8551
18 1589180 37.36 1.8804 1.2322 1.0707 0.4249
19 1589197 35.39 2.0434 1.4447 1.1956 0.5768
20 1589300 30.98 2.1414 1.6793 1.2515 0.7076
21 1589330 46.02 2.7818 2.4555 1.8257 1.1069
22 1589352 38.84 2.3576 1.8810 1.4669 0.8037
23 1589440 15.49 1.7596 1.5014 0.9475 0.7028
24 1589500 39.90 1.7423 0.9204 1.1464 0.4406
25 1589795 15.10 1.8740 1.6512 1.1273 0.8581
26 1591000 2.17 1.5965 1.5648 1.0848 1.0553
27 1591400 4.62 1.4395 1.3571 1.0581 0.9866
28 1591700 10.19 1.8136 1.6578 1.0842 0.9249
29 1593500 27.31 2.0072 1.5763 1.1968 0.7201
30 1594000 18.01 1.7951 1.5075 1.0906 0.7852
31 1594526 21.48 1.9526 1.6433 1.1181 0.7563
32 1643500 4.65 2.1358 2.0688 1.2337 1.1667
33 1644600 22.07 2.2801 1.9705 1.3237 0.9521
34 1649500 36.88 2.3467 1.8609 1.3998 0.7861
35 1650500 22.02 1.9942 1.6324 1.0312 0.6662
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Table 4-8. Indices of IMP generated by various IMP-descriptors (a)-(e) over study basins 






















Table 4-9. Indices of IMP generated by various IMP-descriptors (f)-(j) over study basins 
      selected for the flow regime analysis.  
                 Avg-Imp-LC is aggregate IMP at a given basin.  WB-LC or SCS-CN-LC uses 
                 hydrological models using IMP-LC.  Indices reflecting spatial proximity of 










ID-LU Basin Basin ID 
IMP, % Q, inch Q, inch Q, inch Q, inch 
1 HR18 3.44 1.8735 1.8020 1.1680 1.1027
2 HR19 29.15 2.0916 1.4338 1.1119 0.4989
3 NWB5 10.22 1.9579 1.8359 1.0831 0.9467
4 NWB13 25.11 2.1961 1.7371 1.1521 0.6762
5 NWB18 34.83 2.2370 1.6322 1.2948 0.6235
6 PB1 18.42 1.9658 1.6358 0.9960 0.6834
7 PB2 16.39 1.9805 1.6850 1.0522 0.7610
8 PB3 18.22 1.9952 1.6709 1.0238 0.7082
9 PB7 20.22 2.0844 1.7346 1.0661 0.7067
10 PB8 30.19 2.1747 1.6080 1.2101 0.6218
11 PB9 21.68 2.1067 1.7237 1.0879 0.6912
12 PB13 32.11 2.1315 1.5553 1.1864 0.5896











ID-LC Basin Basin ID 
IMP, % Q, inch Q, inch Q, inch Q, inch 
1 1581700 2.44 1.6157 1.5800 0.8957 0.8603
2 1583100 0.86 1.4401 1.4267 0.9168 0.9030
3 1583500 0.38 1.4539 1.4484 0.9001 0.8947
4 1583600 12.56 1.6825 1.4925 0.9484 0.7238
5 1584050 0.73 1.5016 1.4882 0.9201 0.9065
6 1584500 0.49 1.5000 1.4928 0.9123 0.9060
7 1585090 30.49 2.1950 1.8188 1.2879 0.8022
8 1585095 27.04 2.4697 2.2452 1.3913 0.9965
9 1585100 27.17 2.2070 1.8759 1.3428 0.9143
10 1585200 24.17 2.0122 1.6564 1.0815 0.6690
11 1585225 39.91 2.0909 1.6316 1.2522 0.6815
12 1585230 33.46 2.3593 1.9648 1.3796 0.8364
13 1585500 0.57 1.1292 1.1178 0.8171 0.8107
14 1586000 2.03 1.2725 1.2350 0.8879 0.8541
15 1586210 1.45 1.1473 1.1215 0.7659 0.7468
16 1586610 0.18 0.8847 0.8810 0.7754 0.7736
17 1589100 35.99 2.3911 2.0246 1.4674 0.8864
18 1589180 17.43 1.5109 1.2322 0.7603 0.4832
19 1589197 15.06 1.6895 1.4447 0.8331 0.5914
20 1589300 16.60 1.9106 1.6793 1.0369 0.7627
21 1589330 30.84 2.6671 2.4555 1.5781 1.1233
22 1589352 24.92 2.1607 1.8810 1.2418 0.8379
23 1589440 3.62 1.5553 1.5014 0.8169 0.7616
24 1589500 18.42 1.2506 0.9204 0.8235 0.5707
25 1589795 4.98 1.7294 1.6512 1.1562 1.0765
26 1591000 0.38 1.5683 1.5648 0.9185 0.9134
27 1591400 0.27 1.3622 1.3571 0.9145 0.9103
28 1591700 2.78 1.6992 1.6578 1.0162 0.9743
29 1593500 10.13 1.7288 1.5763 0.9142 0.7536
30 1594000 5.56 1.5907 1.5075 0.9516 0.8648
31 1594526 12.98 1.8232 1.6433 0.9656 0.7549
32 1643500 0.99 2.0791 2.0688 1.1556 1.1431
33 1644600 9.72 2.1051 1.9705 1.2044 1.0517
34 1649500 18.77 2.0978 1.8609 1.1065 0.8047






 Table 4-10. Indices of IMP generated by various IMP-descriptors (f)-(j) over study 











ID-LC Basin Basin ID 
IMP, % Q, inch Q, inch Q, inch Q, inch 
1 HR18 1.56 1.8239 1.8020 1.1015 1.0830
2 HR19 11.73 1.6434 1.4338 0.7499 0.5807
3 NWB5 2.60 1.8793 1.8359 1.0039 0.9558
4 NWB13 10.49 1.8845 1.7371 0.7956 0.6567
5 NWB18 18.75 1.9371 1.6322 1.0417 0.7277
6 PB1 5.92 1.7295 1.6358 0.8364 0.7548
7 PB2 4.88 1.7671 1.6850 0.9229 0.8475
8 PB3 5.76 1.7627 1.6708 0.8832 0.8008
9 PB7 8.61 1.8541 1.7346 0.9408 0.8285
10 PB8 16.29 1.8663 1.6080 0.8631 0.5981
11 PB9 9.78 1.8695 1.7237 0.8887 0.7456
12 PB13 17.24 1.8286 1.5553 0.9004 0.6080




4.3.1 The effect of IMP-LU and IMP-LC on IMP-descriptors 
As mentioned earlier in this study, IMP is sensitive to measuring methods and 
data sources.  Knowing that IMP is one of the crucial driving forces of hydrological 
response, it is important to understand how differently quantified values of IMP affect 
models describing IMP in various ways.  This section will examine indices of IMP 
generated by various IMP-descriptors using IMP-LU and IMP-LC.  Before relating such 
indices of IMP to indicators of hydrological response, it is instructive to investigate how 






4.3.1.1 Lumped IMP-descriptors 
Two IMP-descriptors, Avg-Imp-LU and Avg-Imp-LC, are lumped models in seen 
in Table 4-6.  Aggregate IMP, basin-averaged values using IMP-LU and IMP-LC over 
individual study basins for the flow regime analysis are summarized in Tables 4-7 (a) and 
4-9 (f), respectively.  Tables 4-8 (a) and 4-10 (f) summarize Avg-Imp-LU and Avg-Imp-
LC over basins selected for the thermal regime analysis.  They show that aggregate IMP 
calculated using IMP-LU and IMP-LC are different from each other.  IMP-LC tends to 
produce smaller estimates of IMP compared to IMP-LU.  As seen in Figures 4-4 and 4-5, 
all study basins selected either for the flow regime analysis or for the thermal regime 

















Figure 4-4 Aggregate IMP based on IMP-LU versus aggregate IMP based on IMP-LC 
                  over study basins selected for the flow regime analysis. There are 35 
      study basins. Two observed values of IMP, one from IMP-LU and the other  




















Figure 4-5. Aggregate IMP based on IMP-LU versus aggregate IMP based on IMP-LC 
                   over study basins selected for the thermal regime analysis.  There are 13  
       study basins. One value is almost overlapped with another as if there are  
       only 12 basins.  Two observed values of IMP, one from IMP-LU and the  




4.3.1.2 Spatially distributed IMP-descriptors 
As summarized in Table 4-6, IMP-descriptors representing spatially distributed 
models are WB-LU, WB-ID-LU, SCS-CN-LU, and SCS-CN-ID-LU if hydrological 
models employ IMP-LU.  WB-LC, WB-ID-LC, SCS-CN-LC, and SCS-CN-ID-LC are 
IMP-descriptors representing hydrological models using IMP-LC.  Indices from these 
models are computed by routing flow from pixel to pixel with pixel-based measurements 
of IMP.  The units of indices resulting from these IMP-descriptors are runoff, Q, in 
inches.  This section will assess the effect of data sources of IMP, land use and land 
cover, on these IMP-descriptors.  
Over basins selected for the flow regime analysis, Figures 4-6 (a) and (b) illustrate 
the difference depending on IMP-LU or IMP-LC.  Both the WB-based IMP-descriptor 
and the SCS-CN-based IMP-descriptor consistently support the idea that using a high 
IMP results in a high index value.  IMP-descriptors using IMP-LU show greater indices 
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than those using IMP-LC: WB-LU > WB-LC; SCS-CN-LU > SCS-CN-LC.  
Furthermore, the SCS-CN-based IMP-descriptor reacts more sensitively to the data 
source of IMP compared to the WB-based IMP-descriptor as seen in Table 4-11.  The 
mean value of the data in the column of “WB-LU” in Table 4-7 is 1.9249, while the mean 
of the data in the column of “WB-LC” in Table 4-9 is 1.7612.  Using IMP-LC, WB-based 
IMP-descriptors produces smaller indices by 8.5% compared to indices resulting from 
using IMP-LU.  On the other hand, SCS-CN-based IMP-descriptors shows 14% of 
















0393.12109.1 * 100 = 14 % for the SCS-CN                (4-6b) 
 
Table 4-11. Mean values resulting from IMP-descriptors.  Indices utilizing IMP-LU, 
        either based on WB or SCS-CN approach, are greater than those using  
        IMP-LC.   
 
Approach Data source of IMP IMP-descriptor Mean, inch  
Land use WB-LU 1.9249 WB-based Land cover WB-LC 1.7612 
Land use SCS-CN-LU 1.2109 SCS-CN-based 

































              (b)      
Figure 4-6. Comparison of indices of IMP using IMP-LU and IMP-LC over study 
                   basins selected for the flow regime analysis. 
                   (a) WB-LU (  ) versus WB-LC (  )  
        (b) SCS-CN-LU (  ) versus SCS-CN-LC (  ) 
 
 
Once the inverse distance weight (IDW) method is integrated into the WB-based 
IMP-descriptor to give a spatial weight to the proximity of IMP to the outlet in a basin, 
WB-ID-LU and WB-ID-LC do not differ as seen in Figure 4-7.  Data sources of IMP, 
land use or land cover, do not affect the performance of IMP-descriptors.  Figure 4-8 
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illustrates that a similar trend occurs with the SCS-CN-based IMP-descriptor.  The 
comparison of Figure 4-8 with Figure 4-6 (b) indicates that indices also show less 
variation with a weighting mechanism.  
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Figure 4-7. WB-ID-LU versus WB-ID-LC over study basins selected for the flow regime 
                   analysis.  IMP-descriptors reflecting the proximity of IMP to outlets of basins 
                   do not show difference in using land use or land cover as data sources of  
                   IMP. 
 












Figure 4-8. SCS-CN-ID-LU (  ) versus SCS-CN-ID-LC (    ) over study basins selected 




Thermal regime analysis shows the similar trend to the flow regime analysis.  
Figure 4-9 (a) shows the difference between the WB-LU and the WB-LC over basins 
selected for the thermal regime analysis.  Figure 4-9 (b) illustrates the SCS-CN-based 
IMP-descriptor using IMP-LU and IMP-LC.  In both cases, IMP-descriptors using IMP-
LU result in greater indices than those using IMP-LC.  
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                    (b) 
 
Figure 4-9. Comparison of indices of IMP using IMP-LU and IMP-LC over study 
                   basins selected for the thermal regime analysis. 
                  (a) WB-LU (  ) versus WB-LC (  )  




As depicted in Figure 4-9, basins such as HR19, NWB13, and PB13 show 
relatively much smaller indices using IMP-LC than counterparts using IMP-LU: WB-LU 
> WB-LC; SCS-CN-LU > SCS-CN-LC.  A possible explanation is that more than 80% of 
land uses within such individual basins belong to the “medium density residential” and 
“low density residential” as seen in Table 4-12. Considering IMP-LC tends to produce 
smaller IMP than IMP-LU over these particular land use categories as observed in 
Section 4.2,  it is not surprising that IMP-descriptors using IMP-LC result in smaller 
indices than those using IMP-LU relative to other basins.   
 
Table 4-12. Pattern of land use within individual basins selected for the thermal regime 




Medium density and  
low density , %  
Residential, 
High density, % 
HR18 9.06 0.00 
HR19 88.99 3.06 
NWB5 16.34 0.00 
NWB13 81.48 0.00 
NWB18 44.19 23.92 
PB1 59.83 0.00 
PB2 53.63 0.00 
PB3 59.40 0.00 
PB7 57.04 2.26 
PB8 77.61 2.45 
PB9 59.92 2.36 
PB13 81.33 3.80 
PB20 5.25 55.31 
 
With the consideration of the inverse distance weight (IDW) method to give a 
weight to the proximity of IMP to the outlet in a basin, IMP-descriptors show no 
difference between using IMP-LU or IMP-LC.  This is the same trend that was appeared 
in the flow regime analysis as seen in Figures 4-7 and 4-8. 
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Both the WB and the SCS-CN-based IMP-descriptors measured over all study 
basins selected both for flow regime and thermal regime analysis consistently show that 
using IMP-LU results in higher indices than using IMP-LC.  Knowing that data sources 
of IMP, land use or land cover, affect IMP-descriptors, it is of interest to examine its 
impact on the prediction of hydrological response.  Prior to determining the relationship 
between indices of IMP and hydrological response, indicators of hydrological response 
need to be computed over individual study basins. 
 
4.4 Indicators of hydrological response 
This section will compute indicators of hydrological response which were 
selected and defined in Chapter 3.  Indicators of flow variability such as RQ10-90, IR-B, CV, 
and RL1 are calculated base on measured mean daily stream flow from the water year 
1997 to 2003 and summarized in Table 4-13.  Indicators of the hydrological response in 
the thermal regime such as DD, DSURGE , and MDTD are calculated based on measured 












Table 4-13. Indices indicating flow variability at individual basins selected for the flow 
                    regime analysis. RQ10-90: Ratio of the discharge which is equaled or exceeded 
                   10% of the time to the discharge which is equaled or exceeded 90% of the 
                    time; RL1: Lag-one autocorrelation; IR-B: R-B index which measures relative 




Basin Basin ID Area  (sq. miles) RQ10-90 RL1 IR-B CV 
1 1581700 34.80 7.4000 0.3258 0.4220 1.5098 
2 1583100 12.30 4.8980 0.4684 0.3047 1.0412 
3 1583500 59.80 6.1667 0.5952 0.2721 1.0028 
4 1583600 20.90 6.0714 0.3136 0.5221 1.3223 
5 1584050   9.40 6.9565 0.3224 0.4044 1.5062 
6 1584500    36.10 5.2308 0.3517 0.3511 1.3762 
7 1585090  2.73 29.7297 0.1684 1.1935 3.1172 
8 1585095 1.34 55.5556 0.2117 1.1786 2.8790 
9 1585100 7.61 25.0000 0.2041 1.0920 2.8248 
10 1585200 2.13 22.0690 0.1563 1.0453 2.1584 
11 1585225 0.21 23.0000 0.1330 1.1689 2.6551 
12 1585230 3.52 20.9524 0.1287 1.2930 3.1282 
13 1585500 3.29 21.6000 0.3820 0.6363 1.9207 
14 1586000   56.60 7.8000 0.5058 0.4012 1.2485 
15 1586210   14.00 7.2500 0.6259 0.2950 1.0558 
16 1586610   28.00 8.3333 0.5445 0.3250 1.3154 
17 1589100 2.47 15.1064 0.1789 1.0835 2.7175 
18 1589180 0.23 46.0000 0.1675 0.9644 2.7165 
19 1589197 4.23 5.4615 0.1561 0.7295 2.0149 
20 1589300   32.50 7.3636 0.2613 0.6772 1.7465 
21 1589330 5.52 32.7273 0.1454 1.2317 2.8967 
22 1589352   65.90 7.9524 0.2284 0.7616 1.9827 
23 1589440   25.20 6.4935 0.2817 0.5047 1.6225 
24 1589500 4.97 3.5833 0.3992 0.3342 1.0884 
25 1589795 1.00 4.1429 0.1245 0.7576 4.1393 
26 1591000   34.80 11.0606 0.5023 0.3909 1.5063 
27 1591400   22.90 7.0909 0.3309 0.4472 1.6652 
28 1591700   27.00 11.4583 0.4352 0.4823 1.7082 
29 1593500   38.00 10.8000 0.3764 0.6478 1.8226 
30 1594000   98.40 9.4762 0.3684 0.5476 1.6806 
31 1594526   89.70 27.0886 0.5736 0.6042 1.9796 
32 1643500   62.80 13.8542 0.3847 0.4676 2.0603 
33 1644600   50.70 5.6087 0.3862 0.5079 1.4485 
34 1649500   72.80 15.5000 0.3047 0.7907 2.3104 
35 1650500   21.10 18.2609 0.2815 0.7699 2.2386 
 
 
Table 4-14. Indices indicating thermal variability at individual basins selected 
         for the thermal regime analysis.  DD: Degree-day; DSURGE: Percent days  




DD DSURGE MDTD Basin Basin ID oC  % day 
oC  
1 HR18 6.71 1.0 4.02 
2 HR19 5.61 3.5 3.91 
3 NWB5 7.26 1.0 2.90 
4 NWB13 6.04 1.0 2.86 
5 NWB18 3.27 5.1 1.91 
6 PB1 0.00 0.0 1.98 
7 PB2 0.00 0.0 1.67 
8 PB3 0.00 0.0 2.06 
9 PB7 0.00 0.0 2.28 
10 PB8 2.90 1.7 2.86 
11 PB9 2.90 1.7 2.37 
12 PB13 3.80 10.0 2.05 
13 PB20 4.32 10.1 3.36 
 
 
4.5 Regression between IMP-descriptors and indicators of hydrological response 
 Regression analyses are conducted to identify relationships between predictors 
(IMP-descriptors in this study) and criterions (hydrological response-indicators in this 
study).  This allows for predicting the next occurrence of hydrological response through a 
functional relationship.  The reliability of regression equations will be determined by 
goodness-of-fit measures.  It indicates if an IMP-descriptor is effective as a predictor of 
hydrological response in a given regression equation. 
Within the scope of this study, four types of regression models will be evaluated 
as summarized in Table 4-15.  Each type of regression will be presented in individual 
figures from 4-10 to 4-13.  For instance, Figure 4-10 illustrates that four indicators such 
as RQ10-90, RL1, IR-B, and CV are regressed on five IMP-descriptors using IMP-LU, (a) 
through (e).  This generates twenty regression models using IMP-LU for the flow regime 
analysis.  Using IMP-LC, the same number of regression models will be generated for the 
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flow regime as depicted in Figure 4-12.  For the thermal regime analysis, Figures 4-11 
generates 15 models, regressing three indicators of thermal variability on five IMP-
indicators using IMP-LU.  For the thermal regime analysis, regressions will be performed 
at two different spatial scales: basin scale and sub-basin scale.  As a result, there will be 
thirty regression models, fifteen at the basin scale and another fifteen at the sub-basin 
scale.  For the same reason, there will be thirty regression models using IMP-LC in the 
thermal regime.  Table 4-15 summarizes number of regression models generated from 
each set of two quantities. 
 
     Table 4-15. Summary of regression models examined in this study.  Indicative 
Indices of hydrological response, flow variability and thermal variability, 
are regressed on IMP-descriptors using IMP-LU and IMP-LC.  Due to 
lack of data availability, no regression models exist at a sub-basin scale for 
the flow regime analysis. 
 
Regression Number of regression models 
Indicators of: IMP-descriptors using: 
Figure 
Basin scale Sub-basin scale 
Flow variability IMP-LU 4-10 20 -- 
Thermal variability IMP-LU 4-11 15 15 
Flow variability IMP-LC 4-12 20 -- 
Thermal variability IMP-LC 4-13 15 15 
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 Figure 4-10. Indicators of hydrological response in the flow regime such as RQ10-90, RL1, IR-B, and CV are regressed on  
                      IMP-descriptors using IMP-LU.  It results in 20 regression equations.
      GIS-based Description: 
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 (Table 4-7) 
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Figure 4-11. Indicators of hydrological response in the thermal regime such as DD, DSURGE, and MDTD are regressed on  
         IMP-descriptors using IMP-LU. It results in 15 regression equations at the basin scale and 15 at the sub-basin 
         scale. 
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Figure 4-12. Indicators of hydrological response in the flow regime such as RQ10-90, RL1, IR-B, and CV are regressed on  
                     IMP-descriptors using IMP-LC. It results in 20 regression equations. 
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Figure 4-13. Indicators of hydrological response in the thermal regime such as DD, DSURGE, and MDTD are regressed on  
         IMP-descriptors using IMP-LC. It results in 15 regression equations at the basin scale and 15 at the sub-basin 
         scale. 
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In order to select a model structure for regressions described in Figures 4-10 and 
4-12 for the flow regime analysis, two quantities are plotted as illustrated in Figure 4-14 
for a visual interpretation.  Two quantities refer to one of IMP-predictors as a predictor 
and one of hydrological-response indicator as a criterion.  The size of a basin is also 
related to flow variability as depicted in Figure 4-15 (a) and (b).  For this reason, basin 
scale is included as a predictor in the regression equation.  Therefore, the indicator of 
flow variability is mathematically expressed as a function of the size of a basin and 
imperviousness as seen in Equation 4-7: 
   
   Y = f (X1, X2)        (4-7) 
 
where Y = indicators of flow variability as unitless indices 
            X1= the size of a basin in square miles 
                       X2= IMP-descriptors in terms of either averaged value of imperviousness 
       in percent or runoff depth in inches 
 
A power model structure is the best fit based on the plot in Figure 4-14.  Equation 4-8 is 
calibrated using a numerical optimization mentioned in Section 4.2.1: 
   
   Y = C1 X1C 2 X2 C3                    (4-8) 
 
    where C1, C2, C3 = unknown coefficients to be calibrated 
             Y, X1, X2= variables as defined in Equation 4-7 
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Figure 4-14. An example of the scatter plot between an IMP-descriptor (Avg-Imp-LU  
                     in this case) and an indicator of flow variability (IR-B in this case) over 
                    basins selected for the flow regime analysis.  A power model structure is the 
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Figure 4-15. Indicators of flow variability as a function of basin size.  The size of a basin 
                     is related to indicators of flow variability such as (a) coefficient of variation, 
                     CV and (b) the mean value of daily flow change, IR-B. 
 
 
In contrast to the flow variability analysis, any relationship between basin sizes 
and indicators of thermal variability is not apparent in Figure 4-17 (a) and (b).  Therefore, 
basin scale will not be included as a predictor in the thermal regime regression equations.  
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Figure 4-16. An example of the scatter plot between an IMP-descriptor  (Avg-Imp-LU  
                     in this case) and an indicator of thermal variability  (DSURGE in this case) 
                     over basins selected for the thermal regime analysis.  A Linear model 
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Figure 4-17. Indicators of thermal variability as a function of basin size.  The size of a 
                     basin is rarely related to indicators of thermal variability such as (a) DSURGE 
and (b) DD. 
 
 
Once indicators of hydrological response are regressed on IMP-descriptors, 
goodness-of-fit (GOF) measures such as relative standard errors or coefficients of 
determination are assessed and summarized in Table 4-17.  Such GOF measures will be 
used to determine the effectiveness of IMP-descriptors as predictors of hydrological 
response, either flow variability or thermal variability.  Table 4-17 is divided into largely 





regression model between CV and WB-LU at the basin scale is 0.6477 presented at the 
cell in the third row and the third column.   
 
Table 4-16. Locations of goodness-of-fit statistics for individual regression equations 
                    between IMP-descriptors and indicators of hydrological response in Table  
                    4-17.  Hydrological response include the flow variability and thermal 
                    variability.  IMP-descriptors can be divided largely into two categories base 
                    on the data source of IMP: land use and land cover. 
 
Goodness-of-fit statistics  
in Table 4-17 Regress  on 
Row Column 
Indicators of Flow variability IMP-LU 1-10 1- 4 
Indicators of Thermal variability IMP-LU 1-10 5 - 7 
Indicators of Flow variability IMP-LC 11 - 20 1- 4 
















Table 4-17. Goodness-of-fit (GOF) statistics for regression equations between IMP-descriptors and indicators of hydrological 
    response. For power models, relative standard errors are reported, while R2 is reported for linear models. Relative standard 
   errors for linear models are reported in Table 4-24.  These GOF measures are indices indicating the effectiveness of IMP- 
   descriptors as predictors of flow variability or thermal variability.  Due to the lack of data availability, the flow regime 
   analysis was not performed at the sub-basin scale.  The analysis at the sub-basin scale is performed only within the Paint 
   Branch basin (PB).  An example of interpretation: R2 for the regression model between DSURGE and WB-LU at the sub-basin scale is 
   0.5597 at the box intersecting row 4 and column 7. 
 
Indicator of flow variability  Indicator of thermal variability  Goodness-of-fit Statistics 
(1) (2) (3) (4) (5) (6) (7) 
IMP IMP-descriptor row scale RL1 RQ10-90 CV IR-B MDTD DD DSURGE 
(1) Basin  1.0610 0.7902 0.7349 0.5199 0.0011 0.0000 0.6247 (a) 
Avg-Imp_LU (2) PB sub-basin - - - - 0.7258 0.6453 0.7132 
(3) Basin  0.6730 0.7266 0.6477 0.3799 0.0165 0.0123 0.5221 (b) 
WB-LU (4) PB sub-basin - - - - 0.8005 0.5598 0.5597 
(5) Basin  0.7727 0.7696 0.6879 0.5871 0.0291 0.0392 0.0038 (c) 
WB-ID-LU (6) PB sub-basin - - - - 0.4246 0.0712 0.0972 
(7) Basin  0.5491 0.7361 0.6477 0.4322 0.1101 0.0778 0.5654 (d) 
SCS-CN-LU (8) PB sub-basin - - - - 0.7137 0.5088 0.5785 




SCS-CN-ID-LU (10) PB sub-basin - - - - 0.0701 0.0736 0.0000 
(11) Basin  1.0610 0.7988 0.7233 0.4932 0.0232 0.0085 0.6609 (f) 
Avg-Imp_LC (12) PB sub-basin - - - - 0.7358 0.5918 0.6601 
(13) Basin  0.7141 0.7646 0.6611 0.4409 0.0313 0.0363 0.3712 (g) 
WB-LC (14) PB sub-basin - - - - 0.7287 0.4276 0.4673 
(15) Basin  0.7727 0.7696 0.6879 0.5871 0.0291 0.0392 0.0038 (h) 
WB-ID-LC (16) PB sub-basin - - - - 0.7287 0.4276 0.4673 
(17) Basin  0.5703 0.8149 0.6041 0.4974 0.0666 0.0333 0.3139 (i) 
SCS-CN-LC (18) PB sub-basin - - - - 0.5487 0.2754 0.4228 




SCS-CN-ID-LC (20) PB sub-basin - - - - 0.0221 0.2903 0.1107 
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4.6 Sensitivity of hydrological response to IMP-LU and IMP-LC 
The effect of using IMP-LU and IMP-LC on the prediction of hydrological 
response will be evaluated by conducting regression analyses employing two quantities: 
an IMP-descriptor and an indicator of hydrological response.  If the reliability of a 
regression equation is high, the IMP utilized in that equation will be considered as a good 
predictor of hydrological response.  This study employs Se/Sy and R2 as indices 
indicating the level of accurate prediction for regressed power models and for regressed 
linear models, respectively.  The evaluation of these indices at the basin scale is 
conducted in the flow regime and the thermal regime.  Due to the lack of data 
availability, only the thermal regime analysis is performed at the sub-basin level.  
Further, thermal regime analyses include hypothesis-testing on correlation coefficients 
for linear regression models.  Table 4-25 in Section 4.10 at the end of this chapter 
summarize the results explained below. 
 
4.6.1 Effectiveness of IMP-LU and IMP-LC on the prediction of the flow variability 
Goodness-of-fit measures for regression equations between IMP-descriptors using 
IMP-LU and indicators of flow variability are summarized in columns 1 through 4 and 
rows 1 through 10 in Table 4-17.  For regression models using IMP-LC, this study 
examines columns 1 through 4 and rows 11 through 20 in Table 4-17.  The index for each 
IMP-LU regression equation will be compared with its IMP-LC counterpart.  Both 
indices use the same regression model structure and indicator of flow variability, but with 
different IMP datasets, IMP-LU or IMP-LC.  For instance, the index in column 1 and row 
1 will be compared to the one in column 1 and row 11.   
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For the flow regime, there are twenty indices from IMP-LU regression equations 
to be compared with their IMP-LC counterparts.  Nine out of the twenty cases show that 
IMP-descriptors using IMP-LU have a higher level of accurate prediction with indicators 
of flow variability.  They are better at predicting hydrological response than IMP-
descriptors using IMP-LC.  Five cases are not affected by data sources of IMP and six 
cases show that using IMP-LC is better.  Provided that a regression equation with Se/Sy 
> 0.8 indicates a poor relationship between two quantities, the comparison was re-
performed with indices of Se/Sy < 0.8.  Only three cases show that IMP-LC is a better 
predictor than IMP-LU.  However, eight indices indicate that IMP-LU is better at 
predicting flow variability.  These analyses are summarized in Table 4-18.  The table 
suggests that IMP-LU is a better predictor of hydrological response than IMP-LC in the 
flow regime at the basin scale.   
 
Table 4-18. Number of indices indicating the effectiveness of IMP-descriptors as 
                    predictors of flow variability. 
 
Number of index (Se/Sy) 
Flow regime Se/Sy IMP-LU <  Se/Sy IMP-LC Se/Sy IMP-LC <  Se/Sy IMP-LU 
No 
difference 
Overall 9 6 5 
Se/Sy <0.8 8 3 4 
 
 
4.6.2 Effectiveness of IMP-LU and IMP-LC  
          on the prediction of the thermal variability 
 
Goodness-of-fit measures for regression equations between IMP-descriptors using 
IMP-LU and indicators of thermal variability are summarized in columns 5 through 7 and 
rows 1 through 10 in Table 4-17.  For regression models using IMP-LC, this study 
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examines columns 5 through 7 and rows 11 through 20 in Table 4-17.  There will be two 
spatial scales in the thermal regime study, basin and sub-basin scales.  Odd-numbered 
rows will be used for the basin scale, while even-numbered rows are for the sub-basin 
comparison.  For each scale, there are fifteen indices from IMP-LU regression equations 
to be compared with their IMP-LC counterparts. 
At the basin scale, six out of fifteen cases indicate IMP-LU is a better predictor 
than IMP-LC, while six cases indicate the opposite.  Three cases are not affected by IMP-
LU and IMP-LC.  No distinction appears at the basin scale.  At the sub-basin scale, 
however, nine out of fifteen cases show that IMP-descriptors using IMP-LU are better 
predictors of thermal variability.  These analyses include a case when R2 of 0.0 is 
compared with the value of 0.11, in which both do not show any relationship at all.  Since 
the comparison of R2 is not meaningful if the value is so low that there exists no 
relationship, it is of interest to assess only relationships that are significant.   
In order to statistically determine the significance of relationships between IMP-
descriptors and indicators of thermal variability, hypothesis testing is conducted.  The 
hypotheses test is the following: 
 
HO: there exists no linear relationship between the two quantities 
HA: there is a linear relationship between the two quantities 
These hypotheses are tested utilizing a t-statistic given by: 














where  R=Correlation coefficient 
n=number of study basins  
     (13 and 8 for the basin and sub-basin scales, respectively) 
t =the value of random variable that has a t-distribution with (n-2) 
   degrees of freedom 
 
 
To determine statistically significant R, Equation 4-9 is rearranged resulting in 
Equation 4-10. 
 





tR                        (4-10) 
 
R resulting from using a selected level of significance is the lowest value of R in order to 
reject the null hypothesis for each defined statistical condition.  For example, as 
summarized in Table 4-19, R should be greater than 0.6836 to have a statistically 
significant relation between two quantities for 11 degrees of freedom at a 1% level of 
significance.  Therefore, the R-value in Table 4-19 is named as Rmin.  Since Table 4-17 
summarizes R2, Rmin is converted into Rmin2 prior to examining the Table 4-17.   
In order to determine if indices show statistically significant relationships between 
IMP-descriptors and indicators of thermal variability at a given the level of significance, 
each R2 in Table 4-17 will be compared with Rmin2.   Among fifteen indices using IMP-
LU at the basin scale in Table 4-17, indices greater than Rmin2 are counted and compared 
with counterparts using IMP-LC at a given level of significance.  The first row in Table 
4-20 indicates that three among fifteen indices using IMP-LU as seen in Table 4-17 show 
significant linear relationships at a 1% level of significance at the basin scale.  On the 
other hand, only one index among fifteen indices using IMP-LC shows a significant 
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relationship at a 1% level of significance.  Therefore, it can be said that thermal 
variability is more sensitive to IMP-LU than IMP-LC for α =1% at the basin scale. While 
levels of significance change from 1% to 10%, the general tendency that IMP-LU is a 
better predictor of thermal variability than IMP-LC remains unchanged.  The analysis is 
repeated at the sub-basin scale.  Both the basin scale and sub-basin scales indicate the 
same trend that IMP-LU yields a better prediction of thermal variability than IMP-LC 
except at a 10% level of significance. 
 
Table 4-19. t-value and the lowest value of R for rejecting the null hypothesis.  Rejecting 
                    the null hypothesis indicates that a linear relationship exists.  Rmin refers to a 
                    minimum value of R to show a linear relationship. 
 
Scale Degrees of  freedom 
Level of significance 
α , (%) 
Test, 
Two-sided  t-value Rmin 
1 0.005 3.106 0.6836 
2 0.01 2.718 0.6339 
5 0.025 2.201 0.5530 Basin 11 
10 0.05 1.796 0.4762 
1 0.005 3.707 0.8343 
2 0.01 3.143 0.7888 
5 0.025 2.447 0.7068 Sub-basin 6 


















Table 4-20. Number of regression equations showing a statistically significant linear 
                    relationship at a given level of significance.  To have a statistically  
                   significant relationship, a regression equation needs to show higher R2  
                            than Rmin2. 
 
Number of R2 > Rmin2 
Scale Degrees of  freedom 
Level of significance 





1 0.4673 3 1 
2 0.4018 3 1 
5 0.3058 3 3 Basin 11 
10 0.2268 3 3 
1 0.6961 4 3 
2 0.6222 5 4 
5 0.4996 9 6 
Sub-basin 6 
10 0.3863 10 11 
 
Overall, the flow regime analysis at the basin scale suggests that indices using 
IMP-LU provide a better prediction of flow variability as concluded in Section 4.6.1.  
The thermal analysis at the basin scale rarely differentiates the effect of using IMP-LU 
and IMP-LC.  Further, the correlation coefficients, indices for the level of agreement for 
regression equations between IMP-descriptors and hydrological-response indicators, are 
so low that any strong conclusions cannot be derived at the basin scale.  On the other 
hand, the thermal analysis at the sub-basin scale supports the earlier findings in the flow 
regime: IMP-LU turns out to be a better predictor than IMP-LC.   
 
4.7 Sensitivity of hydrological response to IMP-descriptors 
One recent study suggests that outcomes from a simple hydrological model 
considering spatial distribution and orientation of IMP are different from those resulting 
from using aggregate IMP (Moglen, 2000).  From the hydrological perspective, it is of 
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interest to investigate if model structures employed as IMP-descriptors affect the 
prediction of hydrological response.    
Model structures are designed such that IMP are integrated as parameters to 
examine the effect of IMP on the prediction of hydrological response.  This study utilizes 
spatially lumped models reflecting an averaged value of IMP over a computational unit 
(individual basins or sub-basins in this study) and spatially distributed models requiring 
IMP based on individual 30-meter mapping unit of IMP-LU/IMP-LC.  There are two 
different approaches for spatially distributed models: the WB and the SCS-CN.  These 
model structures were described in detail in Chapter 3.  In this section, the effect of 
model structures using IMP-LU and IMP-LC on the prediction of hydrological response 
will be discussed. 
 
4.7.1 Spatially lumped versus spatially distributed 
4.7.1.1 Flow regime 
In Figure 4-18 (a)-(d), Se/Sy is plotted with respect to regression equations for the 
flow regime analysis.   Criterions are indicators of flow variability such as RL1, RQ10-90, 
CV, or IR-B, while predictors in regression equations are IMP-descriptors such as Avg-
Imp-LU, Avg-Imp-LC, WB-LU, WB-LC, or SCS-CN-LU, or SCS-CN-LC.  The WB-
based and the SCS-CN-based IMP-descriptors are modeled to have IMP utilized as a 
spatially distributed parameter, whereas the Avg-Imp approach requires only an averaged 
value of IMP for a given basin. Figure 4-18 corresponds to columns 1 through 4 and rows 
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Figure 4-18. Relative standard errors versus IMP-descriptors using IMP-LU (     ) and  
                    IMP-LC (     ) over basins selected for the flow regime analysis with a given 
                    indicator of flow variability: (a) RL1; (b) RQ10-90; (c) CV; (d) IR-B.     
 
 
  For all indicators of flow variability such as RL1, RQ10-90, CV, and IR-B, spatially 
distributed models show a higher level of accurate prediction than lumped models do as 
seen Figure 4-18.  Figure 4-18 depicts lower values of Se/Sy both for the WB-LU/LC and 
for the SCS-CN-LU/LC compared to the Avg-Imp-LU/LC.  In other words, IMP-
descriptors considering the spatial distribution of IMP are better predictors of flow 










so far, it can be said that spatially distributed models are better predictors of flow 
variability than lumped models. 
In order to investigate the effect of the use of IMP-LU versus IMP-LC on the 
prediction of hydrological response, a pair of adjacent bars (     ,    ) within a model set is 
assessed in Figure 4-18 (a)-(d).  For instance, the first pair of bars in Figure 4-18 (a) 
shows Se/Sy for spatially lumped models using IMP-LU (     ) and using IMP-LC (    ).  
The same values of Se/Sy imply that the prediction of hydrological response is of 
essentially the same prediction accuracy for the use of IMP-LU versus IMP-LC if 
spatially lumped models of an IMP-descriptors are used.  Note that the regression 
between the Avg-Imp-LU/LC models and RL1 is poor with Se/Sy slightly greater than 1.  
On the other hand, the WB-based or the SCS-CN-based descriptors generally produce 
smaller Se/Sy if IMP-LU is used.  Figures 4-18 (b), (c), and (d) show similar trends that 
the WB-based or the SCS-CN-based descriptor using IMP-LU produces a higher level of 
accurate prediction compared to counterparts using IMP-LC.  
These results show that models considering the spatial distribution of IMP are 
better predictors of flow variability than models using a lumped value of IMP.  
Furthermore, models employing spatially distributed IMP-LU are better at predicting 
flow variability compared to models using spatially distributed IMP-LC.  For the data 
examined in this study, lumped models are rarely affected by data sources of IMP.  
 
4.7.1.2 Thermal regime 
For the thermal regime analysis, columns 5 through 7 and rows 1 through 20 in 
Table 4-17 are plotted as seen in Figure 4-19.  At the basin scale, Figure 4-19 (a) and (b) 
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show that R2 is too small to have any meaningful interpretation for the relationships 
between IMP-descriptors and thermal-variability indicators such as DD or MDTD.  
Although DSURGE shows relatively strong relationships with IMP-descriptors at the basin 
scale as shown in Figure 4-19 (c), the sub-basin scale will be mainly focused in the 
thermal regime analysis. 
As depicted in Figure 4-19 (c) at the basin scale and (d)-(f) at the sub-basin scale, 
lumped models seem to predict thermal variability as well as distributed models.  Avg-
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Figure 4-19. R2 versus IMP-descriptors using IMP-LU (     ) and IMP-LC (    )  
         over basins selected for the thermal regime analysis with a given indicator 
                   of thermal variability:  
                     at the basin scale:         (a) DD; (b) MDTD; (c) DSURGE        
         at the sub-basin scale: (d) DD; (e) MDTD; (f) DSURGE  
 
In order to investigate the effect of the use of IMP-LU versus IMP-LC on the 
prediction of hydrological response, a pair of adjacent bars (     ,    ) within a model set 
using IMP-LU (      ) and using IMP-LC (     ) is assessed.  The first pair of bars (Avg-
Imp-LU and Avg-Img-LC) in Figures 4-19 (c), (d) and (f) illustrate that there exist 
differences in R2 between using lumped values of IMP-LU and IMP-LC.  This is in 





affected by lumped value of IMP-LU or IMP-LC.  The question is whether the observed 
difference is statistically significant or not.   
 In order to assess whether the difference between two correlation coefficients is 
statistically significant, hypothesis testing is conducted.  For instance, R2 Avg-IMP-LC is 
0.6609, while R2 Avg-IMP-LU is 0.6247 according to Table 4-17 as illustrated in Figure 4-19 
(c).  The hypotheses test is the following: 
 
 HO: there exists no difference between the two correlation coefficients 
 HA: there is a difference between the two correlation coefficients 
 
These hypotheses are tested utilizing a 2χ -statistic given by: 
 
       























=  , i= 1 or 2 
            Ri = correlation coefficient, R1 and R2  
n1, n2 = number of study basins for R1 and R2 
           2χ =the value of 2χ -distribution with 1 degree of freedom 
 
R1 and R2 are 0.8130 and 0.7904 which correspond to R2 -values of 0.6609 and 0.6247 in 
Table 4-17.  In this case, the number of study basins is 13. Equation 4-11 becomes 
Equation 4-12, resulting in a value of 0.0200 for 2χ .  Table 4-21 indicates that the null 
hypothesis should be accepted even at α =10%.  Accepting the null hypothesis means 
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there is no statistical difference between two correlation coefficients, 0.6609 of R2 Avg-IMP-
LC and 0.6247 of R2 Avg-IMP-LU as seen in Figure 4-19 (c) 
 
































=χ     02.0=            (4-12) 
      
Table 4-21. Summary of decisions for 2χ =0.02 based on R2 Avg-IMP-LU (=0.6247) and  
       R2 Avg-IMP-LC (= 0.6609) at a given level of significance: accepting the null 
       hypothesis implies no significant difference between 0.6247 and 0.6609.   
     In this case, DSURGE is regressed on Avg-Imp-LU and Avg-Imp-LC at the  
     basin scale as seen in Figure 4-19 (c). 
 
α , Level of 
significance (%) 
2χ -value Decision  
1 6.63 Accept HO 
5 3.84 Accept HO 
10 2.71 Accept HO 
 
Table 4-21 summarizes the result of the hypothesis testing for the two lumped 
IMP-descriptors using IMP-LU and IMP-LC on which DSURGE at the basin scale is 
regressed as seen in Figure 4-19 (c).  The hypothesis testing was also performed for 
regression equations between lumped IMP-descriptors using IMP-LU/IMP-LC and DD 
or DSURGE at the sub-basin scale as illustrated in Figure 4-19 (d) and (f).  The results of 
the hypothesis testing are summarized in Table 4-22.  Accepting null hypothesis for all 
cases, the table indicates that the prediction of thermal variability is rarely affected by 
using lumped value of IMP-LU or IMP-LC.  In contrast, spatially distributed models are 
affected in predicting thermal variability such that spatially distributed IMP-LU is a 
better predictor of thermal variability compared to IMP-LC.  IMP-descriptors using IMP-
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LU(    ) show higher R2 than counterparts using IMP-LC (    ) in Figure 4-19.  These 
tendencies also appear in the flow regime analysis.   
 
 
Table 4-22 (a). Summary of decisions for 2χ =0.04 based on R2 Avg-IMP-LU (=0.6453) and 
R2 Avg-IMP-LC (= 0.5918) at a given level of significance: accepting the null 
hypothesis implies no significant difference between 0.6453 and 0.5918.  
In this case, DD is regressed on Avg-Imp-LU and Avg-Imp-LC at the sub-










Table 4-22 (b). Summary of decisions for 2χ =0.05 based on R2 Avg-IMP-LU (=0.7132) and 
R2 Avg-IMP-LC (= 0.6601) at a given level of significance: accepting the null 
hypothesis implies no significant difference between 0.7132 and 0.6601.  
In this case, DSURGE is regressed on Avg-Imp-LU and Avg-Imp-LC at the 







4.7.2 Simple versus complicated 
 Among IMP-descriptors employed for this study, lumped IMP-descriptors such as 
Avg-IMP-LU/Avg-Imp-LC are the simplest models.  Within the spatially distributed 
models, the difference between the WB and the SCS-CN, regarding parameters each 
model structure needs, is as follows.  The WB-based descriptor requires one parameter, 
α , Level of 
significance (%) 
2χ -value Decision  
1 6.63 Accept HO 
5 3.84 Accept HO 
10 2.71 Accept HO 
α , Level of 
significance (%) 
2χ -value Decision  
1 6.63 Accept HO 
5 3.84 Accept HO 
10 2.71 Accept HO 
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infiltration which is a function of a soil type, while the SCS-CN-based descriptor needs 
one parameter CN which is a function of two factors: soil type and land use.  In general, 
the WB-based descriptor is simpler than the SCS-CN-based descriptor.   
 
4.7.2.1 Flow regime 
 Section 4.7.1 showed that spatially distributed models were better than lumped 
models in predicting flow variability.  Between the two spatially distributed models for 
the flow regime analysis, no clear trend was found.  At a given criterion of IR-B, the 
regression equation using WB-based IMP-descriptor shows a better agreement than using 
SCS-CN-based IMP-descriptor as seen in Figure 4-18 (d), whereas the SCS-CN-based 
IMP-descriptor produces better agreement than WB-based IMP-descriptors as illustrated 
in Figure 4-18 (a).  Figures 4-18 (b) and (c) show no difference between the WB and the 
SCS-CN-based descriptors.   
 
4.7.2.2 Thermal regime 
 For the thermal regime, lumped models predict thermal variability as well as 
spatially distributed models.  Within the two spatially distributed models using IMP-LU 
for the thermal regime analysis, no difference was observed between the WB or the SCS-
CN-based descriptors  based on Figure 4-19 (d), (e), and (f)   This finding also appeared 
in the flow regime analysis, which was described just above.  However, there exists 
difference between spatially distributed models using IMP-LC. The WB based IMP-




4.7.3 Non-weighted versus weighted 
Adding one more factor to consider with the existing model structures, the WB 
and the SCS-CN-based IMP-descriptors integrate a weighting scheme.  The scheme is to 
examine whether IMP equally contributes to the hydrological behavior regardless of its 
location relative to the outlet of a basin.  As seen in Figure 4-20 for the flow regime 
analysis, IMP-descriptors integrating a weighting scheme: the WB-ID or the SCS-CN-ID, 
produce larger relative standard errors than the WB or the SCS-CN.  IMP-descriptors 
with a weighting scheme are poorer predictors of flow variability than their counterparts 
without a weighting scheme. 
For the thermal regime at the basin scale as illustrated in Figure 4-21(a), the 
relationships between indicators of thermal variability and IMP-descriptors integrating a 
weighting scheme are so poor that a comparison study does not have any physical 
meaning.  At the sub-basin scale, IMP-descriptors integrating a weighting scheme 
produce smaller R2  than their counterparts without a weighting scheme as shown in 
Figure 4-21 (b).  It implies that the hydrological response is not sensitive to model 
structures with weighted spatial variability of IMP, which is consistent both in the flow 























Figure 4-20. Relative standard errors for spatially distributed IMP-descriptors 
                     as predictors of flow variability: 







































     (a) at the basin scale     (b) at the sub-basin scale 
 
Figure 4-21. R2 for spatially distributed IMP-descriptors as predictors of  
thermal variability: 
   MDTD (     ); DD (     ); DSURGE (     ) 
 
4.7.4 Summary 
 In this section, the evaluation of models used as IMP-descriptors from earlier 
sections will be summarized and compared from various perspectives.  From the model 
structure viewpoint, this study reveals that spatially distributed IMP-descriptors, either 







flow variability.  Between the two spatially distributed ones, the WB and the SCS-CN, no 
difference is found.  From the thermal regime analysis, this study finds that lumped IMP-
descriptors are as good as spatially distributed IMP-descriptors as predictors of thermal 
variability.  Between the two spatially distributed ones, no difference is found if IMP-LU 
is used. 
  In comparison of models using IMP extracted from different data source, land use 
or land cover, the SCS-CN-based IMP-descriptors are affected the most in this study.  As 
seen in Figures 4-18 and 4-19, the level of accurate prediction for regression equations 
involving the SCS-CN-based IMP-descriptors experienced substantial change between 
using IMP-LU(     ) and  IMP-LC (     ), relative to pairs  (     ,    ) of other IMP-
descriptors.   
 The poorest predictors in this study are any IMP-descriptors weighting the 
proximity of IMP to the outlet at a given basin.  Particularly, SCS-CN-ID-based 
descriptor is the poorest predictor among IMP-descriptors in this study.  The WB-ID 
performs better than SCS-CN-ID, although the WB-ID was not a good predictor overall. 
The flow regime analysis and the thermal regime analysis show their consistency in this 
finding.  Besides, this finding remains unchanged regardless of the type of flow-
variability indicators.  
 
 4.8 Comparison of hydrologic indices as indicators of hydrological response 
 This study utilized four indicators of flow variability: RL1, RQ10-90, CV, IR-B.    
Figure 4-22 illustrates that the sensitivity of each flow-variability indicator to IMP-
descriptors is different from each other.  IR-B is the indicator that is predicted the best by 
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the IMP-descriptors used in this study, showing relatively low Se/Sy compared to other 
indicators such as RL1, RQ10-90, or CV.  This result consists with Baker et al. (2004)’s 
study: IR-B is suitable for detecting flow change associated with land use changes. 
According to Baker et al., IR-B has lower interannual variability than other indicators such 
as coefficient of variation, CV.   
  For thermal variability, three indicators such as DD, DSURGE, and MDTD were 
used.  Based on Figure 4-23 at the sub-basin scale, Mean daily temperature difference 
(MDTD) is the indicator of thermal variability that can be predicted the best by IMP-
descriptors utilized in this study.   















































 Figure 4-22. Relative standard errors for indicators of flow variability:  
          RL1 (   ); RQ10-90 (    ); CV (x); IR-B (    ) at a given IMP-descriptors.        
   

















































Figure 4-23. R2 for indicators of thermal variability: DD (    ); DSURGE (    );  
          MDTD (   ) at a given IMP-descriptors at the sub-basin scale. 
 
4.9 Overall evaluation of hydrological response to IMP:  
 Flow variability vs. thermal variability 
 
 In order to compare indicators of flow variability to thermal variability-indicators, 
the comparison should be conducted based on the same goodness-of-fit (GOF) measures.  
In this study, Se/Sy for all regression equations are calculated as seen in Table 4-24.  
Table 4-23 compares number of regression equations based on Table 4-24, satisfying 
certain statistical criteria.  Table 4-23 indicates that regression equations predicting flow 
variability have higher level of accurate prediction than those predicting thermal 














Table 4-23. Regression equations (in percent) satisfying a given criteria of Se/Sy based 
         on Table 4-24: number inside parenthesis is an actual number of regression 
         equations that satisfy criteria. 
 
 Flow Regime Thermal Regime 
Scale Basin Basin  Sub-basin 
Number of regression equation 40 30 30 
Se/Sy <0.8 75% (30) 13% (4) 50% (15) 









Table 4-24. Relative standard errors for regression equations between an IMP-descriptor and an indicator of hydrological 
                    response in flow regime and in the thermal regime. 
 
Indicator of flow variability  Indicator of thermal variability 
(1) (2) (1) (2) (1) (2) (1) Goodness-of-fit Statistics 
RL1 RQ10-90 RL1 RQ10-90 RL1 RQ10-90 RL1 
(1) Basin  1.0610 0.7902 0.7349 0.5199 1.0439 1.0445 0.6398 (a) 
Avg-Imp_LU (2) PB sub-basin - - - - 0.5656 0.6432 0.5784 
(3) Basin  0.6730 0.7266 0.6477 0.3799 1.0358 1.0380 0.7220 (b) 
WB-LU (4) PB sub-basin - - - - 0.5825 0.7167 0.7167 
(5) Basin  0.7727 0.7696 0.6879 0.5871 1.0292 1.0238 1.0425 (c) 
WB-ID-LU (6) PB sub-basin - - - - 0.8193 1.0410 1.0263 
(7) Basin  0.5491 0.7361 0.6477 0.4322 0.9853 1.0030 0.6885 (d) 
SCS-CN-LU (8) PB sub-basin - - - - 0.5780 0.7570 0.7012 




SCS-CN-ID-LU (10) PB sub-basin - - - - 1.0416 1.0701 1.0801 
(11) Basin  1.0610 0.7988 0.7233 0.4932 1.0323 1.0400 0.6082 (f) 
Avg-Imp_LC (12) PB sub-basin - - - - 0.5552 0.6901 0.6297 
(13) Basin  0.7141 0.7646 0.6611 0.4409 1.0280 1.0253 0.8282 (g) 
WB-LC (14) PB sub-basin - - - - 0.5626 0.8172 0.7884 
(15) Basin  0.7727 0.7696 0.6879 0.5871 1.0292 1.0238 1.0425 (h) 
WB-ID-LC (16) PB sub-basin - - - - 0.8193 1.0410 1.0263 
(17) Basin  0.5703 0.8149 0.6041 0.4974 1.0091 1.0269 0.8651 (i) 
SCS-CN-LC (18) PB sub-basin - - - - 0.7256 0.9194 0.8206 












4.10 Summary of results  
 Table 4-25 summarizes the results of the comparison conducted to evaluate the 
sensitivity of hydrological response to IMP in the flow regime and in the thermal regime.  
The evaluation of the flow regime is based on the basin-scale experiments, while the 
evaluation of the thermal regime is based on experiments conducted at the sub-basin 
scale. 
  
Table 4-25. Evaluation of the sensitivity of hydrological response to IMP 
 
Comparison Flow regime Thermal regime 
Relations to 
be compared 
IMP-descriptors using IMP-LU or 
IMP-LC and indicators of flow 
variability 
IMP-descriptors using IMP-LU or 






The correlations are higher within 
sub-basins than across all study 
basins 
IMP-LU vs.  
IMP-LC 
1. IMP-LU is a better predictor 
than IMP-LC overall.  
(section 4.6.1) 
 
2. No difference if imperviousness 




3. Spatially distributed IMP-LU is 
a better predictor than spatially 
distributed IMP-LC.  
(section 4.7.1.1) 
1. IMP-LU is a better predictor than 
IMP-LC overall.  
(section 4.6.2) 
 
2. No difference if imperviousness 
is used as a lumped value. 
(proved with hypothesis testing in 
section 4.7.1.2) 
 
3. spatially distributed IMP-LU is a 
better predictor than spatially 














1. Model structures using spatially 
explicit IMP are better predictors of 
flow variability than ones using 
aggregate IMP. 
(section 4.7.1.1 and 4.7.4) 
 
2.Between spatially distributed 
models, the WB and the SCS-CN do 
not show a difference in prediction 
of flow variability, either using IMP-
LU or IMP-LC. 




3. Models without weighting 
schemes are better in predicting flow 
variability than models with 
weighting (section 4.7.3 and 4.7.4) 
 
4. The SCS-CN is relatively the most 
sensitive to data sources of IMP 
among IMP-descriptors (section 
4.7.4) 
1. model structures using lumped 
IMP predict thermal changes as 
well as models using a spatially 
explicit IMP. 
(section 4.7.1.2 and 4.7.4) 
 
2-1. Using IMP-LU, there is no 
      difference between the WB 
      and the SCS-CN. 
(section 4.7.2.2 and 4.7.4) 
 
2-2. Using IMP-LC, the WB is 
        better than the SCS-CN  
        (section 4.7.2.2) 
 
3.Models without weighting 
schemes are better in predicting 
flow variability than models with 
weighting (section 4.7.3 and 4.7.4) 
 
4. The SCS-CN is relatively the 
most sensitive to data sources of 





IR-B is the most sensitive indicator of 
flow variability to IMP-descriptors 
used in this study (section 4.8) 
Mean daily temperature difference 
(MDTD) is predicted the best by 






















The main goal was to examine characteristics of IMP and its impacts on 
hydrological response.  Based on this goal, three specific objectives were developed as 
follows: (1) to develop equations to translate between IMP estimates using land use 
(IMP-LU) and IMP estimates derived from land cover (IMP-LC); (2) to determine 
whether IMP-LU or IMP-LC is more effective at predicting the hydrological response in 
terms of flow variability and thermal variability, and (3) to determine whether spatially 
lumped IMP (aggregate) is a better predictor of hydrological response than spatially 
distributed IMP in terms of flow variability and thermal variability.  This chapter will 
summarize results for the individual objectives.  Based on the results, conclusions and 
recommendations are presented.  Policy implications are also included. 
 
5.2 Summary of the study  
The first objective was to develop equations that translate between IMP estimates 
using land use and land cover.  To meet this objective, the power model structure were 
selected for the relationship between IMP-LU and IMP-LC.  A numerical optimization 
method was employed to calibrate the regression models, which resulted in Equation 4-3 
and 4-4.  These equations translate between IMP estimates using two different data 
sources and are useful tools in utilizing consistent data sources for hydrological models.   
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The second objective was to study the impact of using different data sources of 
IMP from a hydrological perspective.  This analysis determined whether IMP-LU or 
IMP-LC is more effective at predicting hydrological response in terms of flow variability 
and thermal variability.  Goodness-of-fit measures were used to assess the sensitivity of 
hydrological response to IMP-descriptors.  The assessment revealed that IMP-LU was 
better in predicting flow variability and thermal variability than IMP-LC.  A possible 
explanation for this finding is that IMP-LU reflects the modified flow network through 
drainage infrastructure compared to IMP-LC which describes the nature of the land 
surface.   
 The third objective was to determine whether spatially lumped or spatially 
distributed IMP was a better predictor of flow variability and thermal variability.  The 
relationships between IMP-descriptors and indicators of hydrological response showed 
that spatially distributed IMP was a better predictor than spatially lumped (or aggregate) 
IMP in the flow regime analysis.  The former reflects spatial heterogeneity of IMP within 
a given basin, while the latter represents a mean value across a given basin.  Therefore, it 
is not surprising that spatially distributed IMP explains hydrological processes better than 
lumped IMP.  However, the superiority of spatially distributed IMP does not hold true in 
all cases: the thermal regime analysis showed that the predictive power of spatially 
lumped IMP is comparable to or better than that of spatially distributed IMP.  The 
reasons for this finding are unclear, but a possible explanation is that spatial 
heterogeneity of IMP is simply not a significant factor in predicting thermal variability.   
Between spatially distributed IMP-descriptors, the WB-based IMP-descriptor 
generally predicted hydrological response as well as the SCS-CN-based IMP-descriptor.  
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The WB-based descriptor requires one parameter, an infiltration index, which is a 
function of soil type, whereas the SCS-CN-based descriptor needs the curve number that 
is a function of soil type and land use.  A simple model with fewer inputs (the WB-based 
descriptor) was comparable to a model requiring more inputs (the SCS-CN-based 
descriptor) in predicting flow variability.  A similar trend was found in the thermal 
regime. 
 Having summarized the characteristics of IMP and its impacts on hydrological 
response, a question arises: What do these results mean to hydrologists, engineers, and 




 The conclusions in this study are drawn from the results of two experiments: flow 
regime analysis at a basin scale and thermal regime analysis at a sub-basin scale.  The 
thermal regime analysis at the basin-scale as seen Figure 4-19 (a) and (b) are excluded 
from these conclusions because relationships between IMP-descriptors and indicators of 
hydrological response at the basin scale were not found.   
  IMP is data source-specific and relationships between hydrological response and 
either IMP-LU or IMP-LC may be different.  It is necessary to use the same data source 
when modeling future predictions as was used in calibrating any hydrological models.  
For that reason, it becomes problematic when a data source is needed and is not available. 
The conversion equations between IMP-LU and IMP-LC developed in this study will 
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serve the role: these equations facilitate the conversion of IMP estimates from one data 
source to its equivalent value using the other data source.  
This study revealed that generally IMP-LU is a more effective predictor of 
hydrological response than IMP-LC.  IMP-LU is therefore, of greater value than IMP-LC 
from the perspective of modeling hydrological predictions.  However, obtaining IMP-LC 
is cost- and time-efficient, compared to obtaining IMP-LU, since IMP-LC can be 
prepared from satellite remote sensing which facilitates rapid, direct mapping of land 
cover.  IMP-LC is available over nearly all geographic locations at different points in 
time, which allows land cover changes with time to be easily studied.  It is likely that 
IMP-LC is available, while IMP-LU is needed for hydrological modeling and not 
available.  In this circumstance, the conversion equations between two different data 
sources developed in this study will play a great role.   
Considering IMP as a tool for estimating hydrological response to land use/land 
cover change and supporting decision makers and land use planners, a simple model that 
can be easily understood and used by non-experts is needed.   In this study, simple 
models were shown to work as well as complicated models.  If simpler models perform 
analyses at a comparable level to complex models, the former has a higher practical value 
than the latter, especially for supporting planning level decisions.  Further, compared to 
lumped values of IMP, calculating spatially distributed measures of IMP can be a 
complicated task.  This study revealed that lumped IMP was comparable to spatially 
distributed IMP in predicting thermal variability.  Using lumped IMP also means that 
hydrological response in the thermal regime can be predicted by aggregate IMP without 
the use of complex hydrological models.  These findings will encourage non-experts to 
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quantitatively estimate the impacts of land use change on hydrological response.  Such 
estimates would be useful to anticipate the consequences of different planning 
alternatives. 
 
5.4 Policy implications 
The essential idea of a threshold-based approach is to identify a threshold level at 
which negative impacts of IMP on the ecological and hydrological system occur and to 
limit land development to remain less than the identified threshold level.  As the 
implementation of threshold-based policies grows, the issue of identifying a threshold 
value of IMP should be closely examined.  However, since IMP is method- and data 
source-specific, it is difficult to associate a single value of IMP with a certain level of 
degradation.   
With the finding that IMP-LC tends to produce smaller values of IMP than IMP-
LU, a decision made based on IMP-LC may cause an underestimation error.  A planner 
might incorrectly find that IMP does not surpass a policy threshold and allow the land be 
developed further.  Such an error would result in damages to the ecosystem.  To avoid 
this type of error, a standardized method to both measure IMP and predict future value of 
IMP should be established. 
 
5.5 Limitations and recommendations 
 Throughout the study, several research items would have been useful if included.  




First, the sample size for the thermal regime analysis was limited when compared with 
that for the flow regime analysis. As a result of both temporal and spatial sample 
limitations, this study could not find a consistent trend or could not find an appropriate 
explanation for the observed phenomena in the thermal regime. For instance, the thermal 
analysis at a basin scale shows very little correlation between IMP-descriptors and 
indicators of thermal variability.  One of possible explanation is that the heat is dissipated 
quickly and subjects to considerable sampling variation.  Further studies can be extended 
to increase sample sizes at a basin scale as well as at a sub-basin scale.  Also, it is 
important to make an effort to maintain temperature loggers in already existing study 
basins. 
 
Second, regression equations developed in this study to translate between IMP from two 
different data sources should be examined from a hydrological perspective.  Translated 
IMP from IMP using another data source, IMP-LU from IMP-LC or vice versa, may 
contain substantial uncertainty in predicting hydrological response.  The cause of such an 
uncertainty reflects the nature of the relationship between IMP-LU and IMP-LC.  There 
is a wide range of variance around the developed regression equations. 
 
Third, there was considerable uncertainty was evident in the process of assigning a CN 
value based on land cover.  For example, one of the land cover categories, “grass” can 
belong to either “institutional” or “open urban land”.  Depending on the land use of 
institutional or open land, the curve number varies dramatically from the range of 81-93 
to 49-84, respectively, for various hydrologic soil groups. This may explain why the 
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SCS-CN approach using IMP-LC did not show strong relationships with indicators of 
hydrological response.  Further study may require visual interpretation of fine-resolution 
images or aerial photos to assign an appropriate CN value to a given land cover category. 
 
Forth, this study consistently showed that model structures weighting the proximity of 
IMP to an outlet in a basin were not sensitive to the hydrological response.  Maybe it is 
because model structures were inappropriately designed to assign weights on the spatial 
proximity of IMP to basin outlets.  Further research can include developing models such 


















This appendix recorded temperature plotted over the time period of 2002-2004.  The time 
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In this section, Mean daily stream flow datasets are plotted over the study period, from 
the water year 1997 to the water year 2003.  The stream flow is recorded in units of 
cubic-feet per-second (cfs).  
 
                        Figure B-1 Gage ID 1581700 
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Figure B-7 Gage ID 1585090 
 
 







Figure B-9 Gage ID 1585100 
 
 




          


















Figure B-15 Gage ID 1586210 
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