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ABSTRACT
In this paper, a novel color image segmentation algo-
rithm and a novel approach to large-format image seg-
mentationare presented,bothfocusedonusagefor image
segmentation in content-based multimedia applications.
The novel color image segmentation algorithm uses the
Discrete Wavelet Frames decomposition to extract tex-
ture features and performs pixel classiﬁcation using a
novel initial clustering procedure and applying a novel
variant of the K-Means-with-connectivity-constraint al-
gorithm in the combined intensity and texture feature
space. This novel scheme enables the unsupervised op-
eration of the proposed segmentation algorithm. The
novel large-format image segmentation scheme employs
the aforementioned segmentation algorithm and exploits
spatial redundancy to provide an elegant framework for
the fast segmentation of large-format images. As shown
by experimental evaluation, these novel algorithms pro-
vide fast segmentationwith high perceptual segmentation
quality.
1I NTRODUCTION
In recent years, the proliferation of digital media has
established the need for the development of tools for the
efﬁcient representation, access and retrieval of visual in-
formation. While several approacheshave been proposed
to address these issues, most recent approaches rely on
the analysis of the content of the medium in semantic ob-
jects. This is true both for still image manipulation (im-
age indexing [1, 2], region-of-interest coding using the
JPEG2000 standard [3]) and for video coding and index-
ing using the recently introduced MPEG4 and upcoming
MPEG7 standards. The cornerstone of any such content-
based multimedia application is the segmentation algo-
rithm. The present work concentrates on addressing the
issue of effective segmentation of still color images.
Segmentation methods for 2D images may be divided
primarily into region-basedand boundary-basedmethods
[4]. Region-basedapproachesrely onthehomogeneityof
spatially localized features such as intensity and texture,
whereas boundary-based methods use primarily gradient
information to locate object boundaries. In this paper, a
region-based approach is adopted. A novel segmentation
algorithm is presented using a combination of position,
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intensityandtextureinformationforthe imagepixels. An
overview of the proposed algorithm can be seen in ﬁgure
1.
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Figure 1: Overview of the proposed segmentation algo-
rithm.
Although this segmentation algorithm is quite fast
when applied to images of relatively small dimensions,
its efﬁciency degrades quickly as the dimensions of the
image increase. For this reason, a novel framework for
the fast segmentation of large-format images is proposed
(ﬁgure 2). The proposedframeworkeffectivelyaddresses
the issues of time efﬁciency and perceptual segmentation
quality and, as will be seen, can also be combined with
most segmentation algorithms found in the literature.
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Figure 2: Proposed scheme for the fast segmentation of
large-format images.
The paper is organized as follows: The segmentation
algorithm is presented in section 2. In section 3, the
framework for the fast segmentation of large-format im-
ages is developed, and the issues of time efﬁciency and
perceptual quality are discussed. Section 4 contains an
experimental evaluation of the developed methods and
comparisons, and ﬁnally, conclusions are drawn in sec-
tion 5.
2C OLOR IMAGE SEGMENTATION
2.1 Color and Texture Features
The color features used are the three intensity co-
ordinates of the CIE L*a*b* color space. This color
space is more suitable for the proposed algorithm than...              ...
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Figure 3: 1-D Discrete Wavelet Frames decompositionof
L
d levels.
the widely used RGB color space because it is approxi-
mately perceptually uniform, i.e. the numerical distance
in this color space is approximately proportional to the
perceived color difference. The color feature vector of
pixel
p,
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In order to detect and characterize texture properties
in the neighborhood of each pixel, the Discrete Wavelet
Frames (DWF) decomposition, proposed by [5], is used.
This is a method similar to the Discrete Wavelet Trans-
form (DWT), that employs a ﬁlter bank based on a low-
pass ﬁlter
H
(
z
) to decompose each intensity component
of the image to a set of subbands (ﬁgure 3) and uses the
standard deviations of all detail componentscalculated in
a neighborhood
F of pixel
p to characterize its texture.
The complementary highpass ﬁlter
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where
H
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=
1 is the necessary initial condition and
L
d is the number of levels of decomposition. The 2-D
fast iterative scheme presented in [5] is used by our seg-
mentation algorithm. The ﬁlter bank employed is based
on the lowpass Haar ﬁlter, that was shown to be a suitable
choice.
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For images of relatively small dimensions, e.g.
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0 pixels, a two-dimensional DWF decomposition of
two levels has been chosen (
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whereas in the experiments where the algorithm of this
section was applied directly to large-format images, four
levels of decomposition were used instead of two, result-
ing in a
3
6-component texture feature vector.
2.2 Initial Clustering
In order to compute the initial values required by the
KMCC algorithm, the image is broken down to square,
non-overlappingblocks of dimension
f
￿
f. In this way,
a reduced image composed of a total of
L blocks,
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k are the Eu-
clidean distances of the intensity and texture feature vec-
tors.
The number of regions of the image is initially esti-
mated by applying a variant of the maximin algorithm to
this set of blocks. In the employed variant, the intensity
and texture distance
D
b
m
a
x between the ﬁrst two centers
is calculated and candidate centers are accepted as region
centers until the minimum distance between the candi-
date center and a region center is lower than
￿
￿
D
b
m
a
x,
where
￿
=
0
:
4.
In order to obtain an estimate of the spatial centers
of these regions, a simple K-Means algorithm is applied
to the set of blocks, using the information produced by
the maximin algorithm for its initialization. This is fol-
lowed by the application of a recursive four-connectivity
component labelling algorithm [6], so that a total of
K
0
connected regions are identiﬁed. Their centers, includ-
ing their spatial centers
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0, are then calculated as the mean values of the
intensity, texture and position features of the pixels be-
longing to the blocks assigned to each region.
2.3 Conditional Filtering
Images may contain parts in which intensity ﬂuctua-
tions are particularlypronounced,even when all pixels in
these parts of the image belong to a single object (ﬁgure
5(a)). In orderto facilitate the groupingof all these pixels
in a single region based on their texture similarity, their
intensity differences are reduced by conditionally apply-
ing a moving average ﬁlter.
The decision of whether the ﬁlter should be applied to
a particular pixel
p or not is made by evaluating the norm
of the texture feature vector
T
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); the ﬁlter is not applied
if that norm is below a threshold
T
t
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in the image.The output of the conditional ﬁltering stage is used as
input by the KMCC algorithm.
2.4 The K-Means with Connectivity Constraint
Algorithm
Clustering based on the K-Means algorithm,originally
proposed by McQueen [7], is a widely used region seg-
mentation method[8, 9, 10] which, howevertends to pro-
duce unconnected regions. This is due to the propensity
of the classical K-Means algorithm to ignore spatial in-
formation about the intensity values in an image, since it
only takes into account the global intensity or color in-
formation. Furthermore, previous pixel classiﬁcation al-
gorithms of the K-Means family do not take into account
texture information. In order to alleviate these problems,
we propose the use of a novel variant of the K-Means-
with-connectivity-constraintalgorithm. Inthis algorithm,
texture features are combined with the intensity and po-
sition informationto permit efﬁcient handlingof textured
objects.
TheK-Meanswithconnectivityconstraint(KMCC)al-
gorithm applied to the pixels of the image consists of the
following steps:
1. The regionnumberandthe regioncenters are initial-
ized, using the output of the initial clustering proce-
dure described in section 2.2.
2. For every pixel
p, the distance between
p and all re-
gion centers is calculated. The pixel is then assigned
to the region for which the distance is minimized. A
generalized distance of a pixel
p from a region
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deﬁned as follows:
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The area
A
k of each region is deﬁned as
A
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where
M
k is the numberof pixels assigned to region
s
k, and
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A is the average area of all regions.
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The regularization parameter
￿ is used to ensure
that a pixel is assigned to a region primarily due to
their similarity in intensity and texture characteris-
tics. Being proportional to the intensity and texture
contrast
D
b
m
a
x of the image, it ensures that even in
low-contrastimages,whereintensityandtexturedif-
ferences are small, these will not become insignif-
icant compared to spatial distances. The opposite
would result in the formation of regions that would
not correspond to the objects of the image.
3. The connectivity of the formed regions is evalu-
ated; those which are not connected are easily bro-
ken down to the minimum number of connected re-
gionsusinga recursivefour-connectivitycomponent
labelling algorithm [6].
4. Region centers are recalculated. Regions with ar-
eas below a size threshold
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C
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sure that no particularly small, meaningless regions
are formed. Here, the slightly lower threshold
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ping, in one iteration of the KMCC algorithm, re-
gions that are close to threshold
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to exceed it in future iterations. The number of re-
gions
K is also recalculated, taking into account
only the remaining regions.
5. Two regions are merged if they are neighbors and
if their intensity and texture distance is not greater
than an appropriate merging threshold:
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where
D
b
m
a
x is the intensity and texture contrast of
the particular image, as deﬁned in section 2.2
6. Region number
K and region centers are reevalu-
ated.
7. If the region number
K is equal to the one calcu-
lated in Step 6 of the previous iteration and the dif-
ference between the new centers and those in Step 6
of the previous iteration is below the corresponding
threshold for all centers, then stop, else goto Step 2.
If index “old” characterizes the region number and
region centers calculated in Step 6 of the previousit-
eration, the convergencecondition can be expressed
as
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K. Since there is no certainty that
the KMCC algorithm will converge for any given
image, the maximum allowed number of iterations
was chosen to be
2
0; if this is exceeded, the method
proceeds as though the KMCC algorithm had con-
verged.
Even though the region centers of particularly small
regions are omitted in Step 4 and the formation of large
regions is encouragedin Step 2, there is no guarantee that
such small regions will be absent from the segmentation
mask following the convergence of the algorithm. Fur-
thermore, despite the use of the moving average ﬁlter de-
scribedinsection2.3, regionscorrespondingto atextured
object may have remained separate, despite their texture
similarity, due to differences in their intensity.
To alleviatethe latter problem,a regionmergingproce-
dure for regions of signiﬁcant texture, based on their tex-
turesimilarity, is employed,followingthe convergenceof
the KMCC algorithm. Chromatically homogeneous re-
gions are not eligible for mergingthroughthis procedure,
since that would lead to the merging of regions corre-
sponding to different non-textured objects. In particular,
neighboring regions
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This is followed by the elimination of any remain-
ing small regions. Since these regions are not wanted,
they are forced to merge with one of their neighbor-
ing regions, based on intensity and texture similarity: a
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is minimum. This procedure is performed for all small
regions of the segmentation mask, until all such small re-
gions are absorbed.
3F AST LARGE-FORMAT IMAGE SEGMENTATION
The approach presented in the previous section is con-
siderably fast when the algorithm is applied to images
of relatively small dimensions, e.g.
1
5
0
￿
1
0
0 pixels,
but time efﬁciency degrades quickly as the image size in-
creases. In order to provide a more efﬁcient scheme for
the segmentation of large-format images, one could take
advantage of a reasonable assumption already made in
the previous section, namely that regions falling below
a size threshold
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:
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% of the total image area
are insigniﬁcant. For large-format images, this threshold
corresponds to a large number of pixels. This reveals the
potential of applying the segmentation algorithm of the
previous section to reduced versions of the original im-
ages. These would be large enough for even insigniﬁcant
objects to be detectible, yet signiﬁcantly smaller than the
original ones, thus faster to segment.
A necessary condition for all signiﬁcant objects to be
detectible in the reduced image is that the size threshold
forthereducedimage,expressedastheminimumnumber
of pixels, be much greater than one; thus,
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The use of a reduced image improves the time ef-
ﬁciency of the segmentation process, but does so at
the expense of the quality of the segmentation result,
since edges between objects are crudelyapproximatedby
piecewise linear segments, lowering the perceptual qual-
ity of the result. To alleviate this problem, the use of the
Bayes classiﬁer for the minimization of the mean-square
error in the reclassiﬁcation of pixels belonging to blocks
on edges between regions is proposed. If a block, as-
signed to one region, is neighboring to blocks of
￿ other
regions,
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The reclassiﬁcation of the disputed pixels is then per-
formed using their intensity values only, as follows: Let
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k be the class of pixels assigned to region
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As soon as the reclassiﬁcation is completed, the con-
nectivity of the formed regions is evaluated; this is fol-
lowed by the appending of any small regions, similarly
to what is done following the convergence of the KMCC
algorithm.Table 1: Average SegmentationTime for
7
3
0
￿
4
9
0pixel
Images.
Segmentation Scheme Time (sec)
Direct application of the algorithm
of section 2 to
7
3
0
￿
4
9
0 pixel im-
ages
2494.28
Application of the algorithm of sec-
tion 2 to reduced images (
R
=
8 )
18.92
Application of the framework of
section 3 (
R
=
8 )
47.55
4E XPERIMENTAL RESULTS
The segmentationalgorithmdescribedin section 2 was
applied to a variety of natural colorimages of dimensions
1
5
0
￿
1
0
0and
1
9
2
￿
1
2
8,with verygood results. A com-
parison of the proposed algorithm with the Blobworld
algorithm [1] and a simpler variant of the algorithm of
section 2 (ﬁgure 4) indicates the effectiveness of our ap-
proach.
The efﬁciency of the fast large-format image segmen-
tation framework of section 3 was evaluated by compar-
ing its time efﬁciency and perceptual segmentation qual-
ity with two other segmentation schemes: the direct ap-
plication of the algorithm of section 2 to the large-format
images and the application of the same algorithm to re-
duced images, as in section 3, without the subsequent
application of the quality improvement stage that em-
ploys the Bayes classiﬁer. The average image segmen-
tation times for the aforementioned schemes, achieved
on an 800MHz Intel Pentium III PC for 100 images of
7
3
0
￿
4
9
0 pixels from the Corel gallery, are presented in
table 1.
The perceptual quality of the three schemes can be
evaluated using the segmentation examples of ﬁgure 5.
As can be seen, the perceptual quality of the proposed
large-format image segmentation scheme is higher than
that of the direct approach, due to the superiority of the
Bayes classiﬁer, compared to the euclidian distance clas-
siﬁcation used by the KMCC algorithm. The quality
of the reduced image approach (ﬁgure 5(c) and (g)) is
clearly lower,due to the fact that regionsare composedof
blocks of pixels rather than pixels. These ﬁndings, along
with the results of table 1, lead to the conclusion that the
proposed large-format image segmentation framework is
particularly efﬁcient.
Another important observation regarding the proposed
methodology is that it requires nothing of the employed
segmentation algorithm, apart from producing a segmen-
tation mask of the same dimensions as its input image.
Thus, the proposed methodology can be used in combi-
nationwithavarietyofothersegmentationalgorithmsde-
scribed in the literature as well.
5C ONCLUSIONS
A novel methodology was presented for the segmen-
tation of color images using intensity, position and tex-
ture features to facilitate the formation of regions corre-
sponding to the real objects. Furthermore, a novel frame-
work for the fast segmentation of large-format color im-
ages was presented, to improve the time efﬁciency of the
segmentation process. The proposed algorithms are ap-
propriate for use as part of a content-based multimedia
application, such as image querying by example, or for
deﬁning regions of interest for content-based coding of
images, in the context of the JPEG2000 standard.
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Figure 4: Image segmentation examples: (a)-(e) Original images
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8 pixels, (f)-(j) Results produced by the Blob-
world algorithm (using source code downloaded from http://elib.cs.berkeley.edu/src/blobworld/), (k)-(o) Segmentation
masks, produced by a variant of the algorithm of section 2, that neither uses texture features nor enforces connectivity
constraints, (p)-(t) Segmentation masks, produced by the algorithm of section 2.(a) (b)
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Figure 5: Segmentation examples: (a)&(e) Original large-format images. (b)&(f) Direct application of the segmentation
algorithm of section 2. (c)&(g) Application of the same algorithm on reduced images (reduction factor
R
=
8 ). (d)&(h)
Results of the large-format image segmentation framework.