Identification of dynamic nonlinear panel data models is an important and delicate problem in econometrics. In this paper we provide insights that shed light on the identification of parameters of some commonly used models. Using this insight, we are able to show through simple calculations that point identification often fails in these models. On the other hand, these calculations also suggest that the model restricts the parameter to lie in a region that is very small in many cases, and the failure of point identification may therefore be of little practical importance in those cases. Although the emphasis is on identification, our techniques are constructive in that they can easily form the basis for consistent estimates of the identified sets.
also specify the distribution of the individuals' dependent variable in the initial period conditional on those variables. This is delicate if the process for an individual started prior to the initial period in the sample because the distribution of the first observation will be tied to the distribution of the later observations in a way that depends on what one assumes about how the process was started and on the evolution of the explanatory variables prior to the sampling period.
For example, a parametric model might specify that the conditional distribution of y it depends on lagged values only though y it−1 , in which case the conditional distribution of y it has the form f t ( y it | y it−1 , x i , α i ; θ)
where θ is a vector of unknown parameters to be estimated. The vector, x i , can consist of variables that are constant over time as well as of the entire sequence of strictly exogenous time-varying explanatory variables. In a fully parametric (random effects) approach, one specifies the distribution of α i conditional on the explanatory variables x i . In practice, α i is frequently assumed to be independent of x i , and the random effects approach then specifies the distribution of α i . If (1) is static in the sense that the density does not depend on y it−1 , then this would allow one to write the likelihood function for an individual with T observations as
On the other hand, if the model is dynamic so (1) does depend on y it−1 , the likelihood function has the structure
Unfortunately, it is not clear how one would go from (1) to f 1 ( y i1 | x i , α i ) since the relationship between the two typically depends on the evolution of the explanatory variables before the start of the sampling period. This is what is known as the initial conditions problem. Alternatively, one could work with the likelihood function conditional on the first observation, y i1 . This often leads to convenient functional forms. But the random effects approach can be problematic in this case if one wants it to be internally consistent across different number of time periods 1 .
A so-called fixed effects approach, on the other hand, attempts to estimate θ without making any assumptions on f ( α i | x i ). This will in principle circumvent the initial conditions problem, but there are at least two other problems with this approach. First, there are many dynamic panel data models for which it is not known how to do fixed effects estimation, and even when it is known, the maintained assumptions are often very strong. For example, the estimator of the dynamic discrete choice model proposed by Honoré and Kyriazidou (2000) requires one to "match" the explanatory variables in different time-periods, which rules out time-specific effects. Secondly, as discussed by Wooldridge (2002) , knowing θ does not always allow one to calculate the "marginal" effect of interest.
The point of departure for this paper is that the random effects approach is attractive because it allows one to estimate all quantities of interest, but that specifying
be problematic. The contribution of this paper is to provide insights through simple calculations that allow us to examine the identified features of these models without making any assumptions on
Our calculations show that the parameters of interest are not point identified in simple commonly used models. However the size of the identified regions suggest that this lack of identification may not be of great practical importance. Although the emphasis is on identification, our techniques are constructive in that they can easily be used to obtain consistent estimates of the identified sets.
To focus ideas, we concentrate on special cases of the dynamic random effects discrete choice model
current and past observed values of x it and on the observed past values of y it . Our aim here is to study what can be learned about parameters of interest without such assumptions.
Throughout this paper we will consider situations where the data consists of {(y it , x it )} T t=1 and we use the notation w t i = (w i1 , ...., w it ). So for example, x T i = (x i1 , ...., x iT ). K will denote the number of elements in x T i . We use y t , x t and α to denote generic draws from the distributions of y it , x it and α i .
Basic Ideas

Identification
Consider (1) augmented with a model for the individual specific effect α (given x T ). We will use G α| x T to denote the distribution of α given x T . G will be parameterized in most applications, but the notation below will also encompass the case where no functional form assumption is made on G. Let θ be the unknown parameters of the model. In the dynamic probit model with normally distributed individual specific effects, θ would be β ′ , γ, σ 2 , where σ 2 is the variance of the individual specific effect. If the distribution of α is left unspecified then θ would be
This model is incomplete in the sense that it does not allow one to calculate the distribution of the dependent variables conditional on the observed explanatory variables. For that, one would also need the distribution of the initial conditions, p 0 α, x T = P y 0 = 1| x T , α . More generically, we will use p 0 α, x T to denote the distribution of y i0 given x T , α 2 . It is worth noting that, taken together, G and p 0 give the joint distribution of y 0 and α. This joint distribution is crucial because it determines the distribution of the observed y's conditional on the observed x's. 3 One can think of (p 0 (·, ·) , θ) as the unknown parameters of the model, and knowledge of (p 0 (·, ·) , θ) allows one to calculate the conditional probability of any sequence of events A. We will denote these calculated probabilities by π. In a discrete choice model, A will be any sequence of zeros and ones, and π A| x T , α; p 0 (·, ·) , θ will be the probability of the event A given x T , α predicted by the model. With this notation, the probabilities conditional on the observable ex-2 If the model contains m lagged dependent variables, then p0 (·) would be the distribution of (yi0, yi,−1, ..., yi,1−m).
3 It is clear that one could have considered this joint distribution directly, or alternatively the distribution of y0
(given x) together with the distribution of α given y0 and x. Here, we write the joint distribution in terms of G α| x
planatory variables are
We use π A| x T ; p 0 (·, ·) , θ and P A| x T to denote the set of all π A; p 0 (·, ·) , θ| x T and P A| x T where
A is the set of all possible sequences. Here, P A| x T denotes the true conditional probability of
A given x T . In the dynamic discrete choice model π A; p 0 ·, x T , θ x T and P A| x T are 2 Tdimensional vectors.
With this notation, the set of (p 0 (·, ·) , θ) that are consistent with a particular data-generating process with probabilities P A| x T , is given by
and the sharp bound on θ is given by
Calculation of the identified region
There are a number of ways to write the identified region as the solution to a minimization problem.
We suggest three methods that can be used to obtain Θ: a minimum distance method, a maximum likelihood method, and a linear programming method. The latter is especially convenient and practical in the case with discrete covariates, and we therefore discuss it in more detail. Applying the analogy principle to each of these will lead to a different estimator of the identified region.
Minimum Distance
One can write Ψ as the solution to the following "minimum distance" minimization problem
for some positive weighting function w. Conceptually, it is possible to obtain the set of parameters that solve the above minimization problem.
It is also clear that using a sample analog, one can obtain consistent estimates of the identified set. To get these estimates, one can use the analogy principle to obtain the empirical analog of (3). This entails obtaining consistent estimates of P A| x T i in a first step, and then collecting all the parameter values that come within ǫ n from minimizing the sample objective function, where ǫ n > 0, and ǫ n → 0 as sample size increases. For more on this see Manski and Tamer (2002) . When the distribution of x is continuous, P A| x T i will be imprecisely estimated in regions where the density of x is small. The weighting function in (3) can be used to downweight the observations in this region.
Maximum likelihood
The identified set can also be characterized as maximizing a likelihood function. Recall that
have a solution for {z m } Equations (5)- (7) have exactly the same structure as the constraints in a linear programming problem, so checking whether a particular θ belongs to Θ can be done in the same way one checks for a feasible solution in a linear programming problem that has (5)- (7) as the constraints. Specifically, consider the linear programming problem for a given θ, the sample objective function is within ǫ n of the maximum value of 0 (or within ǫ n of the optimal function value). 6
Provided that x T i is discrete, one can mimic this argument for each value in the support of x T i which will then contribute a set of constraints to the linear programming problem.
In nonlinear models like (2), it is often interesting to estimate marginal effects. Using the ideas developed above, we can construct bounds on these marginal effects. To illustrate this, consider the setup in section 2.2.3 and assume that one wants to explore the difference in period t + 1 choice probabilities between artificially setting y it = 0 and setting y it = 1 for an individual with explanatory variables x. This difference would be
Note that P ( α = a m , y 0 = 1| x) and P ( α = a m , y 0 = 0| x) are exactly the z's in section 2.2.3. In other words, for given values of γ and β in the identified region, we can calculate the upper and lower bounds on the marginal effects by maximizing and minimizing the linear function (13) subject to the linear constraints in section 2.2.3. This can easily be done by linear programming.
To find the overall bounds, one can then minimize and maximize these bounds over γ and β in the identified region. Of course, there are many ways to define marginal effects and the specifics of the calculations will depend on which marginal effect is of interest. But it is clear that these marginal effect can be easily constructed using the ideas provided in section 2.2.3 above.
Examples
In this section we present a number of examples that illustrate the usefulness of the approach suggested here. The examples are special cases of the probit or logit version of the dynamic discrete choice model
with ε it i.i.d. and N (0, 1) or logistically distributed.
Although the examples are motivated by computational simplicity, they are all models for which it is not known whether the parameters of interest are point identified. It is therefore of interest to investigate the identified region for these examples. All of the examples have aggregate explanatory variables x it , P ( y i0 = 1| α i ) = 0.5 and
for a j = −2.8, −2.6, .., 2.8
for a j = 3.0
In words, the true distribution of unobserved heterogeneity is discrete but it closely resembles a standard normal.
While the assumption that the explanatory variable is the same across the individuals makes the calculations much easier, it is also made in order to contrast the matching approach in Honoré and Kyriazidou (2000) . If the explanatory variables are independent across individuals and satisfy a support condition, then we know from that paper that the parameters of the model are identified with more than four time-periods. The calculations below will demonstrate that identification can fail with simple violations of this support condition.
We use the linear programming method to compute the identified set in all the examples.
Only lagged dependent variable
Consider a model with no regressors
In calculating the identified region for γ, we assume that it is known that α i is discrete and that the points of support are {−3.0, −2.8, ..., 2.8, 3.0}, but that the associated probabilities are unknown.
Since ε it is standard normal, this means that the distribution of α i is extremely flexible over the relevant region. For T ≥ 4, it is known from Cox (1958) (see also Chamberlain (1985) and Magnac (2000) ) that γ would be identified if ε it has a logistic distribution, but to our knowledge, it is not known whether this result carries over to other distributions for ε it .
Using the linear programming techniques developed in section 2.2.3, we calculate the identified region for γ as a function of the true γ when T = 3. The results are presented in Figure 1 where the upper and lower bound on the identified region for γ is plotted as a function of its true value.
It is clear from Figure 1 that γ is not identified when T = 3 if γ = 0. On the other hand, the figure suggests that the sign of γ is identified. Lemma 1 of the Appendix shows that this is indeed the case.
For T = 4, a graph similar to that in Figure 1 would suggest that γ is point identified. However, Similar calculations for the case where ε it is logistically distributed yields a graph like that in Figure 1 for T = 3, and confirms that γ is point-identified for T = 4.
Lagged dependent variable and time-trend
Of course, many applications do have explanatory variables. If these are individual specific, then the linear programming approach becomes somewhat more cumbersome as each value of x yields constraints of the form (5)-(7). On the other hand, a number of examples include only aggregate variables, such as time trends and time dummies, as explanatory variables. The linear programming technique makes it relatively straightforward to calculate the identified region in cases like this.
As an example, consider the same design as in the previous example, but we include a time trend
with ε it i.i.d. standard normal.
Models with time trends are interesting because some of the existing techniques for dealing with models like (14) are based on matching values of x it over different time periods. For example, Honoré and Kyriazidou (2000) show that if x i4 − x i3 has support in a neighborhood of 0, then (γ, β) in (14) is identified up to scale with T ≥ 4 even if the distribution of ε it is unknown. The scale is also identified if ε it is logistic. The time trend in (16) is a simple case in which such a matching strategy fails.
Figures 2 and 3 give the identified regions in this case for nine combinations of (γ, β).
It is not surprising that (γ, β) is not point-identified with T = 3 since γ would not be identified even without the time trend. It is interesting that the identified region for (γ, β) is not a singleton when T = 4. This suggests that the matching approach in Honoré and Kyriazidou (2000) is essential for obtaining point identification. On the other hand, the size of the identified region suggests that the lack of identification is of little practical consequence.
Lagged dependent variable and time-dummies
A linear time trend like that in the previous example is very dramatic (and often highly unrealistic)
when T is big. In this section we therefore investigate identification when it is replaced by a set of unrestricted time-dummies. Specifically, we consider
where δ 1 is normalized to 0. that what appear to be line-segments in Figure 5 are actually two-dimensional sets with a nonempty interior. The intuition for why it appears that the time-dummies need an additional location normalization is that the unobserved y i0 will have a positive effect on all future probabilities. Since the distribution of y i0 is unspecified, this would mean that it is difficult to separate the location of this distribution from an additive constant in the δ's. Smaller values of γ would make the effect of the distribution of y i0 look less like a constant over time, and one would therefore expect smaller identified regions when γ is smaller. This is confirmed in Figure 6 , which presents the results for
Overall, the results presented in Figures 1-6 suggest that identification of dynamic discrete choice models relies critically on the ability to match explanatory variables in different time-periods as was done in Honoré and Kyriazidou (2000) 8 .
8 The assumptions on the individual specific effects made here are stronger than the assumptions usually made in the fixed effects literature (see for example Honoré and Kyriazidou (2000) ). The nonidentification documented here therefore implies that the corresponding fixed effects models are not identified.
This paper examines the question of identification in some nonlinear dynamic panel data models.
In particular, we focus on the initial condition problem and its effects on identification of the parameters of interest. This is a classic problem in econometrics that dates back to the work of Heckman ((1978 Heckman (( , 1981a Heckman (( , 1981b )). We provide insights that lead to new ways in which identification can be examined and illustrate our approach using the probit version of the dynamic discrete choice model. We give three methods that can be used to construct the identified sets. These methods are constructive in that they can be used, by way of the analogy principle, to obtain consistent estimates of these identified set. In particular, a linear programming method is especially convenient and practical in constructing the identified set when the regressors are discrete.
The main limitation of the approach is that we assume that the explanatory variables are strictly exogenous. To overcome this, one could augment the model with a specification for the feedback process f t x t | y t−1 , x t−1 , α , which could then be considered an additional unknown parameter. One could then compare the identified regions with or without the Granger condition f t x t | y t−1 , x t−1 , α = f t x t | x t−1 , α . 9
Lemma 1 (1) Suppose (y i1 , y i2 , y i3 ) is a random vector such that P ( y i1 = 1| α i ) = p 1 (α i ) and P ( y it = 1| α i , y i1 , ..., y it−1 ) = F (α i + γy it−1 ) , for t = 2, 3
where p 1 is an unknown function taking between 0 and 1 and is an unknown and strictly increasing distribution function. Then the sign of γ is identified.
Proof.
Consider the probabilities P ( (y i1 , y i2 , y i3 ) = (0, 1, 0)| α i ) = (1 − p 1 (α i )) · F (α i ) · (1 − F (α i + γ)) and P ( (y i1 , y i2 , y i3 ) = (0, 0, 1)| α i ) = (1 − p 1 (α i )) · (1 − F (α i )) · F (α i )
