Modulation of interactions among neurons can manifest as dramatic changes in the state of population dynamics in cerebral cortex. How such transitions in cortical state impact the information processing performed by cortical circuits is not clear. Here we performed experiments and computational modeling to determine how somatosensory dynamic range depends on cortical state. We used microelectrode arrays to record ongoing and whisker stimulus-evoked population spiking activity in somatosensory cortex of urethane anesthetized rats. We observed a continuum of different cortical states; at one extreme population activity exhibited small scale variability and was weakly correlated, the other extreme had large scale fluctuations and strong correlations. In experiments, shifts along the continuum often occurred naturally, without direct manipulation. In addition, in both the experiment and the model we directly tuned the cortical state by manipulating inhibitory synaptic interactions. Our principal finding was that somatosensory dynamic range was maximized in a specific cortical state, called criticality, near the tipping point midway between the ends of the continuum. The optimal cortical state was uniquely characterized by scale-free ongoing population dynamics and moderate correlations, in line with theoretical predictions about criticality. However, to reproduce our experimental findings, we found that existing theory required modifications which account for activity-dependent depression. In conclusion, our experiments indicate that in vivo sensory dynamic range is maximized near criticality and our model revealed an unanticipated role for activity-dependent depression in this basic principle of cortical function.
Introduction
Cortical neuronal network dynamics shift among myriad states to cope with the changing needs of the organism [1] [2] [3] . Strikingly different cortical states are observed during different behaviors such as sleep [4] , wakeful resting [5] , active movement [6] , or vigilant attention [7] . Externally-imposed manipulations of interactions among cortical neurons, like neuromodulators [7] [8] [9] , anesthetics [10] [11] [12] , and other drugs [13, 14] , also alter the cortical state. Which cortical states are optimal for gathering information about the world through sensory input? Answers to this question are only beginning to be understood. For example, previous studies have shown that changes in cortical state impact sensory adaptation [5] , variability of cortical response [9, 12, 15, 16] , and the ability to track fast stimulus changes [12, 17] . Here we focused on the ability of cortical neuronal networks to distinguish a wide range of stimulus intensities, i.e. sensory dynamic range. We sought to delineate how sensory dynamic range depends on cortical state. To meet this goal, we took advantage of changes in cortical state that occur naturally [15, 18] without experimental control and we also imposed changes in cortical state by tuning cortical inhibitory interactions [19] .
Our approach was motivated, in part, by theory [20] [21] [22] and in vitro experiments [19] which point to a potential general principle governing cortical dynamic range. They proposed that dynamic range is maximized by tuning the cortex to operate at criticality. Criticality is a boundary regime separating two distinct regimes of cortical state [23, 24] . On one side of the critical boundary, the 'subcritical' cortical state is characterized by asynchronous population activity, low firing rates, and low sensitivity to stimuli. On the other side, the 'supercritical' cortical state is marked by large-scale, coordinated population activity and tends to be hyperexcitable in response to stimulation. Cortical dynamic range is thought to be low in the subcritical state due to insensitivity to weak stimuli. In contrast, existing theory suggests that dynamic range is low in the supercritical regime because the system tends to saturate with most neurons in the network firing at high rates, even without external input. Criticality is thought to be optimally balanced between these extremes, able to detect weak stimuli without saturating. However, this potentially fundamental relationship between criticality and sensory dynamic range has not been tested in an intact sensory system. Indeed, the theory may be irrelevant because in vivo cortical networks never reach the saturated firing regime that has been theoretically shown to be responsible for low dynamic range in the supercritical state. Synaptic depression and other mechanisms serve to prevent such saturated firing. Thus, it remains unclear if in vivo sensory dynamic range will indeed be highest when the cortex operates near criticality.
Here we directly measured the in vivo relationship between cortical state and somatosensory dynamic range in the rat whisker system. We found that dynamic range is highest in cortical states that exhibit signs of criticality. However, our experimental observations were not wellexplained by existing theories, particularly in the experimentally observed supercritical regime. To account for our experimental results we used a model with strong activity-dependent depressive effects, thus avoiding the saturated response in the supercritical regime. Thus, we conclude that, for reasons not anticipated by previous theory, in vivo sensory dynamic range is maximized near criticality.
Results
We investigated relationships among cortical state, inhibition, and sensory dynamic range in the whisker system of urethane anesthetized adult male rats (n = 13 rats, 94 recordings). We recorded multi-unit activity (MUA) in barrel cortex using 32-channel microelectrode arrays (Fig 1) . Each rat was studied first in the normal anesthetized state, second, with pharmacologically altered synaptic inhibition, and, finally, under a wash condition. Changes in cortical state occurred for two reasons. First, we manipulated the cortical state by pharmacological modulation of synaptic inhibition, locally in the recorded region of cortex, by topical application of muscimol (GABA agonist) or bicuculline methiodide (GABA antagonist). Second, we found that changes in cortical state occurred naturally, without altered inhibition. Rather than 'averaging out' this natural variability of cortical state, we took advantage of it; we systematically parameterized the range of cortical states that we observed. This approach acknowledges that the cortical state is not static even under 'normal' conditions and state changes can result in significant experiment-to-experiment and animal-to-animal variability. During times with no whisker stimulus, we quantitatively assessed the cortical state using multiple features of ongoing MUA activity, including correlations, spatiotemporal variability, and the prevalence of different spatiotemporal scales. We analyzed the response to stimulation to quantify sensory dynamic range.
Parameterizing the cortical state based on spatiotemporal scales of population activity First, we parameterized the cortical state based on the prevalence of different spatiotemporal scales of population spiking activity. Our approach accounts for the relative importance of diverse scales, avoiding bias for any particular scale. Motivated by previous studies of spatiotemporal cascades of population activity called 'neuronal avalanches' [25] [26] [27] , we began by making a population MUA spike count time series including spikes recorded on all electrodes. Then, 'avalanches' were defined as periods of time when the MUA spike count exceeded a threshold (Fig 2A) . We note that our results were robust to variation (up or down by a factor of 2) in the choice of threshold and time bin duration (S1 and S2 Figs). The 'size' of each avalanche was defined as the total number of spikes occurring during the avalanche. To determine the prevalence of different spatiotemporal scales, for each recording, we examined the distribution of avalanche sizes (Fig 2B and 2D) .
Examining avalanche size distributions over all of our experiments, we found that a continuum of different network states occurred (Fig 2D) . At one end of the continuum, distributions were bimodal, indicating that large-scale avalanches played a prominent role in the cortex dynamics. This situation often occurred for pharmacologically reduced inhibition (Fig 2B and  2C) . At the opposite end of the continuum, we observed cortical states in which small scales were dominant, often occurring when inhibition was enhanced (Fig 2B and 2C) . The cortical state varied continuously between these extremes (Fig 2C) . Near the middle of the continuum, we observed highly diverse avalanches with heavy-tailed distributions [23, 28] of avalanche size, close to a power-law distribution with exponent -1.5 ( Fig 2D) . To quantitatively index the observed continuum of cortical states, we employed the parameter κ, which measured the deviation between the observed avalanche size distribution and a power law with exponent -1.5, as in previous work [11, 19, 27] . In brief, large κ entailed a cortical state with strongly coordinated population activity, commonly sweeping across the entire recording area (Fig 2E) . For small κ, population activity was weakly coordinated, typically confined to small spatial extents ( Fig 2E) . Separating these extremes, the cortical state with κ = 1 exhibited more diverse population activity with power law distributed spatiotemporal scales. Power law avalanche size distributions have additional significance because they are predicted to occur in a specific cortical state called 'criticality', as discussed in the introduction section. The particular power law exponent -1.5 is associated with a particular type (universality class) of criticality, namely, directed-percolation [29] and has also been studied in other excitable networks [30] .
Cortical state transition from weak to strong correlations
The degree of correlations among cortical neurons plays an important role in population coding [31] and cortical state [1] . Our second approach for assessing the cortical state was based on pairwise correlations of MUA recorded at different electrodes. For this, we created MUA spike count time series for each electrode, excluding the times when whiskers were stimulated. Then, we computed the Pearson correlation coefficient between all pairs of electrodes. We found that correlations were closely related to our state index κ. The distribution of pairwise correlation coefficients was broadest for states near κ = 1 (Fig 3A and 3B) , which reflects the diversity of avalanche sizes that occur in such states. States with either small or large κ had relatively narrow distributions of correlations with decreased or increased average correlations, respectively (Fig 3A  and 3B) . The average pairwise correlation of the population increased sigmoidally as κ is increased (Fig 3C) . This demonstrates that the state with κ = 1 lies at the boundary separating two distinct dynamical regimes-one with low correlations, the other with high correlations.
Maximized dynamic range in a specific cortical state Our ultimate goal was to determine how cortical somatosensory dynamic range depends on cortical state. For this, dynamic range was calculated based on average cortical neural response to a range of whisker stimulus intensities (Fig 4) . We defined neural response to be the MUA spike rate during the 100 ms following stimulus onset (Figs 1 and 4A) . We defined the stimulus to be the average whisker speed during the 100 ms following stimulus onset (Figs 1 and 4B ). Repeated identical puff pressures generally resulted in different whisker motion. Therefore, we parameterized the stimulus based on measurements of the actual whisker speeds for each puff. Whisker speeds ranged from 0 to about 30 mm/s. For cortical states with small κ, the response curves tended to rise gradually with increasing whisker speed (Fig 4C) . For states with large κ, the response curve tended to rise sharply and saturate for a relatively small whisker speed (Fig 4C) . Dynamic range was defined based on the range of whisker speeds over which the response increased from 10% to 90% of the response range (Fig 4D, inset) . The main result of our work is that dynamic range was low in experiments with either low κ or high κ; dynamic range was maximized for cortical states with κ%1 (Fig 4D) . We remind the reader that κ is based solely on ongoing activity; periods of stimulus-evoked activity are excluded when computing κ. Comparing dynamic range (Fig 4D) to correlations (Fig 3C) , our results establish that cortical dynamic range is maximized for cortical states with an intermediate degree of correlations.
In the model, we obtained stimulus-response curves and dynamic range trends similar to those we observed in our experiments (Fig 4E) . To obtain this match, we had to limit the range of stimulus intensities to be below 10 −3 stimulus driven spikes per model time step. As discussed further below, further increases in stimulus intensity resulted in a further rise in the response curve and disagreement between the model and experiment.
Discussion
Our findings offer a specific answer to a long standing debate concerning what degree of correlations among neurons is optimal for sensory information processing [31] [32] [33] . If correlations are too strong-many neurons firing synchronously-then coding is redundant and metabolically inefficient. At the other extreme, sufficiently weak correlations may compromise the robustness of information transfer among cortical circuits. Thus, functionally effective correlations must lie between these extremes, but pinpointing the optimal level of correlations has been an elusive goal. In the context of sensory dynamic range, our results demonstrate that the specific intermediate level of correlations that coincides with power law distributed avalanches (κ = 1) is optimal. Our study was motivated by predictions of maximized dynamic range at criticality based on pioneering analytical and computational studies [20] [21] [22] 34] . At first glance, these previous predictions appear to agree with our main findings here. However, taking a closer look, we found that these previous models and theories did not explain our experimental observations. The discrepancies were in the putative supercritical regime (κ>1), experimentally observed when inhibition was suppressed. In this case, we observed large bursts of synchronous spiking activity occurring at irregular intervals, emerging from a mostly inactive baseline activity (red, Fig  2A) . In contrast, in the supercritical regime of most previously studied models, ongoing activity manifests as persistent activity with nearly all neurons active at all times, with no quiet periods and no synchronous bursts (Fig 5A) . We found that a simple way to modify previous models to produce more realistic, bursty dynamics was to introduce activity dependent depressionspiking probability was reduced in proportion to how may spikes occurred in the recent past (see Materials and Methods). This naturally resulted in large bursts of population activity separated by times of relative silence (Fig 2E and Fig 5A) , as seen experimentally when inhibition was reduced. Without such depressive adaptation, our model produced sustained, saturated activity in the supercritical regime and dynamic range was maximized near criticality like in previous models (Fig 5A and 5B) . Including depressive adaptation dramatically altered the shape of the stimulus response curve compared to that of a model without activity dependent depression (Fig 5B and 5C ). In fact, if the full range of stimuli studied in previous models was considered, including those large enough to activate a large fraction of the network, then dynamic range was no longer maximized at criticality, as shown in Fig 5C . However, such large stimuli are not relevant in real sensory systems; even the most intense whisker stimulation does not result in a neural response that approaches the system size, i.e. all neurons firing. Thus, the most plausible comparison to our experiments was to exclude the large-stimulus section of the response curve. This limitation leads to response curves (Fig 4E) which match well with our experimental observations (Fig 4C) and, most importantly, recovers the result that dynamic range is maximized near criticality. In conclusion, our results indicate that a different mechanism than previously predicted is responsible for the experimental observation of peak somatosensory dynamic near criticality in vivo.
A natural question arises due to the fact that activity dependent depression dramatically changes the nature of network dynamics in the supercritical regime. Does activity-dependent depression change the nature of the phase transition; do we expect a continuous phase transition or some other type of phase transition? We leave this question to be answered by future theoretical work, but we speculate, based on the following reasoning, that the phase transition remains continuous. The activity-dependent depression has no effect on the model dynamics if spike rates are sufficiently low (< 1 spike per 80 time steps). Indeed, in the subcritical regimes where spike rates are relatively low, the stimulus response curves in Fig 5C (with depression) are not significantly different than those in Fig 5B (without depression) . Since the tipping point of the phase transition is close to this low activity regime, it is likely that a continuous phase transition remains continuous when the model includes depression. This speculation is partially supported by the fact that our model produces power-law distributed avalanches (Fig 2G) Fig 5. Explaining experiments requires model with activity dependent depression. Comparison of our model results with and without activity dependent depression. a) Without depression, the supercritical regime (inhibitory modulation at 0) results in sustained, saturated network activity (green). With depression, the system is quiet except during large bursts of activity, but never saturates (brown), similar to our experiments with suppressed inhibition (Fig 2A, red) . b) As in previous studies without depression, dynamic range is maximized near criticality (inhibitory modulation near 1). Color indicates the inhibitory modulation factor as indicated by horizontal axis of right panel. c) With depression, the response curves change shape, decreasing for small stimuli (left). This change in shape mostly occurs in the supercritical regime (inhibitory modulation <1), leaving the critical and subcritical cases largely unchanged. This results in highest dynamic range for the supercritical state (right). However, if large stimuli are excluded (keeping the gray shaded when inhibitory modulation is near 1. Such power-laws are expected for continuous phase transitions.
Finally, our findings highlight a promising hypothesis for future research; changes in cortical state due to changes in behavioral context [1] may tune sensory dynamic range to suit the needs of the organism. For example, a highly focused task may benefit from a state with lower dynamic range, away from criticality. In contrast, a critical cortical state with high dynamic range may be optimal when vigilance or readiness for unknown input is important. Confirmation of this hypothesis would establish a general principle of sensory information processing: sensory dynamic range can be optimized by tuning the cortical state and maximized specifically in the critical cortical state.
Materials and Methods Electrophysiology
All procedures were carried out in accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health and approved by University of Arkansas Institutional Animal Care and Use Committee (protocol #12025). We studied adult male rats (n = 13, 328±54 g; Rattus Norvegicus, Sprague-Dawley outbred, Harlan Laboratories, TX, USA). Anesthesia was induced with isoflurane inhalation and maintained with urethane (1.5 g/kg body weight (bw) dissolved in saline, intraperitoneal injection (ip)). Dexamethasone (2 mg/kg bw, ip) and atropine sulphate (0.4 mg/kg bw, ip) were administered before performing a 2 mm x 2 mm craniotomy over barrel cortex (1 to 3 mm posterior from bregma, 5 to 7 mm lateral from midline).
Extracellular voltage was recorded using 32-channel microelectrode arrays. The electrode arrays were comprised of 8 shanks with 4 electrodes per shank, 200 μm inter-electrode distance, 400 μm inter-shank distance (A468-5 mm-200-400-177-A32, NeuroNexus, MI, USA). Each shank was made of silicon and each electrode contact was made of iridium. Shanks were 50 μm x 15 μm in cross section. Electrode impedances were approximately 1 MO at 1 kHz. Insertion depth was 650 μm, centered 2 mm posterior from bregma and 6 mm lateral from midline. Voltages were measured with respect to an AgCl ground pellet placed in the salinesoaked gel foams, which protect the exposed tissue surrounding the insertion site. Voltages were digitized with 30 kHz sample rate (Cereplex + Cerebus, Blackrock Microsystems, UT, USA). Recordings were filtered between 300 and 3000 Hz and thresholded at -3 SD to detect multi-unit activity (MUA).
Multi-whisker stimulation and detection
All whiskers were trimmed except 2-4 whiskers from rows A-C and arcs 1-4. A computerautomated, pressure-controlled air puff (1 s duration) was used to deliver 10 different puff intensities, each repeated 20 times in pseudorandom order at 7 s intervals. As shown in Fig 1  and previously described [35] , two-dimensional (rostrocaudal and mediolateral) multi-whisker motion was measured with millisecond, micron precision using two line cameras (LC100, Thorlabs Inc, NJ, USA). Response curves were based on the speed of the whisker which evoked the largest MUA neural response, which we call the dominant whisker. region), which is more realistic compared to our experiments, then dynamic range is again maximized at criticality, as shown in Fig 4E-4G . Color indicates the inhibitory modulation factor as indicated by horizontal axis of right panel. 
Pharmacology
Up to nine 20 min recordings were conducted with each rat. First, three recordings were performed with no direct manipulation of inhibition (n = 32, indirect effects may be imposed by anesthetics [36] and atropine sulfate). Then, three recordings were performed with a drug topically applied via gel foam pieces soaked in saline mixed with drug. Finally, three wash experiments were performed with drug-free gel foams. Three drug conditions were studied (one condition per rat): 1) 20 μM muscimol (6 rats, 15 recordings), 2) 20 μM bicuculline methiodide (4 rats, 10 experiments), 3) 40 μM bicuculline methiodide (3 rats, 8 experiments) . The wash condition for bicuculline typically returned to activity similar to that measured in pre-drug experiments, but this was not the case for muscimol.
Computational model
The model was comprised of N = 1000 binary, probabilistic, integrate-and-fire neurons. At each time t, the state s i (t) of neuron i was 0 (quiescent) or 1 (firing). At each time there was a probability p ext that each neuron would fire due to external input and a probability p i (t) that it would fire due to input from other neurons I i (t), In cases where this sum was zero, we set h to 1. Note that T plays an important role determining the character of the ongoing network dynamics as well as the shape of the stimulus response curves presented in Results (see Fig 5) . For the results shown in Figs 2, 3, 4 and 5C, we set T = 80 ms (assuming that one model time step takes 1 ms) to obtain good qualitative fit with observed experimental results. For the results shown in Fig 5B, we set T = 0, i.e. there was no history-dependent depression.
The default synaptic weight matrix W is constructed as follows. First, all entries are drawn from a uniform distribution [0, 1]. Second, 20% of neurons are designated as inhibitory and the corresponding columns of W are multiplied by -1. Third, all entries are multiplied by a constant to enforce that the largest eigenvalue of W is 1. This third step ensures that the network operates at criticality [21] . Thus, the network topology is all-to-all coupling, but with non-uniform coupling strength. To model pharmacological manipulation of inhibition we multiply all the negative entries of W by a constant ranging from 0 (model of strong GABA antagonist) to 3 (model of strong GABA agonist). This is the quantity labeled 'inhibitory modulation' in Figs 2, 3, 4 and 5. These manipulations change the largest eigenvalue of W, thus pushing the system away from criticality.
To simulate the onset of sensory stimulation, p ext undergoes a step increase. The pre-stimulus low rate (p ext = 5 × 10 −6 ) resulted in 5 externally-driven spikes per second for the entire network, assuming that one model time step was 1 ms. The during-stimulus high rate was fixed during a single trial, but varied across trials to model different intensities of sensory stimulation. High rates ranged from p ext = 5 × 10 −6 to p ext = 1 × 10 −3
, i.e. generating 5 to 1000 externally-driven spikes per second for the entire network. Each level of p ext we repeated 20 times, just as each experimental stimulus intensity was repeated 20 times. We note that increasing p ext to values approaching 1 does result in a saturation of network activity, which changes the shape of the stimulus-response curves and changes dynamic range. However, such highly saturated response-curves were not observed in our experiments. The chosen range of p ext , better fits our experimental observations.
Experimental data analysis
MUA spike count time series were based on time bins of duration DT = 7.5±3 ms (mean±SD), depending on the number of good electrodes, signal/noise, and baseline spike rates for each animal. The threshold for avalanche detection was TH = 11±5 spikes per time bin. For experiments with overall higher MUA spike rates, presumably due to differences in experimental details like electrode quality, we chose smaller DT and smaller TH. However, this experimentspecific tuning was not necessary to support our conclusions. Indeed, we found that changes in the choice of time bin durations (in the range 5 ms > DT > 20 ms) and avalanche thresholds (in the range 5 > TH > 20) can cause small changes in the shape of the avalanche distribution (S1 Fig) and , consequently, small changes in κ. However, we emphasize that our primary conclusion-peak dynamic range near κ = 1 -was robust to such parameter variations (S2 Fig). Deviation from the reference power-law (-1.5 exponent) was quantified with κ, which is a previously developed non-parametric measure with similarities to a Kolmogorov-Smirnov statistic [19] ; κ equals 1 plus the sum of 10 differences (logarithmically spaced) between the observed avalanche size distribution (recast as a cumulative distribution) and a perfect power-law (in cumulative form). In the summary plots of κ versus correlation and κ versus dynamic range, experiments were grouped according to their κ values into 13 equally spaced κ bins.
For dynamic range calculations, each point in the response curve was the average MUA response for a range of whisker speeds. The binning of whisker speeds was based on 10 equally spaced values spanning the range of observed speeds. Finally, the response curve was fit with a sigmoid function,
where R min was defined as the ongoing spike count per time bin and the constants R max , b, and c were fitting parameters. This fit function was used to compute dynamic range, as defined in previous studies [19, 20] . First, two stimulus levels, S 10 and S 90 are defined as those stimuli which give rise to response R 10 and R 90 as illustrated in Fig 4D (inset) . R 10 is defined as the response level R min +0.1(R max -R min ) and R 90 is defined as the response level R min +0.9(R max -R min ). Finally, we define dynamic range as D ¼ 10 log 10 S 90 S 10
Model data analysis
Analysis of model data paralleled the experimental data analysis with a few exceptions. MUA spike count time series were based on time bins of duration 1 time step. The threshold for avalanche detection was 10 spikes per time bin. For computing stimulus-response curves, the response was defined as the total number of spikes from the entire network during the first 200 time steps following onset of stimulation (increase in p ext ). For dynamic range calculations based on model data, we did not fit the response curves with a sigmoid because they were less noisy than the experimental response curves. The correlation coefficients in Fig 3 were computed in a way to mimic the experiments, as follows. First, the 1000 model neurons were broken up into 32 groups, like the 32 electrodes in experiments. Then, a spike count timeseries was created for each group. Finally, all pairwise zero-lag Pearson correlation coefficients were computed and averaged together.
Supporting Information Fig 4D. Most of these parameter combinations show a clear peak in dynamic range near κ = 1. Thus, we conclude that our primary finding is largely robust to these changes in analysis parameters. (PDF)
