At the single-cell level, noise features in multiple ways through the inherent stochasticity of biomolecular processes, random partitioning of resources at division, and fluctuations in cellular growth rates. How these diverse noise mechanisms combine to drive variations in cell size within an isoclonal population is not well understood. To address this problem, we systematically investigate the contributions of different noise sources in well-known paradigms of cell-size control, such as the adder (division occurs after adding a fixed size from birth) and the sizer (division occurs upon reaching a size threshold). Analysis reveals that variance in cell size is most sensitive to errors in partitioning of volume among daughter cells, and not surprisingly, this process is well regulated among microbes. Moreover, depending on the dominant noise mechanism, different size control strategies (or a combination of them) provide efficient buffering of intercellular size variations. We further explore mixer models of size control, where a timer phase precedes/follows an adder, as has been proposed in Caulobacter crescentus. While mixing a timer with an adder can sometimes attenuate size variations, it invariably leads to higher-order moments growing unboundedly over time. This results in the cell size following a power-law distribution with an exponent that is inversely dependent on the noise 1 .
Introduction
Unicellular organisms employ diverse control strategies to maintain size homeostasis i.e., to ensure that they do not become abnormally large (or small) [1] [2] [3] [4] [5] . It is well known that cells within an isoclonal population, which presumably follow identical size-control strategies, can exhibit significant intercellular differences in size [6] [7] [8] [9] [10] . Here we systematically explore how such stochastic variation in cell size is impacted by various underlying noise sources, such as:
• Noise in partitioning of volume among daughter cells during mitosis and cytokinesis [11] [12] [13] .
• Random fluctuations in the cell growth-rate that potentially have memory over multiple generations [14] [15] [16] [17] [18] .
• Stochasticity in the biomolecular processes associated with the cell cycle that generate randomness in the timing of cell-division [19] [20] [21] .
A key question of interest is whether stochastic variation in cell size is more sensitive to some noise sources over others. Moreover, how does this sensitivity to noise mechanisms change across size-control strategies.
to their size at birth [22] [23] [24] [25] . Assuming exponential growth in cell size over time, the adder implies that larger newborns divide earlier (i.e., the constant size is accumulated in shorter time) than smaller newborns.
The generality of this strategy can be underscored from that fact it has been reported in many microbial species, such as, E. coli [24] , B. subtilis [24] , P. aeruginosa [26] , and D. Hildenborough [27] . We begin by describing the stochastic formulation of the adder model that encompasses different noise sources consistent with findings of recent single-cell studies [14, 22] . Later on, this model is expanded to "the generalized adder", that encapsulates both the adder, and the sizer (division occurs upon reaching a size threshold) paradigms of size control [24, 28] .
Stochastic formulation of cell size control
Consider tracking an individual cell undergoing cycles of exponential growth and division. Let V n denote the size of the (newborn) cell at the start of the n th cell cycle. In between successive division events, size increases exponentially with rateᾱ as in eᾱ ×time . Then, as per the adder strategy,
where the random variable ∆ n,ᾱ denotes the size added to V n just before the mother cell divides into two equally-sized daughters. To adopt a form for ∆ n,ᾱ , we consider two key experimental insights from E. coli:
• For a givenᾱ, the histograms of the added size corresponding to different newborn sizes collapse on top of each other [14] . This implies that not only the mean, but the entire distribution of ∆ n,ᾱ is invariant of V n .
• While the mean size added ∆ n,ᾱ depends onᾱ, the distribution of size added normalized by its mean (∆ n,ᾱ / ∆ n,ᾱ ) becomes invariant of it [14] . Thus, varying growth conditions essentially rescales the distribution of size added by its corresponding mean.
These findings motivate the following form for the added size
where ∆ n is an independent and identically distributed (iid) random variable following a size-independent distribution. ∆ n is assumed to have the following mean and coefficient of variation squared ∆ := ∆ n , CV
respectively, where the symbol denotes the expected value. Throughout the manuscript, the subscript n is dropped for describing the statistical moments of iid random variable like ∆ n . Randomness in ∆ n essentially encompasses noise inherent in the processes of cell cycle, and timing of cell division. In light of this, we refer to CV 2 ∆ as the extent of cell-division noise. F in (2) represents a non-decreasing function of the growth rate, and empirical data suggests that it can have a linear (F (ᾱ) ∝ᾱ) [26] or exponential (F (ᾱ) ∝ eᾱ) form [14] . Next, we incorporate another noise source that critically impacts size fluctuationserrors incurred in the partitioning of the mother cell volume between two daughters.
Incorporating noise in size partitioning
Stochasticity in the partitioning process is accounted by modifying (2) to
where β n ∈ (0, 1) is an iid random variable with mean β = 1/2 and coefficient of variation squared CV 2 β .
We refer to CV 2 β as the magnitude of partitioning error. Given the restriction on the support of β n , it is conveniently modeled through a beta distribution with appropriately chosen parameters so as to match β and CV 2 β . Note that this framework applies for both symmetric and asymmetric partitioning. If after cell division, the newborn size V n+1 is found by randomly selecting one of the daughter cells, then β = 1/2 even for asymmetric partitioning, albeit with a much higher CV 2 β . The partitioning error CV 2 β ∈ [0, 1] is always bounded with the maximum value occurring in the case of extreme asymmetric partitioning
1 with probability 1 2 Having introduced two different mechanisms for driving stochastic variations in cell size (cell-division noise and partitioning errors), we consider the third and final noise mechanism -fluctuations in the growth rate that potentially arise from noisy expression of metabolic enzymes [15] . Let α n denote the growth rate of a newborn cell at the start of the n th cell cycle. The time evolution of α n is modeled through the following discrete-time autoregressive model
where ρ α ∈ [0, 1] denotes the correlation of growth rates across cell cycles, N (0, σ 2 α ) represents iid zeromean random variables with variance σ 2 α , andᾱ is the mean growth rate. A key quantity of interest is the coefficient of variation of α n , CV 2 α = σ 2 α /ᾱ 2 that measures the magnitude of fluctuations in the growth rate.
A natural question that arises at this point is how to connect α n to the size added by a single newborn cell before division. In many growth conditions, the size added by single E. coli newborns shows little or no dependence on α n [22] , in which case growth-rate fluctuations can be ignored. However, single-cell correlations between the size added and α n have been reported for some growth mediums [22] . To capture this effect we take a phenomenological approach and modify ∆ n,ᾱ in (4) to
where c ∈ [0, 1]. Here, c = 0 corresponds to the scenario where the size added, and the growth rate, are connected via their population averages ( ∆ n,αn = ∆ F (ᾱ)), but are independent at the single-cell level.
In contrast, c = 1 represents strong coupling between them at both the population and single-cell levels. In the limit of small fluctuations in α n
where Sᾱ is the log sensitivity of the function F to the growth rate, and is given by Sᾱ = 1 (Sᾱ =ᾱ) when F takes a linear (exponential) form [14] . Note that if fluctuations in α n are uncorrelated across cell cycles (ρ α = 0), then ∆ n,αn is completely independent of the newborn cell size V n . However, weak dependencies
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The generalized adder
To enhance the repertoire of size control strategies, the discrete-time model (6) is expanded to
where a ∈ [0, 1], and aV n + ∆ n,αn is the cell size just before division. This model has often been referred to in literature as the generalized adder [28] . While a = 1 corresponds to the adder, a = 0 is the well-known sizer strategy,
where division occurs when the cell reaches a size threshold ∆ n,αn defined in (7) [16, 29, 30] . Note that the biological interpretation of ∆ n,αn changes with a -it is the size added (size threshold) for division to occur as per the adder (sizer) control strategy that is realized when a = 1 (a = 0). Values of a between 0 and 1 could denote imperfect implementations of the adder and sizer, or represent combinatorial size control using both strategies [31] . In summary, the overall model describing the stochastic dynamics of newborn cell size is given by (5), (7) and (9) . Among the three noise sources impacting cell size, cell-division noise and growth-rate fluctuations are additive noise mechanisms implemented via ∆ n,αn , while β n is a multiplicative noise mechanism. Our goal is to quantify the steady-state moments of V n , and investigate how they are impacted by the magnitude of noise sources -CV 2 ∆ (cell-division noise), CV 2 β (partitioning errors) and CV 2 α (growth-rate fluctuations). To guide the reader, a description of the various symbols used in the paper are provided in Table 1 .
Analysis of mean and variation in newborn cell size
Let the steady-state mean and noise (as quantified by the coefficient of variation squared) levels of the newborn cell-size be denoted by Table 1 : Summary of notation used in the paper respectively. Using the fact that β n is drawn independently of ∆ n,αn and V n , it is straightforward to show from (9) that
which using β = 1/2 and ∆ n,αn ≈ ∆ F (ᾱ) reduces to
Thus, the mean newborn size increases with growth rate as per the function F . Moreover, the adder yields larger cells on average, than the sizer, assuming same ∆ for both strategies.
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Note that in light of (13), Sᾱ defined in (7) can now be interpreted as the log sensitivity of the mean newborn cell size to the average growth rateᾱ. To gauge the effect of different noise mechanisms, we plot CV 2 V as a function of individual noise magnitudes assuming other noise sources are absent. Results show that for Sᾱ = 1 ( V ∝ᾱ), CV 2 V increases most rapidly with CV 2 β (Fig. 1) . Thus, effective regulation of partitioning errors is a key ingredient for buffering stochastic variations in size. Perhaps not surprisingly, (14) further shows that CV 2 V increases as
• Fluctuations in the growth rate become correlated across generations (i.e., increasing ρ α )
• V becomes more sensitive toᾱ (i.e., increasing Sᾱ)
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/080465 doi: bioRxiv preprint first posted online Oct. 12, 2016; • The size added ∆ n,αn becomes correlated with α n at the level of individual cells (i.e., increasing c).
Since CV 2 α always appears in (14) with c 2 S 2 α , for the remainder of the manuscript we redefine the extent of growth-rate fluctuations as
Analysis of newborn cell size for low source noises
Stochastic variations in cell size are generally well regulated such that CV 2 V values are significantly smaller than one. For example, size variation across a clonal population of E. coli cells has been reported to be less than 35% under different growth conditions, implying CV 2 V ≈ 0.1 [4] . Exploiting small noise magnitudes
, linearization of (14) allows decomposition of CV 2 V into components representing contributions of individual noise mechanisms
Growth-rate fluctuations
where the linear coefficients can be interpreted as the sensitivity of CV 2 V to different noise sources. For example, 4/(4 − a 2 ) is the sensitivity of CV 2 V to partitioning errors, and lower sensitivities correspond to more effective control of size variations. For a ∈ (0, 1], the sensitivities in (16) always satisfy
Sensitivity to partitioning error
Sensitivity to growth-rate fluctuation
implying that size variations are most sensitive to partitioning errors consistent with the findings of Fig.   1 . Note that the sensitivity of CV 2 V to CV 2 α and CV 2 ∆ is identical for ρ α = 0, with the former increasing as growth-rate fluctuations become more correlated across cell cycles. With increasing a, the sensitivity of CV 2 V to partitioning errors increases, however, its sensitivity to noise mechanisms in ∆ n,αn (i.e., celldivision noise and growth-rate fluctuations) decreases (Fig. 1 ). This effect is exemplified by
where the adder has higher (lower) sensitivity to partitioning errors (cell-division noise and growth-rate fluctuations) as compared to the sizer. Thus, while the adder provides more effective noise buffering against cell-division noise and growth-rate fluctuations, the sizer is a better strategy against partitioning errors.
Intuitively, in sizer-based control (10), the newborn size is only affected by noise in the previous cell cycle.
In contrast, size is affected by noise in all previous cell cycles in the adder. This dependence on history in the adder is a double-edged sword as it allows effective averaging of additive noise mechanisms like ∆ n,αn across multiple cell cycles, but this comes at the cost of amplifying multiplicative noise mechanisms like β n .
Given this trade-off, when both partitioning and cell-division noise are present at comparable levels, CV 2 V values are minimized by a combination of adder and sizer, i.e., at intermediate values of a (Fig. 1) .
In summary, simple stochastic models based on recurrence equations provide critical insights into con- 
Mixer models for size control
In many organisms like Caulobacter crescentus, size control is exerted in only a part of the cell cycle [32, 33] . More specifically, the cell cycle can be divided into two phases -a timer phase where the cell grows exponentially for a size-independent duration of time. In essence, this phase represents time required to complete a certain cell-cycle step (such as, genome replication) irrespective of size. The timer is followed by a generalized-adder phase that regulates size as per (9) . We refer to such biphasic size control as mixer models, and investigate how the duration and noise in the timer phase alters the noise contributions in (16) .
Consider a newborn cell that grows in the timer phase from V n to (1 + f n )V n , where f n > 0 is an iid random variable drawn from an arbitrary positively-valued distribution. Based on this formulation, 1 + f is the average fold-change in cell size in the timer phase and we assume f < 1 (size increase is less than two-fold). Furthermore, the noise in timer phase is quantified by CV 2 f , the coefficient of variation squared of f n . A generalized adder controlling size from the end of timer phase to cell division, yields the following mixer model
While (20) assumes that the timer precedes the generalized adder, the opposite scenario of timer following
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Note that both models converge to (9) in the limit of f n = 0. The average newborn sizes corresponding to (20) and (21) are given by
respectively, and shows that the former case where size regulation occurs at the end of cell cycle (i.e., timer precedes the generalized adder) results in smaller cells. Next, we quantify and investigate cell-size variations in mixer models.
Noise analysis of mixer models
Analysis of (20) (timer precedes the generalized adder) yields the following convoluted formula for the steady-state coefficient of variation of V n (SI section S2)
The corresponding formula for the opposite case (21) (timer follows the generalized adder) is
and reveals elevated noise levels in V n compared to (23) . This is expected since in (21) the timer-phase noise affects both terms aV n and ∆ n,αn , while in (20) only one term is affected.
Assuming CV 2 α , CV 2 β , CV 2 ∆ 1, the variation in newborn size CV 2 V can be decomposed into individual
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Partitioning errors
Growth-rate fluctuations .
To study the sensitivity of CV 2 V to different noise sources, the linear coefficients are plotted as a function of f for two different levels of the timer-phase noise CV 2 f (Fig. 2) . Our analysis shows that the sensitivity of CV 2 V to partitioning errors increases dramatically with the inclusion of a timer phase, and the sensitivity blows up for finite values of f . In contrast, sensitivity to CV 2 β and CV 2 ∆ first decreases and then increases exhibiting a U-shape profile, with the dip in the profile being more pronounced for low levels of timerphase noise (Fig. 2 ). An important implication of this is that the inclusion of a precise timer phase in the generalized adder can reduce size variations when partitioning errors are negligible. The contributions of different noise mechanisms to cell-size variations in mixer models can diverge to infinity. Plots of the noise contributions in (25) as a function of 1 + f (average increase in size in the timer phase) for two levels of CV 2 f (timer-phase noise) when a timer precedes an adder (a = 1). Contributions are normalized by their value at f = 0. While the noise contribution of partitioning errors increases unboundedly with f , contributions from cell-division noise and growth-rate fluctuations first decrease and then increase. All noise contributions blow up at the same value of f , which decreases with increasing CV 2 f .
Ultimately all sensitivities in (25) diverge at the same value of f and this divergence corresponds to 12 .
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/080465 doi: bioRxiv preprint first posted online Oct. 12, 2016; lim n→∞ V 2 n = ∞. This phenomenon of size variance growing unbounded over time is a unique feature of mixer models absent in the generalized adder. The exact condition for the blow up can be traced back to the denominator of (23) becoming negative
Since f < 1, (26) requires the presence of at least one noise mechanism (CV 2 β and/or CV 
Note that the extent of partitioning errors required to destabilize the size variance is significantly smaller than the level of timer-phase noise. Finally, it is important to point out that the condition for variance divergence (26) depends on the timer-phase characteristics and partitioning errors, but is invariant of additive noise mechanism ∆ n,αn , and whether the timer follows or precedes the generalized adder.
Power-law distribution of the newborn cell size
It turns out that the above result on infinite size variance can be generalized, in the sense that, for any non-zero noise levels (CV 2 β > 0 and/or CV 2 f > 0) some higher-order moment of V n grows unboundedly over time. This occurs in spite of all moments of iid random variables (f n , ∆ n , α n ) assumed to be finite.
For example, consider the ideal case of zero partitioning errors, i.e., β n = β with probability 1, and low
(SI section S3). Consistent with finding of [34] , divergence of higher-order moments in (29) generates a power-law distribution for the newborn cell size. In particular, the steady-state distribution of V n satisfies p(x) ∝ x −m for sufficiently high values of x [35] . We refer to m as the power-law exponent arising form
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Moreover, while m = ∞ for a sizer (a = 0), the exponent decreases as size control shifts towards the adder.
Size change during the timer phase Values of m are obtained numerically as described in SI section S3, and reveal that the exponent is more sensitive to partitioning errors. In particular, the value of m realized for a given level of partitioning error is much lower than its corresponding value for the same magnitude of timer-phase noise.
To investigate the effect of partitioning errors we model β n via a beta distribution with mean β and coefficient of variation squared CV 2 β . While analytical approximations for m are available in certain limits (see SI section S3), we numerically study m as a function of CV 2 f and CV 2 β (Fig. 3) . Our results shows that while the power-law exponent m decreases with increasing levels of either noise source, it is much more sensitive to partitioning errors. For example, CV 2 f = 0.15 and CV 2 β = 0 result in a power-law exponent of m = 60, but this value sharply drops to m = 15 in the opposite case of CV 2 f = 0 and CV 2 β = 0.15 ( Fig.   3 ). As observed in the previous section, the power-law exponent is independent of ∆ n,αn , and the order in which size control is executed. Next, we test these predictions with single-cell size measurements in C.
crescentus that follows a mixer model for size homeostasis [32, 36] .
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Testing model predictions with Caulobacter crescentus
C. crescentus is a gram-negative bacterium where individual cells can exist in two forms -a mobile cell capable of swimming, and a "stalked" cell that has a tubular stalk enabling it to adhere to surfaces. Only the stalked cells are capable of cell division, and divide asymmetrically to produce a stalked, and a mobile cell, with the former being slightly larger in size. Size monitoring of individual stalked cells across multiple generations reveals a size homeostasis strategy based on a mixer model, where the timer follows a pure adder.
More specifically, newborns grow exponentially for a size-independent time t n producing a 1 + f n size foldchange in the timer phase with f ≈ 40% [32] . While there are considerable intercellular differences in f n , they are independent of the newborn size V n [32] . This is consistent with our model assumption that in each cell cycle, f n is drawn independently from a fixed distribution. The end of the timer phase marks the start of cell-wall constriction, and division occurs after adding a fixed size from the timer phase [32] . Similar to f n , the size added by individual cells is also observed to be independent of V n . Since in C. crescentus, growth rates exhibit considerable correlations across generations [32] , independence of size added and V n imply c = 0 in (8) . This results in the following mixer model describing the stochastic dynamics of newborn size
where f n , ∆ n and β n are iid random variables describing stochasticity in the timer phase, size added during the adder phase, and the partitioning process, respectively. While β n ∈ (0, 1) has finite moments by construction, all moments of f n , ∆ n are assumed to be bounded. We explore if the C. crescentus newborn size follows a power-law distribution with an exponent similar to as predicted by the mixer model.
Based on measurements of V n we estimate significant noise in the timer phase CV 2 f ≈ 0.13, but precise partitioning of mother cell volume resulting in an order of magnitude lower partitioning errors CV 2 β ≈ 0.085. Since the experiment only tracks the stalked daughter cells that are slightly larger than the mobile daughter cells, we use β ≈ 0.58 as per measurements from [36] . We refer the reader to Table I Newborn cell size (μm) Probability density function Figure 4 : Consistent with model predictions, the C. crescentus newborn cell size follows a powerlaw distribution. The probability density function (pdf) is estimated by first dividing newborn sizes into different bins, and then finding the number of samples in each bin, divided by the product of the total number of samples and bin width. The error bars show the 95% confidence interval for bin height with the medians as the dots. After a size cutoff of 2.65 µm (≈ 460 cells), the pdf follows a power law distribution (linear in log-log scale). The power-law exponent m V = 15.6 ± 1.1 (± denotes 95% confidence interval obtained using bootstrapping) is estimated using a maximum likelihood estimate method (SI section S5). The raw data is binned starting at 2.5861 µm using bin widths of 0.054 µm with the last bin 0.3779 µm wide.
a power-law distribution (Fig. 4) . However, the power-law exponent estimated from data using a maximumlikelihood method [35] is found to be m V = 15.6 ± 1.1, and considerably smaller than m = 29 ± 0.9 as predicted by the mixer model structure.
Recall that the mixer model assumes all moments of ∆ n and f n to be finite, and relaxing this assumption could explain the discrepancy between m V and m. For example, consider the size fold-change 1 + f n = exp(α n t n ), where α n is the growth rate, and t n is the duration of the timer phase in the n th cell cycle. If α n t n is drawn independently from a Gaussian distribution, then size fold-change is lognormally distributed with finite moments. Since α n t n is positively valued, perhaps a better approximation would be to draw α n t n from a Gamma distribution, in which case, the size fold-change follows a power-law distribution. Thus, in principle, ∆ n and f n could itself follow power-law distributions with exponents m ∆ and m f . The exponent of the size distribution would then be essentially determined by the minimum of all the exponents m, m ∆ and m f . To intuitively see this consider the size added ∆ n having infinite variance (CV 2 ∆ = ∞), then as m V . In fact, the 95% confidence interval for the estimate of m ∆ = 13.5 ± 1.9 is overlapping with that of m V = 15.6±1.1. In summary, while C. crescentus newborn sizes do indeed follow a power-law distribution as predicted by mixer model, their exponent is likely explained by the power-law statistics of the size added by single cells in the adder phase.
Discussion
Diverse cell types employ different size-control strategies to maintain an optimal cell size. How effective are these strategies in regulating stochastic variation in cell size that arises from various physiologically relevant noise sources? We addressed this question in the context of the generalized added, a recently uncovered sizehomeostasis mechanism in microbes, where timing of cell division is regulated such that successive newborn cell sizes are related via (9) . In this framework, a = 1 corresponds to a pure adder (division occurs after adding size ∆ n,αn from birth), and a = 0, a sizer (division occurs when size reaches ∆ n,αn ). A key and novel assumption in our model is the specific form for ∆ n,αn that is motivated by experimental findings [14] . In particular, ∆ n,αn was assumed to be a product of an iid random variable ∆ n with finite moments that is drawn independently of size, and a (linear or exponential) function of the cellular growth rate (7).
Our main result for the generalized adder connects the stochastic variation in cell size (CV 2 V ) with CV 2 β (errors in the partitioning process), CV 2 α (growth-rate fluctuations) and CV 2 ∆ (noise in ∆ n or cell-division noise). In the limit of low noise, CV 2 V can be decomposed as a linear function of the different noise sources (16) , with the coefficients representing the sensitivity of CV 2 V to the corresponding noise source. This formula reveals that for 0 < a ≤ 1, the size variation is most sensitive to partitioning errors, and not surprisingly this process in highly regulated in many microbes. Cell division in bacteria is mediated by the septal ring, and spatial precision in ring formation essentially dictates the partitioning error. In E. coli, the positioning of the septal ring at the cell midpoint is actively regulated using the Min protein system [12, 13] , and mutations in the Min proteins can significantly amplify cell-to-cell size variations due to large partitioning errors [22] . Intriguingly, while the sensitivity of CV 2 V to CV 2 β increases with a, sensitivities to other noise sources (growth-rate fluctuations and cell-division noise) decreases with a (Fig. 1 ). This implies that the adder (a = 1) is effective in minimizing CV 2 V from the additive noise source ∆ n,αn , but it is susceptible to multiplicative noise arising through the partitioning process. In comparison, the sizer (a = 0) performs better in buffering size variations from partitioning errors (Fig. 1) (Fig. 1) .
We further expanded the size computations to mixer models of size control, where a timer phase precedes or follows a generalized adder. It is well known that a simple timer mechanism for controlling cell-division does not provide size homeostasis, in the sense that, the variance in cell size grows unboundedly over time [37] . Our results show that mixing a timer with an generalized adder results in similar instabilities -all moments of the newborn cell size of order m − 1 and higher grow unboundedly over time, where m is given by (29) . This leads to the cell size following a power-law distribution with exponent m [34] , which decreases with increasing a (size control shifts towards the adder), and for increasing stochasticity in the partitioning process and timer phase (Fig. 3) . Interestingly, when partitioning errors are negligible, adding a timer phase can reduce CV 2 V (Fig. 2) . This leads to a counter-intuitive result that in some cases, mixer models may have lower stochastic variations in cell size as compared to the generalized adder, even though higher-order moments diverge in the mixer but not in the latter. Moreover, we also find that the generalized adder followed by a timer is more noisy than the reverse scenario (see (24) ), but both systems exhibit the same power-law exponent m.
The prediction of power-law distribution in mixer models was tested with single-cell data on C. crescentus, where size regulation is mediated through a timer followed by an adder [36] . Consistent with theory, we find strong evidence of the newborn cell size following a power-law distribution with an exponent of m V ≈ 15.6 (Fig. 4) . Surprisingly, independent measurements of noise sources and cell-cycle parameters from [32, 36] , predicted an exponent two-fold higher as per (29) . We provide a simple mechanistic explanation for this discrepancy that lies in statistical fluctuations in f n (size fold change in timer phase) or ∆ n (size added during adder phase) itself following power-law distributions, i.e., their moments diverge beyond a certain order. It turn out that in C. crescentus, the power-law exponents of f n and ∆ n are much smaller than as predicted by the mixer-model structure, and hence dominate in terms of determining the power-law exponent of the size distribution (Fig. S1 ).
In summary, this study provides a systematic understanding of how stochastic variations in cell size are
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Inspired from data [14, 22] , we took a phenomenological approach to capturing noise in the cell-cycle process and growth-rate fluctuations through ∆ n,αn . However, future work will consider mechanistic ways of incorporating noise by explicitly modeling the cell cycle, as in [38] [39] [40] [41] [42] [43] . Moreover, by linking cell size to expression of constitutive genes we hope to uncover strategies for maintaining concentrations of essential proteins [44] [45] [46] [47] [48] [49] , in spite of stochastic and temporal changes in cell size.
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