Active scanning delivery systems take full advantage of ion beams to best conform to the tumor and to spare surrounding healthy tissues; however, it is also a challenging technique for quality assurance. In this perspective, we upgraded the GATE/GEANT4 Monte Carlo platform in order to recalculate the treatment planning system (TPS) dose distributions for active scanning systems. A method that allows evaluating the TPS dose distributions with the GATE Monte Carlo platform has been developed and applied to the XiO TPS (Elekta), for the IBA proton pencil beam scanning (PBS) system. First, we evaluated the specificities of each dose engine. A dose-conversion scheme that allows one to convert dose to medium into dose to water was implemented within GATE. Specific test cases in homogeneous and heterogeneous configurations allowed for the estimation of the differences between the beam models implemented in XiO and GATE. Finally, dose distributions of a prostate treatment plan were compared. In homogeneous media, a satisfactory agreement was generally obtained between XiO and GATE. The maximum stopping power difference of 3% occurred in a human tissue of 0.9 g cm −3 density and led to a significant range shift. Comparisons in heterogeneous configurations pointed out the limits of the TPS dose calculation accuracy and the superiority of Monte Carlo simulations. The necessity of computing dose to water in our Monte Carlo code for comparisons with TPSs is also presented. Finally, the new capabilities of the platform are applied to a prostate treatment plan and dose differences between both dose engines are analyzed in detail. This work presents a generic method to compare TPS dose distributions with the GATE Monte Carlo platform. It is noteworthy that GATE is also a convenient tool for imaging applications, therefore opening new research possibilities for the PBS modality.
Introduction
A medical physicist's main task is to deliver the right dose to the right location. Therefore, quality assurance is of primary importance, especially in regard to the delivery system and the treatment planning system (TPS). In this report, we address the latter by comparing TPS pencil beam scanning (PBS) dose distributions with Monte Carlo simulations. Patient-specific quality assurance is routinely performed by comparing patient treatment plans delivered in water with measurements (Lomax et al 2004) . The overall TPS validation procedure is however more complex (Jäkel et al 2001) . Validating a treatment plan in water does not fully guarantee the dose distribution accuracy within the patient. Today, the Monte Carlo method is the most accurate possibility of recomputing TPS treatment plans based on patient CT images, with the advantage of providing a very detailed beam-interaction simulation in the patient. In the past decade, treatments have been mostly delivered using passive scattering delivery techniques and many studies using the Monte Carlo method have been performed with GEANT4 (Paganetti et al 2008 , Bednarz et al 2010 . This work is focused on active scanning, which is the most advanced delivery technique and allows higher dose conformity to the tumor while delivering a lower dose to surrounding healthy tissues . The GATE Monte Carlo simulations are not limited to dosimetric aspects and allow, e.g., β + or prompt-γ imaging investigations. Faster Monte Carlo codes for proton therapy applications exist (Fippel and Soukup 2004) . The main interest of a slower and detailed Monte Carlo simulation, such as GATE/GEANT4, is its versatility: it can be used as a reference Monte Carlo code for validation purposes, and it allows combined imaging and dose simulations, micro-dosimetric applications, radiotherapy simulations using other particles, such as carbon ions, etc. Details about the GATE capabilities are presented elsewhere (Jan et al 2004 (Jan et al , 2011 . The active scanning technique is expected to be used more widely in the coming years due to technological improvements as well as the development of new proton and carbon therapy facilities worldwide (Dosanjh et al 2010) . The combination of thousands of individual pencil beams allows for very complex dose distributions, especially when using intensity modulated proton therapy (Lomax et al 2004) . Therefore, the use of a Monte Carlo code as quality assurance tool to benchmark TPSs for active scanning delivery becomes even more attractive. Since the GATE V6.0 release, the platform has allowed for radiation therapy and dosimetric applications (Jan et al 2011 , Grevillot et al 2011a . The selection of the appropriate physics models and parameters leading to a reference physics list together with an optimized parameters list has been detailed in Grevillot et al (2010) . A proton PBS model has been developed and validated for an IBA system (Grevillot et al 2011b) . In this work, we used the following releases: GATE V6.1 and GEANT4.9.4p01 (Agostinelli et al 2003 , Allison et al 2006 . As TPSs calculate the so-called dose to water and Monte Carlo codes the dose to medium (Paganetti 2009 ), a method for converting dose to medium into dose to water is described in section 2.1. We investigate in section 2.2 the specificities of both XiO and GATE dose engines. Stopping power differences between GATE and XiO are presented in section 3.1. In section 3.2, the dose distributions of pristine Bragg peaks with different energies calculated using XiO and GATE in various homogeneous configurations are compared. A complex treatment plan in a homogeneous medium is used to validate both dose engines with appropriate measurements in section 3.3. In section 3.4, dose distributions in heterogeneous phantoms are analyzed and the limits of the TPS dose calculation algorithms on dose accuracy are investigated. Finally, a prostate treatment plan is presented and dose differences between XiO and GATE are analyzed in detail in section 3.5. This paper intends to present a generic method for PBS treatment plan evaluation with GATE. It points out various sources of differences between MC and TPS dose calculations, from simple cases in homogeneous media to complex cases in heterogeneous configurations. The prostate treatment plan studied illustrates the possibilities of the GATE platform for clinical applications. The evaluation of various and more complex treatment plans will be the subject of further studies. This work is directed toward the IBA PBS system together with the XiO TPS; however, the overall method is expected to be useable with other TPSs and irradiation systems (Grevillot et al 2011b) .
Materials and methods
Different definitions of range can be found in the literature, depending on physical or clinical constraints. In this paper, the physical and clinical ranges correspond to the 80% and 90% distal dose levels in the Bragg peak, respectively. Unless otherwise specified, beam ranges given in unit of g cm −2 correspond to ranges in water. The expression spot size will always refer to the Gaussian standard deviation of the size of the beam spot. Dose distributions calculated with GATE were converted into the DICOM format using a home-made toolkit, which is based on the ITK library 4 , in order to ensure compatibility with commercial dose analyzing tools. Simulations were performed either locally on a 4-CPU computer or on the EGEE grid, which provides about 40 000 CPUs through 250 resource centers worldwide (Camarasu-Pop et al 2010) .
Dose to water versus dose to medium
Monte Carlo tools compute the so-called dose to medium. Historically, treatment planning systems have computed dose to water (or water-equivalent dose), by rescaling depthdose distributions measured in water using a water-equivalent path length approximation. Differences between dose to medium and dose to water calculated with the Monte Carlo method and the TPS, respectively, were first investigated for photons (Siebers et al 2000) and later for protons (Paganetti 2009 ). Unlike photons, protons undergo non-elastic nuclear interactions. The impact of such interactions on the dose-conversion scheme was investigated by Palmans and Verhaegen (2005) . In soft tissues, the water to medium dose ratio (D w /D m ) is close to unity. For photons, as well as for protons, the largest difference in human tissues occurs in high-density bony structures, with differences between D w and D m of up to about 10% (Siebers et al 2000 , Paganetti 2009 ). The 'true' dose delivered to each voxel in the patient is the dose to medium calculated by the Monte Carlo method. However, to evaluate the accuracy of TPS dose calculation algorithms, it becomes necessary to 'degrade' the dose to medium into dose to water. The question of whether reporting dose to medium or dose to water should be preferred was discussed some years ago (Liu 2002) . In this work, we implemented a dose-conversion scheme similar to D B w from Paganetti (2009) , which accounts on-the-fly for the energy-and particle-dependent relative mass stopping powers, as defined in equation (1). When all nuclear fragments are not explicitly tracked, an additional term accounting for relative non-elastic nuclear cross sections can be added (Palmans and Verhaegen 2005, Paganetti 2009 ). As in GATE every particle is tracked, this additional correction can be omitted:
where E is the kinetic energy of the particle, 'others' refer to other secondary charged particles produced in the simulation and S w,m is the inverse of the relative mass stopping power (S m,w ), as defined in equation (2). The indices m and w refer to medium and water, respectively, is the stopping power and ρ is the mass density. The stopping power values of the different particles in the different media were calculated at each step using the 'G4EmCalculator' class from GEANT4. For some particles, these values are not accessible. In these cases, the mass stopping power ratio used for 'others' was set to be equal to that of a 100 MeV proton. It is noteworthy that the simplest conversion scheme is applied retroactively at the end of the calculation (Paganetti 2009 ), therefore neglecting the stopping power energy and particle dependences. The proposed dose-conversion tool presented will be publicly available in the next GATE release. (Schneider et al 2000) . In a second step, authors considered HU uncertainties and divided the HU scale [−1000, +1600] into 24 different material compositions, assuming that each voxel can be associated with a mass density. In GATE/GEANT4, all materials must be defined prior to the simulation. Therefore, a density tolerance parameter expressed in g cm −3 was introduced into GATE, in order to specify the piecewise correspondence between the HUs and the densities (Jan et al 2011) . We set a density tolerance parameter of 0.001 g cm −3 , which led to the definition of 2847 materials. In XiO, the HU to material-relative stopping power conversion is based on a HU to density calibration curve established by the user. The HU to density calibration curve has a resolution of 0.01 g cm −3 . An equation allows for converting mass density into relative mass stopping power (Fippel and Soukup 2004) , as described later in section 2.2.2. The XiO calibration curve has been defined with 25 points, using the same HU to density correspondence as in GATE: 4 points in the HU interval [−1000; −100], 12 points in HU [−100; 100], 6 points in HU [100; 1500] and 3 points in HU [1500; 3000] (figure 1). As the HU to stopping power conversion methods used in GATE and XiO are different, the stopping powers associated with a given HU in both codes are different (but within the stopping power uncertainties).
GATE and

TPS specificities. The pencil beam
5 dose calculation algorithm implemented in XiO for PBS treatments is detailed in Soukup et al (2005) and Fippel and Soukup (2004) , but a short summary is proposed in this subsection. A fit based on the ICRU'46, ICRU'49 and the computer tool PSTAR material data allows one to determine energy-dependent relative mass stopping powers as a function of material density (Fippel and Soukup 2004) . Relative mass stopping powers allow scaling measured depth-dose profiles according to the radiological depth, as defined in Soukup et al (2005) . Scaling methods used in TPSs provide water equivalent doses, as discussed in section 2.1. The multiple Coulomb scattering algorithm is based on the Rossi formula and allows computing the mean characteristic scattering angle (Gaussian standard deviation) (Soukup et al 2005) . In addition to the initial primary pencil beam, the dose contribution from nuclear products is accounted for by means of a secondary nuclear pencil beam (Soukup et al 2005) . Its contribution is described by a specific variance, which depends on the energy, spot size and radiological depth. It was modeled based on GEANT4 simulations. Spots are initially described via their energy, position, size, divergence and direction. They are considered to be elliptical Gaussians, with different parameters along the two lateral axes (Soukup et al 2005) . The number of sub-spots (N) used in the implemented pencil beam algorithm is defined by the precision parameter (n), which varies between 0 and 5. The precisions n = 0, n = 3 and n = 5 correspond to numbers of sub-spots N = 1, N = 49 and N = 121, respectively. The larger the number of sub-spots, the better the heterogeneities can be accounted for (Soukup et al 2005) . For homogeneous phantoms or heterogeneous sandwich configurations with slabs set perpendicularly to the beam axis, the precision parameter has no effect. In contrast, the precision parameter plays a major role when heterogeneities are adjacent to the beam axis. Unless otherwise specified, a precision n = 0, which corresponds to a pencil beam algorithm with a single ray tracing on the central axis was used by default. For heterogeneous geometries, different n values were tested. In addition to the CT matrix, a calculation grid with a user-defined resolution is created by re-sampling the CT matrix. The dose contribution from every pencil beam reaching a voxel is integrated over the entire voxel.
Monte Carlo code specificities.
The GEANT4-based GATE Monte Carlo code allows for detailed simulations of particle interactions in matter (Apostolakis et al 2009) . Details about the GEANT4 physics implementation are provided in Geant4 Collaboration (2009). The physics models and parameters selected for our application have been presented in Grevillot et al (2010) and the beam model of the IBA system has been presented in Grevillot et al (2011b) . The overall description is briefly summarized in this subsection. The energy loss of protons and secondary ions is based on the Bethe-Bloch equation, except below 2 MeV, where parameterized data are used (Geant4 Collaboration 2009). Secondary particles, such as electrons, positrons and photons, are produced only if their range 6 is larger than 1 mm and then tracked until they do not have any kinetic energy left (Grevillot et al 2010) . The multiple Coulomb scattering algorithm implemented is based on the Lewis theory (Geant4 Collaboration 2009). It is a class II condensed algorithm, in which the global effect (lateral displacement, energy loss and secondary particle production) is computed at the end of a track segment. Non-elastic and elastic nuclear interactions are simulated in detail. The non-elastic nuclear model used is based on a compound nucleus theory with a pre-equilibrium stage. Pre-equilibrium and further equilibrium stages allow for producing and tracking charged and neutral secondaries. The beam model accounts for beam size, divergence and emittance parameters, with different values in each lateral direction, as described by Grevillot et al (2011b) . The CT matrix is used as it is for particle-interaction simulation and the corresponding dose depositions are scored within a scoring grid with a resolution defined by the user. Dose contributions from each particle reaching a voxel are integrated over the entire voxel.
Detailed comparison method of GATE and XiO dose calculations
2.3.1. Stopping powers. Relative mass stopping powers calculated with XiO and GATE were compared at 100 MeV, using a set of materials within the density interval [0.0012, 1.96] (HU [−1000, +1600]). GATE stopping powers were calculated using the newly released EmCalculatorActor tool from GATE V6.1, which is based on the G4EmCalculator class from GEANT4 and allows extracting specific properties of all materials involved in a simulation.
Pristine Bragg peaks in homogeneous media.
First, we compared pristine Bragg peaks obtained with GATE and XiO in water for three clinical ranges: 28.0, 18.0 and 7.7 g cm −2 . Second, we compared pristine Bragg peaks obtained with GATE and XiO in five different media with mass densities of 0.9, 1.0, 1.2, 1.5 and 1.8 g cm −3 , using a fixed beam energy corresponding to a range of 25.0 g cm −2 in water. Note that when defining a treatment plan, each beam is referred to by its range in water (in g cm −2 ). Water was defined in XiO by forcing the density of the phantom to unity. The water phantom surface was positioned at the isocenter. The resolution of the calculation grid was set to 2 mm in XiO and reproduced as such in GATE. Integral depth-dose and transverse profiles at three depths were extracted from the 3D dose maps. We evaluated the physical and clinical ranges, as well as the mean point-to-point dose differences between GATE and XiO. Depth-dose and transverse profiles were normalized relative to the integral dose. Transverse profiles were fitted with Gaussian functions in order to extract the standard deviations. Maximum spot sizes were evaluated at a depth corresponding to 98% of the proton physical range. The method used for such comparisons was presented by Grevillot et al (2010 Grevillot et al ( , 2011b .
Beam models validation in homogeneous media.
The beam model implemented in GATE has already been partially validated in a previous study (Grevillot et al 2011b) . Similar tests have been also performed at IBA to validate the beam model implemented in XiO. In this section, additional comparisons including measurements as well as XiO and GATE calculations in a homogeneous phantom are proposed. A test treatment plan was generated with XiO in a water-equivalent phantom of 30 × 30 × 32 cm 3 . The treatment plan was made up of a single field composed of seven iso-energy layers modulated between 27 and 32 cm, with 1924 spots and a spot iso-spacing of 5 mm. The isocenter was set at 30 cm depth. The modulated region had a triangular shape with a homogeneous dose distribution as shown in figure 2. The phantom was made up of water equivalent RW3 slabs of 0.5-1 cm thickness, with a density of 1.045 g cm −3 (Solid Phantom SP34 R , IBA-Dosimetry). The CT images of the phantom were acquired and used for the dose calculation. The I'mRT MatriXX R tool (IBA-Dosimetry) was used for the measurements. This tool consists of a 2D matrix of 1020 ionization chambers with an active volume of 0.08 cm 3 for each chamber and a resolution of 7.62 mm between two measuring points. Measurements were carried out at 5.0, 14.0, 20.0, 27.2, 28.7 and 30.2 cm depths, by placing the MatriXX tool below the appropriate quantity of SP34 and by virtually reproducing the original setup. A 3D dose distribution was computed with the TPS using a 4 mm calculation grid resolution. 2D maps corresponding to the measurement depths were obtained using interpolation with a 1 mm resolution. The treatment plan and CT images exported from XiO were used for the Monte Carlo simulation, using the same scoring grid resolution. Details about CT images and PBS treatment plan integration in GATE can be found elsewhere (Jan et al 2011 , Grevillot et al 2011b . Additional 2D dose maps with a 2 × 2 × 2 mm 3 dosel (dose scoring voxel) resolution were scored in GATE at different depths in the phantom, for further comparisons with measurements and XiO. GATE and XiO dose maps were rescaled according to two normalization factors. Each factor was determined according to integral dose ratios calculated at 14 cm depth between measurement and calculations. At the time of this experiment, the CT calibration curve implemented in XiO was different from the one presented in section 2.2.1. Unfortunately, XiO does not allow recomputing dose distributions using a new calibration curve without re-optimizing the plan. We assumed that the only significant effect of using a different calibration curve is a shift of the dose distribution in depth (along the beam axis). This effect was partly compensated by comparing dose distributions at equivalent relative depths z eq = z/r 0 , with z eq being a fraction of the beam range r 0 , at depth z. The main interest of this experiment was the evaluation of the 2D transverse dose distributions, based on gamma indices. Gamma indices were evaluated for all points receiving more than 0.2% of the maximum dose and compared between XiO, GATE and the measurements, using the OmniPro-I'mRT R software (IBA Dosimetry).
Pristine Bragg peaks in heterogeneous media.
We compared GATE and XiO pristine Bragg peaks in heterogeneous configurations using sandwich phantoms. We differentiated transverse sandwich configurations, in which stacks of materials are placed perpendicularly to the beam axis, from longitudinal sandwich configurations, in which material interfaces are parallel to the beam axis, as illustrated in figure 3. For these tests, 2 mm scoring grid resolutions were selected. We used two transverse sandwich phantoms ( figure 3(a) ). The first sandwich configuration was designed with small density variations, using four different media with densities of 1.08, 0.94, 1.09 and 1.22 g cm −3 . Thicknesses were 40, 5, 70 and 85 mm, respectively. We used a 18 g cm −2 proton beam (range in water). The second sandwich configuration was made up of six media, with densities of 1.09 (skin), 1.25 (sternum), 0.26 (lung), 1.00 (soft tissue), 1.90 (cortical bone) and 1.00 (soft tissue). Thicknesses were 10, 20, 50, 35, 10 and 20 mm, respectively. This second test case was designed to evaluate maximum D w /D m variations for the different human tissues. We used a 10 g cm −2 proton beam. One longitudinal sandwich phantom was designed using a setup inspired from Soukup et al (2005) . The phantom consisted of a 2 cm interface of adjacent bone (d = 1.9) and lung transverse sandwich longitudinal sandwich Transverse plan Sagittal plan Coronal plan (d = 0.26), parallel to the beam axis ( figure 3(b) ). A 25 g cm −2 pencil beam was used. In this test case, the precision parameter from XiO played an important role, as it determined the accuracy of the calculation algorithm in order to account for heterogeneities set parallel to the beam axis. Therefore, three levels of precision were tested: n = 0 (simple ray tracing), n = 3 (49 sub-spots) and n = 5 (121 sub-spots). In addition to the precision parameter, the sensitivity of the dose calculation to the scoring grid position was tested by shifting the calculation matrix perpendicularly to the beam axis.
Application to a prostate cancer treatment plan
We completed this study by evaluating dose distributions for a prostate treatment plan. CT images and structures were provided by Elekta. The gross tumor volume (GTV) corresponded to the prostate and the planned target volume (PTV) was defined as the volume enclosing the prostate and the seminal vesicle. A dose of 80 Gy was planned in the PTV using two laterally opposed fields. Maximum dose and dose-volume constraints were defined prior to the optimization for the following organs at risk (OARs): femurs (left and right), rectum and bladder. Each field was optimized separately, in order to deliver a homogeneous dose to the tumor (figure 4), using the so-called single-field uniform dose optimization technique (Lomax 1999) .
A dose scoring grid resolution of 2 mm was used in XiO and reproduced in the GATE simulation. The simulation was run on the EGEE grid (Camarasu-Pop et al 2010) and very small statistical fluctuations were achieved: below 0.5% (standard deviation) in high-dose regions. Comparisons were carried out using a relative dose rather than the absolute dose, because the TPS was not calibrated for absolute dosimetry. Simulated dose distributions were normalized relative to the XiO integral dose. We evaluated the influence of the XiO precision parameter using three different values: n = 0, n = 3 and n = 5. The influence of the dose to medium and dose to water computations with GATE were also investigated. The ARTIVIEW software (AQUILAB) was used to compare the different dose matrices and to extract various clinical data:
• dose-volume histograms (DVHs), • iso-dose volume index (for instance, the iso-dose volume index V 20 corresponds to the fraction of the organ volume receiving at least 20% of the prescribed dose), • near maximum dose (D nMax ): maximum dose received by 2% of an organ, • average dose (D av ), • near minimum dose (D nMin ): minimum dose received by 98% of an organ.
Comparisons were performed for each lateral field separately and for the complete treatment plan.
Results
Stopping power differences between GATE and XiO
Relative mass stopping powers calculated with XiO are lower than with GATE (table 1), except for mass densities within the interval [0.5, 0.9], for which larger discrepancies are observed. If we neglect the interval [0.5, 0.9], relative mass stopping powers calculated with XiO are systematically lower than with GATE, which could be partly explained by a lower water stopping power in GATE than in XiO. In ICRU'49 (ICRU 1993), stopping powers are stated to be accurate to within 1-2% for elements and 1-4% for compounds; therefore, the differences observed between XiO and GATE are acceptable. For a mass density of 1.00 g cm −3 , the relative stopping power calculated in XiO is 1.00, because the corresponding material is water. In GATE, a human tissue composition different from water is defined (section 2.2.1), for which the relative stopping power is not 1.00, but 1.02.
Evaluation of pristine peaks in homogeneous media
Pristine Bragg peaks in water.
GATE ranges are systematically larger than XiO ranges by about 0.5-0.6% (table 2), confirming the previous hypothesis of lower water stopping power in GATE than in XiO (section 3.1). Mean point-to-point dose differences are less than 2%. Transverse profiles computed at the isocenter were compared to the beam data library measurements of the system. Spot sizes (standard deviation) at the isocenter calculated with GATE and XiO agreed with measurements within 0.1 mm in the x-and y-directions for the three energies tested. Transverse dose profile standard deviations computed with GATE and XiO at 40%, 90% and 98% of the Bragg peak physical range were in agreement with less than 0.2 mm difference. Depth-dose and transverse profiles computed for the 28 g cm −2 beam are illustrated in figure 5. Differences on the Bragg peak shapes (figure 5(a)) can be due to different initial energy spread and to the energy straggling model in GEANT4. They are consistent with relative stopping power differences (table 1) , when taking into account the difference in water stopping powers between XiO and GATE of 0.5% (table 2) . However, at this energy, this led to range differences of 3.7 mm (1.5%) and 9.6 mm (3.5%) for human tissues having mass densities of 1.00 and 0.90 g cm −3 , respectively. Obviously, the differences shown are the largest possible for a single tissue. Such range differences are very unlikely to happen in a human body, which is made up of numerous tissues. At the phantom entrance, the spot sizes are in reasonable agreement, with less than 0.2 mm variations. Maximum spot size discrepancies in the Bragg peak can be attributed to range differences, the use of different multiple Coulomb scattering algorithms and the differences in the beam models.
Validation of the GATE and XiO beam models against measurements
Gamma index comparisons with measurements using GATE and XiO are satisfactory, with more than 96% of the points passing the test with a 3%/3 mm criterion (table 4), therefore validating both calculation tools. More than 95% of the points passed the gamma comparison
x-directio y n -direction Figure 6 . Transverse profile comparisons between measurements, GATE and XiO calculations in x-and y-directions for three depths.
between GATE and XiO using a 2%/2 mm criterion. XiO seems to agree slightly better than GATE with measurements, except for the 2D dose map at 30.2 cm depth. However, due to statistical fluctuations of about 1% and the fact that comparisons were performed at relative depths, the differences observed can be disregarded. A sample of transverse dose profiles is presented in figure 6 .
Evaluation of pristine peaks in heterogeneous media
Pristine Bragg peaks in transverse sandwich configurations.
In the first sandwich ( figure 7(a) ), the range computed by XiO was 2 mm (1.1%) larger than with GATE. In the media with densities of 0.94 and 1.22 g cm −3 , dose differences of −3% and +2%, respectively, are seen between the dose to water and the dose to medium calculated by GATE. These differences can be explained using water to medium mass stopping power ratios, corresponding to the inverse of column 3 from table 1. In the second sandwich ( figure 7(b) ), no significant range differences were noted. The largest difference arises in the high-density bony structure, with a D w /D m value of approximately 1.12. In contrast, in the low-density lung structure, D w /D m = 1.00. Water to medium dose differences are well marked in the second and fourth media of the first sandwich and in the second and fifth media of the second sandwich. The voxel resolution of 2 mm does not allow one to accurately calculate the dose deposition in the Bragg peak. This is more pronounced in the second phantom, where the Bragg peak stops at the distal bone/water interface, which makes the dose calculation uncertain. Mean point-to-point dose differences were lower than 2% for both sandwich configurations, when comparing GATE dose to water and XiO. Therefore, the differences between the two dose engines are clinically acceptable. Differences obtained between dose to water and dose to medium demonstrate the necessity of the conversion to evaluate TPS dose calculation algorithms with Monte Carlo codes.
Pristine Bragg peaks in longitudinal sandwich configurations.
For this test case, two peaks are expected, corresponding to the fractions of beam crossing mainly bone or lung tissues (figure 8). With the precision n = 0, only one peak is produced, because the radiological depth Figure 8 . Depth-dose profiles obtained in the longitudinal sandwich configuration, using GATE and XiO with different levels of precision. Table 5 . Differences between XiO and GATE dose to water in the longitudinal phantom configuration.
Bone peak Trough Lung peak (%) (%) (%)
is calculated through the lung tissue and the bony structure is completely neglected. Increasing the precision to n = 3 and n = 5 makes it possible to better account for the bone/lung interface and two peaks are calculated. No significant difference was shown between n = 3 and n = 5, suggesting no important improvement in the dose calculation. In such a case, Monte Carlo simulation is considered as the reference (Soukup et al 2005) and the limits of the pencil beam algorithm are pointed out. This corroborates similar studies performed by Soukup et al (2005) and Stankovskiy et al (2009) . However, the differences shown are not only due to the pencil beam algorithm. Indeed, the CT re-sampling performed by the TPS to generate the calculation grid is also responsible for part of the difference. This is illustrated in figure 8 , where the scoring grid has been shifted laterally by 1 mm (half the scoring grid resolution). With this shift, a third peak appears in between the lung and the bone peaks. It corresponds to a sampling artifact, which produced voxels of intermediate densities in between bone and lung densities. Such artifacts do not occur in our Monte Carlo implementation, because the CT image is not resampled. Differences between GATE dose to water and XiO in the 'bone peak' at 235 mm depth, in the 'lung peak' at 260 mm depth and in the 'trough' at 245 mm depth, are summarized in table 5. The tests performed in the longitudinal sandwich configuration clearly demonstrate the limits of the XiO analytical algorithms.
Evaluation of a prostate treatment plan
A detailed analysis is proposed for the right lateral field and only complementary information for the left field and for the complete treatment is presented.
3.5.1. Right lateral field. As a first verification, we evaluated the integral doses delivered along the left/right (depth-dose), anterior/posterior and head/feet axes (figure 9). These comparisons show a good overall agreement for the three axes, with a range shift of about left/right axis anterior/posterior axis head/feet axis Figure 9 . Integral dose profiles computed along the three axes using XiO (with n = 0) and GATE, for the right lateral field. In (a), dose differences within the first 20 mm are due to dose scoring artifacts in air: dose is set to 0 in XiO, but not in GATE.
2 mm (along the left/right axis), that will be analyzed later in this section. In a second step, we compared 2D dose distributions slice by slice. Some discrepancies were noted, with maximum differences visible in the CT slice 70 (figure 10). In this figure, the influence of the XiO precision parameter is evidenced: when n is increased from 0 to 5, a dose discrepancy (range shift) due to gas in the rectum becomes visible, but is less marked than with GATE. Using n = 3 produces similar iso-doses as with n = 5, suggesting no improvement on the dose calculation, as already noted in section 3.4.2. The dose difference between XiO (n = 3) and GATE is presented in figure 10 (d). It shows an over dosage of about +10 Gy at the distal edge of the SOBP, because of the larger ranges computed in XiO than in GATE, except behind the rectum, where it shows an under dosage of about −10 Gy. The differences between GATE and XiO might also be due to the CT re-sampling necessary in XiO to create the calculation grid (section 3.4.2). In a third step, we focused on 1D dose distributions parallel and perpendicular to the field axis. Range shifts of about 1% (2 mm) are observed, but they vary slightly with the tissues crossed ( figure 11(a) ). In regard to the transverse profiles, a satisfactory agreement is obtained in the central area of the tumor: the mean dose difference calculated between 47 and 147 mm for the upper curve presented in figure 11 (b) is 1.9%, with a maximum dose difference of 5% at the central point. Larger differences occur at the edge of the tumor, due to a combined effect of dose gradient and range shift. Differences between GATE dose to medium and dose to water reached 4% for some of the voxels compared. Figure 10 . 2D dose distributions from GATE and XiO using n = 0 and n = 5. The red dotted lines in (a) represent two axes used to compare 1D dose distributions between XiO and GATE in figure 11 . The dose discrepancy area due to gas in the rectum is circled in red in the GATE calculation in (c). A dose difference plot between XiO using n = 3 and GATE_water is presented in (d). For visualization purposes, a transparency scale is added to the color scale, so that dose differences close to 0 are transparent.
Left lateral field.
Similar conclusions were drawn for this field, using the same test procedure. As for the right lateral field, a dose discrepancy occurred in the rectum, with maximum differences visible in the CT slice 70 (figure 12). A smaller range difference between GATE and XiO of about 1 mm (0.5%) was noted, instead of 2 mm for the right lateral field.
Complete treatment plan.
The shorter ranges predicted by GATE for the two lateral fields led to tumor dose coverage shorter by about 1-2 mm on each side of the tumor, as illustrated in figure 13 . The dose gradient between the tumor and the healthy tissues reaches the PTV border (pink contour, figure 13 ) in the GATE calculation, but the GTV (blue contour, figure 13 ) is still correctly covered. The dose discrepancies presented for both fields are less apparent when the two fields are combined; however, they are still clearly evidenced when computing the dose difference between XiO and GATE ( figure 13(c) ). Similarly, a recent evaluation of small proton fields delivered with a passive scattering system indicated (a) (b) Figure 11 . 1D dose distributions calculated with GATE and XiO (n = 0) for the right lateral field: (a) two depth-dose profiles and (b) two transverse profiles. In figures (a) and (b) the lower curves were rescaled by a factor of 1/2 for visualization purpose. Dose distributions were extracted from different CT slices; however, the approximate positions of two axes used to compare depth-dose and transverse profiles are presented in figure 10 (a). In (a), dose differences within the first 10 mm are due to dose scoring artifacts in air, as previously explained in figure 9. discrepancies for single fields, with hot and cold spots, but it was noted that the physical limits of the pencil beam algorithm appeared to cancel out with multiple fields (Bednarz et al 2010) .
Discussion
We compared XiO and GATE DVHs for all contoured organs from the prostate treatment plan ( figure 14(a) ). The corresponding data presenting the main differences are summarized in table 6. Figure 12 . 2D dose distributions from GATE and XiO using n = 0 and n = 5. The dose discrepancy area due to gas in the rectum is circled in red in the GATE calculation in (c). A dose difference plot between XiO using n = 3 and GATE_water is presented in (d).
(a) GATE water (b) XiO n=0 (c) Xio(n=3)-GATE water Figure 13 . Close-up of the dose distributions delivered in the target with XiO and GATE, including organ contours. In (a) GATE, the distance between the prostate PTV contour (pink solid line) and the dose distal fall-off along the beam directions is shorter than in (b) XiO. (c) A dose difference plot between XiO using n = 3 and GATE_water.
(a) GATE dose to water vs. XiO (n=3) (b) GATE dose to water vs. GATE dose to medium 
Differences between dose to water and dose to medium
The main differences between dose to medium and dose to water is illustrated by a shift of the DVHs ( figure 14(b) ) for the target volumes, while only small differences are visible for the OARs. Similar effects have been presented by Paganetti (2009) . For the organs presented, Table 7 . XiO calculation times for the left lateral field. Calculations were run on a 3.6 GHz Intel Xeon bi-processor.
Resolution n = 0 n = 3 n = 5 4 mm 20 s 3 min 10 s 6 min 10 s 2 mm 2 min 50 s 14 min 30 s 25 min 30 s iso-dose volume indices are always higher by a few percents using the GATE dose to medium instead of the GATE dose to water. The largest differences occur for V 100 , with up to 24% difference in the seminal vesicle. The average, near-minimum and near-maximum doses are also higher by about 1-2% using the dose to medium, instead of the dose to water.
Differences between GATE dose to water and XiO
There were only minor differences when using different precision values with XiO, suggesting that for this patient the precision parameter has almost no influence on the clinical validation of the treatment plan. From the different results obtained, we considered the precision parameter n = 3 as a good compromise between calculation time and accuracy. The main differences between XiO and GATE dose to water occur for the PTV, for which GATE predicts lower contributions of high doses ( figure 14(a) ). Large differences also occur for V 100 in the PTV, GTV and seminal vesicle. These differences can be partly explained by the shorter ranges predicted in GATE. As the PTV is the most external volume, discrepancies also occur for its V 95 , which is about 3% lower in GATE than in XiO. It reached 94.9% in GATE and 97.8-98% in XiO, while a clinical treatment plan is generally validated for V 95 > 95%. Some slight differences can be noted in the OARs, as for instance in the bladder, for which GATE predicts lower doses.
Calculation time in XiO and GATE
The TPS calculation time is strongly related to the calculation grid resolution and to the precision parameter, as summarized in table 7 for the left field. It took 15 h with GATE/GEANT4 to recalculate the complete treatment plan on a 3.0 GHz Intel Xeon CPU, using 2 × 10 6 primary protons. The statistical uncertainty in voxels of 4 × 4 × 4 mm 3 was of about 1.8% in the PTV. The calculation time could be significantly reduced by using clusters of computers: for instance, using a 30 CPU cluster could reduce the calculation of the prostate plan down to about 30 min.
Conclusion
Active scanning is the most advanced delivery technique for proton and carbon ion therapy, but also the most challenging technique for quality assurance. The Monte Carlo simulation is currently the most accurate possibility of reviewing clinical treatment plans based on patient CT data, with an expected higher accuracy than TPSs.
In this work, we have used the open-source GATE/GEANT4 Monte Carlo simulation platform to evaluate dose distributions computed with the XiO TPS for an IBA proton PBS system. In a first step, the beam models implemented in the two dose engines were compared and found to be in satisfactory agreement. However, relative stopping powers calculated with GATE were lower than with XiO by about 1-2%, except for low density media within the density interval [0.5, 0.9], for which XiO relative stopping powers were higher by up to 3.0%. A complex treatment plan based on the CT images of a homogeneous phantom was used to validate both dose engines: more than 96% of the points passed a 3%/3 mm gamma evaluation, when comparing GATE and XiO results with measurements. More than 95% of the points passed a 2%/2 mm gamma evaluation, when comparing GATE with XiO for the same treatment plan. In a second step, pristine Bragg peak dose distributions calculated in heterogeneous configurations were compared and showed the limits of the TPS dose calculation accuracy. Differences were attributed to the pencil beam algorithm and to the CT re-sampling artifacts. The necessity of calculating dose to water with Monte Carlo simulations for TPS evaluation has also been presented. A prostate cancer treatment plan was evaluated and dose differences between TPS and Monte Carlo calculations were analyzed in detail. Dose scoring discrepancies due to heterogeneities (gas in the rectum of the patient) were evidenced. Range differences were of about 0.5-1% (1-2 mm). DVHs were evaluated for the various organs and discrepancies were partly attributed to the stopping power differences.
At this stage, a detailed validation phase of the platform is necessary. It should include simple and complex treatment plans, heterogeneous phantoms and absolute dosimetry. This work is the first study demonstrating the capabilities of GATE to evaluate clinical treatment plans for proton active scanning delivery. The GATE platform can therefore contribute to the evaluation, benchmarking and improvement of TPS dose calculation algorithms in hadron therapy. It is also a convenient tool for imaging studies, such as PET, or for the investigation of new imaging modalities, such as the detection of prompt radiations (prompt gamma-rays or charged nuclear fragments) toward online treatment monitoring. The GATE possibilities foretell exciting interdisciplinary research studies in the field of particle therapy.
