Abstract-In this paper, we present a method for blind separation of co-channel BPSK signals arriving at an antenna array. This method consists of two parts: the maximum likelihood constellation estimation and assignment. We show that at high SNR, the maximum likelihood constellation estimation is well approximated by the smallest distance clustering algorithm, which we proposed earlier on heuristic grounds. We observe that both these methods for estimating the constellation vectors perform very well at high SNR and nearly attain Cramér-Rao bounds. Using this fact and noting that the assignment algorithm causes negligble error at high SNR, we derive upper bounds on the probability of bit error for the above method at high SNR. These upper bounds fall very rapidly with increasing SNR, showing that our constellation estimation-assignment approach is very efficient. Simulation results are given to demonstrate the usefulness of the bounds.
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I. INTRODUCTION
C APACITY improvement of wireless communication systems is a very important area of current research. The goal is to increase the number of users supported by the system per unit bandwidth alloted. One important way of achieving this improvement is to use multiple antennas backed by intelligent signal processing [2] . In this paper, we focus on a specific uplink capacity improvement scheme and analyze its performance.
Recently, we have proposed a method [1] for blind separation of co-channel users' signals arriving at an antenna array. This method is based on clustering and assignment. The clustering algorithm in [1] is self starting, uses each data vector only once and works very well at moderately high SNR. However, its degradation with increasing level of noise is not graceful. In this paper, we present the maximum likelihood method of estimating the constellation points that, together with the assignment algorithm of [1] , gives a blind separation method. We then show that at high SNR, with suitable initialization, it is approximated well by the clustering algorithm given in [1] . We will refer to the clustering algorithm in [1] as smallest distance clustering from now on. Using Manuscript received July 26, 1995; revised December 20, 1996. The associate editor coordinating the review of this paper and approving it for publication was Dr. Petar M. Djuric.
A (6) where (7) Observe that is dependent on all the 's. In addition, note that Equation (6) resembles a fixed-point equation. An iterative form for the solution of these equations is given by (8) where denotes the iteration number. The statistical properties of the solution will have a dependence on the statistics of , particularly on the noise variance
The numerical solution to this equation has been discussed in the literature [6] , but it does not deal with certain issues of interest to us. For , let
That is, is the set of all points in closer to than to other 's. The 's are disjoint sets that are also the Bayesian decision regions for the classification of the vectors [10] . Let denote the indicator function of for otherwise.
As (i.e., at high SNR), for
Thus if otherwise. Hence (12) Using the above approximation in conjunction with (6), we get (13) The denominator is the number of vectors that fall in , where
Hence, is the average of the 's that fall in This shows that at high SNR, the ML solution induces a partition of the data, and each of the 's is the mean of the data vectors in a particular Although this relation gives us some insight into the nature of the solution to (6) at high SNR, it does not tell us how to obtain the solution.
Some general properties of ML solutions hold for this problem as well. It has been shown [5] that the estimates of the 's are asymptotically consistent. That is, the set of 's converges to the set of 's almost surely as the data size tends to infinity.
The numerical solution of (6) as a fixed-point iteration requires good starting estimates. We can get these starting estimates by the SD clustering algorithm. Other methods for starting have also been suggested [7] . Although the iterative method (8) suffers from wrong convergence problems at low SNR, these problems reduce substantially as the SNR increases.
Once the 's are estimated, the transmitted bits are determined using the assignment algorithm as described in [1] . The set of bits corresponding to a particular instant will be the -tuple corresponding to the nearest the snapshot vector at that instant.
A. Approximation at High SNR
The ML estimate is dependent on the number of sample vectors This can be explicitly incorporated into the notation of (6) 
From (12), (13), and (15) and is the number of that belong to , where the superscript indicates that the set is based on Hence otherwise.
(17) This is exactly the "then" part of step 2 of the SD clustering algorithm [1] . It should be noted that the "else" part of the algorithm is used for suitable initialization and correction of possible earlier errors in allotting vectors to different clusters. With increasing , the "then" part of the loop is executed with increasingly greater frequency. Thus, the SD clustering algorithm [1] is a good recursive approximation to the ML estimation at high SNR.
The Cramér-Rao bound for the estimate of a parameter occurring in a density function gives the smallest possible variance of any unbiased estimate for that parameter. The covariance matrix of the estimates is lower bounded by the inverse of the Fisher information matrix , which can be approximated using (10) and (12) 
III. UPPER BOUND ON THE BIT ERROR PROBABILITY
With the results developed above, we can now derive expressions for upper bounds for probability of error at high SNR for the scheme presented in the previous section. As the error introduced by the assignment algorithm is negligible, all the errors are contributed by the estimation step. In the argument given below, we upper bound the probability of snapshot error for reasonably large and high SNR's. The total probability of bit error for all the users is, at most, times this value. We can show that [8] , [9] (20)
where is the area under the tail of the Gaussian density function. Using this, error can be bounded as error (21) However, the problem here is one of blind separation. Therefore, the 's are not known and need to be estimated. Assuming that the estimation technique is good and attains the CR bound very nearly, the additional error because of "blindness" can now be obtained.
In the ML estimation, the 's can be assumed distributed Gaussian with mean and variance per component The probability of error in the "blind separation" case can be expressed as error (22) Combining (19) and (22) error error The separator between the regions and is the hyperplane orthogonal to Fig. 1 refers to this as the actual separator. Similarly, the hyperplane that separates and is referred to as the estimated separator in Fig. 1 . is now the probability of that region sandwiched between these two hyperplanes and marked This has to be calculated using the Gaussian density with mean and covariance If and are , which is true at high SNR, this probability will be approximately 2 An upper bound on the integral of pdf over Relative probability of in
Hence (28) where is the angle 3 between the vectors and The angle is a random variable that depends on and However, its expected value can be calculated by (29), shown at the bottom of the page. This uses the fact that is small compared with since the variances of the estimates of the components of are small, and for such Hence Since the total expected bit error rate is at most times the probability of snapshot error, we have (33) Since SD clustering algorithm performs very much like ML estimation at high SNR, this upper bound holds for the method of [1] as well at high SNR's.
One can replace the ML estimation by any other procedure that nearly attains the CR bounds for the estimation error in the 's, and the above upper bound on the probability of bit error will still hold for that procedure.
IV. SIMULATION RESULTS
In our simulations, we used a uniform linear array (ULA) of five elements spaced apart and assumed three users located at and , respectively, from the array broadside, which emit co-channel BPSK signals. The signal powers arriving at the array were assumed to be 1. The noise variance was varied to give the desired SNR [which we define as ] over the required range. In the ML estimation case, we initialized the iteration (8) with the output of the SD clustering algorithm [1] . Fig. 2 shows the performance of the SD clustering and the ML estimation methods as compared with the theoretical upper bound given by (33). It is seen that as SNR increases, the total expected bit error rate for both SD clustering assignment and ML estimation assignment methods fall rapidly to values below the upper bound. In addition, they perform nearly the same at higher SNR's. The upper bound falls rapidly with the SNR, dropping nearly an order of magnitude with every decibel increase in the SNR. In the simulations, we used 200 snapshots in every trial and averaged the results over 500 trials.
We note from Fig. 2 that violations of the upper bound occur at lower SNR's. This is because the theoretical limit has been derived assuming good behavior of the estimators, which is true only at high SNR's. Further, the SD clustering algorithm gives large errors because of its sensitivity to outliers at these lower SNR's. On the other hand, the ML method does not converge to correct values at lower SNR because of lack of suitable starting values. However, with better initialization, the ML method gives more accurate estimates. This may be seen from the results of the last two rows of Table I , which show the sample variance of vectors for the ML estimation method initialized with the output of the SD clustering and the same method initialized with the actual vectors. The sample variance is given by Sample variance
where On the other hand, the SD clustering shows slower improvement with increasing This is because bad initialization matters less for the convergence of ML iterations (8) when more data is present. However, SD clustering is a single-shot algorithm, and improvement with increasing is only because of more averaging done to get the cluster vectors.
V. CONCLUSION
In this paper, we have presented a method for blind separation of BPSK signals arriving at an antenna array, explored its relationship to an earlier method, and derived upper bounds on the bit error probability assuming high SNR. This upper bound falls rapidly with increasing SNR. The methods proposed here can be used to increase the uplink capacity of a narrowband digital cellular communication system. The methods consist of two parts: constellation estimation and assignment. The constellation estimation part of the methods can be easily extended to other digital modulation schemes. However, the assignment part is specific to BPSK since it exploits the structure of the BPSK signals. Reference [4] presents the assignment algorithm for M-ary PSK signals.
