Abstract. Let m(ξ, η) be a bounded continuous function in IR × IR, 0 < p i , q i < ∞ for i = 1, 2 and 0 < p 3 , q 3 ≤ ∞ where 1/p 1 +1/p 2 = 1/p 3 . It is shown that
Introduction.
Let m(ξ 1 , ξ 2 , ..., ξ n ) be a bounded measurable function in IR n and define C m (f 1 , f 2 , ..., f n )(x) = IR nf 1 (ξ 1 )...f n (ξ n )m(ξ 1 , ξ 2 , ..., ξ n )e 2πix(ξ1+ξ2+...+ξn) dξ for Schwartz test functions f i in S for i = 1, ..., n. Given now 0 < p i ≤ ∞ for i = 1, ..., n and 1/q = 1/p 1 + 1/p 2 + ...1/p n . The function m is said to be a multilinear multiplier of strong type (p 1 , p 2 , ..., p n ) (respect. weak type (p 1 , p 2 , ..., p n )) if C m extends to a bounded bilinear operator from L p1 (IR) × ... × L pn (IR) into L q (IR) (respect. to L q,∞ (IR)). The study of such multilinear multipliers was started by R. Coifman and Y. Meyer (see [4, 5, 6] ) for smooth symbols. However, in the last years people got interested in them after the results proved by M. Lacey and C. Thiele ( [21, 22, 23] ) which establish that m(ξ, ν) = sign(ξ + αν) are multipliers of strong type (p 1 , p 2 ) for 1 < p 1 , p 2 ≤ ∞, p 3 > 2/3 and each α ∈ IR \ {0, 1}.
New results for non-smooth symbols, extending the ones given by the bilinear Hilbert transform, have been achieved by J.E. Gilbert and A.R. Nahmod (see [10, 11, 12] ) and by C. Muscalu, T. Tao and C. Thiele (see [20] ).
We refer the reader to [18, 17, 9, 13] for several results on bilinear multipliers and related topics. (defined for trigonometric polynomials f ) are uniformly bounded on L p (T) for all ε > 0 (see [8] , [29] page 264).
Although the results in the paper hold true for multilinear multipliers, for simplicity of the notation we restrict ourselves to bilinear multipliers and only state and prove the theorems in such a situation.
Let (m k,k ′ ) be a bounded sequence we use the notation
for f (t) = n∈Z Z a(n)e 2πint and g(t) = n∈Z Z b(n)e 2πint . Let 0 < p 1 , p 2 ≤ ∞ and p 3 such that 1/p 1 + 1/p 2 = 1/p 3 . We write P D t −1 m when the symbol is m(tk, tk ′ ) and say that m(tk, tk ′ ) is a bounded multiplier of strong (respect. weak) type (p 1 , p 2 ) on Z Z × Z Z if the corresponding
. In a recent paper (see [9] ) D. Fan and S. Sato have shown certain DeLeeuw type theorems for transferring multilinear operators on Lebesgue and Hardy spaces from IR n to T n . They show that the multilinear version of the transference between IR and Z Z holds true, namely that for continuous functions m(ξ, η) one has that m is a multiplier of strong (respect. weak) type (p 1 , p 2 ) on IR × IR if and only if (
The first author (see [1] ) has shown a Deleeuw type theorem to transfer bilinear multipliers from L p (IR) to bilinear multipliers acting on ℓ p (Z Z). The aim of this paper is to get an extension of those results in [9] for bilinear multipliers acting on Lorentz spaces (see [9] , Remark 3).
We shall show that if m is a bounded continuous function on
Throughout the paper |A| denotes the Lebesgue measure of A and we identify functions f on T and periodic functions on IR with period 1 defined Adknowledgement: We want to thank the referee for his or her carefull reading.
Preliminaries
Let (Ω, Σ, µ) be a σ-finite and complete measure space. Given a complexvalued measurable function f we shall denote the distribution function of f by µ f (λ) = µ(E λ ) for λ > 0 where E λ = {w ∈ Ω : |f (w)| > λ}, the nonincreasing rearrangement of f by f * (t) = inf{λ > 0 : µ f (λ) ≤ t} and f * * (t) = 
It is well known that
Here we shall use the following fact: If 0 < p, q < ∞ and f is a measurable function then
(This can be easily checked for simple functions). Let us recall some facts about these spaces. Simple functions are dense in
′ for 1 < p, q < ∞ as well. Replacing f * by f * * and putting f pq = f * * * pq then we get a functional equivalent to · * pq (for 1 < p < ∞) for which L 1,1 and
The reader is referred to [19] , [2] , [29] or [25] for the basic information on Lorentz spaces. We only condider µ to be either the Lebesgue measure on IR or the normalized Lebesge measure on T and the distribution function will be denoted m f in both cases. Definition 2.1. Let m be a bounded measurable function on IR 2 . Let 0 < p i , q i ≤ ∞ for i = 1, 2, 3. For t > 0 we define
for all trigonometric polynomials f and g.
Note that for each t > 0 we have m Dtf (λ) = tm f (λ). Hence
for 0 < p, q ≤ ∞. Now the remark follows easily from the formula
Actually we have C t = C 1 for all t > 0.
Let us start by recalling some facts to be used in the sequel.
α for some A > 0 and α > 1 thenf stands for the well-defined periodic function (see [29] , pages 250-253)
where r = log
Proof. Assume first that f has compact support. For t > 0 small enough
and
q dx x and therefore
The case q = ∞ is simpler. For the general case, take
Hence, for any m > 0, we have that
This shows that, selecting m > 1/p, we have
and thus we can write a triangular inequality to the r-power in the following way
Hence, using this triangular inequality for ||.|| r L p,q (T T) for the corresponding power r ≤ 1, according to different values of p and q, and the previous case we get the desired formula.
Proof. Using that f is periodic we get
. Lemma 2.6. Let 0 < p < ∞ and f ∈ L p,∞ (T). If ϕ ∈ S(IR) is radial and decreasing then
Proof. Note that for each ǫ > 0 and λ > 0 we have
Hence we get
. Now pass to the limit as λ goes to zero to get the result.
Lemma 2.7. Let 0 < p, q < ∞ and f ∈ L p,q (T). If ϕ ∈ S(IR) is radial and decreasing then
where C p1,p2 = (2
Using the estimate in the previous lemma we have
Now we see that for r = min(p, q) we have (4)
If q ≤ p then, for every λ, we have
which gives (4). In the case q > p we can use Minkowski and get
and (4) is proved.
Since ϕ and ϕ λ are radial and decreasing then ϕ * λ (t) = ϕ λ (2t) for t > 0 and
Hence, using that r ≤ p, we have
Finally taking limits as λ → 0 give
This gives one of the inequalities of the Lemma.
To get the other inequality, we use estimates from below to obtain
where s = max(p, q). Using now that s ≥ p, we get, arguing as above, that
where
Then proof is then completed.
In particular for p = 1 and the periodized function f = χ A where
Now we are ready to proof our main theorem. Theorem 2.9. Let m be a bounded continuous function on IR 2 . Let 0 < p i , q i < ∞ for i = 1, 2, and 0 < p 3 , q 3 ≤ ∞ where
, there exists C > 0 such that
for f, g ∈ S(IR) if and only if there exists C ′ > 0 such that
uniformly in t > 0 for all trigonometric polynomials f, g.
2 Let t > 0 and let f (x) = k1∈Z Z a k1 e 2πik1x and g(x) = k2∈Z Z b k2 e 2πik2x . Since m is continuous we can write
That is
or, in other words,
and similar formula for g ǫ . Moreover, this the convergence is uniform since
which tends to zero uniformly in x ∈ IR because the continuity of m. Thus
where f n (x) =ψ(n −1 x)f (x) and g n (x) =ψ(n −1 x)g(x) with uniform convergence and from Lemma 2.5 for k ∈ IN we also have
k ϕ L p 3 ,q 3 (IR) Combining these two facts we write
For the first sumand
where, using Lemmas 2.6 and 2.7, we know
with r i = min(p i , q i ) for i = 1, 2.
Thus
and the proof of this implication is completed. Using Poisson formula
Therefore, since m is continuous, we can write
Note that |{x ∈ IR :
Therefore, formula (1) and Fatou's lemma give
.
An application of the assumption and Lemma 2.4 lead to
This finishes the proof .
It is known that transference theorems can be extended to symbols more general than continuous (see [8] , [7] , [9] ). Actually a bounded measurable function m 1 defined on IR is called regulated if
It is pointed out in [8] (see Corollary 2.5 ) that if m 1 is regulated and φ is non-negative, symmetric, smooth with compact support and IR φ(t)dt = 1 then where ψ is non-negative symmetric, smooth and IR ψ(t)dt = 1. Indeed, given ψ take non-negative, symmetric, smooth functions φ n with compact support and IR φ n (t)dt = 1 such that lim n→∞ ||ψ − φ n || 1 = 0 and observe that for all (x, y) ∈ IR 2 .
A look at the proof of the previous theorem shows that m needs not be continuous but only G-regulated for the argument to work. Theorem 2.11. Let m be a bounded G-regulated function on IR 2 , 0 < p i , q i < ∞ for i = 1, 2 and 0 < p 3 , q 3 ≤ ∞ where 1/p 1 + 1/p 2 = 1/p 3 .
If m is a multiplier in (L p1,q1 (IR) × L p2,q2 (IR), L p3,q3 (IR)) then m restricted to Z Z 2 is a bounded multiplier in (L p1,q1 (T) × L p2,q2 (T), L p3,q3 (T)).
Now we can apply this result to transfer results for the bilinear Hilbert transform because of the following remark. 
