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PERSISTENCE PROBABILITIES FOR STATIONARY INCREMENT
PROCESSES
FRANK AURZADA, NADINE GUILLOTIN-PLANTARD, AND FRANC¸OISE PE`NE
Abstract. We study the persistence probability for processes with stationary increments. Our
results apply to a number of examples: sums of stationary correlated random variables whose
scaling limit is fractional Brownian motion; random walks in random sceneries; random processes
in Brownian scenery; and the Matheron-de Marsily model in Z2 with random orientations of
the horizontal layers. Using a new approach, strongly related to the study of the range, we
obtain an upper bound of the optimal order in general and improved lower bounds (compared
to previous literature) for many specific processes.
1. Introduction
Persistence concerns the probability that a stochastic process has a long negative excursion. In
this paper, we are concerned mainly with discrete-time processes. If Z = (Zn)n≥0 is a stochastic
process defined on a probability space (Ω,F ,P), we study the rate of decay of the probability
P (Z∗n ≤ a) , as n→ +∞, with Z∗n := max
k=1,...,n
Zk ,
for a ∈ R. In many cases of interest, the above probability decreases polynomially, i.e. as
n−θ+o(1), and it is the first goal to find the persistence exponent θ. For a recent overview on this
subject, we refer to the survey [3] and for the relevance in theoretical physics we recommend
[24, 7].
For random walks, Le´vy processes, and a number of other Markov processes, persistence
probabilities are well studied. E.g. for random walks, one can obtain the persistence probabil-
ities with the help of the more general fluctuation theory. Since [28], persistence probabilities
for intrinsically non-Markovian processes such as fractional Brownian motion are investigated.
Methods based on exponential functionals have been developed to study persistence probabili-
ties in such contexts (see e.g. [11, 12, 1]). In this paper, we present a new and simple approach
adapted to the case of processes with stationary increments. Our method, based on the study
of the expectation of the number of elements in the range, provides results in non-Markovian
contexts, and does not require the existence of exponential moments.
The purpose of this paper is to analyse the persistence probability for stationary increment
discrete time processes, i.e. processes such that for any nonnegative integer k, (Zn+k−Zk)n≥0 L=
(Zn)n≥0, where
L
= means equality in law (note that this implies that Z0 = 0). Under rather
general assumptions, we prove that
P (Z∗n ≤ a) ≈ E [Z∗n] /n as n→ +∞,
where ≈ means up to a multiplicative term in no(1) (the multiplicative term is bounded by a
constant for the upper bound and, for the lower bound, is larger than a function that is slowly
varying at infinity). We emphasize the fact that we obtain the exact order when the increments
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are bounded and that we obtain estimates even if the increments admit no exponential moment.
Further, we stress that E[Z∗n] is in many cases a well-accessible quantity. All our conditions
are formulated in terms of simple quantities of the process. Stationary increments are a feature
shared by many stochastic processes that are important in theory and applications, and we shall
treat here a number of examples.
The outline of the paper is as follows. Our main general results are stated and proved in
Section 2. These general results are then applied to the following examples: Sums of stationary
sequences and fractional Brownian motion are treated in Section 3, random walks in random
scenery in Section 4, random processes in Brownian scenery in Section 5, and the Matheron-de
Marsily model in Section 6.
2. General results for stationary increment processes
When dealing with persistence probabilities P (Z∗n ≤ a), a natural question is the choice of
the level a. In most of the cases, going from a positive level to another positive level can be
simply done by multiplying Z by some positive constant. The next technical lemma allows to
pass from a negative level to a positive one and conversely, up to a change of the multiplicative
constants in the bounds. This will be crucial as we often derive upper bounds for negative levels
and lower bounds for positive levels, which have to be brought to matching.
Lemma 1. Assume that there exists a sub-σ-algebra F0 of F such that, given F0, the increments
of Z are positively associated and that their common conditional distribution is independent of
F0. Then, for any a ≥ 0 and m > 0 such that P(Z1 ≤ −m) > 0,
P(Z∗n ≤ −m) ≤ P (Z∗n ≤ a) ≤
P(Z∗n+⌈a/m⌉+1 ≤ −m)
(P(Z1 ≤ −m))⌈a/m⌉+1
.
Note that this lemma does not allow to go from a result of the strong asymptotic form
P(Z∗n ≤ −1) ∼ pn to an analogous result for P(Z∗n ≤ 1).
2.1. Upper bounds for the persistence probability. We start with our first central result,
which is an upper bound for negative levels for centered processes, i.e. processes with zero mean.
Theorem 2. Let (Zn)n≥0 be a centered process with stationary increments. Then
∀a > 0 : P (Z∗n ≤ −a) ≤
E
[
Z∗n+1
]
an
.
When Z1 is Z-valued, a natural upper bound is provided by the number of elements Rn in
the range of Z up to time n, which is given by Rn := #{Z1, . . . , Zn} (by convention, R0 = 0).
In this context, a related quantity is P(T0 > n) with T0 := inf{n ≥ 1 : Zn = 0} the first return
time of Z to 0. Indeed
P(Z∗n ≤ −1) ≤ P(T0 > n)
and even P(Z∗n ≤ −1) = P(T0 > n)/2 if the distribution of (Zn)n is symmetric and if P(Z1 ∈
{−1, 0, 1}) = 1. Under some general assumptions, we obtain a precise estimate for the tail
distribution of T0 of the form P(T0 > n) ∼ γE[Rn]/n. Moreover, in the very particular case of
a process (Zn)n moving to the nearest neighbours on Z, Rn = Z∗n + (−Z)∗n + 1.
Theorem 3 (Integer valued processes). Let (Zn)n≥0 be a Z-valued process with stationary in-
crements. Then
P(T0 > n) ≤ E[Rn]
n
. (1)
Further,
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• if there exists y > 1 such that lim infn→+∞ E[R⌊yn⌋]E[Rn] > 1, then
lim inf
n→+∞
n
E[Rn]P(T0 > n) > 0.
• if the sequence (E[Rn])n≥1 is regularly varying with exponent γ ∈ (0, 1), then
lim
n→+∞
n
E[Rn]P(T0 > n) = γ ; (2)
• if P(Z1 ∈ {−1, 0, 1}) = 1 and if the processes (Zn)n and (−Zn)n have same distribution
and if (2) holds with γ ∈ (0, 1), then
P (Z∗n ≤ −1) =
1
2
P(T0 > n) ∼ γ E[Rn]
2n
. (3)
2.2. Lower bounds for the persistence probability. The lower bound is much more com-
plicated to establish in the general case and will require additional assumptions.
Theorem 4. Let (Zn)n≥0 be a centered process with stationary increments. Assume that there
is an ε > 0 such that
ρ := lim inf
n→+∞
E[Z∗n+⌊εn⌋]
E[Z∗n]
> 1. (4)
(i) If P(−Z1 ≤ b) = 1, then
lim inf
n→+∞
εn
E[Z∗n]
P(Z∗n < 0) ≥
ρ− 1
b
.
Assume from now on that (bn)n is a sequence of positive numbers such that
K := lim sup
n→+∞
nP(−Z1 > bn) < +∞ , (5)
and that at least one of the two following assumptions holds true:
(ii) There exists p > 1 such that
κ := lim sup
n→+∞
(E[Z∗n])
−1‖Z∗n+⌊εn⌋ − Zn+⌊εn⌋‖p < +∞ . (6)
(iii) The assumptions of Lemma 1 hold and
ρ > lim sup
n→+∞
E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)]
E[Z∗n]
. (7)
This last condition holds true if ρ > 1 + lim supn→+∞
E[max(0,Z⌊εn⌋+1)]
E[Z∗n]
.
Then there is an integer d such that
lim inf
n→+∞
nbdn
E[Z∗n]
P
(
Z∗n < 0
)
> 0 .
The additional conditions in Theorem 4 are merely technical regularity conditions. We stress
that they are easily checkable in terms of the following three accessible quantities: the asymptotic
behaviour of E[|Z∗n − Zn|p], of E[Z∗n] and the tail of Z1. In particular, (4) is satisfied (for any
ε > 0) if the sequence (E[Z∗n])n is regularly varying with positive exponent and in that case (6)
is true as soon as lim supn→+∞(E[Z∗n])−1‖Z∗n−Zn‖p < +∞ (since E[Z∗n+⌊εn⌋]/E[Z∗n] ∼ (1+ ε)α),
for some α > 0) and so as soon as lim supn→+∞(E[Z∗n])−1‖maxk=1,...,n |Zk|‖p <∞.
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Let us first prove a sufficient criterion for condition (7).
Lemma 5. Assume that ((n−αZ⌊nt⌋)t)n converges in distribution to some α-self similar process
(∆t)t with stationary increments and such that E [Z
∗
n] ∼ nαE
[
sup[0,1]∆
]
and E
[
max
(
0, Z∗⌊an⌋+1,⌊bn⌋
)]
∼
nαE
[
max(0, sup[a,b]∆)
]
for every a < b and that P
(
sup[0,1]∆ = 0
)
< P (∆1 < 0). Then there
exists an ε > 0 such that (7) holds true.
Regarding the last assumption, we remark that one may indeed have P
(
sup[0,1]∆ = 0
)
> 0
for a self-similar process with stationary increments. Take, for example, a stable subordinator
(At)t≥0 (e.g. At := inf{s > 0|Bs > t} for a Brownian motion (Bt)t) and an independent random
variable η ∈ {±1}. Then ∆t := ηAt is self-similar, has stationary increments, and satisfies
P(sup[0,1]∆ = 0) = P(η = −1) = P (∆1 < 0).
We discuss now assumption (5).
Remark 6. If E[G(max(−Z1, 0))] < ∞ for some positive strictly increasing function G, then
the Markov inequality gives
∀b > 0 : P(−Z1 > b) = P(max(−Z1, 0) > b) ≤ E[G(max(−Z1, 0))]
G(b)
.
Hence, if E[G(max(−Z1, 0))] < ∞ with e.g. G(t) = eat, G(t) = t1+a, or G(t) = eat2 for some
a > 0 then (5) holds with respectively bn = c0 log(n), bn = c0n
1
1+a , or bn = c0
√
log(n), for some
suitable c0.
In particular, if Z1 admits moments of every order, then (5) holds with bn = n
o(1). Indeed,
let us consider b˜n as the smallest b ≥ 0 such that P(−Z1 > b) ≤ 1/n, then, for every γ > 1,
P
(
−Z1 ≥ n
1
γ ‖max(−Z1, 0)‖γ
)
= P
(
(max(−Z1, 0))γ ≥ n‖max(−Z1, 0)‖γγ
) ≤ 1
n
,
due to the Markov inequality. This shows that b˜n ≤ n
1
γ ‖max(−Z1, 0)‖γ , for every γ > 1. This
implies that lim supn log b˜n/ log n ≤ 0, i.e. b˜n ≤ no(1).
Corollary 7. Let (Zn)n≥0 be a centered process with stationary increments such that P(Z1 ≥
−b) = 1 for some b > 0. Assume moreover that (E[Z∗n])n is γ-regularly varying with γ ∈ (0, 1).
Then
lim inf
n→+∞
nP(Z∗n < 0)
E[Z∗n]
≥ γ
b
.
2.3. Proofs of the general results.
Proof of Lemma 1. Let K ≥ 0 be such that Km ≥ a, so that −(K + 1)m + a ≤ −m. Let n be
a positive integer. Given F0, the increments of (Zn)n≥0 are positively associated, hence
P
(
Z∗n+K+1 ≤ −m
∣∣F0)
≥ P
(
∀k = 1, . . . ,K + 1, (Zk − Zk−1) ≤ −m, max
ℓ=K+2,...,n+K+1
(Zℓ − ZK+1) ≤ a
∣∣∣∣F0)
≥
(
K+1∏
k=1
P (Zk − Zk−1 ≤ −m| F0)
)
P
(
max
ℓ=K+2,...,n+K+1
(Zℓ − ZK+1) ≤ a
∣∣∣∣F0)
≥ (P(Z1 ≤ −m))K+1 P
(
max
ℓ=K+2,...,n+K+1
(Zℓ − ZK+1) ≤ a
∣∣∣∣F0) ,
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since the conditional distribution of Zk − Zk−1 given F0 is the distribution of Z1. So
P
(
Z∗n+K+1 ≤ −m
) ≥ (P(Z1 ≤ −m))K+1 P (Z∗n ≤ a) ,
since the increments of Z are stationary. 
Proof of Theorem 2. Up to dividing Z by a, we assume that a = 1. We set Z∗n,m := maxk=n,...,m Zk.
Since the increments of Z are stationary, we deduce that Z∗k+1,k+n−Zk has the same distribution
as Z∗n and so
nP(Z∗n ≤ −1) ≤
n∑
k=1
P(Z∗n−k+1 ≤ −1)
=
n∑
k=1
P(1 + Z∗k+1,n+1 ≤ Zk)
≤ E[#En] ,
with En := {k = 1, . . . , n : 1 + Z∗k+1,n+1 ≤ Zk}. Note that
#En ≤
∑
k∈En
(Zk − Z∗k+1,n+1) ≤
n∑
k=1
(Z∗k,n+1 − Z∗k+1,n+1) ≤ Z∗n+1 − Zn+1.
Hence
nP(Z∗n ≤ −1) ≤ E[Z∗n+1],
since E[Zn+1] = 0. 
Similar to the fact stated in Theorem 2, one can obtain the following comparable formula.
Proposition 8. Let (Zn)n≥0 be a centered process with stationary increments. Then
∀a > 0 : P
(
min
ℓ=1,...,n
|Zℓ| ≥ a
)
≤ E
[
Z∗n+1 + (−Z)∗n+1
]
+ a
an
.
Proof. By multiplying Z by a constant, one can assume w.l.o.g. that a = 1. Since Z has
stationary increments,
nP
(
min
ℓ=1,...,n
|Zℓ| ≥ 1
)
≤
n∑
k=1
P
(
min
ℓ=1,...,k
|Zℓ| ≥ 1
)
=
n∑
k=1
P
(
min
ℓ=1,...,k
|Zn−k+1+ℓ − Zn−k+1| ≥ 1
)
≤
n∑
k=1
P (∀ℓ = 1, . . . , k : ⌊Zn−k+1+ℓ⌋ 6= ⌊Zn−k+1⌋) .
Now, observing that the event {∀ℓ = 1, ..., k : ⌊Zn−k+1+ℓ⌋ 6= ⌊Zn−k+1⌋} means that n− k+1 is
the last visit time of ⌊Z⌋ to ⌊Zn−k+1⌋ up to time n+ 1, we conclude that
nP
(
min
ℓ=1,...,n
|Zℓ| ≥ 1
)
≤ E [#{⌊Z1⌋, . . . , ⌊Zn+1⌋} − 1]
≤ E
[
max
k=1,...,n+1
⌊Zk⌋ − min
k=1,...,n+1
⌊Zk⌋
]
≤ E
[
max
k=1,...,n+1
Zk − min
k=1,...,n+1
Zk + 1
]
.

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Proof of Theorem 3. Let us prove (1). Note that since (Zℓ)ℓ is Z-valued and has stationary
increments, considering the last visit times of Z up to time n, we have
E[Rn] = E [#{Z1, . . . , Zn}]
=
n−1∑
k=0
P(∀ℓ = 1, . . . , k : Zn−k+ℓ 6= Zn−k)
=
n−1∑
k=0
P(∀ℓ = 1, . . . , k : Zℓ 6= 0)
=
n−1∑
k=0
P(T0 > k) . (8)
Since (P(T0 > k))k is non increasing, for every 0 ≤ x < 1 < y, we have by (8),
E[R⌊yn⌋ −Rn]
⌊yn⌋ − n ≤ P(T0 > n) ≤
E[Rn −R⌊xn⌋]
n− ⌊xn⌋ ; (9)
from which we get (1) (by taking x = 0). If lim infn→+∞
E[R⌊yn⌋]
E[Rn] > 1, then
lim inf
n→+∞
n
E[Rn]P(T0 > n) ≥
(
lim inf
n→+∞
E[R⌊yn⌋]
E[Rn] − 1
)
1
y − 1 > 0.
Assume now that (E[Rn])n is γ-regularly varying then (9) leads to
yγ − 1
y − 1 ≤ lim infn→+∞
n
E[Rn]P(T0 > n) ≤ lim supn→+∞
n
E[Rn]P(T0 > n) ≤
1− xγ
1− x
from which (2) is deduced by letting the variables x and y converge to one.
If P(Z1 ∈ {−1, 0, 1}) = 1 and if the distribution of Z = (Zn)n is symmetric, then,
P (Z∗n ≤ −1) = P(T0 > n, Z1 < 0)
= P(T0 > n, Z1 > 0)
=
1
2
P(T0 > n).
and so relation (3) directly follows from (2).

One can also obtain results as in Theorem 3 even if (E[Z∗n])n is not necessarily regularly
varying:
Proposition 9. Let (Zn)n≥0 be a Z-valued centered process with stationary increments. If there
exists an ε > 0 such that
ρ := lim inf
n→+∞
E[Rn+⌊εn⌋]
E[Rn] > 1
then
ρ− 1
ε
≤ lim inf
n→+∞
n
E[Rn]P(T0 > n) ≤ lim supn→+∞
n
E[Rn]P(T0 > n) ≤ 1.
Proof. It suffices to put y = 1 + ε and x = 0 in (9). 
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Proof of Theorem 4. Step 1: Basic estimate. Fix ε > 0 as in the assumption. Since the incre-
ments of Z are stationary and Z0 = 0, we can deduce that
P(Z∗n < 0) = P(Z
∗
k+1,n+k < Zk) . (10)
Let Mn := #{k = 1, . . . , ⌊εn⌋ : Z∗k+1,n+⌊εn⌋ < Zk}. Observe that Mn represents the number
of records of the reversed process (Zn+⌊εn⌋−k − Zn+⌊εn⌋)k=0,...,n+⌊εn⌋ occuring during the time
interval {n, ..., n + ⌊εn⌋ − 1}. Note that
⌊εn⌋P(Z∗n < 0) ≥
⌊εn⌋∑
k=1
P
(
Z∗⌊(1+ε)n⌋−k < 0
)
=
⌊εn⌋∑
k=1
P
(
Z∗k+1,⌊(1+ε)n⌋ < Zk
)
= E [Mn] , (11)
where we used (10). We set RMn+1 := inf{k = ⌊εn⌋ + 1, . . . , n + ⌊εn⌋ : Zk > Z∗k+1,n+⌊εn⌋}
with the convention Z∗n+⌊εn⌋+1,n+⌊εn⌋ = −∞ (so that RMn+1 is well-defined and smaller than or
equal to n+ ⌊εn⌋) and
∀i = 1, . . . ,Mn : Ri := sup{k = 1, . . . , Ri+1 − 1 : Zk > Z∗k+1,n+⌊εn⌋}
= sup{k = 1, ..., Ri+1 − 1 : Zk > ZRi+1} .
Note that Ri is the i-th smallest integer k such that Zk is larger than all the following values
Zk+1, ..., Zn+⌊εn⌋. Note that ZR1 = Z∗n+⌊εn⌋ and ZRMn+1 = Z
∗
⌊εn⌋+1,n+⌊εn⌋. Hence
Z∗n+⌊εn⌋ − Z∗⌊εn⌋+1,n+⌊εn⌋ = ZR1 − ZRMn+1 =
Mn∑
i=1
(ZRi − ZRi+1)
≤
Mn∑
i=1
(ZRi − ZRi+1)
≤
(
sup
k=1,...,⌊εn⌋
(Zk − Zk+1)
)
Mn , (12)
where we used the fact that ZRi+1 ≥ ZRi+1, which comes from the definition of Ri. Observe
that (12) becomes 0 ≤ 0 if Mn = 0. Combining (11) and (12), we obtain that, for every b > 0,
⌊εn⌋P(Z∗n < 0) ≥ E[Mn]
≥ E
[
Mn1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
≥ b−1 E
[
(Z∗n+⌊εn⌋ − Z∗⌊εn⌋+1,n+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
. (13)
Moreover
E[Z∗⌊εn⌋+1,n+⌊εn⌋] = E[Z⌊εn⌋] + E[Z
∗
⌊εn⌋+1,n+⌊εn⌋ − Z⌊εn⌋] = 0 + E[Z∗n] = E[Z∗n] . (14)
Step 2: Proof of (i). If P(−Z1 ≤ b) = 1, due to (13) and to (14), we obtain
⌊εn⌋P(Z∗n < 0) ≥ E[Mn] ≥ b−1E
[
Z∗n+⌊εn⌋ − Z∗n
]
and so
lim inf
n→+∞
εn
E[Z∗n]
P(Z∗n < 0) ≥
ρ− 1
b
.
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Step 3: Proof of (ii). Due to (13), For any b > 0,
⌊εn⌋P(Z∗n < 0) ≥ b−1 E
[
((Z∗n+⌊εn⌋ − Zn+⌊εn⌋)− (Z∗⌊εn⌋+1,n+⌊εn⌋ − Zn+⌊εn⌋))1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
.
Since Z∗⌊εn⌋+1,n+⌊εn⌋ − Zn+⌊εn⌋ ≥ 0, we have
E
[(
Z∗⌊εn⌋+1,n+⌊εn⌋ − Zn+⌊εn⌋
)
1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
≤ E[Z∗⌊εn⌋+1,n+⌊εn⌋ − Zn+⌊εn⌋]
= E[Z∗⌊εn⌋+1,n+⌊εn⌋ − Z⌊εn⌋] = E[Z∗n] ,
where we used the facts that E[Zn+⌊εn⌋] = E[Z⌊εn⌋] = 0 and that Z∗⌊εn⌋+1,n+⌊εn⌋ − Z⌊εn⌋
L
= Z∗n.
Therefore, using again the fact that E[Zn+⌊εn⌋] = 0, we obtain
⌊εn⌋P(Z∗n < 0)
≥ b−1
(
E
[
(Z∗n+⌊εn⌋ − Zn+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
− E[Z∗n]
)
≥ b−1
(
E
[
Z∗n+⌊εn⌋ − Z∗n
]
− E
[
(Z∗n+⌊εn⌋ − Zn+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)>b}
])
≥ b−1
E [Z∗n+⌊εn⌋ − Z∗n]− ‖Z∗n+⌊εn⌋ − Zn+⌊εn⌋‖p
(
P
(
sup
k=1,...,⌊εn⌋
(Zk − Zk+1) > b
)) 1
q

≥ b−1
(
E
[
Z∗n+⌊εn⌋ − Z∗n
]
− ‖Z∗n+⌊εn⌋ − Zn+⌊εn⌋‖p (εnP(−Z1 > b))
1
q
)
,
with q such that 1p +
1
q = 1. Let d > 0 and K := lim supn→+∞ nP(−Z1 > bn). We obtain
lim inf
n→+∞
εn bdn
E[Z∗n]
P(Z∗n < 0) ≥ ρ− κ(εK/d)1/q − 1,
which can be made positive by an appropriate choice of d, since ρ > 1.
Step 4: Proof of (iii). Due to (13),
⌊εn⌋P(Z∗n < 0) ≥ b−1dn E
[
(max(0, Z∗n+⌊εn⌋)− |Z1| − Z∗⌊εn⌋+1,n+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤bdn}
]
.
Moreover
E
[
(|Z1|+ Z∗⌊εn⌋+1,n+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤b}
]
≤ E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|)
]
.
Therefore
⌊εn⌋P(Z∗n < 0)
≥ b−1dn
(
E
[
max(0, Z∗n+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)≤bdn}
]
− E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|
])
≥ b−1dn
(
E
[
E[max(0, Z∗n+⌊εn⌋)|F0]P
(
sup
k=1,...,⌊εn⌋
(Zk − Zk+1) ≤ bdn
∣∣∣∣∣F0
)]
−E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|
])
≥ b−1dn
(
E
[
E[max(0, Z∗n+⌊εn⌋)|F0](1− εnP(−Z1 > bdn))
]
− E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|
])
= b−1dn
(
E
[
max(0, Z∗n+⌊εn⌋)
]
(1− εnP(−Z1 > bdn))− E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|
])
≥ b−1dn
(
E
[
Z∗n+⌊εn⌋
]
(1− εnP(−Z1 > bdn))− E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)
+ |Z1|
])
,
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where we used the fact that the increments of Z are positively associated conditionally to F0,
and that their common conditional distribution is independent of F0. This leads us to
lim inf
n→+∞
εnb⌊dn⌋
E[Z∗n]
P(Z∗n < 0) ≥ ρ(1− ε
K
d
)− lim sup
n→+∞
E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)]
E[Z∗n]
,
since (4) implies that limn→+∞ E[Z∗n] = +∞. We conclude by adjusting d.
Finally, let us prove the sufficient condition. To this end we observe that
E
[
max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)]
= E
[
Z∗⌊εn⌋+1,n+⌊εn⌋
]
− E
[
min
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)]
≤ E
[
Z∗⌊εn⌋+1,n+⌊εn⌋ − Z⌊εn⌋
]
− E [min (0, Z⌊εn⌋+1)]
≤ E [Z∗n]− E
[
min
(
0, Z⌊εn⌋+1
)]
≤ E [Z∗n] + E
[
max
(
0, Z⌊εn⌋+1
)]
,
since E[Z⌊εn⌋] = 0 and since Z∗⌊εn⌋+1,n+⌊εn⌋ − Z⌊εn⌋ has the same distribution as Z∗n, and using
the fact that Z∗⌊εn⌋+1,n+⌊εn⌋ ≥ Z⌊εn⌋+1. 
Proof of Lemma 5. Observe that
lim
n→+∞
E
[
Z∗n+⌊εn⌋ −max
(
0, Z∗⌊εn⌋+1,n+⌊εn⌋
)]
E[Z∗n]
=
E[sup[0,1+ε]∆−max(0, sup[ε,1+ε]∆)]
E[sup[0,1]∆]
and that the strict positivity of this limit will ensure (7). In particular, if there exists an ε such
that
P
(
sup
[ε,1+ε]
∆ < 0, sup
[0,1+ε]
∆ > 0
)
> 0 , (15)
then (7) holds true. In order to find such an ε, we proceed as follows. Let p := P
(
sup[0,1+ε]∆ = 0
)
and p′ := P (∆1 < 0). We know that p < p′, so that 1 − p
′−p
2 ∈ (0, 1). Choose a such that
P(sup[0,1]∆ < a) > 1− p
′−p
2 , i.e.
P
(
sup
[0,1]
(∆ε+· −∆ε) < a
)
> 1− p
′ − p
2
.
Now fix ε such that P(∆ε < −a) = P(εα∆1 < −a) > p
′+p
2 , so that
p = 1− p
′ − p
2
+
p′ + p
2
− 1 < P
(
sup
[0,1]
(∆ε+· −∆ε) < a
)
+ P(∆ε < −a)− 1
≤ P
(
sup
[0,1]
(∆ε+· −∆ε) < a
)
+ P(∆ε < −a)− P
(
sup
[0,1]
(∆ε+· −∆ε) < a or ∆ε < −a
)
≤ P
(
∆ε < −a, sup
[0,1]
(∆ε+· −∆ε) < a
)
≤ P
(
sup
[ε,1+ε]
∆ < 0
)
,
which implies (15) and thus (7). 
Remark 10. It follows from our proof that, in Theorem 4-Case (ii), Conditions (5) and (6)
can be replaced by the following condition
lim sup
n→+∞
(E[Z∗n])
−1
E
[
(Z∗n+⌊εn⌋ − Zn+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)>bdn}
]
< ρ− 1, (16)
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Proof of Corollary 7. We apply (i) of Theorem 4 with any ε > 0 and ρ := (1 + ε)γ and let
ε→ 0. 
3. Sums of stationary sequences and fractional Brownian motion
Let (Xi)i≥0 be a stationary centered Gaussian sequence with variance 1 and correlations
r(j) := E[X0Xj] = E[XkXj+k] satisfying as n→ +∞,
n∑
i,j=1
r(i− j) = n2Hℓ(n), (17)
whereH ∈ (0, 1) and ℓ is a slowly varying function at infinity. We are interested in the persistence
probabilities of (Zn :=
∑n
i=1Xi)n≥0 (with the usual convention Z0 := 0). We recall that the
scaling limit of (Zn)n≥0 is the fractional Brownian motion BH with Hurst parameter H, (see
[32], [35, Theorem 4.6.1]): (
n−Hℓ(n)−1/2Z[nt]
)
t≥0
L
=⇒
n→∞ (BH(t))t≥0 , (18)
and that BH is a real centered Gaussian process with covariance function
E[BH(t)BH(s)] =
1
2
(t2H + s2H − |t− s|2H).
A sequence satisfying relation (17) is said to have long-range dependence if H > 1/2. We refer
to [30] for a recent overview of the field.
In this setup, we obtain the following theorem.
Theorem 11. Assume (Xi)i≥0 is a stationary centered Gaussian sequence such that (17) holds
with H ∈ (0, 1) and ℓ slowly varying. Then, for every a > 0 there is some constant c > 0 such
that, for every n ≥ 1,
c−1 n−(1−H)
√
ℓ(n)√
log n
≤ P (Z∗n < 0) and P (Z∗n ≤ −a) ≤ c n−(1−H)
√
ℓ(n). (19)
If moreover, infn≥1
∑n
i=1 r(i − 1) = infn≥1 E[Z1Zn] > 0, then, for every b ∈ R, there is some
constant c > 0 such that
∀n ≥ 1 : c−1n−(1−H)
√
ℓ(n)√
log n
e−c
√
logn ≤ P (Z∗n ≤ b) ≤ n−(1−H)
√
ℓ(n)ec
√
logn. (20)
If moreover the correlation function r is non-negative (which implies that H ≥ 1/2) then, for
every b ∈ R, there is some constant c > 0 such that
∀n ≥ 1 : c−1n−(1−H)
√
ℓ(n)√
log n
≤ P (Z∗n ≤ b) ≤ c n−(1−H)
√
ℓ(n). (21)
Note that, for negative b, the second inequality in (19) provides a more precise upper bound
than the one of (20) and that, for positive b, the first inequality in (19) provides a more precise
lower bound that the one of (20).
Proof of Theorem 11. Let σn := supk=1,...,n ‖Zk‖2. We set an := ‖Zn‖2 = nH
√
ℓ(n). Due to
Karamata’s characterization of slowly varying functions [18], there exist two functions ε, L0 such
that L0(∞) := limt→+∞ L0(t) exists in (0,+∞) and limt→+∞ ε(t) = 0 and such that
∀n ∈ N∗, an := L0(n)nHe
∫ n
1
ε(t)
t
dt .
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We first prove that σn ∼ an as n → +∞. Since an ≤ σn, it is enough to prove that
lim supn→+∞
σn
an
≤ 1. Given ε0 ∈ (0,H), there exists an integer k0 ≥ 1 such that
∀t ≥ k0, |ε(t)| ≤ ε0 and (1− ε0)L0(∞) ≤ L0(t) ≤ (1 + ε0)L0(∞) .
For this choice of k0 and for every n ≥ k0, we have
sup
k=k0,...,n
ak
an
≤ sup
k=k0,...,n
L0(k)
L0(n)
(
k
n
)H
e
∫ n
k
ε0
t
dt ≤ 1 + ε0
1− ε0 supk=k0,...,n
(
k
n
)H−ε0
and so
lim sup
n→+∞
σn
an
≤ lim sup
n→+∞
(
maxk=1,...,k0 ak
an
+
1 + ε0
1− ε0
)
=
1 + ε0
1− ε0 .
This inequality being true for every ε0 > 0, we conclude that lim supn→+∞
σn
an
≤ 1. and so that
σn ∼ an.
Note that, setting bn := n
He
∫ n
1
ε(t)
t
dt, there exists a c1 > 0 such that, for every positive integer
n, an ≤ σn ≤ c1bn and such that c−11 bn ≤ an for every n large enough so that an > 0. Let us
denote by Dn the Dudley integral
Dn :=
∫ σn/2
0
√
logN(n, t)dt, (22)
where N(n, t) is the smallest number of closed balls in {0, . . . , n} of radius t for the pseudo-
metric d(k, ℓ) = a|k−ℓ| which form a covering of {0, . . . , n}. Note that if c1br ≤ t for some
r ∈ {1, ..., n − 1} then, for every integer k ≥ 0, the set {k, .., k + 2r} is contained in a closed
ball of center k+ r and of radius σr ≤ t, therefore N(n, t) ≤
⌈
n+1
2r+1
⌉
≤ ⌈n/r⌉ ≤ n/r+1 ≤ 2n/r.
Further, trivially N(n, t) ≤ n + 1 for any t and N(n, t) = 1 for t > c1bn ≥ σn. Therefore, for
ϑ ∈ (0, 1), for n large enough,
Dn ≤
∫ bn/√log(n+1)
0
√
log(n+ 1) dt+
∫ c1bn
bn/
√
log(n+1)
√
logN(n, t) dt
≤ bn +
n∑
k=nϑ
∫ c1bk
c1bk−1
√
log(2n/(k − 1)) dt
= bn +
n∑
k=nϑ
c1(bk − bk−1)
√
log(2n/(k − 1)).
But, due to the form of bk,
bk−bk−1
bk
= k
H−(k−1)H
kH
+
(k−1)H
(
1−e
∫ k−1
k
ε(t)
t dt
)
kH
= O(k−1). Let υ ∈
(0,H). Therefore there exists a c2 > 0 such that
Dn ≤ bn + c2bn 1
n
n∑
k=nϑ
nbk
kbn
√
log(2n/(k − 1))
≤ bn + c2bn 1
n
n∑
k=nϑ
(k/n)H−1−υ = O(an) , (23)
for n large enough (where we used again the expression of bn). Due to [23, Corollary 2, p.181],
∀u > 0 : P
(
Z∗n > u+ 4
√
2Dn
)
≤ P(Z1 > u/σn) .
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Therefore,
E
[
sup
k=1,...,n
Z2k
]
=
∫ +∞
0
P
(
sup
k=1,...,n
|Zk|2 > u
)
du
≤ 32D2n +
∫ ∞
32D2n
P
(
sup
k=1,...,n
|Zk| >
√
u
)
du
≤ 32D2n +
∫ ∞
32D2n
(
P
(
sup
k=1,...,n
Zk >
√
u
)
+ P
(
sup
k=1,...,n
(−Zk) >
√
u
))
du
≤ 32D2n + 2
∫ ∞
4
√
2Dn
P
(
Z∗n > x
)
2xdx
= 32D2n +
∫ ∞
0
P (Z1 > u/σn) 4(4
√
2Dn + u) du
= 32D2n + σn
∫ ∞
0
P (Z1 > v) 4(4
√
2Dn + vσn) dv
≤ 32D2n + C(σnDn + σ2n) = O(a2n) ,
due to (23) and to the fact that σn ∼ an. Thus, we have proved that ‖Z∗n‖2 = O(nH
√
ℓ(n)) and
thus the uniform integrability of (Z∗n/(nH
√
ℓ(n)))n, which combined with (18) yields
1
nHℓ(n)1/2
E [Z∗n]→ E
[
sup
t∈[0,1]
BH(t)
]
∈ (0,∞).
Hence, Theorems 2 and 4-(ii) with p = 2 (observing that Z is reversible and thus that Z∗n − Zn
has the same distribution as Z∗n) and Remark 6 imply both (19) and (21) (due to Lemma 1
for (21) since in this case the increments of Z are positively correlated standard Gaussians and
thus are positively associated and have the same distributions). The fact that the lower bound
holds true for every n (up to changing the constant c) comes from the fact that P(Z∗n < m) is
decreasing in n and thus cannot be 0 due to the asymptotic lower bound.
It remains to prove (20). We are now going to use Proposition 1.6 in [2]. For this purpose,
let us denote by H the reproducing kernel Hilbert space of the process (Zk), i.e. the Hilbert
space made of elements of RN, generated by {K(n, ·), n ∈ N} together with the scalar product
given by 〈K(n, ·),K(m, ·)〉H = K(n,m), with K(n,m) := E[ZnZm]. Let a > 0. Assume that
κ := infn
∑n
i=1 r(i − 1) = infnK(1, n) > 0. Consider the function f(n) := 2aK(1, n)/κ ∈ H.
Note that f(k) ≥ 2a, k ≥ 1, and that
‖f‖2H = 〈f, f〉H =
(
2a
κ
)2
〈K(1, .),K(1, .)〉H = (2a/κ)2K(1, 1) = (2a/κ)2,
where we used K(1, 1) = E[Z21 ] = 1 by assumption. Using the last two properties and Proposi-
tion 1.6 in [2] we can conclude that
P(Z∗n ≤ −a) = P(∀k ≤ n : Zk + f(k) ≤ −a+ f(k))
≥ P(∀k ≤ n : Zk + f(k) ≤ a)
≥ P(Z∗n ≤ a) exp(−
√
2‖f‖2H log(1/P(Z∗n ≤ a))− ‖f‖2H/2) .
Inserting now the lower bound given by (19) and the value for ‖f‖H we obtain, for every
α > 1−H,
P(Z∗n ≤ −a) ≥ P(Z∗n ≤ a) exp(−a
√
8ακ−2 log n− 2a2/κ2),
for n large enough. This combined with (19) gives (20). 
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A simple example in Theorem 11 is (Zn = BH(n))n. Theorem 11 holds and gives
∀a > 0 : P
(
max
k=1,...,n
BH(k) ≤ −a
)
≤ O(n−(1−H)).
Let a > 0. When H ∈ (12 , 1), due to Lemma 1, we obtain
P
(
max
k=1,...,n
BH(k) ≤ a
)
= O(n−(1−H)),
while for H ∈ (0, 12 ) we get
P
(
max
k=1,...,n
BH(k) ≤ a
)
= O
(
n−(1−H)ec
√
logn
)
.
From these computations, we deduce an upper bound for the persistence probability of the
continuous-time fractional Brownian motion because trivially:
P
(
sup
t∈[0,T ]
BH(t) ≤ a
)
≤ P
(
max
k=1,...,⌊T ⌋
BH(k) ≤ a
)
.
We also get a lower bound, as detailed in the next result.
Theorem 12 (Fractional Brownian motion). Let H ∈ (1/2, 1). Let BH be a fractional Brownian
motion of Hurst parameter H. Then, for every a > 0, there exists a c > 0 such that
c−1T−(1−H)(log T )−
1
2H ≤ P
(
sup
t∈[0,T ]
BH(t) ≤ a
)
= O(T−(1−H)).
The lower bound holds for any H ∈ (0, 1).
This result improves some results of [28, 1] when H > 1/2. We remark that the upper bound
also holds for H < 1/2 with an additional logarithmic factor (log T )(2−H)/H+o(1), by [1], but we
do not improve this result here.
Proof of Theorem 12. It remains to prove the lower bound. Due to (19), there exists a c > 0
such that
P
(
max
k=1,...,n
BH(k) < 0
)
≥ cn
−(1−H)
√
log n
.
Let C > 0. Moreover,
max
t∈[0,n]
BH(t)− max
k=0,...,n⌊(C logn)1/(2H)⌋−1
BH(nk+1) ≤ max
k=0,...,n⌊(C logn)1/(2H)⌋−1
Ak,
with
Ak := max
s∈[nk,nk+1]
(BH(s)−BH (nk+1))
where nk :=
k
⌊(C logn)1/(2H)⌋ . Then, using the stationarity and the self-similarity of the fractional
Brownian motion,
P
(
max
k=0,...,n⌊(C logn)1/(2H)⌋−1
Ak > a
)
≤ n(C log n)1/(2H)P
(
max
t∈[0,1]
BH(tn1)−BH(n1) > a
)
≤ n(C log n)1/(2H)P
(
max
t∈[0,1]
BH(t)−BH(1) > a⌊(C log n)1/(2H)⌋H
)
≤ n(C log n)1/(2H)P
(
max
t∈[0,1]
BH(t) > a⌊(C log n)1/(2H)⌋H
)
≤ n(C log n)1/(2H)e−ba2C logn
PERSISTENCE PROBABILITIES FOR STATIONARY INCREMENT PROCESSES 14
for some constant b > 0 (see Statement 2 in [28] for instance), where we used the reversibility
of BH at the penultimate line. We choose C = C(a) large enough so that this last quantity is
in o(n−(1−H)(log n)−
1
2H ). So, using the self-similarity of BH , we obtain
P
(
max
t∈[0,n]
BH(t) ≤ a
)
≥ P
(
max
k=1,...,n⌊(C logn)1/(2H)⌋
BH
(
k
⌊(C log n)1/(2H)⌋
)
< 0
)
− o(n−(1−H)(log n)− 12H )
≥ P
(
⌊(C log n)1/2H⌋−H max
k=1,...,n⌊(C logn)1/(2H)⌋
BH(k) < 0
)
− o(n−(1−H)(log n)− 12H )
≥ P
(
max
k=1,...,n⌊(C logn)1/(2H)⌋
BH(k) < 0
)
− o(n−(1−H)(log n)− 12H )
≥ cC
H−1
2H
2
n−(1−H)(log n)−
1
2H ,
for every n large enough, due to (19). 
4. Random walks in random sceneries
Random walks in random sceneries were introduced independently by H. Kesten and F. Spitzer
[19] and by A. N. Borodin [6]. Let d be a positive integer and S = (Sn)n≥0 be a random walk in
Z
d starting at 0, i.e., S0 = 0 and Xn := Sn−Sn−1, n ≥ 1 is a sequence of i.i.d. Zd-valued random
variables. Let ξ = (ξx)x∈Zd be a field of i.i.d. one-dimensional real valued random variables
independent of S. The field ξ is called the random scenery. The random walk in random scenery
(RWRS) Z := (Zn)n≥0 is defined by setting Z0 := 0 and, for every integer n ≥ 1, Zn :=
∑n
i=1 ξSi .
We will denote by P the joint law of S and ξ. Limit theorems for RWRS have a long history, we
refer to [16] for a complete review. In particular, RWRS have stationary increments which are
positively associated conditionally to the random walk S.
We assume without any loss of generality that the support of the distribution of X1 is not
contained in a proper subgroup of Zd and that the closed subgroup generated by the support
of the distribution of ξ0 is either Z or R. We consider the case when the distribution of ξ0 is
centered and square integrable. Let W = (W (x))x∈R be a Brownian motion of variance E[ξ20 ].
When S is transient, ((n−
1
2Z[nt])t≥0)n≥1 converges in distribution in (D([0,+∞)), J1) to
(∆t := c0W (t))t≥0 for some c0 > 0 (see [6] and [19]).
When S is recurrent (which may happen for d = 1 and d = 2 only), we assume moreover that
the distribution of X1 is in the normal domain of attraction of a stable distribution of index
α ∈ [d, 2] (if d = 2, we assume that (n− 12Sn)n≥1 converges in distribution to a bidimensional
gaussian random variable).
If the walk S is recurrent and α = d, then (((n log n)−
1
2Z[nt])t≥0)n≥1 converges in distribution
in (D([0,+∞)), J1) to (∆t := c1W (t))t≥0 for some c1 > 0 (see [4]).
If S is recurrent and d = 1 < α, the following convergence holds in (D([0,+∞)), J1):(
n−
1
αS⌊nt⌋
)
t≥0
L
=⇒
n→∞ (Y (t))t≥0 ,
where Y is an α-stable Le´vy process, which is assumed to be independent of W . In this case, in
[19], Kesten and Spitzer proved the following convergence in distribution in (D([0,+∞)), J1),
(n−1+
1
2αZ[nt])t≥0
L
=⇒
n→∞
(
∆t :=
∫
R
Lt(x) dW (x)
)
t≥0
,
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where (Lt(x))x∈R,t≥0 is a continuous version with compact support (for every t) of the local time
of the process Y (see [26]).
Hence in any of the cases considered above, ((Z⌊nt⌋/an)t≥0)n≥0 converges in distribution (with
respect to the J1-metric) to some process ∆, with
an :=
 n
1− 1
2α if S is recurrent and d = 1, α ∈ (1, 2].√
n log n if S is recurrent and α = d ∈ {1, 2}.√
n if S is transient.
(24)
For every y ∈ Zd and every integer n ≥ 1, we write Nn(y) for the number of visits of the walk
S to site y before time n, i.e.
Nn(y) := #{k = 1, . . . , n : Sk = y}.
We also write Rn := #{S1, . . . , Sn} for the range of S up to time n. Note that Z can be rewritten
as follows:
Zn =
∑
y∈Zd
ξyNn(y).
In this context, we prove the following result valid under our general assumptions on the walk
S (in any dimension d and with an given by (24)).
Theorem 13 (Persistence probability for RWRS, first result).
• If ξ is Gaussian, then
∀m ∈ R, ∃c > 0, ∀n ≥ 2, c−1an/(n
√
log n) ≤ P (Z∗n ≤ m) ≤ c an/n. (25)
• Let us assume that ξ is bounded from below. Then,
– for all m ∈ R, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≤ c an/n. (26)
– for all m ≥ 0, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≥ c an/n. (27)
– for all m < 0 such that P(ξ1 ≤ m) > 0, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≥ c an/n. (28)
We first prove the following results in oder to apply our general theorems.
Proposition 14. As n tends to infinity,
∀β ∈ (1, 2), E
[
max
j=1,...,n
|Zj|β
]
= O(aβn) and limn→+∞
E [Z∗n]
an
= E
[
sup
t∈[0,1]
∆t
]
.
Proof. Due to the convergence for the J1-topology of ((a
−1
n Z⌊nt⌋)t)n≥1 to (∆t)t as n goes to
infinity, we know that (a−1n Z∗n)n≥1 converges in distribution to supt∈[0,1]∆t as n goes to infinity
(see Section 12.3 in [35]). Let us prove that (a−1n Z∗n)n≥1 is uniformly integrable. To this end we
will use the fact that, conditionally to the walk S, the increments of (Zn)n≥0 are centered and
positively associated. Due to Theorem 2.1 of [14] (applied with Φ = id, g(x) = |x|β , ck = 1,
p = 2/β), there exists some constant c˜ > 0 such that
E
[
max
j=1,...,n
|Zj |β|S
]
≤ c˜E [|Zn|2|S]β2 ,
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so, using the Ho¨lder inequality, E
[
maxj=1,...,n |Zj |β
] ≤ c˜E [|Zn|2]β2 . It remains to prove that
E[|Zn|2] = O(a2n). We observe that E
[|Zn|2] = E[ξ20 ]E[Vn], where Vn is the number of self-
intersections up to time n of the random walk S, i.e. Vn =
∑
x(Nn(x))
2 =
∑n
i,j=1 1Si=Sj .
Standard computations (see Lemma 2.3 in [4] for the case d = 2, which are exactly the same in
d = 1) give that
E[Vn] =
n∑
i,j=1
P(S|i−j| = 0) = n+ 2
n∑
k=1
(n− k)P(Sk = 0) ∼ c′(an)2
(since P(Sk = 0) ∼ c0k− dα when S is recurrent and since
∑
k P(Sk = 0) <∞ when S is transient
[31]) and the result follows. 
Proof of Theorem 13. Let us prove (25). Since the increments of Z are positively associated and
identically distributed conditionally to the random walk S, due to Lemma 1, it is enough to
prove the lower bound for the level 0 and the upper bound for the negative levels m (Remark
that here P(ξ1 ≤ m) > 0 for any m ∈ R).
Proposition 14 ensures that E[Z∗n] ∼ c˜0 an for some c˜0 > 0. Therefore Theorem 2 ensures that,
for every m > 0, P(Z∗n ≤ −m) = O(an/n).
Moreover, due to Proposition 14,
‖Z∗n − Zn‖β = O(an),
so the lower bound for the level m = 0 comes from Theorem 4-(ii) applied with p = β, together
with Remark 6.
Inequalities (26), (27) and (28) can be proved in the same way by remarking that our assumptions
on the scenery implies that there exists some m′ > 0 such that P(ξ1 < −m′) > 0. 
In the case of RWRS, the proof of Theorem 4 can be modified in order to get better lower
bounds.
Proposition 15 (Persistence probability for RWRS, general case). Let β′ > 1 be such that
E[max(0,−ξ0)β′ ] <∞. Then,
• for all m ∈ R, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≤ c an/n. (29)
• for all m ≥ 0, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≥ c
(an
n
)1+ 2
β′
. (30)
• for all m < 0 such that P(ξ1 ≤ m) > 0, there exists a c > 0 such that
∀n ≥ 1, P (Z∗n ≤ m) ≥ c
(an
n
)1+ 2
β′
. (31)
Remark 16. If ξ0 admits moments of every order then
(an/n)
1+o(1) ≤ P (Z∗n ≤ m) = O(an/n), as n→ +∞.
Indeed writing P(Z∗n ≤ m) = (an/n)ϑn , we get that for every β′ > 1,
lim sup
n→+∞
ϑn ≤ 1 + 2
β′
.
By taking β′ = 2, the conclusion of Proposition 15 becomes
∃C > 1, ∀n ≥ 1, C−1
(an
n
)2 ≤ P(Z∗n ≤ m) ≤ C ann .
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Proof of Proposition 15. We just have to prove the lower bound. It is enough to prove it for
m = 0 (due to Lemma 1). Let β ∈ (1, 2). From Ho¨lder’s inequality, we have
E
[
(Z∗n+⌊εn⌋ − Zn+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)>bdn}
]
≤ ‖Z∗n+⌊εn⌋ − Zn+⌊εn⌋‖β
(
P
(
sup
k=1,...,⌊εn⌋
(Zk − Zk+1) > bdn
))1− 1
β
.
But, setting F0 for the σ-algebra generated by S,
P
(
sup
k=1,...,⌊εn⌋
(Zk − Zk+1) > bdn
∣∣∣F0) ≤ R⌊εn⌋ P(−Z1 > bdn)
≤ R⌊εn⌋ E[max(0,−ξ0)β
′
] b−β
′
dn .
Therefore
E
[
(Z∗n+⌊εn⌋ − Zn+⌊εn⌋)1{supk=1,...,⌊εn⌋(Zk−Zk+1)>bdn}
]
≤ ‖Z∗n+⌊εn⌋ − Zn+⌊εn⌋‖β
(
E[R⌊εn⌋]E[max(0,−ξ0)β
′
] b−β
′
dn
)1− 1
β
.
Due to Proposition 14, ‖Z∗m − Zm‖β = O(am). Now we choose bn = E[R⌊εn⌋]
1
β′ and d large
enough such that
lim sup
n→+∞
(E[Z∗n])
−1
∥∥∥Z∗n+⌊εn⌋ − Zn+⌊εn⌋∥∥∥
β
(
E[R⌊εn⌋]E
[
max(0,−ξ0)β′
]
b−β
′
dn
)1− 1
β
< lim
n→+∞
E[Z∗n+⌊εn⌋ − Z∗n]
E[Z∗n]
,
and so (16) is satisfied, which implies, due to Remark 10, that lim infn→+∞ nbdnE[Z∗n]P
(
Z∗n < 0
)
> 0.
But E[Rn] ∼ c( nan )2. Indeed there exists a c1 > 0 such that E[Rn] ∼ c1n if S is transient ([31,
p. 36]), E[Rn] ∼ c1n/ log n if S is recurrent and α = d and E[Rn] ∼ c1n 1α if S is recurrent and
α > d = 1 (see [21, p. 698, 703]). Hence bn = O((
n
an
)
2
β′ ) and so lim infn→+∞
(
n
an
)1+ 2
β′
P
(
Z∗n ≤
m
)
> 0. Since P
(
Z∗n ≤ m
)
is decreasing in n, we conclude that P
(
Z∗n ≤ m
)
> 0 for every n
and we obtain the lower bound for every n. 
We are now interested in the case when the random variables ξ are Z-valued. Better estimates
can be obtained for P(T0 > n) in this context. When Z1 takes its values in Z, we define the
range Rn of the RWRS Z, i.e. the number of sites visited by Z before up to time n, by
Rn := #{Z1, . . . , Zn}.
Proposition 17. Assume that P(ξ1 ∈ Z) = 1. If S is recurrent, then
0 < lim inf
n→+∞
E[Rn]
an
≤ lim sup
n→+∞
E[Rn]
an
<∞ , (32)
0 < lim inf
n→+∞
n
an
P(T0 > n) ≤ lim sup
n→+∞
n
an
P(T0 > n) <∞ . (33)
Proof. Since Rn ≤ maxk=1,...,n Zk − mink=1,...,n Zk + 1, we already know from Proposition
14 that lim supn→+∞ E[Rn]/an < ∞. Let us prove that lim infn→+∞ E[Rn]/an > 0. Let
Nn(x) := #{k = 1, . . . , n : Zk = x}. Applying the Cauchy-Schwarz inequality to n =∑
xNn(x)1{Nn(x)>0}, we obtain
n2 ≤
∑
y
1{Nn(y)>0}
∑
x
(Nn(x))2 = Rn Vn,
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with Vn =
∑
x(Nn(x))2 =
∑n
i,j=1 1{Zi=Zj} the number of self-intersections of Z up to time n
and so using Jensen’s inequality, E[Rn]an ≥ n
2
an
E[(Vn)−1] ≥ n2anE[Vn]−1. Moreover, using the local
limit theorems for the RWRS proved in [10, Theorem 1] and in [9, Theorem 3],
E[Vn] = n+ 2
∑
1≤i<j≤n
P(Zj−i = 0) ∼ C ′n
2
an
, (34)
so lim infn→+∞
E[Rn]
an
≥ 1C′ > 0. This gives (32). Finally (33) follows from Theorem 3.

In the particular case where P(ξ0 ∈ {−1, 0, 1}) = 1, we obtain a precise estimate (as a
consequence of the two last items of Theorem 3).
Theorem 18. Assume that P(ξ1 ∈ {−1, 0, 1}) = 1, then
Rn
an
L−→ sup
t∈[0,1]
∆t − inf
t∈[0,1]
∆t and lim
n→+∞
E[Rn]
an
= 2E
[
sup
t∈[0,1]
∆t
]
, (35)
P(Z∗n ≤ −1) =
1
2
P(T0 > n) ∼ γan
n
E
[
sup
t∈[0,1]
∆t
]
, (36)
where γ = 1− 12α when d = 1 < α and γ = 1/2 otherwise.
Proof. Since P(ξ1 ∈ {−1, 0, 1}) = 1, Rn = Z∗n − (−Z)∗n + 1. We deduce from Proposition 14
the convergence of (E[Rn]/an)n≥0. The convergence in distribution of (Rn/an)n≥0 comes from
the convergence in distribution of (Z⌊n·⌋/an)n for the J1-metric. The last part of Theorem 18
follows from (35) and from the last item of Theorem 3 since (an)n≥0 is regularly varying with
exponent γ where γ = 1 − 12α when S is recurrent and d = 1 < α and γ = 1/2 otherwise, and
since Z has the same distribution as −Z. 
Remark 19. It is worth noticing that the techniques we used in this section can be applied to
more general RWRS, for instance to RWRS studied in [34].
5. Random process in Brownian scenery
Let us consider generalizations of the Kesten-Spitzer process (∆t)t≥0 introduced in the previ-
ous section. LetW = {W (x);x ∈ R} be a two-sided real Brownian motion and Y = {Y (t); t ≥ 0}
be a real-valued self-similar process of index γ ∈ (0, 2) with stationary increments. We assume
that there exists a continuous version {Lt(x);x ∈ R, t ≥ 0} of the local time of Y . The processes
W and Y are defined on the same probability space and are assumed to be independent. We
consider the random process in Brownian scenery {∆t; t ≥ 0} defined as
∆t =
∫
R
Lt(x) dW (x).
The process ∆ is itself a self-similar process of index h with stationary increments, with
h := 1− γ
2
.
Let V1 :=
∫
L21(x) dx be the self-intersection local time of Y . Given Y , ∆1 has centered Gaussian
distribution with variance V1. The following assumption is made on the random variable V1.
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(H1): There exist a real number α > 1, and positive constants C, c such that for any
x ≥ 0,
P
(
V1 ≥ x
)
≤ C exp(−cxα).
In [12], examples of processes Y satisfying the above assumptions are given: stable Le´vy process
with index δ ∈ (1, 2] (it satisfies (H1) with α = δ, see Lemma 2.2 in [12]), the fractional Brownian
motion with index H ∈ (0, 1) (it satisfies (H1) with α = 1H , see Lemma 2.3 in [12]) and the
iterated Brownian motion which satisfies assumption (H1) with α = 43 (see Lemma 2.4 in [12]).
Our main result of this section is the following one.
Theorem 20. Let a > 0. Assume (H1) and that there exists a ca > 0 such that, for every
n ≥ 1,
P
(
∆1 ≤ −2a, max
k=1,...,n
(∆k+1 −∆1) ≤ a
)
≥ caP
(
max
k=1,...,n
(∆k+1 −∆1) ≤ a
)
. (37)
Then, there exists a constant c > 0, such that for large enough T ,
c−1 T−
γ
2 (lnT )−
1
2−γ
(1+ 1
α
) ≤ P
(
sup
t∈[0,T ]
∆t ≤ a
)
≤ cT− γ2 . (38)
Note that P
(
supt∈[0,T ]∆t < 0
)
= 0.
Let us notice that ∆ satisfies (37) in the particular case where Y is a stable Le´vy process
(see Proposition 3.1 in [20]). Before proving Theorem 20, let us state a preliminary result.
Up to enlarging the probability space, we consider a process Y˜ , independent of W , such that,
for every T > 0, (Y˜t)t∈[0,T ] has the same distribution as (YT−t − YT )t∈[0,T ] (this is possible,
due to the Kolmogorov theorem, since, for every 0 < T < T ′, (YT−t − YT )t∈[0,T ] and (YT ′−t −
YT ′ = YT−t+(T ′−T ) − YT+(T ′−T ))t∈[0,T ] have the same distribution since the increments of Y are
stationary).
Lemma 21. For every T > 0, The process (∆T−t − ∆T )t∈[0,T ] has the same distribution as(
∆˜t :=
∫
R
L˜t(x) dW (x)
)
t∈[0,T ]
with L˜ the local time of Y˜ .
Moreover V˜1 :=
∫
R
L˜21(x) dx has the same distribution as V1.
Proof. Observe first that∫
[0,t]
f(YT−s − YT ) ds =
∫
[T−t,T ]
f(Yu − YT ) du
=
∫
[0,T ]
f(Yu − YT ) du−
∫
[0,T−t]
f(Yu − YT ) du
=
∫
R
f(x− YT )LT (x) dx−
∫
R
f(x− YT )LT−t(x) dx
=
∫
R
f(y)LT (YT + y) dy −
∫
R
f(y)LT−t(YT + y) dy
=
∫
R
f(y) (LT (YT + y)− LT−t(YT + y)) dy .
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Therefore the local time L(T ) of (YT−t−YT )t∈[0,T ] is given by L(T )t (x) = LT (YT+x)−LT−t(YT+x)
and so
∆T−t −∆T =
∫
R
(LT−t(x)− LT (x)) dW (x)
= −
∫
R
L
(T )
t (x− YT ) dW (x)
=
∫
R
L
(T )
t (y) dW
′(y) ,
with W ′(y) := W (YT )−W (YT + y). But (L(T )t (x),W ′(x))t∈[0,T ], x∈R has the same distribution
as (L˜t(x),W (x))t∈[0,T ], x∈R. This ends the proof of the first point.
For the second point, we observe that V˜1 :=
∫
R
L˜21(x) dx has the same distribution as∫
R
(L
(1)
1 (x))
2 dx = E
[∫
R
(L1(Y1 + x)− L0(Y1 + x))2 dx
]
=
∫
R
(L1(y))
2 dy = V1 .

Proof of Theorem 20. Up to multiplying W by a positive constant, we assume that a = 1. Due
to (37),
P
(
max
k=1,...,n+1
∆k ≤ −1
)
≥ P
(
∆1 ≤ −2, max
k=1,...,n
(∆k+1 −∆1) ≤ 1
)
≥ ca P (∆∗n ≤ 1) . (39)
Observe first that inequalities (3.6) and (3.2) in [12] ensure the existence of two positive constants
a˜ and C˜ such that
∀x > 0, P
(
sup
[0,1]
∆ > x
)
≤ 2P (∆1 > x) ≤ 2 C˜ e−a˜x
2α
1+α
(40)
and
∀x > 0, P
(
sup
[0,1]
(−∆) > x
)
≤ 2P (−∆1 > x) ≤ 2 C˜ e−a˜x
2α
1+α
. (41)
Therefore, since sup[0,1]∆ ≥ 0, we have
E[sup
[0,1]
|∆|] =
∫
(0,+∞)
P
(
sup
[0,1]
|∆| > x
)
dx
≤
∫
(0,+∞)
(
P
(
sup
[0,1]
∆ > x
)
+ P
(
sup
[0,1]
(−∆) > x
))
dx
≤ 4 C˜
∫
(0,+∞)
exp
(
−a˜ x 2α1+α
)
dx <∞ . (42)
Hence, since ∆ is almost surely continuous (and therefore uniformly continuous) on [0, 1],
maxk=1,...,n∆ k
n
converges almost surely to sup[0,1]∆, and so, with the use of the dominated
convergence theorem, we conclude that
E[ max
k=1,...,n
∆k] = n
h
E[ max
k=1,...,n
∆ k
n
] ∼ nhE[sup
[0,1]
∆] . (43)
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Therefore, the discrete-time process (∆n)n≥0 (with ∆0 = 0) satisfies the assumptions of Theorem
2 and so, due to (39), we deduce the upper bound
P
(
sup
t∈[0,T ]
∆t ≤ 1
)
≤ P
(
max
k=1,...,⌊T ⌋
∆k ≤ 1
)
≤ P(maxk=1,...,⌊T ⌋+1∆k ≤ −1)
ca
= O(T−
γ
2 ).
Moreover, (43) ensures that (4) is also satisfied and the last inequality in (41) ensures that (5)
is satisfied with bn = c0 (log n)
(1+α)/2α for a suitable c0. By reasoning as above, we deduce that
E[ max
k=1,...,n
|∆k|2] = n2hE[ max
k=1,...,n
|∆ k
n
|2] ∼ n2hE[sup
[0,1]
|∆|2] .
Therefore, ||∆∗n −∆n||2 = O(nh) and (∆n)n≥0 satisfies the assumptions of Item (ii) of Theorem
4 with bn = c0 (log n)
(1+α)/2α for a suitable c0. Then,
lim inf
n→+∞ n
γ
2 (log n)
1+α
2α P
(
max
k=1,...,n
∆k < 0
)
> 0. (44)
Let us prove the lower bound in Theorem 20. Proceeding as in the proof of Theorem 12 we
set Mn := ⌊(C log n) 1+α2αh ⌋ for some C > 0, nk := k/Mn and Ak := maxs∈[nk,nk+1]
(
∆s −∆nk+1
)
.
Observe that
max
t∈[0,n]
∆t − max
k=1,...,nMn
∆k/Mn ≤ max
k=0,...,nMn−1
Ak,
Then, using the stationarity and the self-similarity of ∆,
P
(
max
k=0,...,nMn−1
Ak > a
)
≤ nMnP
(
max
t∈[0,1]
(∆tn1 −∆n1) > a
)
≤ n(C log n) 1+α2αh P
(
max
t∈[0,1]
(∆t −∆1) > a(Mn)h
)
≤ n(C log n) 1+α2αh P
(
max
[0,1]
∆˜ > a(Mn)
h
)
≤ n(C log n) 1+α2αh 2P
(
∆˜1 > a(Mn)
h
)
≤ O
(
n (log n)
1+α
2αh e−a˜0M
2αh
1+α
n
)
≤ O
(
n (log n)
1+α
2αh e−a˜0C logn
)
,
for some a˜0 > 0 (applying (3.6) and (3.2) of [12] to the process ∆˜). We choose C = C(a) large
enough so that this last quantity is in o(n−
γ
2 (log n)−
1+α
2αh ). So, using the self-similarity of ∆, we
obtain
P
(
max
t∈[0,n]
∆t ≤ a
)
≥ P
(
max
k=1,...,nMn
∆k/Mn ≤ 0
)
− o(n− γ2 (log n)− 1+α2αh )
≥ P
(
(Mn)
−h max
k=1,...,nMn
∆k ≤ 0
)
− o(n− γ2 (log n)− 1+α2αh )
≥ P
(
max
k=1,...,nMn
∆k ≤ 0
)
− o(n− γ2 (log n)− 1+α2αh )
≥ c′(nMn)−
γ
2 (log n)−
1+α
2α − o(n− γ2 (log n)− 1+α2αh ) ,
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for some c′ > 0 due to (44). We conclude by noticing that
(nMn)
− γ
2 (log n)−
1+α
2α ∼ C− (1+α)γ4αh n− γ2 (log n)− 1+α2α (1+ γ2h ) .
This ends the proof of the lower bound of (38) since 2h = 2 − γ and so 1+α2α (1 + γ2h) =
1
2
(
1 + 1α
)
2
2−γ =
1
2−γ
(
1 + 1α
)
. 
The following result improves [11, 12].
Corollary 22 (Persistence probability for Random process in Brownian scenery). If Y is a
stable Le´vy process with index α ∈ (1, 2], then there exists a c > 0 such that
c−1 T−
1
2α (log T )
− (1+α)
(2α−1) ≤ P
(
sup
t∈[0,T ]
∆t ≤ 1
)
= O(T−
1
2α ).
6. The Matheron-de Marsily model
Finally, we will consider particular models of random walks (Mn)n≥0 in random environment
on Z2. We are namely interested in the survival probability of a particle evolving on a ran-
domly oriented lattice introduced by Matheron and de Marsily in [27] (see also [5]) to model
fluid transport in a porous stratified medium. Supported by physical arguments, numerical
simulations and comparison with the fractional Brownian motion, Redner [29] and Majumdar
[25] conjectured that the survival probability asymptotically behaves as n−
1
4 . In this paper we
rigorously prove their conjecture.
Let us describe more precisely the model and the results. Let us fix p ∈ (0, 1). The (random)
environment will be given by a sequence ξ = (ξk)k∈Z of i.i.d. centered random variables with
values in {±1} and defined on the probability space (Ω,T ,P). Given ξ, the position M of the
particle is defined as a Z2-random walk on nearest neighbours starting from 0 (i.e. Pξ(M0 =
0) = 1) and with transition probabilities
P
ξ(Mn+1 = (x+ ξy, y)|Mn = (x, y)) = p, Pξ(Mn+1 = (x, y ± 1)|Mn = (x, y)) = 1− p
2
.
At site (x, y), the particle can either get down (or get up) with probability 1−p2 or move with
probability p on the y-th horizontal line according to its orientation (to the right (resp. to the
left) if ξy = +1 (resp. if ξy = −1)). We will write P for the annealed law, that is the integration
of the quenched distribution Pξ with respect to P.
In the sequel, this random walk will be named MdM random walk. This 2-dimensional
random walk in random environment was first studied rigorously in [8]. They proved that the
MdM random walk is transient under the annealed law P and under the quenched law Pξ for
P-almost every environment ξ. It was also proved that it has speed zero. Actually, the MdM
random walk is closely related to RWRS. This fact was first noticed in [15]. More precisely
its first coordinate can be viewed as a generalized RWRS; the second coordinate being a ”lazy
random walk” on Z (see Section 5 of [10] for the details). Using this remark, a functional limit
theorem was proved in [15] and a local limit theorem was established in [10]. More precisely,
there exists some constant C only depending on p such that P(M2n = (0, 0)) ∼ Cn− 54 . Since the
random walk M does not have the Markov property under the annealed law, we are not able to
deduce the survival probability from the previous local limit theorem. Nevertheless we will use
the fact that M has stationary increments under the annealed law). Let us define the survival
probability as the probability that the particle does not visit the y−axis (i.e. the line x = 0)
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before time n, i.e. P(T
(1)
0 > n), where
T
(1)
0 := inf{n ≥ 1 : M (1)n = 0}
is the first return time of the first coordinate M (1) of M to 0. Due to [15], the first coordinate
M
(1)
⌊nt⌋ normalized by n
3
4 converges in distribution to Kp∆
(0)
t , where Kp :=
p
(1−p) 14
and where
∆(0) is the Kesten-Spitzer process ∆ introduced in the previous sections with Y and W two
independent standard Brownian motions. As for RWRS, the asymptotic behavior of this prob-
ability will be deduced from the range R(1)n of the first coordinate, i.e. the number of vertical
lines visited by (Mk)k up to time n, namely
R(1)n := #{x ∈ Z : ∃k = 1, . . . , n, ∃y ∈ Z : Mk = (x, y)}.
Our main result for the MdM random walk is the following.
Theorem 23.
lim
n→+∞n
− 3
4E
[
max
k=1,...,n
M
(1)
k
]
= KpE
[
sup
t∈[0,1]
∆
(0)
t
]
. (45)
The sequence (R(1)n /n 34 )n≥1 converges in distribution to Kp
(
supt∈[0,1]∆
(0)
t − inft∈[0,1]∆(0)t
)
.
Moreover
lim
n→+∞
E[R(1)n ]
n
3
4
= 2Kp E
[
sup
t∈[0,1]
∆
(0)
t
]
(46)
and
lim
n→+∞n
1
4P(T
(1)
0 > n) =
3
2
Kp E
[
sup
t∈[0,1]
∆
(0)
t
]
. (47)
Proof. Recall that R(1)n = max{M (1)1 , ...,M (1)n } + min{M (1)1 , ...,M (1)n } + 1. It has been proved
in [15] that ((M
(1)
⌊nt⌋/n
3
4 )t)n≥1 converges in distribution to (Kp∆
(0)
t )t in the Skorohod space
endowed with the J1-metric. Hence (n
− 3
4 (maxk=1,...,nM
(1)
k −minℓ=1,...,nM (1)ℓ ))n≥1 converges in
distribution to Kp(supt∈[0,1]∆
(0)
t − infs∈[0,1]∆(0)s ). Hence, to prove (45) and (46), it is enough to
prove that this sequence is uniformly integrable. To this end we will prove that it is bounded in
L2.
Recall that the second coordinate of the MdM random walk is a lazy random walk. Let us
denote it by (Sn)n≥0. Observe that
M (1)n :=
n∑
k=1
ξSk1{Sk=Sk−1} =
∑
y∈Z
ξyN˜n(y),
with N˜n(y) := #{k = 1, . . . , n : Sk = Sk−1 = y}. Observe that N˜ is measurable with respect
to the random walk S and that 0 ≤ N˜n(y) ≤ Nn(y), where again Nn(y) := #{k = 1, . . . , n :
Sk = y}.
Conditionally to the walk S, the increments of (M
(1)
n )n≥0 are centered and positively associated.
It follows from Theorem 2.1 of [14] that
∀β ∈ [1, 2), E
[∣∣∣∣ maxj=0,...,nM (1)j
∣∣∣∣β ∣∣∣S
]
≤ c2E
[
|M (1)n |2|S
]β/2
= c2
∑
y∈Z
(N˜n(y))
2
β/2 ≤ c2(Vn)β/2,
PERSISTENCE PROBABILITIES FOR STATIONARY INCREMENT PROCESSES 24
where again Vn =
∑
y∈Z(Nn(y))
2. Therefore E
[∣∣∣maxj=0,...,nM (1)j ∣∣∣β] ≤ c2(E[Vn])β/2 ∼ c′n 3β4
(see [19, (1.2)]). This gives (46). Finally, (47) directly follows from (46) combined with (2) of
Theorem 3. 
Remark 24. In the historical model [27], the probability p is equal to 1/3, and in this partic-
ular case the survival probability is similar to κn−
1
4 where κ =
(
3
25
)1/4
E
[
supt∈[0,1]∆
(0)
t
]
. An
open question is to compute the value of the above expectation. Numerical simulations give
E
[
supt∈[0,1]∆
(0)
t
]
≈ 0.54.
Theorem 25 (Persistence probability for the MdM model).
P
(
max
k=1,...,n
M
(1)
k ≤ −1
)
∼ 3
4
p
(1− p) 14
E
[
sup
t∈[0,1]
∆
(0)
t
]
n−
1
4 , as n→ +∞.
This result was conjectured by Redner [29] and Majumdar [25].
Proof. This comes directly from Theorem 23 and from the last item of Theorem 3. 
Remark 26 (Range in the historical MdM model). It is worth noticing that the range Rn of the
MdM random walk, i.e. the number of sites visited by M before time n, Rn := #{M0, . . . ,Mn}
is well understood. Using [36, Lemma 3.3.27], (Rn/n)n≥1 converges P-almost surely to P[Mj 6=
0, ∀j ≥ 1], which contradicts the result announced in [22]. (There, we consider the ergodic
dynamical system (Ω, µ, T ) given by Ω := {−1, 0, 1}Z × {±1}Z, µ := (PS1)⊗Z ⊗ (Pξ1)⊗Z and
T ((αk)k, (ǫk)k) := ((αk+1)k, (ǫk+α0)k) (see for instance [17] for its ergodicity, p. 162). We set
f((αk)k, (ǫk)k) = (ǫ01{α0=0}, α0). With these choices, (Mj)j≥1 has the same distribution under
P as (
∑j
k=1 f ◦ T k)j≥1 under µ.)
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