Abstract -The Licklider Transmission Protocol (LTP) is a delaythe laboratory for tests, then the fact that we're running on a tolerant point-to-point protocol being developed by the Delayparticular processor2 running arm-linux3 doesn't really make Tolerant Networking Research Group (DTNRG). LTP-Transport any difference since we are, in this case, only emulating a is an extension to LTP that provides end-to-end services and network in any case. which is designed to be a generic Delay-Tolerant Network (DTN) friendly transport protocol. We describe our network emulation Next we considered a space simulator, in particular the based test setup for these protocols and our evaluation of their Satellite Took Kit4 (STK), [5] [4] . As will be seen, our conclusion is that emulation is what is interesting to represent faithfully. Simulation results preferable to simulation for evaluating DTN protocols (and also need to be presented so that they can be validated, generally!). But in order to explain this we first examine the something that isn't always the case. [12] options examined as we developed our test setup.
I. INTRODUCTION there are a range of other open-source and commercial network simulators we didn't find any that were affordable and seemed Evaluating a DTN [1, 2] protocol is somewhat different like they would be significantly better than the two above. from a more typical transport protocol, (e.g. some variant of TCP) where we are often interested in throughput, fairness and There were three reasons for our rejection of network other standard metrics. One reason for this is that DTN simulation in this case. Our first, though weakest, argument is protocols are generally not currently in use in environments that we share some of the skepticism [9, 10] as to the usefulness that involve much multiplexing of protocols, either with other and fidelity of network simulations, especially for a network DTN protocol flows, or with for example, TCP flows. So in setup like a DTN which is significantly different from typical this paper we describe a test setup that allows us to compare simulated, or real, network settings. DTN protocols against one another in a meaningful and, we While the developer of the simulation undoubtedly gains believe importantly, reproducible manner.
insight from the work, our feeling is that readers of the results gain much less insight and, in fact, may have trouble II. EMULATION VS. SIMULATION generating commensurate results. This can be due to issues Our approach has been to emulate, (rather than simulate) with differing levels of detail, e.g., in wireless networks [11] , DTNs and to carry out various test runs of LTP-T [3] and the where different simulations embody different decisions as to BP [4] . As will be seen, our conclusion is that emulation is what is interesting to represent faithfully. Simulation results preferable to simulation for evaluating DTN protocols (and also need to be presented so that they can be validated, generally!). But in order to explain this we first examine the something that isn't always the case. [12] options examined as we developed our test setup. due to the fact that we are running from userland and not the Details of our Netem setup are specified below, but for now kernel, the minimum operating system kernel timer granularity we consider why network emulation is a good approach. In the first place, emulations, while not perfect, are inherently better 10 In the case of LTP-T, the log files can contain sufficient in respect of both of the main problems we saw with simulations above. With emulation we get to use a real protocol information to reconstruct the entire set of LTP sessions that implementation so that it can be interoperated and different form the end-to-end LTP-T session. fp//srea~r/v/tea/rn/tvu1 AM '5 The change required is included in the dtn-users mail 8 The fact that the simulator has to hide its nature from the archive: application is independently interesting.
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File basically due to implementation issues, for example, as we've The file-sizes used are 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, instrumented the LTP test we start a new process each time we 64KB, 128KB, 256KB, 512KB, 1MB, 2MB and, lastly 4MB17 measure, which leads to a noticeable delay for these tests. totaling 40MB. These combinations give us 5 x 13 x 7 = 455
Our conclusion from this set of tests is that, as expected, samples per protocol, though since not all protocols work with both the BP and LTP outperform TCP at higher latencies, but all latencies we sometimes had few samples in our results, that there is, so far, little to choose between LTP and the BP in though generally around 400.
terms of performance. At the low latencies, there is some variation in timings, e.g., LTP related timings include the time to load the binary. For V. Two-Hop TESTS higher delays, the timing spreads are small enough that our Our next set of tests pit the BP against LTP-T and are more conclusions about the relative performance of the protocols can telling since we start to see the effects of routers or relays on be confidently drawn. Note [10] Kurkowski, S., Camp, T., Colagrosso, M., "Manet simulation studies:
We believe the higher standard deviation of the LTP-T the DTN transport strategy -LTP-T, being "closer" to the layer below, can forward packets on receipt whereas the BP code receives the entire bundle before starting to forward. However, one should be clear -we are not here saying that LTP-T is "better" than the BP, but just that, as a DTN transport it is easier for LTP-T to outperform the BP in some circumstances. Secondly, as an overlay, it is harder, though possible, for the BP to take advantage of CL specifics so as to perform similarly to a DTN transport.
Our results indicate that LTP-T can outperform the BP/UDP in some cases and that LTP-T could be used as a basis for more complex DTNs. Of course, the BP remains a more flexible protocol since it supports a number of different lowerlayer options, while LTP-T is only defined when running over UDP.
