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SEQUENTIAL CONVEX PROGRAMMING FOR
NON-LINEAR STOCHASTIC OPTIMAL CONTROL
R. BONALLI, T. LEW, M. PAVONE∗
Abstract. We introduce a sequential convex programming framework to solve general non-
linear stochastic optimal control problems in finite dimension, where uncertainties are modeled by
a multidimensional Wiener process. We provide sufficient conditions for the convergence of the
method. Moreover, we prove that, when convergence is achieved, sequential convex programming
finds a candidate locally optimal solution for the original problem in the sense of the stochastic
Pontryagin Maximum Principle. We leverage those properties to design a practical numerical method
to solve non-linear stochastic optimal control problems that is based on a deterministic transcription
of stochastic sequential convex programming.
1. Introduction. Through the last decades, the applied control community has
focused more and more attention to the optimal control of stochastic systems. The
general formulation consists of steering a dynamical system, that is affected by uncer-
tainties which are modeled via Wiener processes, from an initial condition to a final
configuration by optimizing some prescribed performance criterion, while satisfying
specific constraints. Uncertainties may come from unmodeled and/or unpredicted be-
haviors, as well as from measurement errors. The literature on the subject is rich, yet
still at the height of its theoretical and numerical developments, and we can roughly
classify the existing works into two main categories.
The first group is composed by contributions that focus on Linear Convex Prob-
lems (LCPs), i.e., whose dynamics are linear and costs are convex, both in control and
state variables. An important class of LCPs is given by Linear Quadratic Problems
(LQPs), whereby costs are quadratic in both control and state variables, and for which
the analysis of optimal solutions may be reduced to the study of some, often handier,
algebraic relation known as Stochastic Riccati Equation (SRE) [31, 8, 29, 35]. Quite
efficient algorithmic frameworks have been conceived to numerically solve LCPs, that
range from local search [17] and duality [33, 18], to deterministic-equivalent reformu-
lation [6, 4], to name a few. In the special case of LQPs, those techniques may be
further improved by thoroughly combining SRE theory with semidefinite program-
ming [32, 38], finite-dimensional approximation [5, 14] or chaos expansion [23].
The second group of works deals with problems that do not enjoy any specific reg-
ularity, in particular, non-linear dynamics and non-convex (therefore non-quadratic)
costs are allowed. Throughout this paper, we call those Non-Linear Problems (NLPs).
It is unquestionable that NLPs have so far received less attention than LCPs from
the community, especially because the analysis of the former is usually more involved.
Similarly to what happens in the deterministic case, there are essentially two main
theoretical tools that have been developed to analyze NLPs: stochastic Dynamic Pro-
gramming (DP) [3, 25] and the stochastic Pontryagin Maximum Principle (PMP)
[30, 21, 28] (an extensive survey of generalizations of DP and PMP may be found in
[39]). Whenever LQPs are considered, one can show that DP and PMP are equiv-
alent to SRE [39]. DP provides optimal policies through the resolution of a partial
differential equation, whereas the necessary conditions for optimality offered by the
PMP allow to set up a two-point boundary value problem that, if solved, returns
candidate locally optimal solutions. Both methods lead to analytical solutions only
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in very few cases, and complex hindrances may quickly appear in the numerical con-
text (the stochastic setting is even more vicious than the deterministic one, the latter
being better understood for a quite wide range of problems, see, e.g., [37, 11]). This
has fostered the investigation of more tractable approaches to solve NLPs, such as
Monte Carlo simulation [34, 16], Markov chain discretization [19, 20] and determinis-
tic (though non-equivalent) reformulation [2, 4], among others. Often based on some
sort of approximation of the original formulation, such techniques clearly offer pow-
erful alternatives, especially because they may benefit from practical implementation
and may be proved to converge to policies satisfying DP or PMP (see, e.g., [20]).
This last remark motivates the present work. Specifically, our objective consists
of introducing and analyzing a general framework to compute candidate optimal solu-
tions for a specific class of NLPs, which is based on Sequential Convex Programming
(SCP) [27, 9], probably among the most known (and earliest) approximating tech-
niques in deterministic non-linear optimal control. The simplest SCP scheme (which
is the one considered in this work) consists of successively linearizing any non-linear
term in the dynamics and any non-convex function in the cost, seeking a solution to
the original formulation by rather solving a sequence of LCPs. This entails two main
advantages: first, one may rely on the substantial amount of efficient techniques that
have been so far designed to deal with LCPs, or even LQRs, whenever allowed by the
shape of the original NLP, and second, one may show that, whenever this iterative
process converges, it finds a policy that satisfies the PMP related to the original NLP,
i.e., a candidate optimum for the original formulation, which makes this approach jus-
tified and principled; importantly, though guarantees based on the PMP are weaker
than guarantees based on DP, the former allow for the design of cheaper schemes.
We identify three key contributions:
1. we introduce and analyze a new framework to compute candidate optimal
solutions for finite-horizon, finite-dimensional non-linear stochastic optimal
control problems, with control-affine dynamics and uncontrolled diffusion;
this hinges on the basic principle of SCP, i.e., iteratively solving a sequence of
LCPs that stem from successive linear approximations of the original problem;
2. through a meticulous study of the continuity of the stochastic Pontryagin
cones of variations with respect to linearization, we prove that, whenever the
sequence of iterates converges (under specific topologies), a strategy satisfying
the PMP related to the original formulation is found; in addition, we prove
that, up to some subsequence, the sequence above always has an accumulation
point, which in turn provides a “weak” guarantee of success for the method;
3. through an explicit example, we show how to leverage the properties offered
by this framework to better understand what approximations may be adopted
for the design of cheap and efficient numerical schemes for NLPs.
The paper is organized as follows. Section 2 introduces notation and preliminary
results, and defines the stochastic optimal control problem of interest. In Section 3,
we introduce the framework of stochastic SCP and the stochastic PMP, and state
our main result of convergence. Section 4 retraces the proof of the stochastic PMP
to prove our main result of convergence. In Section 5, we show how to leverage our
analysis to design a practical numerical method to solve non-linear stochastic optimal
control problems, along with numerical experiments. Finally, Section 6 summarizes
conclusive remarks and perspectives on future directions.
2. Stochastic Optimal Control Setting. Let (Ω,G, P ) be a second–countable
probability space and Bt = (B
1
t , . . . , B
d
t ) be a d–dimensional Brownian motion with
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continuous sample paths and starting at zero, whose filtration F , (Ft)t≥0 =
(
σ(Bs :
0 ≤ s ≤ t))
t≥0 is complete. We consider processes that are defined within bounded
time intervals. Hence, for every n ∈ N, ` ≥ 2 and maximal time T ∈ R+, we introduce
the space L`F ([0, T ]×Ω;Rn) of progressive processes x : [0, T ]×Ω→ Rn (with respect
to the filtration F) such that E
[∫ T
0
‖x(s, ω)‖` ds
]
<∞, where ‖ · ‖ is the Euclidean
norm. In this setting, for every x ∈ L`F ([0, T ] × Ω;Rn) and i = 1, . . . , d, the Itoˆ
integral of x with respect to Bi is the continuous, bounded in L2 and n–dimensional
martingale in [0, T ] (with respect to the filtration F) that starts at zero, denoted∫ ·
0
x(s) dBis : [0, T ]×Ω→ Rn. For ` ≥ 2, we denote L`F (Ω;C([0, T ];Rn)) the space of
F–adapted with continuous sample paths processes x : [0, T ] × Ω → Rn that satisfy
E
[
sup
s∈[0,T ]
‖x(s, ω)‖`
]
<∞.
2.1. Stochastic Differential Equations. From now on, we fix two integers
n,m ∈ N, a maximal time T ∈ R+ and a compact, convex subset U ⊆ Rm. We
consider differential equations steered by either deterministic or stochastic controls.
Specifically, the set of admissible controls U may stand for either L2([0, T ];U) or
L2F ([0, T ]×Ω;U). Remark that, since U is compact, admissible controls are a.e. (and
additionally a.s.) bounded. We are given continuous mappings bi : R × Rn → Rn,
i = 0, . . . ,m and σj : R×Rn → Rn, j = 1, . . . , d which are (at least) C2 with respect
to the variable x. For a given u ∈ U , we consider dynamical systems modeled through
the following forward stochastic differential equation with uncontrolled diffusion
dx(t) = b(t, u(t), x(t)) dt+ σ(t, x(t)) dBt, x(0) = x
0(2.1)
,
(
b0(t, x(t)) +
m∑
i=1
ui(t)bi(t, x(t))
)
dt+
d∑
j=1
σj(t, x(t)) dB
j
t
where we assume that the fixed initial condition satisfies x0 ∈ L`F0(Ω;Rn), for every
` ≥ 2 (for instance, this holds true whenever x0 is a deterministic vector of Rn).
The procedure developed in this work is based on the following linearization of
(2.1). For ` ≥ 2, let v ∈ U and y ∈ L`F (Ω;C([0, T ];Rn)). For a given u ∈ U , we
define the linearization of (2.1) around (v, y) to be the following, well-defined forward
stochastic differential equation with uncontrolled diffusion
dx(t) = bv,y(t, u(t), x(t)) dt+ σy(t, x(t)) dBt, x(0) = x
0(2.2)
,
(
b0(t, y(t)) +
m∑
i=1
ui(t)bi(t, y(t))
)
dt+
(
∂b0
∂x
(t, y(t)) +
m∑
i=1
vi(t)
∂bi
∂x
(t, y(t))
)
(x(t)− y(t)) dt+
d∑
j=1
σj(t, y(t)) dB
j
t +
d∑
j=1
∂σj
∂x
(t, y(t))(x(t)− y(t)) dBjt .
We require the solutions to (2.1), (2.2) to be bounded in expectation, uniformly
with respect to u, v and y. For, we consider the following (standard) assumption:
(A1) Functions bi, i = 0, . . . ,m, σj , j = 1, . . . , d, have compact supports in [0, T ]×Rn.
Under (A1), for every ` ≥ 2 and every u ∈ U , the stochastic equation (2.1) has a
unique (up to stochastic indistinguishability) solution in L`F (Ω;C([0, T ];Rn)), whereas
for every u, v ∈ U and y ∈ L`F (Ω;C([0, T ];Rn)), the stochastic equation (2.1) has a
unique (up to stochastic indistinguishability) solution in L`F (Ω;C([0, T ];Rn)) (see,
e.g., [22, 13]), and the following result holds (whose proof is given in the appendix).
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Lemma 2.1. Fix ` ≥ 2, and for u ∈ U let xu denote the solution to (2.1), whereas,
for u, v ∈ U and y ∈ L`F (Ω;C([0, T ];Rn)), let xu,v,y denote the solution to (2.2). Un-
der (A1), there exist a constant C ≥ 0, which does not depend on u, v or y, such that
E
[
sup
t∈[0,T ]
‖xu(t)‖`
]
+ E
[
sup
t∈[0,T ]
‖xu,v,y(t)‖`
]
≤ C, E
[
sup
t∈[0,T ]
‖xu1(t)− xu2(t)‖`
]
+
E
[
sup
t∈[0,T ]
‖xu1,v,y(t)− xu2,v,y(t)‖`
]
≤ CE
(∫ T
0
‖u1(s)− u2(s)‖ ds
)`.
2.2. Stochastic Optimal Control Problem. Given q ∈ N, we consider con-
tinuous mappings g : Rn → Rq, G : Rm → R, H : Rn → R and L : R×Rm×Rn → R,
with L(t, x, u) = L0(t, x, u)+
∑m
i=1 u
iLi(t, x, u). We require g, H and Li, i = 0, . . . ,m,
to be (at least) C2 with respect to the variable x, and G, H to be convex. In par-
ticular, G is Lipschitz when restricted to the compact and convex set U . We focus
on finite-horizon, finite-dimensional non-linear stochastic Optimal Control Problems
(OCP), with control-affine dynamics and uncontrolled diffusion, that takes the form
min
u,tf
E
[∫ tf
0
f0(s, u(s), x(s)) ds
]
, E
[∫ tf
0
(
G(u(s)) +H(x(s)) + L(s, u(s), x(s))
)
ds
]
dx(t) = b(t, u(t), x(t)) dt+ σ(t, x(t)) dBt, x(0) = x
0, E [g(x(tf ))] = 0
where we optimize over (either deterministic or stochastic) controls u ∈ U and (when-
ever free) final times 0 ≤ tf ≤ T . We adopt the following (fairly mild) assumption:
(A2) Mappings g, H and Li, i = 0, . . . ,m, either are affine or have compact supports
in Rn and in [0, T ]× Rn, respectively. In the case of free final time, g is affine.
In many applications of interest, state constraints (in expectation) are often in-
volved. In this case, to make sure the procedure developed in this work still applies,
every such constraint must be penalized within the cost of OCP (for example, by
including those contributions in H or in L through some penalization function).
3. Stochastic Sequential Convex Programming. We propose the following
framework to solve OCP, which is based on the classical SCP principle. Starting
from some guess control u0 ∈ U and some guess trajectory x0 ∈ L`F (Ω;C([0, T ];Rn)),
` ≥ 2, we inductively define a sequence of stochastic linear-convex problems whose
dynamics and costs stem from successive linearizations of the mappings b, σ and L,
and those problems are successively solved via the update of user-defined parameters.
Specifically, the user tries to achieve convergence (with respect to some topologies that
will be defined shortly) by a good choice of the initial guess (u0, x0) and of updates,
through iterations, for trust region constraints. These constraints are adopted to make
the successive linearizations of OCP well-posed. Below, we detail this procedure.
3.1. The Method. At iteration k + 1 ∈ N, by denoting
(3.1) f0v,y(s, u, x) , G(u) +H(x) + L(s, u, y) +
∂L
∂x
(s, v, y)(x− y),
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the following stochastic Linearized Optimal Control Problem (LOCP∆k+1) is defined
min
u,tf
E
[∫ tf
0
f0k+1(s, u(s), x(s)) ds
]
, E
[ ∫ tf
0
f0uk,xk(s, u(s), x(s)) ds
]
dx(t) = bk+1(t, u(t), x(s)) dt+ σk+1(t, x(s)) dBt, x(0) = x
0
, buk,xk(t, u(t), x(s)) dt+ σxk(t, x(s)) dBt
E [gk+1(x(tf ))] , E
[
g(xk(t
k
f )) +
∂g
∂x
(xk(t
k
f ))(x(tf )− xk(tkf ))
]
= 0∫ T
0
E
[‖x(s)− xk(s)‖2] ds ≤ ∆k+1, |tf − tkf | ≤ ∆k+1
where we optimize over (either deterministic or stochastic) controls u ∈ U and
(whenever free) final times 0 ≤ tf ≤ T . The quantity (tkf , uk, xk) ∈ [0, T ] × U ×
L`F (Ω;C([0, T ];Rn)) is defined inductively and denotes a solution to (LOCP)∆k .
Each problem LOCP∆k+1 consists of linearizing OCP around the solution at the
previous iteration (tkf , uk, xk), starting from (t
0
f , u0, x0). In order for that to make
sense, we must restrict the research of optimal solutions for LOCP∆k+1 to neighbor-
hoods of (tkf , uk, xk), being aware that bounds on the final time are needed only when
tf is free. This is achieved by the last constraints listed in LOCP
∆
k+1, which are called
trust-region constraints, whereby the constant ∆k+1 ≥ 0 is the trust region radius.
No such constraint is enforced on controls, those appearing linearly in b, σ and L.
The construction of the sequence (LOCP∆k )k∈N is well-posed only if, for every k ∈ N,
LOCP∆k+1 has a solution. For, we consider the following assumption:
(A3) For every k ∈ N, problem LOCP∆k+1 is feasible.
By following the argument developed in [39, Theorem 5.2, Chapter 2], one readily
checks that, for every k ∈ N, assumption (A3) implies the existence of an (at least
locally) optimal solution for LOCP∆k+1. Under assumptions (A1)–(A3), the method
consists of iteratively solving those linearized problems through the update of the
sequence of trust region radii, producing a sequence of tuples (tkf , uk, xk)k∈N such
that, for each k ∈ N, (tk+1f , uk+1, xk+1) solves LOCP∆k+1.
The user may in general steer this procedure to convergence (with respect to
appropriate topologies) by adequately selecting an initial guess (u0, x0) and an update
rule for (∆k)k∈N1, and appropriate choices will be described in Section 5. Assuming
that an accumulation point for (tkf , uk, xk)k∈N can be found (whose existence will be
discussed shortly), our objective consists of proving that this is a candidate locally
optimal solution to the original formulation OCP. Specifically, we show that any
accumulation point for (tkf , uk, xk)k∈N satisfies the stochastic PMP related to OCP.
To develop such analysis, we require the absence of state constraints, and in particular
of trust region constraints. For, later in our analysis we will be asking that, starting
from some (even large) integer k¯ ∈ N, the solution to LOCP∆k+1 for k ≥ k¯ strictly
satisfies the trust-region constraints. Under this requirement, those solutions are also
optimal for the family of linearized problems without the presence of trust-region
constraints. These problems are denoted LOCPk+1.
1Whenever state constraint penalization is adopted, SCP procedures may also consider update
rules for penalization weights, and those must be provided together with update rules for trust region
radii. Further details may be found in [27, 9].
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3.2. Stochastic Pontryagin Maximum Principle.
Theorem 3.1 (Stochastic Pontryagin Maximum Principle [39]). Let (tf , u, x) be
a locally optimal solution to OCP. There exists a tuple (p, p0, q), where p ∈ Rq, p0 ≤ 0
are constant, and q = (q1, . . . , qd) ∈ L2F ([0, tf ] × Ω;Rn×d), such that the following
relations are satisfied (we adopt the same notation as in (2.1)):
1. Non-Triviality Condition: It holds (p, p0) 6= 0.
2. Adjoint Equation:
dp(t) = −
(
p(t)>
∂b
∂x
(t, u(t), x(t)) + p0
∂f0
∂x
(t, u(t), x(t)) +
q(t)>
∂σ
∂x
(t, x(t))
)
dt+ q(t) dBt, p(tf ) = pE
[
∂g
∂x
(x(tf ))
]
∈ Rn.
3. Maximality Condition:
u(t) = arg max
v∈U
E
[
p(t)>b(t, v, x(t)) + p0f0(t, v, x(t))
]
, a.e. (det. controls)
u(t) = arg max
v∈U
(
p(t)>b(t, v, x(t))+p0f0(t, v, x(t))
)
, a.e., a.s. (sto. controls)
4. Transversality Condition: if the final time is free
max
v∈U
E
[
p(tf )
>b(tf , v, x(tf )) + p0f0(tf , v, x(tf ))
]
≥ 0 (det. controls)
E
[
max
v∈U
(
p(tf )
>b(tf , v, x(tf )) + p0f0(tf , v, x(tf ))
)]
≥ 0 (sto. controls)
where equalities hold in the case tf < T .
The quantity (tf , u, x, p, p
0, q) is called (Pontryagin) extremal.
Theorem 3.1 provides necessary conditions for (local) optimality related to OCP.
It is worth noting that, albeit mere final conditions are specified, it turns out that pro-
cesses satisfying backward stochastic differential equations are adapted with respect
to the filtration F (see, e.g., [13, 39]). Although the proof of this result for fixed final
time problems is well-established, we could not find any published proof of Theorem
3.1 when the final time is free. Therefore, we will retrace its proof. Theorem 3.1
may be extended to the linearized problems without trust region constraints LOCPk.
For, we need the following additional requirement to hold, though for free final time
problems only (see the proof in Section 4.1):
(A4) In the case of free final time only, for every k ∈ N, any optimal control uk for
LOCPk has continuous sample paths at the optimal final time t
k+1
f for LOCPk+1.
Importantly, the validity of (A4) can be (statistically) checked through iterations.
3.3. Main Result of Convergence. Assumptions (A1)–(A4), together with
some minor requirement, are sufficient to establish that any accumulation point for
the sequence of iterates (tkf , uk, xk)k∈N satisfies the stochastic PMP related to OCP.
In the case of deterministic admissible controls, we can additionally infer the existence
of accumulation points (up to some subsequence) if the following is assumed:
(A5) For deterministic admissible controls, there exists a finite subset D ⊆ [0, T ] such
that, for k ∈ N, any discontinuity of an optimal control uk+1 for LOCP∆k+1 lies in D.
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Similarly to (A4), assumption (A5) can be iteratively checked. Moreover, in the case
that optimal controls to LOCP∆k are also optimal for LOCPk, as a direct consequence
of the PMP regular enough costs, control constraints and final conditions provide that
these controls are time-continuous. Our main result of convergence is as follows.
Theorem 3.2. Assume that (A1)–(A4) hold, and that we are given a sequence
(∆k, t
k
f , uk, xk)k∈N such that (∆k)k∈N converges to zero and, for every k ∈ N, the
tuple (tk+1f , uk+1, xk+1) locally solves LOCP
∆
k+1 with strict trust regions, i.e.,
(3.2)
∫ T
0
E
[‖xk+1(s)− xk(s)‖2] ds < ∆k+1, |tk+1f − tkf | < ∆k+1.
1. By adopting either deterministic or stochastic admissible controls, assume
that the sequence (uk)k∈N ⊆ U converges to some control u for the strong
topology of L2, whereas the sequence of times (tkf )k∈N ⊆ [0, T ] converges to
some time tf ∈ [0, T ] (in the case of free final time problems). Then, u ∈
U and, if we denote x the F–adapted with continuous sample paths process
solution to (2.1) related to the admissible control u, the following hold:
(a) There exists a tuple (p, p0, q) such that (tf , u, x, p, p
0, q) is a Pontryagin
extremal for the original problem OCP;
(b) For every ` ≥ 2, E
[
sup
s∈[0,tf ]
‖xk(s)− x(s)‖`
]
→ 0 whenever k → 0;
(c) For every k ≥ 1, there exists (pk, p0k, qk) such that (tkf , uk, xk, pk, p0k, qk) is
an extremal for LOCPk, and the sequence (t
k
f , uk, xk, pk, p
0
k, qk)k∈N satis-
fies, up to some subsequence, p0k → p0, E
[
sup
s∈[0,tf ]
‖pk(s)− p(s)‖2
]
→ 0
and E
[∫ T
0
‖qk(s)− q(s)‖2 ds
]
→ 0, whenever k → 0.
2. By adopting deterministic admissible controls, assume that in addition (A5)
holds. If the sequence (uk)k∈N ⊆ U converges to some control u for the weak
topology of L2, whereas the sequence of times (tkf )k∈N ⊆ [0, T ] converges to
some time tf ∈ [0, T ] (in the case of free final time problems). Then, u ∈ U
and the conclusions stated at points 1.a)–1.c) still hold. Furthermore, there
always exist a subsequence (ukj )j∈N ⊆ (uk)k∈N ⊆ U that converges to a control
u ∈ U for the weak topology of L2 and a subsequence (tkjf )j∈N ⊆ (tkf )k∈N that
converges to a time tf ∈ [0, T ] (in the case of free final time problems), such
that the conclusions stated at points 1.a)–1.c) hold, up to some subsequence.
The guarantees offer by Theorem 3.2 read as follows. Under (A1)–(A3) and by
selecting a shrinking-to-zero sequence of trust region radii, if iteratively solving prob-
lems LOCP∆k returns a sequence of strategies that satisfy (3.2) (note, (3.2) needs to
hold starting from some large enough iteration only) and whose controls converge
with respect to the strong topology of L2, then there exists a Pontryagin extremal
for the original problem, i.e., a candidate (local) solution to OCP (point 1. in The-
orem 3.2). Moreover, whenever deterministic controls are considered, under the ad-
ditional assumption that the generated sequence of controls has a finite amount of
time-discontinuities, such a converging sequence of controls always exists (point 2. in
Theorem 3.2); this can be clearly interpreted as a “weak” guarantee of success.
In Theorem 3.2, there are also insightful statements concerning the convergence of
Pontryagin extremals. Let us outline how those statements may be leveraged to speed
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up the convergence, though it is not our goal to provide a precise numerical strategy.
For, adopt the notation of Theorem 3.1 and assume that we are in the situation
for which applying the maximality condition of the PMP to problem OCP leads to
smooth expressions for candidate optimal controls, as functions of the variables x,
p0 and p (be aware that this might not be straightforward to obtain). We are then
in position to define two-points boundary value problems to solve OCP, also known
as shooting methods, for which the decision variables become tf , p
0, p(tf ) and q.
In particular, the core of the method consists of iteratively choosing (tf , p
0, p(tf ), q)
making the adjoint equation evolves, until some given final condition is met (see,
e.g., [12, 7] for a more detailed explanation of shooting methods). In the context
of deterministic optimal control, when convergence is achieved, shooting methods
terminate quite fast (at least quadratically). However, here the bottleneck are: 1) to
deal with the presence of the infinite dimensional variable q, and 2) to find a good
guess for the initial value of (tf , p
0, p(tf ), q) to make the whole procedure converge.
In the setting of Theorem 3.2, a valid option to design well-posed shooting methods
might be as follows. With the notation and the assumptions of Theorem 3.2, up
to some subsequence it holds (tkf , p
0
k, pk(t
k
f ), qk) → (tf , p0, p(tf ), q) (with respect to
appropriate topologies), whenever k → ∞. Therefore, assuming we have access to
Pontryagin extremals along iterations and given some large enough iteration k, we
may fix q = qk and initialize with (t
k
f , p
0
k, pk(t
k
f )) a shooting method for OCP that
operates on the finite dimensional variable (tf , p
0, p(tf )) ∈ Rq+2. If successful, this
strategy would speed up the convergence of the entire scheme.
4. Proof of the Main Result. We split the proof of Theorem 3.2 in three
main steps. First, we retrace the proof of the stochastic PMP to introduce necessary
notation and expressions. In addition, we leverage this step to provide a novel insight
on how to prove the stochastic PMP by following the lines of the original work of
Pontryagin and his group (see, e.g., [30, 15, 1]), proof that we could not find in the
stochastic literature. Second, the convergence of trajectories and controls is showed,
together with the convergence of variational inequalities (see Section 4.1.3 for a defi-
nition). The latter represents the cornerstone of the proof and paves the way for the
final step, which consists of proving the convergence of the Pontryagin extremals. For
sake of clarity and concision, and without loss of generality, we carry out the proof in
the case of scalar Brownian motion, i.e., we assume d = 1. For the same reason, we
consider free final times only, that are in addition strictly lower than the maximal time
T . Finally, for any x ∈ R` with n ∈ N, we adopt the notation x˜ , (x, x`+1) ∈ R`+1.
4.1. Main Steps of the Proof of the Stochastic Maximum Principle.
Before getting started, we need to introduce the notion of Lebesgue point for a sto-
chastic control u ∈ L2F ([0, T ]×Ω;Rm). For, we adopt the theory of Bochner integrals,
showing that L2F ([0, T ]×Ω;Rm) ⊆ L2([0, T ];L2G(Ω;Rm)), where the latter is the space
of Bochner integrable mappings u : [0, T ]→ L2G(Ω;Rm). Let u ∈ L2F ([0, T ]× Ω;Rm).
First of all, by definition we see that, for almost every t ∈ [0, T ], it holds E [‖u(t)‖2] <
∞, and thus this control is well-defined as a mapping u : [0, T ]→ L2G(Ω;Rm). Since Ω
is second-countable, L2G(Ω;Rm) is separable, and therefore the claim follows from the
Pettis measurability theorem once we prove that u : [0, T ] → L2G(Ω;Rm) is strongly
measurable with respect to the Lebesgue measure of [0, T ]. For, it is sufficient to show
that, for everyA ∈ B([0, T ])⊗G and α ∈ L2G(Ω;Rm), the mapping t 7→ E [1A(t, ω)α(ω)]
is Lebesgue measurable. By fixing α ∈ L2G(Ω;Rm), this can be achieved by proving
that the family {A ∈ B([0, T ])⊗G : t 7→ E [1A(t, ω)α(ω)] is Lebesgue measurable} is
a monotone class, and then using standard monotone class arguments (the details are
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left to the reader). At this step, the Lebesgue differentiation theorem provides that,
for almost every t ∈ [0, T ], the following relations hold:
lim
η→0
1
η
∫ t+η
t
E
[
‖u(s)− u(t)‖
]
ds = 0, lim
η→0
1
η
∫ t+η
t
E
[
‖u(s)− u(t)‖2
]
ds = 0.
Such a time t ∈ [0, T ] is called Lebesgue point for the control u ∈ L2F ([0, T ]×Ω;Rm).
4.1.1. Linear Stochastic Differential Equations. Define the stochastic ma-
trices A(t) , ∂(b,f
0)
∂x (t, u(t), x(t)) and D(t) ,
∂(σ,0)
∂x (t, u(t), x(t)). For any time r ∈
[0, tf ] and any bounded initial condition ξ˜r ∈ L2Fr (Ω;Rn+1), the following problem
(4.1)
dz(t) = A(t)z(t) dt+D(t)z(t) dBtz(t) = 0, t ∈ [0, r), z(r) = ξ˜r
is well-posed [39]. Its unique solution is the F–adapted with right-continuous sample
paths process z : [0, T ] × Ω → Rn+1 : (t, ω) 7→ 1[r,T ](t)φ(t, ω)ψ(r, ω)ξr(ω), where the
matrix-valued F–adapted with continuous sample paths processes φ and ψ satisfy
(4.2)dφ(t) = A(t)φ(t)dt+D(t)φ(t)dBtφ(0) = I,
dψ(t) = −ψ(r)
(
A(t)−D(t)2)dt− ψ(t)D(t)dBt
ψ(0) = I,
respectively. In particular, a straightforward application of Itoˆ formula show that
φ(t)ψ(t) = ψ(t)φ(t) = I, and therefore ψ(t) = φ(t)−1, for every t ∈ [0, T ].
4.1.2. Needle-like Variations and End-point Mapping. One way to prove
the PMP comes from the analysis of specific variations, called needle-like variations,
on a certain mapping, called end-point mapping. Those concepts are introduced below
in the context of stochastic controls, the deterministic case being easier.
Given an integer j ∈ N, fix j times 0 < t1 < · · · < tj < tf which are Lebesgue
points for u and j random variables u1, . . . , uj , such that ui ∈ L2Fti (Ω;U). For fixed
scalars 0 ≤ ηi < ti+1 − ti, i = 1, . . . , j − 1 and 0 ≤ ηj < tf − tj , the needle-like
variation pi = {ti, ηi, ui}i=1,...,j of the control u is defined to be the admissible control
upi(t) = ui, if t ∈ [ti, ti + ηi], and upi(t) = u(t), otherwise. Denote x˜v the solution,
related to an admissible control v, of the augmented system
(4.3)
dx(t) = b(t, v(t), x(t)) dt+ σ(t, x(t)) dBt, x(0) = x
0
dxn+1(t) = f0(t, v(t), x(t)) dt, xn+1(0) = 0
and define the mapping g˜ : Rn+1 → Rq+1 : x˜ 7→ (g(x), xn+1). For every fixed time
t ∈ (tj , tf ], by denoting ∆t , min{ti+1 − ti, t − tj , T − t : i = 1, . . . , j − 1} > 0 the
end-point mapping at time t is defined to be the function
F jt : Cjt , Bj∆t(0) ∩ (R× R
j
+) −→ Rq+1(4.4)
(δ, η1, . . . , ηj) 7→ E [g˜(x˜upi (t+ δ))]− E [g˜(x˜u(t))]
where Bjρ is the open ball in Rj of radius ρ > 0. Variation on the variable δ are
necessary only if free final time problems are considered, in which case (A2), and in
particular the fact that g is an affine function, plays a crucial role for computations.
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Thanks to Lemma 2.1 (and to (A2) in the case of free final time problems), it is not
difficult to see that F jt is Lipschitz (see also the argument developed to prove Lemma
4.1 below). In addition, this mapping may be Gateaux differentiated at zero along
admissible directions of the cone Cjt . For, denote b˜ = (b>, f0)>, σ˜ = (σ>, 0)> and let
zti,ui be the unique solution to (4.1) with ξti = b˜(ti, ui, x(ti))− b˜(ti, u(ti), x(ti)).
Lemma 4.1. Let (δ, η1, . . . , ηj) ∈ Cjt and assume (A2) holds (in particular, g˜ is an
affine function whenever δ 6= 0). If t > tj is a Lebesgue point for u, then it holds∥∥∥∥E[g˜(x˜upi (t+ δ))− g˜(x˜u(t))− δ ∂g˜∂x˜ (x˜u(t))b˜(t, u(t), xu(t))−
−
j∑
i=1
ηi
∂g˜
∂x˜
(x˜u(t))zti,ui(t)
]∥∥∥∥ = o
(
δ +
j∑
i=1
ηi
)
.
The proof of this result is technical (it requires an intense use of stochastic inequalities)
but not difficult. We provide an extensive proof of Lemma 4.1 in the appendix.
4.1.3. Variational Inequalities. The main step in the proof of the PMP goes
by contradiction, leveraging Lemma 4.1. For, from now on we will be assuming that,
whenever free, the final time is a Lebesgue point for the optimal control. Otherwise,
one may proceed by mimicking the argument developed in [15, Section 7.3].
Assume that (A1) and (A2) hold. For every j ∈ N, define the linear map-
ping dF jtf (δ, η) = δE
[
∂g˜
∂x˜ (x˜u(tf ))b˜(tf , u(tf ), xu(tf ))
]
+
∑j
i=1 ηiE
[
∂g˜
∂x˜ (x˜u(tf ))zti,ui(tf )
]
which, thanks to Lemma 4.1, satisfies lim
α>0,α→0
F jtf
(α(δ,η))
α = dF
j
tf
(δ, η), for every
(δ, η) ∈ R× Rj+. Finally, consider the closed, convex cone of Rq+1 given by
K , Cl
(
Cone
{
E
[
∂g˜
∂x˜
(x˜u(tf ))zti,ui(tf )
]
: ui ∈ U, ti ∈ (0, tf ) is Lebesgue for u,
± E
[
∂g˜
∂x˜
(x˜u(tf ))b˜(tf , u(tf ), xu(tf ))
]})
.
If K = Rq+1, it would hold dF jtf (R× Rj+) = K = Rq+1, and by applying [1, Lemma
12.1] one would obtain that the origin is an interior point of F jtf (Cjtf ). In turn, this
would imply that (tf , u, x) cannot be optimal for OCP, giving a contradiction.
The argument above (together with an application of the separation plane theo-
rem) provides the existence of a non-zero vector, denoted p˜ = (p>, p0) ∈ Rq+1, such
that the following variational inequalities hold
(4.5)

p˜>E
[
∂g˜
∂x˜
(x˜u(tf ))b˜(tf , u(r), xu(tf ))
]
= 0
p˜>E
[
∂g˜
∂x˜
(x˜u(tf ))zr,v(tf )
]
≤ 0, r ∈ [0, tf ] is Lebesgue for u, v ∈ L2Fr (Ω;U).
In the case of deterministic controls, the random variables v ∈ L2Fr (Ω;U) in (4.5) are
replaced by deterministic vectors v ∈ U . Moreover, whenever tf = T , only negative
variations on the final time are allowed, hence in this case the first equality of (4.5)
actually becomes a greater-or-equal-than-zero inequality (see also [15, Chapter 7]).
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4.1.4. Conclusion of the Proof of the Stochastic Maximum Principle.
The conditions of the PMP are derived by working out the variational inequalities
(4.5), finding expressions of some appropriate conditional expectation. The main
details are developed below for stochastic controls, the deterministic case being easier.
We start by analyzing the second inequality of (4.5). First, by appropriately
developing solutions to (4.1), this inequality can be reshaped as
E
[(
p˜>
∂g˜
∂x˜
(x˜u(tf ))φtfψr
)>((
b
f0
)
(r, v, x(r))−
(
b
f0
)
(r, u(r), x(r))
)]
≤ 0
for every r ∈ [0, tf ] Lebesgue point for u, and every v ∈ L2Fr (Ω;U). Second, again
from the structure of (4.1), it can be readily checked that, by denoting
(4.6) p(t) ,
(
p˜>E
[
∂g˜
∂x˜
(x˜u(tf ))φtf
∣∣∣Ft]ψt)
1,...,n
, p0 ,
(
p˜>
∂g˜
∂x˜
(x˜u(tf ))φtfψt
)
n+1
,
the quantity p0 is constant in [0, tf ] (in addition, its negativity can be shown through
a standard reformulation of problem OCP, as done in [1, Section 12.4]). Notice that
the stochastic process p : [0, tf ]× Ω→ Rn is by definition F–adapted.
The quantities so far introduced allow to reformulate the inequality above as
E
[
p(t)>
(
b(t, u(t), x(t))− b(t, v, x(t))
)
+ p0
(
f0(t, u(t), x(t))− f0(t, v, x(t))
)]
≥ 0
for every t ∈ [0, tf ] Lebesgue point for u, and every v ∈ L2Ft(Ω;U), from which we
infer the maximality condition of the PMP. In addition, together with the equality in
(4.5), this entails the transversality condition of the PMP (tf is Lebesgue for u).
It remains to show the existence of the process q ∈ LF (Ω;L2([0, tf ];Rn)), the
continuity of the sample paths of the process p and the validity of the adjoint equa-
tion. For, remark that, thanks to Jensen inequality and Lemma 2.1, the martin-
gale E
[
∂g˜
∂x˜ (x˜u(tf ))φtf
∣∣∣Ft] is bounded in L2. Hence, the martingale representation
theorem provides the existence of a process µ ∈ L2F ([0, tf ] × Ω;R(q+1)×(n+1)) such
that E
[
∂g˜
∂x˜ (x˜u(tf ))φtf
∣∣∣Ft] = E [ ∂g˜∂x˜ (x˜u(tf ))φtf ∣∣∣F0]+ ∫ t0 µ(s) dBs , N + χ(t), where
N ∈ R(q+1)×(n+1) is a constant matrix. The definition in (4.6) immediately gives that
the sample paths of the process p are continuous. Next, an application of Itoˆ formula
(component-wise) readily shows that the product χψ satisfies, for t ∈ [0, tf ],
(χψ)(t) =
(∫ t
0
µ(s) dBs
)
ψ(t) =
∫ t
0
µ(s)ψ(s) dBs −
∫ t
0
µ(s)ψ(s)D(s) ds
−
∫ t
0
χ(s)ψ(s)
(
A(s)−D(s)2) ds− ∫ t
0
χ(s)ψ(s)D(s) dBs.
Denoting q(t) ,
(
p˜>
(
µ(t)ψ(t)− (Nψ(t) + χ(t)ψ(t))D(t)
))
1,...,n
, the computations
above entail the adjoint equation of the PMP. This may also be leveraged to show
p ∈ L2F (Ω;C([0, tf ];Rn)) and q ∈ L2F ([0, tf ]× Ω;Rn) (see, e.g., [39, Section 7.2]).
4.2. Proof of the Convergence Result. Here, we enter the core of the proof
of Theorem 3.2. The convergences of trajectories and controls are addressed first. We
devote the last two sections for the convergence of the variational inequalities and the
Pontryagin extremals. For sake of concision, we only consider free final time problems.
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4.2.1. Convergence of Controls and Trajectories. Thanks to (A1)–(A4),
there exists a sequence of tuples (tkf , uk, xk)k∈N such that, for every k ∈ N, the tuple
(tk+1f , uk+1, xk+1) solves LOCPk+1 in [0, T ], with t
k+1
f ≤ T . If u ∈ U denotes an
admissible control for OCP that fulfills the conditions of Theorem 3.2, we denote by
x˜ : [0, T ] × Ω → Rn+1 the F–adapted with continuous sample path process solution
to the augmented system (4.3), related to OCP, with control u. The following holds.
Lemma 4.2. Assume that the sequence (∆k)k∈N ⊆ R+ converges to zero. If
the sequence (uk)k∈N converges to u either for the strong topology of L2, or, in the
case of deterministic controls, for the weak topology of L2, for every ` ≥ 2 it holds
E
[
sup
t∈[0,T ]
‖xk(t)− x(t)‖`
]
→ 0, whenever k →∞.
Proof. We only consider the case of weak convergence of deterministic controls,
being the other case easier. For every t ∈ [0, T ], we have (below, C ≥ 0 represents
some, often overloaded, appropriate constant)
‖xk+1(t)− x(t)‖` ≤ C
∥∥∥∥∫ t
0
(
b0(s, xk(s))− b0(s, x(s))
)
ds
∥∥∥∥`(4.7)
+ C
m∑
i=1
∥∥∥∥∫ t
0
(
uik+1(s)bi(s, xk(s))− ui(s)bi(s, x(s))
)
ds
∥∥∥∥`
+ C
∥∥∥∥∥
∫ t
0
(
∂b0
∂x
(s, xk(s)) +
m∑
i=1
uik(s)
∂bi
∂x
(s, xk(s))
)
(xk+1(s)− xk(s)) ds
∥∥∥∥∥
`
+ C
∥∥∥∥∫ t
0
(
σ(s, xk(s))− σ(s, x(s)) + ∂σ
∂x
(s, xk(s))(xk+1(s)− xk(s))
)
dBs
∥∥∥∥`
Now, we take expectations. For the last term, we compute
E
[∥∥∥∥∫ t
0
(
σ(s, xk(s))− σ(s, x(s)) + ∂σ
∂x
(s, xk(s))(xk+1(s)− xk(s))
)
dBs
∥∥∥∥`
]
≤
≤ C
(∫ t
0
E
[
sup
r∈[0,s]
‖xk+1(r)− x(r)‖`
]
ds+ E
[∫ T
0
‖xk+1(s)− xk(s)‖1+(`−1) ds
])
≤ C
∫ t
0
E
[
sup
r∈[0,s]
‖xk+1(r)− x(r)‖`
]
ds
+ C
(∫ T
0
E
[‖xk+1(s)− xk(s)‖2] ds) 12 (sup
k∈N
E
[
sup
s∈[0,T ]
‖xk(s)‖2(`−1)
]) 1
2
≤ C
(∫ t
0
E
[
sup
r∈[0,s]
‖xk+1(r)− x(r)‖`
]
ds+ ∆k+1
)
thanks to Ho¨lder and Burkholder–Davis–Gundy inequalities, and the last inequality
comes from Lemma 2.1. Similar computations may be carried out for the first and
third terms. To handle the second term, we proceed as follows, we see that, since
E
[∫ T
0
‖bi(s, x(s))‖2 dt
]
<∞ implies ∫ T
0
‖bi(s, x(s))‖2 dt <∞, G–a.s., for every fixed
i = 1, . . . ,m and t ∈ [0, T ], the convergence for the weak topology of L2 of the sequence
of controls entails that
∥∥∥∫ t0 (uik(s)− ui(s)) bi(s, x(s)) ds∥∥∥ −→ 0, G–a.s., whenever
k →∞. In addition, assumption (A1) gives that
∥∥∥∫ ba (uik(s)− ui(s)) bi(s, x(s)) ds∥∥∥ ≤
12
C|b − a|, for every a, b ∈ [0, T ], G–almost surely. Hence, [36, Lemma 3.4] and the
dominated convergence theorem finally provide that
E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
(
uik(s)− ui(s)
)
bi(s, x(s)) ds
∥∥∥∥`
]
−→ 0, k −→∞.
From this, it is easy to conclude by applying a routine Gronwa¨ll inequality argument.
Let tf ∈ [0, T ] fulfill the conditions of Theorem 3.2. The sought convergence of
trajectories is a consequence of Lemma 4.2, as soon as the conditions of Theorem 3.2
are met. In addition, when we consider deterministic controls, limiting points for the
sequences of controls and of final times fulfilling the conditions of Theorem 3.2 always
exist (up to some subsequence). Indeed, in this case, the set of admissible controls
U is closed and convex for the strong topology of L2, hence it is closed for the weak
topology of L2. Therefore, since (uk)k∈N is bounded in L2, there exists u ∈ U such
that, up to some subsequence, (uk)k∈N weakly converges to u for the weak topology
of L2. Also, there is tf ∈ [0, T ] such that, up to some subsequence, (tkf )k∈N converges
to tf . It remains to show that the process x is feasible for OCP. For, we compute∣∣∣E[g(x(tf ))]∣∣∣ ≤ E[‖g(x(tf ))− g(xk(tkf ))‖]+ E [∥∥∥∥∂g∂x (xk(tkf ))(xk+1(tk+1f )− xk(tkf ))
∥∥∥∥]
≤ C
E[‖x(tf )− x(tkf )‖]+ 2E
[
sup
t∈[0,T ]
‖xk(t)− x(t)‖2
] 1
2

+ C
E[‖x(tk+1f )− x(tkf )‖]+ E
[
sup
t∈[0,T ]
‖xk+1(t)− x(t)‖2
] 1
2
 −→ 0
thanks to Lemma 4.2 and the dominated convergence theorem (here, C ≥ 0 is a
constant coming from (A2), and we use the continuity of the sample paths of x).
4.2.2. Convergence of Variational Inequalities. Let us start with a crucial
result on linear stochastic differential equations. Recall the notation of Section 4.1.
Lemma 4.3. Fix ` ≥ 2 and consider sequences of times (rk)k∈N ⊆ [0, T ] and of
uniformly bounded variables (ξ˜k)k∈N such that, for every k ∈ N, ξ˜k ∈ L2Frk (Ω;R
n+1).
Assume that rk → r with rk ≤ r for k ∈ N and ξ˜k L
`
→ ξ˜ ∈ L2Fr (Ω;Rn+1) with ξ˜
bounded. Denote y˜k+1, y˜ the stochastic processes solutions to, respectively,
dy(t) =
(
∂b0
∂x
(t, xk(t)) +
m∑
i=1
uik(t)
∂bi
∂x
(t, xk(t))
)
y(t) dt+
∂σ
∂x
(t, xk(t))y(t) dBt
dyn+1(t) =
(
∂H
∂x
(xk+1(t)) +
∂L
∂x
(t, uk(t), xk(t))
)
y(t) dt
y˜(t) = 0, t ∈ [0, rk), y˜(rk) = ξ˜k+1,
dy(t) =
(
∂b0
∂x
(t, x(t)) +
m∑
i=1
ui(t)
∂bi
∂x
(t, x(t))
)
y(t) dt+
∂σ
∂x
(t, x(t))y(t) dBt
dyn+1(t) =
(
∂H
∂x
(x(t)) +
∂L
∂x
(t, u(t), x(t))
)
y(t) dt
y˜(t) = 0, t ∈ [0, r), y˜(r) = ξ˜.
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Under the assumptions of Lemma 4.2, E
[
sup
t∈[r,T ]
‖y˜k(t)− y˜(t)‖`
]
→ 0, for k →∞.
Proof. From rk ≤ r, k ∈ N, for t ∈ [r, T ] we have (below, C ≥ 0 is a constant)
‖y˜k+1(t)− y˜(t)‖` ≤ C‖ξ˜k+1 − ξ˜‖`(4.8)
+ C
∥∥∥∥∫ t
rk
(
∂H
∂x
(xk+1(s))yk+1(s)− ∂H
∂x
(x(s))y(s)
)
ds
∥∥∥∥`
+ C
∥∥∥∥∫ t
rk
(
∂b0
∂x
(s, xk(s))yk+1(s)− ∂b0
∂x
(s, x(s))y(s)
)
ds
∥∥∥∥`
+ C
∥∥∥∥∫ t
0
1[rk,T ](t)
(
∂σ
∂x
(s, xk(s))yk+1(s)− ∂σ
∂x
(s, x(s))y(s)
)
dBs
∥∥∥∥`
+ C
∥∥∥∥∫ t
rk
(
∂L
∂x
(t, uk(t), xk(t))yk+1(s)− ∂L
∂x
(t, u(t), x(t))y(s)
)
ds
∥∥∥∥`
+ C
m∑
i=1
∥∥∥∥∫ t
rk
(
uik(s)
∂bi
∂x
(s, xk(s))yk+1(s)− ui(s)∂bi
∂x
(s, x(s))y(s)
)
ds
∥∥∥∥` .
We consider the expectation of the fourth term on the right-hand side (a similar
argument can be developed for the first three terms, which are left to the reader).
The Burkholder–Davis–Gundy and Holde¨r inequalities give
E
[∥∥∥∥ ∫ t
0
1[rk,T ](t)
(
∂σ
∂x
(s, xk(s))yk+1(s)− ∂σ
∂x
(s, x(s))y(s)
)
dBs
∥∥∥∥`] ≤
≤ C|r − rk|+ C
∫ t
r
E
[
sup
s′∈[0,s]
‖yk+1(s′)− y(s′)‖`
]
ds
+ CE
[
sup
s∈[0,T ]
‖y(s)‖2`
]
E
[
sup
s∈[0,T ]
‖xk(s)− x(s)‖2`
]
where the last inequality makes sense thanks to Lemma 4.2, and because Lemma 2.1
may be straightforwardly extended to y˜. Finally, thanks to the fact that L is affine
with respect to the control variable, we may handle the fifth and the last terms in
(4.8) by combining the argument above with the final steps in the proof of Lemma
4.2. Finally, a routine Gronwa¨ll inequality argument provides the conclusion.
We first consider the case of deterministic admissible controls, for which the se-
quence (uk)k∈N ⊆ U converges to u ∈ U for the weak convergence of L2. Since we
assume (A5), we denote L ⊆ [0, T ] the full measure subset such that r ∈ L if and only
if r is a Lebesgue point for u and r /∈ D. We prove the existence of a non-zero vector
p˜ ∈ Rq+1, whose last component is non-positive, such that, for every r ∈ L, v ∈ U ,
(4.9) p˜>E
[
∂g˜
∂x˜
(x˜(tf ))zr,v(tf )
]
≤ 0,
where, by denoting A(t) =
(
∂b0
∂x (t, x(t)) +
∑m
i=1 u
i(t)∂bi∂x (t, x(t))
∂H
∂x (x(t)) +
∂L
∂x (t, u(t), x(t))
)
and D(t) =(
∂σ
∂x (t, x(t))
0
)
, the F–adapted with continuous sample paths stochastic process
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zr,v : [0, T ] × Ω → Rn+1 solves (4.1) with ξ˜r = ξ˜r,v , b˜(r, v, x(r)) − b˜(r, u(r), x(r))
(where we denote b˜ = (b>, f0)>. We will use this notation from now on).
For, thanks to (3.2), for every k ∈ N, the optimality of (tk+1f , uk+1, xk+1) for
LOCPk+1 provides a non-zero vector p˜k+1 ∈ Rq+1, whose last component is non-
positive, so that, for r ∈ L∩ [0, tk+1f ], v ∈ U , it holds p˜>k+1E
[
∂g˜
∂x˜ (x˜k(t
k
f ))z
k+1
r,v (t
k+1
f )
]
≤
0, where, with the notation Ak+1(t) =
(
∂b0
∂x (t, xk(t)) +
∑m
i=1 u
i
k(t)
∂bi
∂x (t, xk(t))
∂H
∂x (xk+1(t)) +
∂L
∂x (t, uk(t), xk(t))
)
and Dk+1(t) =
(
∂σ
∂x (t, xk(t))
0
)
, the F–adapted with continuous sample paths sto-
chastic process zk+1r,v : [0, T ] × Ω → Rn+1 solves (4.1) with A = Ak+1, D = Dk+1
and ξ˜r = ξ˜
k+1
r,v , b˜k+1(r, v, xk+1(r)) − b˜k+1(r, uk+1(r), xk+1(r)) (again, we denote
b˜k+1 = (b
>
k+1, f
0
k+1)
>). Now, fix r ∈ L∩ (0, tf ) and v ∈ U . We may assume r ≤ tkf for
every k ∈ N large enough. The following comes from extending [10, Lemma 3.11].
Lemma 4.4. Under (A5), there exists (rk)k∈N ⊆ (0, r), such that, for every k ∈ N,
rk is a Lebesgue point for uk, and rk −→ r, uk(rk) −→ u(r), whenever k →∞.
If (rk)k∈N ⊆ (0, r) denotes the sequence given by Lemma 4.4, we define ξ˜k = ξ˜krk,v and
ξ˜ = ξ˜r,v. Straightforward computations give (below, C ≥ 0 is a constant)
E
[
‖ξ˜k+1 − ξ˜‖2
]
≤C
(
‖uk+1(rk+1)− u(r)‖2 + |rk+1 − r|2(4.10)
+ E
[‖x(rk+1)− x(r)‖2]+ E[ sup
s∈[0,T ]
‖xk(s)− x(s)‖2
])
,
from which E
[
‖ξ˜k+1 − ξ˜‖2
]
→ 0 for k → ∞, thanks to Lemma 4.2 and Lemma
4.4. Therefore, from Lemma 4.3 we infer that E
[
sup
s∈[r,T ]
‖zkrk,v(s)− zr,v(s)‖2
]
→ 0,
whenever k → ∞. In particular, E
[
‖zk+1rk+1,v(tk+1f )− zr,v(tf )‖2
]
−→ 0, for k −→ ∞.
At this step, we point out that the variational inequality in (4.5) still holds if we take
multipliers of norm one. Specifically, we may assume that ‖p˜k‖ = 1, for every k ∈ N.
Therefore, up to some subsequence, there exists a vector p˜ = (p>, p0)> ∈ Rq+1 such
that p˜k → p˜, for k →∞, and satisfying p˜ 6= 0, p0 ≤ 0. We use this remark to conclude
as follows. The definition of g˜ and Ho¨lder inequality give (C ≥ 0 is a constant)
p˜>E
[
∂g˜
∂x˜
(x˜(tf ))zr,v(tf )
]
≤
∣∣∣∣p˜>E [∂g˜∂x˜ (x˜(tf ))zr,v(tf )
]
− p˜>k+1E
[
∂g˜
∂x˜
(x˜k(t
k
f ))z
k+1
rk+1,v(t
k+1
f )
] ∣∣∣∣
≤ C
(
‖p˜− p˜k+1‖+ E
[
‖zk+1rk+1,v(tk+1f )− zr,v(tf )‖2
] 1
2
)
+ CE
[
‖zr,v(tf )‖2
] 1
2
E[ sup
s∈[0,T ]
‖xk(s)− x(s)‖2
] 1
2
+ E
[
‖x(tkf )− x(s)‖2
] 1
2
 ,
and, in this case, (4.9) follows from Lemma 4.2 and the convergences obtained above.
Finally, we turn to the case for which the sequence (uk)k∈N ⊆ U converges to
u ∈ U for the strong topology of L2 (in particular, controls may be either deterministic
or stochastic). For, fix v ∈ U and define the stochastic processes ξ˜k(s) = ξ˜ks,v and
ξ˜(s) = ξ˜s,v, where s ∈ [0, T ]. Similar computations to the ones developed to compute
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the bound (4.10) provide that
∫ T
0
E
[
‖ξ˜k(s)− ξ˜(s)‖2
]
ds→ 0, whenever k →∞, and
therefore, up to some subsequence, the quantity E
[
‖ξ˜k(s)− ξ˜(s)‖2
]
converges to zero
for k → 0, a.e. in [0, T ]. By taking countable intersections of sets of Lebesgue points
(one for each control uk, for all k ∈ N), it follows that the argument above can be
iterated exactly in the same manner (via Lemma 4.3), leading to the same conclusion.
4.2.3. Convergence of Multipliers and Conclusion. By applying the con-
struction developed in Section 4.1.4 to the variational inequality (4.9), we retrieve a
tuple (p, p0, q), where p ∈ Rq, p0 ≤ 0 are constant and q ∈ L2F ([0, T ] × Ω;Rn), such
that (tf , u, x, p, p
0, q) that satisfies conditions 1.,2. and 3. of Theorem 3.1, relatively
to OCP. To conclude the proof of Theorem 3.2, it only remains to prove that:
1. up to some subsequence, E
[
sup
s∈[0,tf ]
‖pk(s)− p(s)‖2
]
→ 0, for k →∞, where
p solves the adjoint equation of Theorem 3.1 relatively to OCP,
2. (tf , u, x, p, p
0, q) satisfies condition 4. of Theorem 3.1, relatively to OCP,
3. up to some subsequence,
∫ tf
0
E
[
‖qk(s)− q(s)‖2
]
ds→ 0, for k →∞,
where each tuple (tkf , uk, xk, pk, p
0
k, qk) is the extremal of LOCPk that we have intro-
duced above, and pk solves the adjoint equation of Theorem 3.1 relatively to LOCPk.
Let us start with the first assertion. For, fix k ∈ N and consider the process
E
[
sup
s∈[0,tf ]
∥∥∥ ∂g˜∂x˜ (x˜k(tkf ))φk+1(tk+1f )ψk+1(s)− ∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)∥∥∥ ∣∣∣∣Ft
]
for t ∈ [0, tf ],
where φk+1, ψk+1 solve (4.2) with matrices Ak+1, Dk+1, whereas φ, ψ solve (4.2)
with matrices A, D, those matrices being defined above. Thanks to a straightforward
extension of Lemma 2.1 to equations (4.2), this process is a martingale, bounded
in L2. Hence, the martingale representation theorem allows us to infer that it is a
martingale with continuous sample paths, and Doob and Jensen inequalities give
E
[
sup
t∈[0,tf ]
E
[
sup
s∈[0,tf ]
∥∥∥∥∂g˜∂x˜ (x˜k(tkf ))φk+1(tk+1f )ψk+1(s)− ∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)
∥∥∥∥ ∣∣∣∣Ft
]2]
≤
(4.11)
≤ 4E
[
sup
s∈[0,tf ]
∥∥∥∥∂g˜∂x˜ (x˜k(tkf ))φk+1(tk+1f )ψk+1(s)− ∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)
∥∥∥∥2
]
,
this holding for every k ∈ N. By combining (4.11) with (4.6), we compute
E
[
sup
s∈[0,tf ]
‖pk+1(s)− p(s)‖2
]
≤ CE
[
sup
t∈[0,tf ]
∥∥∥∥∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)
∥∥∥∥2
]
‖p˜k+1 − p˜‖2
+ CE
[
sup
s∈[0,tf ]
∥∥∥∥∂g˜∂x˜ (x˜k(tkf ))φk+1(tk+1f )ψk+1(s)− ∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)
∥∥∥∥2
]
where C ≥ 0 is a constant. Up to some subsequence, the first term on the right-hand
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side converges to zero. Moreover, the definition of g˜ and Ho¨lder inequality give
E
[
sup
s∈[0,tf ]
∥∥∥∥∂g˜∂x˜ (x˜k(tkf ))φk+1(tk+1f )ψk+1(s)− ∂g˜∂x˜ (x˜(tf ))φ(tf )ψ(s)
∥∥∥∥2
]
≤
≤ CE
[
‖φk+1(tk+1f )‖4
] 1
2 E
[
sup
s∈[0,T ]
‖ψk+1(s)− ψ(s)‖4
] 1
2
+ CE
[
sup
s∈[0,T ]
‖ψ(s)‖4
] 1
2
E[ sup
s∈[0,T ]
‖φk+1(s)− φ(s)‖4
] 1
2
+ E
[
‖φ(tk+1f )− φ(tf )‖4
] 1
2

+ CE
[
sup
s∈[0,T ]
‖φ(tf )ψ(s)‖4
] 1
2 (
E
[
sup
s∈[0,T ]
‖xk(s)− x(s)‖4
] 1
2
+ E
[
‖x(tkf )− x(tf )‖4
] 1
2
)
and a straightforward extension of Lemma 4.3 to equations (4.2) entails that all the
terms on the right-hand side tend to zero. The convergence of (pk)k∈N is proved.
The fact that (tf , u, x, p, p
0, q) satisfies condition 4. of Theorem 3.1, relatively to
OCP, is now a direct consequence of this last convergence and Lemma 4.2.
It remains to prove that, up to some subsequence,
∫ tf
0
E
[
‖qk(s)− q(s)‖2
]
ds→ 0,
whenever k → 0. For, we apply Itoˆ formula to ‖pk+1(t) − p(t)‖2, which, thanks to
(4.6), (4.11) and Lemma 2.1 extended to (4.2), gives (below, C ≥ 0 is a constant)
E
[
‖pk+1(0)− p(0)‖2
]
+
∫ tf
0
E
[
‖qk+1(s)− q(s)‖2
]
ds = E
[
‖pk+1(tf )− p(tf )‖2
]
+ 2E
[ ∫ tf
0
(
pk+1(s)− p(s)
)>
(
p(s)>k+1
∂bk+1
∂x
(s, uk+1(s), xk+1(s))− p(s)> ∂b
∂x
(s, u(s), x(s))
)
ds
]
+ 2E
[∫ tf
0
(
pk+1(s)− p(s)
)>(
p0k+1
∂f0k+1
∂x
(s, uk+1(s), xk+1(s))− p0 ∂f
0
∂x
(s, u(s), x(s))
)
ds
]
+ 2E
[∫ tf
0
(
pk+1(s)− p(s)
)>(
q(s)>k+1
∂σk+1
∂x
(s, xk+1(s))− q(s)> ∂σ
∂x
(s, x(s))
)
ds
]
≤ CE
[
sup
s∈[0,tf ]
‖pk+1(s)− p(s)‖2
] 1
2 (∫ tf
0
E
[
‖qk+1(s)− q(s)‖2
]
ds
) 1
2
+ CE
[
sup
s∈[0,tf ]
‖pk+1(s)− p(s)‖2
] 1
2
(
1 +
(∫ tf
0
E
[
‖q(s)‖2
]
ds
) 1
2
)
.
The conclusion finally follows from Young inequality and the convergence of (pk)k∈N.
5. An Example of Numerical Scheme. Although the procedure detailed pre-
viously provides methodological steps to tackle OCP through successive linearizations,
numerically solving LCPs that depend on stochastic coefficients still remains a chal-
lenge. In this last section, under appropriate assumptions we propose an approximate,
though very handy, numerical scheme to effectively solve each subproblem LOCP∆k .
We stress the fact that our main goal is not the development of an ultimate algorithm,
but rather consists of demonstrating how one may leverage the theoretical insights
provided by Theorem 3.2 to design efficient strategies to practically solve OCP.
5.1. A Simplified Context. The proposed approach relies on a specific shape
of the cost and the dynamics of OCP. Specifically, we assume we control the system
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with deterministic admissible controls u ∈ U = L2([0, T ];U) only and cost functions
f0 are such that G = 0. Moreover, we assume the state variable to be given by two
components (x, z) ∈ Rnx+nz , for nx, nz ∈ N, satisfying the following system of forward
stochastic differential equations (bx and bz are accordingly defined as in (2.1))
(5.1)
dx(t) = b
x(t, u(t), x(t), z(t)) dt+ σ(t, z(t)) dBt, x(0) = x
0
dz(t) = bz(t, u(t), z(t)) dt, z(0) = z0 ∈ Rnz .
In particular, any F-adapted with continuous sample paths process (x, z) solution to
(5.1) (for a given control u ∈ U) is such that z is deterministic. For the sake of clarity,
to avoid cumbersome notation from now on we assume that bx does not explicitly
depend on z, and g = 0. This is clearly done without loss of generality.
5.2. The Proposed Approach. With the assumptions adopted previously, we
see that the diffusion in the dynamics of OCP is now forced to be deterministic.
This fact is at the root of our method, which mimic the procedure proposed in [4].
Specifically, we transcribe every stochastic subproblem LOCP∆k into a deterministic
and convex optimal control problem, whereby the variables are the mean and the
covariance of the solution xk to LOCP
∆
k . The main advantage in doing so is that
deterministic reformulations of the subproblems LOCP∆k can be efficiently solved by
off-the-shelf convex solvers. Unlike [4], here we rely on some upstream information
for the design of this numerical scheme which is entailed by Theorem 3.2 as follows.
By recalling the notation introduced in the previous sections, we denote µ(t) ,
E[x(t)], Σ(t) , E[(x(t) − µ(t))(x(t) − µ(t))>], and, for k ∈ N, µk(t) , E[xk(t)],
Σk(t) , E[(xk(t) − µk(t))(xk(t) − µk(t))>]. Heuristically, assuming that solutions to
LOCP∆k have small variance ‖tr Σk‖L2  1, we might compute the linearization of
bx, bz, σ and L at µk rather than at xk. In doing so, for the cost of LOCP
∆
k+1 we
obtain the following approximation (the notation goes accordingly as in (3.1))
(5.2) E
[∫ tf
0
f0k+1(s, u(s), x(s), z(s)) ds
]
≈
∫ tf
0
f0uk,µk(s, u(s), µ(s), z(s)) ds,
whereas for the dynamics of LOCP∆k+1 (the notation goes accordingly as in (2.2))
(5.3)

dx(t) ≈ bxuk,µk(t, u(t), x(t)) dt+ σzk(t, z(t)) dBt
=
(
Ak+1(t)x(t) + Bk+1(t, u(t))
)
dt+ Ck+1(t, z(t)) dBt
dz(t) ≈ bzuk,zk(t, u(t), z(t)) dt =
(
Dk+1(t)z(t) + Ek+1(t, u(t))
)
dt
where Ak+1(t) ∈ Rnx×nx , Bk+1(t, u) ∈ Rnx , Ck+1(t, z) ∈ Rnx , Dk+1(t) ∈ Rnz×nz
and Ek+1(t, u) ∈ Rnz are deterministic, with Ck+1(t, z) affine in z. Accordingly, by
introducing µek(t) , µ(t)− µk(t) and Σek(t) , E[(x(t)− xk(t)− µ(t) + µk(t))(x(t)−
xk(t)− µ(t) + µk(t))>], slightly tighter trust region constraints are given by
(5.4)
∫ T
0
tr Σek(t) dt+
∫ T
0
‖µek(t)‖2 dt ≤ ∆k+1, |tk+1f − tkf | ≤ ∆k+1.
At this point, the crucial remark is that, since all the coefficients are deterministic,
solutions to (5.3) are Gaussian processes whose dynamics the the form (see, e.g., [26])
(5.5)
µ˙(t) = Ak+1(t)µ(t) + Bk+1(t, u(t)), z˙(t) = Dk+1(t)z(t) + Ek+1(t, u(t))Σ˙(t) = Ak+1(t)Σ(t) + Σ(t)Ak+1(t)> + Ck+1(t, z(t))Ck+1(t, z(t))>.
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The system above is not linear because of Ck+1(t, z(t))Ck+1(t, z(t))>. Nevertheless,
we may call upon the convergences of Theorem 3.2 to replace (5.5) with
(5.6)
µ˙(t) = Ak+1(t)µ(t) + Bk+1(t, u(t)), z˙(t) = Dk+1(t)z(t) + Ek+1(t, u(t))Σ˙(t) = Ak+1(t)Σ(t) + Σ(t)Ak+1(t)> + Ck+1(t, zk(t))Ck+1(t, z(t))>.
Finally, with the results of Theorem 3.2, we may heuristically replace every LOCP∆k+1
with the deterministic convex optimal control problem whose variables are µ and Σ
(and additionally µek and Σek), and whose dynamics are (5.6), whose trust region
constraints are (5.4), and whose cost consists of replacing (5.2) with∫ tf
0
(
f0uk,µk(s, u(s), µ(s), z(s)) + tr Σ(t)
)
ds
to force solutions to have small variances, which in turn justify the whole approach.
5.3. Uncertain Car Trajectory Planning Problem. We now provide nu-
merical experiments. We consider the problem of planning the trajectory of a car,
whose state and control inputs are x = (rx, ry, θ, v, ω), and u = (av, aω), and whose
dynamics are
b(t, x, u) = (v cos(θ), v sin(θ), ω, av, aω), σ(t, x) = diag([αωv, αωv, βωv, 0, 0]),
where α = 0.1 and β = 0.01 quantify the effect of slip. The evolution of (v, ω) is deter-
ministic: given actuator commands, the change in velocity is known exactly, but un-
certainty in positional variables subsists. By defining z = (v, ω), this problem setting
matches the derivations presented in the previous section. We consider minimizing
control effort G(u(s)) = ‖u(s)‖22. The initial state x0 is fixed, and the final state con-
straint consists of reaching the goal xf in expectation, such that g(x(tf )) = x(tf )− xf .
5.4. Results. To verify the reliability of our method, we run a batch of experi-
ments with randomized parameters, and sample x0i ∼ Unif(−x¯i, x¯i), with x¯1 = x¯2 = 2,
x¯3 = 5, x¯4 = 0.1, and x¯5 = 0.05. We set the final condition as x
f
i ∼ x0i +Unif(−x¯i, x¯i).
We also sample fixed final times as tf ∼ Unif(6, 30). We use a forward Euler discretiza-
tion scheme with N = 41 discretization nodes, set ∆0 = 100, keep ∆k constant for
all SCP iterations, and use IPOPT to solve each convexified problem. We check con-
vergence of SCP by verifying that maxs ‖uk+1(s) − uk(s)‖∞/maxs ‖uk+1(s)‖∞ < ,
and that the left-hand side of (3.2) goes to zero through iterations. Since ∆k = ∆0,
for k ∈ N, this implies the validity of (3.2), and that the assumptions of Theorem 3.2
are satisfied. We run it on 100 randomized experiments, and report sample problems,
iterations, and solutions in Figure 1. We observe that the number of SCP iterations
depends on the convergence tolerance . Its variability is mostly dependent on the
varying difficulty of the problems. For these problems, our method converges success-
fully 100% of the time, although it is initialized with unfeasible initial trajectories.
Further, we consider a cylindrical obstacle of radius 0.2 centered at ro = [1.5, 1.9].
We set an obstacle avoidance constraint using the potential function co : Rn → R,
defined as co(x) = (‖r − ro‖2 − (0.2 + ε)2 if ‖r − ro‖ < (0.2 + ε), and 0 otherwise,
where r = [rx, ry] ⊂ x and ε = 0.1. We penalize it directly within the cost, defining
L(s, x(s), u(s)) = λco(x), with λ = 500. For this problem, SCP converges in 8 itera-
tions, with a trajectory avoiding the obstacle in expectation. Indeed, after evaluating
1000 sample paths of the system, only 14 trajectories intersect with the obstacle.
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 # SCP iter.
10% 4.9± 1.5
5% 5.6± 1.9
2.5% 6.2± 2.1
1% 7.0± 2.5
0.1% 8.7± 3.0
Fig. 1: Left: dependence of the number of SCP iterations on the precision tolerance , with 1
standard deviation. Middle: Sample trajectories of a planning problem with obstacle avoid-
ance, and 100 sample paths of the resulting trajectories. Right: velocities and control inputs
of each SCP iteration of the obstacle avoidance planning problem.
6. Conclusion and Perspectives. In this paper we introduce and analyze
convergences properties for sequential convex programming in a stochastic setting,
from which we derive a practical numerical framework to solve non-linear stochastic
optimal control problems.
Future work may consider extending this analysis to tackle more general problem
formulations, e.g., risk measures as costs, and state (chance) constraints. In this
context, some preliminary results using SCP only exist for discrete time problem
formulations [24]. However, tackling continuous time formulations will require more
sophisticated necessary conditions for optimality. Finally, we plan to further leverage
our theoretical insights to design new and more efficient numerical schemes for non-
linear stochastic optimal control.
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Appendix.
6.1. Proof of Lemma 2.1.
Proof of Lemma 2.1. For seek of clarity in the notation, we only consider the case
for which d = 1, being the case with multivariate Brownian motion similar.
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Let us start with the first inequality. For, by denoting x = xu,v,y, for every
t ∈ [0, T ] we compute (below, C ≥ 0 is an appropriate constant)
E
[
sup
s∈[0,t]
‖x(s)‖`
]
≤ CE [‖x0‖`]+ CE[ sup
r∈[0,t]
∥∥∥∥∫ r
0
σ(s, y(s)) dBs
∥∥∥∥`
]
+ CE
[
sup
r∈[0,t]
∥∥∥∥∫ r
0
(
b0(s, y(s)) + u
i(s)bi(s, y(s))
)
ds
∥∥∥∥p
]
+ CE
[
sup
r∈[0,t]
∥∥∥∥∫ r
0
(
∂b0
∂x
(s, y(s)) + vi(s)
∂bi
∂x
(s, y(s))
)
(x(s)− y(s)) ds
∥∥∥∥`
]
+ CE
[
sup
r∈[0,t]
∥∥∥∥∫ r
0
∂σ
∂x
(s, y(s))(x(s)− y(s)) dBs
∥∥∥∥`
]
.
For the last term, by denoting Sσ ,
{
(s, ω) ∈ [0, T ] × Ω : (s, y(s, ω)) ∈ supp σ
}
,
Burkholder–Davis–Gundy, Ho¨lder and Young inequalities give
E
[
sup
r∈[0,t]
∥∥∥∥∫ r
0
∂σ
∂x
(s, y(s))(x(s)− y(s)) dBs
∥∥∥∥p
]
≤ C
(∫ t
0
E
[
sup
s∈[0,r]
‖x(r)‖p
]
ds+
∫
Sσ
∥∥∥∥∂σ∂x (s, y(s))
∥∥∥∥p ‖y(s)‖p d(s× P )
)
≤ C
(
1 +
∫ t
0
E
[
sup
s∈[0,r]
‖x(r)‖p
]
ds
)
.
Similar computations apply to the other terms, and when considering solutions to
(2.1). Therefore, we conclude from a routine Gro¨nwall inequality argument.
Let us prove the second inequality of the lemma. For t ∈ [0, T ], we compute
E
[
sup
s∈[0,t]
‖xu1(s)− xu2(s)‖p
]
≤ CE
[
sup
s∈[0,t]
∥∥∥∥∫ r
0
(b0(s, xu1(s))− b0(s, xu2(s))) ds
∥∥∥∥p
]
+ CE
[
sup
s∈[0,t]
∥∥∥∥∫ r
0
(
ui1(s)bi(s, xu1(s))− ui2(s)bi(s, xu2(s))
)
ds
∥∥∥∥p
]
+ CE
[
sup
s∈[0,t]
∥∥∥∥∫ r
0
(σ(s, xu1(s))− σ(s, xu2(s))) dBs
∥∥∥∥p
]
.
For the second term on the right-hand side, Ho¨lder inequality gives
E
[
sup
s∈[0,t]
∥∥∥∥∫ r
0
(
ui1(s)bi(s, xu1(s))− ui2(s)bi(s, xu2(s))
)
ds
∥∥∥∥p
]
≤
≤ C
(∫ t
0
E
[
sup
r∈[0,s]
‖xu1(r)− xu2(r)‖p
]
ds+ E
[(∫ T
0
‖u1(s)− u2(s)‖ ds
)p])
,
and similar computations hold for the remaining terms, and when considering. solu-
tions to (2.1). Again, we conclude by a Gro¨nwall inequality argument.
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6.2. Proof of Lemma 4.1. We start with a preliminary result.
Lemma 6.1. Let (η1, . . . , ηj) ∈ PrRj+(C
j
t ) (in particular, no (A2) or any assump-
tion on t > tj are required). For ε ∈ [0, t− tj), uniformly for δ ∈ [−ε, T − t],
E
[∥∥∥∥g˜(x˜upi (t+ δ))− g˜(x˜u(t+ δ))− j∑
i=1
ηi
∂g˜
∂x˜
(x˜u(t+ δ))zti,ui(t+ δ)
∥∥∥∥2] 12 = o
(
j∑
i=1
ηi
)
.
Proof. We only consider the case j = 1, being the most general case j > 1 done
by adopting a classical induction argument (see, e.g., [1]). We only need to prove that
(6.1) E
[
‖x˜upi (t+ δ)− x˜u(t+ δ)− η1zt1,u1(t+ δ)‖2
]
= o(η21)
uniformly for every δ ∈ [−ε, T − t]. For, first we remark that x˜upi (t) = x˜u(t), for
t ∈ [0, t1]. Since t ∈ (tj , tf ] and ε ≥ 0 are fixed, and we take the limit η1 → 0, we may
assume that η1 + t1 < t − ε. Therefore, without loss of generality, we replace t + δ
with t, assuming t ≥ t1 + η1, uniformly. We have (below, C ≥ 0 denotes a constant)
E
[
‖x˜upi (t)− x˜u(t)− η1zt1,u1(t)‖2
]
≤ CE
[∥∥∥∥∫ t1+η1
t1
η1A(s)zt1,u1(s)ds
∥∥∥∥2
]
+ CE
[∥∥∥∥∫ t
t1+η1
(
b˜(s, upi(s), xupi (s))− b˜(s, u(s), xu(s))− η1A(s)zt1,u1(s)
)
ds
∥∥∥∥2
]
+ CE
[∥∥∥∥∫ t
0
1(t1,T ](s) (σ˜(s, xupi (s))− σ˜(s, xu(s))− η1D(s)zt1,u1(s)) dBs
∥∥∥∥2
]
+ CE
[∥∥∥∥∫ t1+η1
t1
(
b˜(s, upi(s), xupi (s))− b˜(s, u(s), xu(s))
)
ds− η1zt1,u1(t1)
∥∥∥∥2
]
.
Let us analyze those integrals separately. Starting with the last one, we have
E
[∥∥∥∥∫ t1+η1
t1
(
b˜(s, upi(s), xupi (s))− b˜(s, u(s), xu(s))
)
ds− η1zt1,u1(t1)
∥∥∥∥2
]
≤
≤ CE
[∥∥∥∥∫ t1+η1
t1
(
b˜(s, u1, xupi (s))− b˜(s, u1, xu(s))
)
ds
∥∥∥∥2
]
+ CE
[∥∥∥∥∫ t1+η1
t1
(
b˜(s, u1, xu(s))− b˜(s, u(s), xu(s))
)
ds− η1zt1,u1(t1)
∥∥∥∥2
]
.
Lemma 2.1 immediately gives that the first term on the right-hand side is o(η21). In
addition, from Ho¨lder inequality, it follows that
1
η21
E
[∥∥∥∥∫ t1+η1
t1
(
b˜(s, u1, xu(s))− b˜(s, u(s), xu(s))
)
ds− η1zt1,u1(t1)
∥∥∥∥2
]
≤
≤ C
η1
∫ t1+η1
t1
E
[∥∥∥b˜(s, u1, xu(s))− b˜(t1, u1, xu(t1))∥∥∥2] ds
+
C
η1
∫ t1+η1
t1
E
[∥∥∥b˜(s, u(s), xu(s))− b˜(t1, u(t1), xu(t1))∥∥∥2] ds.
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Since t1 is a Lebesgue point for u, the two terms above go to zero whenever η1 → 0.
Next, by the BurkholderDavisGundy inequality and a Taylor development, we have
E
[∥∥∥∥∫ t
0
1(t1,T ](s) (σ˜(s, xupi (s))− σ˜(s, xu(s))− η1D(s)zt1,u1(s)) dBs
∥∥∥∥2
]
≤ CE
[∫ t
t1
‖D(s) (x˜upi (s)− x˜u(s)− η1zt1,u1(s))‖2 ds
]
+ CE
[∫ t
t1
∥∥∥∥∫ 1
0
θ
∂2σ˜
∂x˜2
(s, θx˜u(s) + (1− θ)(x˜upi − x˜u)(s)) (x˜upi − x˜u)2 (s) dθ
∥∥∥∥2 ds
]
= C
∫ t
t1
E
[
‖x˜upi (s)− x˜u(s)− η1zt1,u1(s)‖2
]
ds+ o(η21),
thanks to Lemma 2.1. Similar estimates hold for the remaining terms in the first
inequality of the proof. Summarizing, there exists a constant C ≥ 0 such that
E
[
‖x˜upi (t)− x˜u(t)− η1zt1,u1(t)‖2
]
≤ o(η21) + C
∫ t
t1
E
[‖x˜upi (s)− x˜u(s)− η1zt1,u1(s)‖2] ds
and the conclusion follows from a routine Gronwa¨ll inequality argument.
Proof of Lemma 4.1. Whenever δ = 0, the claim follows from Lemma 6.1. There-
fore, assume δ 6= 0 and (A2). Hence, g˜ is an affine function, and in the rest of this
proof we will be denoting g˜(x˜) = Mx˜+ d, where M ∈ R(q+1)×(n+1) and d ∈ Rq+1.
Developing, we have
∥∥∥∥E[g˜(x˜upi (t+ δ))− g˜(x˜u(t))− δMb˜(t, u(t), xu(t))− j∑
i=1
ηiAzti,ui(t)
]∥∥∥∥ ≤
≤
∥∥∥E[g˜(x˜u(t+ δ))− g˜(x˜u(t))− δMb˜(t, u(t), xu(t))]∥∥∥
+
∥∥∥∥E[g˜(x˜upi (t+ δ))− g˜(x˜u(t+ δ))− j∑
i=1
ηiMzti,ui(t+ δ)
]∥∥∥∥
+
j∑
i=1
ηi ‖M‖
∥∥∥E[zti,ui(t+ δ)− zti,ui(t)]∥∥∥.
Thanks to Lemma 6.1, the second term on the right-hand side is o
(∑j
i=1 ηi
)
. For
the last summand, from the property of the stochastic integral, we have
∥∥∥E[zti,ui(t+ δ)− zti,ui(t)]∥∥∥ ≤
∥∥∥∥∥E
[∫ t+δ
t
A(s)zti,ui(s) ds
]∥∥∥∥∥
+
∥∥∥∥∥E
[∫ t+δ
0
1[t,T ](s)D(s)zti,ui(s) dBs
]∥∥∥∥∥ ≤ CE
[
sup
s∈[0,T ]
‖zti,ui(s)‖
]
δ,
and the last term is o
(
δ +
∑j
i=1 ηi
)
. It is worth pointing out the importance for g
to be affine to provide the last claim. Finally, for the remaining term, we apply Itoˆ
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formula to each coordinate h = 1, . . . , q + 1, obtaining
[
g˜(x˜u(t+ δ))− g˜(x˜u(t))−δMb˜(t, u(t), xu(t))
]
h
=
n+1∑
k=1
Mhk
∫ t+δ
0
1[t,T ](s)σ˜k(s, xu(s)) dBs
+
n+1∑
k=1
Mhk
(∫ t+δ
t
b˜k(s, u(s), xu(s)) ds− δb˜k(t, u(t), xu(t))
)
,
and therefore
1
δ +
∑j
i=1 ηi
∥∥∥E[g˜(x˜u(t+ δ))− g˜(x˜u(t))− δMb˜(t, u(t), xu(t))]∥∥∥ ≤
≤ ‖M‖
δ
∫ t+δ
t
E
[∥∥∥b˜k(s, u(s), xu(s))− b˜k(t, u(t), xu(t))∥∥∥] ds.
But t is Lebesgue for u, thus this last quantity goes to zero for δ → 0, an we conclude.
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