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Abstract—We present a novel algorithm for estimating the
Carrier Frequency Offset (CFO) in an OFDM receiver. The
algorithm is based on locating the spectral minimas within
null subcarriers embedded in the spectrum. This is done by
using a scaled DFT algorithm to calculate the spectrum of
the OFDM symbol around the null subcarrier, followed by
averaging the absolute square of the amplitude. The method
is suitable for systems with continuous transmission.
I. INTRODUCTION
C
ARRIER Frequency Offset (CFO) estimation is an
essential part of an Orthogonal Frequency Division
Multiplexing (OFDM) receiver. If a CFO is present each
sample x(n) will be multiplied by ej2π²n/N, where ² is the
CFO written as a fraction of the intercarrier spacing and N
is the number of subcarriers. This phase rotation makes the
subcarriers no longer orthogonal and degrades the Signal-
to-Noise Ratio (SNR).
Much effort has been put into the development of ef-
ﬁcient CFO estimation algorithms. These algorithms can
be categorized into two main groups, data aided and blind
algorithms.
Data aided algorithms use knowledge about the speciﬁc
data that was transmitted, for example in the form of a
training symbol or pilot tones. Such algorithms have been
described in e.g. []. Training symbols and pilot tones de-
crease the energy efﬁciency and will not be treated in this
paper.
A blind algorithm only relies on the received OFDM
symbols. A common family of blind CFO estimation al-
gorithms uses the cyclic preﬁx (CP). The main reason for
having the CP in the ﬁrst place is to protect the symbol
from Inter-Symbol Interference (ISI) caused by a channel
with multiple paths. Since the symbol is cyclicly extended
it is possible, due to circular convolution, to view the ef-
fects of the channel as a complex multiplication with each
orthogonal subcarrier. Algorithms that use the CP to esti-
mate the CFO have been reported in for example [1].
A problem with algorithms that use the CP is that if the
channel is multipath the CP can be heavily distorted and
hence the algorithms might perform badly in such an envi-
ronment.
A number of blind algorithms with other approaches
have been presented, however, they are rather computa-
tionallydemanding. In[2]ablindalgorithmbasedonover-
sampling is presented and in [3] a blind ESPRIT-like algo-
rithm is presented.
In this paper we propose a novel blind algorithm for
CFO estimation. The outline of the paper is as follows.
We begin in the next section by describing the system
model used, followed by a presentation of the proposed
algorithm. Finally, we make a brief comparison with other
CFO estimation methods.
II. SYSTEM MODEL
We will start by recapitulating the theory behind OFDM.
The idea behind OFDM is based on the observation that
overlapping subcarriers can be placed closely together
without interfering with each other. An easy way to do this
is to map the data to be transmitted onto complex valued
numbers, representing constellations such as BPSK, QPSK
or 16-QAM, and then transform them into the time do-
main using the inverse discrete fourier transform (IDFT).
The IDFT is usually implemented using the Inverse Fast
Fourier Transform (IFFT).
In an OFDM system it is common to have unused sub-
carriers embedded in the spectrum, either as pilot tones or
as completely unmodulated tones. The central subcarrier
#0 is normally not used since it corresponds to DC in the
baseband and its content is distorted by the RF part of the
receiver. The model that will be used in this paper can be
seen in Fig. 1.
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Fig. 1. An OFDM symbol in the frequency domain with a null subcarrier
Assume that we use N possible subcarriers and that
X(n) contain the complex data. We can then transformthe data into the time domain by calculating the IDFT as
xN(n)=
1
N
N−1 X
k=0
X(k)W
−nk
N (1)
where WN = e−j2π/N. This transformation can also be
written in matrix representation. Let T be a square matrix
with matrix elements
T(n,k)=Wnk
N . (2)
where n = {0...N − 1} and k = {0...N − 1}. The calcu-
lation in (1) can now be rewritten as
x = THX (3)
where H means transpose and conjugate.
Normally, to form a complete OFDM symbol a Cyclic
Preﬁx (CP) is added, in the time domain, by copying the
last NCP samples and inserting them in front of the sym-
bol. The CP works both as a guard interval to prevent Inter-
Symbol Interference (ISI) and as a way to ensure that the
subcarriers remain orthogonal in a situation where we have
a multipath channel or a timing offset.
In the receiver the reverse operations are performed. Af-
ter the incoming transmission has been synchronized in
time and frequency the cyclic preﬁx is removed. The re-
ceived samples are transformed into the frequency domain
using the discrete fourier transform (DFT) by calculating
X(k)=
N−1 X
n=0
xN(n)Wnk
N (4)
which can be written in matrix representation as
X = Tx. (5)
If a CFO is present the subcarriers will no longer be or-
thogonal and (4) will be distorted with Inter-Carrier Inter-
ference (ICI). The compensation can be done either in the
time domain or by directly adjusting the carrier frequency
oscillator. A more detailed chain of operations performed
in an OFDM system is shown in Fig. 2.
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Fig. 2. OFDM system
In Fig. 3 the spectrum of an OFDM symbol can be seen.
In this example 48 out of 64 QPSK-modulated subcarriers
were used. The length of the symbol was extended four
times with zeros to increase the resolution of the spectrum.
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Fig. 3. The spectrum of an OFDM symbol
Since the cyclic preﬁx does not contain any useful in-
formation it decreases the efﬁciency of the transmission.
OFDM systems without a cyclic preﬁx have been pro-
posed, see for example [4]. In such systems the problems
with ISI and ICI have to be dealt with some other way.
The CFO estimation algorithm that we propose in the next
section could be useful in such systems.
III. PROPOSED CFO ESTIMATION ALGORITHM
The idea behind the CFO estimator presented in this pa-
per is to locate the center of a null subcarrier embedded in
the symbol. To do this we contract the window of the FFT
around each of the null subcarriers. This can be done by
multiplying the exponents in the matrix elements
Tδ(n,k)=Wδnk = e−j 2πδ
N nk (6)
by a constant δ =( 0 ,1]. In this way a high resolution spec-
trum of the frequencies surrounding the central subcarrier
is acquired. In Fig. 4 the spectrum from Fig. 3 has been
contracted around the central subcarrier. As can be seen, a
CFO will manifest itself as shifted locations of the minima
of the spectrum.
Note that the central subcarrier is used for convenience
in this example. In practice this subcarrier will represent
the DC level and hence it cannot be used in a transmission
system. As we will see later, however, the spectrum can
easily be shifted.
The resolution of the DFT can be increased by calculat-
ing the spectrum for more frequencies. This corresponds
to a non square DFT matrix and is mathematically equiva-
lent to embedding zeros at the end of the batch before it is
transformed using an FFT.
The resolution of the estimator depends on the width δ
and the number of points L. The frequency axis is quan-
tized into steps that are
Bδ
L
Hz (7)
apart, where B is the available bandwidth. In Fig. 5 the
MSE can be seen for δ =0 .02 and δ =0 .01.I fδ is made−0.03 −0.02 −0.01 0 0.01 0.02 0.03
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Fig. 4. The spectrum of an OFDM symbol around a null subcarrier
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Fig. 5. The MSE for different delta
smaller the error ﬂoor is lowered, but the maximal CFO
that can be estimated is also lowered.
To be able to compute the contracted spectrum with an
FFT, the multipliers in the FFT must be general or at least
able to switch between a limited number of factor sets.
Different window widths can be used, depending on the
amount of CFO, to maintain the smallest possible quanti-
zation of the frequency axis.
Noise and different modulated data will affect the con-
tracted spectrum as can be seen in the upper part of Fig.
6. We assume that the noise is white, at least on a narrow
band level, and that the distribution of the modulated data
is rectangular. The effect of the noise can be decreased by
calculating the average of the absolute square of the spec-
trum. In the lower part of Fig. 6 the resulting average spec-
trum amplitude can be seen. The CFO estimate is found by
locating the minimum of the average spectrum.
The most straightforward method to ﬁnd the center is to
ﬁnd the minimum, e.g. by a complete search or using in-
terval halving. Another, more computationally demanding
method, is to calculate the center of gravity, or in this case,
the center of inversed gravity.
To decrease the sensitivity to narrowband noise the posi-
tion of the null subcarrier can be moved around in a pseu-
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Fig. 6. The spectrum averaged over 10 symbols
dorandom fashion, similar to the method presented in [5].
Even if the null subcarrier is moved around a spectrum av-
erage like in Fig. 4 can be used.
Assume that L points are used to calculate the spectrum.
Then, a frequency offset can be inserted in (4) and then we
get
X(k)=
N−1 X
n=0
xN(n)e−j 2π
N δn(k+ N
Lδzpos) =
=
N−1 X
n=0
xN(n)e−j 2π
L zposWδnk
N
From (8) it can be seen that by multiplying each sample by
e−j 2π
L zposk, (8)
where zpos is the subcarrier number, k is the sample num-
ber and L the number of points, the window of interest can
be shifted around. The exponentials are different for each
zpos and each k, but they can be pre-calculated.
The most common CFO compensation method is to
derotate the incoming samples similarly to (8), but usually
onlytocorrectaCFOthatissmall. Sincethecompensation
method is needed to compensate for a CFO it can simulta-
neously be used to move the spectrum around in integer
steps to decrease the sensitivity to noise. Of course, the
positions for each demodulated subcarrier will be shifted
as well, but that will not be a problem since the positions
are known beforehand. When the CFO has been compen-
sated the usage of the proposed algorithm will effectively
create a feedback loop that strives to decrease the CFO to
zero. Measures might have to be implemented to prevent
oscillation, but that will not be covered in this paper.
Summary of the algorithm above
1) Generate the scaled DFT transform matrix Tδ.
2) Transform the incoming samples into the frequency
domain by multiplication by Tδ.
3) Calculate the absolute square of the resulting sam-
ples in the frequency domain.4) Average over a number of symbols to reduce the ef-
fects of noise.
5) Find an estimate of the CFO by ﬁnding the location
of the minimum value.
6) Calculate the average of the estimate.
A. Complexity
The complexity of the proposed method comes from an
FFT calculation, asquare computation, acenter ﬁnding op-
eration, and possibly an averaging function.
For each set of N samples we have to, approximately,
perform the following operations.
• Frequency shift: 2N real multiplications, N real ad-
ditions
• DFT: 2N log2 N real multiplications, N log2 N real
additions
• Absolute square: 2N real multiplications, N real ad-
ditions
• Spectrum mean: N − 1 real additions
• Minimum ﬁnding operation: N − 1 comparisons
If the operations are pipelined they can be done in paral-
lel and it turns out the operations that we have to perform
is of order 4 + 2log2 N real multiplications, 3 + log2 N
real addition and 1 comparison per sample.
B. Performance
The method has been evaluated using a channel model
consisting of added white noise. The following deﬁnition
of the mean square error (MSE) was used
MSE =
1
Mc
Mc X
k=1
(² − ˆ ²(k))
2 (9)
where Mc is the number of Monte-Carlo simulations. In
our case Mc was equal to 500. The spectrum was ﬁrst
averaged over a set of 5 symbols followed by an average
of the estimate over 15 such sets. The MSE for different
noise levels can be seen in Fig. 7.
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Fig. 7. Estimate mean-square-error vs. SNR
From the plot in Fig. 7 it is seen that the method works
well when the SNR is rather high, but the estimate can be
improved by averaging the estimate over more symbols.
Since quite many symbols are needed the method is most
useful for systems with continuous transmission, such as
DVB-T [6]. In the simulations QPSK-modulation were
used. More simulations and comparisons will be published
in the future.
C. Comparison with other techniques
As opposed to most other CFO estimation algorithms
the presented algorithm does not require a cyclic preﬁx.
In for example [4] an OFDM transmission technique that
does not use a cyclic preﬁx is proposed. Our algorithm
could be used in such a system.
Another blind algorithm, for example the one presented
in [3], uses Singular Value Decomposition (SVD), which
is computationally demanding.
One advantage of our method is that it does not use over-
sampling as, for example, the blind algorithm presented in
[2].
IV. CONCLUDING REMARKS
A blind OFDM CFO estimation algorithm has been pro-
posed. It works by locating the positions of null subcarri-
ers. This is done by scaling the frequency axis to acquire a
smaller part of the spectrum at a higher resolution.
The main advantages with the proposed algorithm is that
it does not use a cyclic preﬁx or any training symbols.
The algorithm is scalable and the resolution can easily be
adopted to different levels of CFO. No oversampling is
needed for the algorithm to work.
Compared to some algorithms that use the cyclic preﬁx
to estimate the CFO, the proposed algorithm is more com-
putationally demanding. For each symbol an extra FFT
computation is necessary. A good estimate requires aver-
aging over a number of symbols and therefore the algo-
rithm is suitable for systems with continuous transmission,
such as DVB-T.
The presented algorithm is not strictly limited to OFDM
signals. It can be used in other system where CFO esti-
mation is needed and an unused part of the spectrum is
present.
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