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THE STRUCTURE OF GAUSSIAN MINIMAL BUBBLES
STEVEN HEILMAN
Abstract. It is shown that m disjoint sets with fixed Gaussian volumes that partition Rn
with minimum Gaussian surface area must be (m − 1)-dimensional. This follows from a
second variation argument using infinitesimal translations. The special case m = 3 proves
the Double Bubble problem for the Gaussian measure, with an extra technical assumption.
That is, when m = 3, the three minimal sets are adjacent 120 degree sectors. The technical
assumption is that the triple junction points of the minimizing sets have polynomial volume
growth. Assuming again the technical assumption, we prove the m = 4 Triple Bubble
Conjecture for the Gaussian measure. Our methods combine the Colding-Minicozzi theory
of Gaussian minimal surfaces with some arguments used in the Hutchings-Morgan-Ritore´-
Ros proof of the Euclidean Double Bubble Conjecture.
1. Introduction
Classical isoperimetric theory asks for the minimum total Euclidean surface area of m
disjoint volumes in Rn+1. The case m = 1 results in the Euclidean ball. That is, a Euclidean
ball has the smallest Euclidean surface area among all (measurable) sets of fixed Lebesgue
measure. The case m = 2 is the Double Bubble Problem, solved in [HMRR02, Rei08]. The
case m ≥ 3 is still open, except for the special case m = 3, n+ 1 = 2 [Wic04]. As Hutchings
writes on his website1 concerning the m = 3, n + 1 = 3 case, “The triple bubble problem in
R3 currently seems hopeless without some brilliant new idea.”
Recent results in theoretical computer science, such as sharp hardness for the MAX-m-
CUT problem [KKMO07, IM12] motivate the above isoperimetric problem with Lebesgue
measure replaced with the Gaussian measure [IM12]. Also, the “plurality is stablest” con-
jecture from social choice theory is closely related to such an isoperimetric problem. This
problem [IM12] says that if votes are cast in an election between m candidates, if every
candidate has an equal chance of winning, and if no one person has a large influence on the
outcome of the election, then taking the plurality is the most noise-stable way to determine
the winner of the election. That is, plurality is the voting method where the outcome is least
likely to change due to independent, uniformly random changes to the votes. The latter
conjecture is a generalization of the “majority is stablest conjecture” [MOO10], which was
proven using (a generalization of) the Gaussian m = 1 case of the isoperimetric problem
posed above.
In the Gaussian setting, for convenience, we include the complement of the m volumes
as a set itself. That is, in the Gaussian setting, we ask for the minimum total Gaussian
surface area of m disjoint volumes in Rn+1 whose union is all of Rn+1. The case m = 1 is
then vacuous. The case m = 2 results in two half spaces. That is, a set Ω ⊆ Rn+1 lying
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on one side of a hyperplane has the smallest Gaussian surface area
∫
∂Ω
γn(x)dx among all
(measurable) sets of fixed Gaussian measure
∫
Ω
γn+1(x)dx [SC74]. Here, ∀ k ≥ 1, we define
γk(x) := (2pi)
−k/2e−‖x‖
2/2, 〈x, y〉 :=
n+1∑
i=1
xiyi, ‖x‖2 := 〈x, x〉,
∀x = (x1, . . . , xn+1), y = (y1, . . . , yn+1) ∈ Rn+1.
This Gaussian isoperimetric result [SC74] in the casem = 2 has been elucidated and strength-
ened over the years [Bor85, Led94, Led96, Bob97, BS01, Bor03, MN15a, MN15b, Eld15,
MR15, BBJ16]. The case m = 3 is the Gaussian Double Bubble Problem, solved when the
sets Ω1,Ω2,Ω3 ⊆ Rn+1 both have Gaussian measures close to 1/3 [CCH+08]. The result
[CCH+08] requires the solution of the Double Bubble problem on a sphere of arbitrary di-
mension, so their methods seem difficult to apply to the case m ≥ 3. Independent of the
present work, the Gaussian case m = 3 was recently resolved unconditionally in [MN18a].
Recent proofs of the Gaussian m = 2 case [MR15, BBJ16] have used the calculus of vari-
ations techniques, originating with the related work of Colding and Minicozzi [CM12]. We
will focus on such calculus of variations techniques in this work, since they show the most
promise for resolving the case m ≥ 3. Such techniques have been applied to related problems
in [Hei15, Hei17]. The work [MN18a] also uses calculus of variations techniques, combined
with a second-order matrix-valued differential inequality. Instead of using volume-preserving
variations of sets, the approach of [MN18a] considers arbitrary perturbations of sets, allow-
ing the evaluation of all minimizing sets for all measure restrictions, simultaneously. The
differential inequality infinitesimally “pieces together” minimizing sets of different measure
restrictions, and ultimately solves the problem via a maximum principle. In our approach,
we instead mostly focus on volume-preserving variations of sets.
Remark 1.1. Unless otherwise stated, all Euclidean sets in this work are assumed to
be Lebesgue measurable. In Section 1.1 below, we ignore technical issues such as non-
compactness and regularity of sets, for didactic purposes.
1.1. Gaussian Isoperimetry for One Set. It follows from the work [CM12], as recounted
in [MR15, BBJ16], that if Ω ⊆ Rn+1 minimizes ∫
∂Ω
γn(x)dx among all subsets of fixed
Gaussian volume
∫
Ω
γn+1(x)dx, then ∃ λ > 0 such that the boundary of Ω satisfies the
following first variation condition:
H(x) = 〈x,N(x)〉+ λ, ∀x ∈ ∂Ω. (1)
Here N(x) is the exterior unit normal vector of Ω at x ∈ ∂Ω (satisfying ‖N(x)‖ = 1), and
H(x) is the mean curvature of ∂Ω at x ∈ ∂Ω, i.e. the divergence of N(x). (See Section 2.1
for more detailed definitions.) Furthermore, the following second variation condition holds:
∀ f : ∂Ω→ R such that
∫
∂Ω
f(x)γn(x)dx = 0,
∫
∂Ω
f(x)Lf(x)γn(x)dx ≤ 0,
where L is a second-order elliptic differential operator on ∂Ω (defined in (13)), similar to the
Ornstein-Uhlenbeck operator.
So, the problem of classifying the sets Ω of fixed Gaussian volume and minimal Gaussian
surface area reduces to investigating the spectrum (and eigenfunctions) of a self-adjoint
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differential operator L on ∂Ω. Fortunately, as shown in [CM12, MR15, BBJ16], there is a
large class of eigenfunctions of L with eigenvalue 1. That is,
∀ v ∈ Rn+1, L〈v,N(x)〉 = 〈v,N(x)〉, ∀x ∈ ∂Ω. (2)
Combining this equality with the second variation condition, we see that
∀ v ∈ Rn+1 such that
∫
∂Ω
〈v,N(x)〉γn(x)dx = 0,
∫
∂Ω
〈v,N(x)〉2γn(x)dx ≤ 0. (3)
If we define V := {v ∈ Rn+1 : ∫
∂Ω
〈v,N(x)〉γn(x)dx = 0}, then (3) implies
∀ v ∈ V, ∀x ∈ ∂Ω, 〈v,N(x)〉 = 0.
Since V ⊆ Rn+1 is a linear subspace of dimension at least n, we conclude that ∂Ω consists of
a set of parallel hyperplanes. From (1), ∂Ω must in fact consist of at most two hyperplanes,
since H(x) = 0 and N(x) takes at most two values for all x ∈ ∂Ω, so (1) gives the equation of
at most two hyperplanes. One can then deduce that in fact ∂Ω consists of a single hyperplane.
The key of the above argument was the implication (1) implies (2). That is, it is crucial
to find a large class of eigenfunctions of L with positive eigenvalues. In the Gaussian setting,
this argument seems to have first appeared in [CM12], and it was used in several subsequent
works, e.g. [CIMW13, MR15, Gua15, CW14, CW18, COW16, BBJ16, Zhu16, Hei17]. In the
Euclidean setting, an investigation of the eigenfunctions of the second variation of minimal
surfaces seems to have originated in the work of Simons [Sim68] on the stability of Euclidean
minimal cones, reappearing elsewhere such as [BdC84] and [HMRR02].
One might ask why (2) would be expected to hold, and if such an identity is specific to
the Gaussian setting. Let Ω ⊆ Rn+1, and let v ∈ Rn+1. Suppose we translate Ω in the
direction tv for any t > 0, forming the set Ω + tv. By formally taking a derivative at t = 0,
we see that x ∈ ∂Ω is translated to the point x+ t〈v,N(x)〉N(x) +Ox(t2). In this way, the
function x 7→ 〈v,N(x)〉 corresponds to an infinitesimal translation of the set Ω in Euclidean
space. The Gaussian measure is not translation invariant. However, for any v ∈ Rn+1,
the function x 7→ e−‖x‖22/2, x ∈ Rn+1 can be written as x 7→ e−|〈x,v〉|2‖v‖22/2e−‖x−〈x,v〉v‖22/2.
And the second term in the product is invariant under translation by v. Intuitively, this
property of “translation invariance up to one-dimensional distributions” leads to the identity
(2), and also demonstrates that (2) seems unique to the Gaussian measure. (Recall that
(general) Gaussian measures are the unique rotation invariant product probability measures
on Euclidean space.)
In the Euclidean setting, infinitesimal translations and infinitesimal rotations also yield
eigenfunctions of the corresponding operator L, albeit with eigenvalue 0. This observation
was one key ingredient in the proof of the Euclidean Double Bubble Conjecture [HMRR02].
1.2. Gaussian Isoperimetry of Multiple Sets. It is an elementary but important obser-
vation that the above argument provides a nontrivial conclusion for multiple sets. Suppose
Ω1, . . .Ωm ⊆ Rn+1 are disjoint sets with fixed Gaussian volumes γn+1(Ω1), . . . , γn+1(Ωm) with∑m
i=1 γn+1(Ωi) = 1 and of minimal Gaussian surface area∑
1≤i<j≤m
∫
(∂Ωi)∩(∂Ωj)
γn(x)dx.
3
Then the above first and second variation arguments still hold, with suitable modifications
(see Lemmas 3.5, 3.7 and 3.10). For any 1 ≤ i < j ≤ m, there exists λij ∈ R such that
Hij(x) = 〈x,Nij(x)〉+ λij, ∀x ∈ (∂Ωi) ∩ (∂Ωj). (4)
As above, Nij(x) is the unit normal vector of Ωi pointing into Ωj at x ∈ (∂Ωi) ∩ (∂Ωj)
and Hij(x) is the mean curvature of ∂Ωi at x ∈ (∂Ωi) ∩ (∂Ωj), or the divergence of Nij(x).
(See Section 2.1 and Definition 3.4 for more detailed definitions.) (See also Figure 3.) An
appropriate generalization of the second variation formula now holds (see Lemma 3.10).
For simplicity of exposition, we restrict our attention now to the second variation of linear
functions of the normal vector:
∀ v ∈ Rn+1 such that ∀ 1 ≤ i ≤ m,
∫
∂Ωi
∑
j∈{1,...,m} : j 6=i
〈v,Nij(x)〉γn(x)dx = 0,
∑
1≤i<j≤m
∫
∂Ωi
f(x)Lijf(x)γn(x)dx ≤ 0,
where Lij is a second-order elliptic differential operator on (∂Ωi)∩ (∂Ωj) defined in a similar
way to L (in (13) or (23)). Just as (1) implies (2), (4) implies
∀ v ∈ Rn+1, ∀ 1 ≤ i < j ≤ m, Lij〈v,Nij(x)〉 = 〈v,Nij(x)〉, ∀x ∈ (∂Ωi) ∩ (∂Ωj). (5)
Combining this equality with the second variation condition, we see that
∀ v ∈ Rn+1 such that ∀ 1 ≤ i ≤ m,
∫
∂Ωi
∑
j∈{1,...,m} : j 6=i
〈v,Nij(x)〉γn(x)dx = 0,
∑
1≤i<j≤m
∫
∂Ωi
〈v,Nij(x)〉2γn(x)dx ≤ 0.
(6)
Let V := {v ∈ Rn+1 : ∫
∂Ωi
∑
j∈{1,...,m} : j 6=i〈v,Nij(x)〉γn(x)dx = 0, ∀ 1 ≤ i ≤ m}. By (6),
∀ v ∈ V, ∀ 1 ≤ i < j ≤ m, ∀x ∈ (∂Ωi) ∩ (∂Ωj), 〈v,Nij(x)〉 = 0.
Since V ⊆ Rn+1 is a linear subspace of dimension at least n −m + 2 (when m ≥ 2), after
rotating Ω1, . . .Ωm, there exist Ω
′
1, . . . ,Ω
′
m ⊆ Rm−1 such that
Ωi = Ω
′
i × Rn−m+2, ∀ 1 ≤ i ≤ m.
That is, Ω1, . . .Ωm are (m− 1)-dimensional.
As in the case m = 2, the implication (4) implies (5) is crucial for this argument. In
particular, this argument needs many eigenvectors of (Lij)1≤i<j≤m. This observation, that
Colding-Minicozzi theory (i.e. the implication (4) implies (5)) applies to multiple sets, is the
starting point of our investigation.
In certain cases, one can assert, as in [CM12], that an eigenfunction of (Lij)1≤i<j≤m exists
with eigenvalue greater than 1. This eigenfunction may have a nonzero integral on the
boundary of some set Ωi for some 1 ≤ i ≤ m, in which case the perturbation of sets induced
by this eigenfunction does not preserve the Gaussian volumes of the sets Ω1, . . . ,Ωm. But
this problem can be fixed by adding some other eigenfunctions of (Lij)1≤i<j≤m, and using
orthogonality of eigenfunctions with different eigenvalues in Lemma 6.1. This observation
was also used in [CM12].
We now state our main problem of interest more formally.
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Problem 1.2 (Gaussian Multi-Bubble Problem, [Hut97, HMRR02, CCH+08]). Let
m ≥ 3. Fix a1, . . . , am > 0 such that
∑m
i=1 ai = 1. Find measurable sets Ω1, . . .Ωm ⊆ Rn+1
with ∪mi=1Ωi = Rn+1 and γn+1(Ωi) = ai for all 1 ≤ i ≤ m that minimize∑
1≤i<j≤m
∫
(∂Ωi)∩(∂Ωj)
γn(x)dx,
subject to the above constraints.
Ω1
Ω3
Ω2
120o
Figure 1. Optimal Sets for Conjecture 1.3 in the case m = 3, n+ 1 = 2.
Conjecture 1.3 (Gaussian Multi-Bubble Conjecture [HMRR02, CCH+08, IM12]). Let
Ω1, . . .Ωm ⊆ Rn+1 minimize Problem 1.2. Let z1, . . . , zm ∈ Rn+1 be the vertices of a regular
simplex in Rn+1 centered at the origin. Then ∃ y ∈ Rn+1 such that, for all 1 ≤ i ≤ m,
Ωi = y + {x ∈ Rn+1 : 〈x, zi〉 = max
1≤j≤m
〈x, zj〉}.
We sometimes refer to sets Ω1, . . . ,Ωm that minimize Problem 1.2 as Gaussian minimal
bubbles. Our first result follows from the argument sketched above for (6).
Theorem 1.4 (Dimension Reduction for Gaussian Minimal Bubbles). Suppose
Ω1, . . .Ωm ⊆ Rn+1 minimize Problem 1.2. Then there exists 0 ≤ ` ≤ m − 1 and there
exist Ω′1, . . . ,Ω
′
m ⊆ R` such that, after rotating Ω1, . . . ,Ωm, we have
Ωi = Ω
′
i × Rn−`+1.
Moreover ` can be chosen to be the dimension of the span of the following m vectors in Rn+1∫
Ω1
xγn+1(x)dx, . . . ,
∫
Ωm
xγn+1(x)dx.
Theorem 1.4 can be considered a Gaussian analogue of Hutchings’ Symmetry Theorem for
Euclidean minimizing bubbles [Hut97]. In [Hut97, Theorem 2.6], it is shown that if m ≤ n
sets in Rn+1 have fixed Euclidean volumes and minimum total Euclidean surface area, then
there exists a linear subspace P ⊆ Rn+1 of dimension (m − 1) such that all of the sets are
invariant under any isometry of Rn+1 that fixes P . That is, all of the sets are symmetric
across P . In particular, when m = 2 ≤ n, any minimal Euclidean double bubble is symmetric
with respect to rotations along a fixed line.
The proof of Hutchings [Hut97, Theorem 2.6] relies on an inductive version of Euclidean
symmetrization together with the Ham Sandwich Theorem, for bisecting m Euclidean sets
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with a hyperplane. In particular, the proof uses translation invariance of Lebesgue measure.
So, an adaptation of the methods of [Hut97, Theorem 2.6] to prove Theorem 1.4 seems
difficult if not impossible. Moreover, Theorem 1.4 deduces a translational symmetry for
Gaussian bubble clusters, whereas [Hut97, Theorem 2.6] deduces a rotational symmetry.
Indeed, the minimal Euclidean bubbles should not have any translational symmetry.
The following Theorem implies flatness of boundaries of minimal Gaussian partitions, or
it improves on the dimension condition of Theorem 1.4 by one dimension.
Theorem 1.5 (Structure Theorem Dichotomy). Let Ω1, . . . ,Ωm minimize Problem 1.2.
Suppose Assumption 1.6 holds. Then at least one of the following holds.
• ∀ 1 ≤ i < j ≤ m, there exist two hyperplanes Pij, P ′ij ⊆ Rn+1 such that
(∂Ωi) ∩ (∂Ωj) ⊆ Pij ∪ P ′ij.
• The sets Ω1, . . . ,Ωm are (m − 2)-dimensional. That is, there exists 0 ≤ ` ≤ m − 2
and there exist Ω′1, . . . ,Ω
′
m ⊆ R` such that, after rotating Ω1, . . . ,Ωm, we have
Ωi = Ω
′
i × Rn−`+1.
Intuitively, Theorem 1.5 should be sufficient to prove Conjecture 1.3, since (m − 2)-
dimensional sets should be “unstable.” For example, a small perturbation of the sets should
always result in the span of
∫
Ω1
xγn+1(x)dx, . . . ,
∫
Ωm
xγn+1(x)dx being (m− 1)-dimensional,
so Theorem 1.4 should imply that the second case of Theorem 1.5 does not occur. We are
unable to turn this intuition into a proof.
The following technical assumption is needed to prove the almost orthogonality of eigen-
functions of (Lij)1≤i<j≤m in the proof of Theorem 1.5. Assumption 1.6 says that a neighbor-
hood of the singular set has small Gaussian area on a sequence of annuli going to infinity.
Assumption 1.6 (Polynomial Volume Growth of Singular Set). Define
C :=
⋃
1≤i<j<k≤m
(∂Ωi) ∩ (∂Ωj) ∩ (∂Ωk).
We assume that
lim sup
r→∞
γn−1({x ∈ C : r ≤ ‖x‖ ≤ r + 1}) = 0.
For example, if n+ 1 = 2 and if C is a finite set of points, then Assumption 1.6 automat-
ically holds, since the set {x ∈ C : r ≤ ‖x‖ ≤ r + 1} is empty for all large r. It is unclear
whether or not Assumption 1.6 can be proven to hold a priori for any minimizers of Problem
1.2.
Assumption 1.6 is only used in the proof of Lemma 6.1 to prove the orthogonality of
two eigenfunctions with different eigenvalues. In fact, we only that the quantity γn−1({x ∈
C : r ≤ ‖x‖ ≤ r + 1}) becomes sufficiently small when r is large, since we only use Lemma
6.1 when ε = 1/2. Orthogonality of eigenfunctions with different eigenvalues is nontrivial
in this setting since the surface Σ := ∪1≤i<j≤m(∂Ωi) ∩ (∂Ωj) is non-compact with nonempty
boundary.
In light of Theorem 1.4, we say that sets Ω1, . . . ,Ωm are `-dimensional if the dimension
of the span of
∫
Ω1
xγn+1(x)dx, . . . ,
∫
Ωm
xγn+1(x)dx is `.
In the case m = 3, Theorem 1.4 says the sets Ω1,Ω2,Ω3 minimizing Problem 1.2 are at most
two-dimensional. So, without loss of generality, if m = 3 in Conjecture 1.3, we may assume
6
Cr
r
Ω1
Ω2
Ω3
Figure 2. Depiction of the set Cr := {x ∈ C : r ≤ ‖x‖ ≤ r + 1}, an annular
portion of the singular set C.
that n + 1 = 2. Theorem 1.5 then implies that Ω1,Ω2,Ω3 ⊆ R2 have flat (one-dimensional)
boundaries (contained in at most 6 lines), or the sets Ω1,Ω2,Ω3 are one-dimensional (with
boundaries contained in at most 6 lines, by (4)). Given these reductions, one can e.g. check
a finite number of cases to conclude that Conjecture 1.3 holds when m = 3 (if Assumption
1.6 holds.)
Corollary 1.7 (Gaussian Double Bubble Problem). If any Ω1, . . . ,Ωm minimizing
Problem 1.2 satisfy Assumption 1.6, then Conjecture 1.3 holds when m = 3.
Corollary 1.7 was recently proven independently by [MN18a], without the need for As-
sumption 1.6. We emphasize that the proof of Corollary 1.7 has a different strategy than
the proof of the main result of [MN18a]. In particular, the proof of Corollary 1.7 proceeds
along the lines of [CM12, Zhu16, Hei17].
In the case m = 4, Theorem 1.4 says the sets Ω1, . . . ,Ω4 minimizing Problem 1.2 are at
most three-dimensional. So, without loss of generality, if m = 4 in Conjecture 1.3, we may
assume that n + 1 = 3. If these sets are three-dimensional, then the first case of Theorem
1.5 implies that the sets have flat boundaries. If the sets are at most two-dimensional, then
we adapt the argument of [MN18a] to show that the sets must have flat boundaries. So, in
any case, the sets Ω1, . . . ,Ω4 have flat boundaries, and the boundaries are contained in at
most 8 planes in R3, by (4). Given these reductions, one can check various cases to conclude
that Conjecture 1.3 holds when m = 4 (if Assumption 1.6 holds.)
Corollary 1.8 (Gaussian Triple Bubble Problem). If any Ω1, . . . ,Ωm minimizing Prob-
lem 1.2 satisfy Assumption 1.6, then Conjecture 1.3 holds when m = 4.
To our knowledge, this is the first known proof of any triple bubble problem in arbitrary
dimension, albeit conditional on Assumption 1.6. (For an update, see Section 1.4.)
The second case of Theorem 1.5 corresponds to the second variation operator having an
eigenvalue larger than 1, which really should not happen (see (23), (31)). An eigenvalue
larger than one indicates that something other than an infinitesimal translation can decrease
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the Gaussian surface area of sets minimizing Problem 1.2. And this should not happen since
Conjecture 1.3 predicts that the sets of minimal Gaussian surface area (for different volume
restrictions) should be translations of each other.
As noted already in (6), the more eigenfunctions with positive eigenvalues there are for
the second variation operator (31), the more control can be placed on the structure of the
sets minimizing Problem 1.2. That is, more eigenfunctions translates to flatness or lower-
dimensionality of the minimal sets. The general scheme of our arguments is then to look for
as many eigenfunctions as possible of the second variation operator, as in (5). In general it
seems impossible to find explicit eigenfunctions beyond those described in (5), so we often
simply prove the existence of such eigenfunctions. This was a key step in the arguments of
[CM12].
Remark 1.9. In order to prove Conjecture 1.3 for m > 4, one might try to extend Theorem
1.5 to higher dimensions.
1.3. Organization.
• Theorem 1.4 is proven in Section 7.
• Theorem 1.5 is proven in Section 8.
• Corollary 1.7 is proven in Section 9.
• Corollary 1.8 is proven in Section 10.
Previous sections cover preliminary material. Section 11 covers results from [MN18a]. Sec-
tion 12 provides some concluding remarks.
1.4. Subsequent Work. After uploading the first version of this work to the arXiv on
Friday May 25, 2018, Milman and Neeman [MN18b] uploaded their paper to the arXiv
on Monday May 28, 2018, solving Conjecture 1.3 unconditionally. Nevertheless, our work
and theirs were completed at essentially the same time. One observation of theirs that did
not appear in our work is that the second case of Theorem 1.5 does not actually occur
(see [MN18b, Proposition 7.6]). Using our terminology and notation, in the second case
of Theorem 1.5, there exists a piecewise constant function F on ∪mi=1∂Ω′i whose second
variation is negative (see Lemma 5.4). The observation of [MN18b, Proposition 7.6] is that
the function xn+1F on ∪mi=1∂Ωi also has negative second variation, and it is automatically
(Gaussian) volume-preserving, contradicting the minimality of Ω1, . . . ,Ωm. Therefore, the
second case of Theorem 1.5 cannot occur, i.e. only the first case occurs.
2. Preliminaries and Notation
We say that Σ ⊆ Rn+1 is an n-dimensional C∞ manifold with boundary if Σ can be locally
written as the graph of a C∞ function on a relatively open subset of {(x1, . . . , xn) ∈ Rn : xn ≥
0}. For any (n+ 1)-dimensional C∞ manifold Ω ⊆ Rn+1 with boundary, we denote
C∞0 (Ω;Rn+1) := {f : Ω→ Rn+1 : f ∈ C∞(Ω;Rn+1), f(∂∂Ω) = 0,
∃ r > 0, f(Ω ∩ (B(0, r))c) = 0}. (7)
We also denote C∞0 (Ω) := C
∞
0 (Ω;R). We let div denote the divergence of a vector field in
Rn+1. For any r > 0 and for any x ∈ Rn+1, we let B(x, r) := {y ∈ Rn+1 : ‖x− y‖ ≤ r}
be the closed Euclidean ball of radius r centered at x ∈ Rn+1. Here ∂∂Ω refers to the
(n− 1)-dimensional boundary of Ω.
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Definition 2.1 (Reduced Boundary). A measurable set Ω ⊆ Rn+1 has locally finite
surface area if, for any r > 0,
sup
{∫
Ω
div(X(x))dx : X ∈ C∞0 (B(0, r),Rn+1), sup
x∈Rn+1
‖X(x)‖ ≤ 1
}
<∞.
Equivalently, Ω has locally finite surface area if ∇1Ω is a vector-valued Radon measure such
that, for any x ∈ Rn+1, the total variation
‖∇1Ω‖ (B(x, 1)) := sup
partitions
C1,...,Cm of B(x,1)
m≥1
m∑
i=1
‖∇1Ω(Ci)‖
is finite [CL12]. If Ω ⊆ Rn+1 has locally finite surface area, we define the reduced boundary
∂∗Ω of Ω to be the set of points x ∈ Rn+1 such that
N(x) := − lim
r→0+
∇1Ω(B(x, r))
‖∇1Ω‖ (B(x, r))
exists, and it is exactly one element of Sn := {x ∈ Rn+1 : ‖x‖ = 1}.
Lemma 2.2 (Existence, [Alm76, Theorem VI.2]). There exist measurable Ω1, . . . ,Ωm ⊆
Rn+1 minimizing Problem 1.2.
Lemma 2.3 (Regularity, [CES17, Theorem 1.3], [MN18a, Theorem 4.1, Corollary 4.4]).
Let Ω1, . . .Ωm minimize problem 1.2. Then Assumption 2.4 holds.
Let Y1 ⊆ R2 denote three half-lines meeting at a single point with 120-degree angles
between them. Let T ′ ⊆ R3 be the one-dimensional boundary of a regular tetrahedron
centered at the origin, and let T2 ⊆ R3 be the cone generated by T ′, so that T2 = {rx ∈
R3 : r ≥ 0, x ∈ T ′}.
Assumption 2.4. The sets Ω1, . . .Ωm ⊆ Rn+1 satisfy the following conditions. First,
∪mi=1Ωi = Rn+1,
∑m
i=1 γn+1(Ωi) = 1. Also, Σ := ∪mi=1∂Ωi can be written as the disjoint
union Mn ∪Mn−1 ∪Mn−2 ∪Mn−3 where 0 < α < 1 and
(i) Mn is a locally finite union of embedded C
∞ n-dimensional manifolds.
(ii) Mn−1 is a locally finite union of embedded C∞ (n − 1)-dimensional manifolds, near
which M is locally diffeomorphic to Y1 × Rn−1.
(iii) Mn−2 is a locally finite union of embedded C1,α (n− 2)-dimensional manifolds, near
which M is locally diffeomorphic to T2 × Rn−2.
(iv) Mn−3 is relatively closed, (n − 3)-rectifiable, with locally finite (n − 3)-dimensional
Hausdorff measure.
Below, when Σij := (∂
∗Ωi) ∩ (∂∗Ωj) for some 1 ≤ i < j ≤ m, we denote ∂∗Σij :=
Mn−2 ∩ (∂Ωi) ∩ (∂Ωj), where Mn−2 is defined in Assumption 2.4.
2.1. Submanifold Curvature. Here we cover some basic definitions from differential ge-
ometry of submanifolds of Euclidean space.
Let ∇ denote the standard Euclidean connection, so that if X, Y ∈ C∞0 (Rn+1,Rn+1),
if Y = (Y1, . . . , Yn+1), and if u1, . . . , un+1 is the standard basis of Rn+1, then ∇XY :=∑n+1
i=1 (X(Yi))ui. Let N be the outward pointing unit normal vector of an n-dimensional
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orientable hypersurface Σ ⊆ Rn+1. For any vector x ∈ Σ, we write x = xT + xN , so that
xN := 〈x,N〉N is the normal component of x, and xT is the tangential component of x ∈ Σ.
Let e1, . . . , en be a (local) orthonormal frame of Σ ⊆ Rn+1. That is, for a fixed x ∈ Σ, there
exists a neighborhood U of x such that e1, . . . , en is an orthonormal basis for the tangent
space of Σ, for every point in U [Lee03, Proposition 11.17].
Define the mean curvature of Σ by
H := div(N) =
n∑
i=1
〈∇eiN, ei〉. (8)
Define the second fundamental form A = (aij)1≤i,j≤n of Σ so that
aij = 〈∇eiej, N〉, ∀ 1 ≤ i, j ≤ n. (9)
Compatibility of the Riemannian metric says aij = 〈∇eiej, N〉 = −〈ej,∇eiN〉 + ei〈N, ej〉 =
−〈ej,∇eiN〉, ∀ 1 ≤ i, j ≤ n. So, multiplying by ej and summing this equality over j gives
∇eiN = −
n∑
j=1
aijej, ∀ 1 ≤ i ≤ n. (10)
Using 〈∇NN,N〉 = 0,
H
(8)
=
n∑
i=1
〈∇eiN, ei〉
(10)
= −
n∑
i=1
aii. (11)
When Σ := ∂Ω itself has a boundary that is a C∞ (n− 1)-dimensional manifold, we let ν
denote the unit normal of ∂Σ pointing exterior to Σ.
Remark 2.5 ([BBJ16, Page 6]). Let Σ be a C∞ n-dimensional manifold, and let ∂∗Σ denote
the (n − 1)-dimensional boundary of Σ. Assume that ∂∗Σ is also a C∞ manifold. For any
x ∈ ∂∗Σ, let ν(x) ∈ Rn+1 denote the exterior pointing normal vector to ∂∗Σ at x. The
divergence theorem for hypersurfaces says, for any vector field X ∈ C∞0 (Rn+1,Rn+1),∫
Σ
divτX(x)dx =
∫
Σ
H(x)〈X(x), N(x)〉dx+
∫
∂∗Σ
〈X, ν〉dx.
Proof. Write X = 〈X,N〉N + (X − 〈X,N〉N). Then by the usual divergence theorem and∫
Σ
divτXdx =
∫
Σ
divτ (〈X,N〉N) + divτ (X − 〈X,N〉N)dx
=
∫
Σ
〈X,N〉divτ (N) + 〈N,∇〈X,N〉〉dx+
∫
∂∗Σ
〈(X − 〈X,N〉N), ν〉dx
(11)
=
∫
Σ
H〈X,N〉dx+
∫
∂∗Σ
〈X, ν〉dx.

2.2. Colding-Minicozzi Theory for Mean Curvature Flow. The Colding-Minicozzi
theory [CM12, CIMW13] focuses on orientable n-dimensional C∞ hypersurfaces Σ with ∂Σ =
∅ satisfying
H(x) = 〈x,N(x)〉, ∀x ∈ Σ. (12)
Below, we will often omit the x arguments of H and N for brevity. Here H is chosen so
that, if r > 0, then the surface rSn satisfies H(x) = n/r for all x ∈ rSn. A hypersurface
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Σ satisfying (12) is called a self-shrinker, since it is self-similar under the mean curvature
flow. Examples of self-shrinkers include a hyperplane through the origin, the sphere
√
nSn,
or more generally, round cylinders
√
kSk × Sn−k, where 0 ≤ k ≤ n, and also cones with zero
mean curvature.
A key aspect of the Colding-Minicozzi theory is the study of eigenfunctions of the differ-
ential operator L, defined for any C∞ function f : Σ→ R by
Lf := ∆f − 〈x,∇f〉+ f + ‖A‖2 f. (13)
Lf := ∆f − 〈x,∇f〉. (14)
Note that there is a factor of 2 difference between our definition of L and the definition of L
in [CM12]. Here e1, . . . , en is a (local) orthonormal frame for an orientable C
∞ n-dimensional
hypersurface Σ ⊆ Rn+1 with ∂∗Σ = ∅, ∆ := ∑ni=1∇ei∇ei be the Laplacian associated to
Σ, ∇ := ∑ni=1 ei∇ei is the gradient associated to Σ, A = Ax is the second fundamental
form of Σ at x, and ‖Ax‖2 is the sum of the squares of the entries of the matrix Ax. Let
divτ :=
∑n
i=1∇ei〈·, ei〉 be the (tangential) divergence of a vector field on Σ. Note that L
is an Ornstein-Uhlenbeck-type operator. In particular, if Σ is a hyperplane, then Ax = 0
for all x ∈ Ω, so L is exactly the usual Ornstein-Uhlenbeck operator, plus the identity map.
(More detailed definitions will be given in Section 2.1 below.)
Lemma 2.6 (Linear Eigenfunction of L, [MR15, BBJ16] [Hei17, Lemma 4.2]). Let Σ ⊆
Rn+1 be an orientable C∞ n-dimensional hypersurface. Let λ ∈ R. Suppose
H(x) = 〈x,N〉+ λ, ∀x ∈ Σ. (15)
Let v ∈ Rn+1. Then
L〈v,N〉 = 〈v,N〉.
3. First and Second Variation
We will apply the calculus of variations to solve Problem 1.2. Here we present the rudi-
ments of the calculus of variations.
Some of the results in this section are well known to experts in the calculus of variations,
and many of these results were re-proven in [BBJ16], or adapted from [HMRR02].
Let Ω ⊆ Rn+1 be an (n+1)-dimensional C2 submanifold with reduced boundary Σ := ∂∗Ω.
Let N : Σ→ Sn be the unit exterior normal to Σ. Let X : Rn+1 → Rn+1 be a vector field.
Let div denote the divergence of a vector field. We write X in its components as X =
(X1, . . . , Xn+1), so that divX =
∑n+1
i=1
∂
∂xi
Xi. Let Ψ: Rn+1 × (−1, 1)→ Rn+1 such that
Ψ(x, 0) = x,
d
ds
Ψ(x, s) = X(Ψ(x, s)), ∀x ∈ Rn+1, s ∈ (−1, 1). (16)
For any s ∈ (−1, 1), let Ω(s) := Ψ(Ω, s). Note that Ω(0) = Ω. Let Σ(s) := ∂∗Ω(s), ∀
s ∈ (−1, 1).
Definition 3.1. We call {Ω(s)}s∈(−1,1) as defined above a variation of Ω ⊆ Rn+1. We also
call {Σ(s)}s∈(−1,1) a variation of Σ = ∂∗Ω.
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Lemma 3.2 (First Variation). Let X ∈ C∞0 (Rn+1,Rn+1). Let f(x) = 〈X(x), N(x)〉 for
any x ∈ Σ. Then
d
ds
|s=0γn+1(Ω(s)) =
∫
Σ
f(x)γn+1(x)dx. (17)
d
ds
|s=0
∫
Σ(s)
γn(x)dx =
∫
Σ
(H(x)− 〈N(x), x〉)f(x)γn(x)dx+
∫
∂∗Σ
〈X, ν〉γn(x)dx. (18)
Proof. We first prove (17). Let JΨ(x, s) := |det(DΨ(x, s))| be the Jacobian determinant of
Ψ ∀ x ∈ Rn+1, ∀ s ∈ (−1, 1). Then [CS07, Equation (2.28)] says
d
ds
|s=0JΨ(x, s) = divX(x), ∀x ∈ Σ. (19)
So, the Chain Rule, JΨ(x, 0) = 1 (which follows by (16)), and (16) imply
d
ds
|s=0γn+1(Ω(s)) = d
ds
|s=0
∫
Ω
JΨ(x, s)γn+1(Ψ(x, s))dx =
∫
Ω
(div(X(x))− 〈X(x), x〉)dγn+1(x)
=
∫
Ω
div(X(x)γn+1(x))dx =
∫
Σ
〈X(x), N(x)〉γn+1(x)dx.
(20)
In the last line, we used the divergence theorem.
We now prove (18). For any s ∈ (−1, 1), let JτΨ(x, s) be the Jacobian determinant of
Ψ(x, s), where the domain of Ψ in x is restricted to x ∈ Σ. We refer to JτΨ(x, s) as the
tangential Jacobian determinant of Ψ. Then [CS07, Equation (2.39)], says
d
ds
|s=0JτΨ(x, s) = divτX(x), ∀x ∈ Σ. (21)
So, using the Chain Rule, JτΨ(x, 0) = 1 ∀ x ∈ Σ (which follows by (16)), and (16),
d
ds
|s=0
∫
∂∗Ω(s)
γn(x)dx =
d
ds
|s=0
[∫
Σ
JτΨ(x, s)γn(Ψ(x, s))dx
]
=
∫
Σ
(divτX(x)− 〈X(x), x〉)γn(x)dx.
Let x ∈ Σ. Applying the product rule, and writing x = 〈x,N〉N+(x−〈x,N〉N) =: xN +xT ,
divτ (X(x)γn(x)) = γn(x)divτ (X(x)) + 〈∇γn(x), X(x)〉 = γn(x)
(
divτ (X(x))− 〈xT , X(x)〉
)
.
Applying this equality to XN and XT separately,
divτ (X
N(x)γn(x)) = γn(x)divτ (X
N(x)),
divτ (X
T (x)γn(x)) = γn(x)
(
divτ (X
T (x))− 〈x,XT (x)〉
)
.
So, from the above and Remark 2.5,
d
ds
|s=0
∫
∂∗Ω(s)
γn(x)dx
=
∫
Σ
divτ (X
N(x)γn(x))− 〈X(x), N(x)〉〈N(x), x〉γn(x) + divτ (XT (x)γn(x))dx
=
∫
Σ
f(x)(H(x)− 〈N(x), x〉)γn(x)) +
∫
∂∗Σ
〈X, ν〉γn(x))dx.
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Remark 3.3. Let Ω1, . . . ,Ωm ⊆ Rn+1 be disjoint sets with ∪mi=1 = Rn+1. Let u1, . . . , um
denote the standard basis of Rm. Then we can write (17) in the following vector form, using
Nij = −Nji ∀ 1 ≤ i < j ≤ m,
d
ds
|s=0
m∑
i=1
γn+1(Ω
(s)
i )ui =
m∑
i=1
ui
∑
j 6=i
∫
Σij
〈X,Nij〉γn+1(x)dx
=
∑
1≤i<j≤m
(ui − uj)
∫
Σij
〈X,Nij〉γn+1(x)dx
=
1√
2pi
∑
1≤i<j≤m
(ui − uj)
∫
Σij
〈X,Nij〉γn(x)dx
γn(Σij)
γn(Σij).
Definition 3.4. Below, for any 1 ≤ i < j ≤ m, we denote Σij := (∂∗Ωi) ∩ (∂∗Ωj), and
C :=
⋃
1≤i<j<k≤m
(∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki).
We also let X ∈ C∞0 (Rn+1,Rn+1) and for any 1 ≤ i < j ≤ m, we denote fij(x) :=
〈X(x), Nij(x)〉 for all x ∈ Σij. Recall that Nij is the unit normal vector pointing from
Ωi into Ωj, and Hij := div(Nij) is the mean curvature of Nij. And νij is the unit normal to
∂∗Σij pointing exterior to Σij.
Σki
Σjk
Σij
Ωi
Ωk
Ωj
Nki
Njk
Nij
νij
νjk
νki
Figure 3. Notation for sets and normal vectors.
The following Lemma can be compared with [HMRR02, Lemma 3.1].
Lemma 3.5 (First Variation for Minimizers). Suppose Ω1, . . . ,Ωm minimize Problem
1.2. Then ∀ 1 ≤ i < j ≤ m, ∃ λij ∈ R such that
Hij(x) = 〈x,Nij(x)〉+ λij, ∀x ∈ Σij, ∀ 1 ≤ i < j ≤ m
0 = λij + λjk + λki, ∀ 1 ≤ i < j < k ≤ m such that Σij ∩ Σjk ∩ Σki 6= ∅
0 = νij + νjk + νki, ∀ 1 ≤ i < j < k ≤ m such that Σij ∩ Σjk ∩ Σki 6= ∅.
 (22)
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Proof. From Lemma 2.3, Assumption 2.4 holds. From (18), if X ∈ C∞0 (Rn+1,Rn+1)
d
ds
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx
=
∑
1≤i<j≤m
∫
Σij
(Hij − 〈Nij, x〉)fijγn(x)dx+
∫
C
〈X,
∑
1≤i<j≤m
νij〉γn(x)dx.
We can then choose X to be supported in the neighborhood of two or three points to deduce
the above. The final assertion follows by Lemma 2.3, i.e. Assumption 2.4(ii). 
Remark 3.6 ([MN18a, Theorem 4.9(ii)]). Let Ω1, . . . ,Ωm minimize Problem 1.2. The middle
condition of (22) is equivalent to the existence of λ := (λ1, . . . , λm) ∈ Rm such that λij =
λi − λj for all 1 ≤ i < j ≤ m, and with
∑m
i=1 λi = 0. Then, combining Lemmas 3.2, 3.5,
Assumption 2.4, and Nij = −Nji for all 1 ≤ i < j ≤ m,
d
ds
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx
(18)
=
∑
1≤i<j≤m
∫
Σij
(Hij − 〈x,Nij〉)〈X,Nij〉γn(x)dx =
∑
1≤i<j≤m
λij
∫
Σij
〈X,Nij〉γn(x)dx
=
∑
1≤i<j≤m
(λi − λj)
∫
Σij
〈X,Nij〉γn(x)dx =
∑
1≤i,j≤m : i 6=j
λi
∫
Σij
〈X,Nij〉γn(x)dx
=
m∑
i=1
λi
∑
1≤j≤m : j 6=i
∫
Σij
〈X,Nij〉γn(x)dx (17)=
m∑
i=1
λi
√
2pi
d
ds
|s=0γn+1(Ωi) =
√
2pi〈λ, V ′(0)〉,
where V (s) := (γn+1(Ω
(s)
1 ), . . . , γn+1(Ω
(s)
m )) for all s ∈ (−1, 1). Similarly, by taking another
derivative in s, we get∑
1≤i<j≤m
λij
d2
ds2
|s=0
∫
Σ
(s)
ij
〈X,Nij〉γn(x)dx =
√
2pi〈λ, V ′′(0)〉.
For any 1 ≤ i < j ≤ m, let f : C∞0 (Σij)→ R and define
Lijf(x) := ∆f(x)− 〈x,∇f(x)〉+ ‖Ax‖2 f(x) + f(x), ∀x ∈ Σij. (23)
Lijf(x) := ∆f(x)− 〈x,∇f(x)〉, ∀x ∈ Σij. (24)
The Lemma below can be compared with the corresponding [HMRR02, Proposition 3.3].
Lemma 3.7 (Second Variation of Gaussian Surface Area for Minimizers). Let
X ∈ C∞0 (Rn+1,Rn+1). Suppose Ω1, . . . ,Ωm minimize Problem 1.2. Then
d2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx =
∑
1≤i<j≤m
(
−
∫
Σij
fijLijfijγn(x)dx
+ λij
d
ds
|s=0
∫
Σ
(s)
ij
fij(x)γn(x)dx+
d
ds
|s=0
∫
∂∗Σ(s)ij
〈X, νij〉
)
γn(x)dx.
(25)
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Proof. Let Σ be an n-dimensional C∞ hypersurface with boundary. We let ′ denote ∂
∂s
|s=0.
From Lemma 3.2 we have
d2
ds2
|s=0
∫
Σ(s)
γn(x)dx =
∫
Σ
(H(x)− 〈N(x), x〉)′f(x)γn(x)dx
+
∫
Σ
(H(x)− 〈N(x), x〉)[f(x)γn(x)dx]′ + d
ds
|s=0
∫
∂∗Σ(s)
〈X, ν〉γn(x)dx.
From (16), x′ = X = XN +XT = fN +XT . Also, H ′ = −∆f −‖A‖2 f , N ′ = −∇f , [CM12,
A.3, A.4] (the latter calculations require writing Σ(s) in the form {x+ sN(x) +Ox(s2) : x ∈
Σ}). So,
(H − 〈N, x〉)′ = −∆f − ‖A‖2 f − 〈N, fN +XT 〉 − 〈x,∇f〉 (13)= −Lf.
In summary,
d2
ds2
|s=0
∫
Σ(s)
γn(x)dx = −
∫
Σ
fLfγn(x)dx
+
∫
Σ
(H(x)− 〈N(x), x〉)[fij(x)γn(x)dx]′ + d
ds
|s=0
∫
∂∗Σ(s)
〈X, ν〉γn(x)dx.
Summing over all 1 ≤ i < j ≤ m, and applying (22),
d2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx =
∑
1≤i<j≤m
−
∫
Σij
fijLijfijγn(x)dx
+ λij
∫
Σij
[fij(x)γn(x)dx]
′ +
d
ds
|s=0
∫
∂∗Σ(s)ij
〈X, νij〉γn(x)dx.

Below, we need the following combinatorial Lemma, the case m = 3 being treated in
[HMRR02, Proposition 3.3].
Lemma 3.8. Let m ≥ 3. Let
D1 := {(xij)1≤i 6=j≤m ∈ R(
m
2 ) : ∀ 1 ≤ i 6= j ≤ m, xij = −xji,
∑
j∈{1,...,m} : j 6=i
xij = 0}.
D2 := {(xij)1≤i 6=j≤m ∈ R(
m
2 ) : ∀ 1 ≤ i 6= j ≤ m, xij = −xji,
∀ 1 ≤ i < j < k ≤ m xij + xjk + xki = 0}.
Let x ∈ D1 and let y ∈ D2. Then
∑
1≤i<j≤m xijyij = 0.
Proof. D1 is defined to be perpendicular to vectors in D2, and vice versa; counting dimensions
then concludes the proof. 
It is well-known that compactly supported variations such that d
ds
|s=0γn+1(Ω(s)i ) = 0 for
all 1 ≤ i ≤ m can be modified such that dk
dsk
|s=0γn+1(Ω(s)i ) = 0 for all 1 ≤ i ≤ m and for
all k ≥ 1 while preserving the second variation. Such an application of the implicit function
theorem appears e.g. in [HMRR02, Proposition 3.3] or [BdC84, Lemma 2.4]. This argument
can be extended to noncompact variations [BBJ16, Lemma 1].
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The Lemma below can be compared with the corresponding result [HMRR02, Lemma 3.2]
and [MN18a, Lemmas 4.12 and 5.2].
Lemma 3.9 (Extension Lemma for Existence of Volume-Preserving Variations).
For any 1 ≤ i < j ≤ m, let fij ∈ C∞0 (Σij) satisfy
∀ 1 ≤ i < j < k ≤ m, ∀x ∈ Σij ∩ Σjk ∩ Σki, fij(x) + fjk(x) + fki(x) = 0. (26)
Then there exists a vector field X ∈ C∞0 (Rn+1,Rn+1) such that
∀ 1 ≤ i < j ≤ m, ∀x ∈ Σij, 〈X(x), Nij(x)〉 = fij(x). (27)
If additionally
∀ 1 ≤ i ≤ m,
∑
j∈{1,...,m} : j 6=i
∫
Σij
fijγn(x)dx = 0, (28)
then X can also be chosen to be volume preserving:
∀ 1 ≤ i ≤ m, ∀ s ∈ (−ε, ε), γn+1(Ω(s)i ) = γn+1(Ωi).
Proof. By assumption, ∃ a vector field Z : Rn+1 → Rn+1 such that
〈Z(x), Nij(x)〉 = fij(x), ∀x ∈ C, ∀ 1 ≤ i < j ≤ m.
Then Z can be extended to all of ∪1≤i<j≤mΣij by e.g. Whitney Extension. Let I be a
subset of {(i, j) : 1 ≤ i < j ≤ m} of size m − 1. For all (i, j) ∈ I, let gij : Σij → R be
compactly supported, nonnegative, C∞ functions and let g˜ij be any smooth extension of gij
to Rn+1 that is supported in a neighborhood of the interior Σij, disjoint from all Σi′j′ with
(i′, j′) 6= (i, j). Similarly, let N˜ij be any smooth extension of Nij to Rn+1. Consider the map
Ψ˜ : Rn+1 × (−1, 1)× (−1, 1)m−1 → Rn+1 defined by
Ψ˜(x, s, {tij}(i,j)∈I) := x+ sZ +
∑
(i,j)∈I
tij g˜ijN˜ij, ∀ s ∈ (−1, 1), {tij}(i,j)∈I ∈ (−1, 1)m−1.
And consider the vector-valued function
V (s, {tij}(i,j)∈I) :=
(
γn+1(Ω
(s,{tij}(i,j)∈I)
1 ), . . . , γn+1(Ω
(s,{tij}(i,j)∈I)
m )
)
.
Then V : Rm → Rm, and the image of V is at most (m − 1)-dimensional, since the sum of
the entries of V is equal to 1. Consider the equation V = constant. Then the Jacobian of V
has maximal rank. So, by the Implicit Function Theorem, for every (i, j) ∈ I, there exists a
function tij : (−1, 1)→ R such that V (s, {tij(s)}(i,j)∈I) = constant for all s ∈ (−1, 1). Since
the Jacobian of V has maximal rank and (28) holds, it follows from the chain rule that t′ij(0) =
0 for all (i, j) ∈ I. So, if we let X be the vector field for Ψ(x, s) := Ψ˜(x, s, {tij(s)}(i,j)∈I)
satisfying (16). Then (27) holds for X. 
Lemma 3.10 (Volume-Preserving Second Variation of Gaussian Surface Area for
Minimizers). Let Ω1, . . . ,Ωm minimize Problem 1.2. ∀ 1 ≤ i < j ≤ m, let fij ∈ C∞0 (Σij)
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satisfy (26) and (28). Let X be the vector field guaranteed to exist from Lemma 3.9. Then
d2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx
=
∑
1≤i<j≤m
−
∫
Σij
fijLijfijγn(x)dx+
d
ds
|s=0
∫
∂∗Σ(s)ij
〈X, νij〉γn(x)dx.
Proof. Assumption 2.4 holds by Lemma 2.3. From Lemma 3.5, (22) holds. Since the volumes
are preserved, for any 1 ≤ i ≤ m, we have ∑j 6=i dds |s=0 ∫Σ(s)ij fij(x)γn(x)dx = 0. Combining
Lemmas 3.7 and 3.8 shows that the middle term from Lemma 3.7 vanishes. 
Remark 3.11. ∀ 1 ≤ i < j < k ≤ m, and ∀ x ∈ (∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki), define
qij(x) := [〈∇νkjνkj, Nkj〉+ 〈∇νkiνki, Nki〉]/
√
3.
Note that qij + qjk + qki = 0 since Nij = −Nji by Definition 3.4 and qij = qji.
Compared to [HMRR02], note that we have the opposite sign convention for the second
fundamental form and for νij.
Lemma 3.12 ([HMRR02, Lemma 3.6]). ∀ 1 ≤ i < j ≤ m, let fij ∈ C∞0 (Σij) satisfy (26).
Then
d
ds
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
〈X, νij〉γn(x)dx
=
∑
1≤i<j<k≤m
∫
∂∗Σij∩∂∗Σjk∩∂∗Σki
〈X,∇X(νij + νjk + νki)〉γn(x)dx
=
∑
1≤i<j<k≤m
∫
∂∗Σij∩∂∗Σjk∩∂∗Σki
(
[∇νijfij + qijfij]fij + [∇νjkfjk + qjkfjk]fjk
+ [∇νkifki + qkifki]fki
)
γn(x)dx.
Applying the above Lemma, we get
Lemma 3.13. If for all 1 ≤ i < j < k ≤ m we have fij ∈ C∞0 (Σij) satisfying (26) and
∇νijfij + qijfij = ∇νjkfjk + qjkfjk = ∇νijfij + qijfij, ∀ 1 ≤ i < j < k ≤ m,
then
d
ds
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
〈X, νij〉γn(x)dx = 0.
4. Second Variation as a Quadratic Form
Definition 4.1 (Admissible Functions). Define F be the set of functions (fij)1≤i<j≤m
such that
• ∀ 1 ≤ i < j ≤ m, fij : Σij → R,
∫
Σij
f 2ijγn(x)dx <∞ and
∫
Σij
‖∇fij‖2 γn(x)dx <∞.
• ∀ 1 ≤ i < j < k ≤ m, ∀x ∈ Σij ∩ Σjk ∩ Σki, fij(x) + fjk(x) + fki(x) = 0.
The second condition is well-defined by e.g. a (local) Sobolev Trace inequality [FP13].
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Definition 4.2 (Quadratic Form Associated to Second Variations). For any F =
(fij)1≤i<j≤m, G = (gij)1≤i<j≤m ∈ F , define the following quantities if they exist:
Q(F,G) :=
∑
1≤i<j≤m
−
∫
Σij
gijLijfijγn(x)dx+
∑
1≤i<j<k≤m
∫
∂∗Σij∩∂∗Σjk∩∂∗Σki(
[∇νijfij + qijfij]gij + [∇νjkfjk + qjkfjk]gjk + [∇νkifki + qkifki]gki
)
γn(x).
(29)
〈F,G〉 :=
∑
1≤i<j≤m
∫
Σij
fijgijγn(x)dx. (30)
Using (23), define L : ∪1≤i<j≤m C∞0 (Σij)→ ∪1≤i<j≤mC∞0 (Σij) by
L((fij)1≤i<j≤m) := (Lijfij)1≤i<j≤m. (31)
Using also (24)
L((fij)1≤i<j≤m) := (Lijfij)1≤i<j≤m. (32)
Lemma 4.3 (Integration by Parts). Let F,G ∈ F ∩ C∞0 (∪1≤i<j≤mΣij). Then
Q(F,G) :=
∑
1≤i<j≤m
∫
Σij
[〈∇fij,∇gij〉 − fijgij(‖A‖2 + 1)]γn(x)dx
+
∑
1≤i<j<k≤m
∫
∂∗Σij∩∂∗Σjk∩∂∗Σki
[qijfijgij + qjkfjkgjk + qkifkigki]γn(x)dx.
In particular, Q(F,G) = Q(G,F ), so that Q is symmetric.
Proof. From the divergence theorem for an n-dimensional C∞ orientable hypersurface Σ with
C∞ boundary, if f, g : Σ→ R, then∫
Σ
(Lf)gγn(x)dx (14)=
∫
Σ
(∆f − 〈x,∇f〉)gγn(x)dx =
∫
Σ
divτ (γn(x)∇f)gdx
=
∫
Σ
(
[divτ (gγn(x)∇f)]− 〈∇f,∇g〉
)
γn(x)dx =
∫
∂Σ
〈∇f, ν〉gγn(x)−
∫
Σ
〈∇f,∇g〉γn(x)dx.
As usual, ν denotes the exterior pointing unit normal to ∂Σ. Substituting into the definition
of Q(F,G) and using (14) and (13) completes the proof. 
Lemma 4.4 ([BBJ16, Lemma 1]). Let Ω1, . . . ,Ωm satisfy Assumption 2.4. Then there exists
a sequence of C∞ functions η1 ≤ η2 ≤ · · · : ∪mi=1∂∗Ωi → [0, 1] supported in Mn∪Mn−1∪Mn−2
(using the notation of Assumption 2.4) such that
∀x ∈ ∪mi,j=1∂∗Ωij, lim
u→∞
ηu(x) = 1,
lim
u→∞
∑
1≤i<j≤m
∫
Σij
[(1− ηu)2 + ‖∇(1− ηu)‖2]γn(x)dx = 0.
Proof. By Assumption 2.4, ∪mi=1∂Ωi \ (Mn ∪ Mn−1 ∪ Mn−2) has zero (n − 2)-dimensional
Hausdorff measure, so the assertion follows e.g. by [BBJ16, Lemma 1]. 
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Lemma 4.5 (Non-Compact Variations). Let Ω1, . . . ,Ωm satisfy Assumption 2.4. Let
F,G ∈ F . Assume that ∑
1≤i<j≤m
∫
Σij
|Lijfij|2 γn(x)dx <∞.
Assume ∀ 1 ≤ i < j < k ≤ m, ∀ x ∈ (∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki), the following holds at x.
∇νijfij + qijfij = ∇νjkfjk + qjkfjk = ∇νijfij + qijfij. (33)
Then Q(F, F ) and Q(F,G) are well-defined real numbers. Moreover,
Q(F, F ) = −〈LF, F 〉, Q(F,G) = −〈LF,G〉.
Also, ∃ a sequence φ1, φ2, . . . ∈ C∞0 (Σ) with 0 ≤ φ1 ≤ φ2 ≤ · · · ≤ 1 on Rn+1 converging
pointwise to 1 such that
lim
u→∞
Q(φuF,G) = lim
u→∞
Q(φuF, φuG) = Q(F,G).
Proof. Let Σ := ∪1≤i<j≤mΣij. Let φ ∈ C∞0 (Σ) with 0 ≤ φ ≤ 1, φ = 1 when ‖x‖ ≤ r, φ = 0
when ‖x‖ > r + 2 and ‖∇φ‖ ≤ 1 on Σ. From Lemma 4.3,
Q(φF,G)−Q(F, φG) =
∑
1≤i<j≤m
∫
Σij
(
fij〈∇φ,∇gij〉+ gij〈∇φ,∇gij〉
)
γn(x)dx.
So, as r →∞, |Q(φF,G)−Q(F, φG)| converges to 0 by the Dominated Convergence Theo-
rem and the Cauchy-Schwarz inequality, using F,G ∈ F and Definition 4.1. By the assump-
tion (33) on F , Q(F, φG)
(29)
=
∑
1≤i<j≤m−
∫
Σij
φgijLijfijγn(x)dx. So, as r → ∞, Q(F, φG)
converges to 〈−LF,G〉. Therefore, as r → ∞, Q(φF,G) also converges to 〈−LF,G〉. The
second assertion follows from the first, since |Q(φF, φG)−Q(F, φ2G)| converges to zero as
r →∞ as well. 
5. Curvature Bounds
Below we denote Σ := ∪1≤i<j≤mΣij.
Remark 5.1. Let v ∈ Rn+1. For all 1 ≤ i < j ≤ m let fij : Σij → R be defined by
fij := 〈v,Nij〉. Then for all 1 ≤ i < j ≤ m, Lijfij = fij by Lemma 2.6 and Lemma 3.5.
Also, the term in Lemma 3.12 is zero, since X := v is the constant vector field in this case,
i.e. (33) holds.
Lemma 5.2. Let Λ be the set of solutions of the middle equation of (22). Then Λ is a vector
space of dimension equal to m − 1. Also, Λ has an orthonormal basis (with respect to 〈·, ·〉
defined in Lemma 3.8) consisting of vectors all of whose components are nonzero.
Proof. From Lemma 3.8, Λ has dimension equal to m − 1. Consider the sets described in
Conjecture 1.3. These sets satisfy Hij(x) = 0 for every x ∈ Σij, and they also satisfy all
equations from (22), for any y ∈ Rm−1. We can then treat Nij as being constant functions
of y, so that λij(y) = −〈y,Nij〉 for all 1 ≤ i < j ≤ m is a solution of the equations (22).
By considering any y ∈ Rm−1, linear algebra also implies then that Λ has dimension at least
m−1, since the only y ∈ Rm−1 such that 〈y,Nij〉 = 0 for all 1 ≤ i < j ≤ m is y = 0. Finally,
choosing an orthonormal basis of y’s of Rm−1 so that each basis element is not perpendicular
to Nij for all 1 ≤ i < j ≤ m, then we have m− 1 nonvanishing solutions of (22). 
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Since Q defined in (29) is a symmetric quadratic form by Lemma 4.3, we anticipate that
a function minimizing this quadratic form is an eigenfunction of L. When the minimum
exists, we can get an eigenfunction of L in this way. However, it is possible that the function
minimizing Q might change sign on connected components of Σ, contrary to our intuition
that a fundamental tone should not change sign. This sign changing property also causes
problems for ensuing arguments, since the non-sign changing of the fundamental tone was
crucial in the curvature bounds of [CM12, Zhu16]. To get around this issue, we instead
minimize Q over functions whose sign does not change on connected components of Σ. By
Lemma 5.2, such a restriction is nontrivial. It is still possible that such an F minimizing Q
might vanish on the boundary of Σ. We will deal with this issue in Lemmas 5.5 and 6.1.
For any hypersurface Σ ⊆ Rn+1 (possibly with boundary), we define
δ = δ(Σ) := − inf
G∈F∩C∞0 (Σ): 〈G,G〉=1,
G does not change sign on any
connected component of Σ
Q(G,G). (34)
By the definition of δ,
Σ1 ⊆ Σ2 =⇒ δ(Σ1) ≤ δ(Σ2). (35)
Lemma 5.3 (Existence of Fundamental Tone). Assume δ := δ(Σ) < ∞. Then there
exists F ∈ F such that
Q(F, F ) = min
G∈F : 〈G,G〉=1,
G does not change sign on any
connected component of Σ
Q(G,G). (36)
If F ∈ F satisfies (36), then the following hold. F is an eigenfunction of L so that
LF = δF.
Moreover, ∀ 1 ≤ i < j < k ≤ m, ∀ x ∈ (∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki), the following holds at x.
∇νijfij + qijfij = ∇νjkfjk + qjkfjk = ∇νijfij + qijfij.
Proof. First note that the set of functions G specified in (36) is nonempty by Lemma 5.2.
Fix x in the interior of Σ. Let Σ1 ⊆ Σ2 ⊆ . . . be a sequence of compact C∞ hypersurfaces
(with boundary) such that ∪∞k=1Σk = Σ. For each k ≥ 1, let Fk be a Dirichlet eigenfunc-
tion of L on Σk such that LFk = δ(Σk)Fk, and such that Fk does not change sign on any
connected component of Σ. By multiplying by a constant, we may assume Fk(x) = 1 for
all k ≥ 1. Since δ(Σk) increases to δ(Σ) < ∞ as k → ∞ by (34), the Harnack inequality
implies that there exists c = c(Σk, δ(Σ)) such that 1 ≤ supy∈B Fk(y) ≤ c infy∈B Fk(y) ≤ c
for some neighborhood B of x. Elliptic theory then gives uniform C2,σ bounds for the func-
tions F1, F2, . . . on each compact subset of Σ. So, by Arzela`-Ascoli there exists a uniformly
convergent subsequence of F1, F2, . . . which converges to a solution LF = δ(Σ)F on Σ with
F (x) = 1 such that F does not change sign on any connected component of Σ. The Harnack
inequality then implies F is nonzero on any connected component of Σ.
Let G ∈ F . For any t ∈ R, define
c(t) :=
Q(F + tG, F + tG)
〈F + tG, F + tG〉 −Q(F, F ).
20
By definition of F , we have c(t) ≥ 0 ∀ t ∈ R. Therefore, c′(0) = 0. By Lemma 4.3,
Q(F,G) = Q(G,F ), so
c(t) =
Q(F, F ) + 2tQ(F,G) + t2Q(G,G)
〈F, F 〉+ 2t〈F,G〉+ t2〈G,G〉 −Q(F, F ),
0 = c′(0) =
〈F, F 〉Q(F,Q)−Q(F, F )〈F,G〉
〈F, F 〉2 .
Therefore, for any G ∈ F ,
Q(F,G) =
Q(F, F )
〈F, F 〉 〈F,G〉.
Fix 1 ≤ i < j ≤ m. Choosing G smooth and localized away from C then implies that
LF = −Q(F,F )〈F,F 〉 F =: −δF on Σij for every 1 ≤ i < j ≤ m, away from their boundaries. Fix
1 ≤ i < j < k ≤ m. Choose the vector field X (where gpq := 〈X,Npq〉 for all 1 ≤ p < q ≤ m)
now such that gij = −gjk = 1 and gki = 0 at some x ∈ (∂∗Σij)∩ (∂∗Σjk)∩ (∂∗Σki), and such
that X is supported in a neighborhood of x. Then the definition of Q(F,G) implies that
∇νijfij + qijfij = ∇νjkfjk + qjkfjk. (This argument is valid as long as the sign of fij, fjk, fki
are not all the same at x. It cannot occur that all three of these numbers have the same sign,
since they must sum to zero at x, and by the definition of F , these three functions cannot
all have the same sign in a neighborhood of x, by the limiting definition of F .)

Lemma 5.4. Let Ω1, . . . ,Ωm minimize Problem 1.2. Then δ ≥ 1.
Proof. By Lemma 5.2, there exist a linearly independent set of functions F1, . . . , Fm−1 : Σ→
R such that for any 1 ≤ i < j ≤ m and for any 1 ≤ p ≤ m− 1, Fp is a nonzero constant on
Σij, and also
m−1∑
p=1
(Fp(x))
2 = 1, ∀x ∈ Σ.
Fix 1 ≤ p ≤ m− 1. Let φ ∈ C∞0 (Σ). Recall from Definition 4.2 that Q(Fp, φFp) is the sum
of two terms. Consider the second such term. If we sum that term over all 1 ≤ p ≤ m− 1,
we get zero, since for any 1 ≤ i < j < k ≤ m and for any x ∈ (∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki),
we have qij(x) + qjk(x) + qki(x) = 0 by Remark 3.11. Therefore, there must exist some
1 ≤ p ≤ m− 1 such that the second term of Q(Fp, φFp) is nonpositive. That is, there exists
1 ≤ p ≤ m− 1 such that
Q(Fp, φFp) ≤ −
∑
1≤i<j≤m
∫
Σij
φ(‖A‖2 + 1)(Fp(x))2γn(x)dx.
But then, letting φ increase monotonically to 1,
Q(Fp, Fp)
〈Fp, Fp〉 ≤
−∑1≤i<j≤m ∫Σij(‖A‖2 + 1)(Fp(x))2γn(x)dx∑
1≤i<j≤m
∫
Σij
(Fp(x))2γn(x)dx
.
Since Fp is nonvanishing, we conclude that δ ≥ 1. 
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A key step of the important Lemma 6.1 below is to bound the gradient of F by F itself,
where F is an eigenfunction of L. As in [CM12, Zhu16], such a bound can result from a
bound on the gradient of the logarithm of F , together with the Cauchy-Schwarz inequality.
Unfortunately, the function F from Lemma 5.3 might vanish on the boundary of Σ. So, we
have to careful when bounding the gradient of the logarithm of F . The argument below is
adapted from [CM12, Lemma 9.15(2)].
Lemma 5.5. Assume δ := δ(Σ) <∞. Suppose F ∈ F , LF = δF and F satisfies (33). Let
φ ∈ C∞0 (Σ) such that
{x ∈ Σ: φ(x) = 0} ⊇ {x ∈ Σ: ∃ 1 ≤ i < j ≤ m such that fij(x) = 0}.
Then ∑
1≤i<j≤m
∫
Σij
φ2
(
‖A‖2 + ‖∇ log |fij|‖2
)
γn(x)dx+
∫
∂∗Σij
φ2∇νij log |fij| γn(x)dx
≤ 4
∑
1≤i<j≤m
∫
Σij
‖∇φ‖2 + (δ − 1)φ2 γn(x)dx.
Proof. Fix 1 ≤ i < j ≤ m. On the interior of Σij, we have
Lij log |fij| (14)∧(32)=
n∑
k=1
∇ek
(∇ekfij
fij
)
− 〈x,∇fij〉
fij
=
n∑
k=1
−(∇ekfij)2
f 2ij
+
Lijfij
fij
= −‖∇ log |fij|‖2 + Lijfij
fij
(13)
= −‖∇ log |fij|‖2 + Lijfij − ‖A‖
2 fij − fij
fij
= −‖∇ log |fij|‖2 + δfij − ‖A‖
2 fij − fij
fij
= −‖∇ log |fij|‖2 + (δ − 1)− ‖A‖2 .
Let νij denote the unit exterior normal vector to the boundary of Σij. By Lemma 4.3,∫
Σij
〈∇φ2,∇ log |fij|〉γn(x)dx
(14)∧(32)
= −
∫
Σij
φ2L log |fij| γn(x)dx+
∫
∂∗Σij
φ2∇νij log |fij| γn(x)dx
=
∫
Σij
φ2
(
‖∇ log |fij|‖2 + (1− δ) + ‖A‖2
)
γn(x)dx+
∫
∂∗Σij
φ2∇ν log |fij| γn(x)dx.
By the arithmetic mean geometric mean inequality,∣∣〈∇φ2,∇ log |fij|〉∣∣ ≤ 2 ‖∇φ‖2 + 1
2
φ2 ‖∇ log |fij|‖2 .
So, combining the above and summing over 1 ≤ i < j ≤ m,∑
1≤i<j≤m
∫
Σij
φ2
(
‖A‖2 + ‖∇ log |fij|‖2
)
γn(x)dx+
∫
∂∗Σij
φ2∇νij log |fij| γn(x)dx
≤ 4
∑
1≤i<j≤m
∫
Σij
‖∇φ‖2 + (δ − 1)φ2γn(x)dx.
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The following curvature bound is adapted from [MR15, Lemma 5.1].
Lemma 5.6. Let Ω1, . . . ,Ωm minimize Problem 1.2. Then ∀ φ ∈ C∞0 (Σ),∑
1≤i<j≤m
∫
Σij
φ2 ‖A‖2 γn(x)dx ≤
∑
1≤i<j≤m
∫
Σij
(
(δ − 1)φ2 + ‖∇φ‖2
)
γn(x)dx.
Proof. Let G := {αij}1≤i<j≤m be a solution to the system of middle equations of (22). Let
φ ∈ C∞0 (Rn+1). By the definition (34) of δ,
−Q(φG, φG) ≤ δ〈φG, φG〉.
That is, by Lemma 4.3∑
1≤i<j≤m
∫
Σij
α2ij(−‖∇φ‖2 + φ2(‖A‖2 + 1))γn(x)dx
+
∑
1≤i<j<k≤m
∫
∂∗Σij∩∂∗Σjk∩∂∗Σki
φ2
(
qijα
2
ij + qjkα
2
jk + qkiα
2
ki
)
γn(x)
≤ δ
∑
1≤i<j≤m
∫
Σij
φ2α2ijγn(x)dx.
Summing these quantities over all permutations of {1, . . . ,m}, i.e. permuting {αij}1≤i<j≤m,
the middle term vanishes by Remark 3.11, and we get∑
1≤i<j≤m
∫
Σij
(−‖∇φ‖2 + φ2(‖A‖2 + 1))γn(x)dx ≤ δ
∑
1≤i<j≤m
∫
Σij
φ2γn(x)dx.
Rearranging completes the proof.

Lemma 5.7 ([Zhu16, Lemma 6.2]). Let Ω1, . . . ,Ωm minimize Problem 1.2. If
∫
Σ
(|φ|2 +
‖∇φ‖2)γn(x)dx <∞ and if φ is bounded, then∫
Σ
φ2(‖A‖2 + 1)γn(x)dx ≤
∫
Σ
(‖∇φ‖2 + (δ − 1)φ2)γn(x)dx.
Proof. Apply Lemma 5.6, Lemma 4.4 and Fatou’s Lemma. 
A rearrangement argument implies the following decay for the Gaussian surface area of
optimal sets far from the origin.
Lemma 5.8 ([MN18a, Lemma 4.3]). Let Ω1, . . . ,Ωm minimize Problem 1.2. Then there
exists rm > 0 so that, for all r > rm,∑
1≤i<j≤m
γn(Σij ∩ {x ∈ Rn+1 : ‖x‖ > r}) ≤ 3mγn({x ∈ Rn+1 : ‖x‖ = r}).
The following Lemmas follow from Lemma 5.7.
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Lemma 5.9. Let Ω1, . . . ,Ωm minimize Problem 1.2. Then∑
1≤i<j≤m
∫
∂∗Ωij
‖A‖2 γn(x)dx <∞.
Consequently, for any v ∈ Rn+1, by (10),∑
1≤i<j≤m
∫
∂∗Ωij
‖∇〈v,N〉‖2 γn(x)dx <∞
Proof. Use Lemma 5.7 and (10). 
6. Orthogonality of Eigenfunctions
The following is an adaptation of [CM12, Lemma 9.44] and [Zhu16, Proposition 6.11].
Lemma 6.1 (Orthogonality of Eigenfunctions). Let F ∈ F . Suppose Assumption 1.6
holds. Let δ := δ({x ∈ Σ: ‖x‖ ≤ t. Assume 1 < δ < ∞, LF = δF and F = 0 when
‖x‖ = t (so that F has Dirichlet boundary conditions). Fix v ∈ Rn+1. Let G ∈ F so that
gij = 〈v,Nij〉 for all 1 ≤ i < j ≤ m. Then for all ε > 0, there exists t > 0 such that
|〈F,G〉| < ε(δ − 1)−1/2〈F, F 〉1/2〈G,G〉1/2.
Here ε does not depend on δ.
Remark 6.2. The following informal argument would show that 〈F,G〉 = 0, though since Σ
is not compact and has boundary, this informal argument is not rigorous. By the definition
of F and our assumption, the second term in the definition of Q(F,G) is zero, so that
Q(F,G) = −〈LF,G〉, so by Lemma 4.3
δ〈F,G〉 = 〈LF,G〉 = 〈F,LG〉 = 〈F,G〉.
Since δ 6= 1, we have 〈F,G〉 = 0.
Proof. By Lemma 5.3 and Lemma 3.12 (using that the vector field X := v is constant for
G), ∀ 1 ≤ i < j < k ≤ m, and for all x ∈ (∂∗Σij) ∩ (∂∗Σjk) ∩ (∂∗Σki), we have
∇νijfij + qijfij = ∇νjkfjk + qjkfjk = ∇νijfij + qijfij.
∇νijgij + qijgij = ∇νjkgjk + qjkgjk = ∇νijgij + qijgij.
(37)
By (31), (32), (23) and (24),
GLF − FLG = GLF − FLG = (δ − 1)FG. (38)
Let ψ ∈ C∞0 (Σ). Then
divτ [(G∇F − F∇G)γn] = (GLF − FLG)γn (38)= (δ − 1)FGγn.
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Integrating by parts gives
(δ − 1)〈ψF,G〉 (30)=
∑
1≤i<j≤m
∫
Σij
(δ − 1)ψfijgijγn(x)dx
=
∑
1≤i<j≤m
∫
Σij
〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx
+
∫
∂∗Σij
ψ(gij∇νijfij − fij∇νijgij)γn(x)dx.
(39)
Adding and subtracting the same terms, and using Definition 4.1 and (37),
∑
1≤i<j≤m
∫
∂∗Σij
ψ(gij∇νijfij − fij∇νijgij)γn(x)dx
=
∑
1≤i<j≤m
∫
∂∗Σij
ψ(gij[∇νijfij + qijfij]− fij[∇νijgij + qijgij])γn(x)dx
(37)
= 0.
We can then rewrite (39) as
(δ − 1)〈ψF,G〉 =
∑
1≤i<j≤m
∫
Σij
〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx. (40)
We split this integral into two pieces. For any 1 ≤ i < j ≤ m let Bij ⊆ Σij and denote
B := ∪1≤i<j≤mBij. Define C as in Definition 3.4. For any r, ε > 0, denote
B(0, r) := {x ∈ Rn+1 : ‖x‖ ≤ r},
Cε,r := {x ∈ Rn+1 : ∃ c ∈ C such that ‖x− c‖ < ε and r < ‖c‖ < r + 1}.
So, Cε,r is the ε-neighborhood of the part of C lying in the annulus with radii r and r + 1.
Let η ∈ C∞0 (Rn+1) such that η = 0 on Cε,r and 0 ≤ η ≤ 1 everywhere. By Lemma 2.3,
Assumption 2.4 holds, so we may choose η such that η = 1 on Cc2ε,r and ‖∇η‖ ≤ 2/ε
everywhere. We then write (40) as
(δ − 1)〈ψF,G〉 =
∑
1≤i<j≤m
∫
Σij
η〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx
∑
1≤i<j≤m
∫
Σij
(1− η)〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx.
(41)
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We estimate the first term in (41). Define φ := η ‖∇ψ‖. Using the Cauchy-Schwarz
inequality on the first term of (41),∣∣∣∣∣ ∑
1≤i<j≤m
∫
Σij
η〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx
∣∣∣∣∣
≤
∑
1≤i<j≤m
∫
Σij
φ
(
|gij| ‖∇fij‖+ |fij| ‖∇gij‖
)
γn(x)dx
(10)
≤
∑
1≤i<j≤m
∫
Σij
φ
(
‖v‖ |fij| ‖∇fij‖|fij| + |fij| ‖v‖ ‖A‖
)
γn(x)dx
≤ ‖v‖ 〈F, F 〉1/2
( ∑
1≤i<j≤m
∫
Σij
φ2
(
‖∇ log |fij|‖2 + ‖A‖2
)
γn(x)dx
)1/2
.
Note that φ = 0 on C, so the boundary term in Lemma 5.5 is zero. We therefore apply
Lemma 5.5 to get∣∣∣∣∣ ∑
1≤i<j≤m
∫
Σij
η〈∇ψ, gij∇fij − fij∇gij〉γn(x)dx
∣∣∣∣∣
≤ 2 ‖v‖ 〈F, F 〉1/2
( ∑
1≤i<j≤m
∫
Σij
‖∇φ‖2 + (δ − 1)φ2γn(x)dx
)1/2
.
Note that 1− ψ is only nonzero on C2ε,r, so we can estimate (41) as
|(δ − 1)〈ψF,G〉| ≤ 2 ‖v‖ 〈F, F 〉1/2
( ∑
1≤i<j≤m
∫
Σij
‖∇φ‖2 + (δ − 1)φ2γn(x)dx
)1/2
+
∑
1≤i<j≤m
∫
C2ε,r∩Σij
‖∇ψ‖ ‖v‖ ‖∇fij‖+ |fij| ‖v‖ ‖A‖〉γn(x)dx.
Letting ε→ 0+ and using ‖∇η‖ ≤ 2/ε everywhere, the last term vanishes so
|〈ψF,G〉| ≤ 10(δ − 1)−1/2 ‖v‖ 〈F, F 〉1/2
(
γn−1(C0,r) + γn(Σ ∩B(0, r + 1) \B(0, r − 1))
)1/2
.
The last quantity decays exponentially in r as r →∞ by Lemma 5.8. The quantity γn−1(C0,r)
also decays exponentially in r as r →∞ by Assumption 1.6. The Lemma then follows since
1− ψ is only nonzero on B(0, r)c, so
|〈F,G〉| ≤ |〈ψF,G〉|+ |〈F,G(1− ψ)〉| ≤ |〈ψF,G〉|+ 〈F, F 〉1/2〈G,G1B(0,r)c〉1/2.
And the last quantity goes to 0 as r →∞ by the Dominated Convergence Theorem.

7. Dimension Reduction
Below, we fill in the details to the argument sketched in the introductory Section 1.1.
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Proof of Theorem 1.4. For any v ∈ Rn+1, define
T (v) :=
(∫
∂∗Ω1
∑
j∈{1,...,m} : j 6=1
〈v,N1j〉γn(x)dx, . . . ,
∫
∂∗Ωm
∑
j∈{1,...,m} : j 6=m
〈v,Nmj〉γn(x)dx
)
.
Then T : Rn+1 → Rm is linear. By the rank-nullity theorem, the dimension of the kernel of
T plus the dimension of the image of T is n+ 1. Since the sum of the indices of T (v) is zero
for any v ∈ Rn+1 (since Nij = −Nji ∀ 1 ≤ i < j ≤ m by Definition 3.4), the dimension ` of
the image of T is at most m− 1.
Let v in the kernel of T . For any 1 ≤ i < j ≤ m, let fij := φ〈v,Nij〉. Let X := φv be the
chosen vector field. Since Ω1, . . . ,Ωm minimize Problem 1.2,
0 ≤ d
2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx.
From Lemmas 3.10, 3.12, 4.5, 3.9, and then letting φ increase monotonically to 1 (as in
Lemma 4.5),
0 ≤
∑
1≤i<j≤m
−
∫
Σij
fijLijfijγn(x)dx.
By Remark 5.1,
0 ≤
∑
1≤i<j≤m
−
∫
Σij
f 2ijγn(x)dx.
The last quantity must then be zero. In summary, for any v in the kernel of T , ∀ 1 ≤ i <
j ≤ m, fij(x) = 〈v,Nij(x)〉 = 0 for all x ∈ Σij. That is, ∃ 0 ≤ ` ≤ m − 1 as stated in the
conclusion of Theorem 1.4. It remains to characterize ` in terms of the Gaussian centers of
mass of the sets Ω1, . . . ,Ωm.
The image of T is the span of{(∫
∂∗Ω1
∑
j∈{1,...,m} :
j 6=1
〈v,N1j〉γn(x)dx, . . . ,
∫
∂∗Ωm
∑
j∈{1,...,m} :
j 6=m
〈v,Nmj〉γn(x)dx
)
∈ Rm : v ∈ Rn+1
}
.
Using the Divergence Theorem for Rn+1, if v ∈ Rn+1, then∫
∂∗Ω1
∑
j∈{1,...,m} : j 6=1
〈v,N1j〉γn(x)dx = −
∫
Ω1
〈v, x〉γn(x)dx,
and similarly for Ω2, . . . ,Ωm. So, the image of T is the span of{(∫
Ω1
xγn(x)dx, . . . ,
∫
Ωm
xγn(x)dx
)t
v ∈ Rm : v ∈ Rn+1
}
.
Here (
∫
Ω1
xγn(x)dx, . . . ,
∫
Ωm
xγn(x)dx)
t denotes the matrix with m rows, each of which is in
Rn+1. So, the dimension ` of the image of T is equal to the dimension of the span of the
vectors
∫
Ω1
xγn+1(x)dx, . . . ,
∫
Ωm
xγn+1(x)dx, as desired. 
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8. Proof of Structure Theorem Dichotomy
As above, Σ := ∪1≤i<j≤mΣij and Σij := (∂∗Ωi) ∩ (∂∗Ωj), ∀ 1 ≤ i < j ≤ m, and we define
δ = δ(Σ) := − inf
G∈F∩C∞0 (Σ): 〈G,G〉=1,
G does not change sign on any
connected component of Σ
Q(G,G).
Proof of Theorem 1.5. Existence of Ω1, . . . ,Ωm follows from Lemma 2.2. Assumption 2.4
holds by Lemma 2.3. Assume that the second case of Theorem 1.5 does not occur. That is,
assume that ` = m − 1 is the smallest possible ` such that the second case of Theorem 1.5
holds (recalling that ` ≤ m − 1 by Theorem 1.4). If δ = 1, it follows from Lemma 5.6 that
‖A‖ = 0 on Σ. So, either δ > 1 or ‖A‖ = 0 on Σ (since δ ≥ 1 by Lemma 5.4).
Suppose 2 ≥ δ > 1. Let t > 0, let Σt := {x ∈ Σ: ‖x‖ ≤ t}, let δt = δ(Σt) and let F = Ft
from Lemma 5.3 so that LF = δtF and so that F satisfies (33). For t sufficiently large,
δt > 1 by definition of δ. If F is volume-preserving, i.e. if (28) holds, then by Lemma 3.10,
we get a contradiction by Lemmas 3.12 and 4.5. Otherwise, fix v ∈ Rn+1 and let G so that
gij := 〈v,Nij〉 for all 1 ≤ i < j ≤ m. Since ` = m− 1, we can choose v 6= 0 such that F +G
satisfies (28). By Remark 5.1 and Lemma 3.12, (33) holds for G. Then, by Lemma 4.5 we
have
Q(F +G, φ(F +G)) = 〈−L(F +G), φ(F +G)〉 = −〈δtF +G, φ(F +G)〉.
Letting φ increase monotonically to 1 (as in Lemma 4.5), we then get
Q(F +G,F +G) = −〈δtF +G,F +G〉 = −δt〈F, F 〉 − 〈G,G〉 − (δt + 1)〈F,G〉 < 0.
To see that the last expression is negative, choose ε > 0 and t large by Lemma 6.1 so that
ε < 1/3 ≤ 1/(δt + 1), so that |(δt + 1)〈F,G〉| < 〈F, F 〉1/2〈G,G〉1/2. Then
Q(F +G,F +G) ≤ (1− δt)〈F, F 〉 − (〈F, F 〉1/2 − 〈G,G〉1/2)2 < 0.
So, we have contradicted Lemma 3.10 and minimality of Ω1, . . . ,Ωm.
In the remaining case that δ > 2 Lemma 6.1 is not needed. Let t > 0 so that δt > 2. Let
F be a Dirichlet eigenfunction such that LF = δtF . We then repeat the same computation,
and use Lemma 4.3 to get
Q(F +G,F +G) = Q(F, F ) + 2Q(G,F ) +Q(G,G) = −δt〈F, F 〉 − 2〈F,G〉 − 〈G,G〉
= −(δt − 2)〈F, F 〉 − 〈F +G,F +G〉 < 0.

9. Proof of (Conditional) Double Bubble Problem
Proof of Corollary 1.7. Let m = 3. Existence of Ω1,Ω2,Ω3 follows from Lemma 2.2. As-
sumption 2.4 holds by Lemma 2.3. By Theorem 1.4, we may assume that Ω1,Ω2,Ω3 ⊆ R2.
From Theorem 1.5, either all connected components of ∂∗Ω1, ∂∗Ω2, ∂∗Ω3 are flat lines, or we
may assume that Ω1,Ω2,Ω3 ⊆ R. In the second case, a rearrangement argument implies
that Ω1,Ω2,Ω3 must be connected intervals, so we now consider the first case.
In the first case, we claim that Ω1,Ω2,Ω3 must have exactly three connected components.
We show this by contradiction. Suppose Ω1,Ω2,Ω3 have more than three connected com-
ponents. By Assumption 2.4, there must then exist two points x, y ∈ R2 such that (after
relabeling the sets), Ω1 ∩Ω2 contains the line segment `0 between x and y, and Ω3 intersects
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Figure 4. Proof of Corollary 1.7.
both x and y. Let v ∈ R2 be nonzero and parallel to `0. By Assumption 2.4 (which holds
by Lemma 2.3), the boundaries of Ω1,Ω2,Ω3 consist of line segments pointing in only three
directions. So, any line segment not parallel to `0 is not parallel to v. We can then put the
edges of ∂Ω1 ∪ ∂Ω2 ∪ ∂Ω3 into at least two nonempty equivalent classes. An edge e is in the
equivalence class labelled as x if a sequence of adjacent edges can be constructed connecting
x to e such that v is not parallel to any edge in the sequence. Similarly, an edge e is in the
equivalence class labelled as y if a sequence of adjacent edges can be constructed connecting
y to e such that v is not parallel to any edge in the sequence.
We now claim we have linearly independent eigenfunctions of L. These correspond to (i)
the vector field X := v, (ii) the constant vector field X that is orthogonal to v, and (iii) to the
function on Σ such that X = v everywhere, while X = −v on edges in the equivalence class
labelled y. With these three eigenfunctions, we can form a nontrivial linear combination F
such that Q(F, F ) < 0 and
∫
∂Ωi
Fγn(x)dx = 0 for all i = 1, 2, 3, violating the minimality of
Ω1,Ω2,Ω3. Therefore, Ω1,Ω2,Ω3 must have exactly three connected components.
In summary, Ω1,Ω2,Ω3 must have exactly three connected components and flat boundaries,
so that either Ω1,Ω2,Ω3 are the sets described in Conjecture 1.3, or Ω1,Ω2,Ω3 consist of three
parallel slabs. Having reduced to only two cases, one can conclude by showing that the slabs
do not minimize Problem 1.2 for m = 3 by either direct estimates, or the differentiation
argument of [MN18a], which we recall below in the more general case m = 4. 
10. Proof of (Conditional) Triple Bubble Conjecture
Below, we let t denote the transpose of a matrix or vector. Also, all vectors are assumed
to be column vectors.
Proof of Corollary 1.8. Let m = 4. Existence of Ω1, . . . ,Ω4 follows from Lemma 2.2. As-
sumption 2.4 holds by Lemma 2.3. By Theorem 1.4, we may assume that Ω1, . . . ,Ω4 ⊆ R3.
From Theorem 1.5, either all connected components of ∂∗Ω1, ∂∗Ω2, ∂∗Ω3 are contained in flat
planes, or we may assume that Ω1, . . . ,Ω4 ⊆ R2. If Ω1, . . . ,Ω4 ⊆ R, then a rearrangement
argument implies that Ω1, . . . ,Ω4 are connected intervals, so we ignore this case for now.
In the first case, we can choose three nonzero, linearly independent vectors in R3 each
corresponding to an eigenfunction of L with eigenvalue 1 by Remark 5.1.
We now consider the case that Ω1, . . . ,Ω4 ⊆ R2. In this last remaining case, either δ = 1
or δ > 1, since δ ≥ 1 by Lemma 5.4. In the former case, we claim that for any ε > 0, there
exists a three-dimensional subspace of functions such that Q(G,G) ≤ −(1 − ε)〈G,G〉 for
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every G in this subspace. To see this, first suppose 1 < δ < ∞. Note that we have two
eigenfunctions with eigenvalue 1 from Remark 5.1 and another Dirichlet eigenfunction F of
L since δ > 1. Consider the three-dimensional subspace formed by linear combinations of F
and G, where G is an eigenfunction with eigenvalue 1. Let a := 〈F, F 〉1/2, b := 〈G,G〉1/2.
We estimate Q(F +G,F +G). Without loss of generality, a2 + b2 = 1. Then
−Q(F +G,F +G) = δa2 + (δ + 1)〈F,G〉+ b2 = 1 + (δ − 1)a2 + (δ + 1)〈F,G〉.
From Lemma 6.1, for any ε > 0, we have |(δ + 1)〈F,G〉| ≤ 2(δ + 1)(δ − 1)−1/2εab. So,
−Q(F +G,F +G) ≥ 1 + (δ − 1)a2 − 2(δ + 1)(δ − 1)−1/2εab.
The function a 7→ (δ − 1)a2 − 2(δ + 1)(δ − 1)−1/2εab for a ∈ [−1, 1] has a minimum value
of −b2ε2(δ + 1)2/(δ − 1)2. So, if ε is small enough, we have −Q(F + G,F + G) ≥ 1 − ε.
Meanwhile, 〈F + G,F + G〉 = 1 + 2〈F,G〉 ≤ 1 + 2ε(δ − 1)−1/2ab. The claim follows. (This
argument also applies to taking Dirichlet eigenfunctions in the case δ =∞.)
In summary, in any case, for any ε > 0 there is a three-dimensional subspace where
Q(G,G) ≤ −(1 − ε)〈G,G〉 for all G in the subspace, all such G satisfy (33), and there are
G1, G2, G3 in this subspace such that
span
{(∫
∂∗Ω1
∑
j 6=1
gk,1jγn(x)dx, . . . ,
∫
∂∗Ω4
∑
j 6=m
gk,mjγn(x)dx
)
: k = 1, 2, 3
}
(42)
is three (which is as large as possible). (Otherwise, there is a nonzero element G of the
subspace such that the vector in (42) is zero while Q(G,G) < 0, violating the minimality of
Ω1, . . . ,Ω4.)
Let m = 4. Let ∆m := {a = (a1, . . . , am) : a1 + · · · + am = 1, ai > 0 ∀ 1 ≤ i ≤ m}. Let
a ∈ ∆m. Let z1, . . . , zm ∈ Rm−1 be the vertices of a regular simplex in Rm−1 centered at the
origin. Assume that ‖zi‖ = 1 for all 1 ≤ i ≤ m. For all 1 ≤ i ≤ m, define
Ωi(a)
′ := y + {x ∈ Rm−1 : 〈x, zi〉 = max
1≤j≤m
〈x, zj〉},
where y ∈ Rm−1 is chosen so that γm−1(Ω′i(a)) = ai for all 1 ≤ i ≤ m.
For any a ∈ ∆m, define
J(a) := min{
∫
∪mi=1∂Ωi
γm−2(x)dx : ∪mi=1 Ωi = Rm−1, γm−1(Ωi) = ai, ∀ 1 ≤ i ≤ m}
−
∫
y+∪mi=1∂Ω′i(a)
γm−2(x)dx.
By definition of J , we have J(a) ≤ 0. Corollary 1.7 is the assertion that J(a) = 0 for all
a ∈ ∆m. We argue by contradiction. Assume J(a) < 0 for some a ∈ ∆m. Further, assume
that
J(a) = min
a′∈∆m
J(a′).
This minimum exists since J(a′) = 0 for any a′ with a′1 + · · · + a′m = 1 and a′i = 0 for some
1 ≤ i ≤ m by the known m = 3 case of Conjecture 1.3, recalling that m = 4 in this section.
For any a ∈ ∆m, define I(a) as in Lemma 11.3.
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Let (Ω
(s)
1 , . . . ,Ω
(s)
m )s∈(−1,1) be a smoothly varying partition of Rn+1 such that (Ω(0)1 , . . . ,Ω
(0)
m )
minimizes Problem 1.2 when s = 0, and define Σ
(s)
ij := (∂
∗Ω(s)i ) ∩ (∂∗Ω(s)j ) for any 1 ≤ i <
j ≤ m and for any s ∈ (−1, 1). For any s ∈ (−1, 1), define
V (s) :=
(
γn+1(Ω
(s)
1 ), . . . , γn+1(Ω
(s)
m )
)
. (43)
Then J(V (s)) has a local minimum at s = 0, so its first derivative is zero, and its second
derivative is nonnegative, i.e.
〈J ′(V (0)), V ′(0)〉 = 0 = d
ds
|s=0
∑
1≤i<j≤m
∫
∂∗Σ(s)ij
γn(x)dx− 〈I ′(V (0)), V ′(0)〉. (44)
〈I ′(V (0)), V ′′(0)〉+ (V ′(0))tI ′′(V (0))V ′(0) ≤ d
2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx. (45)
From Remark 3.6, (using the notation from there),
d
ds
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx =
√
2pi〈λ, V ′(0)〉. (46)
By e.g. (42), V ′(0) can be chosen to be any vector in ∆4, so (46) and (44) imply that
I ′(V (0)) =
√
2piλ. We can then rewrite (45) as
(V ′(0))tI ′′(V (0))V ′(0) ≤ d
2
ds2
|s=0
∑
1≤i<j≤m
∫
Σ
(s)
ij
γn(x)dx−
√
2pi〈λ, V ′′(0)〉. (47)
Using Lemma 3.7, the second part of Remark 3.6 together with (29), and using any of the
vector fields from (42) (thereby defining F ∈ F with fij := 〈X,Nij〉 for any 1 ≤ i < j ≤ m,
where X satisfies (16) for Ψ defined so that Ω
(s)
i = Ψ(Ω
(0)
i , s) for all s ∈ (1, 1)), (47) becomes
(V ′(0))tI ′′(V (0))V ′(0) ≤ Q(F, F ). (48)
Note that (33) holds for F , justifying (48).
We now apply Lemmas 11.1, 11.2 and 11.3 to (48) to get, ∀ ε > 0,
(V ′(0))tI ′′(V (0))V ′(0) ≤ −(1− ε)(
√
2piV ′(0))tK−1
√
2piV ′(0).
By (42), we then have I ′′ ≤ −2piK−1 in the positive semidefinite sense of matrices acting on
∆m. Since both matrices have the same null space, we conclude that −I ′′ ≤ −2piK−1 in the
positive semidefinite sense of m×m matrices. But then
2I(V (0))
(53)
= − 1
2pi
Tr((I ′′(V (0)))−1)] ≤ Tr(K) (49)= 2
∑
1≤i<j≤m
γn(Σij).
That is, J(a) ≥ 0, a contradiction. 
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11. Lemmas from Milman-Neeman
Below, we let t denote the transpose of a matrix or vector. Also, all vectors are assumed
to be column vectors.
Lemma 11.1 ([MN18a, Lemma 6.4]). Let D,E be random vectors in Rn+1 such that E ‖D‖2 <
∞ and E ‖E‖2 <∞. Assume that EEEt is nonsingular. Then
(EDEt)(EEEt)−1(EEDt) ≤ EDDt.
Let u1, . . . , un+1 denote the standard basis of Rn+1. Let Ω1, . . . ,Ωm minimize Problem 1.2.
Define
K :=
∑
1≤i<j≤m
γn(Σij)(ui − uj)(ui − uj)t. (49)
Lemma 11.2. Let δ ≥ 1. Let F ∈ F satisfy Q(F, F ) ≤ −δ〈F, F 〉 and (33). Define V by
(43). Then
Q(F, F ) ≤ −δ(
√
2piV ′(0))tK−1(
√
2piV ′(0)).
Proof. For any 1 ≤ i < j ≤ m, define Eijfij :=
∫
Σij
fijγn(x)dx/
∫
Σij
γn(x)dx and define
N ij := Eij(Nij|X), S :=
∑
1≤i<j≤m
N ijN
t
ij.
Define D,E so that D := N ij and E := ui − uj on Σij, for all 1 ≤ i < j ≤ m. Define
M :=
∑
1≤i<j≤m
γn(Σij)(ui − uj)N tij. (50)
Then by Definition 29 and (33),
Q(F, F ) ≤ −δ
∑
1≤i<j≤m
∫
Σij
f 2ijγn(x)dx = −δ
∑
1≤i<j≤m
∫
Σij
〈X,Nij〉2γn(x)dx
γn(Σij)
γn(Σij)
= −δ
∑
1≤i<j≤m
Eij〈X,Nij〉2γn(Σij) = −δ
∑
1≤i<j≤m
EijEij(〈X,Nij〉2|X)γn(Σij)
So, using the conditional Jensen inequality,
Q(F, F )
≤ −δ
∑
1≤i<j≤m
Eij[Eij(〈X,Nij〉|X)]2γn(Σij) = −δ
∑
1≤i<j≤m
Eij[〈X,Eij(Nij|X)〉]2γn(Σij)
= −δ
∑
1≤i<j≤m
EijX tN ijN
t
ijXγn(Σij) = −δEX tDDtXγn(Σ).
(51)
For any g : Σ→ R, we defined Eg := ∫
Σ
g(x)γn(x)dx/γn(Σ). Note that
E(EDt) = E(EDt|X) = 1
γn(Σ)
E(M |X), E(EEt) = E(EEt|X) = 1
γn(Σ)
K.
So, from Lemma 11.1,
−E(DDt|X) ≤ −(E(M |X))tK−1(E(M |X))γn(Σ).
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Multiplying by X t on the left and X on the right, then taking E of both sides,
−E(X tDDtX) ≤ −(EMX)tK−1(EMX)γn(Σ).
Consequently,
Q(F, F )
(51)
≤ −δ(EMX)tK−1(EMX)γn(Σ)2. (52)
Note now that
γn(Σ)EMX
=
∑
1≤i<j≤m
γn(Σij)(ui − uj)EijN tijX =
∑
1≤i<j≤m
γn(Σij)(ui − uj)Eij〈Eij(Nij〉|X), X〉
=
∑
1≤i<j≤m
γn(Σij)(ui − uj)EijEij(〈Nij, X〉|X) =
∑
1≤i<j≤m
γn(Σij)(ui − uj)Eij〈Nij, X〉.
Now use Remark 3.3 to see that
√
2piV ′(0) = γn(Σ)EMX, so (52) concludes the proof. 
Lemma 11.3 (Differentiation Formula, [MN18a, Proposiiton 2.6]). Let z1, . . . , zm ∈ Rn+1
be the vertices of a regular simplex in Rn+1 centered at the origin. For all 1 ≤ i ≤ m, define
Ω˜i := {x ∈ Rn+1 : 〈x, zi〉 = max
1≤j≤m
〈x, zj〉}.
For any y ∈ Rn+1, define
B(y) :=
∫
y+∪mi=1∂Ω˜i
γn(x)dx.
y = y(a) such that γn+1(Ω˜i) = ai > 0, ∀ 1 ≤ i ≤ m, ∀ a = (a1, . . . , am) ∈ Rm with
∑m
i=1 ai =
1, and define I(a) := B(y(a)). Then for all b = (b1, . . . , bm) ∈ Rm with
∑m
i=1 bi = 0, and
letting ∇,∆ denote the gradient and Laplacian on Rn+1, respectively,
∇bI(a) =
√
pi(a−11 , . . . , a
−1
m )b
∇b∇bI(a) = −2pibK˜−1b. (53)
Here K˜ :=
∑
1≤i<j≤m γn((∂Ω˜i) ∩ (∂Ω˜j))(ui − uj)(ui − uj)t.
12. Comments on More than Four Sets
It would be desirable to remove our need for Assumption 1.6 in the cases m = 3, 4 of
Conjecture 1.3. Moreover, it would be nice to extend our arguments to the case m > 4 of
Conjecture 1.3. If Ω1, . . . ,Ωm minimize Problem 1.2 and the boundaries of the sets are not
all flat, it follows from Remark 5.1 and the reasoning of Lemma 5.3 that there is a subspace of
eigenfunctions of the second variation operator L from (31) of dimension m−1+n+1 = n+m
with positive eigenvalues. As discussed in the introduction, this fact alone should be sufficient
to solve Conjecture 1.3, since more eigenfunctions of L means more control on the structure
of Ω1, . . . ,Ωm. However, it could be the case that the quadratic form Q from (29) is negative
definition on most of these n + m eigenfunctions, contrary to our intuition. (Recall that Q
came from Lemmas 3.10 and 3.12.) The main issue is that we have no a priori control on
the second term in (29) for these eigenfunctions of L. One might think that a Sobolev trace
inequality could control this second term of (29), but then it seems we would need e.g. a
bounded geometry condition on Ω1, . . . ,Ωm to proceed further.
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