Let I be a homogeneous ideal of the polynomial ring K[x 0 , . . . , x n ], where K is an arbitrary field. Avoiding the construction of a minimal graded free resolution of I , we provide effective methods for computing the Castelnuovo-Mumford regularity of I that also compute other cohomological invariants of K[x 0 , . . . , x n ]/I .
Introduction
Let R := K[x 0 , . . . , x n ] be the polynomial ring in n + 1 variables over an arbitrary field K, and let m denote its homogeneous maximal ideal. The Castelnuovo-Mumford regularity, or simply regularity, of a homogeneous ideal I in R, is defined in terms of the vanishing of the graded local cohomology modules of R/I as follows: As in our preliminary work [4, 5] on saturated ideals defining either arithmetically Cohen-Macaulay or 1-dimensional subschemes of P n K , our main goal is to get effective methods for computing reg(I ) avoiding the construction of a minimal graded free resolution of I . In this paper, we make no assumption on the homogeneous ideal I , and the field K is arbitrary.
Our main reference, like in [4, 5] , is the paper of Bayer and Stillman [3] which is a landmark in the subject. There, they show that in generic coordinates, reg(I ) = reg(in(I )) where in(I ) is the initial ideal of I with respect to the reverse lexicographic order (see [3, Theorem 2.4] ). Moreover, taking advantage of the combinatorial simplicity of in(I ) in generic coordinates and in characteristic zero, they prove that reg(in(I )), and therefore reg(I ), is equal to the highest degree of a minimal generator of in(I ) (see [3, Proposition 2.9]). If one wants to compute the regularity of a homogeneous ideal I by applying these results, one has to make a generic change of coordinates before the Gröbner basis computation. Besides the fact that this procedure does not apply when the characteristic of K is positive, it has a very high computational cost.
Our strategy consists of reducing, by means of a change of coordinates as sparse as possible, the computation of the Castelnuovo-Mumford regularity of I to the computation of the regularity of a monomial ideal with nice combinatorial properties that make the computation of its Castelnuovo-Mumford regularity easy.
This leads us to introduce a class of monomial ideals that we will call monomial ideals of nested type. Making use of the relation between regularity and satiety, the CastelnuovoMumford regularity of these ideals will be expressed as the maximum of a finite number of satieties. For this reason, in Section 2 we focus on the satiety of a homogeneous ideal I . Our first result, Proposition 2.1, relates sat(I ) with the socle I : m of I , and provides an effective method for computing the satiety of I in general. Next, when I is monomial, Corollary 2.6 shows that the satiety can be extracted from the colon ideal n is the least common multiple of the minimal generators of I . Monomial ideals of nested type are featured in Section 3. They are defined as the monomial ideals whose associated primes are all of the form (x 0 , . . . , x i ) for various i. As announced before, Theorem 3.7 expresses the Castelnuovo-Mumford regularity of a monomial ideal I of nested type, as a maximum of satieties of monomial ideals. Theorem 3.14 provides another formula for reg(I ) stating that the regularity of I can also be extracted from the quotient ideal (R/I )) are also computed in Remarks 3.8, 3.9 and 3.15. Another result of interest in this section is Corollary 3.17 which states that reg(I ) can be nicely expressed in terms of the Castelnuovo-Mumford regularity of its irreducible components.
In Section 4, we lift the results obtained for monomial ideals of nested type to the general setting by associating to an arbitrary homogeneous ideal I , a monomial ideal of nested type, denoted by N(I ) and called the monomial ideal of nested type associated to I , satisfying reg(I ) = reg(N (I )). Moreover, depth( 
and only if reg(I ) is attained at the last step of a minimal graded free resolution of I . If this occurs, the regularity of the Hilbert function of R/I is
We have implemented these results in the distributed library mregular.lib [6] of SINGULAR [16] . Along the paper, we illustrate our methods with several examples and carry out the computations using SINGULAR. Other programs devoted to computation in algebraic geometry and commutative algebra like MACAULAY 2 [13] or COCOA [7] can also be used most of the time. The ideal I ⊂ C[x 0 , . . . , x 10 ] in Example 4.10 shows the efficiency of our methods: reg(I ) and other cohomological invariants were obtained in a few seconds using [6] , while a minimal graded free resolution of I could not be obtained using SINGULAR, and the implementation of the results of Bayer and Stillman in COCOA also failed. 1 We end the paper with a new algorithm for computing a Noether normalization of R/I , where I is a nonnecessarily homogeneous ideal of R = K[x 0 , . . . , x n ] and K is an infinite field. It is based on Theorem A.1 which states that the usual triangular changes of coordinates are excessive. Although we do not use this algorithm for computing the Castelnuovo-Mumford regularity, we include it in an appendix because it is a straightforward consequence of Theorem 4.11 that provides, to our knowledge, a significant improvement of the methods known until now.
Satiety of a homogeneous ideal
Let K be an arbitrary field, and let I ⊂ R := K[x 0 , . . . , x n ] be a homogeneous ideal. Denote by m the homogeneous maximal ideal (x 0 , . . . , x n ) of R. In order to determine if I is saturated, one usually checks the equality I = I : m. Our first result states that the ideal I : m, the socle of I , carries some additional information. 
Proof. Let m 0 be the smallest integer m such that, for s m, I s = (I : m) s . We first show that sat(I ) = m 0 . Since I ⊂ I : m ⊂ I sat , one clearly has that sat(I ) m 0 . Consider now g ∈ I sat a homogeneous polynomial of degree sat(I ) − 1 such that g / ∈ I . This polynomial belongs to I : m, and thus sat(I ) m 0 .
Since sat(I ) = m 0 , one has that sat(I ) max 1 i r {deg(h i ); h i / ∈ I }+1. The result will follow if one shows that for some i ∈ {1, . . . , r}, the element h i is not in I and deg (h i ) = sat(I ) − 1. Consider h ∈ (I : m) \ I , a homogeneous polynomial of degree sat(I ) − 1. If h = q 1 h 1 + · · · + q r h r , where q i is a homogeneous polynomial of degree deg h − deg h i when q i = 0, then there exists i ∈ {1, . . . , r} such that q i ∈ K \ {0} and h i / ∈ I . Otherwise, for all i ∈ {1, . . . , r}, either q i is equal to 0, or deg q i 1, or h i ∈ I , and then h would be in I . 2
Example 2.2. Consider the ideal
Using [16] , one gets that
is not saturated and by Proposition 2.1, sat(I ) = 3. Remark 2.3. When the ideal I ⊂ R is monomial, Proposition 2.1 shows that the satiety of I is independent of the characteristic of K, being a combinatorial phenomenon inside N n+1 . Indeed, it can be computed by means of least common multiples of monomials.
As consequences of Proposition 2.1, we get the following generalizations of [14, When the ideal I ⊂ R is monomial, the next corollary of Proposition 2.1 shows that in order to check if I is saturated and to compute sat(I ), one can use instead of the socle of I a different quotient of monomial ideals. It will be specially useful in the proofs of Theorem 3.14 and Theorem 1.2. 
Proof. Let H denote the set of monomials in R that divide
n , and let f : H → H be the map defined by x α → x λ x α . Note that f 2 is the identity map. Set F := {x α ∈ I : m; x α / ∈ I }, and call G the set of the minimal generators of I that involve all the variables.
Assume that we have proved that F, G ⊆ H , and also that f (F ) ⊆ G and f (G) ⊆ F . In this case, the map f : F → G is one-to-one, and hence (1) immediately follows. Also, if I is not saturated, one gets that max{deg(x α ); x α ∈ F } = λ 0 + · · · + λ n − min{deg(x β ); x β ∈ G}, and (2) then follows from Proposition 2.1.
So let us first show that F ⊆ H and that f (F ) ⊆ G. Consider a monomial x α in F . For all i ∈ {0, . . . , n}, since x i x α ∈ I and x α / ∈ I , there exists a minimal generator x γ of I that divides x i x α and does not divide x α . This implies that α i + 1 = γ i and, since γ i λ i , one has that α i < λ i for all i ∈ {0, . . . , n}. Thus x α ∈ H , and f (x α ) is a monomial involving all the variables. Now, if
x α divides x λ , and thus x γ divides x α . This is impossible since x α / ∈ I . Hence, f (x α ) ∈ I . Finally, f (x α ) is a minimal generator of I since, for all i ∈ {0, . . . , n}, x i divides f (x α ), x i x α ∈ I , and
To conclude the proof, we need to show that G ⊆ H and f (G) ⊆ F . So let x β be a monomial in G. Since x λ i +1 i ∈ I for all i ∈ {0, . . . , n}, one has that x λ i +1 i does not divide x β , and so β i λ i . Thus, x β ∈ H . Moreover, for all i ∈ {0, . . . , n}, x i divides x β and x β x i / ∈ I , so there exists x γ ∈ I such that
divides x λ , and since x β ∈ H , one has that x γ divides x i
x λ x β . Thus x i f (x β ) ∈ I for all i ∈ {0, . . . , n}, and so f (x β ) ∈ I : m. Finally, 
Using [16] , one can check that x 2 0 x 1 x 3 2 x 3 x 4 is the unique minimal generator of (x 3 0 , x 4 1 , x 4 2 , x 4 3 , x 2 4 ) : I that involves all the variables. Thus, I is not saturated and sat(I ) = 2 + 3 + 3 + 3 + 1 + 1 − 8 = 5 by Corollary 2.6. 
Monomial ideals of nested type and their regularity
Let K be an arbitrary field. We focus in this section on a class of monomial ideals of R := K[x 0 , . . . , x n ] that will play a decisive role in Section 4. (1) I is of nested type.
x n is not a zero divisor on R/I sat , and for all i:
Proof. (1) ⇒ (2)
. Let I = q 1 ∩ · · · ∩ q t be an irredundant primary decomposition of I where q 1 , . . . , q t are monomial ideals. Since for any ideal J ⊂ R, one has that I :
, the result will follow if one shows that (2) holds for any q ∈ {q 1 , . . . , q t }. By (1) (2) ⇒ (1). If p is an associated prime of I , then p = I : (f ) for some polynomial f ∈ R. Take i ∈ {0, . . . , n} such that x i ∈ p. One has that x i f ∈ I , and thus f ∈ I :
This implies that x s j ∈ p for some s 1, and thus x j ∈ p for all j i. This argument was inspired by the proof of [9, Corollary 15 .25] (see also [9, Exercise 15.22] ).
(2) ⇒ (3). Since I sat = I : (x n ) ∞ , x n is a nonzero divisor on R/I sat . On the other hand,
. . , x i+1 ) sat , the result then follows.
(3) ⇒ (4). For any homogeneous ideal J of R and any homogeneous polynomial f ,
. . , x n−d+1 ) = 0, and hence (4)(a) holds. On the other hand, if x n is not a zero divisor on R/I sat , one has that I : 
. . , n} and j i. The result then follows. 2 Remark 3.3. One can easily deduce, from the proof of (1) ⇒ (2), that if I ⊂ R is a monomial ideal of nested type, d := dim R/I , and I = q j is an irredundant primary decomposition of I such that each q j is a monomial ideal, then
In particular, I : (x n−d+1 ) ∞ is the unique (x 0 , . . . , x n−d )-primary component of I . These observations will be useful in the proofs of Theorems 3.7, 3.14 and 4.1, and in Remark 3.9.
Remark 3.4. One can deduce from condition (2) in Proposition 3.2 that any Borel-fixed ideal is a monomial ideal of nested type (see [9, Proposition 15.24] ). Observe that, in contrast to the Borel-fixed property, being of nested type does not depend on the characteristic of K. Condition (3) in Proposition 3.2 was introduced by Bayer and Stillman in [3] for an arbitrary homogeneous ideal in order to show that, under this condition, the CastelnuovoMumford regularity of an ideal coincides with the Castelnuovo-Mumford regularity of its initial ideal with respect to the reverse lexicographic order. We will recover their result in Theorem 4.1.
Condition (4) in Proposition 3.2 provides a very effective criterion for I to be of nested type. Indeed, for a monomial ideal I ⊂ R, the quotient I : (x i ) ∞ coincides with I | x i =1 , the ideal generated by the image of I under the evaluation morphism which sends x i to 1.
is of nested type.
If I ⊂ R is a monomial ideal of nested type and
is a Noether normalization of R/I . In fact, we can say more. The next theorem claims that the Castelnuovo-Mumford regularity of a monomial ideal of nested type can be expressed as the maximum of the satieties of some monomial ideals.
Theorem 3.7. Consider a monomial ideal I ⊂ R of nested type. If d is the dimension of R/I , and p is the least integer such that none of the minimal generators of
(1) depth(R/I ) = n − p. 2 Note that the concept of strong Noether normalization is well defined since, for any ideal
Proof. (2), one may assume without loss of generality that p = n. By Remark 3.3, one has that
and 
On the other hand, it is well known that the maximal degree of the minimal (n − depth(R/I ))th syzygies of I is equal to end(H depth(R/I ) m (R/I )) + n + 1. So, one can deduce that reg(I ) is attained at the last step of a minimal graded free resolution of I if and only if reg(I ) = sat(I ∩ K[x 0 , . . . , x p ]). If this occurs, the regularity of the Hilbert function of R/I is equal to sat(I ∩ K[x 0 , . . . , x p ]) − n + p. To prove this last statement, it suffices to pay attention to the following well-known result: ∀s ∈ Z,
where H I , P I (T ), and h i R/I are the Hilbert function, the Hilbert polynomial, and the ith cohomological Hilbert function of R/I , respectively.
Remark 3.9. The a-invariant of R/I , a(R/I )
, is given by the last saturation index in our formula for reg(I ) in Theorem 3.7:
Indeed, if one observes that I | x n−d+1 =1 = I | x n−d+1 =···=x n =1 by Remark 3.3, the above equality is a consequence of the following more general result: 5 ] generated by the following monomials:
Computing the minimal graded free resolution of I using for example [16] , one gets that depth(R/I ) = 3, reg(I ) = 3, and a(R/I ) = −1 in the characteristic zero case, while depth(R/I ) = 2, reg(I ) = 4, and a(R/I ) = 0 if the characteristic of K is 2. 
, then I is of nested type.
By Theorem 3.7, depth(R/I ) = 0 and reg(I ) = max{sat(I ), sat(I 1 ), sat(I 2 ), sat(I 3 )}, where
2 ), and
. Using again Proposition 2.1, one deduces that reg(I ) = max{5, 0, 9, 4} = 9. Finally, a(R/I ) = 0 by Remark 3.9.
In the previous example, one could compute the 4 satieties using Corollary 2.6 instead of Proposition 2. i−1 , the expected formula for reg(I ) will follow from Theorem 3.7(2) if one shows that:
Let us prove this equality. Consider and sat(I ) = 2 + 3 + 3 + 3 + 1 + 1 − 8 = 5 as observed in Example 2.7. By applying Theorem 3.14, reg(I ) = max{5, 2 + 3 + 3 + 3 + 1 − 8, 2 + 3 + 3 + 1 − 6, 2 + 3 + 1 − 5} = 5.
By Remark 3.15, the Castelnuovo-Mumford regularity of I is attained at the last step of a minimal graded free resolution of I , the regularity of the Hilbert function of R/I is 5, and the a-invariant of R/I is −3.
We end this section with a consequence of Theorem 3.14 relating the CastelnuovoMumford regularity of a monomial ideal of nested type to the regularity of its irreducible components. It is well known that any monomial ideal I ⊂ R has a unique irredundant decomposition I = q 1 ∩ · · · ∩ q r where the q i 's are irreducible monomial ideals, i.e., ideals generated by powers of variables (see, e.g., [23, Theorem 5.1.17]). We call this decomposition the irredundant irreducible decomposition of I . 
If q 1 , . . . , q are the elements in Irr(I ) whose radical is (x 0 , . . . , x i ), then
Since these ideals are 0-dimensional, one easily deduces from the definition of satiety that sat(
. , x i ])}, and hence (2) follows. Using (2) and Theorem 3.14, the result will be proved if one shows that
Both assertions follow from a result proved by Miller in [19] (see also [11, 
Castelnuovo-Mumford regularity of a homogeneous ideal

Proof. Set d := dim R/I and p := n − depth(R/ in(I )). Denote by H (I ) the regularity of the Hilbert function of R/I . If d = 0, (1) is obvious. Moreover, reg(I ) = sat(I ) = H (I ), and reg(in(I )) = sat(in(I )) = H (in(I )). Thus, (2) and (3) follow from the equality H (I ) = H (in(I )).
Suppose that d 1. By Theorem 3.7(1), p is the least integer such that none of the minimal generators of in(I ) involves x p+1 , . . . , x n . Thus, x n , . . . , x p+1 is a maximal R/ in(I )-sequence. This implies that x n , . . . , x p+1 is a R/I -sequence.
If d = n − p, i.e., if R/ in(I ) is Cohen-Macaulay, one has that R/I is Cohen-Macaulay, and (1) then follows. Moreover, dim R/ (I, x p+1 , . . . , x n ) = 0, so reg(I, x p+1 , . . . , x n ) = reg(in (I, x p+1 , . . . , x n )) as shown above. Since one has that in (I, x p+1 , . . . , x n ) = (in(I ), x p+1 , . . . , x n ), reg(I ) = reg(I, x p+1 , . . . , x n ), and reg(in(I )) = reg(in (I ), x p+1 , . . . , x n ), then (2) and (3) hold in this case.
Suppose that d > n − p and let us prove that (1) and (2) hold. Indeed, since in(I ) is of nested type, (in(I ), x p+1 , . . . , x n ) sat = (in (I ), x p+1 , . . . , x n ) : (x p ) ∞ by Proposition 3.2(3). Moreover, it is easy to prove that in ((I, x p+1 (I, x p+1 , . . . , x n ) = sat(in (I ), x p+1 , . . . , x n ). Since sat(in (I ), x p+1 , . . . , x n ) is 1, one has that depth(R/I ) = n − p and (1) then follows. In order to prove (2), one only has to observe that end(H Since one has that reg(I ) = max{sat(I, x p+1 , . . . , x n ), reg( (I, x p+1 , . . . , x n ) sat )} and reg(in(I )) = max{sat(in (I ), x p+1 , . . . , x n ), reg((in (I ), x p+1 , . . . , x n ) sat )}, the result will follow if one gets the equality reg (I, x p+1 , . . . , x n ) sat = reg in(I ), x p+1 , . . . , x n sat .
In order to prove this, we will define an ideal J ⊂ R such that
• reg(J ) = reg( (I, x p+1 , . . . , x n ) sat ), and 
Let us define the ideal J ⊂ R. Set {g 1 , . . . , g t } equal to the reduced Gröbner basis of I with respect to the reverse lexicographic order, and for i ∈ {1, . . . , t}, denote by g i the image of g i under the evaluation morphism which sends the variables x p+1 , . . . , x n to 0. One has that {g 1 , . . . , g t , x p+1 , . . . , x n } is the reduced Gröbner basis of (I, x p+1 , . . . , x n ) . For all i ∈ {1, . . . , t}, let r i 0 be the highest integer such that x r i p divides g i , and set h i := g i /x r i p . We claim that {h 1 , . . . , h t , x p+1 , . . . , x n } is a Gröbner basis of (I, x p+1 , . . . , x n ) sat . Indeed, if f ∈ (I, x p+1 , . . . , x n ) sat and in(f ) / ∈ (x p+1 , . . . , x n ), there exists κ 1 such that f x κ p ∈ (I, x p+1 , . . . , x n ). Therefore, for some i ∈ {1, . . . , t}, in(g i ) divides in(f )x κ p , and thus one can check that in( reg(J, x p+1 , . . . , x n ), and hence reg(J ) = reg( (I, x p+1 , . . . , x n ) sat ). On the other hand, one has that {h 1 , . . . , h t } is a Gröbner basis of J . Since in(h i ) = in(g i )| x p =1 for all i, one deduces that in(J ) = in(I )| x p =1 and we are done. 2 For a homogeneous ideal I ⊂ R such that in(I ) is of nested type, Theorem 4.1, in conjunction with either Theorem 3.7 or Theorem 3.14, provides effective methods for computing reg(I ) and depth(R/I ) that also compute end(H depth(R/I ) m (R/I )), characterizing when reg(I ) is attained at the last step of a minimal graded free resolution of I (see [x 0 , x 1 , x 2 , x 3 , x 4 ] be the defining ideal of the projective toric curve C ⊂ P 4 C parametrically defined by
As observed above, one knows beforehand that in(I ) is of nested type. Using [16] , one gets that in(
and thus, depth(R/I ) = 1 by Theorem 1.1 (1) . Since transcendental extension of K, and let R denote the polynomial ring
and denote by I the ideal Ψ (t)(I.R ) of R . Suppose that K is an infinite field. Following Krull and Seidenberg (see, e.g., [21] ), for all γ ∈ K d(d−1)/2 denote by I (γ ) the specialization Ψ (γ )(I ) of I with respect to the substitution t → γ .
Under these assumptions, one has the following result 'à la Galligo' (see [12] ) for the reverse lexicographic order with x 0 > · · · > x n : To prove Theorem 4.4, we need two preliminary results. 
Lemma 4.5. Ψ (t)(x n ) is a nonzero divisor on R /(I.R ) sat , and Ψ (t)(x i ) is a nonzero divisor on R /(I.R , Ψ (t)(x n ), . . . , Ψ (t)(x i+1
This implies that the set
is a zero divisor on R /(I.R ) sat . Since {p 1 .R , . . . , p s .R } is the set of associated prime ideals of (I.R ) sat , Ψ (t)(x n ) ∈ p i .R for some i ∈ {1, . . . , s}. Thus, there exists h (t 1 , . . . , t d−1 , β) )), one has that x n + α 1 x n−1 + · · · + α d−1 x n−d+1 ∈ p i which is a contradiction.
Then, if d = 2, the result has been proved. 
One has that the K-regular mapping ϕ :
. . .
and, for all γ ∈ U , in(I (γ )) is constant and of nested type. 2
If K is an infinite field, Theorem 4.4 shows that the monomial ideal in R generated by the normalized generators of in(I ), in(I ) ∩ R, is of nested type, where in(I ) is the initial ideal of I with respect to the reverse lexicographic order.
If K is a finite field, in(I ) ∩ R is also of nested type. In order to prove this, con- (R/N (I ))) for both finite and infinite fields. By applying Theorems 3.7 and 3.14, and Remarks 3.8, 3.9 and 3.15, we have proved Theorems 1.1 and 1.2 in this case. 4 ] be the 3-dimensional homogeneous ideal generated by
Assume first that K = Q. Using [16] , one can compute the initial ideal in(I ) of I with respect to the reverse lexicographic order, and check that it is not of nested type because 
Using [16] in order to perform the Gröbner basis computation over
. Thus, by applying Theorem 1.1(1), depth(R/I ) = 1.
By Theorem 1.1(2), reg By Theorem 1.1(3) and (4), one also has that end(H 1 m (R/I )) = 2 and a(R/I ) −3. Moreover, the Castelnuovo-Mumford regularity of I is attained at the last step of a minimal graded free resolution of I , and the regularity of the Hilbert function of R/I is 3.
• reg(I ) = 29.
• depth(R/I ) = 1.
• The highest integer where the Hartshorne-Rao function of the toric variety V does not vanish is 16.
• The a-invariant of R/I is 7.
• reg(I ) is not attained at the last step of a minimal graded free resolution of I . Indeed, as observed in Remark 3.8, the highest degree of a minimal ninth-syzygy of I is 16 + 10 + 1 = 27.
Finally, in order to complete our work, let us remove the Noether normalization hypothesis. Let 
) be a pure transcendental extension of K, and let R denote the polynomial ring
x n−1 + t n+1 x n−2 + · · · + t 2n−1 x 0 , . . . According to this definition, if one substitutes Theorem 4.11 for Theorem 4.4 in the arguments after Definition 4.7, one has that Theorems 1.1 and 1.2 hold in this case.
With respect to the implementation of the results in the library mregular.lib [6] of SINGULAR [16] , we proceed as we did in Remark 4.9. is not a Noether normalization of R/I . Using the implementation of our results in [6] , we got in 35 seconds the following:
• reg(I ) = 6.
• The highest integer where the Hartshorne-Rao function of the curve C does not vanish is 4.
• The a-invariant of R/I is 0.
• reg(I ) is attained at the last step of a minimal graded free resolution of I , and the regularity of the Hilbert function of R/I is 5. When the field K is finite and I is still a homogeneous ideal, one can use this algorithm for computing a Noether normalization of R/I , but one can enter an infinite loop. When K = Q, using the implementation of the previous algorithm in [6] , we got the following homogeneous linear transformation:
. . . Indeed, for all i ∈ {0, . . . , n − d}, the monomials x k i i belong to in(gr(I )). Thus, using the previous theorem, one can conclude that our algorithm also works in the nonhomogeneous context. 6 
