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ABSTRACT. Random factor graphs provide a powerful framework for the study of inference problems such
as decoding problems or the stochastic blockmodel. Information-theoretically the key quantity of interest is
themutual information between the observed factor graph and the underlying ground truth aroundwhich
the factor graph was created; in the stochastic blockmodel, this would be the planted partition. Themutual
information gauges whether and how well the ground truth can be inferred from the observable data. For
a very general model of random factor graphs we verify a formula for the mutual information predicted by
physics techniques. As an applicationwe provea conjecture about low-density generatormatrix codes from
[Montanari: IEEE Transactions on Information Theory 2005]. Further applications includephase transitions
of the stochastic block model and themixed k-spin model from physics.
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1. INTRODUCTION
1.1. Background andmotivation. Since the 1990s there has been an immense interest in inference and
learning problems on random graphs. Onemotivation has been to seize upon random graphs as bench-
marks for inference algorithms of all creeds and denominations. An excellent example of this is the
stochastic block model; the impressive literature on thismodel alone is surveyed in [1]. A second, no less
salient motivation has been the use of random graphs in probabilistic constructions. Concrete exam-
ples include powerful error correcting codes such as low density generator matrix or low density parity
check codes, which have since found their way into modern communications standards [31, 43]. Fur-
ther prominent recent applications include compressed sensing and group testing [3, 22, 23]. It appears
hardly a stretch to claim that in terms of real world impact these constructions occupy top ranks among
applications of the probabilistic method and, indeed, modern combinatorics generally.
Yet many applications of the probabilistic method to inference problems still lack a satisfactory rig-
orous justification. Some are supported primarily by empirical evidence, i.e., not much more than a
bunch of computer experiments. Quite a few others have been inspired by a versatile but non-rigorous
approach from physics known as the ‘cavity method.’ But while there has been progress in recent years,
vast gaps between the physics predictions and their rigorous vindications remain. One important reason
for this is that the random graph models used in practical inference tend to be significantly more intri-
cate than, say, a classical binomial random graph. For instance, a highly popular breed of low-density
parity check codes use delicately tailored degree distributions for both the variable nodes and the check
nodes of the Tanner graph [43].
In this paper we significantly advance the rigorous state of the art by corroborating important cavity
method predictions wholesale for a rich class of inference problems that accommodates the very general
choices of degree distributions of interest in high-dimensional Bayesian inference problems and coding
theory. Generally, the objective in such inference problems is to recover the ground truth from the ob-
servable data. Think, for instance, of retrieving the hidden communities in the stochastic block model or
of reconstructing the original message from a noisy codeword. For this broad class of models we rigor-
ously establish the formulas that the cavitymethod predicts for themutual information, which is the key
information-theoretic potential that gauges precisely howmuch it is possible in principle to learn about
the ground truth. Technicallywe build upon and extend themethods developed in [14] for randomgraph
models of Erdo˝s-Rényi type. While we follow a similar general proof strategy, the greater generality of the
present results necessitates significant upgrades to virtually all of the moving parts. For example, due to
the more rigid combinatorial structure of graphs with given degrees many of the manoeuvres that are
straightforward for binomial random graphs now require delicate coupling arguments.
We proceed to highlight applications of our main results to three specific problems that have each
received a great deal of attention in their own right: low-density generator matrix codes, the stochastic
block model and themixed k-spin model, which hails frommathematical physics. Then in Section 2 we
state the main results concerning the general class of random factor graph models. Section 3 contains
an overview of the proof strategy and a detailed comparison with prior work.
1.2. Low-density generator matrix codes. A powerful and instructive class of error-correcting codes,
low-density generatormatrix (‘ldgm’) codes are based on randombipartite graphswith given degree dis-
tributions. Specifically, let d ,k ≥ 0 be bounded integer-valued random variables, let n be an integer and
let m ∼Po(nE[d ]/E[k]) be a Poisson variable. One vertex class V = {x1, . . . ,xn} of the graph represents the
bits of the original message. The other class F = {a1, . . . ,am} represents the rows of the code’s generator
matrix. To obtain the random graph G create for each variable node xi an independent copy d i of d .
Similarly, create an independent copy k i of k for each check node ai . Then given the event
n∑
i=1
d i =
m∑
i=1
k i(1.1)
2
that the total degrees on both sides match let G be a random bipartite graph where every xi has degree
d i and every ai has degree k i . We tacitly restrict to n such that the event (1.1) has positive probability.
The generatormatrix of the ldgm code is now precisely them×n biadjacencymatrix A(G) ofG , viewed
as a matrix over F2. Thus, the rows of A(G) correspond to the check nodes a1, . . . ,am , the columns corre-
spond to x1, . . . ,xn and the (i , j )-entry equals one iff ai and x j are adjacent. For a given message x ∈ Fn2
the corresponding codeword reads y = A(G)x ∈ Fm2 . The receiver on the other end of a noisy channel
observes a scrambled version y∗ of y . Specifically, y∗ is obtained from y by flipping every bit with prob-
ability η ∈ (0,1/2) independently. To gauge the potential of the code, the key question is how much
information about the original x the receiver can possibly extract from y∗. Naturally, the receiver also
knows G . Hence, we aim to work out the conditional mutual information
I (x, y∗ |G)=
∑
x∈Fn2 ,y∈Fm2
P
[
x = x, y∗ = y |G
]
log
P
[
x = x, y∗ = y |G
]
2nP
[
y∗ = y |G
] .
A precise prediction as to its asymptotical value was put forward on the basis of the physicists’ cavity
method. As most such predictions, the formula comes as a variational problem that asks to optimise a
functional called the Bethe free entropy over a space of probability measures. Specifically, letP∗([−1,1])
be the space of all probability measures ρ on the interval [−1,1] with mean zero. Let (θi ,ρ)i≥1 ⊆ [−1,1] be
a family of samples fromρ. Further, let (J i )i≥1 beRademacher variables, i.e.,P [J i = 1]=P [J i =−1]= 1/2.
In addition, let (kˆ i , j )i , j≥1 be random variables with distribution
P
[
kˆ i = ℓ
]
= ℓP [k = ℓ]
E[k]
(ℓ≥ 0).(1.2)
All of these are independent. Finally, let Λ(z)= z log(z). Then the Bethe free entropy reads
Bldgm(ρ,η)= E
[
1
2
Λ
( ∑
σ∈{0,1}
d∏
i=1
1+ (−1)σ J i (1−2η)
kˆ i−1∏
j=1
θi , j
)
− E[d ](k −1)
E[k]
Λ
(
1+ J 1(1−2η)
k∏
j=1
θ1, j
)]
.
Theorem 1.1. For any d ,k and for all η ∈ (0,1) we have
lim
n→∞
1
n
I (x, y∗ |G)=
(
1+ E[d ]
E[k]
)
log(2)+η log(η)+ (1−η) log(1−η)− sup
π∈P∗([−1,1])
Bldgm(π,η) in probability.
Theorem 1.1 completely solves a well known conjecture [38, Conjecture 1] and significantly extends the
results from [11, 14], which required the restrictive assumption that the check degree k be constant.
A possible objection to a result such as Theorem 1.1 might be that the resulting formula appears ex-
ceedingly complicated as it leaves us with a potentially difficult variational problem. Yet two points are
to be made in defense. First, by vindicating the precise formula predicted by the cavity method, the the-
orem and its proof show that this technique and the ideas behind it do indeed get to the bottom of the
problem. Second, since the formula involves a supremum, any π ∈P∗([−1,1]) yields an upper bound
on the mutual information. Hence, the heuristic population dynamics algorithm deemed to produce
good candidate maximisers and beloved of physicists, can be harnessed to get rigorous bounds in one
direction. Finally, in some cases it is possible to precisely identify the maximiser analytically [6, 12].
1.3. The stochastic block model. An instructive model of graph clustering, the stochastic block model
presumes that a randomgraph is created in two steps. First each of the n vertices {x1, . . . ,xn} receives one
of q ≥ 2 possible colours σ∗xi ∈ [q] uniformly and independently. Then a sparse random graph is created
where vertices with the same colour are either more likely to be connected by an edge (assortative case),
or less likely (disassortative). Different versions of this model have been proposed. While in the simplest
one edges are inserted independently, here we consider a model from [33] that produces a d-regular
graph. Hence, let d ≥ 3 be an integer and let G =G(n,d ) be a random d-regular graph. Further, given a
3
parameter β> 0 let G∗ =G∗(n,d ,σ∗) be a random graph drawn from the distribution
P
[
G∗ =G |σ∗
]
∝ exp
[
−β
∑
vw∈E(G)
1
{
σ∗v =σ∗w
}]
,(1.3)
with the ∝-symbol hiding the normalisation required to obtain a probability distribution. Thus, the
parameterβ tunes thepenalty thatwe impose onmonochromatic edges by comparison to thenullmodel
G . At β = 0 there is no such penalty and G∗ and G are identical. But even for positive β the random
graphs G ,G∗ may still be indistinguishable and in effect recovering σ∗ may be impossible. Hence, a
fundamental question is for what q,d ,β it is possible to discriminate between G ,G∗. Formally, we recall
that the Kullback-Leibler divergence of G∗,G is defined as
DKL
(
G∗‖G
)
=
∑
G
P
[
G∗ =G
]
log
P [G∗ =G]
P [G =G] .
The Kullback-Leibler divergence is an information-theoretic potential that gauges the similarity of two
random graph models. In particular, if DKL (G
∗‖G)=Ω(n), then G ,G∗ can be told apart because natural
observables will take vastly different values on the twomodels.
Whether DKL (G
∗‖G) = Ω(n) depends on the value of the Bethe free entropy for the stochastic block
model. To be precise, let P ([q]) be the set of all probability distributions (µ(1), . . . ,µ(q)) on [q]. We
identifyP ([q]) with the standard simplex inRq . Further, letP∗([q]) be the set of all probabilitymeasures
π onP ([q]) such that
∫
µ(σ)dπ(µ)= 1/q for everyσ ∈ [q]. In other words, themean ofπ is the barycenter
of the simplex. Let (µi ,π)i≥1 be a family of independent samples from π and let
Bsbm(π,β)= E
[
Λ
(∑q
σ=1
∏d
i=11− (1−e−β)µi ,π(σ)
)
q
(
1− (1−e−β)/q
)d − dΛ
(
1− (1−e−β)∑qσ=1µ1,π(σ)µ2,π(σ))
2
(
1− (1−e−β)/q
)
]
.
Theorem 1.2. Let
β∗ = inf
{
β> 0 : sup
π∈P∗([q])
Bsbm(π,β)> log(q)+
d
2
log
(
1− (1−e−β)/q
)}
.
(i) If β<β∗, then limn→∞ 1nDKL (G∗‖G)= 0.
(ii) If β>β∗, then limn→∞ 1nDKL (G∗‖G)> 0.
Theorem 1.2 easily implies that for β > β∗ it is information-theoretically possible to recover a non-
trivial approximation to σ∗ from G∗. In other words, there exists an exponential time algorithm that
likely outputs a colouring τ of the vertices that has a significantly greater overlap with the ground truth
σ∗ than a random guess. An open question is whether for β > β∗ this problem can even be solved by a
polynomial time algorithm. The going conjecture is that in general the answer is ‘no’ and that efficient
recoverability kicks in only at a second threshold β∗∗ >β∗ for many interesting choices of q,d [20].
1.4. The mixed k-spin model. Not only do the main results of this paper facilitate rigorous proofs of
physics predictions for problems in computer science, but also, conversely, do we obtain new theorems
on problems of keen interest in statistical physics. For example, the mixed k-spin model is an impor-
tant spin glass model [40]; its purpose is to describe the magnetic interactions in metallic alloys. To
define the model let k ≥ 2 be an integer-valued random variable such that E[k2+ε] <∞ for some ε > 0
and P [k = 2] > 0. Let (k i )i≥1 be a sequence of independent copies of k . Moreover, let d > 0 and let
H = H k (n,m) be a (non-uniform) random hypergraph on Vn = {x1, . . . ,xn} with m = Po(dn/E[k]) in-
dependent hyperedges a1, . . . ,am such that ai comprises k i vertices, drawn uniformly without replace-
ment. Thus, in the special case that k is constant we obtain the classical binomial random hypergraph.
To turn this random hypergraph into a spin glass model we draw for each of its edges ai an independent
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standard Gaussian J i . Additionally, let β> 0 be a parameter, commonly coined the inverse temperature.
Then the Boltzmann distributionof the model is the probability distribution on {±1}Vn defined by
µH ,J ,β(σ)=
exp
(
β
∑m
i=1 J i
∏
x∈ai σx
)
Z (H , J ,β)
(σ ∈ {±1}Vn ), where Z (H , J ,β)=
∑
τ∈{±1}Vn
exp
(
β
m∑
i=1
J i
∏
x∈ai
τx
)
.
The normalising term Z (H , J ,β) is known as the partition function.
A key question is whether for given d ,β,k there occur long-range correlations between the magnetic
‘spins’ observed at x1, . . . ,xn . Formally, let σ ∈ {±1}Vn signify a sample from the Boltzmann distribution.
Then we say that long-range correlations are absent if
lim
n→∞
1
n2
∑
x,y∈Vn
E
∣∣µH ,J ,β({σx =σy = 1})−µH ,J ,β({σx = 1})µH ,J ,β({σy = 1})∣∣= 0.(1.4)
In words, (1.4) expresses that for most pairs x, y of vertices the spins σx ,σy are essentially independent.
If (1.4) is violated, we say that long-range correlations are present.
According to physics predictions for a given β > 0 long-range correlations emerge at a critical value
dβ,k that can be determined in terms of the Bethe free entropy [30, 36]. The methods developed in this
paper enable us to corroborate this formula rigorously. Specifically, let P∗([−1,1]) be the space of all
probability measures on [−1,1] with mean zero. Given π ∈P∗([−1,1]) let (µπ,i , j )i , j≥1 be a family of inde-
pendent samples from π. Additionally, let (kˆ i )i≥1 be a family of independent copies of kˆ from (1.2) and
let d = Po(d ). Then the Bethe free entropy of the k-spin model reads
Bk−spin(π)=
1
2
E

Λ

 ∑
σ1∈{±1}
d∏
i=1

1+ ∑
σ2 ,...,σkˆi
∈{±1}
tanh

βJ j ∏
j∈[kˆ i ]
σ j

 kˆ i∏
j=2
1+σ jµπ,i , j
2






− d
E[k]
E
[
(k −1)Λ
(
1+
∑
σ∈{±1}k
tanh
(
βJ1
k∏
i=1
σ j
)
k∏
i=1
1+σiµπ,1,i
2
)]
.
Theorem 1.3. Let dβ,k = inf
{
d > 0 : supπ∈P∗([−1,1])Bk−spin(π)> log2
}
.
(i) Long-range correlations are absent for d < dβ,k .
(ii) For any ε> 0 there exists dβ,k < d < dβ,k +εwhere long-range correlations are present.
Thus, the point dβ,k , characterised by the Bethe variational principle, marks the onset of complex mag-
netic interactions in themixed k-spin model. This critical value is known as the replica symmetry break-
ing phase transition in physics jargon. As a further application of the main results we can pinpoint the
so-called condensation phase transition of the Potts antiferromagnet on random d-regular graphs, an-
other problem of interest in mathematical physics. The details can be found in Section 16.
2. THE MUTUAL INFORMATION OF RANDOM FACTOR GRAPHS
The theorems quoted in Section 1 are easy consequences of results on general random factor graphmod-
els. These more general theorems, which we present next, constitute the main results of the paper.
2.1. Random factor graphmodels. Remarkably many classical problems from combinatorics, statistics
and physics can be expressed conveniently in the language of factor graph models [36, 41, 44]. A factor
graph G is a bipartite graph whose vertex classes are variable nodes V (G) and factor nodes F (G). The
former represent the variables of the combinatorial problem in question, such as the individual bits of
a codeword. Generally we assume that these variables range over a domain Ω 6= ; of size q = |Ω| ≥ 2.
Moreover, the factor nodes encode the interactions between the variables, such as the linear relations
imposed by the check matrix of a code. Each factor node a ∈ F (G) comes with a function ψa : Ω∂a →
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(0,∞) that assigns a positive weight to value combinations of the adjacent variables ∂a. The factor graph
gives rise to a probability distribution
µG (σ)=
ψG (σ)
ZG
, whereψG (σ)=
∏
a∈F (G)
ψa(σ∂a) and ZG =
∑
τ∈ΩV (G)
ψG (τ) (σ ∈ΩV (G)).(2.1)
To describe problems such as the ones from Section 1 we introduce models where the factor graph
itself is random. Specifically, let d ,k ≥ 0 be integer-valued random variables and let (d i )i≥1, (k i )i≥1 be
independent copies of d ,k . Further, for each k in the support of k letΨk be a finite set of k-ary functions
ψ : Ωk → (0,∞). Let Pk be a probability distribution on Ψk and let us write ψk for a sample from Pk .
Further, letψ be a random variable distributed asψk , let P be the distribution ofψk and let kψ denote
the arity ofψ.
Now, to construct a factor graph let Vn = {x1, . . . ,xn} be a set of variable nodes and let Fm = {a1, . . . ,am}
be a set of m ∼ Po(nE[d ]/E[k]) factor nodes. We obtain the random factor graphG as follows.
G1: given the event
∑n
i=1d i =
∑m
i=1k i , choose a bipartite graph on variable and factor nodes such
that every xi has degree d i and every a j has degree k j uniformly at random.
G2: choose for every factor node ai a weight functionψai from the distributionψk i .
In the language of inference problems the random factor graph G is going to provide a null model be-
cause the weight functions in G2 are independent of the graph structure from G1. For instance, in the
context of the stochastic block model from Section 1.3, this model plays the role of the purely random
graph without a particular underlying colouring.
2.2. The teacher-student scheme. The teacher-student scheme organically turns the null model into
an inference problem. A helpful metaphor might be to imagine a teacher who attempts to convey a
ground truthσ∗ to a student by presenting examples. The ground truth itself is a random vector chosen
uniformly from the spaceΩVn . The set of examples corresponds to a factor graph G∗.
To be precise, letD be theσ-algebra generated by the degrees and the total number of factor nodes of
the null model G . Then the factor graphG∗ is chosen from the distribution
P
[
G∗ =G |D,σ∗
]
= P [G =G |D]ψG (σ
∗)
E[ψG (σ∗) |D,σ∗]
.(2.2)
Hence, we reweigh the null model G1–G2 according to the ground truth σ∗, rewarding graphs under
which σ∗ receives a higher weight. In the case of the stochastic block model, G∗ matches the reweigh-
ing (1.3) that prefers bichromatic edges. The obvious question is how much of an imprint σ∗ leaves on
the resulting factor graph G∗? Before we answer this question in general let us illustrate how the exam-
ples from Section 1 fit into the general framework.
Example 2.1 (ldgm codes). Let Ω = {+1,−1} with +1 = (−1)0 representing 0 ∈ F2 and −1 representing
1 ∈ F2. For every degree k ≥ 1 there are two k-ary weight functionsψη,k ,±1 defined by
ψη,k ,J (σ)= 1− (1−2η)J
k∏
i=1
σi (σ ∈Ωk ).
The probability distribution Pk is defined by P(ψη,k ,J )= 1/2. With this setup the bipartite graph structure
of the null model G coincides with the bipartite graph introduced in Section 1.2. Moreover, the ±1-labels
of the weight functions (i.e., value of J such thatψai =ψη,k i ,J ) represent the entries of the vector y∗. Thus,
while in the null model G these vector entries are purely random, in the reweighted model G∗ the labels
are distributed precisely as the entries of the vector y∗ from the ldgmmodel.
Example 2.2 (stochastic block model). Let Ω = [q] be a set of q colours. We introduce a single binary
weight function ψβ,q (σ1,σ2)= exp(−β1{σ1 = σ2}) and we let d be the constant random variable d. With
this weight function the construction (2.2) coincides with the definition (1.3) of the stochastic blockmodel.
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Themain theorem is going to provide a formula for themutual information ofG∗ and the ground truth
σ∗, provided that the distribution P on weight functions satisfies a number of easy-to-check conditions.
To state these conditions let us denote byP (Ω) the set of all probability distributions onΩ, endowedwith
the topology inherited from Euclidean space. Moreover, let P∗(Ω) signify the space of all probability
measures π on P (Ω) such that
∫
P (Ω)µ(ω)dπ(µ) = 1/q for all ω ∈ Ω. Finally, for a given π ∈ P∗(Ω) let
(µi , j ,π)i , j≥1 be independent samples from π and recall Λ(x)= x logx. The assumptions read as follows.
DEG: there exists ε> 0 such that E[d2+ε],E[k2+ε]<∞.
SYM: there exist reals ε,ξ> 0 such that for all k ∈ suppk ,ψ ∈Ψk , j ∈ [k],ω ∈Ωwe have∑
σ∈Ωk
1
{
σ j =ω
}
ψ(σ)= qk−1ξ, ε<ψ(σ)< 1/ε (σ ∈Ωk ).
BAL: for every k ∈ suppk the function µ ∈P (Ω) 7→∑σ∈Ωk E[ψk (σ)]∏ki=1µ(σi ) is concave and at-
tains its maximum at the uniform distribution onΩ.
POS: for any two probability distributions π,π′ ∈P∗(Ω) and any k ∈ suppk we have
E
[
Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
i=1
µi ,1,ρ(τi )
)]
+ (k −1)E
[
Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
i=1
µi ,1,ρ′(τi )
)]
≥
k∑
j=1
E
[
Λ
( ∑
τ∈Ωk
ψk (τ)µ j ,1,ρ(τ j )
∏
i 6= j
µi ,1,ρ′(τi )
)]
.
The first assumptionDEG ensures that the factor graphs are ‘sparse’ or, formally, locally finite. YetDEG
allows for very general degree distributions, including Poisson and power law distributions. Moreover,
conditions SYM and BAL are symmetry conditions. Roughly speaking, they provide that all the values
ω ∈ Ω are on the same footing, i.e., there is no semantic preference for any value. Finally condition
POS can be viewed as a convexity requirement. This assumption is needed for the technical reason of
facilitating the interpolationmethod, a proof technique that we borrow frommathematical physics. The
conditions are easily seen to be satisfied in many models of interest including, of course, the stochastic
block model and ldgm codes; see Section 16. Crucially, the assumptions can be checked solely in terms
of the weight functions; no random graphs considerations are required. 1
2.3. The mutual information. The main result of the paper vindicates the physicists’ hunch that the
mutual information between the teacher’s ground truth σ∗ and the data G∗ presented to the student is
determined by the Bethe free entropy. To state the result we introduce the following generic version of
the Bethe functional. Let (ψk ,i )k ,i be a family of independent randomweight functions such thatψk ,i is
distributed asψk . Further, let (hk ,i )k ,i with hk ,i ∈ [k] be a family of independent uniformly distributed
indices. Recalling that (kˆ i )i≥1 are independent copies of kˆ from (1.2), we define
B(π)= 1
q
E

ξ−dΛ

∑
σ∈Ω
d∏
i=1
∑
τ∈Ωkˆi
1
{
τh kˆi ,i
=σ
}
ψkˆ i ,i (τ)
∏
j∈[kˆ i ]\{hkˆi ,i }
µi , j ,π(τ j )



(2.3)
− E[d ]
ξE[k]
E
[
(k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ1, j ,π(τ j )
)]
.
The following theorem expresses the mutual information of G∗ and σ∗ given the degrees and the total
number of factor nodes as the variational problem of maximising the Bethe functional.
1We point out that POS fails to hold in the case of the assortative stochastic block model.
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Theorem 2.3. For any random factor graphmodel that satisfies the conditionsDEG, SYM, BAL and POS,
lim
n→∞
1
n
I (σ∗,G∗ |D)= logq+ E[d ]
ξE[k]
E
[
q−kψ
∑
τ∈Ωkψ
Λ(ψ(τ))
]
− sup
π∈P∗(Ω)
B(π) in probability.(2.4)
The formula (2.4) is in line with predictions from [45]. Moreover, the results quoted in Section 1 are
immediate consequences of Theorem 2.3.
3. PROOF STRATEGY
In this section we survey the proof of Theorem 2.3. Subsequently we discuss how the strategy compares
to prior work, particularly [14]. Throughoutwe tacitly assume thatDEG, SYM,BAL andPOS are satisfied.
3.1. The partition function. The starting point for computing themutual information is to observe that
this quantity is closely connected to the partition function of G∗.
Proposition 3.1. W.h.p. we have
I (σ∗,G∗ |D)/n = logq+ E[d ]
ξE[k]
E
[
q−kψ
∑
τ∈Ωkψ
Λ(ψ(τ))
]
−E[logZ (G∗)]/n+o(1).
Hence, Proposition 3.1 reduces our task to computing E[logZ (G∗)]. This is still a formidable challenge
because the logarithm sits inside the expectation; hence, routine techniques such as moment calcu-
lations do not bite. Instead we will combine two separate techniques. The first is a coupling argument
known as theAizenman-Sims-Starr scheme. This argumentwill show that E[logZ (G∗)] is upper bounded
by supπB(π). The second component, the interpolationmethod, will supply thematching lower bound.
What these techniques have in common is that they both boil down to ‘local’ calculations. That is, we
need to assess the impact on the partition function Z (G∗) of a small number of local changes such as
addition of a few factor or variable nodes to G∗. We will perform these computations by way of a proba-
bilistic argument, namely by tracing how they affect the average weight of a sample from the Boltzmann
distribution of G∗. The key is a simple but powerful fact that trades as the Nishimori identity.
3.2. The Nishimori identity. To formulate this identity we need to introduce a slightly modified version
of the random factor graph model G∗. Recall from (2.2) that G∗ was obtained by first drawing σ∗ uni-
formly at random and then reweighting the null model G according to the weight of σ∗. If we combine
these two steps the net effect should be, at least roughly, that a specificG comes up with probability pro-
portional to Z (G), as every σ ∈ΩVn provides G with a ψG (σ) chance of being sampled. Thus, G∗ should
be roughly equivalent to the random factor graphmodel Gˆ defined by
P
[
Gˆ =G |D
]
∝ ZGP [G =G |D] .(3.1)
Indeed, this equivalence turns out to be exact if we make oneminimal change. Namely, instead of draw-
ing the ground truthσ∗ uniformly at random, we draw a sample from the distribution
P [σˆ=σ |D]∝ E
[
ψG (σ) |D
]
(σ ∈ΩVn ).(3.2)
The following is an extension of [14, Proposition 3.10] to the present, more general class of factor graph
models with given degrees.
Proposition 3.2. We have
P
[
Gˆ =G |D
]
µG (σ)=P [σˆ=σ |D]P
[
G∗ =G |D,σ∗ =σ
]
.(3.3)
Furthermore, σˆ andσ∗ as well asG∗,Gˆ are mutually contiguous and E[logZG∗]= E[logZGˆ ]+o(n).
The proof of Proposition 3.2 relies on Bayes’ formula combined with a somewhat subtle application of
local limit theorems and other probabilistic tools. The details can be found in Section 4.5.
8
3.3. Degree pruning. A further preparation is degree pruning. Specifically, while in the random factor
graph models G∗ and Gˆ may possess degrees as large as n1/2−ε, the following proposition shows that it
suffices to prove the main result (2.4) for bounded degree sequences.
Proposition 3.3. Assume that for any integer L > 0 and for any d ,k such that d ,k ≤ L the statement (2.4)
is true. Then (2.4) holds for all d ,k that satisfyDEG and for which E [d ] ,E [k]> 0.
The proof of Proposition 3.3 is based on concentration inequalities and coupling arguments for bipartite
graphs with given degree sequences. Hence, we may assume from here on that d ,k are bounded.
3.4. Cavities and couplings. Two of the main steps towards the proof of Theorem 2.3, the Aizenman-
Sims-Starr schemeand the interpolationmethod, hinge on comparing random factor graphswith slightly
different parameters. For example, we will need to compare a random factor graph G∗ with n variable
and Po(E[d ]n/E[k]) factor nodes and a factor graph with n+1 variable and the commensurate number
of Po(E[d ](n + 1)/E[k ]) factor nodes. In the classical case of binomial factor graphs as treated in [14]
where factor nodes are drawn independently this coupling would be relatively straightforward. Indeed,
we could just add a variable node and a few extra factor nodes to the graph with n variables. However, in
the present setting of given degrees matters aremuchmore delicate. For instance, how would you set up
such a coupling for the d-regular stochastic block model from Section 1.3? Due to the given degrees the
graph structure is too rigid to accommodate the necessary local changes.
To cope with this issue we first create a bit of wiggling room for ourselves by slightly reducing the
number of factor nodes. This idea has been used in prior work on factor graphs with rigid degree dis-
tributions such as [12]. However, matters turn out to be rather more delicate here because we do not
just work with purely random factor graphs, but with graphs drawn from the teacher-student model.
Thus, we need to take care tometiculously implement the weight shifts in accordance with (2.2). Hence,
for a small but fixed ε > 0 let mε = Po((1− ε)E[d ]n/E[k]) be a Poisson variable with a slightly smaller
mean thanm. Because we assume that all degrees are bounded, with probability 1−exp(−Ω(n)) we have∑n
i=1d i ≥
∑mε
i=1k i . In fact, w.h.p. the total variable degree exceeds the total degree of the first mε factor
nodes by Ω(n). Let G(n,mε) be a random factor graph with variable nodes x1, . . . ,xn and factor nodes
a1, . . . ,amε of degrees k1, . . . ,kmε drawn uniformly at random subject to the condition that the degree
of each xi remains bounded by d i . Thus, some of the variable nodes will likely have a degree strictly
smaller than their ‘target degree’ d i . We refer to these variable degrees as cavities. Further, given σ ∈ΩVn
let G∗(n,mε,σ) be the random factor graph obtained as in (2.2), i.e., with Dε denoting the σ-algebra
generated by the degrees and the total number of factors nodes of G(n,mε) we let
P
[
G∗(n,mε,σ)=G |Dε
]
∝P [G(n,mε)=G |Dε]ψG (σ).
The following proposition establishes that we can indeed think ofG∗(n,mε+1,σ) as being obtained from
G∗(n,mε,σ) by adding one extra factor node amε+1. Further, for two factor graphsG ,G
′ on the same set
of nodes letG△G ′ be the symmetric difference of their edge sets.
Proposition 3.4. Assume that |σ−1(ω)| = n/q +O(pn logn) for all ω ∈Ω. Then there exists a coupling of
G∗(n,mε,σ) andG∗(n,mε+1,σ) such that
P
[
G∗(n,mε,σ)=G∗(n,mε+1,σ)−amε+1 |Dε
]
= 1−O˜(1/n),
P
[∣∣G∗(n,mε,σ)△G∗(n,mε+1,σ)−amε+1∣∣> n2/3 |Dε]= 1−O˜(1/n2).
There is a similar coupling that accommodates the addition of an extra variable node.
Proposition 3.5. Assume that |σ−1(ω)| = n/q +O(pn logn) for all ω ∈ Ω. Given the degree γ of xn+1 in
G∗(n+1,mε+γ,σ) then there exists a coupling ofG∗(n,mε,σ) andG∗(n+1,mε+γ,σ) such that
P
[
G∗(n,mε,σ)=G∗(n+1,mε+γ,σ)−xn+1−∂xn+1 |Dε
]
= 1−O˜(1/n),
P
[∣∣G∗(n,mε,σ)=G∗(n+1,mε+γ,σ)−xn+1−∂xn+1∣∣> n2/3 |Dε]= 1−O˜(1/n2).
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t = 1t = 0
FIGURE 1. Illustration of the interpolationmethod at ’times’ t = 0 and t = 1.
The orders O˜(1/n),O˜(1/n2) of the error terms in Propositions 3.4 and 3.5 are vital to facilitate the com-
putation of the partition function. On a technical level, the tools that we develop for proving these propo-
sitions, and particularly for dealing with the fragile combinatorics of the factor graph models with given
degrees, constitute the main novelty of the paper. This is where we most visibly add to and improve over
the machinery developed in prior work. The details can be found in Section 4.3.
3.5. Aizenman-Sims-Starr and interpolation. Propositions 3.4 and 3.5 in combinationwith a trick known
as the Aizenman-Sims-Starr scheme yield the desired upper bound on the partition function.
Proposition 3.6. We have E[logZ (G∗)]≤ n supπ∈P∗(Ω)B(π)+o(n).
Toprove Proposition 3.6 it suffices to establish the corresponding upper bound forG∗(n,mε,σ∗). This
is because similar but simpler arguments as in the proof of Proposition 3.4 show that E[logZ (G∗)] =
E[logZ (G∗(n,mε,σ∗)]+O(εn). Its proof can be found in Section 13. Now, the Aizenman-Sims-Starr
scheme for calculating the latter quantity is to write a telescoping sum
E[logZ (G∗(n,mε,σ∗))]=
n∑
N=1
E[logZ (G∗(N +1,mε(N +1),σ∗N+1))]−E[logZ (G∗(N ,mε(N ),σ∗N ))].
Hence, it suffices to bound the individual summands on the r.h.s., i.e., the differences
E[logZ (G∗(n+1,mε(n+1),σ∗n+1))]−E[logZ (G∗(n,mε(n),σ∗n))].(3.4)
To this end we couple these two random factor graphs. This is where Propositions 3.4 and 3.5 enter the
fray. Specifically, we think of both these factor graphs as being obtained from a smaller factor graph G∗0
that with variables nodes x1, . . . ,xn and slightly fewer factor nodes than either of the two target factor
graphs. Then we obtain G∗(n,mε(n),σ∗n) by adding a few random factors to G
∗
0 . Similarly, we obtain
G∗(n +1,mε(n +1),σ∗n+1) from G∗0 by adding a few new random factor nodes as well as a new variable
node xn+1 along with a number of adjacent factor nodes. Crucially, Propositions 3.4 and 3.5 provide the
necessary accuracy to trace the impact of these manipulations on the partition function, and the Bethe
functional emerges organically as an upper bound on (3.4).
To obtain the matching lower bound we seize upon the interpolation method. The basic idea is to set
up a family of random factor graph models parametrised by time t ∈ [0,1] such that the model at time
t = 1 coincides with G∗(n,mε,σ∗) while the model at time t = 0 is so simple that its partition function
can be read off easily. In fact, the partition function of the t = 0 model turns out to be supπB(π). To
derive the desired lower bound we prove that the derivative of the log-partition function remains non-
negative as we increase t . As in the Aizenman-Sims-Starr scheme, the computation of the derivative can
be reduced to tracing the impact of local changes. Hence, once more we bring Proposition 3.4 to bear,
this time in combination with the convexity assumption POS, to prove the following.
Proposition 3.7. We have E[logZ (G∗)]≥ n supπ∈P∗(Ω)B(π)+o(n).
Finally, combining Proposition 3.1–3.7, we obtain Theorem 2.3.
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3.6. Discussion. There has been a great deal of interest in inference problems on random factor graphs
recently. The substantial literature on the stochastic block model alone, much of it devoted to corrobo-
rating the predictions from [20], is surveyed in [1, 39]. The literature on applications to modern coding
theory until about 2008 is surveyed in [43]; important newer contributions include [31, 32]. Further
recent applications include compressed sensing [22, 23], group testing [3, 19], code-division multiple
access [27, 42] and the patient zero problem [4]. Apart and beyond this rigorous literature, there is a vast
body of work based on either physics techniques such as the cavity method or computer experiments.
The great variety of concrete problems studied individually underscores the potential of generic proof
techniques or, even better, general theorems that rigorise these predictions wholesale. A first contri-
bution has been made by Coja-Oghlan, Krzalaka, Perkins and Zdeborová [14], who studied the teacher-
studentmodel on binomial random factor graphmodels. While the general proof strategy that we pursue
here is guided by that paper, the present factor graph models are more general by allowing prescribed
degree sequences for both the variable and factor nodes. From an application viewpoint this general-
ity is highly desirable because, for example, the quality of an error correcting code or a group testing
scheme can be boosted by optimising the degree distribution [43]. However, from a technical viewpoint
this generality comes at the cost of losing (conditional) independence among the factor nodes. This is-
sue is well known in random graph theory, where random graphs with given degrees require far more
intricate proofs than, e.g., the Erdo˝s–Rényi model [29]. Here, these difficulties are exacerbated by the
fact that we study not just the plain random graph, which serves as a our null model, but the reweighted
random graph distribution induced by the teacher-student scheme. In effect, many of the steps that
were straightforwards in [14] become rather delicate due to stochastic dependencies. The key tool that
allows us to copewith these dependencies is Proposition 3.4. Thus, while we follow the strategy from [14]
of combining the Aizenman-Sims-Starr scheme with the interpolation method and although we adopt
some of the technical ingredients from that work such as the ‘pinning lemma’, the greater generality of
the model leads us to crystallise and improve over the previous approach.
What are alternatives to the present strategy of combining the Aizenman-Sims-Starr scheme with the
interpolation method? A classical approach to inference problems on random graphs is the second mo-
ment method [5]. Unfortunately, this approach does not generally allow for tight information-theoretic
results. The reason is that the precise formula for the mutual information or the information-theoretic
threshold in, e.g., the stochastic block model comes in terms of the optimiser of the Bethe free entropy
functional. The distribution π where the maximum is obtained mirrors the outcome of a complicated
message passing process. Intuitively, π is an idealised version of the empirical distribution of Belief Prop-
agation messages that whiz around the factor graph upon convergence when launched from either a
uniform initialisation or from the completely polarised initialisation corresponding to the ground truth.
In some examples this fixed point can be characterised precisely and, unsurprisingly, turns out to be any-
thing but trivial [6]. But we cannot expect the expressiveness required for such a complicated object from
a plain second moment computation. A second conceptually elementary approach is to actually com-
pute the message passing fixed point by hand, e.g., via the contraction method. But due to the intricacy
of the calculations this method has been pushed through in only a few special cases [33].
Further powerful techniques include spatial coupling [26] and the adaptive interpolation method [7].
Both potentially allow for precise results. The basic idea behind spatial coupling is to convert the given
model into a factor graph model with a superimposed geometric structure. A plus of spatial coupling is
that it sometimes allows for better inference algorithms. A disadvantage is that the construction has to be
carried out case-by-case. By comparison, the adaptive interpolation method has the advantage of being
technically relatively clean. However, at least on sparse models its combinatorial nuts and bolts appear
to be roughly equivalent to the combination of Aizenman-Sims-Starr and the interpolation argument
used here. Furthermore, the latter approach has the merit of being closer in spirit to the physicists’
cavity calculation. In addition, at this time the adaptive interpolation method has not been extended to
models with given general degree sequences.
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Further, there has been quite some work on dense random factor graph models where each variable
appears in a constant fraction of factor nodes. Examples are spiked matrix/tensor models [9] or models
of neural networks such as theHopfieldmodel [2, 37]. Thesemethods are closer in nature to the classical
Sherrington-Kirkpatrick model [40]. It seems fair to say that more is known about dense models than
sparse ones because certain central limit theorem-like simplifications arise. In some cases, the Bethe
variational principle reduces to a finite-dimensional or even scalar optimisation problem [21, 34].
To conclude we note that the study of inference problems typically comes in two instalments: an
information-theoretic view that asks for thresholds beyond which in principle sufficient information
is available to form a non-trivial estimate of the ground truth and an algorithmic view interested in
polynomial-time algorithms. While the two perspectives might appear disparate at first glance, infor-
mation-theoretic results on inference problems like in this paper in combination with tools such as spa-
tial coupling have in the past led to efficient algorithms capable of attaining the information-theoretic
thresholds [19, 23]. We view this as an exciting avenue for future research.
3.7. Organisation. In Section 4 we introduce an extension of the random factor graph model from Sec-
tion 2 that incorporates the bells andwhistles required to facilitate the proofs of Propositions 3.6 and 3.7.
The section also contains the proofs of Propositions 3.2 and 3.4. Section 5–10 lay the foundation to prove
Proposition 3.1 in Section 11. Similarly, Section 12 will be used in Section 13 to prove Proposition 3.3.
Subsequently in Section 14 we prove Proposition 3.6. The proof of Proposition 3.7 follows in Section 15.
In Section 16 we prove the results stated in Section 1 and also point out a few further applications of the
theorems from Section 2. Two further extensions of our results can be found in Section 17.
4. GROUNDWORK
4.1. A generalised model. To facilitate the various parts of the proof we introduce one unified random
factor graph model and supply a few tools for analysing it. The generic model has variable nodes Vn =
{x1, . . . ,xn} and factor nodes Fm = {a1, . . . ,am}. Each variable node comes with a target degree di ≥ 0. The
sequence (d1, . . . ,dn) is denoted by d . Similarly, each factor node ai comes with a target degree ki ≥ 0
and we let k = (k1, . . . ,km). The degrees are required to satisfy the condition
n∑
i=1
di ≥
m∑
i=1
ki .(4.1)
Every i ∈ [m] comes with a finite setΨi of weight functionsΩki → (0,∞), each of which is equipped with
a probability measure Pi . Let P = (P1, . . . ,Pm).
The random factor graphG(d ,k,P ,θ) is now defined as follows. Let Γ be a randommaximal matching
of the complete bipartite graph with vertex classes
n⋃
i=1
{xi }× [di ] and
m⋃
i=1
{ai }× [ki ].
Then the bipartite graph underlying G(d ,k,P ,θ) is obtained from Γ by contracting the vertex sets {xi }×
[di ] and
{
a j
}
×[k j ] for all i ∈ [n] and all j ∈ [m]. Thus, the construction is similar to thewell knownpairing
model for random graphs with given degree sequences. Strictly speaking, the result of this process is a
bipartitemultigraph. We turn thismultigraph into a factor graphbydrawing for each ai aweight function
ψai from the distribution Pi independently. Furthermore, we add few unary factor nodes p1, . . . ,pθ. For
each pi we let ∂pi = {xi }. Moreover, withωi ∈Ωdrawn independently and uniformly, theweight function
of pi reads
ψpi (σ)= 1{σ=ωi } .
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The random factor graph induces a Boltzmann distribution and partition function defined via (2.1). Fur-
thermore,G(d ,k,P ,θ) induces the reweighted factor graph distribution Gˆ(d ,k,P ,θ) defined by
P
[
Gˆ(d ,k,P ,θ) ∈A
]
= E[Z (G(d ,k,P )1{G(d ,k,P ,θ) ∈A }]
E[Z (G(d ,k,P ,θ)]
for any event A .(4.2)
Further, given σ∈ΩVn we defineG∗(d ,k,P ,θ,σ) by
P
[
G∗(d ,k,P ,θ,σ) ∈A
]
=
E[ψG(d ,k,P ,θ)(σ)1{G(d ,k,P ,θ) ∈A }]
E[ψG(d ,k,P ,θ)(σ)]
for any event A .(4.3)
Finally, we obtain an induced distribution σˆ(d ,k,P ,θ) on assignments via
P
[
σˆ(d ,k,P ,θ)=σ
]
=
E[ψG(d ,k ,P ,θ)(σ)]
E[Z (G(d ,k,P ,θ))]
.(4.4)
4.2. Getting started. The factor graph model and the corresponding Boltzmann distribution facilitate
delicate correlations between the spins of different vertices. To cope with them technically, we are in the
lucky position that any finite probability space can be partitioned into finitely many sets (so-called pure
states) such that a given probability measure behaves like a product measure on these states.
Lemma 4.1 (Regularity Lemma, [17]). For any finite setΩ and for all ε> 0 there are L > 0 and N > 0 such
that for all n ≥N and all µ ∈P (Ωn )we find a partition S1, . . . ,Sℓ ofΩn into finitelymany parts (1≤ ℓ≤ L)
such that
• ∑ℓi=1µ(Si )≥ 1−ε,
• for all i we find µ(Si )> 0 and E
[
dTV(µ j ,k [· | Si ]−µ j [· | Si ]⊗µk [· | Si ])
]
≤ ε.
The regularity lemma itself dealswith pairwise interactions between vertex spins. It turns out, that this
pairwise approximate independence generalizes to an approximate independencebetween anybounded
number of vertex spins.
Lemma 4.2 (Symmetry, [15]). For any finite setΩ and any measure µ ∈P (Ωn )we find that for any k ≥ 2
E
[
dTV
(
µi , j ,µi ⊗µ j
)]
= o(1)=⇒ E
[
dTV
(
µi1,...ik ,
k⊗
i=1
µi
)]
= o(1).
We are left to find a partition of Ωn into pure-states. It turns out that the pinning operation (that is,
assigning specific values to a small number of variables) yields a regular partition.
Lemma 4.3 (Pinning Lemma, Lemma 3.5 of [14]). Let Ω be a finite set. For all ε > 0 there is a number
T = T (ε,Ω) such that for any n > T and any probability measure µ ∈ P (Ωn ) we find the following. We
create a random probability measure µˇ ∈P (Ωn ) as follows.
• Draw a sample σˇ from µ.
• Independently, chooseΘin(0,T ) uniformly at random.
• Create a random subsetU of [n] by including each i ∈ [n] independently with probabilityΘ/n.
• Finally, define
µˇ(σ)= µ(σ)1 {∀i ∈U : σˇi =σi }
µ({τ ∈Ωn :∀i ∈U : τi = σˇi })
.
Then, with probability at least 1−εwe find
Ei , j
[
dTV
(
µˇi , j , µˇi ⊗ µˇ j
)]
< ε.
The following lemma evinces that if the free energy in G∗ is larger than the first moment bound, the
free energy in G is strictly smaller than this bound.
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Lemma 4.4. We have
E
[
logZ (G∗(d ,k,P ,θ,σ∗))
]
= logE
[
Z (G(d ,k,P ,θ))
]
+o(n)⇔
E
[
logZ (G(d ,k,P ,θ))
]
= logE
[
Z (G(d ,k,P ,θ))
]
+o(n)
Lemma 4.4 is an immediate consequence of Lemma 17.8.
Throughout this paper, we will use the standard Landau notation and introduce O˜(·) to hide logarith-
mic factors. Moreover, if (En)n denotes a sequence of eventswe say that (En)n holdswith high probability
(w.h.p.) if limn→∞P [En] = 1. The proofs in the subsequent sections require the weight functions to be
bounded and not too small, which we ensure by imposing the condition that they take values in (ε,2)
which can be safely assumed by SYM.
4.3. Adding factor nodes. Let d = (d1, . . . ,dn), k = (k1, . . . ,km) and (Ψ1,P1), . . . , (Ψm ,Pm) be as before.
The aim in this section is to compare the random factor graphmodel with these parameterswith amodel
with one extra factor node. Hence, let k+ = (k1, . . . ,km ,km+1) be a degree sequence obtained from k by
adding one more entry. Additionally, let (Ψm+1,Pm+1) be a set of possible weight functions for the new
factor node together with a probability distribution on that set. The aim of the following proposition
is to show that G∗(d ,k+,P ,θ,σ) can essentially be obtained by first creating G∗(d ,k,P ,θ,σ) and then
adding one extra factor node. While such a description is trivially valid in the realm of binomial factor
graph models, in the present setting of given degree sequences matters turn out to be quite delicate. In
particular, we need to assume the following.
SYM′: There exist reals ε,ξ> 0 such that for everyψ ∈⋃1≤i≤m+1Ψi , j ∈ [kψ], ω∈Ωwe have
q1−kψ
∑
σ∈Ωkψ
1
{
σ j =ω
}
ψ(σ)= ξ, min
σ∈Ωkψ
ψ(σ)> ε.
In particular, SYM holds for Pi , i ∈ [m+1]. The following proposition constitutes one of the key tools that
will be required in the following sections.
Proposition 4.5. For any fixed C > 0,ε> 0 the following is true. Suppose that all degrees satisfy di ≤C for
i ∈ [n], k j ≤C for j ∈ [m], that
n∑
i=1
di −
m∑
i=1
ki ≥ εn,
and that SYM′ is satisfied. Moreover, assume that σ ∈ΩVn is such that for all ω ∈Ωwe have∣∣∣∣∣
n∑
i=1
di
(
1 {σi =ω}−1/q
)∣∣∣∣∣=O(pn logn) and
∣∣∣∣∣
n∑
i=1
1{σi =ω}−
n
q
∣∣∣∣∣=O(pn logn).
Then there exists a coupling ofG∗(d ,k,P,θ,σ) andG∗(d ,k+,P,θ,σ) such that
P
[
G∗(d ,k,P,θ,σ)=G∗(d ,k+,P,θ,σ)−am+1
]
= 1−O˜(n−1),
P
[∣∣G∗(d ,k,P,θ,σ)△G∗(d ,k+,P,θ,σ)∣∣<pn logn]= 1−O(n−2).
We also need an estimate of the total variation distance of the two random factor graph models when
SYM is not assumed for the last factor node.
SYM′′: There exist reals ε,ξ> 0 such that for everyψ ∈⋃1≤i≤mΨi , j ∈ [kψ], ω ∈Ωwe have
q1−kψ
∑
σ∈Ωkψ
1
{
σ j =ω
}
ψ(σ)= ξ, min
σ∈Ωkψ
ψ(σ)> ε.
Proposition 4.6. For any fixed C > 0,ε> 0 the following is true. Suppose that all degrees satisfy di ≤C for
i ∈ [n], k j ≤C for j ∈ [m], that
n∑
i=1
di −
m∑
i=1
ki ≥ εn,
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and that SYM′′ is satisfied. Moreover, assume that σ ∈ΩVn is such that for all ω∈Ωwe have∣∣∣∣∣
n∑
i=1
di
(
1 {σi =ω}−1/q
)∣∣∣∣∣=O(pn logn) and
∣∣∣∣∣
n∑
i=1
1{σi =ω}−
n
q
∣∣∣∣∣=O(pn logn).
Then there exists a coupling ofG∗(d ,k,P,θ,σ) andG∗(d ,k+,P,θ,σ) such that
P
[
G∗(d ,k,P,θ,σ)=G∗(d ,k+,P,θ,σ)−am+1
]
= 1−O˜(n−1/2),
P
[∣∣G∗(d ,k,P,θ,σ)△G∗(d ,k+,P,θ,σ)∣∣<pn logn]= 1−O(n−2).
A key feature of Proposition 4.6 is that we do not need to assume SYM′ for the new factor node am+1. To
prove Proposition 4.5 we introduce a more accessible construction of the graph G∗(d ,k,P ,θ,σ). Let
∆=
n∑
i=1
di −
m∑
i=1
ki ≥ εn, ∆+ =∆−km+1.(4.5)
Additionally, for each i ∈ [∆] we introduce a unary factor node bi whose weight function is just the con-
stant 1. Hence, the overall number of factor nodes becomesm+∆. Like in the pairing model of random
graphs with given degree sequences we further introduce sets
X =
n⋃
i=1
{xi }× [di ], A =
m⋃
i=1
{ai }× [ki ], A + =
m+1⋃
i=1
{ai }× [ki ], D = {b1, . . . ,b∆} , D+ = {b1, . . . ,b∆+}
of clones of variable and factor nodes. Moreover, given the assignment σ ∈Ωn let χ ∈ΩX be the induced
assignment on the variable clones.
We now consider the following experiment whose outcome is a factor graphG♯(d ,k,P ,σ).
SHARP1: Generate a random assignment y ♯ ∈ΩA∪D as follows. Draw y♭ from the distribution
P
[
y♭ = y
]
=
m∏
i=1
E
[
ψai (yai )
]
∑
y ′∈Ωki E
[
ψai (y
′)
]q−∆ (y ∈ΩA∪D), and then choose
P
[
y ♯ = y
]
=P
[
y♭ = y
∣∣∣ρy ♭ = ρχ] ,
where ρτ denotes the empirical distribution of spins under configuration τ ∈ΩX and yai denotes
the restriction of y to {ai }× [ki ].
SHARP2: Given y ♯ = y , for i ∈ [m] independently, choose weight functions according to
P
[
ψ
♯
ai ∈ E | y♯ = y
]
=
E
[
ψai (yai )1
{
ψai ∈ E
}]
E
[
ψai (yai )
] ,
where yai denotes the restriction of y to {ai }× [ki ].
SHARP3: Finally, choose a bijection g ♯ :X →A ∪D uniformly from the set of all bijections g such
that y ◦ g = χ; thus, for any such g we have
P
[
g ♯ = g | y ♯ = y
]
=
q∏
z=1
1∣∣y−1(z)∣∣! .
We denote the result of this procedure by G♯(d ,k,P ,σ). From this graph we obtain G♯(d ,k,P ,θ,σ) by
adding unary factor nodes p1, . . . ,pθ adjacent to x1, . . . ,xθ with weight functions τ 7→ 1{τ=σi }. Anal-
ogously we define χ+, y♭,+, y ♯,+,ψ♯,+ai ,g
♯,+ for the degree sequence (k1, . . . ,km+1). These give rise to the
factor graphG ♯(d ,k+,P ,θ,σ).
Lemma 4.7. The random factor graphsG∗(d ,k,P ,θ,σ) andG♯(d ,k,P ,θ,σ) are identically distributed. So
areG∗(d ,k+,P ,θ,σ) andG♯(d ,k+,P ,θ,σ).
15
Proof. It suffices to prove the second statement. Hence, let g : X →A +∪D+ be a bijection and write
y = χ◦ g−1 for the induced assignment on A +∪D+.
P
[
G♯(d ,k+,P ,θ,σ) ∈
{
g
}
×
m+1∏
i=1
Ei
]
=P
[
y♯,+ = y
]
P
[
g ♯,+ = g |y ♯,+ = y
]m+1∏
i=1
P
[
ψ
♯,+
ai ∈ Ei |y ♯,+ = y
]
= 1
P
[
ρy ♭,+ =ρχ
]∏q
τ=1
∣∣y−1(τ)∣∣!
(
m+1∏
i=1
E
[
ψai (yai )
]
∑
τ∈Ωki E
[
ψai (τ)
]
)(
m+1∏
i=1
E
[
ψai (yai )1
{
ψai ∈ Ei
}]
E
[
ψai (yai )
]
)
.
Moreover, with f ranging over all bijections X →A +∪D+,
P
[
G∗(d ,k+,P ,θ,σ) ∈
{
g
}
×
m+1∏
i=1
Ei
]
=
E
[
ψG(d ,k+,P ,θ)(σ)1
{
G(d ,k+,P ,θ) ∈
{
g
}
×∏m+1i=1 Ei }
]
E
[
ψG(d ,k+,P ,θ)(σ)
]
=
∏m+1
i=1 E
[
ψai (yai )1
{
ψai ∈ Ei
}]
(∑n
i=1di
)
!
∑
f P
[
g = f
]∏m+1
i=1 E
[
ψai ((χ◦ f −1)ai )
]
=
(
m+1∏
i=1
E
[
ψai (yai )1
{
ψki ∈ Ei
}]
E
[
ψai (yai )
]
) ∏m+1
i=1 E
[
ψai (yai )
]
∑
f
∏m+1
i=1 E
[
ψai ((χ◦ f −1)ai )
] .
It thus remains to show that
P
[
ρy ♭,+ = ρχ
]m+1∏
i=1
( ∑
τ∈Ωki
E
[
ψai (τ)
]) ∏
τ∈Ω
∣∣y−1(τ)∣∣!=∑
f
m+1∏
i=1
E
[
ψai ((χ◦ f
−1)ai )
]
.(4.6)
On the right hand side wemay alternatively sumover all possible images χ◦ f −1 that arise frombijections
f . Observe that each differentχ◦ f −1 can arise fromexactly∏qz=1 ∣∣χ−1(z)∣∣! many different f , as permuting
the images of cloneswithin a color class does not change the induced image on the factor side. Moreover,
we can only see χ◦ f −1 with ρχ◦ f −1 =ρχ which means
∣∣χ−1(z)∣∣= ∣∣(χ◦ f −1)−1(z)∣∣ for all z ∈Ω. Therefore,
∑
f
m+1∏
i=1
E
[
ψai ((χ◦ f
−1)ai )
]
=
q∏
z=1
∣∣y−1(z)∣∣! ∑
y ′:ρy′=ρχ
m+1∏
i=1
E
[
ψai (y
′
ai
)
]
.
Further, by the definition of y♭,+,
P
[
ρy ♭,+ =ρχ
]m+1∏
i=1
( ∑
τ∈Ωki
E
[
ψai (τ)
])
=
∑
y ′:ρy′=ρχ
m+1∏
i=1
E
[
ψai (y
′
ai
)
]
,
which establishes (4.6) and thus the lemma. 
We prove Proposition 4.5 by showing that the assignments observed on the factor nodes can be cou-
pled so that they agree with probability 1−O˜(1/n). Let y♯ and y♯,+ denote the assignments drawn as per
SHARP1 for the two graphs. Furthermore, let A denote the set of clones of a1, . . . ,am and let y
♯
A
, y
♯,+
A
signify the restrictions of y♯, y ♯,+ to A . Moreover, let us call y ∈ΩA extendible if
∑
α∈A
1{yα = τ}≤ρχ(τ)
n∑
i=1
di for all τ ∈Ω.
Thus, the extendible y are the conceivable outcomes of y
♯
A
, y
♯,+
A
.
As a first step we deal with “atypical” extendible y . To this end we finally introduce for i ∈ [m]
Y
♯/♭
i
(τ)=
ki∑
j=1
1
{
y
♯/♭
(ai , j )
= τ
}
, A =
m∑
i=1
ki .
Thus, Y
♯/♭
i
(τ) counts occurrences of τ among the clones of factor node ai under y
♯/♭ from SHARP1.
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Lemma 4.8. Assume the assumptions of Proposition 4.5 to hold. We have
P
[∣∣∣∣∣
m∑
i=1
Y
♯
i
(τ)− A
q
∣∣∣∣∣>
p
A logA log logA
]
≤ n−3.
Proof. Due to SYM’ we have E
[
Y ♭
i
(τ)
]
= ki/q for all τ ∈Ω. Therefore, Stirling’s formula yields that there
exists c > 0 such that
P
[
ρy ♭ = ρχ
]
=Ω
(
n−(q−1)/2n−c logn
)
.
Hence,
P
[∣∣∣∣∣
m∑
i=1
Y
♯
i
(τ)− A
q
∣∣∣∣∣>
p
A logA log logA
]
≤
P
[∣∣∣∑mi=1Y ♭i (τ)− Aq
∣∣∣>pA logA log logA]
P
[
ρy♭ = ρχ
]
≤O
(
n(q−1)/2nc logn
)
P
[∣∣∣∣∣
m∑
i=1
Y ♭i (τ)−
A
q
∣∣∣∣∣>
p
A logA log logA
]
.(4.7)
Moreover, the fact that the factor degrees are bounded and the Azuma–Hoeffding inequality imply that
P
[∣∣∣∣∣
m∑
i=1
Y ♭a(z)−
A
q
∣∣∣∣∣>
p
A logA log logA
]
≤ 2exp
(
− 2
C2
log2m
(
log logm
)2)=O(n− logn(loglogn)).(4.8)
Combining (4.7) and (4.8) completes the proof. 
Let Y be the set of all extendible y ∈ΩA such that for all τ∈Ω,∣∣∣∣∣
m∑
i=1
ki∑
j=1
1
{
y(ai , j ) = τ
}
− A
q
∣∣∣∣∣≤
p
A log(A) loglog(A) .(4.9)
Lemma4.9. Suppose that SYM′ is satisfied. There is a coupling of y♯, y♯,+ andofG♯(d ,k,P ,θ,σ),G ♯(d ,k+,P ,θ,σ)
such that
P
[
G♯(d ,k,P ,θ,σ)=G♯(d ,k+,P ,σ) | y ♯
A
, y ♯,+
A
∈Y
]
= 1−O˜
(
1
n
)
.
We prove Lemma 4.9 in several steps. The first step is to calculate the following ratio.
Claim4.10. Suppose thatα,β ∈P (Ω) satisfy dTV(α,q−11),dTV(β,q−11)=O(n−1/2 logn loglogn)anddTV(α,β)=
O(1/n). Then (
∆+
α∆+
)(
∆+
β∆+
)−1
= 1+q∆+
∑
τ∈Ω
(α(τ)−1/q)(α(τ)−β(τ))+O˜ (1/n).
Proof. By Stirling’s formula,(
∆+
α∆+
)
=
(
2π∆+
)−(q−1)/2
exp
(
−∆+
∑
τ∈Ω
α(τ) log (α(τ))− 1
2
∑
τ∈Ω
log(α(τ))+O
(
1
n
))
.(4.10)
Moreover, applying Taylor’s formula to the entropy function, we obtain
−
∑
τ∈Ω
α(τ) logα(τ)= logq− q
2
∑
τ∈Ω
(
α(τ)− 1
q
)2
+ q
2
6
∑
τ∈Ω
(
α(τ)− 1
q
)3
+O˜
(
1
n2
)
.(4.11)
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Of course, estimates similar to (4.10) and (4.11) apply to
( ∆+
β∆+
)
. Combining them, we obtain(
∆+
α∆+
)(
∆+
β∆+
)−1
= exp
[
−∆+
(
q
2
∑
τ∈Ω
(α(τ)−1/q)2− (β(τ)−1/q)2+ q
3
(
α(τ)−1/q
)3− (β(τ)−1/q)3
)
− 1
2
∑
τ∈Ω
log
α(τ)
β(τ)
+O(1/n)
]
.(4.12)
Furthermore,∑
τ∈Ω
(α(τ)−1/q)2− (β(τ)−1/q)2 =
∑
τ∈Ω
(α(τ)−β(τ))2 +2(α(τ)−1/q)(β(τ)−α(τ))
=O(1/n2)+2
∑
τ∈Ω
(α(τ)−1/q)(β(τ)−α(τ)),(4.13)
∑
τ∈Ω
(α(τ)−1/q)3− (β(τ)−1/q)3 =−
∑
τ∈Ω
(β(τ)−α(τ))3 +3(α(τ)−1/q)2(β(τ)−α(τ))+3(α(τ)−1/q)(β(τ)−α(τ))2
= O˜(1/n2)(4.14)
Plugging (4.13) and (4.14) into (4.12), we obtain(
∆+
α∆+
)(
∆+
β∆+
)−1
= exp
(
q∆+
∑
τ∈Ω
(α(τ)−1/q)(α(τ)−β(τ))+O˜ (1/n)
)
.
Expanding the exponential series completes the proof. 
Claim 4.11. For y ∈Y we have P[y
♯
A
=y ]
P[y ♯,+
A
=y ] = 1+O˜(n
−1/2)
∑km+1
j=1
∑
τ∈Ω
∣∣∣P[y ♯,+
m+1, j = τ
]
−1/q
∣∣∣+O˜(n−1).
Proof. For any y ∈Y we have, by the definition of y♯ from SHARP1,
P
[
y
♯
A
= y
]
=
P
[
y♭
A
= y,ρy♭ = ρχ
]
P
[
ρy ♭=ρχ
] = ∑
y ′∈Ωkm+1
P
[
y♭
A
= y,∀i ∈ [km+1] : y♭bi = y
′
i
,ρy ♭ = ρχ
]
P
[
ρy ♭ = ρχ
]
=
P
[
y♭
A
= y
]
P
[
ρy ♭ = ρχ
] ∑
y ′∈Ωkm+1
P
[
∀i ∈ [km+1] : y♭bi = y
′
i
]
P
[
ρ(y,y ′,y ♭
∆+ )
= ρχ
]
.(4.15)
Analogously,
P
[
y
♯,+
A
= y
]
=
P
[
y♭,+
A
= y
]
P
[
ρy ♭,+ =ρχ
] ∑
y ′∈Ωkm+1
P
[
∀i ∈ [km+1] : y♭,+bam+1 = y
′
i
]
P
[
ρ(y,y ′,y ♭,+
∆+ )
= ρχ
]
.(4.16)
Set
αy,y ′(τ)=
1
∆+
[
n∑
i=1
di1{σi = τ}−
m∑
i=1
ki∑
j=1
1
{
y(ai , j ) = τ
}
−
km+1∑
j=1
1
{
y ′j = τ
}]
,
α′y (τ)=
1
∆+
[
n∑
i=1
di1{σi = τ}−
m∑
i=1
ki∑
j=1
1
{
y(ai , j ) = τ
}
− km+1
q
]
,
α′′y ′(τ)=
1
∆+
km+1∑
j=1
(
1
q
−1
{
y ′j = τ
})
so thatαy,y ′(τ)=α′y (τ)+α′′y ′ (τ). Then
P
[
ρ(y,y ′,y ♭
∆+ )
= ρχ
]
=P
[
Mult
(
∆+,
1
q
, . . . ,
1
q
)
=∆+αy,y ′
]
= q−∆+
(
∆+(
αy,y ′(τ)∆+
)
τ∈Ω
)
.
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Moreover, because y ∈Y we have
α′y (τ)= 1/q +O
(
logn log lognp
n
)
and α′′y ′(τ)=O
(
1
n
)
.
Claim 4.10, (4.15) and (4.16) therefore yield
P
[
y
♯
A
= y
]
P
[
y
♯,+
A
= y
] = P
[
ρy♭,+ = ρχ
]
P
[
ρy ♭ =ρχ
]
(
1+O˜(1/n)+O˜(n−1/2)
∑
τ∈Ω
km+1∑
j=1
∣∣∣P[y♭,+m+1, j = τ
]
−1/q
∣∣∣
)
.(4.17)
We finally need to compare P
[
ρy ♭ = ρχ
]
and P
[
ρy ♭,+ = ρχ
]
. This can be done in a similar way to the
previous calculation. For y ′ ∈Ωkm+1 and τ ∈Ω, write
α−y ′(τ)=
∑n
i=1di1{σi = τ}−
∑km+1
h=1 1
{
y ′
h
= τ
}
∑n
i=1di −km+1
.
Moreover, let y♭,− be the vector y♭ with the components corresponding to b1, . . . ,bkm+1 removed. Then
P
[
ρy ♭ = ρχ
]
P
[
ρy ♭+ = ρχ
] =
∑
y ′′∈Ωkm+1 E
[
ψm+1(y
′′)
]
qkm+1
·
∑
y ′∈Ωkm+1 P
[
ρy♭,− =
(
α−
y ′ (τ)
)
τ∈Ω
]
∑
y ′∈Ωkm+1 P
[
ρy ♭,− =
(
α−
y ′(τ)
)
τ∈Ω
]
E
[
ψm+1(y ′)
] .(4.18)
We next compare the probabilities to hit certain colour statistics if factor node m + 1 is excluded. As
before,
P
[
ρy ♭,− =
(
α−y ′(τ)
)
τ∈Ω
]
=
∑
y+∈ΩA
P
[
Mult
(
∆+,
1
q
, . . . ,
1
q
)
=∆+αy+,y ′
]
P
[
y♭
A
= y+
]
.(4.19)
To estimate (4.19) we notice that for any y+ ∈ΩA with∣∣∣∣∣
m∑
i=1
ki∑
h=1
1
{
y+(ai ,h) = τ
}
−|A |/q
∣∣∣∣∣>
√
|A | log |A | log log |A |(4.20)
and any y ′ ∈Ωkm+1 , we find ∣∣∣∣∆+αy+,y ′(τ)− ∆+q
∣∣∣∣=Ω(√|A | log |A | log log |A |)(4.21)
Further, if (4.21) is satisfied, then the Chernoff bound implies that there is a constant δ> 0 such that
P
[
Mult
(
∆+,
1
q
, . . . ,
1
q
)
=∆+αy+,y ′
]
P
[
y♭
A
= y+
]
=O
(
n−δ logn(loglogn)
2
)
P
[
y♭
A
= y+
]
.
Hence,
P
[
ρy ♭ = ρχ
]
P
[
ρy ♭,+ = ρχ
] = q
−km+1∑
y ′∈Ωkm+1
∑
y+∈Y P
[
y♭
A
= y+
]( ∆+
∆+αy+ ,y′
)
∑
y ′∈Ωkm+1 P
[
y♭,+m+1 = y ′
]∑
y+∈Y P
[
y♭
A
= y+
]( ∆+
∆+αy+ ,y′
) +O˜(1/n)
Thus, Claim 4.10 yields
P
[
ρy ♭ = ρχ
]
P
[
ρy ♭,+ = ρχ
] = 1+O˜(n−1/2)km+1∑
j=1
∑
τ∈Ω
∣∣∣P[y ♯,+
m+1, j = τ
]
−1/q
∣∣∣+O˜(n−1).(4.22)
Combining (4.15), (4.16), (4.17) and (4.22), we obtain the assertion. 
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Proof of Lemma 4.9. Claim 4.11 and assumption SYM’ yield
dTV(y
♯
A
, y
♯,+
A
)= O˜(1/n).
The coupling lemma for the total variation distance (see i.e. [35]) therefore yields a coupling underwhich
y
♯
A
and y
♯,+
A
differ with probability O˜(1/n). The construction SHARP2–3 finally extends this coupling to
the desired coupling of G♯(d ,k,P ,θ,σ) andG ♯(d ,k+,P ,θ,σ). 
Lemma 4.12. There is a coupling of y ♯, y♯,+ and ofG♯(d ,k,P ,θ,σ), G♯(d ,k+,P ,θ,σ) such that
P
[∣∣∣G♯(d ,k,P ,θ,σ)△G ♯(d ,k+,P ,σ)∣∣∣>pn logn | y♯
A
, y
♯,+
A
∈Y
]
=O
(
n−2
)
.
Proof. Let us denote by
{
ψ ∈Ψ,k ∈N≥2,τ ∈Ωk
}
the set of all possible triples of weight function, arity and
neighbourhood spins for a factor node. Further, let qψ,k ,τ denote the probability to observe such a triple.
Since each factor node’s arity is bounded, Ω is a finite set and there exist only finitely many different
weight functions, the number of distinct weight function, arity and neighbourhood triples is also finite.
Thus qψ,k ,σ > ε for some arbitrarily small ε> 0. Since there arem =Θ(n)many factor nodes, the Chernoff
bound for the binomial distribution ensures that each distinct (ψ,k ,τ) occurs in bothG ♯(d ,k,P ,θ,σ) and
G♯(d ,k+,P ,θ,σ) for any choice of d ,k+,P ,θ,σ at least
d¯nqψ,k ,τ/k¯−
p
n logn
often with probability 1−O(n−2). Therefore, we can couple G♯(d ,k,P ,θ,σ) and G♯(d ,k+,P ,θ,σ) in such
a way that they differ in at most
p
n logn factor nodes with probability 1−O(n−2) whence the lemma
follows. 
Proof of Proposition 4.5. The proposition is an immediate consequence of Lemmas 4.7-4.12. 
Proof of Proposition 4.6. By Lemma 4.7, 4.8, Claims 4.10 and 4.11 and assuming SYM”, we have
P[y
♯
A
= y]
P[y
♯,+
A
= y]
= 1+O˜(n−1/2)
km+1∑
j=1
∑
τ∈Ω
∣∣∣P[y ♯,+
m+1, j = τ
]
−1/q
∣∣∣+O˜(n−1)= 1+O˜(n−1/2)
Thus, dTV(y
♯
A
, y
♯,+
A
)= O˜(n−1/2) and the construction SHARP2–3 extends this coupling to the desired cou-
pling of G ♯(d ,k,P ,θ,σ) and G♯(d ,k+,P ,θ,σ)(σ). Lemma 4.12 establishes the second statement of the
lemma. 
Proof of Proposition 3.4. The proposition is a special case of Proposition 4.5. 
4.4. Adding a variable. We add a variable node with its adjacent factor nodes to G∗(d ,k,P ,θ,σ) as fol-
lows. Let d+ be the sequence d extended by the degree of a new the variable node xn+1. Similarly,
let k+ be the sequence k with the degrees of the factor nodes a′1 = am+1, . . . ,a′dn+1 = am+dn+1 appended.
Also let hi ∈ [km+i ] for each i ∈ [dn+1] and let ψa ′
i
signify the weight function of a′
i
. Furthermore, let
Gˇ
∗
(d+,k+,P ,σ) be the random factor graph that results from the following experiment.
PLUS1: choose σxn+1 ∈Ω uniformly at random.
PLUS2: draw a random factor graph G∗(d+,k+,P , (σ,σxn+1 )) given that the clones xn+1× [dn+1] are
connected to (a′1,h1), . . . (a
′
dn+1
,hdn+1) in this order.
As in the previous subsection, we ask how the factor graph Gˇ
∗
(d+,k+,P ,σ)−xn+1−a′1−. . .−a′dn+1 obtained
by removing xn+1,a′1, . . . ,a
′
dn+1
compares to G∗(d ,k,P ,σ). We need the following assumption.
SYM′′′: There exist reals ε,ξ> 0 such that for everyψ ∈⋃1≤i≤m+dn+1Ψi , j ∈ [kψ], ω ∈Ωwe have
q1−kψ
∑
σ∈Ωkψ
1
{
σ j =ω
}
ψ(σ)= ξ, min
σ∈Ωkψ
ψ(σ)> ε.
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Proposition 4.13. For any fixed C > 0,ε > 0 the following is true. Suppose that all degrees satisfy di ≤ C
for i ∈ [n], k j ≤C for j ∈ [m], that
n∑
i=1
di −
m∑
i=1
ki ≥ εn,
and that SYM′′′ is satisfied. Moreover, assume that σ∈ΩVn is such that for all ω ∈Ωwe have∣∣∣∣∣
n∑
i=1
di
(
1 {σi =ω}−1/q
)∣∣∣∣∣=O(pn logn) and
∣∣∣∣∣
n∑
i=1
1{σi =ω}−
n
q
∣∣∣∣∣=O(pn logn).
Then there is a coupling ofG∗(d ,k,P ,θ,σ) and Gˇ∗(d+,k+,P ,θ,σ,σxn+1 ) such that
P
[
G∗(d ,k,P ,θ,σ)= Gˇ∗(d+,k+,P ,θ,σ,σxn+1 )−xn+1−
dn+1∑
i=1
a′i
]
= 1−O˜
(
n−1
)
,
P
[∣∣∣G∗(d ,k,P ,θ,σ)△Gˇ∗(d+,k+,P ,θ,σ,σxn+1 )∣∣∣≤pn logn]= 1−O˜ (n−2) .
The proof of Proposition 4.13 is based on the arguments from the previous section. Specifically, we
introduce an auxiliary factor graph model in which the new variable xn+1 and the new factor nodes a′i
are replaced by a single factor node a′0 of degree k
′
0 =
∑dn+1
i=1 km+i −dn+1. Moreover, the weight function
of a′0 is defined as
ψa ′0(τ)=
∑
χ∈Ω
dn+1∏
i=1
∑
τ∈Ωkm+i
1{τhi = χ}ψa ′i (τ).
Let G˜
∗ =G(d , (k,k ′0),P ,σ) be the random factor graph with the additional factor node a′0.
Lemma 4.14. Under the assumptions of Proposition 4.13 there exists a coupling of G˜
∗
and G∗(d ,k,P ,σ)
such that
P
[
G˜
∗−a′0 =G∗(d ,k,P ,σ)
]
= 1−O˜(1/n),
P
[∣∣(G˜∗−a′0)△G∗(d ,k,P ,σ)∣∣>pn log(n)/2]=O(n−2).
Proof. We reiterate the argument from Section 4.3 for the G˜
∗
model. The assumption SYM′′′ ensures
that the random factor graph model G˜
∗
satisfies the assumption SYM′ from Section 4.3. Indeed, for the
factor nodes a1, . . . ,am this is an immediate consequence of SYM
′′′. Moreover, with respect to a′0 we fix
i ∈ [dn+1], j ∈ [km+i ] \ {hi } andω ∈Ω. Then
∑
χ∈Ω
dn+1∏
t=1
∑
τ∈Ωkm+t
1{τht = χ∧ (t 6= i ∨τ j =ω)}ψa ′i (τ)= q
∑dn+1
ℓ=1 km+ℓ−dn+1ξdn+1 .(4.23)
In particular, the expression on the r.h.s. is independent ofω. Applying SYM′ for a1, . . . ,am and (4.23) for
a′0 and reiterating the proof of Proposition 4.5, we obtain the assertion.
Indeed, SYM′′′, (4.23) and Claims 4.10, 4.11 are everything we need to prove the statement. By Claims
4.10 and 4.11 such a coupling exists if wemanage to prove that for each τ∈Ω the probability of observing
color τ at any variable xi for i ∈ [n +1] connected to a′0 under σ is 1/q . If i ∈ [n] this is an immediate
consequence of SYM′′′. If i = n+1, this follows from (4.23). 
Remark 4.15. Because the factor graphs are random, we may assume without loss that the distributions
ψk are invariant under permutations of the arguments, that is for any permutation κ of [k] and for any
ψ ∈Ψk , the weight functionψκ(σ)=ψ(σκ1 , . . . ,σκk ) satisfies P
[
ψk =ψ
]
=P
[
ψk =ψκ
]
.
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Lemma 4.16. Under the assumptions of Proposition 4.13 there exists a coupling of G˜
∗
and Gˇ
∗
such that
P
[
G˜
∗ = Gˇ∗
]
= 1−O˜(1/n),
P
[∣∣∣G˜∗△Gˇ∗∣∣∣>pn log(n)/2]=O(n−2).
Proof. In the first step, we claim that the distributions of Gˇ
∗
and G˜
∗
are identical conditioned on vertex
xn+1 having an identical spin, i.e. let ω ∈Ω, then
P
[
Gˇ
∗ = g |σˇ∗xn+1 =ω
]
=P
[
G˜
∗ = g |σ˜∗xn+1 =ω
]
.(4.24)
Indeed, by the definition of Gˇ
∗
and G˜
∗
and Bayes theorem we find for any assignment σ∈ΩVn
P
[
Gˇ
∗ = g |σˇxn+1 =ω
]
=
P
[
Gˇ = g
]
ψg (σ,ω)
E
[
ψGˇ (σ,ω)
] ,(4.25)
P
[
G˜
∗ = g |σ˜xn+1 =ω
]
=
P
[
G˜ = g
]
ψg (σ)P
(
σ˜xn+1 =ω|G˜
∗ = g
)
E
[
ψG˜ (σ)
]
P
[
σ˜xn+1 =ω
] = P
[
G˜ = g
]
ψg (σ,ω)
E
[
ψG˜ (σ)
]
P
[
σ˜xn+1 =ω
](4.26)
Moreover,
P
[
σ˜xn+1 =ω
]
= E
[
ψG˜∗(σ,ω)∑
χ∈ΩψG˜∗ (σ,χ)
]
=
E
[
ψG˜ (σ)
ψG˜ (σ,ω)∑
χ∈ΩψG˜ (σ,χ)
]
E
[
ψG˜ (σ)
] = E
[
ψG˜ (σ,ω)
]
E
[
ψG˜ (σ)
] = E
[
ψGˇ (σ,ω)
]
E
[
ψG˜ (σ)
](4.27)
Therefore, (4.24) follows from (4.25) – (4.27) and the fact that by definition P
[
Gˇ = g
]
=P
[
G˜ = g
]
. We now
need to get a handle on thedistribution of σ˜∗xn+1 and σˇ
∗
xn+1 . Clearly, wefindby constructionP
[
σˇxn+1 =ω
]
=
1/q . We claim that
P
[
σ˜xn+1 =ω
]
= 1/q +O˜(n−1/2).(4.28)
By assumption there is (εω)ω∈Ω such that εω = O˜(n−1/2) for all ω ∈Ω with the property that the marginal
distribution on a cavity with color ω is 1/q +εω. It turns out that this is enough to prove the claim. By
Remark 4.15 without loss of generality, suppose that hi = 1 for all i ∈ dn+1. Then,
P
[
σ˜xn+1 =ω
]
∝
dn+1∏
i=1
∑
σ∈Ωkm+i
1 {σ1 =ω}ψa ′
i
(σ)
km+i∏
j=2
1
q
+εσ j
=
dn+1∏
i=1
∑
σ∈Ωkm+i
1 {σ1 =ω}ψa ′
i
(σ)
(
q−km+i+1+q−km+i+2
km+i∑
j=2
εσ j +O
(‖ε‖2)
)
=
dn+1∏
i=1
ξ+
∑
σ∈Ωkm+i
1{σ1 =ω}ψa ′
i
(σ)q−km+i+2
km+i∑
j=2
εσ j +O
(
‖ε‖2
)
= ξdn+1 +
dn+1∑
i=1
∑
σ∈Ωkm+i
1 {σi =ω}ψa ′
i
km+i∑
j=2
εσ j +O
(‖ε‖2)(4.29)
Since ξdn+1 does not depend on ω and since dn+1,km+i , . . . ,km+dn+1 ,ψa ′1 , . . . ,ψa ′dn+1
are all bounded, we
find that (4.29) implies (4.28).
Thus, we are left to consider two cases.
Case σ˜xn+1 = σˇxn+1 : This occurs with probability 1−O˜(n−1/2). In this case, we find
P
[
Gˇ
∗ = g | σ˜xn+1 = σˇxn+1
]
=P
[
G˜
∗ = g | σ˜xn+1 = σˇxn+1
]
trivially by the above.
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Case σ˜xn+1 6= σˇxn+1 : By Proposition 4.6 there is a coupling of Gˇ
∗
and G˜
∗
such that
P
[
Gˇ
∗ 6= G˜∗ | σ˜xn+1 6= σˇxn+1
]
= O˜(n−1/2).
Hence,
P
[
G˜
∗ 6= Gˇ∗
]
=P
[
G˜
∗ 6= Gˇ∗|σ˜= σˇ
]
P [σ˜= σˇ]+P
[
G˜
∗ 6= Gˇ∗|σ˜ 6= σˇ
]
P [σ˜ 6= σˇ]= O˜ (1/n) ,
implying the first part of the lemma. The second part of the lemma follows from Lemma 4.12. 
Proof of Proposition 3.5. The proposition is a special case of Proposition 4.13. 
4.5. Nishimori redux. The general models from Section 4 satisfy the following ’Nishimori identity’.
Proposition 4.17. For any eventA and for any σ∈ΩVn we have
E
[
1{Gˆ(d ,k,P ,θ) ∈A }µGˆ(d ,k,P ,θ)(σ)
]
=P
[
σˆ(d ,k,P ,θ)=σ
]
P
[
G∗(d ,k,P ,θ,σ) ∈A
]
.
Furthermore, σˆ(d ,k,P ,θ) and σ∗ are mutually contiguous, as are Gˆ(d ,k,P ,θ) andG∗(d ,k,P ,θ,σ∗).
The proof of the proposition can be found in Section 9.
Proof of Proposition 3.2. This is an immediate consequence of Proposition 4.17. 
Lemma 4.18. Let Cx = {i ∈ [n] : ∃h ∈ [di ] : (i ,h)∈C } be the set of cavity variables and let x ∈Cx denote a
randomly chosen cavitywhereP [x = i ]= |{h ∈ [di ] : (i ,h)∈C }|/|C |. Moreover, abbreviateG∗ε,n =G∗(d ,k,P ,θ,σ).
Under the assumptions of Proposition 4.6, for anyω ∈Ω, there exists a sequence εω = O˜(n−1/2) such that
P
[
µG∗ε,n ,x (ω)=
1
q
+εω
]
= 1−o(1).
Proof. By Lemma 4.8, we have P
[
y
♯
A
∈Y
]
= 1−O(n−3) and therefore for any ω ∈Ω,
P
[∣∣∣∣∣
∆∑
i=1
1
{
y
♯
A+i =ω
}
− ∆
q
∣∣∣∣∣>
p
∆ log∆ loglog∆
]
=O
(
n−3
)
.
Therefore, with probability 1−O(n−3), P
[∣∣(σ∗|Cx )−1(ω)−∆/q∣∣>p∆ log∆ loglog∆] =O(n−3). By conti-
guity, this in turn implies that
P
[∣∣(σˆ|Cx )−1(ω)−∆/q∣∣>p∆ log∆ loglog∆]= o(1).
and therefore by Proposition 3.2 we find
E
[
µG∗(σ∗),C
({
σ∈ [q]C :
∣∣(σ−1(ω)−∆/q∣∣>p∆ log∆ loglog∆})]= o(1).

Recall Y
♯
i
(τ) = ∑ki
j=11
{
y
♯
(ai , j )
= τ
}
for i ∈ [m] and A = ∑mi=1ki from above. We now correspondingly
denote by
C ♯(τ)=
∆∑
j=1
1
{
y
♯
b j
= τ
}
the number of cavities of each colour τ. The following lemma provides that the spin distribution on the
cavities is close to uniform.
Lemma 4.19. For all τ ∈ [q], we have
P
[∣∣∣∣C ♯(τ)− ∆q
∣∣∣∣=O (pn logn loglogn)
]
=O(n−3).
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Proof. ByLemma4.8, wehaveP
[
y
♯
A
∈Y
]
= 1−O(n−3). Moreover,∑ni=1di1 {σi = τ}=∑ni=1di /q+O(pn logn)
and therefore
m∑
i=1
Y
♯
i
(τ)+C ♯(τ)=
n∑
i=1
di1 {σi = τ}=
n∑
i=1
di/q +O(
p
n logn).
Rearranging, we see that
C ♯(τ)=
n∑
i=1
di/q − A/q +O(
p
n logn)+O
(p
A logA log logA
)
=∆/q +O(pn logn loglogn)
with probability at least 1−O(n−3). 
5. VARIATION OF MEASURES
This section is entirely self-contained. Fix a number q ∈ Z>1 of colours and a nonempty index set
L ⊆ Z≥0. Fix a degree dℓ ∈ Z≥0 for each ℓ ∈L such that D \ {0} 6= ; holds for the set D = {dℓ : ℓ ∈L }
of degrees. Further, for each ℓ ∈L fix a measure µℓ ∈P ([q]dℓ) satisfying the assumption SPAN, i.e. for
all ω ∈ [q] we have ω1[dℓ] ∈ Xℓ where Xℓ ⊆ [q]dℓ denotes the support of µℓ and using the shorthand
1[dℓ] = (1)h∈[dℓ]. Analogously, the family (dℓ,µℓ)ℓ∈L satisfies SPAN iff µℓ ∈P ([q]dℓ) satisfies SPAN for all
ℓ ∈L . For P ∈P (L ) let ℓP have law P , further dP = dℓP and
PL =PL(L )= {P ∈P (L ) : E [dP ] ∈R>0}
denote the measures with finite positive degree expectation, i.e. exactly the measures P for which Pˆ ∈
P (L ) given by the Radon-Nikodym derivative E[dP ]
−1dℓ with respect to P is well-defined. For ℓ ∈L
and p ∈P ([q]) let µp,ℓ ∈P (Xℓ) be given by
µp,ℓ(χ)= Z−1p,ℓµℓ(χ)
∏
h∈[dℓ]
p(χh), Zp,ℓ =
∑
χ
µℓ(χ)
∏
h∈[dℓ ]
p(χh ),
for χ ∈Xℓ. Let µp,ℓ|h ∈P ([q]), h ∈ [dℓ], denote the marginal on the h-th coordinate and further µp,ℓ|∗ =∑
h d
−1
ℓ
µp,ℓ|h if dℓ > 0. The central quantity of this section is
ιP :P ([q])→P ([q]), p 7→ E
[
µp,ℓPˆ |∗
]
for P ∈PL. Notice that ιP is well-defined since we always have P[d Pˆ = 0]= 0.
Proposition 5.1. Let (dℓ,µℓ)ℓ∈L be a family satisfying SPAN. Then for any choice of P ∈PL the map ιP is
a homeomorphism.
ForP ∈PL letMP =
∏
ℓP (Xℓ) denote the set of all families ofmeasures that are absolutely continuous
with respect to (µℓ)ℓ, for all ℓ in the support of P . For given assignment distributions ν ∈MP let
ρP (ν)=ρP,ν = E
[
νℓPˆ |∗
]
∈P ([q])
denote their (expected) relative colour frequencies. Further, for ρ ∈P ([q]) let MP,ρ = ρ−1P (ρ) ⊆MP de-
note the assignment distributions ν that are absolutely continuous with respect to µ= (µℓ)ℓ with colour
frequencies ρ. Let O ⊆ [q] denote the support of ρ andP ◦(O )⊆P ([q]) the laws with supportO . Further,
let µO ,ℓ ∈P ◦(Xℓ∩Odℓ) denote the law of χℓ|χℓ ∈ Odℓ with χℓ being a sample from µℓ for given ℓ ∈L .
Finally, the conditional relative entropy on the fibre given by ρ is
fP,ρ :MP,ρ→R≥0∪ {∞}, ν 7→ E
[
DKL
(
νℓP ‖µO ,ℓP
)]
.
Proposition 5.2. Assume that (dℓ,µℓ)ℓ∈L satisfies SPAN. Then for any choice of P ∈ PL and ρ ∈P ([q])
with p= ι−1P (ρ) the assignment distribution family (µp,ℓ)ℓ ∈MP,ρ is the uniqueminimiser of fP,ρ.
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For the last assertion we equip PL with the metric given by
∆L(P,P
′)=
∑
ℓ∈L
(dℓ+1)
∣∣P(ℓ)−P ′(ℓ)∣∣
for P , P ′ ∈PL, where adding one is required since dℓ = dℓ′ = 0 is possible for ℓ 6= ℓ′.
Proposition 5.3. If SPAN holds, then ι, ι−1 :PL×P ([q])→P ([q]) are continuous.
5.1. Proof strategy. In the first part of the proof we derive Proposition 5.1 and Proposition 5.2 without
the continuity results, which we postpone together with the proof of Proposition 5.3 to Section 5.8. In
the first part we start with the assumption that dℓ > 0 for all ℓ in the support of P ∈PL and then discuss
isolated vertices in Section 5.7. Further, we first restrict to ιP : P
◦([q])→ P ◦([q]) and then extend the
results to the boundary in Section 5.6. In this restricted setup Section 5.2 covers the case |L | = 1, Section
5.3 is dedicated to the case |L | = 2, in Section 5.4 we discuss finite index sets L and in Section 5.5 we
finally extend the results to countable sets L .
5.2. One point masses. Fix ℓ ∈L such that d = dℓ > 0. With ρ ∈P ◦([q]) our atoms are given by
ιℓ :P
◦([q])→P ◦([q]), p 7→ µp,ℓ|∗,
ρℓ :P (Xℓ)→P ([q]), ν 7→ ν|∗,
fℓ,ρ :Mℓ,ρ→R≥0, ν 7→DKL
(
ν‖µℓ
)
,
Mℓ,ρ =
{
ν ∈P (Xℓ) :ν|∗ = ρ
}
.
Notice that for p ∈P ◦([q]) we indeed haveµp,ℓ|∗ ∈P ◦([q]) sinceω1[d] ∈Xℓ for allω ∈ [q]. We split ιℓ into
ι1,ℓ :P
◦([q])→Mℓ, p 7→µp,ℓ, withMℓ = im(ι1,ℓ) and ι2,ℓ :Mℓ→P ◦([q]), ν 7→ ν|∗, i.e. ι2,ℓ is the restriction
of ρℓ to Mℓ. Notice that Mℓ ⊆P ◦(Xℓ), which we equip with ‖ · ‖1 inherited from RXℓ . Further, for any
p ∈P ◦([q]) and ω ∈ [q] we have
p(ω)
p(q)
=
(
µp,ℓ(ω1[d])µℓ(q1[d])
µp,ℓ(q1[d])µℓ(ω1[d])
)1/d
,
so uniqueness of p for given µp,ℓ follows with a normalization argument and hence ι1,ℓ is a bijection.
Next, we show that for any ρ ∈P ◦([q]) there exists a unique minimiser µmin,ρ ∈Mℓ,ρ ∩P ◦(Xℓ) of fℓ,ρ .
First, notice that Mℓ,ρ 6= ; since µb,ρ ∈ Mℓ,ρ with µb,ρ =
∑
ω∈[q]ρ(ω)eXℓ,ω1[d] and using the shorthand
eXℓ,ω1[d] = (1{χ=ω1[d]})χ∈Xℓ ∈RXℓ for standard basis vectors. From this we obtain thatMℓ,ρ =µb,ρ+Vℓ,ρ
with
Vℓ,ρ =
{
v ∈ Vℓ :µb,ρ+v ≥ 0Xℓ
}
, Vℓ =
{
v ∈RXℓ :
∑
χ
v(χ)= 0, v |∗ = 0[q]
}
.
In the following sections we use the shorthand 0 for 0Xℓ by an abuse of notation since the definition
of Vℓ determines the underlying space. Since Vℓ is a linear subspace of R
Xℓ , the sets Vℓ,ρ and Mℓ,ρ are
polytopes, so in particular they are convex and compact. Further, notice that for any v ∈RXℓ and h ∈ [d ]
we have
∑
χ v(χ) =
∑
ω v |h(ω) and hence
∑
χ v(χ) =
∑
ω v |∗(ω), which suggests that Vℓ = {v ∈ RXℓ : v |∗ =
0[q]}, i.e. Vℓ is the kernel of the linear map v |∗ =Wv given by the matrixW = (|χ−1(ω)|/d )χ∈Xℓ ,ω∈[q]. The
fact that the column vectors (Wω∗1[d],ω)ω∈[q] = e[q],ω are exactly the unit vectors for ω∗ ∈ [q] shows that
W is surjective and thereby the kernel has dimension |Xℓ| − q . Hence, if Xℓ = {ω1[d] : ω ∈ [q]}, thenW
is bijective, further Mℓ,ρ = {µb,ρ} and µmin,ρ = µb,ρ ∈P ◦(Xℓ) is the unique minimizer of fℓ,ρ. Otherwise,
for ε ∈ (0,1) let µε,ρ ∈RXℓ be given by
µε,ρ(χ)= εµℓ(χ)+
∑
ω∈[q]
α(ω)eXℓ,ω1[d] (χ), α(ω)= ρ(ω)−εµℓ|∗(ω),
for χ ∈Xℓ. Notice that µε,ρ|∗ =ρ, ε+
∑
ωα(ω)= 1, and thatα≥ 0 for ε sufficiently small since ρ ∈P ◦([q]),
which gives µε,ρ ∈Mℓ,ρ∩P ◦(Xℓ), meaning that µε,ρ is in the relative interior of Mℓ,ρ. For any ν ∈Mℓ,ρ \
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P
◦(Xℓ) the derivative of fℓ,ρ at ν in the direction (µε,ρ −ν) ∈ Vℓ is −∞ by the properties of the relative
entropy, hence anyminimizer of fℓ,ρ has to be inMℓ,ρ∩P ◦(Xℓ). On the other hand, theminimizerµmin,ρ
exists since Mℓ,ρ is compact and is unique since fℓ,ρ is strictly convex (with convex domain). Hence, let
Mmin = {µmin,ρ : ρ ∈P ◦([q])} ⊆P ◦(Xℓ). Notice that for any ν ∈Mmin and χ∗ ∈Xℓ \ {ω1[d] : ω ∈ [q]} we
know that ν is a stationary point of fℓ,ν|∗ (since χ
∗ exists), hence by evaluating the first derivative of fℓ,ν|∗
at ν in the direction v = deXℓ,χ∗ −
∑
ω |χ∗−1(ω)|eXℓ,ω1[d] ∈ Vℓ we obtain∑
χ
(
log
(
ν(χ)
µℓ(χ)
)
+1
)
v(χ)= 0.
Rearranging yields ν(χ∗)=µℓ(χ∗)
∏
ωw (ω)
|χ∗−1(ω)| =µℓ(χ∗)
∏
h∈[d]w (χ∗h) with
w (ω)=
(
ν(ω1[d])
µℓ(ω1[d])
)1/d
∈R>0, ω ∈ [q].
Further, this equation trivially holds for any choice of ν and ω ∈ [q] with χ∗ = ω1[d]. Hence with p ∈
P
◦([q]) given by p∝w , i.e. p= Z−1w with Z =∑ωw (ω), a normalization argument applied to ν ∈Mmin
shows that ν= µp,ℓ, so Mmin ⊆Mℓ. Conversely, for any ν= µp,ℓ ∈Mℓ, p ∈P ◦([q]), we have ν ∈Mℓ,ν|∗ . If
|Mℓ,ν|∗ | = 1, then ν is the unique minimizer and hence ν ∈Mmin, otherwise ν is in the relative interior of
Mℓ,ν|∗ and evaluating the first derivatives of fℓ,ν|∗ at ν in any direction v ∈ Vℓ yields∑
χ
(
log
(
ν(χ)
µℓ(χ)
)
+1
)
v(χ)=
∑
χ
(∑
ω
|χ−1(ω)| log(p(ω))− log(Zp,ℓ)
)
v(χ)= 0.
This shows that Mmin = Mℓ and hence ι2,ℓ is bijective with inverse ρ 7→ µmin,ρ, which completes the
proof.
5.3. Two point masses. Assume that P is supported on two indices ℓ1, ℓ2 ∈ L . We let d1 = dℓ1 , d2 =
dℓ2 for transparency and use analogous shorthands for all related quantities throughout this section.
Further, we will continue to use the atoms introduced in Section 5.2. For given ρ ∈P ◦([q]) let p1 = ι−11 (ρ),
p2 = ι−12 (ρ)∈P ◦([q]) andnotice thatµρ = (µρ,1,µρ,2) ∈MP,ρ withµρ,1 =µp1,ℓ1 ∈P ◦(X1) andµρ,2 =µp2,ℓ2 ∈
P
◦(X2). Further, we have MP,ρ =µρ +VP,ρ with
VP,ρ = {v ∈ VP :µρ +v ≥ 0}, VP =
{
v ∈RX1 ×RX2 :
∑
χ∈X1
v1(χ)=
∑
χ∈X2
v2(χ)= 0, ρP,v = 0[q]
}
.
Hence, the set MP,ρ is a polytope. As in Section 5.2, notice that
∑
χ v1(χ) = 0 implies
∑
ω v1|∗(ω) = 0, so
using
∑
ωρP,v(ω)= 0 we obtain
∑
ω v2|∗(ω)= 0 which suggests
∑
χ v2(χ)= 0 and further yields
VP =
{
v ∈RX1 ×RX2 :
∑
χ∈X1
v1(χ)= 0, ρP,v = 0[q]
}
.
The linear mapW whose kernel is VP is given by
W =
(
1t
X1
0t
X2
P(ℓ1)W1 P(ℓ2)W2
)
,
using t to denote the transpose and whereW1, W2 are the matrices from Section 5.2 corresponding to
v1|∗ and v2|∗. To see thatW is surjective fix w ∈ R[q]0 , let v1 ∈ RX1 be any choice with
∑
χ v1(χ) = w (0)
and use surjectivity of P(ℓ2)W2 to determine a preimage v2 of w[q]−P(ℓ1)v1|∗. Hence, the (|X1|+ |X2|−
q −1) dimensional kernel VP ofW is never trivial since q > 1. As in Section 5.2 for any boundary point
ν ∈ MP,ρ \ (P ◦(X1)×P ◦(X2)) the derivative of fP,ρ at ν in the direction µρ −ν is −∞, hence we have
µmin,ρ ∈MP,ρ ∩ (P ◦(X1)×P ◦(X2)) for the unique minimizer µmin,ρ of the strictly convex map fP,ρ (with
convex and compact domain MP,ρ). Further, since we have at least one degree of freedom, the point
µmin,ρ is a stationary point of fP,ρ and in particular the first derivatives of fP,ρ at µmin,ρ in the directions
v ∈ VP vanish. Now, with µmin,ρ = (µmin,ρ,1,µmin,ρ,2) minimizing fP,ρ the component µmin,ρ,1 obviously
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needs to be the unique minimizer of fℓ1,µmin,ρ,1|∗ and µmin,ρ,2 the unique minimizer of fℓ2,µmin,ρ,2|∗ . Since
µmin,ρ is in the relative interior of MP,ρ we know that µmin,ρ,1|∗, µmin,ρ,2|∗ ∈P ◦([q]) and can hence use
Section 5.2 to obtain p1, p2 ∈ P ◦([q]) with µmin,ρ,1 = µp1,ℓ1 and µmin,ρ,2 = µp2,ℓ2 . Now, fix ω ∈ [q]2 with
ω1 6=ω2 and let v ∈ VP be given by
v1(ω11[d1])= d2P(ℓ2), v1(ω21[d1])=−d2P(ℓ2), v2(ω11[d2])=−d1P(ℓ1), v2(ω21[d2])= d1P(ℓ1),
and v1(χ)= 0, v2(χ)= 0 otherwise. The derivative of fP,ρ at ν=µmin,ρ in the direction v then yields
0=P(ℓ1)
∑
j
log
(
ν1(ω j1[d1])
µ1(ω j1[d1])
)
v1(ω j1[d1])+P(ℓ2)
∑
j
log
(
ν2(ω j1[d2])
µ2(ω j1[d2])
)
v2(ω j 1[d2]).
Rearranging gives p1(ω1)/p1(ω2)= p2(ω1)/p2(ω2). Since this result holds for all ω ∈ [q]2 a normalization
argument suggests that p1 = p2, which shows that ιP is surjective. Further, for fixed p ∈P ◦([q]) we can
evaluate the directional derivatives of fP,ιP (p) at µp = (µp,ℓ1 ,µp,ℓ2) directly to see that µp is indeed a sta-
tionary point. This establishes a one-to-one correspondence between µp and ιP (p), but since we have
seen that p can be uniquely reconstructed from any of the µp,1, µp,2 this completes the proof.
5.4. Finite supports. The arguments in Section 5.3 directly extend to the casewhereP has finite support.
In particular fP,ρ is strictly convex with convex and compact domain, which establishes the existence
of a unique minimizer µmin,ρ for any ρ ∈ P ◦([q]). Analogous arguments to the ones above show that
µmin,ρ ∈
∏
ℓP
◦(Xℓ) with ℓ in the support of P . From this we obtain pℓ ∈ P ◦([q]) with µmin,ρ,ℓ = µpℓ,ℓ
since the components µmin,ρ,ℓ also have to be minimizers for µmin,ρ,ℓ|∗ as discussed in Section 5.3. But
now, for any two distinct ℓ1, ℓ2 with P12 denoting the law of ℓP |ℓP ∈ {ℓ1,ℓ2} and Pc12 denoting the law
of ℓP |ℓP 6∈ {ℓ1,ℓ2}, further µ12 = (µp1,ℓ1 ,µp2,ℓ2), ρ12 = ρP12,µ12 , µc12 = (µpℓ,ℓ)ℓ6∈{ℓ1,ℓ2} and ρc12 = ρP c12,µc12 we
obtain ρ =P[ℓPˆ ∈ {ℓ1,ℓ2}]ρ12+P[ℓPˆ 6∈ {ℓ1,ℓ2}]ρc12 and further
fP,ρ((µpℓ,ℓ)ℓ)=P[ℓP ∈ {ℓ1,ℓ2}] fP12,ρ12(µ12)+P[ℓP 6∈ {ℓ1,ℓ2}] fP c12,ρc12(µ
c
12).
But then we necessarily have pℓ1 = pℓ2 since otherwise we could use Section 5.3 to obtain the unique
minimizer of fP12,ρ12 and use it to replace µ12, thereby effectively decreasing fP,ρ without changing ρ12
and hence also ρ. This shows that µmin,ρ = (µp,ℓ)ℓ for some p ∈P ◦([q]) and thereby ιP is surjective. To
see injectivity we follow Section 5.3 and show that (µp,ℓ)ℓ is a stationary point of fP,ιP (p) by evaluating the
directional derivatives of fP,ιP (p) at (µp,ℓ)ℓ, and thereby is the unique minimizer.
5.5. Infinite supports. Fix P with countably infinite support and ρ ∈P ◦([q]). Without loss of generality
wemay assumeL =Z>0. With εn =P[ℓPˆ 6∈ [n]],Pcn denoting the law of ℓP |ℓP 6∈ [n], furtherµcn = (µℓ)ℓ6∈[n]
and ρcn = ρP cn,µcn we have
ρn =
1
1−εn
ρ− εn
1−εn
ρcn ∈P ◦([q])
for n sufficiently large since ρn → ρ for n → ∞. For ℓ ∈ [n] let pℓ = ι−1ℓ (ρn) and pℓ = u[q] otherwise,
where u[q] = q−11[q] ∈P ◦([q]) denotes the uniform distribution over [q]. Then with ν= (µpℓ,ℓ)ℓ we have
ρ =ρP,ν and further
fP,ρ(ν)= E
[
1{ℓP ∈ [n]}DKL
(
νℓP ‖µℓP
)]
∈R>0.
This shows thatM ◦P,ρ = {ν ∈MP,ρ : fP,ρ(ν)<∞} is non-empty. Since fP,ρ is convex M ◦P,ρ is convex and fP,ρ
is strictly convex on M ◦P,ρ which shows uniqueness of the minimizer µmin,ρ given its existence.
With the discussion above and analogous to Section 5.4 we consider MP,ρ = ν∗+VP,ρ with ν∗ ∈M ◦P,ρ,
VP,ρ = {v ∈ VP : ν∗+v ≥ 0} and
VP =
{
v ∈
∏
ℓ
R
Xℓ :∀ℓ
∑
χ
vℓ(χ)= 0, ρP,v = 0[q]
}
27
as (infinite dimensional) polytope. Notice that v 7→ ρP,v is continuous with respect to the product topol-
ogy since it is continuous for the restriction to finite domains and we have uniform tail bounds since
vℓ|∗ is uniformly bounded. This shows that MP,ρ ⊆MP is closed and hence compact (and metrizable)
since MP is. Now, fix a minimizing sequence νn ∈ MP,ρ, n ∈ Z>0, of fP,ρ . Using sequential compact-
ness of MP we find a converging subsequence of (νn)n with limit ν ∈ MP,ρ and restrict to this subse-
quencewithout loss of generality. This shows that fP,ρ(ν)≥ infν′ fP,ρ(ν′) is well-defined. Now, assume that
fP,ρ(ν) > infν′ fP,ρ(ν′). Then there exists n∗ such that the contribution to fP,ρ(ν) for ℓP ∈ [n∗] is greater
than infν′ fP,ρ(ν
′). But the contributions to fP,ρ(νn) for ℓP ∈ [n∗] converge to the contribution to fP,ρ(ν)
for ℓP ∈ [n∗] due to continuity, hence for all sufficiently large n these contributions are bounded away
from infν′ fP,ρ(ν
′) and thereby fP,ρ(νn) is bounded away from infν′ fP,ρ(ν′) since the tails are non-negative,
which is a contradiction to νn being a minimizing sequence. Hence ν is a minimizer of fP,ρ, which es-
tablishes that ν = µmin,ρ ∈M ◦P,ρ is the unique minimizer. Since ρ ∈P ◦([q]) is fully supported we know
that the colour frequencies of µmin,ρ conditional to ℓP ∈ [n] are fully supported for n sufficiently large.
But then the decomposition of ρ and fP,ρ with respect to [n] and analogous to Section 5.4 allows to use
the finite support results for [n] to obtain p ∈ P ◦([q]) such that µmin,ρ,ℓ = µp,ℓ for ℓ ∈ [n], due to local
optimality of the minimizer µmin,ρ as discussed before. Since this argument holds for any n sufficiently
large, we obtain pn ∈P ◦([q]) for any such choice and further pn = p since µpn ,ℓ =µmin,ρ,ℓ =µpn′ ,ℓ for any
ℓ ∈ [n]⊆ [n′] and n ≤ n′. This shows that µmin,ρ = (µp,ℓ)ℓ and further that ιP is surjective.
To see injectivity fix p ∈P ◦([q]) and let ρ = ιP (p) ∈P ◦([q]), ν∗ = (µp,ℓ)ℓ. Notice that
fP,ρ(ν
∗)= E
[
DKL
(
ν∗ℓP ‖µℓP
)]
= E
[
− log
(
Zp,ℓP
)
−dPH
(
ν∗ℓP |∗‖p
)]
≤ E
[
− log
(
Zp,ℓP
)]
≤− log
(
min
ω
p(ω)
)
E [dP ] ∈R>0,
i.e. ν∗ ∈M ◦P,ρ. With MP,ρ = ν∗+VP,ρ as before and for any v ∈ VP we have
E
[∑
χ
(
log
(
ν∗
ℓP
(χ)
µℓP (χ)
)
+1
)
vℓP (χ)
]
= E
[∑
χ,h
vℓP (χ) log(p(χh))
]
= E
[ ∑
ω∈[q]
log(p(ω))dP vℓP |∗(ω)
]
=
∑
ω∈[q]
log(p(ω))E[d P ]ρP,v(ω)= 0.
For any ν ∈MP,ρ and ℓ in the support of P with νℓ 6= ν∗ℓ the strict convexity of the relative entropy yields
that
DKL
(
νℓ‖µℓ
)
>DKL
(
ν∗ℓ‖µℓ
)
+
∑
χ
(
log
(
ν∗
ℓ
(χ)
µℓ(χ)
)
+1
)
(νℓ(χ)−ν∗ℓ(χ)),
i.e. the relative entropy is strictly above its tangent at ν∗. Combining these arguments gives fP,ρ(ν) >
fP,ρ(ν
∗) for any ν ∈MP,ρ \ {ν∗}, i.e. ν∗ = µmin,ρ which completes the proof (since p can be reconstructed
from ν∗).
5.6. Extension to the boundary. Let O ⊆ [q] be non-empty. Notice that ιP (P ◦(O )) ⊆ P ◦(O ) since we
have µℓ(ω1[dℓ]) > 0 for all ω ∈ [q]. This shows that the restriction ιP : P ◦(O )→P ◦(O ) is a bijection for
|O | = 1 since then both the domain and the image have size 1. Otherwise, we use the results from the
preceeding sections with qO = |O |, µℓ replaced by µO ,ℓ (which still satisfies µO ,ℓ(ω1[dℓ]) > 0 for ω ∈ O )
and P to see that the corresponding map ιO ,P : P
◦(O )→ P ◦(O ) is a bijection and for any ρ ∈ P ◦(O )
with p = ι−1
O ,P (ρ) the assignment distribution (µp,ℓ)ℓ is the unique minimizer of the corresponding map
fO ,P,ρ. However, for any p ∈ P ◦(O ) we have µp,ℓ = µO ,p,ℓ and thereby ιO ,P = ιP , fO ,P,ρ = fP,ρ on P ◦(O )
(up to relabeling colours). This shows that ιP : P ([q])→ P ([q]) is a bijection and (µp,ℓ)ℓ is the unique
minimizer of fP,ιP (p). Finally, notice that the choice of µO ,ℓ over µℓ in the definition of fP,ρ for ρ ∈P ◦(O )
is only relevant for the case where the support of P is infinite since these two versions of fP,ρ only differ
by an additive constant whenever the alternative definition of fP,ρ is finite.
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5.7. Including zero. Assume that P ∈ PL is such that P[dP = 0] > 0. By the definition of PL we have
P[dP = 0] < 1. Further, we have P ([q]0) = {µ0}, i.e. the one-point mass µ0 on the empty assignment is
the only possible choice for dℓ = 0. Now, let P◦ be the law of ℓP |dP > 0 and notice that Pˆ◦ = Pˆ which
immediately gives ιP = ιP ◦ . Further, since P ([q]0) carries only one element the contributions to fP,ρ,
ρ ∈ P ([q]), for dℓ = 0 are 0 and further fP,ρ = P[dP > 0] fP ◦,ρ since fP,ρ only formally depends on the
coordinates ℓwith dℓ = 0. Thereby the results of the preceeding sections for P◦ directly translate to P .
5.8. Continuity. First, we discuss continuity for fixed P ∈PL. For this purpose we consider the decom-
position ιP = ι3 ◦ ι2 ◦ ι1 with
ι1 :P ([q])→
∏
ℓ∈L
P (Xℓ), p 7→ (µp,ℓ)ℓ∈L ,
ι2 :
∏
ℓ∈L
P (Xℓ)→P ([q])L , ν 7→ (νℓ|∗)ℓ∈L ,
ι3 :P ([q])
L →P ([q]), ρ 7→ E
[
ρℓPˆ
]
.
We consider both im(ι1) and im(ι2) equipped with the inherited product topology, which is metriz-
able since L is countable and therefore all topological spaces in question are compact and metriz-
able. Thanks to the properties of the product topology both ι1 and ι2 are continuous, i.e. since p 7→ µp,ℓ,
ν 7→ ν|∗ and the projections are continuous. This suggests that the restrictions ι1 : P ([q])→ im(ι1) and
ι2 : im(ι1)→ ι2(im(ι1)) are homeomorphisms, since they are continuous bijections of compact metrizable
spaces and where Section 5.2 is already sufficient to obtain bijectivity (with Section 5.6 and Section 5.7).
Continuity of ι3 was discussed in Section 5.5, which concludes the proof that ιP is continuous. But since
ιP is then a continuous bijection of compact metric spaces it is a homeomorphism.
Next, we show that ι : PL ×P ([q])→ P ([q]) is continuous. For this purpose let P , Pn ∈ PL and p,
pn ∈P ([q]), n ∈ Z>0, with (Pn ,pn )→ (P,p) for n→∞. Further let ρn = ι(Pn ,pn) and ρ = ι(P,p). Standard
arguments show that Pn → P with respect to the metric ∆L yields E[dPn ]→ E[dP ] and further Pˆn → Pˆ in
‖ ·‖1. For any ε ∈ (0,1) and n sufficiently large such that P[ℓPˆ > n]< ε this gives
‖ρn−ρ‖1 ≤ E
[∥∥µpn ,ℓPˆ |∗−µp,ℓPˆ |∗∥∥1
]
+q‖Pˆn − Pˆ‖1
≤ E
[∥∥µpn ,ℓPˆ |∗−µp,ℓPˆ |∗∥∥11{ℓPˆ ∈ [n]}
]
+2ε+q‖Pˆn − Pˆ‖1→ 2ε
which shows that ι is continuous. For the reverse direction fix a sequence (Pn ,ρn)→ (P,ρ) using pn =
ι−1(Pn ,ρn) and p = ι−1(P,ρ). Let ε ∈ (0,1), R = ιP (Bε(p)), and using that ιP is a homeomorphism let
δ ∈ (0,1) be sufficiently small such that Bδ(ρ) ⊆R. For n sufficiently large we have ‖Pˆn − Pˆ‖1 < δ/(2q)
and ρn ∈Bδ/2(ρ), so
‖ιP (pn)−ρ‖1 <
1
2
δ+q 1
2q
δ= δ,
thereby ιP (pn )∈Bδ(ρ)⊆R and hence pn ∈Bε(p). This completes the proof.
6. LOCAL LIMIT THEOREM
This section is mostly self-contained and only depends on the results obtained in Section 5 as well
as Chapter 5 in [10]. We start with the setup in Section 5, i.e. we fix a number q ∈ Z>1 of colours and
a family (dℓ,µℓ)ℓ∈L satisfying SPAN with D \ {0} 6= ;. Following Chapter 5 in [10] let L ⊆ Zq−1 denote
the lattice spanned by (|χ−1(ω)|)ω∈[q−1] ∈ Zq−1 for χ ∈Xℓ and ℓ ∈L , i.e. the set of all points obtained
from (finite) linear combinations with integer coefficients, and notice that L indeed has full rank due
to SPAN. Hence, Theorem 21.1 in [10] ensures the existence of a lattice basis bω, ω ∈ [q − 1], i.e. L =∑
ω∈[q−1]Zbω. Using the proof of this theorem and SPAN, we notice that there exists a unique choice of
the bω such that (bω)ω is lower triangular with positive diagonal h = (bω,ω)ω ∈ Zq−1>0 . The set of boxes
Qτ = τ+
∏
ω∈[q−1][−hω/2,hω/2) centered at τ ∈ L is a partition of Rq−1 with Qτ∩L = τ. Further, since
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each bω is obtained from a finite linear combination of colour frequencies there exists a (not necessarily
unique) finite subset L ◦ ⊆L that spans L in the sense above.
For given p ∈ P ([q]), a number n ∈ Z>0 of vertices, indices ℓ = (ℓi )i∈[n] ⊆ L and i ∈ [n] we use the
shorthands di = dℓi , Xi = Xℓi , further Zp,i = Zp,ℓi and µp,i = µp,ℓi for brevity, further let µi = µu[q],i
and also omit the subscript if p = u[q] for derived quantities since this corresponds to no variation. Let
xn ∼ u[n] denote the uniformly random vertex, ℓℓ = ℓxn and dℓ = dxn . The main results of this section
apply to sequences (Ln)n∈Z>0 of families Ln ⊆L n satisfying the following assumptions.
GEN: There exists εgen ∈ (0,1) and a subset L ◦ ⊆L that spans L such that P[ℓℓ = ℓ] ≥ εgen for all
ℓ ∈L ◦, ℓ ∈Ln and n ∈Z>0.
VAR: There exists E (2) ∈R>0 such that E[d2ℓ]≤E (2) for all ℓ ∈Ln and n ∈Z>0.
SKEW: There exists a sequence E (3)n ∈R>1, n ∈Z>0 such that E (3)n = o(
√
n/log(n)3) and E[d3ℓ]≤ E
(3)
n
for all ℓ ∈Ln and n ∈Z>0.
We may assume without loss of generality that L ◦ is minimal and in particular dℓ > 0 for all ℓ ∈ L ◦.
Alternatively, we could defineLn to bemaximal for given εgen,L
◦, E (2) and E (3)n . Further, notice that the
empty set satisfies all assumptions.
Now, for given p ∈ P ([q]), n ∈ Z>0 and ℓ ∈ L n let χ
p,ℓ
denote a sample from
⊗
i∈[n]µp,i , i.e. χp,ℓ =
(χp,ℓ,i )i∈[n] with the components being independent, and let γp,ℓ be the corresponding absolute colour
frequencies, i.e. for ω ∈ [q] given by
γp,ℓ(ω)=
∑
i∈[n],h∈[di ]
1{χp,ℓ,i ,h =ω}=
∑
i∈[n]
|χ−1p,ℓ,i (ω)|
and further let γ¯p,ℓ = E[γp,ℓ] denote the expectation. Notice that E[dℓ]n is the total degree and in partic-
ular
∑
ω∈[q]γp,ℓ(ω)= E[dℓ]n. The first result allows to control the tails of the colour frequencies.
Proposition 6.1. Let (Ln)n∈Z>0 ⊆L n satisfyGEN andVAR. Then there exist constants c, c ′ ∈R>0 such that
for all n ∈Z>0, all ℓ ∈L and all r ∈R>0 we have
P
[
‖γℓ− γ¯‖1 ≥
√
E[dℓ]nr
]
≤ c ′ exp(−cr 2).
For ℓ ∈ L n let Pℓ ∈ P (L ) denote the law of ℓℓ and notice that dℓ = dPℓ is consistent. If E[dℓ]
is positive let ρp,ℓ = 1E[dℓ]nγp,ℓ ∈ P ([q]) denote the relative colour frequencies for given p ∈ P ([q]).
With Chapter 5 in [10] (Section 3.5 in [24]) it is immediate that P[γp,ℓ,[q−1] ∈ L] = 1 for any p ∈ P ([q])
and ℓ ∈ L n , where we use the shorthand γp,ℓ,[q−1] = (γp,ℓ,ω)ω∈[q−1] here and in the remainder. Using∑
ω∈[q]γp,ℓ(ω) = E[dℓ]n we extend the lattice L to Cℓ ∈ Zq , hence P[γp,ℓ ∈ Cℓ] = 1, scale and truncate it
to obtain P[ρp,ℓ ∈Rℓ]= 1 withRℓ = 1E[dℓ]nCℓ∩P ([q]) and conclude withPℓ = ι
−1
ℓ
(Rℓ) using the short-
hand ιℓ = ιPℓ for the homeomorphism introduced in Section 5 (notice that indeed Pℓ ∈ PL). Finally,
let Σℓ,p = 1E[dℓ]n Cov(γp,ℓ,[q−1]). The following theorem determines the local limits in the large deviation
regime.
Theorem 6.2. Fix a compact set P ∗ ⊆ P ◦([q]) and a sequence (Ln)n ⊆L n satisfying SPAN, GEN, VAR
and SKEW. Then uniformly for all ℓ ∈Ln and p ∈Pℓ∩P ∗ the covariance matrix Σℓ,p is positive definite
with ‖Σ−1
ℓ,p‖−12 ,‖Σℓ,p‖2 =Θ(1) and further using ρ = ιℓ(p) we have
P[ρℓ = ρ]=

1+O

E (3)n
√
log(n)3
n



 ∏ωh(ω)√
E[dℓ]n
q−1
exp
(
−nE
[
DKL
(
µp,ℓℓ‖µℓℓ
)])
√
(2π)q−1det(Σℓ,p)
.
For frequencies close to the expectation ρ¯ℓ, with ρ¯p,ℓ = E[ρp,ℓ], Theorem 6.2 can be simplified to re-
move the dependency on p.
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Theorem6.3. Fix a sequence rn ∈R>0 with r 2nn =Ω(1), nE (3)n r 3n = o(1) and a family (Ln)n ⊆L n satisfying
SPAN, GEN, VAR and SKEW. Then uniformly for all ℓ ∈Ln and ρ ∈Rℓ with ‖ρ− ρ¯ℓ‖2 < rn we have
P[ρℓ =ρ]=

1+O




√
log(n)
n
3
+ r 3n

E (3)n n



 ∏ωh(ω)√
E[dℓ]n
q−1φℓ
(√
E[dℓ]n(ρ− ρ¯ℓ)[q−1]
)
,
whereφℓ denotes the density of the normal distributionN (0[q−1],Σℓ).
6.1. Proof of Proposition 6.1. Notice that γℓ(ω) is a sum of independent bounded random variables
|χ−1
ℓ,i (ω)| ∈ [di ]0 with i ∈ [n], ω ∈ [q], and hence Hoeffding’s inequality with the usual transition to ‖ · ‖∞
and ‖ ·‖1 yields
P
[
‖γℓ− γ¯ℓ‖1 ≥
√
E[dℓ]nr
]
≤ 2q exp
(
−
2E[dℓ]nr
2
q2
∑
i d
2
i
)
≤ 2q exp
(
− 2εgen
q2E (2)
r 2
)
.
6.2. Proof of Theorem 6.2. The core idea of the proof is to determine the asymptotics of the point prob-
abilities for colour frequencies ρ ∈ Rℓ by replacing the original law
⊗
i µi with the frequency specific
law
⊗
i µp,i , p = ι−1ℓ (ρ), that is centered around ρ. The first result introduces the variation of measure.
For this purpose let γχ ∈ Zq≥0 and ρχ ∈P ([q]) denote the absolute and relative colour frequencies of an
assignment χ ∈∏i∈[n][q]di for ℓ ∈L n with E[dℓ]> 0 or equivalently Pℓ ∈PL.
Lemma 6.4. Assume that L satisfies SPAN. Then for all n ∈ Z>0, all ℓ ∈ L n with Pℓ ∈ PL and χ ∈∏
i∈[n][q]di , using p= ι−1ℓ (ρχ)we have
P[χ
ℓ
= χ]= exp
(
−nE
[
DKL
(
µp,ℓℓ‖µℓℓ
)])
P[χ
p,ℓ
= χ].
The gist in the proof of Lemma 6.4, which is postponed to Section 6.3, is that γ¯p,ℓ =γχ by the design of
ιℓ. Lemma 6.4 directly implies that
P[ρℓ = ρχ]= exp
(
−nE
[
DKL
(
µp,ℓℓ‖µℓℓ
)])
P[ρp,ℓ = ρχ]
and hence Theorem 6.2 is an immediate consequence from the following proposition which reflects the
asymptotic point probability of exactly the expectation.
Proposition 6.5. With P ∗ ⊆ P ◦([q]) and (Ln)n ⊆ L n from Theorem 6.2 and uniformly for all ℓ ∈ Ln
and p ∈Pℓ∩P ∗ the covariance matrix Σℓ,p is positive definite with ‖Σ−1ℓ,p‖−12 ,‖Σℓ,p‖2 =Θ(1) and further
P[ρp,ℓ = ρ¯p,ℓ]=

1+O

E (3)n
√
log(n)3
n



 ∏ωh(ω)√
E[dℓ]n
q−1
1√
(2π)q−1det(Σℓ,p)
.
We show this result in Section 6.4 using the characteristic function inversion formula in Chapter 5 of
[10], or equivalently a vanilla version of the saddle point method.
6.3. Proof of Lemma 6.4. First, notice that P[χ
ℓ
= χ] = 0 if and only if P[χ
p,ℓ
= χ] since p ∈P ([q]) and
ιℓ(p) ∈P ([q]) always have the same support. For the non-trivial case with O ⊆ [q] denoting the support
of pwe have
P[χ
ℓ
= χ]=
∏
i
µi (χi )= c
∏
ω∈O
p(ω)γ(ω)
∏
i
µi (χi )
Zp,i
= c
∏
i ,h
p(χi ,h)
∏
i
µi (χi )
Zp,i
= cP[χ
p,ℓ
=χ],
c =
(∏
i
Zp,i
)(∏
ω∈O
p(ω)−γχ(ω)
)
=
(∏
ℓ
Z
nP[ℓℓ=ℓ]
p,ℓ
)(∏
ω∈O
p(ω)−γχ(ω)
)
.
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For ℓ ∈L let χ∗
p,ℓ be a sample from µp,ℓ and γ
∗
p,ℓ = (|χ∗−1p,ℓ (ω)|)ω∈[q] the colour frequencies. Now, we use
ρχ = ιℓ(p)= ρ¯p,ℓ to obtain log(c)=−nE[α(ℓℓ)] with
α(ℓ)= E
[∑
ω∈O
γ∗p,ℓ(ω) log(p(ω))− log(Zp,ℓ)
]
= E
[
log
(∏
h∈[dℓ]p(χ
∗
p,ℓ,h)
Zp,ℓ
)]
=DKL
(
µp,ℓ‖µℓ
)
.
6.4. Proof of Proposition 6.5. We start with some standard results based on Section 21 in [10]. No-
tice that due to GEN the lattice L is the minimal lattice for γp,ℓ,[q−1]. Slightly deviating from [10] we
let the dual basis be given by (b∗ω)ω = B∗ = 2π(B−1)t with B = (bω)ω, so B∗ is upper triangular, further
B∗tB = 2πI[q−1] with I[q−1] denoting the identity, and b∗ω(ω) = 2π/h(ω) for ω ∈ [q − 1] which yields the
fundamental domain Q∗ = ∏ω[−π/h(ω),π/h(ω)]. Hence, translating the point probability for ρp,ℓ to
γp,ℓ, reducing it to γp,ℓ,[q−1] and using the inversion formula in the lattice case gives
P[ρp,ℓ = ρ¯p,ℓ]=
∏
ωh(ω)
(2π)q−1
∫
Q∗
fℓ,p(ϕ)dϕ,
fℓ,p(ϕ)= exp
(
−iϕtγ¯ℓ,p,[q−1]
)
E
[
exp
(
iϕtγℓ,p,[q−1]
)]
.
With the shorthand γ¯∗
p,ℓ = E[γ∗p,ℓ] for the expectation of γ∗p,ℓ from Section 6.3 and since γp,ℓ is a sum of
independent random vectors we have
fℓ,p(ϕ)=
∏
ℓ∈L
f ∗p,ℓ(ϕ)
nP[ℓℓ=ℓ], f ∗p,ℓ(ϕ)= E
[
exp
(
iϕt
(
γ∗p,ℓ− γ¯∗p,ℓ
)
[q−1]
)]
.
Now, we follow the standard scheme in that we first bound the tails at constant distance, then establish
subgaussian tails and finally use a normal approximation to obtain thematerial contribution, with some
careful bookkeeping along the way to obtain suitable error bounds.
Lemma 6.6. For all r ∈ R>0 there exists a constant c ∈ R>0 such that for all n ∈ Z>0, ℓ ∈Ln , p ∈P ∗ and
ϕ ∈Q∗ \Br (0[q−1])we have | fℓ,p(ϕ)| ≤ exp(−cn).
Proof. First, since f ∗
p,ℓ is a characteristic functionwehave | f ∗p,ℓ(ϕ)| ≤ 1. This shows that | fℓ,p(ϕ)| ≤ | f ◦p (ϕ)|εgenn
with f ◦p (ϕ) =
∏
ℓ∈L ◦ f ∗p,ℓ(ϕ). The unique maximizer of | f ◦p (ϕ)| is 0[q−1] on the closure Qc of Q∗ for all
p ∈ P ◦([q]), due to Lemma 21.6 in [10] and the fact that L ◦ spans L. Considering f ◦(p,ϕ) = f ◦p (ϕ) as
a function of both p and ϕ, we notice that f ◦ and further | f ◦| are both continuous on the compact set
P
∗×Qc, so the latter attains its maximumMr ∈ [0,1) onP ∗×(Qc \Br (0[q−1])) for sufficiently small r . If
r is too large the assertion is trivially true, otherwise take c ′ ∈ (Mr ,1) to obtain | fℓ,p(ϕ)| ≤ exp(−cn) with
c =−εgen log(c ′)∈R>0, valid for all required n, ℓ, p andϕ. 
With the coarse tail bound in place we establish subgaussian tails. For this purpose we take a closer
look at the atoms f ∗
p,ℓ. Let Σ
∗
p,ℓ =Cov(γ∗p,ℓ,[q−1]) denote the corresponding covariance.
Lemma 6.7. For all ℓ ∈L with dℓ > 0, p ∈P ◦([q]) and ϕ ∈Rq−1 with ‖ϕ‖∞ < π2dℓ we have∣∣∣∣log( f ∗p,ℓ(ϕ))+ 12ϕtΣ∗p,ℓϕ
∣∣∣∣≤ d
3
ℓ
3cos(dℓ‖ϕ‖∞)3
‖ϕ‖31.
Further, there exists cℓ ∈R>0 such that cℓ ≤ ‖Σ∗−1p,ℓ ‖−12 ≤ ‖Σ∗p,ℓ‖2 ≤ d2ℓ for all p ∈P ∗.
Proof. Using d = dℓ recall that ‖γ∗p,ℓ‖1 = d almost surely and thereby |ϕtγ∗p,ℓ,[q−1]| ≤ d‖ϕ‖∞ < π/2. With
f ∗
p,ℓ(ϕ)= a+ ib = re iα and since the cosine is even, non-negative and decreasing on [0,π/2] we have
r = | f ∗p,ℓ(ϕ)| =
∣∣∣E[exp(iϕtγ∗p,ℓ,[q−1])]
∣∣∣≥ |a| = a =∑
γ
P[γ∗p,ℓ =γ]cos(|ϕtγ[q−1]|)≥ cos(d‖ϕ‖∞).
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With a > 0 the choice of αwith |α| <π/2 is unique, and thereby g∗
p,ℓ(ϕ)= log( f ∗p,ℓ(ϕ))= log(r )+ iα is well-
defined. By direct computation we obtain that the first derivatives of g∗
p,ℓ at 0[q−1] vanish, the second
partial derivatives yield Σ∗
p,ℓ and for the third partial derivatives we get
∂g∗
p,ℓ(ϕ)∏
i∈[3]∂ϕ(ωi )
=−iE

c(γ,ω)exp
(
iϕt
(∑
i γi
)
[q−1]
)
f ∗
p,ℓ
(ϕ)3

 ,
c(γ,ω)= γ1(ω1)
(
γ1(ω2)−γ2(ω2)
)(
γ1(ω3)+γ2(ω3)−2γ3(ω3)
)
,
with i.i.d. copies γi ∼γ∗p,ℓ for i ∈ [3] andω ∈ [q−1]3. This gives |c(γ,ω)| ≤ 2d3 uniformly, hence the third
partial derivatives can be upper bounded by 2d
3
| f ∗
p,ℓ(ϕ)|3
≤ 2d3
cos(d‖ϕ‖∞)3 , which proves the first assertion using
Taylor’s theorem.
Recall that the covariance Σ∗
p,ℓ is positive semi-definite. With γ
◦
p,ℓ(ω) = (γ∗p,ℓ(ω)− γ¯∗p,ℓ(ω)) ∈ [−d ,d ]
almost surely for all ω ∈ [q −1] and p, this gives |v tγ◦
p,ℓ| ≤ d and hence v tΣ∗p,ℓv ≤ d2 for all v ∈ Rq−1 with
‖v‖2 = 1.
For the lower boundnotice that there existsω∗ ∈ [q−1] with |v(ω∗)| = ‖v‖∞ ≥ 1/
√
q −1 by equivalence
of norms and ‖v‖2 = 1. With E = {e[q],q ,e[q],ω∗ } this yields
v tΣ∗p,ℓv = E
[(
v tγ◦p,ℓ,[q−1]
)2
1
{
γ∗p,ℓ 6∈ E
}]
+P
[
γ∗p,ℓ ∈ E
]
E
[(
v tγ◦p,ℓ,[q−1]
)2∣∣∣∣γ∗p,ℓ ∈ E
]
.
For the conditional expectation we use α1x
2
1 +α2x22 ≥ α1α2(x1− x2)2 valid for all α ∈P ([2]) and x ∈ R2,
which gives
v tΣ∗p,ℓv ≥P
[
γ∗p,ℓ ∈ E
]
P
[
γ∗p,ℓ = e[q],ω∗
∣∣∣γ∗p,ℓ ∈ E ]P[γ∗p,ℓ = e[q],q
∣∣∣γ∗p,ℓ ∈ E ]‖v‖2∞
≥P
[
γ∗p,ℓ = e[q],ω∗
]
P
[
γ∗p,ℓ = e[q],q
]
‖v‖2∞ ≥
µℓ(ω
∗1[d])p(ω∗)dµℓ(q1[d])p(q)d
q −1 .
With µmin,ℓ =minω∈[q]µℓ(ω1[d]) and εp =minp∈P ∗minω∈[q] p(ω) ∈ (0,1) this gives v tΣ∗p,ℓv ≥
µ2min,ℓε
2d
p
q−1 for
all required v , p and ℓ. 
With Lemma 6.7 we are ready to establish the subgaussian tails.
Corollary 6.8. There exists a constant c ∈ R>0 such that | fℓ,p(ϕ)| ≤ exp(−c‖ϕ‖22n) for all n ∈ Z>0, ℓ ∈Ln ,
p ∈P ∗ andϕ ∈Q∗.
Proof. Fix ℓ ∈L ◦ and r ∈ (0,1) sufficiently small to obtain a good approximation of log( f ∗
p,ℓ(ϕ)) for ϕ ∈
Br (0[q−1]) using Lemma 6.7, say | log( f ∗p,ℓ(ϕ))+ 12ϕtΣ∗p,ℓϕ| ≤ 14cℓ‖ϕ‖22 uniformly for all p ∈P ∗, i.e. the rel-
ative error is atmost 1/2. With log( f ∗
p,ℓ(ϕ))= a+ib this gives |a+
1
2ϕ
tΣ∗
p,ℓϕ| ≤
1
4ϕ
tΣ∗
p,ℓϕ, so | f ∗p,ℓ(ϕ)| = ea ≤
exp(−14ϕtΣ∗p,ℓϕ) ≤ exp(−14cℓ‖ϕ‖22), and further | fℓ,p(ϕ)| ≤ exp(−14cℓεgen‖ϕ‖22n). For ϕ ∈Q∗ \Br (0[q−1])
we use the constant c ′ ∈ R>0 from Lemma 6.6 to obtain | fℓ,p(ϕ)| ≤ exp(− c
′
r 2
r 2n) ≤ exp(− c ′
r 2
‖ϕ‖22n), and
taking theminimum of the two choices completes the proof. 
Since the assertion indicates that the integral is of order
p
n
−(q−1)
, we fix εa,n = c∗
√
log(n)/n for some
large c∗ ∈R>0 and set Ba,n =Bεa,n (0[q−1]), since then∣∣∣∣
∫
Q∗
1{ϕ 6∈Ba,n} fℓ,p(ϕ)dϕ
∣∣∣∣≤ n−cc∗2∏
ω
h(ω)= o
(p
n
−q)
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uniformly in ℓ ∈Ln and p ∈P ∗. The remainder of the proof is dedicated to the material contributions
Ba,n . First, we extend Lemma 6.7 to fℓ,p. For this purpose let
gℓ,p(ϕ)= log( fℓ,p(ϕ))= nE
[
log
(
f ∗p,ℓℓ(ϕ)
)]
,
which is defined for sufficiently small ϕ (depending on ℓ, p) as shown in Lemma 6.7.
Lemma 6.9. Uniformly for all ℓ ∈Ln , p ∈P ∗ and ϕ ∈Ba,n we have∣∣∣∣gℓ,p(ϕ)+ 12E[dℓ]nϕtΣℓ,pϕ
∣∣∣∣=O

E (3)n
√
log(n)3
n

 .
Further, there exists c ∈ (0,1) with c ≤ ‖Σ−1
ℓ,p‖−12 ≤ ‖Σℓ,p‖2 ≤ c−1 for all p ∈P ∗, ℓ ∈Ln and n ∈Z>0.
Proof. For given ℓ ∈Ln themaximumdegree dmax,ℓ satisfies d3max,ℓ ≤ nE[d
3
ℓ
]≤nE (3)n , so we have dmax,ℓ ≤
(nE (3)n )
1/3 = o(
√
n/log(n)) and further dmax,ℓεa,n = o(1) uniformly in ℓ (and p). So, with Lemma 6.7 and
equivalence of norms we obtain n0 ∈Z>0, c ∈R>0 such that∣∣∣∣log( f ∗p,ℓ(ϕ))+ 12ϕtΣ∗p,ℓϕ
∣∣∣∣≤ cd3ℓε3a,n
for all ϕ ∈ Ba,n , p ∈ P ∗, ℓ in ℓ ∈ Ln and n ∈ Z≥n0 . With the definition of gℓ,p, Σℓ,p and the triangle
inequality this gives
∣∣∣∣gℓ,p(ϕ)+ 12E[dℓ]nϕtΣℓ,pϕ
∣∣∣∣≤ncE[d3ℓ]ε3a,n ≤ ncE (3)n ε3a,n =O

E (3)n
√
log(n)3
n


uniformly in ϕ ∈Ba,n , p ∈P ∗ and ℓ ∈Ln . Finally, using Lemma 6.7, ℓ ∈L ◦, and with v ∈Rq−1, ‖v‖2 = 1,
we have
εgencℓ
E (2)
≤ 1
E[dℓ]
P[ℓℓ = ℓ]cℓ ≤ v tΣℓ,pv ≤
E[d2ℓ]
E[dℓ]
≤ E
(2)
εgen
uniformly for all ℓ, p. 
For the sake of transparency let fℓ,p(ϕ) = fr,ℓ,p(ϕ)+ i fi,ℓ,p(ϕ), gℓ,p(ϕ) = gr,ℓ,p(ϕ)+ igi,ℓ,p(ϕ) be the de-
compositions into real and imaginary part, so in particular fr,ℓ,p(ϕ) = exp
(
gr,ℓ,p(ϕ)
)
cos(gi,ℓ,p(ϕ)). As di-
rectly implied by the left hand side of the inversion formula we only need to evaluate the integral over
fr,ℓ,p(ϕ) since the integral over fi,ℓ,p(ϕ) vanishes. Using |a| ≤ |z| for z = a+ ib we obtain the bound on the
tails for the real part from the bound on the tails of the complex integral. Further, Lemma 6.9 suggests
that gr,ℓ,p(ϕ) = −12E[dℓ]nϕtΣℓ,pϕ+O(E
(3)
n
√
log(n)3/n) and gi,ℓ,p(ϕ) = O(E (3)n
√
log(n)3/n) = o(1). Using
cos(x)= 1−O(x2) and exp(x)= 1+O(x) this gives
∫
Q∗
fr,ℓ,p(ϕ)dϕ=

1+O

E (3)n
√
log(n)3
n



∫
Ba,n
exp
(
−1
2
E[dℓ]nϕ
tΣℓ,pϕ
)
dϕ+o
(p
n
−q)
.
Rescaling with v =
√
E[dℓ]nϕ gives a Gaussian integral. With vℓ,p ∼N (0,Σ−1ℓ,p) reflecting the correspond-
ing normal and Vℓ,p =
√
E[dℓ]nBa,n the corresponding event this gives
∫
Q∗
fr,ℓ,p(ϕ)dϕ=

1+O

E (3)n
√
log(n)3
n



 √(2π)q−1√
E[dℓ]n
q−1√
det(Σℓ,p)
P[vℓ,p ∈ Vℓ,p]+o
(p
n
−q)
.
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With E[dℓ] ≥ εgen we obtain c ∈ R>0 with ‖v‖2 ≥ c
p
nεa,n for all v 6∈ Vℓ,p and ℓ, p. Further, with Lemma
6.9 we have c ′ ∈ (0,1) to bound the eigenvalues of Σℓ,p uniformly, suggesting the existence of constants
c , c ′ ∈ R>0 such that P[vℓ,p 6∈ Vℓ,p] ≤ c ′ exp(−cε2a,nn) uniformly for all p ∈P ∗, ℓ ∈Ln and n ∈ Z>0. With
the definition of εa,n this gives P[vℓ,p 6∈ Vℓ,p] ≤ c ′n−cc
∗2
, hence for some fixed large c∗ ∈ R>0 we have
P[vℓ,p 6∈ Vℓ,p]= o(
p
n
−1
) uniformly. Now, since E[dℓ]=Θ(1) uniformly and det(Σℓ,p)=Θ(1) uniformly the
dominant contribution is of order
p
n
−(q−1)
. Hence, extracting thematerial part gives
∫
Q∗
fr,ℓ,p(ϕ)dϕ=

1+O

E (3)n
√
log(n)3
n

+o(pn−1)

 √(2π)q−1√
E[dℓ]n
q−1√
det(Σℓ,p)
.
Here, the fact that E (3)n ≥ 1 completes the proof.
6.5. Proof of Theorem 6.3. We split the proof into two parts. The first part is dedicated to a local limit
theorem forπℓ = ι−1ℓ (ρℓ)∈Pℓ around u[q], and in the second part we translate the result to ρℓ.
Proposition 6.10. Uniformly for all ℓ ∈Ln and p ∈Pℓ with ‖p−u[q]‖2 < rn we have
P[πℓ = p]=

1+O




√
log(n)
n
3
+ r 3n

E (3)n n



 det(Σ−1ℓ ))
∏
ωh(ω)√
E[dℓ]n
q−1 φℓ
(√
E[dℓ]n(qp−1[q])[q−1]
)
,
whereφℓ denotes the density of N (0,Σ
−1
ℓ
).
Proof. With Theorem 6.2 we expand the exponent to second order, control the resulting errors and
proceed analogously for the determinant by expanding to zeroth order. For given ℓ and p let αℓ(p) =
E[dℓ]
−1
E[DKL
(
µp,ℓ‖µℓ
)
], notice thatDKL
(
µp,ℓ‖µℓ
)
= 0 if dℓ = 0 and further
αℓ(p)= E[dℓ]−1E
[ ∑
ω∈[q]
γ¯∗p,ℓℓ(ω) log(p(ω))− log(Zp,ℓℓ)
]
=
∑
ω
ρ¯ℓ,p(ω) log(p(ω))−
E[log(Zp,ℓℓ)]
E[dℓ]
,
thereby removing dependencies on the product spaces [q]d . Recall that p=u[q] is the unique globalmin-
imizer of αℓ as discussed in Section 5, hence the first derivatives vanish. For the sake of completeness
and later use we provide the derivatives. For transparency we use the shorthand f (ω1,...,ωk ) = ∂ f∂p(ωk )···∂p(ω1)
to denote the k-th partial derivatives of the extension of a map f : P ◦([q])→ R to Rq>0. With the short-
hand Σ◦
p,ℓ = Cov(γ∗p,ℓ) (as opposed to Σ∗p,ℓ = Cov(γ∗p,ℓ,[q−1]) in Section 6.4) and for ℓ ∈L with dℓ > 0 the
derivatives at p ∈P ◦([q]) are
Z (ω)
p,ℓ =
Zp,ℓγ¯
∗
p,ℓ(ω)
p(ω)
, γ¯∗(ω2)
p,ℓ (ω1)=
Σ◦
p,ℓ,ω1,ω2
p(ω2)
.
With Lp = (log(p(ω)))ω and Σ◦ℓ,p = 1E[dℓ]E[Σ
◦
p,ℓℓ
], i.e. Σℓ,p = (Σ◦ℓ,p)[q−1]×[q−1], this gives
ρ¯
(ω2)
ℓ,p
(ω1)=
Σ◦
ℓ,p,ω1,ω2
p(ω2)
, α(ω)
ℓ
(p)=
∑
ω′ Σ
◦
ℓ,p,ω,ω′Lp,ω′
p(ω)
.
For given ω ∈ [q]3 we have Σ◦(ω3)
p,ℓ,ω1,ω2
= S
◦
p,ℓ,ω
p(ω3)
with S◦
p,ℓ,ω = E[
∏
i (γ
∗
p,ℓ(ωi )− γ¯∗p,ℓ(ωi ))]. Hence, with S◦ℓ,p =
1
E[dℓ]
E[S◦
p,dℓ
] the derivatives on the next level are given by
ρ¯
(ω2,ω3)
ℓ,p
(ω1)=
S◦
ℓ,p,ω−δω2 ,ω3Σ◦ℓ,p,ω1,ω2
p(ω2)p(ω3)
, α(ω1 ,ω2)
ℓ
(p)=
Σ◦
ℓ,p,ω+
∑
ω′(S
◦
ℓ,p,ω,ω′ −δω1,ω2Σ◦ℓ,p,ω1,ω′)Lp,ω′
p(ω1)p(ω2)
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using the Kronecker symbol. For ω ∈ [q]4 we have S◦(ω4)
p,ℓ,ω1,ω2,ω3
= F
◦
p,ℓ,ω
p(ω4)
with
F ◦p,ℓ,ω = E
[∏
i∈[4]
(γ∗p,ℓ(ωi )− γ¯∗p,ℓ(ωi ))
]
−
∑
i∈[3]
Σ◦p,ℓ,ωi ,ω4Σ
◦
p,ℓ,ω[3]\{i }
,
recall that Σ◦
p,ℓ is symmetric, so e.g. Σ
◦
p,ℓ,ω1,ω2
= Σ◦
p,ℓ,ω2,ω1
, and hence F ◦
p,ℓ is symmetric in that F
◦
p,ℓ,ω◦σ =
F ◦
p,ℓ,ω for all permutations σ : [4]→ [4]. With F ◦ℓ,p,ω =
1
E[dℓ]
E[F ◦
p,ℓℓ,ω
] andω ∈ [q]3 this yields
α(ω)
ℓ
(p)=
2S◦
ℓ,p,ω+
∑
ω′ F
◦
ℓ,p,ω,ω′Lp,ω′ −α
(ω)
2,ℓ(p)+2δω1 ,ω2δω1,ω3
∑
ω′ Σ
◦
ℓ,p,ω1,ω′
Lp,ω′
p(ω1)p(ω2)p(ω3)
,
α(ω)
2,ℓ
(p)=
∑
i< j
δωi ,ω j
(
Σ◦ℓ,p,ωi ,ω[3]\{i , j } +
∑
ω′
S◦ℓ,p,ωi ,ω[3]\{i , j },ω′Lp,ω′
)
Recall that all Σ◦
ℓ,p, S
◦
ℓ,p and F
◦
ℓ,p are invariant to permutations of the indicies and further
∑
ω′ Σ
◦
ℓ,p,ω,ω′ =
0,
∑
ω′ S
◦
ℓ,p,ω,ω′ = 0,
∑
ω′ F
◦
ℓ,p,ω,ω′ = 0 for all suitable ω respectively, i.e. the “column” sum for any given
dimension and choice of remaining indicies vanishes. On the one hand, since Lp ≡ log(q−1) for p = u[q]
all inner products involving Lp vanish, i.e. all first derivatives vanish and further (α
(ω)
ℓ
(u[q]))ω = q2Σ◦ℓ,u[q] .
On the other hand, this means that the inner product with Lp equals the inner product with Lp+ c1[q]
for any c ∈ R. Since we discuss αℓ locally around p = u[q] we choose c = log(q) and let L◦p = Lp+ c1[q] =
(log(p(ω)/q−1))ω.
Now, since rn = o(n−1/3) we can fix any small compact neighbourhood P ∗ ⊆P ◦([q]) of u[q] to obtain
Bn ⊆P ∗ with Bn =Brn (u[q]) for n ∈Z≥n0 and some n0 ∈Z>0, so in particular we get some εp ∈ (0,q−1)
close to q−1 with p(ω)≥ εp for all p ∈Bn and n ∈Z≥n0 . This e.g. takes care of the denominator of the third
partial derivatives.
Recall from the proof of Lemma 6.7 that ‖γ∗
p,ℓ− γ¯∗p,ℓ‖∞ ≤ dℓ almost surely for all ℓ ∈L and p ∈P ([q]),
and further that E[dℓ] ≥ εgen. This gives |Σ◦p,ℓ,ω| ≤ d2ℓ , |S◦p,ℓ,ω| ≤ d3ℓ and |F ◦p,ℓ,ω| ≤ 4d4ℓ for all suitable ω
respectively, and uniformly in p and ℓ, so |Σ◦
ℓ,p,ω| ≤ ε−1genE[d2ℓ] ≤ ε−1genE (2), |S◦ℓ,p,ω| ≤ ε−1genE
(3)
n and |F ◦ℓ,p,ω| ≤
4ε−1genE
(3)
n dmax,ℓ uniformly in p and ℓ, where we recall dmax,ℓ ∈ Z>0 from the proof of Lemma 6.9, in par-
ticular that d3max,ℓ ≤ nE
(3)
n and hence dmax,ℓrn = o(1). Finally, due to the restriction toP ∗ andwith equiv-
alence of norms we get a global constant cl ∈ R>1 with ‖L◦p‖1 ≤ cl‖p−u[q]‖2 ≤ clrn for all p ∈ Bn and
n ∈Z≥n0 . Using these bounds we get α(ω)ℓ (p) =O(E
(3)
n ) with the order given by the first contribution and
uniformly in ω∈ [q]3, ℓ ∈Ln and p ∈Bn . Now, Taylor’s theoremwith equivalence of norms yields∣∣∣∣E[dℓ]nαℓ(p)− q22 E[dℓ]n(p−u[q])tΣ◦ℓ,u[q] (p−u[q])
∣∣∣∣=O (nE (3)r 3n)
uniformly in p ∈ Bn and ℓ ∈ Ln . Now, for ω ∈ [q − 1] let bω = e[q],ω − e[q],q denote a basis of 1⊥[q] and
further B = (bω(ω∗))ω∗∈[q],ω∈[q−1] the corresponding transformation, then (p−u[q])=B (p−u[q])[q−1] and
the precision matrix of our normal distribution is given by B tΣ◦
ℓ,u[q]
B . On the other hand, since 1[q] is
both a row and column eigenvector of Σ◦
ℓ,u[q]
with eigenvalue 0 we have Σ◦
ℓ,u[q]
= BΣℓ,u[q]B t = BΣℓB t.
Hence, with B tB = I[q−1]+1[q−1]1t[q−1] we obtain B tΣ◦ℓ,u[q]B =Σℓ.
With the exponent in place we turn to the asymptotics of the determinant fℓ(p) = det(Σℓ,p). Inter-
preting the matrix entries Σℓ,p,ω = Σ◦ℓ,p,ω, ω ∈ [q]2, as functions in p the discussion above shows that
|Σℓ,p,ω−Σℓ,u[q],ω| =O(E (3)rn) uniformly inω ∈ [q]2, p ∈Bn and ℓ ∈Ln . Due to the assumption nr 2n =Ω(1)
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we have E (3)rn =O(nE (3)r 3n). Using the Leibniz formula to view fℓ(p) as a polynomial and taking deriva-
tives in Σℓ,p,ω, ω ∈ [q−1]2 (as opposed to p(ω)) we obtain
| fℓ(p)− fℓ(u[q])| =O
((∑
ω
∣∣Σℓ,p,ω∣∣
)q−2∑
ω
|Σℓ,p,ω−Σℓ,u[q],ω|
)
=O
(
nE (3)r 3n
)
since we already showed that
∣∣Σℓ,p,ω∣∣ ≤ ε−1genE (2) uniformly in ω ∈ [q − 1]2, p ∈ Bn and ℓ ∈ Ln . With
det(Σℓ)=Θ(1) uniformly in ℓ ∈Ln as derived in the proof of Theorem 6.2 the assertion follows. 
In the remainder of the proof we approximate ιℓ to first order and control the errors in the exponent,
while the remainder already agrees with the assertion in Theorem 6.3. In the proof of Proposition 6.10 we
have already established the first and second partial derivatives of ιℓ(p) = ρ¯ℓ,p, and further the bounds
on p, S◦
ℓ,p and Σ
◦
ℓ,p required to derive ρ¯
(ω2,ω3)
ℓ,p
(ω1)=O(E (3)n ) uniformly for all ω ∈ [q]3, p ∈Bn and ℓ ∈Ln .
Hence, Taylor’s theorem yields
‖ρ¯ℓ,p− ρ˜ℓ,p‖=O
(
E (3)n r
2
n
)
, ρ˜ℓ,p = ρ¯ℓ+qΣ◦ℓ,u[q] (p−u[q]),
uniformly for all p ∈ Bn and ℓ ∈ Ln , with E (3)n r 2n = o( 1rnn ) = o(
p
n
−1
) since rn = Ω(
p
n
−1
). Recall that
the eigenvalues of Σ◦
ℓ,u[q]
can be upper bounded by E[d2ℓ]/E[dℓ], and are hence uniformly bounded, and
further that 1[q] is an eigenvector of Σ
◦
ℓ,u[q]
(with eigenvalue 0), so Σ◦
ℓ,u[q]
maps 1⊥[q] into 1
⊥
[q]. This shows
that (for large enough n) the linear approximation ρ˜ℓ,p is in P
◦([q]) with ‖ρ˜ℓ,p− ρ¯ℓ‖ =O(rn). With ρ˜ℓ,p ∈
P
◦([q]) we can safely project onto the first (q−1) coordinates to obtain (ρ˜ℓ,p− ρ¯ℓ)[q−1] = qB˜ tΣ◦ℓ,u[q]B (p−
u[q])[q−1] with B introduced in the proof of Proposition 6.10 and B˜ = (e[q],ω(ω∗))ω∗∈[q],ω∈[q−1]. With
Σ◦
ℓ,u[q]
= BΣℓB t, B˜ tB = I[q−1] and B tB = I[q−1]+1[q−1]1t[q−1] we have (ρ˜ℓ,p− ρ¯ℓ)[q−1] = qΣℓ(p−u[q])[q−1].
For one, we already obtained uniform bounds on the eigenvalues of Σℓ in the proof of Theorem 6.2 and
hence a constant c ∈ (0,1) such that c‖(p− u[q])[q−1]‖ ≤ ‖(ρ˜ℓ,p − ρ¯ℓ)[q−1]‖ ≤ c−1‖(p− u[q])[q−1]‖ for all
p ∈ P ∗, ℓ ∈ Ln , n ∈ Z>0 whenever ρ˜ℓ,p ∈ P ([q]). More than that, this map is invertible and allows to
substitute q(p−u[q])[q−1] in the exponentαp,ℓ(p), i.e.
αp,ℓ(p)=−
1
2
E[dℓ]nq
2(p−u[q])t[q−1]Σℓ(p−u[q])[q−1] =−
1
2
E[dℓ]n(ρ˜ℓ,p− ρ¯ℓ)t[q−1]Σ−1ℓ (ρ˜ℓ,p− ρ¯ℓ)[q−1].
Using the bounds on the fluctuations ‖ρ¯ℓ,p− ρ˜ℓ,p‖ this gives
|αr,ℓ(p)−αp,ℓ(p)| =
1
2
E[dℓ]n
∣∣∣(ρ¯ℓ,p− ρ˜ℓ,p)t[q−1]Σ−1ℓ (ρ¯ℓ,p− ρ˜ℓ,p)[q−1]
∣∣∣=O ((E (3)n )2r 4nn)= o (E (3)n r 3nn) ,
αr,ℓ(p)=−
1
2
E[dℓ]n(ρ¯ℓ,p− ρ¯ℓ)t[q−1]Σ−1ℓ (ρ¯ℓ,p− ρ¯ℓ)[q−1],
since r 2nn =Ω(1) and hence E (3)n rn =O(E (3)n r 3nn)= o(1). Hence, the relative error made by approximating
the exponent αp,ℓ(p) with αr,ℓ(p) is strictly smaller than the existing bound.
To be thorough, fix a sequence of radii rn with r
2
nn = Ω(1) and E (3)r 3nn = o(1), bounding the fluctu-
ations ‖ρ − ρ¯ℓ‖2 (as opposed to ‖p−u[q]‖ which was the case so far) and let Bℓ = Brn (ρ¯ℓ) be the cor-
responding ball. Let c∗ ∈ R>0 be large and r ′n = c∗rn , then our existing results hold for r ′n respectively
B
′
n =Br ′n (u[q]). The two-sided bounds for ρ˜ℓ,p imply that all ρ˜ ∈ B˜ℓ, B˜ℓ =B2rn (ρ¯ℓ), are covered by B′n .
But since the fluctuations ‖ρ¯ℓ,p− ρ˜ℓ,p‖ = o(
p
n
−1
) = o(rn) are very small, all ρ ∈Bℓ are covered by B′n ,
which completes the proof since rn =Θ(r ′n).
7. ASSIGNMENT DISTRIBUTIONS
This section extends the results from Section 5 and Section 6. For this purpose fix a non-trivial family
(dℓ,µℓ)ℓ∈L satisfying SPAN and a sequence (Ln)n∈Z>0 ⊆L n satisfying GEN, VAR and SKEW. For P ∈PL
and p ∈P ([q]) let the expected assignment distribution α¯P,p ∈P (A ) be given by α¯P,p(ℓ,χ)= P(ℓ)µp,ℓ(χ)
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for (ℓ,χ) ∈A with A = {(ℓ,χ) : ℓ ∈L ,χ ∈ [q]dℓ}. As before, we usually omit the subscript p if p= u[q]. We
consider the distributions α¯P,p elements of PA = {α ∈P (A ) :α|1 ∈PL} equipped with the metric
∆A(α,α
′)=
∑
ℓ∈L
(dℓ+1)
∑
χ∈[q]dℓ
∣∣α(ℓ,χ)−α′(ℓ,χ)∣∣
forα,α′ ∈PA. Further, based on the insights from Section 6we let ρ¯p,P = ιP (p) to stress the interpretation
as expected colour frequencies and recall that ρ¯p,Pℓ = ρ¯p,ℓ for non-trivial sequences ℓ ∈L n .
For n ∈Z>0, non-trivial ℓ ∈L n and χ ∈
∏
i [q]
di let αχ ∈PA denote the assignment frequencies, i.e.
αχ(ℓ,χ)=
1
n
∣∣{i ∈ [n] : ℓi = ℓ,χi = χ}∣∣
for (ℓ,χ) ∈A , where we keep the dependence on ℓ implicit. Finally, for p ∈P ([q]) and ρ in the support of
ρp,ℓ we let χp,ℓ,ρ
= (χ
p,ℓ
|ρp,ℓ = ρ), furtherαp,ℓ =αχ
p,ℓ
andαp,ℓ,ρ =αχ
p,ℓ,ρ
. The main result of this section
ensures that, given colour frequencies ρ close to their expectation ρ¯P and a sequence ℓ with frequen-
cies Pℓ close to the reference P , the assignment distribution αℓ,ρ is close to the expected unconditional
assignment distribution α¯P of the reference P with very high probability.
Proposition 7.1. Fix (Ln)n ⊆L n satisfying SPAN, GEN, VAR and SKEW, a reference distribution P ∈PL
and ε ∈ R>0. Then there exists δ, c, c ′ ∈ R>0 such that for all n ∈ Z>0, all ℓ ∈Ln with Pℓ ∈Bδ(P), and all
ρ ∈Bδ(ρ¯P ) in the support of ρℓ we have
P
[
∆A(αℓ,ρ , α¯P )≥ ε
]
≤ c ′exp(−cn).
The proof of Proposition 7.1 builds intuition for the construction in Section 5, in particular for the
distributions µp,ℓ.
7.1. Proof strategy. Consider the specified (Ln)n , P and ε fixed in the remainder. Further, for given
εp ∈R>0 let P ∗ = {p ∈P ([q]) : minω∈[q] p(ω)≥ εp} and for ℓ ∈Ln let P ∗ℓ be the set of distributions p ∈P ∗
with ρ¯p,ℓ in the support of ρℓ. Our first result is a corollary to Proposition 6.5.
Fact 7.2. For fixed εp ∈R>0 and uniformly over all ℓ ∈Ln and p ∈P ∗ℓ we have
P[ρp,ℓ = ρ¯p,ℓ]=Θ
(p
n
−(q−1))
.
The proof is postponed to Section 7.2. The next result deals with the unconditional case for the ad-
justed measures.
Lemma 7.3. There exist constants δ, c, c ′ ∈ R>0 such that for all n ∈Z>0, all ℓ ∈Ln with Pℓ ∈Bδ(P) and
all p ∈P ∗ we have
P
[
∆A
(
αp,ℓ, α¯p,ℓ
)
≥ ε
]
≤ c ′exp(−cn).
The proof is postponed to Section 7.3. Combining Fact 7.2 and Lemma 7.3 allows to derive bounds for
the conditional probability, still for the adjustedmeasures. For this purpose let ℓ ∈Ln and p ∈P ∗ℓ we let
χ∗
p,ℓ
=χ
p,ℓ,ρ¯p,ℓ
andα∗
p,ℓ =αχ∗p,ℓ , and further use α¯p,ℓ = α¯Pℓ,p for consistency.
Lemma 7.4. For all εp ∈ R>0 there exist constants δ, c, c ′ ∈ R>0 such that for all n ∈ Z>0, ℓ ∈ Ln with
Pℓ ∈Bδ(P) and all p ∈P ∗ℓ we have
P
[
∆A(α
∗
p,ℓ, α¯p,ℓ)≥ ε
]
≤ c ′exp(−cn).
The proof is postponed to Section 7.4. Finally, the following fact justifies the discussion of the adjusted
measures.
Fact 7.5. For all n ∈Z>0, ℓ ∈Ln and p ∈P ∗ℓ the assignmentsαℓ,ρ¯p,ℓ andα∗p,ℓ have the same law.
38
The proof is postponed to Section 7.5. Lemma 7.4 combined with Fact 7.5 yielsd concentration results
for the assignment distributions given their colour frequencies ρ¯p,ℓ. Hence, the only part left to show is
that the local concentration points α¯p,ℓ are close to the reference α¯P if Pℓ is close to P and p is close to
u[q]. The details are presented in Section 7.6.
7.2. Proof of Fact 7.2. By construction we satisfy the assumptions of Proposition 6.5. But as thoroughly
discussed e.g. in Section 6 we also have E[dℓ], det(Σℓ,p)=Θ(1) uniformly in ℓ ∈Ln which completes the
proof. Notice that π ∈P ∗∩Pℓ suffices to show this result, since Proposition 6.5 then implies that ρ¯p,ℓ is
in the support of ρℓ for sufficiently large n.
7.3. Proof of Lemma 7.3. We consider εp fixed throughout this section. Further, fix εf, δ ∈ (0,1), n ∈Z>0,
ℓ ∈Ln with Pℓ ∈Bδ(P) and p ∈P ∗. Further let
L− = {ℓ ∈L :P[ℓP = ℓ]< εf}, L+ =L \L−
denote the partition into measures of low frequency and high frequency respectively. Notice that |L+| ∈
Z>0 for εf sufficiently small and let dmax =max{dℓ : ℓ ∈L+}. With ∆=∆A we consider the corresponding
split
∆
(
αp,ℓ, α¯p,ℓ
)
=∆−
(
αp,ℓ, α¯p,ℓ
)
+∆+
(
αp,ℓ, α¯p,ℓ
)
,
∆±
(
αp,ℓ, α¯p,ℓ
)
=
∑
ℓ∈L±,χ∈Xℓ
(dℓ+1)
∣∣αp,ℓ(ℓ,χ)− α¯p,ℓ(ℓ,χ)∣∣ .
Recall thatαp,ℓ|1 = α¯p,ℓ|1 = Pℓ, so withαp,ℓ,ℓ ∈P (Xℓ) given byαp,ℓ,ℓ(χ)=αp,ℓ(ℓ,χ)/Pℓ(ℓ) for χ ∈Xℓ and
ℓ in the support of Pℓ denoting the law conditional to ℓℓ = ℓwe have
∆±
(
αp,ℓ, α¯p,ℓ
)
=
∑
ℓ∈L±
Pℓ(ℓ)(dℓ+1)
∥∥αp,ℓ,ℓ−µℓ∥∥1 .
Since we can uniformly bound the norm and Pℓ ∈Bδ(P) we obtain
∆−
(
αp,ℓ, α¯p,ℓ
)
≤ 2
∑
ℓ∈L−
Pℓ(ℓ)(dℓ+1)< 2
∑
ℓ∈L−
P(ℓ)(dℓ+1)+2δ.
Since P ∈ PL has a finite first moment the latter expectation tends to 0 for εf → 0, so for εf sufficiently
small and δ= εf/2 we have ∆−
(
αp,ℓ, α¯p,ℓ
)
≤ ε/2 almost surely and thereby
p =P
[
∆
(
αp,ℓ, α¯p,ℓ
)
≥ ε
]
≤P
[
∆+
(
αp,ℓ, α¯p,ℓ
)
≥ ε/2
]
=P
[
∆+
(
αp,ℓ, α¯p,ℓ
)
≥ p+cε
]
with c = (2p+)−1 and p+ = P[ℓℓ ∈L+]. Writing both sides of ∆+
(
αp,ℓ, α¯p,ℓ
)
≥ p+cε as expectations with
respect to ℓℓ yields
p ≤
∑
ℓ∈L+
P
[
(dℓ+1)
∥∥αp,ℓ,ℓ−µp,ℓ∥∥1 ≥ cε
]
≤
∑
ℓ∈L+
P
[∥∥αp,ℓ,ℓ−µp,ℓ∥∥1 ≥ c ′ε
]
with c ′ = c/(dmax + 1) and where we notice that Pℓ(ℓ) > P(ℓ)−δ ≥ εf/2 for all ℓ ∈ L+ in the support
of ℓℓ. Recall that for all χ ∈Xℓ the frequency αp,ℓ,ℓ(χ) is a sum of Pℓ(ℓ)n i.i.d. random variables with
expectation µp,ℓ(χ), so Hoeffding’s inequality for ε
′ ∈R≥0 yields
P
[∣∣αp,ℓ,ℓ(χ)−µp,ℓ(χ)∣∣≥ ε′]≤ 2exp(−2ε′2Pℓ(ℓ)n)≤ 2exp(−εfε′2n) .
Standard arguments yield a bound for the ‖ ·‖∞ norm and further
P
[∥∥αp,ℓ,ℓ−µp,ℓ∥∥1 ≥ ε′
]
≤ 2qdmax exp
(
− εf
q2dmax
ε′2n
)
.
This uniform bounds directly implies
p ≤ 2|L+|qdmax exp
(
− εfc
′2
q2dmax
ε2n
)
and thereby completes the proof. Finally, notice that p ∈P ∗ was not required.
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7.4. Proof of Lemma 7.4. For fixed εp ∈R>0 and with Fact 7.2 we obtain c ∈R>0 and such that
P
[
∆A(α
∗
p,ℓ, α¯p,ℓ)≥ ε
]
≤ cpnq−1P
[
∆A(αp,ℓ, α¯p,ℓ)≥ ε
]
for all sufficiently large n, ℓ ∈Ln and p ∈P ∗ℓ . Now, we summon Lemma 7.3 to obtain δ, c1, c2 such that
for all ℓ ∈Ln with Pℓ ∈Bδ(P) and p ∈P ∗ℓ we have
P
[
∆A(α
∗
p,ℓ, α¯p,ℓ)≥ ε
]
≤ cc1
p
n
q−1
exp(−c2n)= exp
(
−
(
c2−n−1 log
(
cc1
p
n
q−1))
n
)
.
Hence, we fix a constant c ∈ (0,c2) and n∗ sufficiently large such that for all n ∈ Z≥n∗ the leading coeffi-
cient in the exponent exceeds c , so for all ℓ ∈Ln with Pℓ ∈Bδ(P) and p ∈P ∗ℓ we have
P
[
∆A(α
∗
p,ℓ, α¯p,ℓ)≥ ε
]
≤ exp(−cn) .
Finally, we set c ′ = exp(cn∗) which ensures that c ′ exp(−cn) ≥ 1 for all n < n∗ and hence the assertion
holds.
7.5. Proof of Fact 7.5. For assignments χ with ρχ = ρ¯p,ℓ, using Lemma 6.4 and ρ = ρ¯p,ℓ we have
P
[
χ
ℓ,ρ
= χ
]
=
P[χ
ℓ
=χ]
P[ρℓ = ρ]
=
exp
(
−nE
[
DKL
(
µp,ℓℓ‖µℓℓ
)])
P[χ
p,ℓ
= χ]
exp
(
−nE
[
DKL
(
µp,ℓℓ‖µℓℓ
)])
P[ρp,ℓ =ρ]
=P
[
χ∗
p,ℓ
= χ
]
,
which directly translates to the distributions and thereby completes the proof.
7.6. Proof of Proposition 7.1. Fix suitable (Ln)n , P and ε. Further, fix some small εp ∈ (0,1) and let
η = ι−1. Since η is continuous due to Proposition 5.3, the preimage η−1(Bεp(u[q])) is open and (P, ρ¯P ) ∈
η−1(Bεp(u[q])) sinceη(P, ρ¯P )= u[q]. From thisweobtainδ1 ∈R>0 such thatBδ1(P)×Bδ1 (ρ¯P )⊆ η−1(Bεp(u[q])).
With Lemma 7.4 we obtain δ2, c , c
′ such that for all n ∈ Z>0, all ℓ ∈ Ln with Pℓ ∈ Bδ2(P) and all
p ∈Bεp(u[q]) with ρ¯p,ℓ in the support of ρℓ we have
P
[
∆A(α
∗
p,ℓ, α¯p,ℓ)≥ ε
]
≤ c ′exp(−cn) .
Using Fact 7.5 and ρ = ρ¯p,ℓ immediately yields
P
[
∆A(αℓ,ρ, α¯p,ℓ)≥ ε
]
≤ c ′exp(−cn) .
Now, let δ=min(δ1,δ2), n ∈Z>0, ℓ ∈Ln with Pℓ ∈Bδ(P) and ρ ∈Bδ(ρ¯P ) in the support ρℓ. By the above
we have p= η(Pℓ,ρ)∈Bεp(u[q]) and further with Pℓ ∈Bδ(P) we obtain
P
[
∆A(αℓ,ρ, α¯p,ℓ)≥ ε
]
≤ c ′exp(−cn) .
Now, we’re left to show that the conditional assignment distribution expectations α¯p,ℓ are close to the
unconditional expectation α¯P . For this purpose notice that by using the triangle inequality and normal-
ization of µp,ℓ we have
∆A(α¯p,ℓ, α¯P )=
∑
ℓ,χ
(dℓ+1)
∣∣Pℓ(ℓ)µp,ℓ(χ)−P(ℓ)µℓ(χ)∣∣≤∆L(Pℓ,P)+∑
ℓ
P(ℓ)(dℓ+1)‖µp,ℓ−µℓ‖1.
For L ∗ ⊆L sufficiently large (but still finite) we use the uniform bounds for the norm on the L \L ∗
contribution to the expectation and an upper bound dcap ∈ R>0 for the degrees of L ∗. Further, since
p 7→ (µp,ℓ)ℓ∈L ∗ is continuous with u[q] 7→ (µℓ)ℓ∈L ∗ we can also control the norm on L ∗ and thereby find
δ ∈R>0 such that for all ℓ ∈Ln with Pℓ ∈Bδ(P) and p ∈Bδ(u[q]) we have
∆A(α¯p,ℓ, α¯P )≤ δ+2E
[
(dP +1)1{ℓP 6∈L ∗}
]
+ (dcap+1)E
[
1{ℓP ∈L ∗}‖µp,ℓP −µℓP ‖1
]
< 1
3
ε+ 1
3
ε+ 1
3
ε= ε.
Finally, we combine the two arguments to obtain the result as follows. First, choose δ1 ∈ (0,1) sufficiently
small such that ∆A(α¯p,ℓ, α¯P )< ε/2 for all p ∈Bδ1(u[q]) and ℓ ∈Ln with Pℓ ∈Bδ1(P). Further, for ε/2 and
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εp = δ1 the first argument provides δ2, c , c ′ such that for all n ∈ Z>0, ℓ ∈ Ln with Pℓ ∈ Bδ2(P) and all
ρ ∈Bδ2(ρ¯P ) in the support of ρℓ we have p= η(Pℓ,ρ)∈Bδ1(u[q]) and
P
[
∆A(αℓ,ρ, α¯p,ℓ)≥ ε/2
]
≤ c ′ exp(−cn) .
Now, let δ=min(δ1,δ2). Then for all n ∈Z>0, all ℓ ∈Ln with Pℓ ∈Bδ(P) and all ρ ∈Bδ(ρ¯P ) in the support
of ρℓ we have p = η(Pℓ,ρ) ∈ Bδ1(u[q]), which gives ∆A(α¯p,ℓ, α¯P ) < ε/2, so using the triangle inequality
∆A(αℓ,ρ, α¯P )≥ ε implies ∆A(αℓ,ρ, α¯p,ℓ)≥ ε/2 and thereby
P
[
∆A(αℓ,ρ, α¯P )≥ ε
]
≤P
[
∆A(αℓ,ρ, α¯p,ℓ)≥ ε/2
]
≤ c ′ exp(−cn).
8. DEGREE DISTRIBUTIONS
Recall the degree distributions introduced in Section 2.1, let d¯ = E[d ], k¯ = E[k], m¯n = d¯n/k¯, t∗n =
(m, (d i )i∈[n], (k i )i∈[m]) and T ∗n denote the support of t
∗
n . For t ∈T ∗n we use t = (mt ,dt ,kt ) to specify the
components. Further, let En denote the event
n∑
i=1
d i =
m∑
i=1
k i
and N the values of n with P[En]> 0. Finally, for n ∈N let tn = (t∗n |En) denote the degree sequences for
which G is well-defined and Tn the support of tn .
Let εdeg be such thatDEG holds, furtherα= 2+εdeg andPdeg = {p ∈P (Z≥0) : E[xαp ] ∈R≥0} with xp ∼ p .
Notice that the map
∆(p,p ′)=
∑
x
x|p ′(x)−p(x)|+
∣∣∣E[x2p]−E[x2p′]
∣∣∣+ ∣∣∣E[xαp]−E[xαp′]
∣∣∣
with p , p ′ ∈ Pdeg defines a metric on Pdeg. This metric induces a metric on the product space Trel =
R≥0×P 2deg given by
∆(τ,τ′)= |τr−τ′r|+∆(τv,τ′v)+∆(τf,τ′f)
for τ = (τr,τv,τf), τ′ = (τ′r,τ′v,τ′f) ∈Trel. With pd, pk denoting the laws of d and k respectively we notice
that τ∗ = (d¯/k¯ ,pd,pk) ∈Trel. For n ∈Z>0 and t ∈T ∗n we let τ(t )= (mt/n,pd,t ,pk,t ) ∈Trel with pd,t denot-
ing the relative frequencies of the degrees on the variable side, or equivalently the law of d t = dt ,i with
i uniform on [n], and pk,t denoting the relative frequencies of the degrees on the factor side, or equiva-
lently the law of k t = kt ,at with at uniform on [mt ]. For the casemt = 0 we let pk,t be the one-point mass
on 0. Notice that for given n ∈N and t ∈Tn the numbermt ∈Z≥0 of factorsmay still be arbitrarily large.
We say that a sequence fn :Tn →R, n ∈N , is sublinear in the number of factors if there exists a constant
c ∈R>0 such that | fn(t )| ≤ c +cmt/n for all t ∈Tn and n ∈N .
Proposition 8.1. Assume that DEG holds. Then there exists rn ∈ R>0 with rn = o(1) such that for all se-
quences fn :Tn →R, n ∈N , that are sublinear in the number of factors we have
E[ fn(tn)]= E[ fn(tn)1{τ(tn)∈Brn (τ∗)}]+o(1)= E[ fn(tn)|τ(tn) ∈Brn (τ∗)]+o(1).
As a byproduct of the proof we will see that |N | = ∞, so taking limits is reasonable. Using Proposi-
tion 8.1 we consider rn fixed and use T
◦
n to denote the typical valid degree sequences, i.e. valid degree
sequences t ∈Tn with τ(t ) ∈Brn (τ∗). In particular, we are free to choose rn such that uniform bounds
on the various quantities are enforced, e.g. d¯
2k¯
≤mt/n ≤ 3d¯2k¯ by choosing rn ≤
d¯
2k¯
for all n ∈N , uniform
lower bounds for the point probabilities in finite subsets of the supports D, K of d , k , bounds on the
moments and so on. Details on further implications can be found in Section 8.6.
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8.1. Proof strategy. Themain ingredient to the proof of Proposition 8.1 is the following result.
Proposition 8.2. Assume thatDEG holds. Then there exists rn = o(1) such that τ(tn) ∈Brn (τ∗) with high
probability.
We split the proof of Proposition 8.2 into three parts. In the first part we determine the order of the
probability that t∗n ∈Tn and show that |N | =∞.
Lemma 8.3. Assume thatDEG holds. Then we have P[t∗n ∈Tn]=Θ(
p
n
−1
).
Notice that the proof only requires existence of the second moments. Next, we show that τ(t∗n) is
typically close to τ∗.
Lemma 8.4. Assume that DEG holds. Then there exists rn = o(1) such that τ(t∗n) ∈ Brn (τ∗) with high
probability.
We then use a fairly general argument to show how Proposition 8.2 is immediately implied by Lemma
8.3 and Lemma 8.4. Finally, we derive Proposition 8.1 from Proposition 8.2.
8.2. Proof of Lemma 8.3. The relevant quantities for the proof are the total variable degree d tot,n , n ∈
Z≥0, the total factor degree k tot,m ,m ∈Z≥0, and the number of factors mn = Po(m¯n ), i.e.
d tot,n =
∑
i∈[n]
d i , k tot,m =
∑
a∈[m]
ka , m
′
n =
∑
i∈[n]
m′i
with m′
i
∼ Po(d¯/k¯), i ∈Z>0, independent of anything else, hence mn ∼m′n by the properties of the Pois-
son distribution. Hence, all relevant quantities are sums of i.i.d. non-negative integer random variables
with slightly more than the second moment, which allows to treat them simultaneously using Theorem
3.5.2 in [24] and the discussion prior to the Theorem.
In particular, we need to distinguish four cases depending on whether or not d and k are degenerate.
To be thorough, notice that D \ {0} 6= ; and K \ {0} 6= ; since d¯ ∈ R>0 and k¯ ∈ R>0. Hence, we have
P[d = d¯] = 1 with d¯ ∈ Z>0 if d is degenerate, and otherwise P[d ∈ d∗+hdZ] = 1 for some d∗ ∈ D and
hd ∈ Z>0 denoting the span of d as introduced in Section 3.5 of [24]. In the latter case we say that d is
lattice. Obviously, the same holds for k , while Po(d¯/k¯) is always lattice with span 1.
In order to treat the random variables above simultaneously we let x ∈ Z≥0 with x¯ = E[x] ∈ R>0 and
σ2 = Var(x) ∈ R≥0. Further, for n ∈ Z>0 we let sn =
∑
i∈[n] x i with x i ∼ x , i ∈ Z>0, being i.i.d. random
variables. If x is degenerate thenwe haveP[x = x¯]= 1 with x¯ ∈Z>0 and furtherP[sn = x¯n]= 1 for n ∈Z>0.
Otherwise, we have P[x ∈ x∗+hZ]= 1 with x∗ ∈Z≥0 such that P[x = x∗] ∈ (0,1) and h being the span of
x . In this case, as discussed in [24], we have P[sn ∈Ln]= 1 with Ln = x∗n+hZ, and the following local
limit theorem.
Theorem 8.5. For x lattice with finite variance and the notions introduced above we have
lim
n→∞ sups∈Ln
∣∣∣∣
p
n
h
P[sn = s]−φn(s)
∣∣∣∣= 0,
φn(s)=
1p
2πσ2
exp
(
−
v2n,s
2σ2
)
, vn,s =
1p
n
(s− x¯n), s ∈R≥0.
As we will see in the following, Theorem 8.5 has immediate consequences for the distribution of sn
that facilitate the proof of Lemma 8.3. Now, we are ready for the discussion of the four cases.
First, assume that we are in the biregular case, i.e. both d and k are degenerate. Then d tot,n = d¯n
and k tot,m = k¯m are degenerate as well, which implies that t ∈Tn iff mt = m¯n and hence |Tn | = 1. For
n ∈ k¯Z>0 we have m¯n ∈Z>0 and furtherP[t∗n ∈Tn]=P[mn = m¯n]> 0 so |N | =∞. Further, for any n ∈N
we must have m¯n ∈Z>0, and further saw that
P[t∗n ∈Tn]=P[mn = m¯n]=P[m′n = m¯n].
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Hence, we can use the local limit theorem 8.5 for m′n at m¯n , i.e. h = 1, σ2 = d¯/k¯, vm¯n = 0 and hence
φn(m¯n)= c with c =
p
2πσ2
−1 ∈R>0 which gives
P[t∗n ∈Tn]=
1p
n
(c +o(1))=Θ(pn−1).
Next, we consider the case that d is degenerate and k is lattice. Hence, we have d¯ ∈ Z>0, D = {d¯ } and
P[d tot,n = d¯n] = 1 for n ∈ Z>0, on the variable side. Further, we have P[k tot,m ∈ Lm] = 1 with Lm =
k∗m+hkZ form ∈ Z>0 on the factor side, where k∗ ∈K \ {0} and hk ∈ Z>0 denotes the span of k . Now,
for n ∈ k∗Z>0 we havem = d¯nk∗ ∈ Z>0 and hence t ∈ Tn , where t is given by mt =m, dt ,i = d¯ for i ∈ [n]
and kt ,a = k∗ for a ∈ [m], so n ∈N and hence |N | =∞. Further, for any n ∈N there exists t∗ ∈Tn , so
d¯n ∈Lmt∗ . But by definitionwe haveLm =Lmt∗ for anym ∈mt∗+hkZ, so d¯n ∈Lm . Now, fix some large
radius r ∈R>0 and let Mn be given by allm ∈mt∗+hkZwith |m−m¯n | < r
p
n. Due to the lattice structure
this gives |Mn | =Θ(
p
n). Further, notice that form ∈Mn we have φn(m)=Θ(1) uniformly since |vm | < r
in the local limit theorem for m′n , so P[m
′
n =m] =Θ(
p
n
−1
) uniformly and thereby P[m′n ∈Mn] = Θ(1).
For anym ∈Mn wehave |d¯n−k¯m| = k¯|m¯−m| < k¯r
p
n, so the required total degree d¯n is sufficiently close
to the expected total degree k¯m on the factor side. Now, since we havem =Θ(n) uniformly for allm ∈Mn
and d¯n ∈Lm , the local limit theorem for k tot,m gives P[k tot,m = d¯n]=Θ(
p
n
−1
) uniformly for allm ∈Mn .
This shows that P[t∗n ∈ Tn] = Ω(
p
n
−1
). To see that P[t∗n ∈ Tn] = O(
p
n
−1
) we only have to notice that
P[k tot,m = d¯n]=O(
p
n
−1
) uniformly for allm ∈Z≥εn for any fixed ε ∈R>0 and thatP[mn < εn]= o(
p
n
−1
)
using the well-known Poisson tails.
Now, assume that d is lattice and k is degenerate. Let d∗ ∈D \ {0} and hd ∈Z>0 denote the span of d .
Notice that for any n ∈ k¯Z>0 we havem = d∗n/k¯ ∈Z>0, so the corresponding sequences t are in Tn and
hence |N | =∞. Further, for any n ∈N we fix t∗ ∈Tn and notice that k¯mt∗ ∈Ln with Ln = d∗n+hdZ,
so k¯m ∈Ln for anym ∈mt∗ +hdZ. We repeat the previous construction with r ∈ R>0 to obtain P[m′n ∈
Mn] = Θ(1), and again for any m ∈ Mn we have |d¯n − k¯m| < k¯r
p
n. But this time, the consequence
is that P[d tot,n = k¯m] = Θ(
p
n
−1
) uniformly for all m ∈ Mn , so P[t∗n ∈ Tn] = Ω(
p
n
−1
). For the upper
bound notice that we have the uniform bound P[d tot,n = k¯m]=O(
p
n
−1
) for any choice ofm and hence
P[t∗n ∈Tn]=O(
p
n
−1
).
We turn to the final case that both d and k are lattice. Let d∗ ∈ D \ {0} and k∗ ∈ K \ {0}, further hd
and hk denote the spans as before. With n ∈ k∗Z>0 andm = d∗n/k∗ ∈Z>0 we get |N | =∞. Further, for
any n ∈N there exists t∗ ∈Tn , so Ld,n ∩Lk,mt∗ 6= ;, where Ld,n = d∗n+hdZ and Lk,m = k∗m+hkZ.
Fix s∗ ∈Ld,n ∩Lk,mt∗ , then we have s∗ ∈Ld,n ∩Lk,m for anym ∈mt∗ +hkZ since then Lk,m =Lk,mt∗ .
Hence, we are free to repeat the previous constrruction for given r to obtainMn withP[mn ∈Mn]=Θ(1).
In the next step we need to improve on s∗, so for fixedm ∈Mn we notice that we have s ∈Ld,n∩Lk,m for
any s ∈ s∗+heZ with he = gcd(hd,hk). So, for fixed and large r ′ ∈R>0 let En be given by s ∈ s∗+heZ with
|s− d¯n| < r ′pn. But then for anym ∈Mn and s ∈ En we have |s− k¯m| < r ′
p
n+ r k¯pn, so s is sufficiently
close to the expected total degree on the factor side. Now, we can summon the local limit theorem for
d tot,n to get P[d tot,n ∈ En] = Θ(1) and the local limit theorem for k tot,m to get P[k tot,m = s] = Θ(
p
n
−1
)
uniformly for all s ∈ En and m ∈ Mn . This gives P[t∗n ∈ Tn] = Ω(
p
n
−1
), while P[d tot,n = s] = O(
p
n
−1
)
uniformly gives P[t∗n ∈Tn]=O(
p
n
−1
).
43
8.3. Proof of Lemma 8.4. We split themetric into the seven individual contributions and consider them
separately. For this purpose let n ∈Z>0 and
Tr,n = {t ∈T ∗n : |mt/n− d¯/k¯| < rr,n},
Tv1,n =
{
t ∈T ∗n :
∑
d
d
∣∣pd,t (d )−pd(d )∣∣< rv1,n
}
, Tf1,n =
{
t ∈T ∗n :
∑
k
k
∣∣pk,t (k)−pk(k)∣∣< rf1,n
}
,
Tv2,n =
{
t ∈T ∗n :
∣∣E[d2t ]−E[d2]∣∣< rv2,n} , Tf2,n = {t ∈T ∗n : ∣∣E[k2t ]−E[k2]∣∣< rf2,n} ,
Tv3,n =
{
t ∈T ∗n :
∣∣E[dαt ]−E[dα]∣∣< rv3,n} , Tf3,n = {t ∈T ∗n : ∣∣E[kαt ]−E[kα]∣∣< rf3,n} ,
for some sequences of radii and with α= 2+εdeg. Sincemt∗n is Po(m¯n) we can use the standard Poisson
bounds, e.g. Theorem 2.1 with Remark 2.6 in [28], to see that t∗n ∈ Tr,n with high probability for any
rr,n =ω(
p
n
−1
) with rr,n = o(1). Further, we notice that
st = nE[d2t ]=
∑
i∈[n]
d2t ,i , so st∗n =
∑
i∈[n]
d2i
and thereby st∗n is the sum over the i.i.d. random variables d
2
i , i ∈ [n]. Hence, we use theweak law of large
numbers, e.g. Chapter 10.2 in [25], applied to 1
n
st∗n considered as the average over the i.i.d. d
2
i , i ∈ Z>0,
with finite first moment E[d2] ∈R>0 to obtain rv2,n = o(1) such that t∗n ∈Tv2,n with high probability. The
discussion of Tv3,n is completely analogous. Next, for re,n ∈R>0 consider the event
En =
{
t ∈T ∗n :
∑
d>0
∣∣pd,t (d )−pd(d )∣∣< re,n
}
.
Let α′(d ) = d−(1+ 12εdeg) for d ∈ D \ {0}. Let a =∑d α′(d ) ∈ R>0 and α = a−1α′ ∈P (D \ {0}). Then we have
E[1{d > 0}α(d )−2]= a2E[d2+εdeg] and further
P
[
t∗n 6∈ En
]
=P
[∑
d>0
|pd,t∗n (d )−pd(d )| ≥
∑
d>0
α(d )re,n
]
≤
∑
d>0
P
[
|pd,t∗n (d )−pd(d )| ≥α(d )re,n
]
≤
∑
d>0
Var(npd,t∗n (d ))(
α(d )nre,n
)2 = ∑
d>0
pd(d )(1−pd(d ))
α(d )2nr 2e,n
≤ a
2
E[d2+εdeg]
nr 2e,n
,
where we used that npd,t∗n (d ) is binomial with size n and success probability pd(d ). Hence, we can
choose any re,n =ω(
p
n
−1
) with re,n = o(1) to obtain t∗n ∈ En with high probability. Withα= 2+εdeg, re,n =
o(n−1/α), dmax,n = cnn1/α = ω(1), cn = (E[dα]+ rv3,n)1/α = Θ(1), and t ∈ En ∩Tv3,n Markov’s inequality
implies that
P[d t ≥ dmax,n]≤
E[dαt ]
dαmax,n
< E[d
α]+ rv3,n
cαnn
= 1
n
and hence P[d t ≥ dmax,n]= 0, which further yields∑
d
d |pd,t (d )−pd(d )| =
∑
d<dmax,n
d |pd,t (d )−pd(d )|+E[1{d ≥ dmax,n}d ]< dmax,nre,n+o(1)= o(1),
meaning that there exists rv1,n = o(1) such that Tv1,n ⊆ En ∩Tv3,n . This shows the existence of radii rr,n ,
rv,n = o(1) such that jointly t∗n ∈ Tr,n and pd,t∗n ∈ Brv,n (pd) with high probability. Due to symmetry we
obtain rf,m = o(1) (in the number of factors) such that pk,t∗n ∈Brf,m (pk)|mt∗n =m with high probability in
m and further uniformly in n. But since we havemt =Θ(n) for t ∈Tr,n uniformly, we obtain radii rf,n =
o(1) depending only on n by taking the supremum of rf,mt over t ∈Tr,n . With rn = rr,n+ rv,n+ rf,n = o(1)
this immediately gives τ(t∗n) ∈Brn (τ∗) with high probability.
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8.4. Proof of Proposition 8.2. Recall from the proof of Lemma 8.3 that τ(tn) = τ∗ almost surely for all
n ∈N if d , k are degenerate, i.e. the assertion holds for any choice of rn = o(1). Otherwise, let rn = o(1)
be a sequence obtained from Lemma 8.4 such that rn =ω(log(n)−1). Notice that 3rn ∈ o(1) and
P
[
τ(t∗n) ∈Brn (τ∗)
]
≤P
[
t∗n ∈Ts,n
]
≤P
[
τ(t∗n) ∈B3rn (τ∗)
]
,
t∗n ∈Ts,n iff mn/n ∈Brn (d¯/k¯),pd,n ∈Brn (pd),pk,mn ∈Brn (pk),
with pd,n = pd,t∗n denoting the relative frequencies of (d i )i∈[n], pk,m denoting the relative frequencies of
(ka)a∈[m] for given m ∈ Z≥0 and where we recall that t∗n = (mn , (d i )i∈[n], (ka)a∈[mn ]). In particular, the
above shows that all three events occur with high probability and further 3rn is also a suitable choice in
the context of Lemma 8.4. For given s andm we use the shorthands
pm(m)=P[mn =m], Pd(s)=P
[ ∑
i∈[n]
d i = s
]
, Pk(s,m)=P
[ ∑
a∈[m]
ka = s
]
,
P+d (s)=P
[ ∑
i∈[n]
d i = s,pd,n ∈Brn (pd)
]
, P+k (s,m)=P
[ ∑
a∈[m]
ka = s,pk,m ∈Brn (pk)
]
,
further P−d (s) = Pd(s)−P+d (s), P−k (s,m) = Pk(s,m)−P+k (s,m) and Mn = nBrn (d¯/k¯). Using this notation
we have
P
[
t∗n ∈Tn
]
=
∑
s,m
pm(m)Pd(s)Pk(s),
P
[
t∗n ∈Tn ∩Ts,n
]
=
∑
m∈Mn
∑
s
pm(m)P
+
d (s)P
+
k (s,m)≥P
[
t∗n ∈Tn ,mn ∈Mn
]
−Ed−Ek,
Ed =
∑
m∈Mn
∑
s
pm(m)P
−
d (s)Pk(s,m), Ek =
∑
m∈Mn
∑
s
pm(m)Pd(s)P
−
k (s,m),
wherewe exploited the dependency structure of t∗n . With the Poisson bounds used in the proof of Lemma
8.4, rn =ω(log(n)−1) and Lemma 8.3 we have
P
[
t∗n ∈Tn ,mn ∈Mn
]
=P
[
t∗n ∈Tn
]
−P
[
t∗n ∈Tn ,mn 6∈Mn
]
=P
[
t∗n ∈Tn
]
−o(pn−1)
= (1+o(1))P
[
t∗n ∈Tn
]
.
Now, assume that both d and k are lattice. With m ∈ Mn and the proof of Lemma 8.3, respectively
Theorem 8.5, notice that Pk(s,m)=O(
p
n
−1
) uniformly in s,m since k is lattice, so
Ed =O(
p
n
−1
)
∑
m∈Mn
∑
s
pm(m)P
−
d (s)=O(
p
n
−1
)P[mn ∈Mn]P
[
pd,n 6∈Brn (pd)
]
= o(pn−1)
since pd,n ∈Brn (pd) with high probability. Further, we have Pd(s)=O(
p
n
−1
) uniformly since d is lattice
and hence we obtain Ek = o(
p
n
−1
) analogously. With P(t∗n ∈Tn ∩Ts,n]≤P[t∗n ∈Tn] this gives
P[t∗n ∈Tn ∩Ts,n]= (1+o(1))P[t∗n ∈Tn]
with another application of Lemma 8.3, which shows that P[tn ∈Ts,n] = 1+o(1) and thereby P[τ(tn) ∈
B3rn (τ
∗)]= 1+o(1), establishing the assertion for the current case with 3rn .
Next, we consider the case that d is lattice and k is degenerate. Then we have pk,m = pk almost surely
for allm ∈Z>0 and hence P−k (s,m)= 0 for all s and further Ek = 0 for n sufficiently large. Further, we have
Pk(s,m)= 1{s = k¯m} and hence
Ed =
∑
m∈Mn
pm(m)P
−
d (k¯m)=O(
p
n
−1
)
∑
m∈Mn
P−d (k¯m)=O(
p
n
−1
)
∑
s
P−d (s)= o(
p
n
−1
)
using the local limit theorem for mn and pd,n ∈Brn (pd) with high probability. Following the discussion
above this yields P[τ(tn) ∈B3rn (τ∗)]= 1+o(1).
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Finally, assume thatd is degenerate and k is lattice, so in particular pd,n = pd almost surely, i.e.P−d (s)=
0 and further Ed = 0, and Pd(s)= 1{s = d¯n}, leaving us with
Ek =
∑
m∈Mn
pm(m)P
−
k (d¯n,m).
Now, let m1, m2 be i.i.d. with law Po(m¯n/2), i.e. we consider mn = m1 +m2 ∼ Po(m¯n) as derived ran-
dom variable. Analogously, we consider i.i.d. copies k1,a , k2,a with law pk and a ∈ Z>0, which allows
to consider (ka)a∈[mn ] = ((k1,a)a∈[m1], (k2,a)a∈[m2]) as derived random variables. This immediately gives
pk,mn =
m1
mn
pk1,m1 +
m2
mn
pk2,m2 and further
∆(pk,mn ,pk)≤
m1
mn
∆(pk1,m1 ,pk)+
m2
mn
∆(pk2,m2 ,pk).
Hence, in the event that pk,mn 6∈ Brn (pk) we have pk1,m1 6∈ Brn (pk) or pk2,m2 6∈ Brn (pk). Using corre-
sponding shorthands for this decomposition we first obtain
Ek =
∑
m∈Mn
∑
m1
pm1(m1)pm2(m−m1)P−k (d¯n,m)
≤
∑
m1,m2∈M2,n
pm1(m1)pm2(m2)P
−
k (d¯n,m1+m2)+o(
p
n
−1
)
with M2,n =Bnrn (m¯n/2) by using the Poisson bounds for both m1, m2 and an extension of the domain.
As discussed above this further yields
Ek ≤Ek1+Ek2+o(
p
n
−1
),
Ek1 =
∑
m∈M 22,n
pm1(m1)pm2(m2)
∑
s
P−k1(s,m1)Pk2(d¯n− s,m2),
Ek2 =
∑
m∈M 22,n
pm1(m1)pm2(m2)
∑
s
Pk1(s,m1)P
−
k2(d¯n− s,m2).
Since bothm1 andm2 are uniformly linear in n we can apply the local limit theorem to obtain
Ek1 =O(
p
n
−1
)P
[
m1 ∈M2,n ,pk1,m1 6∈Brn (pk)
]
and the corresponding result for Ek2. At this point we notice that both the assertion of Proposition 8.2
and Lemma 8.4 allow the choice of any arbitrarily flat sequence rn = o(1) and in particular such that
the assertion of Lemma 8.4 still holds with r ′n = r2n (where we may assume r2n ≤ rn without loss of
generality). Hence, the observation that the models corresponding to m1 and m2 exactly reflect the
model corresponding to mn/2 with radii r
′
n/2 = rn shows that we can choose rn such that Ek1, Ek2 =
o(
p
n
−1
) and thusEk = o(
p
n
−1
). With these error boundswe also conclude for the last case thatP[τ(tn)∈
B3rn (τ
∗)]= 1+o(1).
8.5. Proof of Proposition 8.1. Let a sequence fn :Tn →R, n ∈N , be given that is sublinear in the num-
ber of factors and let c ∈ R>0 such that | fn(t )| ≤ c + cmtn for all t ∈Tn and n ∈N . Using Proposition 8.2
we obtain rn = o(1) and let T ◦n denote the set of t ∈Tn with τ(t ) ∈Brn (τ∗). With this notation we have∣∣E[ fn(tn)1{tn 6∈T ◦n }]∣∣≤ cP[tn 6∈T ◦n ]+cE[mtnn 1{tn 6∈T ◦n }
]
≤ o(1)+ 2cm¯n
n
P[tn 6∈T ◦n ]+cE
[mtn
n
1{tn 6∈T ◦n ,mtn ≥ 2m¯n}
]
.
Using the definition of m¯n and Proposition 8.2 we notice that the second contribution is also o(1). For
the last contribution we recall the definition of tn , resolve the conditional expectation and use Lemma
8.3 for the bound Θ(
p
n
−1
) in the denominator P[t∗n ∈Tn], while the nominator can be upper bounded
by E[mnn
−11{mn ≥ 2m¯n}]. From the definition of the Poisson distribution we have E[mn1{mn =m}] =
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m¯nP[mn =m−1], so we obtain the upper bound d¯/k¯P[mn+1≥ 2m¯n] which is exponentially small using
standard Poisson bounds and hence
p
nP[mn +1≥ 2m¯n]= o(1).
8.6. Properties of typical sequences. In this section we summarize a few properties of the typical se-
quences t ∈Tn for later usage. First, notice that
‖pd,t −pd‖1 ≤ 2
∑
d>0
|pd,t (d )−pd(d )| ≤ 2∆(τ(t ),τ∗)< 2rn ,
so we can choose rn such that for any finite subset D
′ ⊆ D and sufficiently small ε ∈ (0,1) we have
pd,t (d ) ≥ ε uniformly in n, t ∈ T ◦n and d ∈ D′, further impose any absolute bound on the distance to
pd in ‖ ·‖1 as well as the degree reweighted distance∑
d
d |pd,t (d )−pd(d )|.
In particular, we also obtain convergence of the first moment since
|E[d t ]−E[d ]| ≤
∑
d
d |pd,t (d )−pd(d )| < rn .
Since we obviously have E[d2t ]→ E[d2] and E[dαt ]→ E[dα] with α= 2+εdeg uniformly, we can choose rn
to enforce uniform upper bounds E (2), E (α) ∈R>0 uniformly in n and t ∈T ◦n . As discussed in the proof of
Proposition 8.4 Markov’s inequality then implies that max{dt ,i : i ∈ [n]}≤ dmax,n with dmax,n = (E (α)n)1/α
uniformly in t ∈T ◦n , so ‖d t‖∞ ≤ cnβ almost surely for some c ∈R≥0, β ∈ (0,1/2) and uniformly in t ∈T ◦n .
Combining these gives the uniform bound
E
[
d3t
]
≤ d3−αmax,nE (α) = cnβ
with c ∈ R>0 given by the above and β = (3−α)/α ∈ (0,1/2) (if εdeg < 1 and obviously β = 0 otherwise).
Since mt ∼ m¯n uniformly for t ∈ T ◦n the discussion above directly yields corresponding results for the
factor side.
9. MUTUAL CONTIGUITY
This section is dedicated to the mutual contiguity part of Proposition 3.2. We start with the definition
of contiguity. Let two sequences pn , p
∗
n ∈P (Ωn ) for n ∈Z>0 on the same spacesΩn be given. Then (pn)n
is contiguous with respect to (p∗n)n if for every ε ∈ R>0 there exists n0 ∈ Z>0 and δ ∈ R>0 such that for
all n ∈ Z≥n0 and all events E ⊆Ωn with p∗(E ) < δ we have p(E ) < ε. If further (p∗n)n is contiguous with
respect to (pn)n then the two sequences are mutually contiguous.
The factor graph model introduced in the following has the same law as the model discussed in Sec-
tion 4.3 forΘ= 0 and a prescribed way of obtaining themeasures P . The reason for explicitly introducing
the model is to build the connection to Section 5 and Section 6 for one, and further simplifying the no-
tation for brevity. Another feature is that factor graphs are defined or all possible distribution sequences
(corresponding to degree sequences in the standard case), which is useful and required to obtain con-
centration results in the upcoming sections.
9.1. Product measure families. For k ∈ Z≥0 let Ψk = RΩ
k
>0 denote the set of functions ψ : Ω
k → R>0.
Further, fix a family (kℓ,Pℓ)ℓ∈LF with LF ⊆ Z≥0 and kℓ ∈ Z≥0, Pℓ ∈ P (Ψkℓ ) for ℓ ∈ LF. Let ψℓ ∼ Pℓ,
ψ¯ℓ = E[ψℓ], Zℓ =
∑
y ψ¯ℓ(y), ξℓ = Zℓq−kℓ and µℓ = Z−1ℓ ψ¯ℓ ∈P (Ωkℓ ) if Zℓ > 0 and the one-point mass on
the empty assignment otherwise. The family (kℓ,Pℓ)ℓ∈LF satisfies BAL’ if∑
y
µℓ(y)
∏
h∈[kℓ]
p(yh)≤ q−kℓ
for all p ∈P (Ω) and ℓ ∈LF with kℓ > 0. Further, notice that (kℓ,µℓ)ℓ∈LF satisfies SPAN and the induced
lattice L discussed in Section 6 is Zq−1 and in particular h ≡ 1. Analogous to the coupling in Section
4.3 we introduce a new index ℓ◦ ∈ Z≥0 with kℓ◦ = 1 and Pℓ◦ being the one-point mass on ψ ≡ 1, and let
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LF
◦ =LF∪ {ℓ◦}. Notice that this modification does not change the associated lattice and further SPAN
still holds.
For the sake of symmetry we also fix a family (dλ)λ∈LV withLV ⊆Z≥0 and dλ ∈Z≥0 for λ ∈LV. Further,
let νλ ∈ P (Ωdλ ) be given by νλ(ω1[dλ]) = q−1 for ω ∈ Ω and notice that (dλ,νλ)λ∈LV satisfies SPAN by
definition. In the remainder we tacitly assume that both LV and LF are non-trivial, i.e. not all degrees
are zero.
9.2. Distribution sequences. For n ∈Z>0 we let Tn denote the set of distribution sequences, i.e.
Tn =
{
(m,λ,ℓ) :m ∈Z≥0,λ ∈LVn ,ℓ ∈LFm
}
.
For t = (m,λ,ℓ) ∈ Tn we use the same shorthands as in Section 6 and Section 5, e.g. di = dλi for i ∈ [n].
Further, let Dt =
∑
i∈[n]di , Kt =
∑
i∈[m]ki ,D∗t =max(Dt ,Kt ), ∆D(t )=D∗t −Dt and ∆K(t )=D∗t −Kt denote
the total degrees and missing half-edges on both sides. We use the notions Xt and At from Section 4.3,
but introduce two setsDD(t ),DK(t ) with |DD(t )| =∆D(t ),DD(t )∩Xt =; and |DK(t )| =∆K(t ),DK(t )∩At =
;.
As indicated above and in Section 4.3 and using the shorthandm◦ =m+∆K(t ), we let t◦ = (m◦,λ,ℓ◦)
with ℓ◦ ∈ (LF◦)m+∆K(t ) given by ℓ◦[m] = ℓ and ℓi = ℓ◦ otherwise.
9.3. Factor graphs. For given n ∈ Z>0 and t = (m,λ,ℓ) ∈ Tn a factor graph G is given by a bijection
g :Xt ∪DD(t )→At ∪DK(t ) and weightsψai ∈Ψki for each factor ai ∈ Fm , i ∈ [m]. Let
F (G)= {a : (a,h)∈At ,g−1(a,h)∈Xt }
denote the subset of factors that are not connected to the dummy variables DD(t ). For σ ∈ ΩVn let
χ
t ,σ
= (σx )(x,h)∈Xt denote the assignment to the half-edges excluding dummies and further γt ,σ the cor-
responding absolute colour frequencies, i.e. γt ,σ(ω) =
∑
x,h 1{χx,h = ω} for ω ∈ Ω, and notice that these
notions do not depend on G . Further, let y
G ,σ
= y
g ,σ
∈ ΩAt∪DK(t ) be given by yG ,σ,h = χt ,σ,g−1(h) for
h ∈At ∪DK(t ) with g−1(h) ∈Xt and undefined otherwise. Finally, let ψG (σ) =
∏
a∈F (G)ψa(yG ,σ,a), with
ZG =
∑
σψG (σ) ∈R>0, µG = Z−1G ψG ∈P (ΩVn ) unchanged andσG ∼µG .
9.4. Random factor graphs. For n ∈Z>0 and t = (m,λ,ℓ) ∈Tn we obtain the null modelG t by drawing a
uniformly randombijection g :Xt∪DD(t )→At∪DK(t ) and independently drawing theweight functions
ψai from Pi . Using ψ¯t = E[ψG t ] the teacher-student scheme G∗t (σ) with ground truthσ ∈ΩVn is given by
the Radon-Nikodym derivativeψG (σ)/ψ¯t (σ) with respect toG t . Further, using Z¯t = E[ZG t ] the Nishimori
ground truth σˆt ∈ΩVn is given by P[σˆt = σ] = ψ¯t (σ)/Z¯t . Finally, we use the shorthand y∗
t
(σ) = y
G∗t (σ),σ
to denote the assignment to the factor side half-edges for a given ground truth. Notice that the models
G t , G
∗
t (σ) and G t ◦ , G
∗
t ◦(σ) are equal in that they show exactly the same behaviour and only differ in the
explicit modelling of the dummy factors in the latter case.
9.5. Typical distribution sequences. A sequence (Tn)n ⊆ Tn satisfies MC if the following holds. The
family (kℓ,Pℓ)ℓ∈LF satisfies BAL’. There exists (Ln)n ⊆LVn satisfying GEN, VAR and SKEW such that for
all n ∈Z>0 and (m,λ,ℓ) ∈ Tn we have λ∈Ln . There exists (Lm)m ⊆LFm satisfying GEN, VAR and SKEW
such that for all n ∈ Z>0 and (m,λ,ℓ) ∈ Tn we have ℓ ∈Lm . Finally, for all n ∈ Z>0 and (m,λ,ℓ) ∈ Tn we
have ∑
i∈[n]
di ≥
∑
i∈[m]
ki ,
using the conventions from Section 6, e.g. di = dλi .
Again, notice that for any sequence (Tn)n ⊆Tn satisfyingMC the sequence (T ◦n)n given by T ◦n = {t◦ : t ∈
T }, n ∈Z>0, satisfiesMC as well, and ℓ◦ spans the lattice as does any other index with non-trivial degree.
Further, notice that these assumptions ensure the existence of c ∈ (0,1) with cm ≤ Kt ≤Dt ≤ c−1n using
GEN on the factor side for the first inequality and VAR on the variable side for the last inequality, so
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m ∈O(n) uniformly for all t ∈ Tn . Using VAR on the factor side and GEN on the variable side we obtain
c ∈ (0,1) with m◦ ≥max(m,cn − c−1m) ≥ c1+c−1n, so m◦ is uniformly linear in n for all t ∈ Tn since the
arguments form ∈O(n) also apply tom◦. Letα−, α+ ∈R>0 be corresponding bounds, i.e. α− ≤m◦ ≤α+n
for all t ∈ Tn and n.
The arguments in the remainder of this section will clarify that using (T ◦n)n is not only an alternative
modelling approach, but superior to using (Tn)n . Intuitively, factors are not pruned (or missing in any
sense), but replaced by trivial factors such that the total degree imposed by the variable side is met.
Hence, for consistency we consider F ◦t = {a1, . . . ,am+∆K(t )} an extension of Fm for t = (m,λ,ℓ) ∈ Tn , let
DK(t )= {(ai ,1) :m < i ≤m+∆K(t )} and A ◦t =A ∪DK(t ).
9.6. Random distributions. In order to complete the picture recall m, mε, d , k ,ψk from the introduc-
tion and tn from Section 8. For the standard case we let LV be the support of d with dλ = λ for λ ∈LV,
i.e. there is no distinction between labels and degrees. Analogously, we let LF be the support of k with
kℓ = ℓ for ℓ ∈LF and Pℓ be the law ofψℓ. Notice thatTn =T ∗n , furtherT ◦n satisfiesMC and t◦ = t for all
t ∈Tn . Hence, compared to the discussion in Section 3.4 and Section 4.3 we slightly change themodel in
that we do not condition on suitable degree sequences, but define the factor graphs for all possible de-
gree sequences. However, as discussed in Section 3.4 (and as is evident from Section 8) the consistency
condition
n∑
i=1
d i ≥
mε∑
i=1
k i .(9.1)
is satisfied with very high probability and hence the change of the model may be considered of purely
technical nature.
For ε ∈ (0,1) we let t∗ε,n = (mε, (d i )i∈[n], (k i )i∈[mε]) be the analogue of t∗n , but contrary to tn we let tε,n =
t∗ε,n as discussed above. With τ
∗ = ((1−ε)d¯/k¯,pd,pk) and themetric∆ fromSection 8 it is immediate from
the results of Section 8 that there exists rn = o(1) such that τ(t ε,n) ∈Brn (τ∗ε ) with high probability and
Proposition 8.1 also holds for ε> 0, so we can define T ◦ε,n analogously. As discussed in Section 8 we can
choose rn such that uniform bounds hold for t = (m,d ,k) ∈ T ◦n , and in particular
∑
i∈[n]di >
∑
i∈[m]ki .
We define LV and LF as before and notice that as opposed to the boundary case ε = 0 above we now
have t◦ 6= t for all t ∈T ◦n .
The conditions imposed by T ◦n ensure that the number of factors is asymptotically equivalent to (1−
ε)d¯/k¯ and the total degrees are asymptotically equivalent to d¯n and (1−ε)d¯n on the variable and factor
side respectively, hence the absolute frequency of ℓ◦ in t◦ is asymptotically equivalent to εd¯n. Hence,
for t = (m,λ,ℓ) ∈ T ◦ε,n with t◦ = (m◦,λ,ℓ◦) the number m◦ of factors including the dummy factors is
asymptotically equivalent to (1−ε
k¯
+ε)d¯n. Further, the relative frequencies Pλ (introduced in Section 6)
converge to pd with respect to themetric∆L introduced in Section 5, and the frequencies Pℓ converge to
pk with respect to ∆L. Hence, the frequencies Pℓ◦ converge to p
◦
k ∈P (LF◦) given by p◦k(ℓ◦)= ε/(ε+ (1−
ε)/k¯) and p◦k(ℓ)= (1−p◦k(ℓ◦))pk(ℓ) otherwise.
In a nutshell, the arguments above stress the fact that we always only consider factor graphswhere the
total degrees of the variable side and of the factor side are equal, a change of perspective that is essential
for the upcoming sections.
9.7. Mutual contiguity. Mutual contiguity of σ∗ and σˆt uniformly over t ∈ Tn follows with standard
arguments from the following proposition. Further implications are discussed in Section 9.12 Finally, in
Section 9.13 we will briefly discuss why these results are entirely invariant to pinning.
Proposition 9.1. For all sequences (Tn)n ⊆Tn satisfyingMC and ε ∈ (0,1) there exist c ∈ (0,1), r ∈R>0 and
n0 ∈ Z>0 such that for all n ∈ Z≥n0 , all t ∈ Tn , all σ ∈ Et , with Et = {σ ∈ΩVn : ‖γt ,σ−DtuΩ‖2 < r
p
n}, we
have P[σ∗ ∈ Et ], P[σG∗t (σ∗) ∈ Et ], P[σˆt ∈ Et ]> 1−ε and c <P[σ∗ =σ]/P[σˆt =σ]< c−1 .
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From now on we consider (Tn)n ⊆ Tn satisfying MC fixed. In order to show Proposition 9.1 we first
determine the asymptotics of the normalization constant of σˆt , i.e. the first moment Z¯t = E[ZG t ].
Proposition 9.2. Uniformly for t = (m,λ,ℓ) ∈ Tn we have Z¯t =Θ(Z∗t )with Z∗t = qn
∏
i∈[m] ξi .
From the proof of Proposition 9.2 we directly obtain tail bounds and a local limit theorem for the
colour frequencies of σˆt . For brevity let ρˆt = 1Dt γt ,σˆt ∈P (Ω) denote the random relative color frequen-
cies on the half-edges under σˆt . Recall from Section 6 that we have P[ρˆt ∈Rt ] = 1 for t = (m,λ,ℓ) ∈ Tn
and n ∈Z>0, whereRt =Rλ is the set induced by the lattice L obtained from (dλ,νλ)λ∈LV .
Proposition 9.3. There exist constants c, c ′ ∈R>0 such that for all n ∈Z>0, t ∈ Tn and r ∈R≥0 we have
P[‖ρˆt −uΩ‖2 ≥ r ]≤ c ′exp(−cr 2n).
In the following we may use the notions for t = (m,λ,ℓ) ∈ Tn implied by the notions introduced in
Section 5 and Section 6 without explicitly introducing them, e.g.λt =λλ, ℓt = ℓℓ for the random indices
and d t = dλ, k t = kℓ for the random degrees. In addition, let ΣV,t = Σλ, ΣF,t = Σℓ◦ as introduced in
Section 6 and notice that Σℓ◦ 6= Σℓ in general. Further, let ΣE,t = E[d t ]
E[d 2t ]
ΣV,t and let Σt be given by Σ
−1
t =
Σ−1V,t +Σ−1F,t −Σ−1E,t . Let h = gcd{dλ : λ ∈LV} denote the greatest common divisor of the attainable variable
side degrees.
Proposition 9.4. For rn =Θ(
√
log(n)/n), uniformly in t ∈ Tn and ρ ∈Rt ∩Brn (uΩ)we have
P[ρˆt = ρ]= (1+o(1))
hq−1
p
Dt
q−1φt
(√
Dt (ρ−uΩ)[q−1]
)
,
where φt denotes the density of N (0[q−1],Σt ) and Σt . Further, Σ−1t is positive definite and ‖Σt‖2, ‖Σ−1t ‖2 =
Θ(1) uniformly in t ∈ Tn .
This local limit theorem for ρˆt with the local limit theorem for ρ
∗
t = 1Dt γt ,σ∗ ∈Rt from Section 6 and
the tail bounds above is sufficient to derive Proposition 9.1.
9.8. Proof of Proposition 9.2. Fix parameters εgen, E
(2) and E (3)n to satisfy the assumptions GEN, VAR
and SKEW jointly for the variable and factor side, this means in particular that E (3)n ∈ o(
√
log(n)3/n) is
a uniform third moment bound for the variable side distribution sequences in n and also for all factor
side sequences t◦, withm◦ ranging from α−n to α+n.
For t ∈ Tn and ρ in the support of ρˆt we have
( Dt
Dtρ
)∏
ωρ(ω)
Dtρ(ω) ≥
(Dt+q−1
q−1
)−1
, i.e. the maximal prob-
ability of the multinomial is at least the uniform. Hence, the uniform bounds on E[d t ] for t ∈ Tn yield a
uniform lower bound
( Dt
Dtρ
)∏
ωρ(ω)
Dtρ(ω) =Ω(n−(q−1)). With Proposition 6.1 we have
P[‖ρ∗t −uΩ‖2 ≥ r ]≤ c ′exp(−cr 2n)
for all n ∈ Z>0, t ∈ Tn and r ∈ R≥0. For t = (m,λ,ℓ) ∈ Tn , with m◦ =m +∆K(t ), γy denoting the colour
frequencies of y ∈ΩA ◦t and using arguments analogous to Section 4.3 this yields
Z¯t
Z∗t
=
∑
σ
qDt
qn
( Dt
γt ,σ
)∑
y
1{γy = γt ,σ}
∏
i∈[m◦]
µi (yai )= rt ,++ rt ,−,
rt ,+ =
∑
γ∈Bn
P[γt ,σ∗ =γ]P[γy∗
t
= γ](Dt
γ
)
q−Dt
,
rt ,− = qDt
∑
γ 6∈Bn
P[γt ,σ∗ = γ](Dt
γ
) ∑
y
1{γy = γ}
∏
i∈[m◦]
µi (yai ),
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with Bn =DtBrn (uΩ) and y∗t ∼
⊗
i∈[m◦]µi . For rt ,−, using ργ =D−1t γ and BAL’we get
rt ,− = qDt
∑
γ 6∈Bn
P[γt ,σ∗ = γ](Dt
γ
)∏
ωργ(ω)γ(ω)
∑
y
1{γy = γ}
∏
i∈[m◦]
(
µi (yai )
∏
h∈[ki ]
ργ(yai ,h)
)
≤ qDt
∑
γ 6∈Bn
P[γt ,σ∗ = γ](Dt
γ
)∏
ωργ(ω)γ(ω)
∑
y
∏
i∈[m◦]
(
µi (yai )
∏
h∈[ki ]
ργ(yai ,h)
)
≤
∑
γ 6∈Bn
P[γt ,σ∗ = γ](Dt
γ
)∏
ωργ(ω)γ(ω)
=O(nqP[γt ,σ∗ 6∈Bn])=O(nq exp(−cr 2nn))
uniformly in t ∈ Tn . Hence, for any a ∈R>0, all c∗ ∈R>0 large enough andwith rn = c∗
√
log(n)/n we have
rt ,− = o(n−a). This completes the discussion of the tails.
Next, we turn to the asymptotics of rt ,+. Preparing the application of the local limit theorem 6.3 and
the large deviation result 6.2 jointly for the variable side and the factor side, we proceed with care. First,
recall the existence of sequences satisfying MC that cover λ and ℓ◦ respectively for all t = (m,λ,ℓ) ∈ Tn
and n ∈ Z>0. Further, we fix a sequence Rm◦ =Θ(
√
log(m◦)/m◦), with asymptotics in m◦, for the factor
side and sufficiently large such that Bn ⊆BRm◦ (uΩ) for all sufficiently large n and uniformly in m◦ for
t ∈ Tn . Further,we fix a compact setP ∗ ⊆P ◦(Ω), coveringP ◦(Ω) but for a small residue at the boundary.
As discussed in the proof of theorem 6.3 using the first order approximation of the homeomorphism
ι from Section 5, we eventually have ι−1
λ
(Bn) ⊆ P ∗ and ι−1ℓ◦ (Bn) ⊆ P
∗ for all t ∈ Tn and n sufficiently
large. Now, we first use the large deviation result 6.2 with the uniform error bounds. Recalling that
E[k t ◦]m
◦ =Kt ◦ =Dt , using the notions from Section 6, further for t = (m,λ,ℓ) ∈ Tn , γ ∈Bn in the support
of γt ,σ∗ and with ρ =D−1t γ, p= ι−1λ (ρ), p′ = ι−1ℓ◦ (ρ) we have
rt ,+ =

1+O

E (3)n
√
log(n)3
n



 ∑
γ∈Bn
Wt (γ),
Wt (γ)=
WV,t (γ)WF,t (γ)
WE,t (γ)
= h
q−1√
D
q−1
t
exp(−Dtαt (γ))p
2π
q−1√
qq det(Σλ,pΣℓ◦,p′)
αt (γ)=αv,t (γ)+αf,t (γ)−αe(γ)
WV,t (γ)=
hq−1√
D
q−1
t
exp
(
−Dtαv,t (γ)
)
p
2π
q−1√
det(Σλ,p)
, αv,t (γ)=
1
E[d t ◦]
E[DKL
(
νp,λt◦ ‖νλt◦
)
]
WF,t (γ)=
1√
D
q−1
t
exp
(
−Dtαf,t (γ)
)
p
2π
q−1√
det(Σℓ◦,p′)
, αf,t (γ)=
1
E[k t ◦]
E[DKL
(
µp′,ℓt◦ ‖µℓt◦
)
]
WE,t (γ)=
1√
D
q−1
t
exp
(
−Dtαe(γ)
)
p
2π
q−1√
q−q
, αe(γ)=DKL
(
ρ‖uΩ
)
,
Using BAL’ we notice that for all ℓ ∈LF◦ and p ∈P (Ωkℓ ) we have µℓ|∗ = uΩ, obtained from the fact that
uΩ is a maximizer of p 7→
∑
y µℓ(y)
∏
h p(yh), hence a stationary point, and taking the first derivatives.
Further, using p∗ = p|∗, we have
DKL
(
p‖µℓ
)
=DKL
(
p‖µp∗,kℓ
)
+ log
(
q−kℓ
Zp∗,kℓ
)
+kℓ log(q)−H
(
p‖p⊗k∗
)
=DKL
(
p‖µp∗,kℓ
)
++ log
(
q−kℓ
Zp∗,kℓ
)
+kℓDKL
(
p∗‖uΩ
)
≥ kℓDKL
(
p∗‖uΩ
)
.
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With this result, the convexity of the relative entropy under ℓˆt ◦ = ℓPˆℓ◦ from Section 5, i.e. for ℓ ∈ LF
◦
given by P[ℓˆt ◦ = ℓ]= kℓE[k t◦ ]P[ℓt ◦ = ℓ], and the fact that ρ = E[µp′,ℓˆt◦ |∗] we obtain
αf,t (γ)≥
1
E[k t ◦]
E[k t ◦DKL
(
µp′,ℓt◦ |∗‖uΩ
)
]≥αe(γ)
Since we further have αf,t (DtuΩ)−αe(DtuΩ) = 0 as discussed in Section 6 (notice that ιℓ◦(uΩ) = uΩ by
BAL’), this implies that the Hessian Ht of ft (ρ[q−1]) = αf,t (γ)−αe(γ) at ρ = uΩ is positive semi-definite.
With B and composing the Hessians from the proof of Proposition 6.3 we have the Hessian Σ−1E,t = qB tB
(not depending on t ) for the latter contribution andΣ−1F,t for the former, soHt =Σ−1F,t−Σ−1E,t . Now, we follow
the proof of Proposition 6.3 to obtain
Dtαt (γ)=
1
2
v tΣ−1t v +O

E (3)n
√
log(n)3
n

 , v =√Dt−1(γ−DtuΩ)[q−1].
The fact that Σ−1t =Σ−1V,t +Ht shows that Σ−1t is positive definite with ‖Σt‖2 ≤ ‖ΣV,t‖2 =O(1) uniformly in
t . Further, since Σ−1E,t = qI[q−1]+q1[q−1]1t[q−1] is positive definite with eigenvalues q , q2 (and determinant
qq ) we get ‖Σ−1t ‖2 ≤ ‖Σ−1V,t‖2+‖Σ−1F,t‖2 =O(1) uniformly in t , which yields ‖Σt‖2, ‖Σ−1t ‖2 =Θ(1) uniformly
in t . UsingΣV,t = E[d
2
t ]
E[d t ]
ΣE,t , we obtain det(ΣV,t )= (E[d2t ]/E[d t ])q−1qq . Following the proof we can take the
asymptotics of the determinants to get
rt ,+ =

1+O

E (3)n
√
log(n)3
n



 ∑
γ∈Bn
Wt (γ),
Wt (γ)= r ∗t
hq−1
p
Dt
q−1
exp
(
−12v tΣ−1t v
)
√
(2π)q−1det(Σt )
, r ∗t =
√√√√det
(
E[d t ]
E[d2t ]
ΣtΣ
−1
F,t
)
,
and notice that r ∗t =Θ(1) uniformly since all eigenvalues of both matrices and the second moment are
uniformly Θ(1). Recall that γ[q−1] sits on a lattice of lengths h in all dimensions, hence v is on a lattice
with lengths h
p
Dt
−1
in all dimensions. Using the uniform bounds on the eigenvalues of Σt we can
approximate the Riemann sum by an integral over a growing domain of radius c∗
√
log(n) (in 1⊥[q] with
the 2-norm), hence the error is of order O(
√
log(n)/n), i.e. negligible. Choosing c∗ sufficiently large
ensures that the extension of the domain comes at a negligible cost, say
p
n
−1
, hence we have
Z¯t
Z∗t
=

1+O

E (3)n
√
log(n)3
n



r ∗t =Θ(1),
uniformly in t ∈ Tn . The constant r ∗t is of interest in its own right and provides further insights, but in
this context we only need the uniform bounds.
9.9. Proof of Proposition 9.3. First, notice that the discussion in Section 9.2 directly translates to ρˆt
since
P[ρˆt = ρ]=
Z∗t
Z¯t
P[γt ,σ∗ =Dtρ]P[γy∗
t
=γ]( Dt
Dtρ
)
q−Dt
=

1+O

E (3)n
√
log(n)3
n



r ∗−1t P[γt ,σ∗ =Dtρ]P[γy∗t = γ]( Dt
Dtρ
)
q−Dt
uniformly in ρ ∈Rt and t ∈ T ◦n . Analogously to the bounds derived for r−,t and with the relative error
bounds above we find c , c ′ ∈ R>0 such that P[‖ρˆt −uΩ‖2 ≥ r ] ≤ c ′nq exp(−cr 2n) for all sufficiently large
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n, t ∈ Tn and r ∈R≥0. In particular, if r ≥ rn = log(n)/
p
n, then we can weaken c to c ′′ ∈ (0,c) to maintain
the bound since
q log(q)
c log(n)2 = o(1). For r < rn we can use the discussion of r+,t with uniform bounds on
the smallest eigenvalue which is ensured to be uniformly bounded away from zero, uniform bounds
on the leading coefficient and the integral approximation to obtain uniform bounds up to rn and use
the bound above on the remainder, then taking the smaller constant for the exponent and the sum of
coefficients. This completes the proof for n large. For small n ≤ n0 we notice that ‖ρˆt −uΩ‖2 ≤ 2, so if the
leading coefficient c ′ is sufficiently large and the constant c in the exponent sufficiently small, then the
right-hand side is larger than 1 for all choices of n ≤ n0 and r with P[‖ρˆt −uΩ‖2 ≥ r ] > 0. This ensures
existence of c , c ′ such that the assertion holds.
9.10. Proof of Proposition 9.4. Proposition 9.4 is immediate from Section 9.8 with the discussion in
Section 9.9.
9.11. Proof of Proposition 9.1. Recall that the results of Section 6 are also valid for ρ∗t , hence for given
εwe can choose r such that ‖ρˆt −uΩ‖2 < r (E[d t ]
p
n)−1 and ‖ρ∗t −uΩ‖2 < r (E[d t ]
p
n)−1 with probability
at least 1−ε, valid for all n ∈Z>0 and t ∈ Tn using the uniform bounds for E[d t ]. Since the relative error
bounds are uniform for both models, the Radon-Nikodym derivative P[ρ∗ = ρ]/P[ρˆt = ρ] is the ratio
of the densities of the normal approximations up to a leading constant. This ratio can be uniformly
bounded from above and below, uniformly for all sufficintly large n, t ∈ Tn and all ρ in the r (E[d t ]
p
n)−1
radius around uΩ. Finally, notice that
P[σˆt =σ]=
Z∗t q
Dt
qn
( Dt
γt ,σ
)P[γy∗
t
= γt ,σ]
by the discussion at the beginning of Section 9.8, which means that σˆt given γt ,σˆt is uniform and hence
equal to σ∗ given γt ,σ∗ . In particular the derivative of σ∗ with respect to σˆt is the derivative of ρ∗ with
respect to ρˆt (constant on assignments with same color frequencies, to be precise).
We’re left to show the assertion that σG∗t (σ∗) ∈ Et with probability at least 1−ε uniformly. With c de-
noting the upper bound on the derivative of σ∗ to σˆt notice that
P[σG∗t (σ∗) 6∈ Et ]≤ E[1{σG∗t (σ∗) 6∈ Et ,σ
∗ ∈ Et }]+ε≤ cE[1{σG∗t (σˆ) 6∈ Et ,σˆt ∈ Et }]+ε
≤ cE[1{σG∗t (σˆ) 6∈ Et }]+ε= cE[1{σˆt 6∈ Et }]+ε≤ (c +1)ε
uniformly in n ∈Z>0 and t ∈ Tn . So, if we now choose r ∗ ∈R>0 sufficiently large such that both ρˆt and ρ∗t
attain frequencies in the corresponding ball with probability at least 1−(c+1)−1ε, thenwe obtain the 1−ε
bound forσG∗t (σ∗). Hence, the assertion holds with r
∗ and the bound c∗ on the derivative corresponding
to r ∗. This completes the proof.
9.12. Implications. The results in Section 8 directly impy mutual contiguity of σ∗ and σˆtn with tn from
Section 8, since the assumptions of Proposition 9.1 are clearly met and the result is uniform in t ∈ Tn .
The fact G∗t (σ
∗) and G∗t (σˆt ) (or Gˆ t for that matter) conditional to a fixed ground truth obviously have
the same law then yields mutual contiuity of the degree/assignment/factor graph triplets. For the same
reason we obtain joint mutual contiguity for the factor side half-edge assignments y
t
(σ∗) and y
t
(σˆ),
combined with tn , furtherσ
∗ and σˆ or the corresponding factor graphmodels.
9.13. Pinning. The pinned model is obtained from the regular model by fixing a subset U ⊆ Vn and
attaching constraints to the variables that fix the assignment to a uniformly random colour σˇx ∈ Ω for
x ∈U . Since this process is independent of anything else we have E[ψG t ,U (σ)]= E[ψG t (σ)]E[
∏
x∈U 1{σˇx =
σx }] = q−|U |E[ψG t (σ)]. The result immediately translates to the partition function, implying that σˆt ,U
and σˆt have the same law and thereby themutual contiguity results also hold for pinnedmodels.
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10. TYPICAL ASSIGNMENTS
In this section we derive results for the variable side and factor side half-edge assignments introduced
in Section 9. We use the model, notions and notation introduced in Section 9, further Section 8, Section
7 and Section 6. For the model introduced in Section 9 degrees and labels coincide, i.e. ℓ= k and λ= d
using the corresponding notation. The distributions µk are derived fromψk introduced in Section 2.1,
while the distributions on the variable side are given byνd as introduced in Section 9. Combining Section
8 and Section 7, we have pd, pk ∈PL, let A = {(d ,χ) : d ∈ Z≥0,χ ∈Ωd } denote the joint support, further
let α∗V ∈P (A ) be given by α∗V(d ,χ)= pd(d )νd (χ) for d in the support of d and χ ∈Ωd , and let α∗F ∈P (A )
be given by α∗F(k , y) = pk(k)µk(y) for k in the support of k and y ∈ Ωk , i.e. the expected assignment
distributions on the variable and factor side. Based on Section 7 we let ∆A denote the metric on P
2
A
induced by ∆A on PA, i.e. ∆A(α,α
′)=∆A(α1,α′1)+∆A(α2,α′2) for α, α′ ∈P 2A . Finally, we let α∗ = (α∗V,α∗F)∈
P
2
A .
For n ∈ Z>0, t = (m,d ,k) ∈T ∗n , σ ∈ΩVn and y ∈ΩAt , we let αV,t ,σ ∈PA denote the variable side half-
edge assignment distribution, i.e.
αV,t ,σ(d ,χ)= n−1
∣∣{i ∈ [n] : di = d , (σxi )h∈[di ] = χ}∣∣
for (d ,χ) ∈A , and αF,t ,y ∈PA denote the factor side half-edge assignment distribution, i.e.
αF,t ,y (k , y)=m−1
∣∣{i ∈ [m] : ki = k , yi = y}∣∣
for (k , y) ∈A if m > 0 and the one-point mass on the empty assignment (0,()) ifm = 0. Finally let αs =
(αV,t ,σ,αF,t ,y ) ∈P 2A with s = (t ,σ, y). Now, for n ∈N , t ∈Tn and σ ∈ΩVn recall y∗t (σ) from Section 9 and
let s∗t = (t ,σ∗, y∗t (σ
∗)) and sˆ t = (t ,σˆ, y∗
t
(σˆt )) denote the coloured sequences for the two versions of the
teacher-student scheme for given t ∈ Tn and further s∗ = s∗tn , sˆ = sˆ tn . Further, let Sn denote the set of
valid coloured sequences s = (t ,σ, y), i.e. we have t ∈Tn , σ∈ΩVn and y = y
G ,σ
for someG in the support
of G t . Finally, for given r ∈R>0 let S ◦n,r = {s ∈Sn :αs ∈Br (α∗)}.
As before, a sequence fn(s) with s ∈Sn and n ∈N is sublinear in the number of factors if there exists
c ∈R>0 with | fn(s)| ≤ c +cmn for all s = (t ,σ, y) ∈Sn and n ∈N .
Proposition 10.1. Assume thatDEG and BAL hold. Then there exists rn ∈R>0 with rn = o(1) such that for
all sequences fn(s) that are sublinear in the number of factors we have
E[ fn(s
∗)]= E[ fn(s∗)1{s∗ ∈S ◦n,rn }]+o(1)= E[ fn(s
∗)|s∗ ∈S ◦n,rn ]+o(1)
and the same holds for s∗ replaced by sˆ.
Using Proposition 10.1 we fix a suitable choice of rn and let S
◦
n = S ◦n,rn denote the set of valid typi-
cal coloured sequences. Notice that while we discuss the standard model for brevity, the entire section
canonically translates to the case including dummy factors as discussed in Section 9, where the reference
assignment distribution α∗F is the distribution corresponding to p
◦
k.
10.1. Half-edge assignments. As opposed to the definition of the teacher-student scheme and the dis-
cussion in Section 10 we will work with assignments to the variable side half-edges directly, or equiva-
lently with assignments to non-isolated variables. While there is almost a one-to-one correspondence
between assignments σ ∈ ΩVn to the variables and the assignments χ ∈ ΩXt to the half-edges given
t ∈ Tn , we discard assignments σxi to isolated variables xi ∈ Vn with di = 0, i ∈ [n]. Hence, this tran-
sition needs to be justified.
Let nt =P[d t > 0]n denote the number of variables with non-trivial degree and χ
t ,σ
∈ΩXt for σ ∈ΩVn
and t ∈ Tn be given by χ
xi ,h
= σxi for i ∈ [n] and h ∈ [di ]. For χ in the support of χt = χt ,σ∗ and G in
the support of G∗t the definitions of yG ,σ, ψG (χ), αV,χ and hence α
∗ are completely analogous to the
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previous case and coincide. However, notice that with Z ′G =
∑
χψG (χ) we have ZG = qn−nt Z ′G . Let G∗t (χ)
be the teacher-studentmodel with ground truthχ (in the support ofχ∗
t
) be given by the Radon-Nikodym
derivative
ψG (χ)
E
[
ψG t (χ)
] with respect toG t , soG∗t (χ) andG∗t (σ) have the same law for allσ∈ΩVn with χ= χt ,σ,
implying that y∗
t
(χ) and y∗
t
(σ) have the same law. Further, with χˆ
t
= χ
t ,σˆt
we have
P[χ∗
t
= χ]= qn−nt q−n = q−nt , P[χˆ
t
= χ]= qn−nt
E[ψG t (χ)]
qn−ntE[Z ′
G t
]
=
E[ψG t (χ)]
E[Z ′
G t
]
,
i.e. consistent definitions of χ∗
t
and χˆ. The remaining notions directly translate, hence with the discus-
sion above it is obvious that Proposition 10.1 holds if and only if it holds on the half-edge level.
10.2. Proof strategy. We start with themain result that yields Proposition 10.1 as a corollary.
Proposition 10.2. Assume that DEG and BAL hold. For all ε ∈ R>0 there exist constants c, c ′ ∈ R>0 such
that the following holds. For all n ∈N and all t ∈T ◦n we have
P
[
∆A(αs∗t ,α
∗)≥ ε
]
≤ c ′exp(−cn), P
[
∆A(αsˆ t ,α
∗)≥ ε
]
≤ c ′exp(−cn).
The proof of Proposition 10.2 is split into two parts. In the first part we show that the colour frequen-
cies in both models are close to uniform with very high probability. In the second part we show that for
colour frequencies sufficiently close to uniform the assignment distributions are indeed very close to the
reference with very high probability.
Lemma 10.3. Assume thatDEG and BAL hold. Then there exist constants c, c ′ ∈R>0 such that the follow-
ing holds. For all n ∈N , all t ∈T ◦n and all ε ∈R>0 we have
P
[∥∥ρ∗t −uΩ∥∥1 ≥ ε]≤ c ′exp(−cε2n), P[∥∥ρˆt −uΩ∥∥1 ≥ ε]≤ c ′exp(−cε2n).
With the tail bounds in place we can focus on the center, i.e. colour frequencies close to uniform.
Lemma 10.4. Assume thatDEG and BAL hold. Then for all ε ∈ R>0 there exist δ, c, c ′ ∈ R>0 such that the
following holds. For all n ∈N and all t ∈T ◦n we have
P
[
∆A(αs∗t ,α
∗)≥ ε
∣∣ρ∗t ∈Bδ(uΩ)]≤ c ′exp(−cn)
and the same holds for s∗t , ρ
∗
t replaced by sˆ t , ρˆt .
Proposition 10.2 is then an almost immediate consequence of Lemma 10.3 and Lemma 10.4.
10.3. Proof of Lemma 10.3. Notice that χ∗
t
∼⊗i∈[n]νdi and recall that T ◦n satisfies the assumptions in
Section 6 on both the variable and the factor side. Hence, Proposition 6.1 yields constants c , c ′ ∈ R>0
such that
P[‖ρ∗t −uΩ‖1 ≥ ε]≤ c ′exp(−cε2n)
for all n ∈ N , t ∈ T ◦n and ε ∈ R≥0. Proposition 9.3 yields constants c , c ′ ∈ R>0 such that the assertion
holds for ρˆt . Taking the maximum c
′ and minimum c completes the proof.
10.4. Proof of Lemma 10.4. Fix t = (m,d ,k) ∈ T ◦n , recall that χ∗t ∼
⊗
i∈[n]νdi and let y
∗
t
∼⊗i∈[m]µki
be independent of anything else. For γ in the support of γ∗t let χt ,γ = (χ
∗
t
|γ∗t = γ) and y t ,γ = (y
∗
t
|γy∗
t
=
γ) denote the half-edge assignments on the variable side and factor side for given γ (with γy denot-
ing the colour frequencies of y , as introduced in Section 9). Notice that both (χ∗
t
, y∗
t
(χ∗
t
))|γ∗t = γ and
(σˆt , y
∗
t
(σˆt ))|γˆt = γ have the same law as (χt ,γ, y t ,γ).
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With the results in Section 7 we obtain δ, c , c ′ ∈R>0 such that for all n ∈N , t ∈T ◦n with pd,t ∈Bδ(pd)
and pk,t ∈Bδ(pk) (with respect to the corrsespondingmetric) and attainable ρ ∈Bδ(uΩ with γ= E[d t ]nρ
we have
P
[
∆A(αV,t ,χ
t ,γ
,α∗V)≥ ε
]
≤ c ′ exp(−cn).
Further, a corresponding result holds on the factor side. By weakening the constants and usingm ∼mn
uniformlywe obtain δ, c , c ′ ∈R>0 to obtain uniformexponential tail bounds on both sides. Further, since
we have (pd,t ,pk,t )→ (pd,pk) uniformly in t ∈T ◦n the assumptions pd,t ∈Bδ(pd) and pk,t ∈Bδ(pk) are
redundant for sufficiently large n. By readjusting the leading coefficient c ′ the tail bounds are trivial for
small n. Finally, the assertion follows from an ε/2 argument.
10.5. Proof of Proposition 10.2. Using Lemma 10.4 we obtain uniform exponential tail bounds for the
center, i.e. restricted toρ∗t ∈Bδ(uΩ) and ρˆt ∈Bδ(uΩ) respectively for some δ ∈R>0. With Lemma 10.3 we
then obtain exponential tail bounds for ρ∗t 6∈Bδ(uΩ) and ρˆt 6∈Bδ(uΩ) respectively, which immediately
yield the assertion by splitting the probability into the two regimes and weakening the constants.
10.6. Proof of Proposition 10.1. With Proposition 10.2 we can construct a sequence rn ∈ R>0, n ∈N ,
with rn = o(1) such that uniformly in t ∈ T ◦n we have s∗t ∈ S ◦n,rn and sˆ t ∈ S ◦n,rn with high probability.
Following the proof of Proposition 8.1 we can restrict to t ∈T ◦n , and since f is bounded on this subset
the assertion follows from the above.
11. PROOF OF PROPOSITION 3.1
This section is dedicated to the proof of Proposition 3.1. The arguments rely on the results in Section
8 and Section 9. Hence, we tacitly assume that the assumptionsDEG,BAL and further SYM are satisfied.
Notice thatDEG implies the corresponding assumptions in Section 9 and BAL implies BAL’.
Recall the valid numbers N of variables and for n ∈N the valid degree sequences Tn . For n ∈N ,
t ∈Tn and σ ∈ΩVn let r ∗σ denote the Radon-Nikodym derivative G 7→ψG (σ)/ψ¯t (σ), G in the support of
G t , of the teacher-student scheme G
∗
t (σ) with respect to the null model G t , where ψ¯t = E[ψG t ] denotes
the expected total weight. Further, let r ∗ denote the derivativeG 7→ E[r ∗t ,σ∗ ] of G∗t (σ∗) with respect to G t .
Notice that we can keep the dependence of r ∗σ and r
∗ on t implicit since t is determined by G , i.e. the
sets of factor graphs for distinct degree sequences are disjoint. The mutual information given t and the
unconditional mutual information are given by
I (t )= I (σ∗,G∗t (σ∗))= E
[
log
(
r ∗σ∗(G
∗
t (σ
∗))
r ∗(G∗t (σ∗))
)]
, I = I (σ∗,G∗tn (σ
∗))= E [I (tn)] .
We obtain the following proposition as a corollary. For this purpose recall the notions from Section 8,
Section 9 and let Λ(x)= x log(x).
Proposition 11.1. UnderDEG, BAL and SYMwe have
1
n
I (σ∗,G∗tn (σ
∗))= log(q)+E
[
d¯
k¯ξkq
k
∑
y∈Ωk
Λ(ψk (y))
]
− 1
n
E
[
log
(
ZG∗tn (σ
∗)
)]
+o(1).
11.1. Preliminaries. Using Section 11 with respect to Proposition 3.1 allows to restrict to t ∈T ◦n . With
respect to Proposition 11.1 and using the definitions of Section 11 we first notice that under SYM the
mutual information per variable is sublinear in the number of factors, i.e. there exists ε∈ (0,1) with εm ≤
ψG (σ)≤ ε−m uniformly forG in the support of G t , σ ∈ΩVn and t = (m,d ,k) ∈Tn , hence the same holds
for ψ¯t (σ), further | log(r ∗σ(G))|, | log(r ∗(G))| ≤m log(ε−2) and thereby |i∗t | ≤ 2log
(
ε−2
)
m
n with i
∗
t = 1n I (t ).
With i∗ = E[i∗tn ] we can hence use Proposition 8.1 to obtain i
∗ = E[i∗tn1{tn ∈ T
◦
n }]+ o(1) which again
justifies the restriction to typical degree sequences.
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For t ∈Tn we can rewrite i∗t as follows to extract thematerial contributions. While the following steps
can be traced algebraically using the definition of i∗t , but we prefer to give the conceptual and more
intuitive derivation using the conditional entropy H (x|y) and cross entropy H
(
x‖y
)
, i.e.
i∗t =
1
n
DKL
(
(σ∗,G∗t (σ
∗))‖σ∗⊗G∗t (σ∗)
)
= 1
n
H (σ∗)− 1
n
H (σ∗|G∗t (σ∗))
= 1
n
H (σ∗)− 1
n
E[H
(
σ∗|G∗t (σ∗)‖σG∗t (σ∗)
)
]+ 1
n
E[DKL
(
σ∗|G∗t (σ∗)‖σG∗t (σ∗)
)
]
= log(q)+
(
η∗t −φ∗t
)
+ i∗err(t ),
η∗t =
1
n
E
[
log
(
ψG∗t (σ∗)(σ
∗)
)]
, φ∗t =
1
n
E
[
log
(
ZG∗t (σ∗)
)]
,
i∗err(t )=−
1
n
E
[
log
(
rG∗t (σ∗)(σ
∗)
)]
, rG(σ)= E
[
ψ¯t (σ)
ψ¯t (σG )
]
.
The quantities η∗t and φ
∗
t reflect the split of µG (σ)=
ψG (σ)
ZG
into the weightψG (σ) and normalization con-
stant ZG , and φ
∗
t already appears in the right hand side of the assertion. Hence, we are left to derive
the material contributions from η∗t and to show that the relative entropy per variable ierr∗ (t ) is negligi-
ble, where rG is the derivative of the posterior σG∗t (σ∗) with respect to the prior σ
∗|G∗t (σ∗) given G from
G∗t (σ
∗) (notice the leading minus sign in the definition of i∗err(t )).
11.2. The material contribution. For given t = (m,d ,k) ∈T ◦n we add the conditioning level for the fac-
tor side assignments, i.e. η∗t = E[η∗t (σ∗, y∗t (σ
∗))] with η∗t (σ, y) = 1n E
[
log
(
ψG∗t (σ,y)(σ)
)]
. With the results
from Section 11.1 we notice that η∗t (σ, y) is sublinear in the number of factors, so we can use Proposition
10.1 to obatin η∗t = E[η∗t (σ∗, y∗t (σ
∗))1{(σ∗, y∗
t
(σ∗) ∈A ◦t }]+o(1) uniformly for all t ∈T ◦n . However, by the
very definition of G∗t (σ, y) we haveψG∗t (σ,y)(σ)=
∏
a∈Fm ψG∗t (σ,y),a(ya), and the weightsψG∗t (σ,y),a , a ∈ Fm ,
are drawn independently and independent of the bijection gG∗t (σ,y). As discussed in Section 4.3, for k in
the support of k and y ∈Ωk let p∗
k ,y ∈P ((0,2)Ω
k
) be the law given by the derivative ψ 7→ ψ(y)ψ¯k (y) ∈R>0 with
respect toψk , then we have (ψG∗t (σ,y),a)a ∼
⊗
i∈[m] p∗ki ,yai
and further
η∗t (σ, y)=
m
n
∑
i∈[m]
1
m
E
[
log
(
ψG∗t (σ,y),i (yai )
)]
= m
n
E
[
log
(
ψ∗ki ,yai
(yai )
)]
usingψ∗
k ,y ∼ p∗k ,y and i ∈ [m] uniform. Since η∗t (σ, y)=Θ(1) uniformly in t ∈T ◦n and for all (σ, y) assum-
ing SYM, and further (ki , yai ) converges to (k , y
∗
k
), y∗
k
∼µk , in total variation distance for (t ,σ, y) ∈S ◦n , to
be precise we have uniform bounds in 1-norm for the laws given t and bounds on the 1-norm of the de-
gree laws, this gives η∗t (σ, y)= d¯k¯ E[log(ψ
∗
k ,y∗
k
(y∗
k
))]+o(1) uniformly for all valid typical colored sequences
(t ,σ, y) ∈ S ◦n . With the discussion at the beginning of this section we obtain η∗t = d¯k¯ E[log(ψ
∗
k ,y∗
k
(y∗
k
))]+
o(1) uniformly for all t ∈T ◦n and further E[η∗tn ]=
d¯
k¯
E[log(ψ∗
k,y∗
k
(y∗
k
))]+o(1). While thismay be considered
the natural form in terms of our proof strategy, the form of the assertion can be established by expanding
the expectation over y∗
k
and using the derivative of p∗
k ,y .
11.3. The negligible contribution. The discussion in Section 11.1 allows to restrict to t ∈ T ◦n , but as
before subllinearity in the number of factors can also be easily obtained for i∗err(t ). Further, the fact that
i∗err(t )= 1nE[DKL
(
σ∗|G∗t (σ∗)‖σG∗t (σ∗)
)
] directly yields I∗err(t )≥ 0 by basic properties of the relative entropy
respectively an application of Jensen’s inequality to x log(x). Upper bounding i∗err(t ) is involved since we
consider the relative entropy given G∗t (σ
∗), a model that is not as accessible as say s∗n .
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However, the derivative rG is an expectation by design and hence we can apply Jensen’s inequality to
− log(x) with respect to the inner expectation, yielding − log(rG(σ))≤ E[− log(ψ¯t (σ)/ψ¯t (σ f ))] and hence
i∗err(t )≤
1
n
E
[
log
(
ψ¯t (σG∗t (σ∗))
)]
− 1
n
E
[
log
(
ψ¯t (σ
∗)
)]
= δ∗0 (t )−δ∗1 (t ),
δ∗0 (t )= E
[
1
n
log
(
rt (σ
∗)
)]
, δ∗1 (t )= E
[
1
n
log
(
rt (σG∗t (σ∗))
)]
, rt (σ)=
P[σ∗ =σ]
P[σˆt =σ]
.
Notice that δ∗0 (t )= n−1DKL (σ∗‖σˆt ) and |n−1 log(rt (σ))| = n−1| log(E[ψ¯t (σ∗)])− log(ψ¯t (σ))|, which yields
|n−1 log(rt (σ))| < c∗ uniformly in t ∈T ◦n and σ ∈ΩVn for some c∗ ∈ R>0. For given ε ∈ (0,1) we summon
Proposition 9.1 to obtain c , r ∈R>0 such that uniformly in t ∈T ◦n we have P[σ∗ 6∈ En], P[σG∗t (σ∗) 6∈ En]< ε
and | log(rt (σ))| < c for all σ ∈ En with En = {σ ∈ ΩVn : ‖γt ,σ−DtuΩ‖2 < r
p
n}. Then we have |i∗err(t )| ≤
2
(
c
n +εc∗
)
∼ 2c∗ε. Taking ε to 0 shows that i∗err(t )= o(1) uniformly in t ∈T ◦n , so E[i∗err(tn)]= o(1) and the
assertion holds.
Proof of Proposition 3.1. Since standard arguments, i.e., Section 5 in [13] show that there exists a simple
G with the desired degree sequences with positive probability, the proposition is an immediate conse-
quence of Section 11.1-11.3. 
12. CONCENTRATION
In this section we focus on the central quantity discussed in this work, the quenched free entropy
density. In the remainder we tacitly assume thatDEG,BAL and SYM hold and reuse the conventions and
notions from Section 8, Section 9 and Section 10. For t ∈Tn and a factor graphG in the support ofG t the
free entropy density ofG is φ(G) = 1n log(ZG ). Now, depending on our model the quenched free entropy
densities given t are φ¯t = E[φ(G t )], φ∗t = E[φ(G∗t (σ∗))] and φˆt = E[φ(G∗t (σˆt ))].
From these we obtain the model dependent quenched free entropy densities by averaging over tn ,
i.e. φ¯ = E[φ¯tn ], φ∗ = E[φ∗tn ] and φˆ = E[φˆtn ]. As before, the results of this section canonically translate to
the factor pruned models as discussed in Section 9, combined with the argument in Section 12.8 which
ensures that pathological cases can indeed be neglected.
12.1. Null model. As opposed to the teacher student scheme concentration of φ¯tn around φ¯ can be eas-
ily obtained. In the first step we show concentration of φ(G t ) around φ¯t for any given t ∈T ◦n .
Proposition 12.1. There exist constants c, c ′ ∈ R>0 such that for all n ∈N , all t ∈T ◦n and all r ∈ R≥0 we
have
P[|φ(G t )− φ¯t | ≥ r ]≤ c ′exp(−cr 2n).
This result suggests that for any t ∈T ◦n and rn ∈ ω(
p
n
−1
) we have |φ(G t )− φ¯t | < rn with high proba-
bility, so the free entropy densities of almost all instances asymptotically coincide with their expectation.
The next result implies that the same is true for the conditional expectations.
Proposition 12.2. We have φ¯t = φ¯+o(1) uniformly for all t ∈T ◦n .
Combining Proposition 12.2 controlling the free entropies globally via the conditional expectations
and Proposition 12.1 controlling the free entropies locally around the conditional expectation gives suf-
ficient control for the arguments in the remainder.
12.2. Teacher studentmodel. As indicated in Section 10 we introduce another conditioning level based
on the choice of assignment pairs (σ, y). So, for t ∈ Tn , σ ∈ ΩVn and y in the support of y
t
(σ) let
G∗t ,σ,y = (G∗t (σ)|y∗t (σ) = y) be the teacher student model with the assignments on both sides fixed, and
notice that the results from Section 4.3 can be directly applied to this model. Further, we introduce the
corresponding conditional quenched free entropy density φ∗t ,σ,y = E[φ(G∗t ,σ,y )]. In the first step we show
concentration of φ(G∗s ) around φ
∗
s for s = (t ,σ, y) in the support of s∗n with t ∈T ◦.
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Proposition 12.3. There exist constants c, c ′ ∈R>0 such that for all n ∈N , all s = (t ,σ, y) in the support of
s∗n with t ∈T ◦n and all r ∈R≥0 we have
P[|φ(G∗s )−φ∗s | ≥ r ]≤ c ′exp(−cr 2n).
This result suggests that the free entropy densities of almost all instances asymptotically coincide with
their expectation. The next result implies that the same is true for the conditional expectations.
Proposition 12.4. Uniformly for all s ∈S ◦n we have φ∗ =φ∗s +o(1)= φˆ+o(1) .
While Proposition 12.4 ensures the equivalence of the quenched free entropy densities, and concen-
tration combined with Proposition 12.3, we will derive significantly stronger exponential tail bounds for
the Nishimori model in Section 17.2.
12.3. Proof strategy. The following result ensures that it is sufficient to restrict to typical degree se-
quences t ∈ T ◦n . Further, an immediate consequence is that the quenched free entropy densities are
bounded.
Lemma 12.5. We have E[φ¯tn ]= E[φ¯tn1{tn ∈T ◦n }]+o(1) and the same holds for φ¯ replaced by φ∗ and φˆ.
Proof. Using ε from SYM we have uniform bounds for φ(G) for all G in the support of G t given t =
(m,d ,k) ∈Tn , namely
log(q)+m
n
log(ε)≤φ(G)< log(q)+m
n
log(ε−1),
soφ(G) is sublinear in the number of factors. Hence, any conditional expectation is also sublinear, which
completes the proof using Proposition 8.1. 
Hence, we can safely restrict to typical degree sequences for all proofs. Proposition 12.1 then imme-
diately follows from Azuma’s inequality combined with the switching method, discussed in Section 12.4.
Proposition 12.2 follows from a coupling argument that ensures Lipschitz continuity of the conditional
expectations, discussed in Section 12.5.
For the teacher student models we follow the same strategy on a more granular level. The first result
ensures that we can restrict to typical assignments.
Lemma 12.6. We have E
[
φ(G∗
s∗n
)
]
= E
[
φ∗
s∗n
1{s∗n ∈S ◦n }
]
+o(1) and the same holds for s∗n replaced by sˆn .
Proof. In the proof of Lemma 12.5 we observed thatφ(G) is sublinear in the number of factors, hence we
can use Proposition 10.1. 
Now, the proof of Proposition 12.3 in Section 12.6 and the proof of Proposition 12.4 in Section 12.7
follow the same strategy as their counterparts for the null model, with an additional layer of complexity.
12.4. Proof of Proposition 12.1. The proof of Proposition 12.1 is based on Azuma’s inequality. For this
purpose fix t = (m,d ,k) ∈ T ◦n and consider G in the support Gt of G t as element of the product space
G ∈∏i∈[m]Gt ,i with Gt ,i =X kit ×Ψki . This allows to canonically extend the notation for assignments to
factor graphs, i.e. for i ∈ [m] the coordinate Gi = ((g−1(ai ,h))h∈[ki ],ψai ) encodes the wiring and weight
function of the factor ai .
Now, let ℓ ∈ [m] andGa,Gb ∈Gt be given such thatG∗ =Ga,[ℓ−1] =Gb,[ℓ−1]. Recall thatG t is obtained by
a uniformly random choice of g t and independent choices ofψG ,ai for i ∈ [m]. Hence, G˜r ∼G t |G t ,[ℓ] =
Gr,[ℓ] for r ∈ {a,b} is obtained by a uniformly random completion of g−1Gr ,[ℓ] and independent choices of
the remaining weight functions. This means that we obtain the following canonical coupling of G˜a and
G˜b. For any instanceG from G˜a obtainG
′ = ι(G) by replacingψG ,ℓ withψGb,ℓ and successively switching
the wires (ℓ,h) with gG (g
−1
Gb,ℓ
(ℓ,h)) for h ∈ [kℓ]. It is obvious from the construction thatG ′ is an instance
of G˜b, and further that reversing the construction recoversG fromG
′, hence ι is a bijection. This in turn
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shows that ι(G˜a)∼ G˜b. Further, next to the factor aℓ themaximumnumber of coordinatesGi , i ∈ [m]\[ℓ],
changed by ι is upper bounded by the maximum number of rewirings, i.e. by kℓ. Using SYM and the
definition of the free entropy density this gives
|φ(G)−φ(G ′)| < kℓ+1
n
log
(
ε−2
)
.
So, under this coupling and using the triangle inequality we have∣∣E[φ(G˜a)]−E[φ(G˜b)]∣∣= ∣∣E[φ(G˜a)−φ(ι(G˜a))]∣∣< kℓ+1
n
log
(
ε−2
)
.
Since this bound is uniform in the choice ofGb we obtain the bound∣∣E[φ(G t )∣∣G t ,[ℓ] =Ga,[ℓ]]−E[φ(G t )∣∣G t ,[ℓ−1] =Ga,[ℓ−1]]∣∣= ∣∣E[γ(Ga,ℓ)−γ(G˜)]∣∣≤ kℓ+1
n
log
(
ε−2
)
,
γ(G)= E
[
φ(G t )
∣∣G t ,[ℓ−1] =Ga,[ℓ−1],G t ,ℓ =G] ,
G˜ = (G t ,ℓ|G t ,[ℓ−1] =Ga,[ℓ−1]).
Since this bound is uniform in the choice ofGa the corresponding Doob martingale has bounded differ-
ences almost surely and Azuma’s inequality yields
P
[∣∣φ(G t )− φ¯t ∣∣≥ r ]≤ 2exp(−ct r 2n) ,
ct =
1
2log
(
ε−2
)2 m
n
E[(k t +1)2]
= 1+o(1)
2log
(
ε−2
)2 d¯
k¯
E[(k t +1)2]
uniformly for all t ∈T ◦n . This completes the proof.
12.5. Proof of Proposition 12.2. While Proposition 12.1 allows to control the fluctuations of the free
entropy density locally, i.e. for given t ∈T ◦n , Proposition 12.2 allows to control the fluctuations under a
variation of the degree sequences. However, the proof strategy is fairly similar. Since the setup for the
discussion of the teacher student scheme is related but far more involved, we discuss the steps in detail.
First we notice that φ¯t = φ¯t ′ if t ′ is obtained from t by only relabeling factors and variables. Hence, the
conditional quenched free entropy φ¯t only depends on the absolute degree frequencies on both sides.
Intuitively, this means that for t , t ′ ∈ T ◦n we may assume without loss of generality that the degree se-
quences are sorted such that the difference on both sides is minimized, i.e. iteratively for increasing
d ∈ D we equip min(nP[d t = d ],nP[d t ′ = d ]) variables with degree d and keep the difference (in any
order) at the end. Then we proceed analogously on the factor side. For transparency, let ng ∈ [n]0 de-
note the number of good variables, i.e. dt ,[ng] = dt ′,[ng] by our construction above. Analogously, we have
mg ∈ [min(mt ,mt ′)]0 good factors with kt ,[mg] = kt ′,[mg]. The remaining variables Ib = [n] \ [ng] variables
are flagged as bad, so are the remaining factors Ab = [mt ] \ [mg] in t and factors A ′b = [mt ′ ] \ [mg] in
t ′. Finally, assume without loss of generality that the total degree of t is at least the total degree of t ′,
i.e. E[d t ]n ≥ E[d t ′ ]n.
Now, we couple G t and G t ′ by choosing the weights for the factors ai , i ∈ [mg], identically fromψkt ,i
since kt ,i = kt ′,i and independently for Ab and A ′b. Further, we draw the bijection g : E[d t ]n → E[d t ]n
for G t uniformly and project it down to a bijection g
′ : E[d t ′ ]n → E[d t ′ ]n for G t ′ using the switching
method, i.e. by rewiring all positions in [E[d t ′]n] pointing to [E[d t ]n] \ [E[d t ′]n] with the positions in
[E[d t ]n] \ [E[d t ′ ]n] pointing to [E[d t ′ ]n] in order of appearance. This perspective induces a partition of
the variable side half-edges Xt , namely the good half-edges Xg of the variables xi , i ∈ [ng], the bad half-
edges Xbc that G t and G t ′ have in common with respect to the relative representations above, and the
bad half-edges Xbe that correspond to [E[d t ]n] \ [E[d t ′ ]n]. Now, the switching method only affects good
factors ai , i ∈ [mg] that have already turned bad by the wiring, i.e. that connect to Xt \Xg. In other
words, the good factors ai , i ∈ [mg], connecting to Ag are not affected by the switching and are thereby
the factors on which we know G t andG t ′ to coincide under this coupling.
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Hence, the maximum number of factors on which G t and G t ′ differ under this coupling is given by
max(|Ab|, |A ′b|)+|Xt \Xg|. So, in terms of the free entropy density for given (G ,G ′) drawn from the cou-
pling we consider the partition of [max(mt ,mt ′)] into the good factors Ag, the good factors Abw turned
bad by the wiring, the bad factors Ab given by the difference of t and t
′, and finally some additional
dummy factors Ad with constant weights ψG ,ai = 1 for i ∈Ad in casemt ′ >mt . Then we have
φ(G)< |Abw∪Ab∪Ad|
n
log(ε−1)+ 1
n
log
(∑
σ
∏
i∈Ag
ψG ,ai (σ∂ai )
)
≤ |Abw∪Ab∪Ad|
n
log
(
ε−2
)
+φ(G ′)
and the lower bound follows analogously. Now, notice that
|Ab|+ |A ′b| =
∑
k
|mtP[k t = k]−mt ′P[k t ′ = k]|,
|Xt \Xg|+ |Xt ′ \Xg| =
∑
d
d |nP[d t = d ]−nP[d t ′ = d ]|,
sowith |Abw| ≤ |Hv,t\Hv,g| (respectively themaximumof the two in general) and |Ab∪Ad| ≤max(|Ab|, |A ′b|)
the above gives bounds thatmatch the order (while we still counted a fair amount of factors as being bad
although theymight connect to the same variables in both models, only that the degrees of the variables
differ).
Finally, by the choice of metric for the degree sequences multiple applications of the triangle inequal-
ity in order to obtain the distance in terms of the reference distributions yield
|Ab|+ |A ′b| = o(n),
|Xt \Xg|+ |Xt ′ \Xg| = o(n),
i.e. bounds that are uniform over any choice of t , t ′ ∈T ◦n and (G ,G ′) from the corresponding coupling,
so |φ¯t − φ¯t ′ | = o(1) uniformly in t , t ′ and hence |φ¯t − φ¯| = o(1) uniformly in t (using Proposition 8.1).
12.6. Proof of Proposition 12.3. The proof of this result is very similar to the proof of Proposition 12.1,
however with an additional layer of complexity due to the assignment pairs. Recall the distribution of
G∗s , s = (t ,σ, y) in the support of s∗n , from Section 4.3 and notice that it is very similar to obtaining G t ,
with reweighted distributions for the weight functions and restrictions in the choice of bijections.
The proof of Azuma’s inequality for this model is now in almost complete analogy to the proof of
Proposition 12.1, only that the completions for the bijections have to be chosen separately, while the
switchingmethod is not affected (consistencywith colors is preservedby switching, since the assignment
pair (σ, y) coincides in both models). Recalling the result this gives c ′ = 2 and
cs =
1
2log
(
ε−2
)2 mt
n E[(k t +1)2]
using only SYM and for all s. Using DEG we obtain the uniform bound c ∈ R>0 for s with t ∈ T ◦n and
n ∈N .
12.7. Proof of Proposition 12.4. The result follows from a combination of the concepts for the proof of
Proposition 12.2 and the model introduced in Section 4.3. First, we observe the invariance of φ∗s with
respect to a relabeling of variables and factors. Fix s ∈S ◦n . Since only the frequencies on both sides are
relevant, wemay assume that the sequences are sorted as in the Proof of Proposition 12.2, with the corre-
sponding partitions into good and bad factors as well as good and bad variables. The model introduced
in Section 12.6 allows for the same switching strategy, however this time we draw the q bijections sepa-
rately, and each bijection wiring half-edges of color ω ∈Ω for the model with most half-edges of color ω
(a quantity that depends on t , t ′, (σ, y) and (σ′, y ′) only). As before, all good factors that don’t turn bad
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by the wiring of nodes of color ω ∈Ω are not affected (regardless of the direction from which model to
which model we project), hence the total numbermgb(ω) of good factors turned bad can still be upper
bounded by themaximum hmax,vb(ω)=max(hvb(ω),h′vb(ω)) of the total degrees hvb(ω), h′vb(ω) of all bad
variables of given color ω. With hmax,vb(ω) ≤ hvb(ω)+h′vb(ω) and summing over all ω ∈ Ω recovers the
upper bound from the proof of Proposition 12.2, i.e. the number of all good factors turned bad is at most
the sum hvb+h′vb of the total degrees hvb, h′vb of the bad variables in bothmodels. In addition to these we
need to consider the bad factors, so analogously to the standard model case the number of disagreeing
factors can be upper bounded by hvb+h′vb+mb+m′b withmb,m′b denoting the numbers of bad factors.
As before, we notice that
hvb+h′vb =
∑
d ,χ
d |nαV,t ,σ(d ,χ)−nαV,t ′,σ′(d ,χ)|,mb+m′b = ‖mtαF,t ,y −mt ′αF,t ′,y ′‖1.
Now, by design of themetrics for the degree sequences and assignment sequences, multiple applications
of the triangle inequality yield hvb+h′vb = o(n),mb+m′b = o(n). This shows thatφ∗s ′ =φ∗s +o(1) uniformly
for all s, s′ ∈S ◦n , and thereby shows φ∗ =φ∗s +o(1) uniformly using Lemma 12.6.
Mutual contiguity of s∗n and sˆn as discussed in 9.12 implies that sˆn ∈ S ◦n with high probability since
s∗n ∈ S ◦n with high probability. This suggests that φˆ = E[φ∗sˆn1{sˆn ∈ S
◦
n }]+ o(1) = φ∗s + o(1) since φ∗s ′ =
φ∗s +o(1) uniformly for all s, s′ ∈S ◦n .
12.8. Pruning factors. As discussed in Section 9, all arguments for fixed sequences t canonically trans-
late to the factor prunedmodel. Hence, the only missing argument is that the free entropy of the gener-
alized factor graphs in Section 9 for arbitrary sequences is still sublinear in the number of factors, i.e. we
only need to establish Lemma 12.5. But this result is immediate from the definition of the factor graphs,
since the number of non-trivial factors, i.e. factors whose weight functions are not constant 1, can always
be upper bounded by the total number of factors.
13. PROOF OF PROPOSITION 3.3
In this section we show Proposition 3.3 and further justify the factor pruning using the results, notions
and conventions of Section 12.
With t ε,n introduced in Section 9 and t0,n = tn as introduced in Section 8 let φ∗(ε,n)= E[φ(G∗t ε,n (σ
∗)].
We say thatφ∗ is asymptotically continuous in ε∗m ∈ [0,1) if for all ε∈R>0 there exists δ ∈R>0 such that for
all εm ∈ [0,1)∩Bδ(ε∗m) there exists n0 ∈N such that |φ∗(εm,n)−φ∗(ε∗m,n)| < ε for all n ∈N with n ≥ n0.
Further,φ∗ is asymptotically continuous in the number of factors if the above holds for all εm. This prop-
erty ensures thatφ∗ can be asymptotically approximated, without assuming that a limit limn→∞φ∗(ε,n)
exists, and without enforcing uniform convergence in that n0 may depend on the choice of the parame-
ter.
Proposition 13.1. The quenched free entropy density φ∗ is asymptotically continuous in the number of
factors.
Proof. This result is immediate by combining Proposition 12.4 with the coupling in Section 12.7 used to
obtain Proposition 12.4 since we derived bounds in terms of the distance of coloured sequences s. 
Proof of Proposition 3.3. We proceed with the proof for the configuration model and discuss the trans-
lation to simple factor graphs at the end. Proposition 13.1 directly translates to degree distributions as
follows. We equip T ∗n with the product metric induced by ∆ discussed in Section 8, preferably omitting
the parts ensuring convergence of the higher moments. Since the underlying assignment distributions
µk of the reference distribution (in Section 10) given k are invariant to the choice of the degree distri-
bution (analogously on the variable side), Proposition 12.4 with the coupling in Section 12.7 ensures
that |φ∗1,n −φ∗2,n| is small for n sufficiently large if ∆(t1, t2) is small, with φ∗i ,n denoting the quenched free
entropy density of the teacher student model and ti ∈T ◦i ,n denoting typical degree sequences obtained
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from the degree distributions (pd,i ,pk,i ). This ensures that it is indeed sufficient to work with finitely
supported degree distributions in order to approximate the quenched free entropy density (in the limit).
We’re left to show that the Bethe functional is also continuous with respect to the degree distributions,
then Proposition 3.3 follows from an ε-argument. For given d in the support of d , ki in the support of k ,
hi ∈ [ki ] and ψi in the support ofψki for i ∈ [d ], and finally µi , j in the support of π ∈P∗(Ω) for j ∈ [ki ]
with k = (ki )i , h = (hi )i ,ψ= (ψi )i and µ= (µi , j )i , j let
MV(d ,k ,h,ψ,µ)=
∑
ω∈Ω
d∏
i=1
∑
τ∈Ωki
1{τhi =ω}ψi (τ)
∏
j∈[ki ]\{hi }
µi , j (τ j ).
Using the canonical bounds for µ and SYM yields
qεd
d∏
i=1
q−(ki−1) ≤MV(d ,k ,h,ψ,µ)≤ qξd
d∏
i=1
qki−1
uniformly inψ and µ. On the other hand, with π ∈P∗(Ω) and with respect to Equation 2.3 we have
E[q−1ξ−dMV(d ,k , (hki ,i )i , (ψki ,i )i , (µi , j ,π)i , j )]= 1.
But now, using the uniform bounds inside the logarithm and the result for the expectation afterwards,
the first contribution
B1(π)= E
[
q−1ξ−dΛ
(
MV(d , (kˆ i )i , (hkˆ i ,i )i , (ψkˆ i ,i )i , (µi , j ,π)i , j )
)]
to the Bethe functional can be uniformly bounded by
E
[
log
(
qεd
d∏
i=1
q−(kˆ i−1)
)]
≤B1(π)≤ E
[
log
(
qξd
d∏
i=1
q kˆ i−1
)]
,
and is in particular finite. For the second contribution and fixed k we obtain the uniform bound
MF(k ,ψk , (µ j ,π) j )=
∑
τ
ψk(τ)
∏
j
µ j ,π(τ j )≤ qkξ
andMF(k ,ψk , (µ j ,π) j )≥ q−kε inside the logarithm, and the expectation
E
[
MF(k ,ψk , (µ j ,π) j )
]
= ξ,
hence the second contribution
B2(π)=
E[d ]
E[k]
E
[
(k −1)Λ
(
MF(k ,ψk , (µ j ,π) j )
)]
can be uniformly bounded by
E[d ]
E[k]
E
[
(k −1)ξ log
(
q−kε
)]
≤B2(π)≤
E[d ]
E[k]
E
[
(k −1)ξ log
(
qkξ
)]
,
so in particular the expectations in the Bethe functional are finite. However, most importantly the above
suggests that the Bethe functional as a function of the degrees d , k is uniformly continuous in the fol-
lowing sense. Let d ′, k ′ be finitely supported degrees such that both d ′, k ′ are close to d , k and dˆ
′
, kˆ
′
are
close to dˆ , kˆ in total variation (which gives bounds on the distance of the first moments), then so are the
Bethe functionals uniformly for π ∈P∗(Ω). The argumentation is similar to the discussion in Section 5.8.
The fact that the expectations are finite ensures that we can cut the tails (in d , k = (ki )i∈[d]) at arbitrarily
small loss, leaving us with a uniform bound for the remaining contributions. Choosing suitable (finitely
supported) distributions d ′, k ′ sufficiently close to d , k then ensures that cutting the tails with respect
to d ′, k ′ comes at an arbitrarily small loss and further using the uniform bounds for the remainder we
obtain a uniform bound on the distance of the Bethe functionals in terms of the distance of the degree
distributions, thereby ensuring uniform continuity. This immediately translates to supπ∈P∗(Ω)B(π).
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With these continuity results we can show that the quenched free entropy density coincides with the
supremum of the Bethe functional given that the assertion holds for finitely supported degree distribu-
tions. For any given ε choose degrees d ′, k ′ with finite support close to d , k in themetric above. Then the
distance of the supremum of the Bethe functional with respect to the two pairs of degree distributions
can be bounded by ε/3. Further, for n sufficiently large the quenched free entropy density with respect
to d ′, k ′ is at a distance at most ε/3 to the supremum of the Bethe functional with respect to d ′, k ′ since
we obtained the results for bounded degrees. But by the continuity result for the quenched free entropy
density above, we know that for n sufficiently large the quenched free entropy densities with respect to
d ′, k ′ and with respect to d , k are also at most at a distance ε/3. Taking ε to 0 completes the proof.
Since standard arguments, i.e., Section 5 in [13] show that there exists a simple G with the desired
degree sequences with positive probability, the proposition readily follows. 
14. PROOF OF PROPOSITION 3.6
14.1. Overview. For a given ε> 0 we let mε,n be a Poisson variable with mean (1−ε)d¯n/k¯. Moreover, let
Gε,n be the random factor graphwith variables nodes x1, . . . ,xn and factor nodes a1, . . . ,amε,n obtained as
follows. Let
X =
n⋃
i=1
{xi }× [d i ], A =
mε,n⋃
i=1
{ai }× [k i ]
contain clones of the variable nodes x1, . . . ,xn and of the factor nodes, respectively. Then choose a max-
imal matching Γε,n of the complete bipartite graph on the vertex classes X ,A . For each matching edge
we insert the corresponding variable–factor node edge into Gε,n . Finally, for each factor node ai we
choose a weight functionψai independently from the distribution P .
Let Gˆε,n ,G
∗
ε,n be the random factor graph models obtained from Gε,n via (4.2), (4.3). Further, let σ
∗
n :
{x1, . . . ,xn}→ Ω be a uniformly random assignment. Since E[mε,n] < dn/k −Ω(n), w.h.p. some of the
variable clones from X remain vacant in the random factor graph G∗ε,n . Let C
∗ denote the set of all
such vacant clones. As before, we refer to them as the cavities. Further, let (y i , j )i , j≥1 be a sequence of
uniformly chosen independent cavities. Also let d ε be a random variable with distribution Bin(d ,1−ε).
By Remark 4.15, the main step toward the proof of Proposition 3.6 is to show the following.
Proposition 14.1. We have
E
[
logZG∗ε,n+1
]
−E
[
logZG∗ε,n
]
≤ E

q−1ξ−d ε
(∑
σ∈Ω
d ε∏
i=1
ψkˆ i ,i (σ,σ
∗
y i ,2
, . . . ,σ∗y i ,kˆi
)
)
log
∑
σ∈Ω
〈
d ε∏
i=1
ψkˆ i ,i (σ,σy i ,2 , . . . ,σy i ,kˆi
)
〉
G∗ε,n


− (1−ε)d¯
ξk¯
E
[
(kψ−1)ψ(σ∗y1,1 , . . . ,σ
∗
y1,kψ
) log
〈
ψ(σy1,1 , . . . ,σy1,kψ )
〉
G∗ε,n
]
+o(1).
To prove Proposition 14.1 we couple the random factor graphs G∗ε,n+1 and G
∗
ε,n . Specifically, for each
j in the support of k let M j be a random variable with distribution Po((1−ε)d¯P
[
k = j
]
n/k¯). Further, let
∆ j be a random variable with distribution
∆ j ∼ Po((1−ε)d¯P
[
k = j
]
/k¯).
Additionally, let M+
j
= M j +∆ j . Further, let M = (M j ) j ,M+ = (M+j ) j and let G∗n,M , G∗n,M+ be the factor
graphs obtained as follows. Choose a random maximal matching Γn,M of the complete bipartite graph
with vertex classes
Xn =
n⋃
i=1
{xi }× [d i ], An,M =
⋃
i∈suppk
⋃
j∈[M i ]
{ai , j }× [i ].
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Then letGn,M be the random factor graph with variable nodes x1, . . . ,xn and factor nodes ai , j , i ∈ suppk ,
j ∈ [M i ] where each edge of Γn,M induces an edge between the corresponding variable and check node.
Additionally, the factor nodes ai , j receive independent weight functions with distribution Pi . Finally,
G∗n,M is the factor graph obtained fromGn,M via (4.3). The model G
∗
n,M+ is defined analogously.
Lemma 14.2. The random factor graphsG∗ε,n ,Gn,M andG
∗
ε,n+1,Gn+1,M+ are identically distributed.
Proof. This is immediate from the construction. 
Let γi be the number of factor nodes of degree i adjacent to xn+1 in G
∗
n,M+ . Further, let
M−i = 0∨ (M i −γi )
and letGn,M− ,G
∗
n,M− be the corresponding factor graphs. Additionally, letD
− be theσ-algebra generated
by (M i ,γi ,∆i )i≥1 andσ
∗
n+1 and letM
− be the σ-algebra generated byD− andG∗n,M− .
To set up the coupling, obtain G ′ from G∗n,M− as follows. Let C
− be the set of cavities of G∗n,M− . More-
over, for i ∈ suppk and j ∈ [M i −M−i ] let a′i , j be a new factor node. Now, obtain G ′ by adding the a′i , j
to G∗n,M− by pairing them to cavities from C
− and choosing weight functions such that for any possible
result of this experiment we have
P
[
G ′ = g |M−
]
∝
∏
i , j
Pi (ψa ′
i , j
)ψa ′
i , j
(σ∗).(14.1)
Additionally, let G ′′ be the random factor graph obtained from G∗n,M− via the following process. Add a
variable node xn+1, factor nodes a′′i , j for i ∈ suppk , j ∈ [M+i −M i −γi ] and further factor nodes a′′′i , j for
i ∈ suppk , j ∈ [γi ] with xn+1 ∈ ∂a′′′i , j according to the distribution
P
[
G ′′ = g |G∗n,M− ,σ∗n+1
]
∝
∏
i , j
Pi (ψa ′′
i , j
)ψa ′′
i , j
(σ∗)
∏
i , j
Pi (ψa ′′′
i , j
)ψa ′′′
i , j
(σ∗)
Lemma 14.3. We have
E
[
logZ (G ′)
]
= E
[
logZ (G∗n,M )
]
+o(1), E
[
logZ (G ′′)
]
= E
[
logZ (G∗
n+1,M+)
]
+o(1).
Proof. By construction,G ′ is obtained fromG∗n,M− by adding
∑
i∈suppk M i −M−i factor nodes. Because all
degrees are bounded, we have
E
[ ∑
i∈suppk
M i −M−i
]
=Θ(1)
Since a Poisson random variable with bounded expectation is bounded by O(logn) with probability 1−
o(1/n), we may assume that the number of factor nodes added from G∗n,M− to G
′ is O(logn). Let us add
these factor nodes one-by-one. Then by Proposition 4.5 we can couple G ′ andG∗n,M such that
P
[
G ′ =G∗n,M
]
= 1−O˜(n−1)
whence the first statement of the lemma follows.
Let
E =
{
G ′′−xn+1−
∑
i , j
a′′i , j −
∑
i , j
a′′′i , j =G∗n+1,M+ −
∑
i , j
a′′i , j −
∑
i , j
a′′′i , j
}
be the event that on the first n variables the factor graphsG ′′ andG∗
n+1,M+ coincide. Furthermore, denote
by
∆s =
∣∣∣∣∣G ′′−xn+1−
∑
i , j
a′′i , j −
∑
i , j
a′′′i , j △ G∗n+1,M+ −
∑
i , j
a′′i , j −
∑
i , j
a′′′i , j
∣∣∣∣∣
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the amount of edges in which the factor graphs differ (restricted on the first n variables). Then Proposi-
tion 4.5 and Proposition 4.13 show thatG ′′ and G∗
n+1,M+ can be coupled such that
P [E ]= 1−O˜(n−1), P
[
∆s >
p
n logn
]
= O˜(n−2).(14.2)
Furthermore, comparing the definitions ofG ′′ andG∗
n+1,M+ , we see that given E the factor graphsG
′′ and
G∗
n+1,M+ satisfy
dTV
(
G ′′|E ,G
∗
n+1,M+|E
)
= O˜(n−1).
As all weight functions are strictly positive by assumption, there is a coupling of G ′′ and G∗
n+1,M+ such
that ∣∣∣E[logZ (G ′′)− logZ (G∗n+1,M+) | E
]∣∣∣= o(1).(14.3)
Additionally, given E2 =
{
∆s ≤
p
n logn
}
, we find∣∣∣E[logZ (G ′′)− logZ (G∗n+1,M+)| =O(pn logn) | E2
]∣∣∣ .(14.4)
Since, finally, ∣∣∣logZ (G ′′)− logZ (G∗
n+1,M+ )
∣∣∣=O(n)(14.5)
deterministically, the second assertion follows from (14.2)–(14.5).

Let (γ′
i
)i∈suppk be a random vector with distribution
γ′i =
d ε∑
h=1
1{kˆh = i }.
Lemma 14.4. We have dTV((γi )∈suppk , (γ
′
i
)i∈suppk )= o(1).
Proof. Let E be the event that the new variable node xn+1 is adjacent to particular factor nodesα1, . . . ,αℓ,
ordered according to the clones of xn+1 that they connect to. Let κ1, . . . ,κℓ be the degrees of α1, . . . ,αℓ.
Furthermore, letG⋆ be the factor graph obtained fromGn+1,M+ by removing xn+1 and its adjacent factor
nodes. Finally, let R be the event thatG⋆ has (1+o(1))∆/q cavities with each possible value τ ∈Ω under
σ∗. Then Proposition 4.6 implies that
P [E ]=P
[
E |G⋆ ∈R
]
+o(1).(14.6)
To be precise, in order to apply Proposition 4.6 we think of xn+1 and its adjacent factor nodes α1, . . . ,αℓ
as a single ‘super-factor node’ with weight function
ψxn+1 ,α1,...,αℓ(σ)=
∑
σxn+1∈Ω
ℓ∏
i=1
ψαi (σx )x∈∂αℓ (σ ∈ΩVn ).
Furthermore, the random factor graph model G⋆ can be described as follows. There are ℓ fewer factor
nodes, and thus Proposition 4.6 and SYM imply that w.h.p.
E[ψG⋆(σ
∗) |σ∗]
E[ψGn+1,M+ (σ
∗) |σ∗] = ξ
−ℓ.(14.7)
Similarly,
E[ψG⋆(σ
∗) |σ∗]
E[ψGn+1,M+ (σ
∗) |σ∗,E ] = ξ
−ℓ.(14.8)
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Combining (14.7)–(14.8), we obtain
P [E ]∼P [d ε = ℓ]
ℓ∏
h=1
P
[
kˆh = κh
]
.(14.9)
Finally, Lemmas 4.18 and 4.19 ensure that w.h.p.there are (1+o(1))∆/q cavities of each possible colour
τ ∈Ω. Thus, the assertion follows from (14.9). 
Lemma 14.5. We have
E
[
logZG ′ − logZGn,M−
]
= (1−ε)d¯
ξk¯
E
[
kψψ(σ
∗
y1,1
, . . . ,σ∗y1,kψ ) log
〈
ψ(σy1,1 , . . . ,σy1,kψ )
〉
Gε,n
]
+o(1).
Proof. Since G ′ is obtained from Gn,M− by adding factor nodes a′i , j for i ∈ suppk and j ∈
[
M i −M−i
]
according to (14.1), we obtain
log
ZG′
ZGn,M−
= log
〈 ∏
i∈suppk
∏
j∈[M i−M−i ]
ψa ′
i , j
(
σ(∂1a
′
i , j ), . . . ,σ(∂ka′
i , j
a′i , j )
)〉
G∗n,M−
Therefore, with (y i )i≥1 signifying independent uniformly random cavities of G
∗
n,M− , we obtain
E
[
logZG ′ − logZGn,M−
]
= (1−ε)d¯
ξk¯
E
[
kψψ(σ
∗
y1,1
, . . . ,σ∗y1,kψ ) log
〈
ψ(σy1,1 , . . . ,σy1,kψ )
〉
G∗n,M−
]
+o(1).(14.10)
Since G∗n,M− and G
∗
ε,n have total variation distance o(1) while the expression inside the expectation is
bounded, the assertion follows from (14.10). 
Lemma 14.6. We have
E
[
logZG ′′ − logZGn,M−
]
= E
[
q−1ξ−d ε
(∑
σ∈Ω
d ε∏
i=1
ψkˆ i ,i (σ,σ
∗
y i ,2
, . . . ,σ∗y i ,kˆi
)
)
log
∑
σ∈Ω
〈
d ε∏
i=1
ψkˆ i ,i (σ,σy i ,2 , . . . ,σy i ,kˆi
)
〉
Gε,n
]
+ (1−ε)d¯
ξk¯
E
[
ψ(σ∗y1,1 , . . . ,σ
∗
y1,kψ
) log
〈
ψ(σy1,1 , . . . ,σy1,kψ )
〉
Gε,n
]
+o(1).
Proof. Since G ′′ is obtained fromGn,M− by adding a variable node xn+1 with associated factor nodes a′′′i , j
for i ∈ suppk , j ∈ [γi ] and further factor nodes a′′i , j for i ∈ suppk , j ∈ [M+i −M i −γi ], we obtain
log
ZG ′′
ZGn,M−
= log
∑
σ∈Ω
〈 ∏
i suppk
∏
j∈[γi ]
ψa ′′′
i , j
(
σ,σ(∂2a
′′′
i , j ), . . . ,σ(∂ka′
i , j
a′′′i , j
)〉
G∗n,M−
(14.11)
+ log
〈 ∏
i∈suppk
∏
j∈
[
M+
i
−M i−γi
]ψa ′′i , j
(
σ(∂1a
′′
i , j ), . . . ,σ(∂ka′′
i , j
a′′i , j
)〉
G∗n,M−
(14.12)
The assertion follows from (14.11), Lemma 14.4 and the fact that G∗n,M− and G
∗
ε,n have total variation
distance o(1). 
Lemma 14.7. Let (y i )i≥1 be a sequence of uniformly random independent cavities of G
∗
ε,n . For any ℓ≥ 1,
δ> 0 there exists θ such that for all functions f :Ωℓ→ [0,1]we have∣∣∣E[f (σ∗y1,1 , . . . ,σ∗y1,ℓ) |G∗ε,n
]
−E
[〈
f (σy1,1 , . . . ,σy1,ℓ )
〉
|G∗ε,n
]∣∣∣<δ.(14.13)
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Proof. Going back to the definitions of G∗ and the Boltzmann distribution, we obtain
P
[
σ∗ =σ |G∗ε,n =G
]
=
P
[
G∗ε,n =G |σ∗ =σ
]
q−n
P
[
G∗ε,n =G
] = ψG (σ)
qnE[ψGε,n (σ)]P
[
G∗ε,n =G
]
= ψG (σ)
qnE[ψGε,n (σ)]
∑
τ∈ΩVn ψG (τ)/E[ZGε,n ]
= ψG (σ)
ZG
·
E[ZGε,n ]
qnE[ψGε,n (σ)]
.(14.14)
There are two cases to consider. First, if |σ−1(ω)| = n/q +O(pn), then BAL ensures that qnE[ψGε,n (σ)] =
Θ(E[ZGε,n ]). Hence, (14.14) shows that for such σ,
P
[
σ∗ =σ |G∗ε,n =G
]
=Θ(µG (σ)).(14.15)
The second case is that |σ−1(ω)|−n/q≫pn for some ω∈Ω. Then Proposition 4.17 shows that
P
[
σ∗ =σ
]
,E[µG∗ε,n (σ)]= o(1).
Thus, we may confine ourselves to the former case and assume that (14.15) holds. In light of Lemma 4.3
and Proposition 4.17 we may assume that µG∗ε,n is δ-symmetric for a small δ > 0 (at the expense of in-
creasing θ). Hence, (14.15) implies together with [16, Lemma 3.17] that (14.13) is satisfied. 
Proof of Proposition 3.6. This is an immediate consequence of Proposition 14.1 and Lemma 14.7. 
15. PROOF OF PROPOSITION 3.7
Throughout this section we assume that BAL, SYM and POS hold.
15.1. Preliminaries and setup. The proof of Proposition 3.7 relies on showing that for any distribution
π ∈P∗(Ω),
1
n
E[logZ (Gˆ)]≥B(π)(15.1)
We will show (15.1) via the interpolation method. To be precise, for a given π ∈P∗(Ω) we will construct
a family of random factor graph models parametrised by t ∈ [0,1]. The proof of Proposition 3.7 is based
on two pillars. First, it will be easy to see that the free energy of the t = 0 model is nB(π)+o(n) and that
the t = 1 model is identical to Gˆ . Second, we will show that the derivative of E[logZ (Gˆ)]/n with respect
to t is non-negative. (15.1) readily follows.
The interpolating family is constructed from the generalised model described in Section 4.1. To this
end, we introduce the model G t ,ε,π which is constructed as follows. Let
mε(t )∼ Po
(
(1−ε)t d¯n/k¯
)
and m′ε(t )∼ Po
(
(1−ε)(1− t )d¯n/k¯
)
As before, each variable comes with a target degree di ≥ 0 giving rise to a variable degree sequence d .
Similarly, each of the mε(t ) factor nodes comes with target degree k i ≥ 2, while each of the m′ε(t ) factor
nodes comeswith a target degree of k ′i , which are independent and distributed as k. Let the total number
of factor nodes be given by
m =mε(t )+
m′ε(t )∑
i=1
k ′i
and define the factor degree sequence as
k = (ki )i∈mε(t )∪ (1)i∈m′ε(t ), j∈k ′i .
Moreover, let (ψ′
i , j )i , j be a sequence of independent randomweight functions such thatψ
′
i , j has distri-
butionψk ′
i
. Then with (µi , j ,h)i , j ,h≥1 drawn independently from π and hi , j ∈ [k ′i ] drawn independently
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and uniformly, we let
ψbi , j :σ ∈Ω 7→
∑
τ∈Ωk′i
ψ′i , j1
{
τhi , j =σ
} ∏
h 6= j
µi , j ,h(τh)
Finally, let G t ,ε,π be the resulting random factor graph. In addition, for an integer T > 0 let G t ,ε,π,T be
the random factor graph obtain by adding θ random unary factors that each fix a random variable node
to a uniformly random spin chosen from Ω, with θ ∈ [T ] drawn uniformly at random. If the number of
factor nodes is not obvious from the context, we will write G t ,ε,π,T (mε(t ),m
′
ε(t )) for completeness. It is
straightforward to check the following.
Fact 15.1. TheG t ,ε,π,T model satisfies the assumptions of Proposition 4.5.
Let
Γt =
t d¯
k¯ξ
E
[
(k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ(π)
j
(τ j )
)]
.
The following proposition, which we prove in Section 15.2, shows that the free energy essentially in-
creases with t , up to the correction term Γt .
Proposition 15.2. For every ε> 0 there is T > 0 such that for all large enough n the following is true. Let
φT : t ∈ [0,1] 7→ (E[logZ (Gˆ t ,ε,π,T )]+Γt )/n.
Then φ′T (t )>−ε for all t ∈ [0,1].
We complement this statement by computing the free energy at ‘times’ t = 0.
Proposition 15.3. We have
1
n
E[logZ (Gˆ0,0,π,0)]= E
[
ξ−d
|Ω| Λ
(∑
σ∈Ω
d∏
i=1
∑
τ∈Ωkˆi
1
{
τhi =σ
}
ψkˆ i (τ)
∏
j 6=hi
µi j (τ j )
)]
.
The proof of Proposition 15.3 can be found in Section 15.3.
Proof of Proposition 3.7. Proposition 15.2 implies that
1
n
E[logZ (Gˆ1,0,π0]=O(ε)+
1
n
E[logZ (Gˆ1,ε,π,T )]≥O(ε)+
1
n
E[logZ (Gˆ0,ε,π,T )]−Γ1.(15.2)
Further, Proposition 15.3 implies together with the fact that all weight functions are strictly positive that
1
n
E[logZ (Gˆ0,ε,π,T )]=
1
n
E[logZ (Gˆ0,0,π,0)]+O(εn)
= E
[
ξ−d
|Ω| Λ
(∑
σ∈Ω
d∏
i=1
∑
τ∈Ωkˆi
1
{
τhi =σ
}
ψkˆ i (τ)
∏
j 6=hi
µi j (τ j )
)]
.(15.3)
Combining (15.2) and (15.3) completes the proof. 
15.2. Proof of Proposition 15.2. As before let σ∗ ∈ Ω{x1,...,xn } be a uniformly random assignment. Fur-
ther, let D′ be the σ-algebra generated by (d i ,k i ,k ′i )i . Let G
′ = G∗t ,ε,π,T (mε(t ),m′ε(t )) be the random
factor graph drawn from the distribution
P
[
G ′ ∈ E |D′,σ∗
]
=
E[1{G t ,ε,π,T (mε(t ),m
′
ε(t ))∈ E }ψG t ,ε,π,T (mε(t ),m′ε(t ))(σ∗) |D′,σ∗]
E[ψG t ,ε,π,T (mε(t ),m′ε(t ))(σ
∗) |D′,σ∗] .
We defineG ′′ =G∗t ,ε,π,T (mε(t )+1,m′ε(t )), G ′′′ =G∗t ,ε,π,T (mε(t ),m′ε(t )+1) analogously. Moreover, let C be
the set of all variable clones (xi ,h), h ≤ di that remain unmatched in G ′. Let (y i )i≥1 denote a sequence
of independent uniform samples from C . We identify the clone y i with its underlying variable node
where convenient. Finally, let (µi )i≥1 be independent samples from π. The key step towards the proof of
Proposition 15.2 is the derivation of the following formula.
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Lemma 15.4. Let
Ξt = E
[
ψk (σ
∗(y1), . . . ,σ
∗(y k )) log〈ψk (σ(y1), . . . ,σ(yk ))〉G ′
]
−E
[
k∑
i=1
∑
τ∈Ωk
1
{
τ j =σ∗(y1)
}
ψk (τ)
∏
j 6=i
µ j (τ j ) log
〈 ∑
σ∈Ωk
1
{
σi =σ(y1)
}
ψ(σ)
∏
j 6=i
µ j (σ j )
〉
G ′
]
+E
[
(k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ(π)
j
(τ j )
)]
.
Then uniformly for all t ∈ (0,1) and all T ≥ 0,
∂
∂t
φT (t )= o(1)+
d¯
k¯ξ
Ξt .
The steps to prove Proposition 15.4 are the following. Let
∆t = E
[
logZ (G∗t ,ε,π,T (mε(t )+1,m′ε(t ))
]
−E
[
logZ (G∗t ,ε,π,T (mε(t ),m
′
ε(t )))
]
= E
[
logZ (G ′′)
]
−E[logZ (G ′)],
∆′t = E
[
logZ (G∗t ,ε,π,T (mε(t ),m
′
ε(t )+1)
]
−E
[
logZ (G∗t ,ε,π,T (mε(t ),m
′
ε(t )))
]
= E
[
logZ (G ′′′)
]
−E[logZ (G ′)],
∆′′t = E
[
(k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ j (τ j )
)]
.
Because t enters into the definition of the various factor graphs only through the Poisson variables
mε(t ),m
′
ε(t ), the following claim follows directly from [14, Lemma 4.2].
Claim 15.5 (Lemma 4.2 of [14]). We have
1
n
∂
∂t
φT (t )= (1−ε)
d¯
k¯
(
∆t −∆′t +∆′′t
)
.
To calculate ∆t ,∆
′
t we continue to denote byψ
∗
k
a weight function distributed asψk , drawn indepen-
dently of everything else.
Claim 15.6. We have
∆t = o(1)+E
[
ψk (σ
∗(y1), . . . ,σ
∗(y k )) log〈ψk (σ(y1), . . . ,σ(y k ))〉G ′
]
/ξ.
Proof. Due to routine concentration arguments we may safely assume that
n∑
i=1
d i ≥
mε(t )∑
i=1
k i +
m′ε(t )∑
i=1
k ′i .
Proposition 4.5 provides a coupling of G ′,G ′′. There are three possible scenarios.
Case 1: G ′ =G ′′−amε(t )+1: In this case, G ′′ can be obtained from G ′ by adding a single kmε(t )+1-ary
factor node a = amε(t )+1. Its weight function and the adjacent variable nodes are drawn from the
distribution
P
[
∂a = (y1, . . . , ykmε(t)+1),ψa =ψ |D
′,σ∗
]
=
(1+o(1))P
[
ψkmε(t)+1 =ψ
]
ψ(σ∗(y1), . . . ,σ∗(yk mε(t)+1))
E[ψk mε(t)+1 (σ
∗(y1), . . . ,σ∗(y k mε (t )+1))]
.(15.4)
with y1, . . . , ykmε(t)+1 ∈C ,ψ ∈Ψ; the 1+o(1) term stems from the fact that the ‘cavities’ where a at-
taches should bedrawnwithout replacement. Furthermore, sincewith probability 1−exp(−Ω(n))
we have
∑
y∈C 1{σ∗(y)= τ}= |C |/q +o(n) for all τ ∈Ω, the expression (15.4) simplifies to
P
[
∂a = (y1, . . . , ykmε(t)+1),ψa =ψ |D
′,σ∗
]
= 1+o(1)
ξ
P
[
ψk mε(t)+1 =ψ
]
ψ(σ∗(y1), . . . ,σ∗(ykmε(t)+1)).(15.5)
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Furthermore, the ensuing change in free energy upon adding a works out to be
log
Z (G ′′)
Z (G ′)
= log
〈
ψa (σ)
〉
G ′ .(15.6)
Case 2: |G ′△G ′′| =O(pn logn): because all weight functions are strictly positive, in this case we ob-
tain ∣∣logZ (G ′′)− logZ (G ′)∣∣=O(pn logn).(15.7)
Case 3: cases 1,2 do not occur.: In this case we have the trivial bound
logZ (G ′′)/Z (G ′)=O(n+mε).(15.8)
Proposition 4.5 shows that Case 1 occurs with probability 1−O(1/n) and that Case 3 occurs with proba-
bilityO(1/n2). Therefore, (15.4)–(15.8) yield
E
[
log
Z (G ′′)
Z (G ′)
|D′,σ∗
]
= 1+o(1)
ξ
E
[
ψk (σ
∗(y1), . . . ,σ
∗(y k )) log〈ψk (σ(y1), . . . ,σ(yk ))〉G ′
]
,
as claimed. 
Claim 15.7. We have
∆′t = o(1)+E
[
k∑
i=1
∑
τ∈Ωk
1
{
τ j =σ∗
}
ψk (τ)
∏
j 6=i
µ j (τ j ) log
〈 ∑
σ∈Ωk
1{σi =σ(x)}ψ(σ)
∏
j 6=i
µ j (σ j )
〉
G ′
]
/ξ.
Proof. Weapply Proposition 4.5 as in the proof of the previous proposition to obtain a coupling ofG ′,G ′′′.
As in that proof, because all weight functions are strictly positive we just need to consider the case thatG ′
coincides with the factor graph obtained from G ′′′ by removing bm′ε(t )+1,1, . . . ,bm′ε(t )+1,k ′m′ε(t)+1
. Hence, we
may assume thatG ′′′ is obtained fromG ′ by adding unary factor nodes b1, . . . ,bk ′
m′ε(t)+1
defined as follows.
Let (µ′′
i , j )i , j≥1 be independent samples from π and let (hi )i≥1 be independent and uniform samples from
[k ′
m′ε(t )+1]. To simplify matters, we are going to discretise the continuous distribution on distributions π.
Then
P

∂b j = y,ψb j ( ·)= ∑
τ∈Ω
k′
m′ε(t)+1
1{τh j = · }ψ(τ)
∏
h 6=h j
µi , j (τ j ) |D′,σ∗

(15.9)
= 1+o(1)
ξk ′
m ′ε(t )+1
∑
τ∈Ω
k′
m′ε(t)+1
1
{
τi =σ∗(y)
}
ψ(τ)
∏
h 6=i
µi , j (τh)π(µi , j ).
Let σ be a sample from µG ′ . Since the factor nodes factorize up to a vanishing error term that is due to
some variable nodes having two or more cavities, we have
log
Z (G ′′′)
Z (G ′)
=
k ′
m′ε(t)+1∑
j=1
log
〈
ψb j (σ)
〉
G ′
+o(1).(15.10)
Combining (15.9) and (15.10), we finally obtain
E
[
log
Z (G ′′′)
Z (G ′)
|D′,σ∗
]
= E
[ k∑
i=1
∑
τ∈Ωk
1
{
τhi =σ∗(y i )
}
ψk ′
m′ε(t)+1
(τ)
∏
j 6=hi
µi , j (τ j )
log
〈 ∑
σ∈Ω
k′
m′ε(t)+1
ψk ′
m′ε(t)+1
(σ)
{
σhi =σ(x)
}
ψ(σ)
∏
j 6=hi
µi , j (σ j )
〉
G ′
]/
(ξ+o(1)).
The claim follows. 
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Claim 15.8. With µ1,µ2 chosen independently from πwe have
∆′′t =
k¯ξ
d¯
∂
∂t
Γt = E
[
(k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ(π)
j
(τ j )
)]
Proof. This follows immediately by plugging in the definition of Γt . 
Proof of Lemma 15.4. This lemma follows from Claims 15.6, 15.7 and 15.8. 
Proof of Proposition 15.2. Let ρGˆT,t ,ε be the empirical distribution of the marginals of µGˆ t ,ε,π,T ,x defined
over the set of cavities, i.e.
ρˆ = 1|C |
∑
x∈C
δµGˆ t ,ε,π,T ,x
∈P∗(Ω)(15.11)
Lemma 4.3 shows that choosing T sufficiently large, we can ensure that µGˆ t ,ε,π,T ,x is δ-symmetric for an
arbitrarily small δ> 0. Therefore, the Nishimori identity and Lemma 15.4 imply that
∂
∂t
φT (t )= o(1)+
d¯
k¯ξ
Ξt =O(δ)+
d¯
k¯ξ
Ξ′t where
Ξ′t = E
[
Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
i=1
ρi (τi )
)
+ (k −1)Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
i=1
µi (τi )
)
−kΛ
( ∑
τ∈Ωk
ψ(τ)ρ1(τ1)
k∏
i=2
µi (τi )
)]
.
Hence, the assertion follows from assumption POS. 
15.3. Proof of Proposition 15.3. Because the random graphmodel is symmetric under permutations of
the variable nodes, we can view 1n E
[
logZ (Gˆ0,0,ε)
]
as the contribution to E
[
logZ (Gˆ0,0,ε)
]
of the connected
component of x1. The partition function of the component of x1 is nothing but
z =
∑
σ∈Ω
d x1∏
j=1
ψbx1 , j (σ)
By construction at t = 0, the degree d is chosen from D. On the factor side, the variable is assigned to
factor nodes by choosing uniformly at randomwithout replacement among the emanating half-edges of
the factor nodes. Moreover, changing the total number of half-edges by a bounded number only changes
the probability of selecting factor nodes with specific arities by O(1/n). Thus, the arity of the chosen
factor nodes is distributed according to (1.2). Hence, we find
1
n
E
[
logZ (Gˆ0,0,ε
]
= E[z]= E
[
ξ−d
|Ω| Λ
(∑
σ∈Ω
d∏
i=1
∑
τ∈Ωkˆi
1
{
τhi =σ
}
ψkˆ i (τ)
∏
j 6=hi
µi j (τ j )
)]
The overall proposition is immediate from Propositions 15.2 and 15.3.
16. APPLICATIONS
16.1. LDGM codes. We start to show how to apply Theorem 2.3 to derive the statement in Theorem 1.1.
To this end, letΩ= {±1},ψk =
{
ψk ,1,ψk ,−1
}
for all k ≥ 3 with
ψk ,J (σ)= 1+ (1−2η)J
k∏
i=1
σi
for allσ∈Ωk , J ∈ {±1}. Pk is simply the uniformdistribution, i.e. Pk (ψk ,J )= 1/2 for J ∈ {−1,+1}. Moreover,
the distribution onΨk conditioned on the planted configuration for a factor node a with degree k for all
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k ∈ suppK is given by
P
[
ψa =ψk ,J |σ∂a = (σ1 . . .σk
]
)=
(
1+ (1−2η)J
k∏
i=1
σi
)
/2
which yields 1−η if∏k
i=1σi = 1 and η if
∏k
i=1σi =−1. Furthermore,we have ξ= E
[|Ω|−k ∑τ∈Ωk ψk (τ)]= 1.
Moreover, we find
E
[
1
|Ω|k
∑
τ∈Ωk
Λ(ψk (τ))
]
=
[
log2−H (η)
]
.(16.1)
Next, we check SYM,BAL,POS. SYM and BAL are immediate since the function σ 7→ E
[
ψk (σ)
]
is con-
stant. For POS, we employ an argument from [14, Section 4.4]. Expanding Λ(·) and using Fubini’s theo-
rem we obtain
E
[
Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
i=1
ρi (τi )
)]
=−1+
∞∑
ℓ=2
E
[(
1−∑σ∈Ωk ψk (σ)∏ki=1ρi (σi ))ℓ
]
ℓ(ℓ−1)
=−1+
∞∑
ℓ=2
E
[
((1−2η)J )ℓ
]
E
[
(ρ1(1)−ρ1(−1))ℓk
]
ℓ(ℓ−1)
Applying the same procedure to the other two terms of POS and letting Xℓ = E
[
(ρ1(1)−ρ1(−1))ℓ
]
and
Yℓ = E
[
(ρ′1(1)−ρ′1(−1))ℓ
]
, we merely need to show that
∞∑
ℓ=2
1
ℓ(ℓ−1)E
[
((1−2η)J )ℓ
]
E
[
X kℓ −kXℓY k−1ℓ + (k −1)Y kℓ
]
≥ 0(16.2)
Indeed, if ℓ is odd, then E
[
((1−2η)J )ℓ
]
= 0 due to the symmetry of J . Moreover, for even ℓ, both X ,Y ≥ 0.
Thus, (16.2) follows from the fact that X k−kXY k−1+ (k−1)Y k ≥ 0 for all X ,Y ≥ 0 and E
[
((1−2η)J )ℓ
]
≥ 0
since ℓ is even. Theorem 2.3 together with (16.1) yield
lim
n→∞
1
n
I (σ∗,G∗)= (1+ d¯/k¯) log2−H (η)−B(η).
Finally, we simplify the Bethe function B(η). To this end, we can map a distribution µ(π
′) drawn from
π′ ∈P∗({±1}) to a distribution θ(ρ) drawn from ρ ∈P0([−1,1]) by
θ(ρ) = 2µ(π′)(1)−1.
Thus, we can simplify the Bethe functional to
B(π′)= E
[
ξ−d
|Ω| Λ
(∑
σ∈Ω
d∏
i=1
∑
τ∈Ωkˆi
1
{
τhi =σ
}
ψkˆ i (τ)
∏
j 6=hi
µ(π)
i j
(τ j )
)
− d¯(k −1)
ξk¯
Λ
( ∑
τ∈Ωk
ψk (τ)
k∏
j=1
µ(π)
j
(τ j )
)]
= E
[
1
2
Λ
( ∑
τ∈{±1}
d∏
i=1
(
1+
kˆ−1∑
τ∈{±1}
(1−2η)Jσ
kˆ−1∏
j=1
τ jµ
(π′)
i j
(τ j )
))
− d¯(k −1)
k¯
Λ
(
1+
kˆ∑
τ∈{±1}
(1−2η)J
k∏
i=1
τ jµ
(π′)
j
(τ j )
)]
= E
[
1
2
Λ
( ∑
σ∈{±1}
d∏
i=1
(
1+ (1−2η)σJ b
kˆ−1∏
j=1
θ
(ρ)
i j
))
− d¯ (k −1)
k¯
Λ
(
1+ (1−2η)J
k∏
j=1
θ
(ρ)
1, j
)]
=Bldgm(ρ,η)
concluding the proof.
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16.2. Stochastic Block Model. First we need to check that the SBM indeed satisfies the assumptions
SYM, BAL, POS, which follows directly from [14].
Lemma 16.1. The Stochastic BlockModel satisfies the assumptions SYM, BAL and POS for all q ≥ 2,β≥ 0.
Proof. The lemma is an immediate consequence of Lemma 4.3 and 4.5 in [14] which carry over the Sto-
chastic Block Model defined in Section 1.3. 
Now, the proof of Theorem 1.2 is reduced to an application of Theorem 17.1 to the stochastic block
model.
16.3. ThePotts antiferromagnet on randomregular graphs. LetG(n,d ) denote a randomregular graph
with n vertices, each with degree d .
Theorem 16.2. Let k = 2,d ∈N≥ 2 andm = dn/k. For q ≥ 2, and c ∈ [0,1], let
BPotts(d ,q,c)= sup
π∈P∗([q])
E

Λ
(∑q
σ=1
∏d
i=11−cµ
(π)
i
(σ)
)
q(1−c/q)d −
dΛ(1−∑qτ=1 cµ(π)1 (τ)µ(π)2 (τ)
2(1−c/q)

 ,
βq,cond(d) = inf
{
β> 0 :BPotts(d ,q,1−e−β)> logq +d log(1− (1−e−β)/q)/2
}
.
Then we have
lim
n→∞−
1
n
E
[
logZβ(G(n,d ))
]
=− logq −d log(1− (1−e−β)/q)/2 β<βq,cond(d )
lim
n→∞−
1
n
E
[
logZβ(G(n,d ))
]
<− logq −d log(1− (1−e−β)/q)/2 β>βq,cond(d )
The key observation towards the proof of Theorem 16.2 is that the Stochastic Block Model is just the
planted version of the Potts antiferromagnet. Indeed, we find
P[G∗SBM =G |σ∗]∝P [G =G]exp
(
−β
∑
(v,w)∈E(G)
1
{
σ∗(v)=σ∗(w )
})
∝P[GPotts(σ∗)=G].
Proof of Theorem 16.2. The theorem is an immediate consequence of Theorem 1.2 and Lemma 4.4. 
16.4. Diluted mixed k-spin models. The proof of Theorem 1.3 is based on Theorem 2.3. Clearly, the
mixed k-spin model fits the definition of the generalized model underlying Theorem 2.3. While we have
a degree sequence on the factor side, each factor chooses variable nodes uniformly at random without
replacement. Thus, up to a smaller-order error that adds o(1) to the free energy, the number of neigh-
bours for a variable node is a Poisson random variable. Of course, one problem is that the number of
possible weight functions is infinite. We will tackle this issue in the proof of Theorem 1.3 by introducing
a discretised version of J that is cut off at the tails. Let pk ,J ,β be the law of ψk ,J ,β. Then, fix some r ∈ N
and define a discretised version of J
J (r ) :=
r 2−1∑
i=0
1 {J ∈ [−r + i/r,−r + (i +1)/r ]}
(
−r + i
r
)
+
2r 2−1∑
i=r 2
1 {J ∈ [−r + i/r,−r + (i +1)/r ]}
(
−r + i +1
r
)
−1 {J <−r }r +1 {J > r }r.
Note that r in J (r ) governs both the value range of the random variable and size of each discretised inter-
val where for J < 0 the J (r ) takes the value of the left interval bound, while for J > 0 it is the right bound.
By construction, J (r ) is symmetric and bounded. Let p(r )
k ,J ,β
be the law ofψk ,J (r ),β.
Lemma 16.3. For all r ∈N, k ≥ 2, d¯ > 0,β> 0, p(r )
k ,J ,β
satisfies conditions SYM, BAL and POS .
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Proof. Condition SYM is satisfiedwith ε= 1−tanh(βr )> 0 and ξ= 1. InBAL , the function that we need to
check for concavity is µ 7→ 1+E
[
tanh(βJ (r ))
]
Eµ [X ]= 1, as J (r ) is distributed as−J (r ). Hence, BAL follows.
Finally, for POS , we use the expansion Λ(1−x)=−x+∑ℓ≥2 xℓ/(ℓ(ℓ−1)) and observe that for j ≥ 2,(
1−
∑
τ∈{±1}k
ψk ,J (r ),β(τ)
k∏
i=1
µi ,ρ(τi )
) j
=
(
tanh(βJ (r ))
) j k∏
i=1
(
µi ,ρ(1)−µi ,ρ(−1)
) j
.
Therefore, by the dominated convergence theorem,
E
[
Λ
( ∑
τ∈{±1}k
ψk ,J (r ),β(τ)
k∏
i=1
µi ,ρ(τi )
)]
=
∑
j≥2
E
[(
tanh(βJ (r ))
) j ]
E
[(
µ1,ρ(1)−µ1,ρ(−1)
) j]k
/( j ( j −1)).
We apply the same idea to the other two terms from POS and setting X j = E
[(
µ1,ρ(1)−µ1,ρ(−1)
) j]
and
Y j = E
[(
µ1,ρ′(1)−µ1,ρ′(−1)
) j]
, we arrive at the condition
∑
j≥2
E
[(
tanh(βJ (r ))
) j ](
X kj + (k −1)Y kj −kX jY k−1j
)
/( j ( j −1))≥ 0.
Again, because J (r ) is symmetric, E
[(
tanh(βJ (r ))
) j ]= 0 for odd j , while E[(tanh(βJ (r ))) j ]≥ 0 for even j .
The claim follows from the fact that X k −kXY k−1+ (k −1)Y k ≥ 0 for all X ,Y ≥ 0. 
Lemma16.4. If long-range correlations are absent inG, we have limn→∞ E
[
logZ (G)
]
/n = limn→∞ logE [Z (G)]/n
Proof. We readily find that
∂
∂d
1
n
E
[
logZ (G)
]
= E
[
log
(
1+ tanh(βJ )
〈 k∏
i=1
σy i
〉
G
)]
(16.3)
≤ log
(
E
[
1+ tanh(βJ )
〈 k∏
i=1
σy i
〉
G
])
= ∂
∂d
1
n
logE [Z (G)]
where the inequality follows by Jensen. Assume that long-range correlations are absent in G , hence by
definition the spins are approximately pairwise independent and by Lemma 4.2 k-wise independent.
Therefore, the Jensen gap in (16.3) vanishes. Finally,
1
n
E
[
logZ (G)
]
=
∫
∂
∂d
1
n
E
[
logZ (G)
]
dd =
∫
∂
∂d
1
n
logE [Z (G)]dd = 1
n
logE [Z (G)]
whence the lemma follows. 
Claim 16.5. If we find for almost all i , j ∈ [n] that 〈σiσ j 〉 = o(1), then for all but o(n) coordinates i ∈ [n]
we have µi (1)= 1/2+o(1).
Proof. We prove the claim by using limits, i.e., we associate a function fσ : [0,1]→ P ({−1,1}) with σ ∈
{−1,1}n such that
fσ(x)=
n−1∑
i=0
1 {x ∈ [i/n, (i +1)/n)}δσi .
(Hence, fσ ∈P (({−1,1}) is the atom on σi that represents the assignment σ when we shrink the coordi-
nates from [n] to [0,1]). Coming with this embedding of ({−1,1}n into the space of functions f : [0,1]→
P ({−1,1}), there is an embedding of the corresponding probability measures µ ∈ P (({−1,1}n) into the
space of functions µˆ : [0,1]2→P (({−1,1}) by taking well-defined limits. A detailed discussion and formal
justification of the procedure is provided by [18].
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Hence, we effectively need to prove the following. Let F : (s,x) ∈ [0,1]2 → [−1,1] be a measurable
function such that ∫1
0
F (s,x)F (s, y)ds = 0(16.4)
for almost all x, y ∈ [0,1]. Then F (s,x)= 0 almost surely. To prove this statement think of the integral as an
inner product of the vectors F ( · ,x),F ( · , y) ∈ L2([0,1]). Then (16.4) shows that (F ( · ,x))x is an orthogonal
family. Since any orthonormal family of the separable Hilbert space L2([0,1]) is countable, this implies
that {F ( · ,x)/‖F ( · ,x)‖2 : F ( · ,x) 6= 0} is countable. Therefore, unless F ( · ,x) = 0 for almost all x, there
exists x with F ( · ,x) 6= 0 such that the set {y ∈ [0,1] : F ( · , y) 6= 0,F ( · , y)/‖F ( · , y)‖2 = F ( · ,x)/‖F ( · ,x)‖2} has
positive measure. But this contradicts (16.4). 
The next lemma follows almost directly from Claim 16.5 as we find that almost all spins σy1 and σy2
need to be independent, hence, no long-range correlations are present.
Lemma 16.6. If we have limn→∞E
[
logZ (G)
]
/n = limn→∞ logE [Z (G)]/n, long-range correlations are ab-
sent inG .
Proof. By Jensen’s inequality, we have
lim
n→∞
∂
∂d
1
n
E
[
logZ (G)
]
≤ lim
n→∞
∂
∂d
1
n
logE [Z (G)]
Since limn→∞ E
[
logZ (G)
]
/n = limn→∞ logE [Z (G)]/n by assumption, we find
lim
n→∞
∂
∂d
1
n
E
[
logZ (G)
]
= lim
n→∞
∂
∂d
1
n
logE [Z (G)](16.5)
Moreover, another application of Jensen’s inequality yields
lim
n→∞
∂
∂d
1
n
E
[
logZ (G)
]
= E
[
log
(
1+ tanh(βJ )
〈 k∏
i=1
σy i
〉
G
)]
≤ log
(
E
[
1+ tanh(βJ )
〈 k∏
i=1
σy i
〉
G
])
= lim
n→∞
∂
∂d
1
n
logE [Z (G)](16.6)
By (16.5), we need equality to hold in (16.6). Since P [k = 2]> ε for some ε> 0, this equality needs to hold
in particular for k = 2. By Claim 16.5, this implies the absence of long-range correlations inG closing the
proof of the lemma. 
Proof of Theorem 1.3. By Lemma 16.3 and since X converges to J in probability as ε→ 0 after taking
n→∞, Theorem 2.3 is applicable to the mixed k-spin model. Moreover, Lemmas 16.6 and 16.6 evince
that long-range correlations are absent in G if and only if
lim
n→∞E
[
logZ (G)
]
/n = lim
n→∞ logE [Z (G)]/n
The theorem readily follows. 
17. CONDENSATION THRESHOLD
In this section we discuss two (asymptotical) quantities considered as functions of the model param-
eters q , (ψk)k , k and d . For this purpose let Zk =
∑
y∈Ωk E[ψk (y)] for k ∈Z≥0. The annealed free entropy
density φa ∈R is given by
φa = (1− d¯ ) log(q)+
d¯
k¯
E
[
log(Zk )
]
.
Assuming q to be fixed we consider the regimes
RRS=
(
(d ,k , (ψk)k ) :Bsup ≤φa
)
and Rcond =
{
(d ,k , (ψk)k ) :Bsup >φa
}
.
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The next result is dedicated to the relative entropy of the teacher-student model with respect to the null
model.
Theorem 17.1. Assume thatDEG, SYM, BAL and POS hold. Then we have
lim
n→∞
1
n
DKL
(
(σ∗n ,G
∗
n(σ
∗
n))‖(σGn ,Gn)
)
= 0, (d ,k , (ψk )k) ∈RRS,
lim
n→∞
1
n
DKL
(
(σ∗n ,G
∗
n(σ
∗
n))‖(σGn ,Gn)
)
> 0, (d ,k , (ψk )k) ∈Rcond.
The last result establishes that the quenched free entropy density and the annealed entropy density
coincide exactly in the replica symmetric regime.
Theorem 17.2. Assume thatDEG, SYM, BAL and POS hold. Then we have
lim
n→∞
1
n
E
[
log
(
ZGn
)]
=φa, (d ,k , (ψk)k ) ∈RRS,
lim
n→∞
1
n
E
[
log
(
ZGn
)]
<φa, (d ,k , (ψk)k ) ∈Rcond.
In the following we tacitly assume thatDEG, SYM, BAL and POS are satisfied.
17.1. Preliminaries. We use the notation from Section 12 and further let φa = E[φa,tn ] denote the an-
nealed free entropy density withφa,t = 1n log(Z¯t ), Z¯t = E[ZG t ], denoting the annealed free entropy density
for given t ∈Tn , n ∈N . The first result is a corollary to Proposition 9.2.
Fact 17.3. Uniformly in t ∈T ◦n we have φa,t =φa,∞+o(1) and furtherφa =φa,∞+o(1), where
φa,∞ = (1− d¯ ) log(q)+
d¯
k¯
E
[
log(Zk )
]
.
Proof. Recall from Proposition 9.2 that we have Z¯t = (1+o(1))r ∗t qn
∏
i∈[mt ] ξkt ,i uniformly in t ∈T ◦n with
r ∗t =Θ(1) uniformly, which yields
φa,t = log(q)+
mt
n
E
[
log
(
ξk t
)]
+o(1)
uniformly. Now, notice that ε ≤ ξk ≤ ε−1 for all k in the support of k using SYM, so with these uniform
bounds on the expectation and the uniform bounds imposed by T ◦n we have
φa,t = log(q)+
d¯
k¯
E
[
log(ξk )
]
+o(1)= (1− d¯ ) log(q)+ d¯
k¯
E
[
log(Zk )
]
+o(1).
Finally, notice that φa,t , t ∈Tn , is sublinear in the number of factors using SYM, so with Proposition 8.1
and the uniform convergence given t ∈T ◦n we have φa =φa,t +o(1)=φa,∞+o(1). 
The next fact relates the quantities φˆt , φa,t and φ¯t through the distance of the models G
∗
t (σˆt ) and G t .
Fact 17.4. For all n ∈N and t ∈Tn we have
φˆt =φa,t +
1
n
DKL
(
G∗t (σˆ)‖G t
)
≥φa,t −
1
n
DKL
(
G t‖G∗t (σˆ)
)
= φ¯t .
Proof. Notice that the Radon-Nikodym derivative derivative ofG∗t (σˆ) with respect toG t isG 7→ ZGZ¯t which
gives the equivalences, while the inequality is obvious due to the non-negativity of the relative entropy.

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17.2. Proof of Theorem 17.2. Before we continue, we observe joint concentration given t ∈T ◦n .
Lemma 17.5. Jointly in s = (t ,σ, y)∈S ◦n we have φˆ=φ∗+o(1)=φ∗s +o(1)=φ∗t +o(1)= φˆt +o(1).
Proof. The first two equalities are immediate from Proposition 12.4. Thanks to Proposition 10.1 we have
φ∗t = E[φ∗s∗t 1{s
∗
t ∈ S ◦n }]+ o(1) uniformly in t ∈ T ◦n , and further for (t ,σ, y) ∈ S ◦n with Proposition 12.4
and the triangle inequality we have φ∗
t ,σ′,y ′ = φ∗t ,σ,y + o(1) for any (t ,σ′, y ′) ∈ S ◦n uniformly. This yields
φ∗t =φ∗s +o(1) uniformly in s ∈S ◦n .
Now, for given ε ∈ (0,1) use Proposition 9.1 to obtain c , r ∈R>0 then for any t ∈T ◦n we have
P[sˆt 6∈S ◦n ]≤ ε+cP[s∗t 6∈S ◦n ,σ∗ ∈ Et ]= ε+o(1)
uniformly in t ∈T ◦n thanks to Proposition 10.1, i.e. P[sˆt 6∈S ◦n ]= o(1) uniformly. Analogously to the above
we obtain φˆt =φ∗t ,σ,y +o(1) uniformly which completes the proof. 
First, we derive the following contiguity-like result for the replica symmetric phase.
Lemma 17.6. If we have φ¯=φa+o(1), then for all cˆ , cˆ ′ ∈R>0 there exist c, c ′ ∈R>0 such that for all n ∈N ,
all t ∈T ◦n and E ⊆ΩVn ×Gt withP[(σˆt ,G∗t (σˆt )) ∈ E ]≤ cˆ ′exp(−cˆn)we have P[(σG t ,G t ) ∈ E ]≤ c ′exp(−cn),
whereGt denotes the support ofG t .
Proof. UsingFact 17.4 andLemma17.5wenotice that φ¯t =φa,t+o(1) jointly in t ∈T ◦n . Now, fix cˆ , cˆ ′ ∈R>0,
n ∈N and an event E such that
P[(σG∗t (σˆt ),G
∗
t (σˆt )) ∈ E ]≤ cˆ ′exp(−cˆn).
For any ε ∈R>0 and using Proposition 12.1 we find constants c , c ′ ∈R>0 such that
P
[
φ(G t )≤ φ¯t −
1
2
ε
]
≤ c ′exp
(
−c
4
ε2n
)
uniformly in t ∈ T ◦n . Due to the assumption we have φ¯t ≥ φa,t − 12ε uniformly for all sufficiently large
n ∈N . Combining these gives P
[
G t 6∈G ◦t
]
≤ c ′exp
(
− c4ε2n
)
, G ◦t = {G ∈Gt :φ(G)>φa,t −ε}, and further
P[(σG t ,G t ) ∈ E ]≤ c ′exp
(
−cε
2
4
n
)
+P
[
(σG t ,G t ) ∈ E ,G t ∈G ◦t
]
= c ′exp
(
−cε
2
4
n
)
+
∑
σ
E
[
ψG t (σ)
exp(nφ(G t ))
1{(σ,G t ) ∈ E ,G t ∈G ◦t }
]
< c ′exp
(
−cε
2
4
n
)
+
∑
σ
E
[
ψG t (σ)
exp(nφa,t −εn)
1{(σ,G t ) ∈ E ,G t ∈G ◦t }
]
= c ′exp
(
−cε
2
4
n
)
+eεn
∑
σ
E
[
ψG t (σ)
Z¯t
1{(σ,G t ) ∈ E ,G t ∈G ◦t }
]
= c ′exp
(
−cε
2
4
n
)
+eεnE
[
ZG t
Z¯t
∑
σ
µG t (σ)1{(σ,G t )∈ E ,G t ∈G ◦t }
]
= c ′exp
(
−cε
2
4
n
)
+eεnP
[
(σG∗t (σˆt ),G
∗
t (σˆt )) ∈ E ,G∗t (σˆt ) ∈G ◦t
]
≤ c ′exp
(
−cε
2
4
n
)
+ cˆ ′exp(εn− cˆn) .
Let ε be the solution for which the coefficients in the exponents coincide, i.e. c1 = 14cε2 = cˆ−ε ∈R>0, then
with c2 = c ′+ cˆ ′ we have P[(σG t ,G t ) ∈ E ]< c2exp(−c1n). Recall that the result above holds for all n ∈N
with n > n0 for some suitable n0 ∈N . Now, redefine c = c1 and let c ′ ≥ c2 be sufficiently large such that
c ′exp(−cn0)≥ 1, then the assertion is trivial for all small n and also holds for large n. 
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Next, we derive a concentration result for the Nishimori quenched free entropy density.
Lemma 17.7. For all ε ∈R>0 there exist c, c ′ ∈R>0 such that for all n ∈N and t ∈T ◦n we have
P
[∣∣φ(Gˆ t )− φˆt ∣∣≥ ε]≤ c ′exp(−cn).
Proof. Using Lemma 17.5 we obtain uniform bounds for the distance of φ∗s and φˆt over any choice of
s ∈S ◦n and t ∈T ◦n for n sufficiently large. Further, for given ε′ ∈ R>0 with Lemma 10.4 we obtain δ and
exponential bounds for ∆A(αsˆ t ,α
∗) ≥ ε′ given that the distance of ρˆt and uΩ is less than δ. But Propo-
sition 9.3 exactly provides the corresponding exponential bounds. Combining these results leaves us
with assignment distributions close to the reference distribution, for which the coupling in Section 12.7
ensures that the corresponding quenched free entropy densities φ∗s , i.e. ∆A(αs ,α
∗)< ε′ and t ∈T ◦n with
s = (t ,σ, y) ∈Sn , are close to each other and the center. Finally, Proposition 12.3 provides uniform ex-
ponential bounds for the distance of the free entropy density to its expectation given s, which concludes
the proof for large n. However, choosing c ′ ∈ R>0 sufficiently large ensures that the bound is valid for all
n. 
Lemma 17.8. We have φˆ=φa+o(1) if and only if φ¯=φa+o(1).
Proof. With Fact 17.3 we have φa = φa,t +o(1), with Lemma 17.5 we have φˆ = φˆt +o(1) and with Propo-
sition 12.2 we have φ¯= φ¯t +o(1), all uniformly in t ∈T ◦n . Now, we show that φˆt = φa,t +o(1) if and only
if φ¯t = φa,t + o(1) for a fixed sequence t = tn ∈ T ◦n , since then the assertion follows by the arguments
above. Let c , c ′ ∈ R>0 and cˆ , cˆ ′ ∈ R>0 be the constants obtained from Proposition 12.1 and Proposition
12.3 respectively.
First, assume that φˆt =φa,t+o(1) holds. Fix a sequence εn ∈R>0,n ∈N , such that εn = o(1), ε2nn =ω(1)
and |φˆt −φa,t | < 13εn . Use Lemma 17.5 to obtain |φ∗s − φˆt | < 13εn for all s = (tn ,σ, y) ∈S ◦n and sufficiently
large n ∈N . The probability for the event En = {G ∈Gt : |φ(G)−φa,t | < εn} can be bounded by
P[G∗t (σˆt ) 6∈ En]≤P[sˆ t 6∈S ◦n ]+E
[
1{sˆ t ∈S ◦n }P
[
G∗sˆ t 6∈ En
∣∣∣sˆt]]
≤ o(1)+E
[
1{sˆ t ∈S ◦n }P
[∣∣∣φ(G∗sˆ t )−φ∗sˆ t
∣∣∣≥ 1
3
εn
∣∣∣∣sˆt
]]
≤ o(1)+P[sˆ t ∈S ◦n ]cˆ ′exp
(
− cˆ
9
ε2nn
)
= o(1),
using P[sˆ t ∈S ◦n ] = 1+o(1) from the proof of Lemma 17.5, and that the exponent is of order ω(1) since
ε2nn = ω(1). Next, we use Z ◦t = ZG t1{G t ∈ En} to obtain Z¯ ◦t = Z¯tP[G∗t (σˆt ) ∈ En] ≥ 12 Z¯t , where Z¯ ◦t = E[Z ◦t ]
and n sufficiently large such that P[G∗t (σˆt ) ∈ En] ≥ 12 . On the other hand, using the definition of En we
have E[Z ◦2t ]≤ exp(2n(φa,t +εn))P[G t ∈ En]≤ exp(2εnn)Z¯ 2t , so the Paley-Zygmund inequality yields
P
[
Z ◦t ≥
1
2
Z¯ ◦t
]
≥ Z¯
◦2
t
4E[Z ◦2t ]
≥ 1
16
exp(−2εnn) .
Since by definition we always have Z ◦t ≤ ZG t , the event Z ◦t ≥ 12 Z¯ ◦t implies ZG t ≥ 14 Z¯t and hence
P
[
G t ∈ E ′n
]
=P
[
ZG t ≥
1
4
Z¯t
]
≥ 1
16
exp(−2εnn) , E ′n =
{
G ∈Gt :φ(G)≥φa,t −
log(4)
n
}
.
Fix a sequence δn ∈ R>0, n ∈N , with δn = o(1) and δ2n = ω(εn ). Now we can use Proposition 12.1 with
E
′′
n = {G ∈Gt : |φ(G)− φ¯t | < δn} to obtain
P
[
G t ∈ E ′n ∩E ′′n
]
≥ 1
16
exp(−2εnn)−c ′exp(−cδ2nn)
=
(
1
16
−c ′ exp
(
−cδ2nn
(
1− 2εn
cδ2n
)))
exp(−2εnn)= (1+o(1))
1
16
exp(−2εnn) ,
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so in particular we have G t ∈ E ′n ∩E ′′n asymptotically with positive probability, and for allG ∈ E ′n ∩E ′′n we
have |φa,t − φ¯t | ≤ |φa,t −φ(G)|+ |φ(G)− φ¯t | ≤n−1 log(4)+δn = o(1).
Conversely, assume that φˆt =φa,t+Ω(1), so there exists δ ∈R>0 such that φˆt ≥φa,t+δ for n sufficiently
large using Fact 17.4. Using Lemma 17.7 yields that P[|φ(Gˆ t )− φˆt | ≥ δ/2] ≤ c ′exp(−cn), so P[φ(Gˆ t ) ≤
φa,t +δ/2] ≤ c ′exp(−cn). On the other hand, Fact 17.4 shows that φ¯t ≤ φa, and further Proposition 12.1
suggests thatP[|φ(G t )−φ¯t | ≥ 14δ]≤ c ′exp(−cn), soP[φ(G t )≤φa,t+δ/2]≥ 1−c ′ exp(−cn). So, with Lemma
17.8, contraposition and Fact 17.4 we obtain φ¯t =φa,t −Ω(1). 
Recall that φˆ= supπ∈P 2∗ (Ω)B(π)+o(1) using all assumptions. Thenwith Fact 17.3we obtainφa =φa,∞+
o(1), and Lemma 17.8 yields φ¯=φa,∞+o(1) iff supπ∈P 2∗ ([q])B(π)=φa,∞. If supπ∈P 2∗ ([q])B(π) 6=φa,∞, then
we have supπ∈P 2∗ ([q])B(π)> φa,∞ and limsupn→∞ φ¯< φa,∞ using Fact 17.4. This completes the proof of
Theorem 17.2.
17.3. Proof of Theorem 17.1. Notice that the relative entropy density is given by
f (n)= 1
n
DKL
(
G∗tn (σ
∗),σ∗‖G tn ,σG tn
)
= 1
n
E
[
log
(
r
(
G∗tn (σ
∗),σ∗
))]
, r (G ,σ)= q
−nZG
ψ¯tG (σ)
,
where r denotes the derivative of (G∗tn (σ
∗),σ∗) with respect to (G tn ,σG tn ). Basic algebra and using g (t )=
n−1DKL (σ∗‖σˆt ) gives f (n)=φ∗−φa+E[g (tn)]. Using SYMwe get
q−nε2mt ≤P[σˆt =σ]≤ q−nε−2mt ,
so g (t ) is sublinear in the number of factors and hence E[g (tn)] = E[g (tn)1{tn ∈T ◦n }]+o(1). Since g (t )
coincides with δ∗0 (t ) in themutual information proof we obtain E[g (tn)]= o(1) usingBAL. Now, the result
is immediate using Theorem 17.2.
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