SUMMARY Speech recognition in a noisy environment is one of the hottest topics in the speech recognition research. NNise-tolerant acoustic models or noise reduction techniques are often used to improve recognition accuracy. In this paper, we propose a method to improve accuracy of spoken dialog system from a language model point of view. In the proposed method, the dialog system automatically changes its language model and dialog strategy according to the estimated recognition accuracy in a noisy environment in order to keep the performance of the system high. In a noise-free environment, the system accepts any utterance from a user. On the other hand, the system restricts its grammar and vocabulary in a noisy environment. To realize this strategy, we investigated a method to avoid the user's out-of-grammar utterances through an instruction given by the system to a user. Furthermore, we developed a method to estimate recognition accuracy from features extracted from noise signals. Finally, we realized a proposed dialog system according to these investigations. key words: spoken dialog system, noisy environment, dialog strategy, neural network, speech recognition
Introduction
Spoken dialog based user interface is one of the most promising ways to communicate with a mobile robot [1] or an electronic appliance [2] . The spoken dialog based interface has many advantages. It is easy to use, no special device like a remote controller is needed, and there is no need to contact the equipment. However, there are several factors that degrade the performance of speech recognition in a real environment. The biggest one among these factors is environmental noise.
Many efforts have been made to realize noise-robust speech recognition [3] . Those works are roughly categorized into two types: noise-reduction techniques and noiserobust speech recognition techniques. The former works involve spectral subtraction [4] , cepstral mean subtraction [5] and multiple-microphone based noise reduction [6] . The latter includes a noise-robust feature [7] , acoustic models for speech under noise [8] and adaptation for a noisy environment [9] .
The traditional spoken dialog system realize noiserobustness through employing the above-mentioned speech recognition methods. These approaches are to improve speech recognition accuracy from acoustical point of view. In this work we noticed the fact that speech recognition accuracy can also be improved by changing a language model. Under a certain acoustical environment, a language model with smaller perplexity gives better recognition performance [3] . If we use a language model with smaller perplexity when the noise level is severe, we can keep high recognition accuracy. For example, using an isolated word recognizer with the minimum vocabulary, the system can be more robust against environmental noise than using large vocabulary continuous speech recognizer, even when both recognizers employ the same acoustic model.
On the other hand, use of simpler language model degrades the usability of the dialog system. If we use a complex language model, we can choose an optimum dialog strategy from the user-initiative one to the system-initiative one, according to the task and the situation of the dialog. However, if we use an isolated word recognizer, it is difficult to employ a dialog strategy other than the system-initiative, word-by-word recognition. Shimizu et al. [10] investigated the relationship between dialog strategies of a spoken dialog system and elapsed time as well as user's reaction time. Their research showed that a dialog strategy based on wordby-word utterance took more time than that based on free utterance. From point of view of usability, it is desirable that the spoken dialog system does not restrict the user's utterance method. Therefore, if we change a language model of a spoken dialog system, there is a trade-off between recognition accuracy and usability. If we use a simple language model, recognition performance will be higher but usability (e.g. elapsed time, number of user utterances, etc.) will deteriorate.
The basic idea of this paper is that we use a dialog system with a complex language model when there is little noise, while we use a system with simple language model when there is an environmental noise. Figure 1 shows the basic concept of our work. This framework involves switching the language models as well as switching the dialog strategies because different language models need to be used with different dialog strategies. An advantage of this method is that this method can be used with any of conventional noise-robust speech recognition technique. This paper describes a novel spoken dialog system that exploits the above-mentioned language model/dialog strategy switching for improving noise robustness. To this end, we first investigated if the idea of switching language mod- Fig. 1 Basic concept of the proposed system. els was actually effective to improve speech recognition accuracy. The experimental result suggested that we had to suppress the users' out-of-grammar utterances to improve the actual recognition accuracy. Then we considered several dialog strategies to suppress out-of-grammar utterances naturally. Next, we have to know what language model and dialog strategy to use under a certain acoustic environment. To this end, we developed a method to estimate speech recognition accuracy using a neural network. Finally, we realized a spoken dialog system by combining several language models, dialog strategies and the recognition accuracy estimator using a neural network.
The idea to select dialog strategies adaptively was proposed by Walker et al. [11] , [12] Their works include selecting dialog strategies using a user satisfaction cost learned by reinforcement learning, as well as generating responses according to user preferences obtained by machine learning technology. A dialog system using similar approach was developed by Ueno et al. [21] , which exploited a decision tree for dialog strategy selection. Our system is similar to their system from the viewpoint that the system chooses a dialog strategy in order to improve usability. The new point of our system is that our system instructs a user how to communicate with the dialog system based on the environment, not the user preference. On the contrary, conventional systems try to estimate how a user want to communicate with the system, based on a user model that reflects the user's preference, skill, recognizability, etc., and the systems adapt their behavior to the user. However, when a dialog is performed under a noisy environment, there is no room to adapt a dialog strategy to a user preference, because speech recognition performance degrades by the environmental noise. Under such a condition, what a system can do is to ask a user for adapting himself/herself to the dialog system in order to ensure the dialog succeeds.
We carried out an experiment to measure usability of the system by observing the number of user utterances. The experimental result showed that the proposed system achieved tasks with smaller number of user utterances compared with spoken dialog systems that employ a single dia- Figure  3 shows the recognition accuracy for in-grammar utterances.
From this result, it can be confirmed that the recognition accuracy can be improved by using a smaller vocabulary and grammar. Figure  4 shows the recognition accuracy calculated for all utterances including out-of-grammar utterances. •E An instruction the system first gives to the user.
•E The form of questions the system gives to the user. Table 3 Parameters used for learning the neural network. Fig. 6 The neural network used for estimation of recognition accuracy.
et al. [18] . Spectral slope is one of the important features of noise signal, which is used as a parameter for speech/nonspeech discrimination [18] . When the spectral slope of noise signal is similar to that of speech signal, the noise signal is expected to be misdetected as a speech signal. Number of phoneme from the recognizer (Np) is used as a practical index for similarity of the noise to speech. On calculating Np, a continuous syllable recognition without any language model is carried out, and the number of phonemes in the recognizer output is counted. We exploited V, NS, Nw and B as indices of complexity of a grammar. Many works use perplexity for this purpose, but we could not use perplexity because we used grammars without probabilities. The branching factor [19] B is similiar to perplexity for non-probabilistic grammar. The vocabulary size V also strongly affects the recognition performance. NS and Nw is other indices of linguistic complexity. NS is equivalent to the vocabulary size when a sentence is regarded as a word. This parameter can be calculated because we are using finite state automata without loop. Nw is number of words contained in all of generated sentences.
Reduction of Parameters
The neural network for estimation of recognition accuracy had 4 layers. The network is depicted in Fig. 6 . The number of units of the two hidden layers are 20, respectively, and that of the output layer was 1. The input parameters are 
In this way, the number of the parameters is reduced oneby-one, and the performance of the prediction is observed.
Experimental Setup
In In this section, we will describe the realization of the proposed dialog system and the result of the dialog experiment. Figure 11 shows a block diagram of the proposed system. First, the system observes the noise signal, and the noise parameters are extracted from the noise signal. The dialog strategy selector chooses the optimum grammar and dialog strategy using the extracted parameters. The selected grammar and dialog strategy are sent to the dialog controller. The dialog controller pushes the grammar into the speech recognizer, and the speech recognizer gets ready to hear the user's utterances. Then the prompt message is played using the speech synthesizer, when the user utters, the speech recognizer recognizes the utterance and generates multiple recognition candidates. The task recognizer determines the task of the utterance using the candidates [20] . The dialog controller-receives recognition candidates and the determined task, and processes them for the next turn.
As described above, the estimation of recognition accuracy is carried out only once before the beginning of a dialog, which means that the dialog strategy does not change within one session of the dialog. It would be possible to estimate the accuracy before each utterance and switch the strategy according to the dialog state. However, it is still unclear whether it is useful to switch dialog strategy utterance by utterance. Therefore, we decided to determine the strategy at the very beginning of the dialog.
Determination of Dialog Strategy
Next we will explain how the noise parameter extractor and the strategy selector determines the optimum dialog strategy. The determination is carried out in the following four steps.
1. Observes noise signal, and calculates noise parameters. Fig. 11 Block diagram of the proposed dialog system.
2. Calculates the estimated accuracy ai for each dialog strategy Si using the neural network. 3. Estimates Nu(Si, aj) that is the number of user utterances for the achivement of the task. 4. Chooses the strategy Si whose accuracy ai is higher than the pre-defined threshold ath and its number of user utterance Nu(Si, ai) is minimum.
First, the noise parameter extractor calculates three parameters R, ji and Np that are selected in the last section. The dialog strategy selector receives these parameters, and estimates the recognition accuracy using the vocabulary size V of one of the prepared dialog strategy. Generally speaking, one strategy may use more than one grammar for the recognition because the words uttered in each dialog state may be different. In the case that a strategy uses more than one grammar, the average of vocabulary size is regarded as V. Note that one fixed vocabulary was used in the experiment described in the last section. By using an average vocabulary size, estimation performance of the accuracy may degrade.
On calculating Nu, we make the following assumptions. First, one utterance in the strategy S is assumed to contain k(S) items in average. For example, when the strategy S is either the OI or CH strategy, k(S) is one. Here k(S)<K, where K denotes the number of items the system needs to achieve the task. Next, we assume that the system acquires all of k(S) items before moving to the next question. The assumed situation is that the system confirms the recognized item every time, and the user repeats uttering the same utterance until all the items in the utterance are recognized correctly. Finally, any item in one utterance is recognized in a uniform probability a.
Under these assumptions, a probability that all of k items in one utterance are correctly recognized after l failures is Then the expectation of number of user utterance to convey k items is and the expectation of number of user utterances to achieve the task is TI strategy means that the system always restrict the user's utterance method. The TI strategy requires longer prompt , which makes the dialog longer. Here is an example of dialogs performed by both FR and TI strategies.
FR strategy:
S: May I help you? U: Set fan speed of the air conditioner. S: How do I set the fan speed? U: Medium.
TI strategy:
S: Hello. Please specify the equipment you want to operate, and the operation. U: air conditioner and fan speed. S: How do I set the fan speed? U: Medium.
Therefore, we think that the FR strategy is more desirable than the TI strategy as long as the recognition rate is high. Table 8 shows the average number of user utterances in the FR and TI strategies when the system chose the FR or TI strategy. This result shows that the proposed method could select the FR strategy when the number of utterances of the FR strategy is similar to that of the TI strategy. As this result is for only one task, it is not completely clear if this method is really effective for other task. However, as we could not observe any task-specific bias (e.g. difference of the number of user utterances derived from recognition accuracy of task-specific words) we believe that this method is also effective for other similar-sized task.
Conclusion
We propose a novel concept of spoken dialog system that is robust to environmental noise. Our dialog system is based on the principle that recognition accuracy can be improved by using a language model with smaller perplexity. However, the experimental result revealed that we cannot improve recognition accuracy without suppressing out-ofgrammar utterances, even if we use a language model with smaller perplexity. Then we considered what dialog strategy suppresses out-of-grammar utterances. Next, we developed a method to estimate recognition accuracy by observing an environmental noise and a recognition grammar. The estimation method is based on neural network. Finally, a noisetolerant dialog system is realized. From the experimental results, it is confirmed that the proposed system achieves a task with smaller number of user utterances compared with conventional dialog strategies.
A remaining issue is a subjective evaluation of the system. While the number of user utterances is an index of usability, it is not necessarily correspond to the user satisfaction. We will investigate the relationship of the proposed ialog strategy control and usability of the system as a future work.
