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lsevier1. Introduction
Multi-agent systems have recently been widely employed in
developing scalable software systems on heterogeneous net-
works. Indeed, using a cross-platform language, distributed
systems based on agents are very attractive because of the
inherent scalability and autonomy [1]. A software agent has
some special characteristics such as: cooperation, autonomy,
ability to communicate, and mobility. Thus a multi-agent sys-
tem closely resembles a community of human beings doing
business with each other while each one of them has one or
more predeﬁned goal. Many applications are being built using
such a multi-agent paradigm for different purposes. Examples
238 M.A. Metawei et al.of notable ﬁnancial multi-agent systems include those reported
in [2–4]. A mobile agent-based health care monitoring [5] is de-
signed to notify the responsible care-provider of abnormality
automatically.
However, the end-users (e.g., the customer who employs the
software agents to locate the cheapest prices of certain com-
modities in the ﬁnancial markets or the patient that needs con-
tinuous health monitoring) deﬁnitely demand a quick response
from such a multi-agent system. Because of the unique features
(e.g., mobility, autonomy, etc.) of a software agent, load imbal-
ance is inevitable over time and a longer response time results.
Thus, load balancing is needed as a critical system opera-
tion to make the multi-agent based distributed computing par-
adigm attractive. Agent migration is one of the strategies
adopted to support load balance in multi-agent systems [6].
In dynamic load-balancing schemes, prior the migration pro-
cess, two decisions should be made: (1) Which agent should
be migrated? (2) Where this agent should go? If the selection
policy is formulated carefully, the desirable effects are that
the agent selected to migrate will not make the overall situa-
tion worse by making the destination more overloaded than
the source, and the cost of the migration will be compensated
by the gain in performance.
One of the used criteria to select the migrating agent is the
credit-based criteria [1]. The system allocates a credit to each
agent and decides which agent needs to be migrated using
the credit value. Any agent with high credit will be given more
chance to keep its current position (the node the agent resides
in) with less chance to be selected for migration.
In this paper, a ﬁne grained credit-based selection for the
migrating agent and the destination host is proposed. Agent-
based and system-based factors are considered in the selection
and location equations, those equations’ coefﬁcients are calcu-
lated through a multiple linear regression analysis [7] as an off-
line operation before system operation startup.
The rest of the paper is organized as follows. Section 2
provides a survey of related work. Section 3 introduces the
proposed load balancing scheme and implementation. Perfor-
mance evaluation through an experiment is presented in Section
4. Results are displayed in Section 5. Section 6 gives a compar-
ison between the proposed load balancing scheme and other
recent schemes. Section 7 concludes the paper with a summary
on future work.2. Related work
Recently, many load-balancing schemes for mobile agent-
based system have been proposed. The MAS model [6] is an
implementation of a dynamic load balancing scheme for mul-
ti-agent system, agent selection is based on agent’s credit value,
and location selection is based on the inter-machine communi-
cation load. The migration decision is taken by a centralized
agent that triggers the migration process when it is needed.
The centralized control is not suitable for dynamic system as
it should collect information more frequently than non-cen-
tralized ones, which may overload the network trafﬁc.
Another mobility-based load balancing infrastructure is
called JIAC [8]. The migration decision is taken locally which
prevents the centralized control problems like (single point of
failure, system bottleneck, etc.). A weakness in this system is
that the migrating agent selection is made randomly.A locality-sensitive task allocation and load balancing mod-
el is suggested in [9]. It considers the effect of communication
among agents as in [1], however this model does not use migra-
tion, but it redistributes tasks among agents so as to implement
the load balancing of agents. Another task allocation and load
balancing scheme is given in [10], the task allocation is also
used to implement load balancing. The capacity of a software
agent to execute tasks is determined by not only itself but also
its contextual agents. Thus the number of allocated tasks on an
agent is directly proportional to not only its own resources but
also the resources of its interacting agents. If there are large
number of tasks queued for a certain agent, the capacities of
both the agent itself and its contextual agents to accept new
tasks will be reduced.
In [11], a centralized load balancing system is given. The
selection policy is based on job’s execution time, while location
policy is based on negotiation with cluster nodes. A dedicated
agent on each node is responsible for the local resource usage
accounting, for systems that the user has to pay per usage. The
migration decision is based on the comparison with the load
threshold value.
The same algorithm is used for other different platforms. It
is used for load balancing for web server [12] and load balanc-
ing of Mobile Services [13].
In [14], a centralized load balancing system is presented.
A new approach is suggested to predict and identify the load
condition of the agents. The measured load data are stored to
be used in the prediction with exponential averaging. Unneces-
sary migration of agent is prevented by predicting the change in
the load in advance. An effective dynamic load balancing
scheme based on the credit concept is also used.
Three basic trends to tackle the problem of load balancing
in MAS (Mobile Agent Systems) characterize the recent re-
search in this direction. The ﬁrst such as [14] corresponds
to the situation where some hosts on which agents are run-
ning can be heavily loaded while the others are idle or lightly
loaded. Secondly, agents can be heavily loaded due to having
many tasks [9,10]. Thirdly, some tasks which are executed by
agents consume more system’s resources and cannot be trans-
ferred to any other agent because of causing overloading of
agents. A hybrid system is proposed in [15] to solve each type
of problem according to the situation, each host has Load
Balancing Coordinators which gather the information of its
host. By means of the gathered information, they can decide
which action is appropriate in order to solve the current
problems. While load balancing model in [9,10] focus on
problem two, they use task allocation to redistribute the
agent load. The prediction-based dynamic load balancing
model [14] uses agent migration only to solve the load imbal-
ance problem.3. Proposed system description
3.1. System description
The proposed load balancing system aims to take advantage of
the agent characteristics to create an autonomous system. It
also aims to overcome similar systems drawbacks like for
example the centralized control which may be a single point
of failure and by adding more factors to the selection criteria
of the migrating agent and the destination node.
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stages: calculating system parameters for the model, informa-
tion gathering stage then using the calculated model to make
the appropriate decisions. In the ﬁrst stage, a multiple linear
regression model is built ofﬂine before start up to calculate
the parameters of the regression equations for both selection
and location policy. The obtained linear models are used by
all the nodes through their operations. A multiple linear
regression [7] is then performed to learn more about the rela-
tionship between several independent or predictor variables
and a dependent or criterion variable. The same linear model
can be used for several system runs under condition that the
agents and systems parameters are the same.
Given a variable y and a number of variables X1, ..., Xp that
may be related to y, then linear regression analysis can be ap-
plied to quantify the strength of the relationship between y and
the Xj, to assess which Xj may have no relationship with y at
all, and to identify which subsets of the Xj contain redundant
information about y, thus once one of them is known, the oth-
ers are no longer informative.
A disturbance term ei is added to this assumed relationship
to capture the inﬂuence of everything else on Yi other than Xi,
. . ., Xp. A general form for the regression equation is given as:
Y ¼ b0 þ b1X1 þ b2X2 þ    þ bpXp þ ei ð1Þ
where the regressors (the X-s) are also called independent vari-
ables or predictor variables. Similarly, regressands (the Y-s)
are also called dependent variables, response variables, mea-
sured variables, or predicted variables.Figure 1 Proposed systThere are p+ 1 unknown parameters b0, b1, . . ., bp. One of
the purposes of linear regression is to determine these un-
known parameters. The least-squares estimator is often used
to estimate the coefﬁcients of a linear regression. The least-
squares estimator optimizes a certain criterion (namely it min-
imizes the sum of the square of the residuals). The coefﬁcient
values reﬂects the effect of the corresponding independent var-
iable on the output variable, i.e. a negligible coefﬁcient relative
to the other coefﬁcients values means that this independent
variable has a weak effect on the output. The second stage is
a gathering process for the needed agents and system parame-
ters values, those values are used in the next phase to evaluate
the obtained equations from phase 1. The third stage is an on-
line evaluation of those policies to select a subset of the local
agents to be migrated; it also selects a subset of the system
nodes to receive those agents. The framework for load balanc-
ing consists of a group of agents where each has a speciﬁc role
to play and have facility for inter-agent communication [16].
The agents’ types can be divided into administrative agents
and work agents. Each administrative agent is implemented for
managing its local host’s load and making migration decision
to achieve load balancing, while working agents are responsi-
ble for performing the user tasks.
3.2. System policies
The proposed load-balancing model focuses on three policies:
information gathering, selection and location policy. Each pol-
icy is described separately here after.em operation phases.
Table 1 Proposed effective variables on the ASC value.
Load components Categorical variable
Agent’s computational load Host’s loading, resource availability
Agent’s communication load Communication reliability
Agent’s size, agent’s priority
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In the proposed system, we employed an event-driven informa-
tion gathering policy. Speciﬁcally, the node that updates its lo-
cal load value due to a local event will evaluate its Location
Credit (LC) value, which represents the local load value, and
send it to the other Load Balancing Coordinator LBC(s)
agents in the system.
There are different types of local event as follows: (1) Local
Agent Termination: a local Work Agent’s life cycle is ended.
(2) Local Agent Start: a new local Work Agent will be started.
(3) Local Agent Migration: the local node has just executed a
migration process and one of its local agents has been mi-
grated. (4) Incoming Migrating Agent: the local node has been
selected as destination for the migrating agent. (5) A Mobile
Agent Departure: as a system of mobile agents, each agent
has its own itinerary path to follow in order to accomplish
its services, thus a work agent may leave the local node to
complete its job at another node which is the next destination
in its itinerary path. (6) A Mobile Agent Arrival: the local
node is the destination in the agent’s itinerary path.
In each of the above mentioned events the local load value
is changed, whether by increase or decrease according to the
situation. The load status is determined by comparing the
Location Credit (LC) value to the Threshold value, the up-
dated LC value is sent to the other LBC(s) so that they update
their list of candidate nodes.
3.2.2. Selection policy
The selection policy deals with which task or agent is migrated
whenever there is a need. We assign a numerical value, called
‘‘The Aggregate Selection Criteria’’ ASC, to every agent. The
ASC value indicates the tendency of the agent to remain undis-
turbed in case migration is under consideration. To an agent,
the higher its ASC value, the higher its chance to stay at the
same machine. In other words, that its chance to be selected
for migration is lower.
The ASC value of an agent is assumed to depend on two
types of parameters, namely:
Agent dependent parameters:
 Its computational load, as it represents a main source of
host loading.
 Its communication load, as it represents another source of
host loading.
 Agent’s size, an agent travels through network to its new
destination, thus an agent with a big size is expected to take
more time to reach its destination node.
 Agent’s priority, the interruption of a high priority agent
running to perform a migration process should be
avoided.
System dependent parameters:
 Reliability of communication path between hosts, the
migrating agent delivery is not guaranteed when the physi-
cal path reliability is low.
 Availability of needed resource on the source host, this fac-
tor represents the afﬁnity between an agent and its running
host.
 Source Host’s loading, the host with high load will be more
subject to let some agents migrate.Other factors may be considered to study their effect on the
agent selection decision, for example the host resource usage is
not included in the ASC equation. Also agent mobility to the
next host as part of the agent itinerary is not considered in the
ASC equation, the mobile agent is assumed to know its next
destination at the end of its service execution on the local node.
The ASC value of an agent increases in the following ways:
 Agent’s workload decreases.
 It communicates frequently with local work agents.
 It has a high afﬁnity with the local machine. For example, it
requires a special type of processors, I/O devices, or large
amounts of data localized at the machine.
 Agent’s remaining execution time is short.
 Agent’s size is large.
 Communication load is small.
 Communication path between hosts is not reliable.
 Needed resource is available.
 Agent has high priority.
Using a multiple linear regression operation, we will try to
gather all the mentioned factors into one equation.
As shown in Table 1, the independent variables are quanti-
tative or categorical. Because categorical predictor variables
cannot be entered directly into a regression model and be
meaningfully interpreted, some other method of dealing with
information of this type must be developed. There are two
commonly used methods for coding categorical variables so
they can be used in regression models, dummy coding and effect
coding [17]. To include the categorical variables in the equa-
tion, we will use the simplest way which is the dummy coding,
where we assign a 1 for the analysis belonging to that category
and 0 to the units not belonging to it. A categorical variable
with k levels will be transformed into k  1 variables each with
two levels. For example, if a categorical variable had three lev-
els (three categorical values), then two dichotomous variables
could be constructed that would contain the same information
as the single categorical variable.
Table 2 summarizes the proposed effecting variables and
their coding. Therefore the complete equation can be written
as:
ASCi ¼ b0 þ b1Wi þ b2Ui þ b3Ri þ b4Ldi1 þ b5Ldi2
þ b6Hi1 þ b7Hi2 þ b8Pi1 þ b9Pi2 þ b10Si ð2Þ
Assuming that the expected value of the disturbance term is
zero.
3.2.3. Location policy
The location policy determines to which destination machine
the selected agent will be migrated to. The selection of the des-
tination host is based on the Location Credit (LC) value calcu-
lated by the LBC agent, this value is used locally to determine
Table 2 Regression variables.
Regression variable Regression
parameter, bk
Description
Computational load, Wi b1 Wi (Agent’s comp. load value)
Communication load, Ui b2 Ui (Agent’s comm. load value)
Resource availability: Ri b3 Ri = 1 available
0 not available
Host’s loading: Ldi1, Ldi2 = 0, 0 high
Ldi1, b4 1, 0 moderate
Ldi2 b5 1, 1 low
Communication reliability: Hi1, Hi2 = 0, 0 high
Hi1, b6 1, 0 moderate
Hi2 b7 1, 1 low
Agent’s priority b8 Pi1, Pi2 = 0, 0 low
Pi1, b9 1, 0 moderate
Pi2 1, 1 high
Agent’s size b10 Si = 0 small
Si 1 medium
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used by the other nodes to make the destination selection
decision.
The main and only factor for destination selection is its lo-
cal load; in this section we will describe the factors affecting the
local load.
The local host load is dependent on the agents load running
on that host. The load of an agent executing on a machine is
deﬁned as the sum of its computational load and the commu-
nication load in time unit [1].
Thus a local host load can be modeled as follows:
Lk ¼ ðWk þUkÞ ð3Þ
where Wk is the total computational load value of running
agents on machine k. Uk is the total communication load value
of running agents on machine k. Lk is the total local load on
machine k.
The previous relation is valid for a system of identical ma-
chines, i.e. they have identical speciﬁcations; any two hosts will
suffer the same load if they run the same number of agents.
Another case for non-identical machines is proposed in [18],
each machine v has a capacity capv. The load on v is the sum of
the assigned tasks weights divided by the capacity.
Lk ¼ ðWk þUkÞ=capv ð4Þ
where Wk is the total computational load value of running
agents on machine k. Uk is the total communication load value
of running agents on machine k. capv represents a speciﬁc
capacity or throughput. Lk is the total local load on machine k.
Since the sum weight of the computation load and the com-
munication load may differ according to some agent and sys-
tem parameters, we will perform a multiple linear regression
analysis to get the coefﬁcient of each variable.
Therefore the complete Location Credit equation can be
written as:
LCk ¼ b0 þ b1Wk þ b2Uk ð5Þ
where Wk is the sum of the computational load of all running
agents on host k. Uk is the sum of the communication load of
all running agents on host k.3.3. Agent’s types
The proposed load balancing system aims to take advantage
from the agent characteristic to create an autonomous sys-
tem. This system consists of seven types of agents, the type
which does all the computation and resides at the compute
hosts is Work Agent. The majority of agents belong to this
type; there may be one or more Work Agents in each com-
pute host. It is the only type of agent that is subject to migra-
tion. The second type is the Load Balancing Coordinator
(LBC) Agent which resides at each compute host. It needs
to startup the other agent types destined to live at the same
compute host, the LBC Agent prepares the list of candidate
agents and the list of candidate nodes and update them when
needed. The LBC Agent works in cooperation with the Host
Agent and the Submitter Agent to execute the migration pro-
cess [16].
The third type is the Host Agent which is responsible for
keeping track of the number of alive Work Agents on the lo-
cal host. It is necessary to have one Host Agent on each
node. The fourth type is the Submitter Agent which is respon-
sible for the delivery of the migrating agent to the selected
host. Each node has its own Submitter Agent that waits for
an Acknowledgment from the migrated agent once it reaches
its destination host. The submitter Agent makes sure that the
migrating agent is successfully received and initiated at the
destination node. All LBC agents are started up by the Cen-
tral Agent which is the ﬁfth agent type, there is only one cen-
tral agent residing on a central host. During every system
run, statistics about the workload variations and migration
decisions are recorded. At each migration point, the work-
load distribution situation before and after migration provide
useful indicators about whether the current policies can really
offer good load-balancing judgment. The sixth type is the
Threshold Agent; it should be running on each node, it is
responsible for comparing the local load value with the pre-
deﬁned threshold value to deﬁne the local node state. The last
type is the Communication Agent is responsible for the mes-
sages delivery between the different types of agents. Each
agent is addressed by its own id.
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A dedicated agent on each host is responsible for the local
coordination of load balancing activity. Each such Load Bal-
ancing Coordinator (LBC) decides under which circumstances
to initiate migrations as well as to accept incoming migrations.
Although LBCs are autonomous, they act as a team in or-
der to establish the load balancing infrastructure. The nodal
operation is described in the ﬂowchart in Fig. 2; detailed
description for each process will be followed:
3.4.1. Preparing the list of candidate agents
After gathering information about the local Work Agents alive
on the local host, the LBC Agent prepares the list of candidate
agents for migration. The LBC Agent should ﬁrst delete the
locally terminated and the migrated agents from the list of can-
didate agents. It also subtracts their corresponding computa-
tional and communication load values from the total local
computation and communication valuesWk and Uk as follows:
Wk ¼ W0k Wi ð6Þ
Uk ¼ U0k Ui ð7ÞFigure 2 Nodal operawhere Wk is the total computation load after migrating the
agent or the local agent termination.Uk is the total communica-
tion load after migrating the agent or the local agent
termination.W0k is the total computation load before migrating
the agent or the local agent termination. U0k is the total commu-
nication load before migrating the agent or the local agent
termination. Wi is the total computation load of the migrated
or the terminated agent. Ui is the total communication load
of the migrated or the terminated agent. Equally, the total
load value for the newly created agents should also be added
to the total local load.
The LBC Agent then evaluates the ASC equation for each
work agent and then sorts them in the ascending order of their
ASC values. The ﬁrst agent to be migrated will be the agent
with the least ASC value. Fig. 2 also shows the detailed imple-
mentation of each operation and its complexity analysis, one
can deduce that removing an agent from the list has complex-
ity O(2n \ v) where v is the number of deleted agents and n is
the number of agents on the local host. The next operation is
the ASC equation evaluation which is O(n \ p) where p is the
number of variables in the ASC equation. Then ﬁnally is the
sorting operation of the candidate node list which is O(n2).
Then the overall complexity is:tion on local host.
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After receiving the load information from the alive work
agents on the local node, the LBC agent would be able to cal-
culate the local load value by evaluating the LC equation.
Then the Threshold Agent will compare this value to the
threshold value to determine the nodal load state. The Thresh-
old Agent will send back the load state to the LBC Agent as
well as the resource availability information.
If the local load state is light, the LBC Agent will send its
local load value and the resource availability information to
the other LBC(s), so that they add it to their list of candidate
nodes for destination selection.
The detailed implementation is showed for the LC equation
evaluation which is O(m) and the sending process of the LC
value to the other LBC(s) which is O(q  1), where m is the
number of host parameters and q: is the number of hosts in
the system. Then the overall complexity is
OðmÞ þOðq 1Þ ð9Þ3.4.3. Preparing the list of candidate nodes
When the LBC Agent receives the load information from the
other LBC(s) in the system, it sorts them in the ascending order
of their LC values. If the migrating agent requests a speciﬁc re-
source, the LBC Agent will exclude the candidate nodes that
do not have this resource from the list.
From Fig. 2, one can deduce that the complexity of the can-
didate nodes list sorting is O(q2) and excluding the nodes with
unavailable resources is O(q). Thus the overall complexity is
Oðq2Þ þOðqÞ ¼ Oðq2Þ ð10Þ3.4.4. Incoming load acceptance and rejection at destination
node
It has to be mentioned that the migrating agent travels to its
new destination carrying the addresses of the candidate nodes,
so that if, for any reason, the ﬁrst candidate’s load has in-
creased and it refused to accept the incoming agent, the agent
will not be lost. It will be directed to the next candidate.
If the migrating agent is accepted, the incoming agent total
computation and communication load should be added to the
total computation and communication load Wk and Uk
respectively.
Wk ¼ W0k þWi ð11Þ
Uk ¼ U0k þUi ð12Þ
where Wk is the total computation load after receiving the
migrating agent. Uk is the total communication load after
receiving the migrating agent.W0k is the total computation load
before receiving the migrating agent. U0k is the total communi-
cation load before receiving the migrating agent.Wi is the total
computation load of the incoming agent. Ui is the total com-
munication load of the incoming agent.
After a complexity analysis for the modules of each opera-
tion, the most time consuming operation is the candidate agent
preparation and sorting:
Oðn2Þ þOðmÞ þOðq 1Þ þOðq2Þ þOð1Þ þOð1Þ þOð1Þ
¼Oðn2Þ ð13Þwhere n is the number of agents running on one local node, q is
number of nodes in the system, m is number of variables in the
LC equation.
Since the number of agents would be larger than the num-
ber of nodes then the dominant order is O(n2).
Thus the algorithm is O(n2) where n is the number of agents
running on one node.3.5. System implementation
A real multi-agent distributed system is implemented using
JADE platform. JADE (Java Agent DEvelopment Frame-
work) is a software Framework fully implemented in Java lan-
guage. It simpliﬁes the implementation of multi-agent systems
through a middle-ware that complies with the FIPA speciﬁca-
tions [19].
The agents communicate with each other using ACL
(Agent Communication Language).
Here DF (Directory Facilitator) provides yellow page ser-
vice to the agents, and AMS (Agent Management System) con-
trols the access and usage of agent platform. Only one AMS
exists in an agent platform. MTS (Message Transport Service)
provides communication path between the agent platforms [20].
Mobile agent is a program that is capable of migrating
autonomously in the heterogeneous distributed environment.
The agent platform can be split on several hosts. Typically
(but not necessarily) only one Java application, and therefore
only one Java Virtual Machine (JVM), is executed on each
host. Each JVM is a basic container of agents that provides
a complete run time environment for agent execution and al-
lows several agents to concurrently execute on the same host.
The main-container is the container where the AMS and DF
live. The other containers, instead, connect to the main con-
tainer and provide a complete run-time environment for the
execution of any set of JADE agents.
In order to startup the distributed system from a single
point, WADE is used. WADE (Workﬂows and Agents Devel-
opment Environment) is a domain independent software plat-
form built on top of JADE [20] .
WADE inherits from JADE a distributed runtime
composed of several ‘‘Containers’’ that can run on different
hosts and can contain each one a number of agents. Even if
this is not strictly mandatory, most of the time a container cor-
responds to a JVM. The set of active containers is called a
Platform. As depicted in Fig. 3 a special container exists in
the platform called ‘‘Main Container’’. The Main Container
(hosting the JADE AMS and DF) must be activated ﬁrst with
other containers registering to it at bootstrap time.
During the parameters calculation phase, we will use the R
tool to perform the regression analysis. R is a programming
language and software environment for statistical computing
and graphics. The R language has become a de facto standard
among statisticians for the development of statistical software
[21,22].
R is widely used for statistical software development and
data analysis [22]. We will use R version 2.5.0.
R can perform multiple regression quite easily. The basic
function is: lm(model, data), after providing the input indepen-
dent variables values in form of CSV(Comma Separated
Values) ﬁle. The coefﬁcients are obtained in one step, by
calling the lm function.
Figure 3 JADE distributed architecture.
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4.1. System overview
To investigate the effects of the proposed load balancing sys-
tem, a multi-agent system will be implemented to provide a
testing platform of the proposed load-balancing model. The
whole system is written in Java using JDK 1.6 and is imple-
mented on a cluster of 10 machines, running Linux 2.6.9
(Scientiﬁc Linux 4.5).
The conﬁgurations of these 10 machines are listed in
Table 3. These machines reside at the High Performance
& Grid Computing Laboratory of the Department of
Computer and Systems, at the Electronics Research Insti-
tute in Dokki. All the machines have separate hard drives,
but the same set of ﬁles is shared on every one of them.
This is to ensure that all the related initialization and con-
ﬁguration ﬁles are accessible from every machine.
One host is the central host that holds the Main-Container,
this host will invoke the whole system start up on each host.
4.2. Synthetic workload
The workloads fed as input to load balancing algorithm were
obtained by creating artiﬁcial workloads with mathematical
characteristics. This workload is executed by the Work Agents
only.
Speciﬁcally, all the workloads were a random amount of
program loops in which there are large amounts of numerical
calculations. The execution time of this loop represents the
computational part of the load value.Table 3 Machines in the experimental system setup.
Model Intel PC
Processor 3.40 GHz Intel Dual P4
OS Linux 2.6.9
Main memory 1024 MB
Number of machines 10The communication pattern is known in advance before
execution, the time taken to send a message is the communica-
tion load.
The host load is calculated based on the obtained LC model
in the ofﬂine phase, the host load state is obtained by compar-
ing the LC value to the threshold value.
4.3. Experimental parameters
For each experiment, several parameters have to be speciﬁed.
They are described in this section.
The dynamic model design is based on updating the load va-
lue at the corresponding host after each agent event (i.e. new
agent start, migrating agent departure from source, migrating
agent arrival at destination, etc.) and taking action based on
the new load value as described in Fig. 2.
4.3.1. Number of hosts
The maximum number of nodes used in this experiment is 9
nodes. The nodes are connected through LAN. In this research,
we are only concerned about homogenous machines for easier
comparison of raw UNIX loading values from different hosts.
4.3.2. Number of agents
It is easily seen that the number of agents is one of the most
important parameters in a multi-agent system experiment.
We used the following set of agent numbers: (24, 48, 80 and
120 agents) as suggested in [1], although the machine speciﬁca-
tion and the OS version are different but it was preferred to
stick to the same experiment parameters values to facilitate
comparative analyses of results. When the average number
of agents in a machine is relatively small, less choice is avail-
able for the selection policy and the effect of adding an agent
to a machine or removing one is very signiﬁcant, directly mak-
ing the load-balancing algorithm less efﬁcient. However, when
the average number of agents in a machine becomes relatively
large, the load balancing effect is largely seen.
Number of queries to study the load balancing effect from
the user’s point of view, it is necessary to study the agent’s
Table 4 Obtained Q3coefﬁcients for the ASC model.
Variable Coeﬃcient P value
X1 1.22268 6.56e14***a
X2 0.09419 5.01e11***
X3 1.09581 1.06e13***
X4 1.15273 2.22e12***
X5 0.91098 1.87e08***
X6 1.11610 2.13e10***
X7 1.08454 5.67e10***
X8 1.83428 <2e16***
X9 1.21858 3.06e12***
X10 0.17135 0.0867.
*b
a: *** P value of order of 0.
b.: * P value of order of 0.1.
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applying it.
The running time is not constant for each experimental case,
the test is stopped when all the nodes reach steady state, i.e.
when the load is balanced on all nodes and no more agent
migration takes place.
4.4. Performance metrics
One of the performance metrics is the execution time of a query
which consists of a set of agent operations and interaction. The
other is the workload distribution situation across all machines
in a cluster. For the former proposed performance metric, some
representative query to a system is needed. That means, if we
adopt such a performance metric, a representative query must
be devised in order that this metric can be obtained generically
in any multi-agent systems. Such a query should specify what
tasks agents will perform, how and with whom each of themwill
communicate, and when to do all these operations.
We implemented this by deﬁning pairs of agents that will
interact together to perform some computational work, the
ﬁrst agent sends a message to its peer requesting a certain
information, when the other agent receives the message, it will
make some computational work and send back the requested
value, the time elapsed between sending the request and receiv-
ing the response is the value to be considered.5. Results
5.1. Parameters calculation phase
In this section, we will give an overview about the regression
analysis performed to calculate the coefﬁcients of Eqs. (2)
and (5) using the R tool. The input values fed into the R tool
are random values which have a Guassian distribution. Each
parameter has an average value which is based on a study of
a real multi-agent system behavior.
5.1.1. The ASC equation
Table 4 shows the obtained coefﬁcients from the regression
analysis:
By substituting into Eq. (2):
ASCi ¼ 5:02362 1:22268Wi  0:09419Ui þ 1:09581Ri
þ 1:15273Ldi1 þ 0:91098Ldi2 þ 1:11610Hi1
þ 1:08454Hi2 þ 1:83428Pi1 þ 1:21858Pi2
þ 0:17135Si ð14Þ
R2 value = 98% which means that the model represents 98%
of the input values.
The P value is order of zero which indicates a signiﬁcant
relationship between the dependent variable, ASC value, and
at least one of the explanatory variables.
Having a big coefﬁcient means that this variable will make
the agent tends to stay rather than being migrated. Let us con-
sider each coefﬁcient and interpret its value meaning:
Computation load Coefﬁcient: b1 is relatively large negative
value, which means that an agent having a big computation
load is more likely to be migrated as its ASC value will be
reduced.Communication load Coefﬁcient: b2 has a negative value,
then we can deduce that an agent that communicates with an
agent running on a distant node, i.e. has a big communication
load, is more subject for migration as its ASC value will be
small. Since b2 has the smallest weight among the regression
coefﬁcients then it has the weakest effect on the ASC value
and therefore the migrating agent selection.
Resource Availability Coefﬁcient: b3 has relatively large val-
ues because when Ri= 1 that’s means that the agent ﬁnds the
needed resource on the running host thus it is less subject for
migration.
Host Load Coefﬁcient: b4 has higher weight than b5 because
when the running host is lightly or moderately loaded, it is less
subject to select one of its agents to be migrated.
Reliability’s Coefﬁcient: b6, b7 have relatively large values
because when Hi1Hi2 = 11 that’s means that the agent may
not reach the destination node through the unreliable network,
thus the migration frequency is less.
Priority’s Coefﬁcient: b8 and b9 have high weight because
the high or moderate priority agent are less subject to be
migrated.
Agent size Coefﬁcient: b10 has a positive sign which means
that a medium size agent will be less subject for migration as
they will encounter more loads in transmission. Note that
b10 has a relatively small weight among the regression coefﬁ-
cients. Then it has a weaker effect on the ASC value than
the other variables.
5.1.2. The LC equation
Table 5 shows the obtained coefﬁcients from the regression
analysis:
By substituting the coefﬁcients values into Eq. (5):
LCk ¼ 0:33125þ 1:06901Wk þ 1:08380Uk ð15Þ
R2 value = 96%whichmeans that themodel represents 96%of
the input values. The P value is order of zero which indicates a
signiﬁcant relationship between the LC value and the local load.
Let us consider each coefﬁcient and interpret its value
meaning:
Computation load Coefﬁcient: b1 is a positive value, which
means that a host that has a big computational load value will
be excluded from the candidate destination nodes.
Communication load Coefﬁcient: b2 is a positive value, so
when it is multiplied by the communication load, a host that
has a big communication load value will be excluded from
the candidate destination nodes.
Table 5 Obtained coefﬁcients for the LC model.
Variable Coeﬃcient P value
X1 1.06901 4.36e06***c
X2 1.08380 0.000409
***
c: *** P value of order of 0.
246 M.A. Metawei et al.5.2. Cluster load distribution
In this section, we will go through four experiments. Each one
has different number of hosts and different number of agents
as displayed in each plot.Table 6 Load update after iteration 1.
Total computational load, Wk
Host 4 (source node) 7.194  1.079 = 6.115
Based on Eq. (6)
Host 2 (destination node) 0.663 + 1.079 = 1.742
Based on Eq. (11)
Figure 5 Query
Figure 4 Cluster loBy running each case, we will study the effect of load bal-
ancing on equally distributing the load over the cluster hosts.
Fig. 4 shows that the overloaded host load is decreasing in
each iteration till the system reaches steady state. Considering
Fig. 4a, Host4 performs a migration operation at iteration 1
and one of its agents goes to Host 2. Thus the load is updated
at source and destination as shown in Table 6.
5.3. Query response time
This experiment aims to quantify the performance of the pro-
posed system from the user’s point of view. The response time
of different number of queries is studied with and without
applying load balancing.Total communication load, Uk LC value
2.337  0.163 = 2.174 9.224427
Based on Eq. (7) Based on Eq. (15)
0.471 + 0.163 = 0.634 2.88059
Based on Eq. (12) Based on Eq. (15)
response time.
ad distribution.
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64 work agents running on 6 hosts. Each case run 3 sets of que-
ries 10, 15 and 20 as shown in Fig. 5.
The speedup in execution is due to the fair load distribution
between the cluster nodes. The speedup is shown in ﬁgures for
each case.
Speed up % ¼ ðQRT1 QRT2Þ=QRT1 ð16Þ
where QRT1 and QRT2 are the Total Query Response Time
without and with applying load balancing respectively.
By comparing the response time in Fig. 5a and b, we can
see that the speedup is lower when applying load balancing toTable 7 Comparison with recent load balancing schemes.
Scheme 1 Scheme 2
Our proposed system Comet Alg
System
conﬁguration
The system compromises
a set of compute nodes
decentralized in control,
with seven diﬀerent types
of agents
The system
a set of com
centralized
with three
of agents
Information
gathering
policy
Event-based information
gathering
Periodic in
gathering,
period can
by the syst
administra
Agent
selection
policy
More factors are
considered to calculate
the credit value for agent
selection
Credit-base
depending
agent comp
communica
Location
selection
policy
The destination node is
the node with the least
LC (Location Credit)
value
The destina
the node th
exchange t
communica
with the m
Decision
making
centrality
Migration decision is
taken locally by the LBC
(Load Balancing
Coordinator) Agent on
each node
Migration
taken by o
Agent loca
central nod
Migration
condition
Local load value is
greater than the load
threshold value
Same as sc
Complexity
analysis
The overall operation is
O(n2) where n is the
number of agents
running on one node
Not calcula
Applicability An integrated nodal
control system in MAS
(Mobile Agent System)
that may be part of the
nodal middleware
The implem
is integrate
distributed
System; the
built on to
JATLite plcase b especially for the 20 queries case. One can deduce that
the load balancing performance is related to the load index
[23], i.e. when the number of tasks is higher than the hosts
capacity, even when redistributing the agents over the cluster,
all the hosts become highly loaded and this badly effects the
response time.
6. System comparison
In this section we will examine the differences and similarities
between our proposed system and three other previous loadScheme 3 Scheme 4
orithm [1] Prediction based load
balancing [14]
Hybrid model [15]
compromises
pute nodes
in control,
diﬀerent types
The system
compromises a set of
compute nodes
centralized in control,
with three diﬀerent
types of agents
The system
compromises a set of
compute nodes
decentralized in
control, with three
diﬀerent types of
agents
formation
the length of
be changed
em
tor
Periodic information
gathering, the length of
period is ﬁxed
Periodic information
gathering. The
length of
information
gathering period is
not deﬁned
d selection
only on the
utational and
tion load
Same criteria as scheme
2
Agent with the
highest load is
selected for
migration. Agent’s
load is deﬁned its
computational and
communication load
tion node is
at its agents
he biggest
tion load
igrating agent
Same criteria as scheme
2
Same criteria as
scheme 2
decision is
ne central
ted on one
e
Migration decision is
taken by one LBCA
(Load Balancing
Control Agent) located
on only one node
Migration decision
is taken locally by
the LBC (Load
Balancing
Coordinator) Agent
on each node
heme 1 If the predicted value is
larger than the current
value, indicating further
load increase till
overload, then
migration will take
place from this node
Same as scheme 1
ted Not calculated Not calculated
ented model
d into a
Multi-agent
system is
p of the
atform
The implemented model
is integrated to a MAS
(Mobile Agent System)
supporting Web service
built on top of JADE
The implemented
model is integrated
into a Multi-agent
System; the system is
built on top of the
JADE platform
248 M.A. Metawei et al.balancing schemes; namely Comet Algorithm [1], Prediction-
based dynamic load balancing [14] and Hybrid Load Balanc-
ing Model [15] as shown in Table 7.7. Conclusion and future work
In this research, we have presented a dynamic load balancing
scheme in a multi-agent system based on using linear regres-
sion equations to make the selection and location decision.
This research also made use of the agents’ characteristics to
design a load balancing scheme for multi-agent applications
for distributed systems. The proposed dynamic load balancing
uses the credit-based criteria as in [1], however more factors
are considered to calculate the credit value for both agent
and host selections, the effect of those factors are studied
through a multiple linear regression analysis. We do not claim
that the given model is a ‘complete’ model, encompassing ALL
important parameters and neglecting NON-IMPORTANT ones. It
is rather an attempt to investigate the possibility of using
regression in studying such a multi-sided problem. It should
be stated that the model is rather but not overly simpliﬁed,
in terms of its linearity and in the number of variables in-
cluded in the model.
Yet, we have tried as much as possible to include parame-
ters that have been judged by most researchers as ‘important’.
Some ‘non-mentioned’ parameters may be implicitly deﬁned
within some other ‘explicitly mentioned’ parameters. For
example, agent-host afﬁnity can be implied in the resource
availability. Also, it is assumed that all agents are ‘mobile’ with
respect to any node (i.e. without restrictions).
A test multi-agent platform is built, different sets of system
parameters are fed into the system and results were collected.
The results show the effect of the proposed system on the
cluster load distribution, the cluster nodes load values are
nearly equalized under the threshold value. This effect of load
balancing is also seen from the user side, by reducing the query
response time.
Agents in the proposed model are assumed to move either
in case of ‘overload’ condition on system nodes or to com-
plete its itinerary path. The generality of the model stems
from its applicability on ‘any loaded’ source node and ‘any
under-loaded’ destination node. Moreover, it is platform
independent and can be part of the middleware running on
system nodes.
The limitations mentioned about the implemented system
are:
 Firstly, the reliability problem, there is no guarantee that
the migrating agent will reach the destination host. The
source node does not keep a copy of the agent before it is
left to its new destination. Further solutions must be found
to provide more reliability for the migrating agent.
 The second limitation, the time taken to execute a migration
process is not explicitly calculated. A study [24] shows that
the JADE platform executes one migration operation in
nearly 30 microseconds in a homogenous cluster, thus we
assumed that it will be negligible.
 The agent mobility to the next host as part of the agent itin-
erary is not considered in the ASC equation, the mobile
agent may be selected for migration before it completes its
service on the local host. Another limitation is the assumption that the communica-
tion pattern is known before the system startup, which is
not always the case. It also remains static during the system
operation. In reality, agents may change their communica-
tion patterns dynamically. Thus, a further research direc-
tion is to investigate the effectiveness of the proposed
system under such a more dynamic situation.
 Although the experimental work is performed on a
homogenous cluster machines, the LC equation is formu-
lated to cope with heterogeneity of the system machines.
The coefﬁcient of the computation load and communica-
tion load will vary according to the used machine capa-
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