In an earlier study, a weaker trend in global mean temperature over the past 15 years relative to the preceding decades has been characterized as significantly lower than those contained within the CMIP5 ensemble. In this study, divergence between model simulations and observations is estimated using a fixed-intercept linear trend with a slope estimator that has one-third the noise variance compared to simple linear regression. Following the approach of the earlier study, where inter-model spread is used to assess the distribution of trends, but using the fixed-intercept trend metric, demonstrates that recently observed trends in global-mean temperature are consistent (p > 0.1) with the CMIP5 ensemble for all 15-year intervals of observation-model divergence since 1970. Further, significant clustering of global trends according to modeling center indicates that the spread in CMIP5 trends is better characterized using ensemble members drawn across models, as opposed to using ensemble members from a single model. Despite model-observation consistency at the global level, substantial regional discrepancies in surface temperature trends remain. 
Introduction
of temperature buoy offsets (Karl et al. 2015) , and adjusting for air-sea temperature differences 33 (Cowtan et al. 2015) can all incline recent warming observations nearer to the models. Other stud-using an estimate of slope, s, in the simple linear regression equation,
in which both s and b are estimated in the least-squares sense, by minimizing ∑ N k=0 ε 2 k . If ε k is under these criteria. Specifically, the difference between two time-series, T , is fit using a constant 126 offset, c, followed by a linear trend, δ , that is piecewise continuous,
The constant c is estimated as the average of T for t ≤ t 0 , and δ is estimated in a least-squares 6σ 2 / [L(L − 1)(2L − 1)]. The ratio of variances between δ and s is then (L + 1)/(4L − 2). Appen-135 dices A1 and A2 give derivations of these variances and further calculations involving variance 136 contributions from c. We find that δ has 0.35 times the variance of s when applied to global 137 temperature trends over 15-year intervals.
138
Importantly, δ is also more stable than s across application to different intervals. The variance of 139 the difference in trends fit to L-length intervals with consecutive start-years using δ , relative to that 1998 -2014 , 2000 -2014 , and 2002 -2014 . In contrast, estimates 150 of δ fit to the same time-series change monotonically when computed over the same intervals, 
155
Computing δ on a grid-box basis-again using CRU observations relative to the CMIP5 ensem-156 ble average-shows a coherent pattern of cooling in the Eastern Pacific consistent with the nega-trend that is prominent in the mid-latitudes of Eurasia when using s is suppressed when using using C , which depends on intra-model differences, is narrower than C, which depends on inter-247 model differences. Simulations may also cluster along axes not entirely described according to 
Results

256
We are systematically unable to reject H 0 for all 15-year intervals that we examine, with start- in estimating A, both of which make it easier to reject H 0 . The differences between our results
260
and Fyfe2013 relates to our use of δ instead of the more volatile metric s, and our employing only 261 the exchangeable approach, C, as opposed to the more narrowly distributed C obtained from a 262 truth-plus-error approach.
263
Although we do not favor other approaches, for completeness we note that if instead a combi- average show a clear negative phase of the PDO (Fig. 2b) . Furthermore, the simulation having the 294 second closest global δ to the observations (ensemble member 24, see Table 1 ) shows a regional δ 295 pattern resembling the negative phase of the PDO (Fig. 5a ), suggesting that at least some ensemble 296 members produce cooling for physically similar reasons. A systematic exploration of the mani- 
To simplify the subsequent algebraic expressions, N is defined as the number of data points after variance is defined as,
Setting the partial derivative with respect to s equal to zero,
yields an expression for s,
An expression for b follows similarly,
Substituting Eq. A6 into Eq. A4 yields the least-squares solution for slope s,
A similar approach is used to find δ , where T k and η k are random variables,
Because the intercept at k = 0 is fixed at T 0 = c, δ is computed using k = 1 . . . N. The sum of the 373 residual variance is defined as,
Analogous to the derivation of s (Eq. A4), δ can be expressed in terms of c,
shifted by M − N to include the interval over which c is computed, where M is the total length of 377 the time-series T . We define c = ∑
, and substituting this into δ gives,
A2. Derivation of trend-estimator variances
379
The variance of the trend estimator given in Eq. A4 can be expressed as,
This equation can be substantially simplified. Defining the variance of T k as σ 2 and noting that
Further simplification comes from the equality,
Finally, the integer addition identities ∑ 
An expression can similarly be derived for the δ estimator given in Eq. A10 if the variance of 386 the intercept, c, is assumed negligible,
The ratio of variances between the fixed-intercept and standard trend estimators is,
ated with δ is,
and the variance ratio becomes, that increments all years of s by one,
The variance of consecutive δ slope estimates can be determined analogously if c is assumed 404 the same for both intervals,
The ratio of the two variances is then,
having a value of 0.143 for L = 15. respectively,
The variance of this difference is,
(A27) Note that the interval over which c is computed for δ + is equivalent in length but incremented by 412 one year relative to that of δ . The variance ratio is then,
and is only slightly greater at 0.151 than when variance in c is neglected, given M = 64 and L = 15.
Tebaldi, C., and R. other modeling centers is tested using an Ansari-Bradley rank-sum approach.
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The number of ensemble members associated with each modeling center is Specifically, a null hypothesis that the dispersion of δ slopes associated with a modeling center are equal to or greater than that across all other modeling centers is tested using an Ansari-Bradley rank-sum approach. The number of ensemble members associated with each modeling center is given in the last column. 
