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Abstract. The Max-Cut problem is known to be NP-hard on general
graphs, while it can be solved in polynomial time on planar graphs. In
this paper, we present a fixed-parameter tractable algorithm for the prob-
lem on “almost” planar graphs: Given an n-vertex graph and its drawing
with k crossings, our algorithm runs in time O(2k(n+ k)3/2 log(n+ k)).
Previously, Dahn, Kriege and Mutzel (IWOCA 2018) obtained an al-
gorithm that, given an n-vertex graph and its 1-planar drawing with k
crossings, runs in time O(3kn3/2 logn). Our result simultaneously im-
proves the running time and removes the 1-planarity restriction.
Keywords: Crossing number · Fixed-parameter tractability · Max-Cut
1 Introduction
The Max-Cut problem is one of the most basic graph problems in theoreti-
cal computer science. In this problem, we are given an edge-weighted graph,
and asked to partition the vertex set into two parts so that the total weight
of edges having endpoints in different parts is maximized. This is one of the
21 problems shown to be NP-hard by Karp’s seminal work [12]. To overcome
this intractability, numerous researches have been done from the viewpoints of
approximation algorithms [8,13,11,25], exponential-time exact algorithms [7,26],
and fixed-parameter algorithms [3,16,17,22]. There are several graph classes for
which the Max-Cut problem admits polynomial time algorithms [1,9]. Among
others, one of the most remarkable tractable classes is the class of planar graphs.
Orlova and Dorfman [19] and Hadlock [10] developed polynomial time algorithms
for the unweighted Max-Cut problem on planar graphs, which are subsequently
extended to the weighted case by Shih et al. [24] and Liers and Pardella [14].
Dahn et al. [4] recently presented a fixed-parameter algorithm for 1-planar
graphs. A graph is called 1-planar if it can be embedded into the plane so that
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each edge crosses at most once. Their algorithm runs in time O(3kn3/2 log n),
where n is the number of vertices and k is the number of crossings of a given 1-
planar drawing. Their algorithm is a typical branching algorithm: at each branch,
it removes a crossing by yielding three sub-instances. After removing all of the
k crossings, we have at most 3k Max-Cut instances on planar graphs. Each of
these problems can be solved optimally in O(n3/2 log n) time by reducing to
the maximum weight perfect matching problem with small separators [15], thus
giving the above mentioned time complexity.
Our contributions. To the best of the authors’ knowledge, it is not known
whether the Max-Cut problem on 1-planar graphs is solvable in polynomial
time. In this paper, we show that it is NP-hard even for unweighted graphs.
Theorem 1. The Max-Cut problem on unweighted 1-planar graphs is NP-hard
even when a 1-planar drawing is given as input.
Next, we give an improved fixed-parameter algorithm, which is the main
contribution of this paper:
Theorem 2. Given a graph G and its drawing with k crossings, the Max-Cut
problem can be solved in O(2k(n+ k)3/2 log(n+ k)) time.
Note that our algorithm not only improves the running time of Dahn et
al.’s algorithm [4], but also removes the 1-planarity restriction. An overview of
our algorithm is as follows: Using a polynomial-time reduction in the proof of
Theorem 1, we first reduce the Max-Cut problem on general graphs (with a
given drawing in the plane) to that on 1-planar graphs with a 1-planar drawing,
without changing the number of crossings. We then give a faster fixed-parameter
algorithm than Dahn et al. [4]’s for Max-Cut on 1-planar graphs.
The main idea for improving the running time is as follows: Similarly to Dahn
et al. [4], we use a branching algorithm, but it yields not three but only two sub-
instances. Main drawbacks of this advantage are that these two sub-instances are
not necessarily on planar graphs, and not necessarily ordinary Max-Cut instances
but with some condition, which we call the “constrained Max-Cut” problem. To
solve this problem, we modify the reduction of [14] and reduce the constrained
Max-Cut problem to the maximum weight b-factor problem, which is known to
be solvable in polynomial time in general [5]. We investigate the time complexity
of the algorithm in [5], and show that it runs in O((n+ k)3/2 log(n+ k))-time in
our case, which proves the running time claimed in Theorem 2.
Independent work. Chimani et al. [2] independently and simultaneously achieved
the same improvement by giving an O(2k(n + k)3/2 log(n + k)) time algorithm
for the Max-Cut problem on embedded graphs with k crossings. They used a
different branching strategy, which yields 2k instances of the Max-Cut problem
on planar graphs.
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Related work. The Max-Cut problem is one of the best studied problems in
several areas of theoretical computer science. This problem is known to be NP-
hard even for co-bipartite graphs [1], comparability graphs [21], cubic graphs
[27], and split graphs [1]. From the approximation point of view, the best known
approximation factor is 0.878 [8], which is tight under the Unique Games Con-
jecture [13]. In the parameterized complexity setting, there are several possible
parameterizations for the Max-Cut problem. Let k be a parameter and let G be
an unweighted graph with n vertices and m edges. The problems of deciding if
G has a cut of size at least k [22], at least m − k [20], at least m/2 + k [17],
m/2+(n−1)/4+k [3], or at least n−1+k [16] are all fixed-parameter tractable.
For sparse graphs, there are efficient algorithms for the Max-Cut problem. It is
well known that the Max-Cut problem can be solved in O(2ttn) time [1], where
t is the treewidth of the input graph. The Max-Cut problem can be solved in
polynomial time on planar graphs [10,14,19,24], which has been extended to
bounded genus graphs by Galluccio et al. [6].
2 Preliminaries
In this paper, an edge {u, v} is simply denoted by uv, and a cycle {v0, v1, . . . , vk}
with edges {vi, v(i+1) mod k} for 0 ≤ i ≤ k is denoted by v0v1 . . . vk.
A graph is planar if it can be drawn into the plane without any edge crossing.
A crossing in the drawing is a non-empty intersection of edges distinct from their
endpoints. If we fix a plane embedding of a planar graph G, then the edges of G
separate the plane into connected regions, which we call faces.
Consider a drawing not necessarily being planar, where no three edges in-
tersect at the same point. We say that a drawing is 1-planar if every edge is
involved in at most one crossing. A graph is 1-planar if it admits a 1-planar
drawing. Note that not all graphs are 1-planar: for example, the complete graph
with seven vertices does not admit any 1-planar drawing.
Let G = (V,E,w) be an edge weighted graph with w : E → R. A cut of
G is a pair of vertex sets (S, V \ S) with S ⊆ V . We denote by E(S, V \ S)
the set of edges having one endpoint in S and the other endpoint in V \ S.
We call an edge in E(S, V \ S) a cut edge. The size of a cut (S, V \ S) is the
sum of the weights of cut edges, i.e.,
∑
e∈E(S,V \S) w(e). The Max-Cut problem
asks to find a maximum size of a cut, denoted mc(G), of an input graph G. We
assume without loss of generality that G has no degree-one vertices since such
a vertex can be trivially accommodated to either side of the bipartition so that
its incident edge contributes to the solution. Therefore, we can first work with
removing all degree-one vertices, and after obtaining a solution, we can put them
back optimally.
An instance of the constrained Max-Cut problem consists of an edge weighted
graph G = (V,E,w), together with a set C of pairs of vertices of V . A feasible
solution, called a constrained cut, is a cut in which all the pairs in C are separated.
The size of a constrained cut is defined similarly as that of a cut. The problem
asks to find a maximum size of a constrained cut of G, denoted cmc(G).
4 Y. Kobayashi et al.
Let G = (V,E,w) be an edge weighted graph with w : E → R and let
b : V → N. A b-factor of G is a subgraph H = (V, F ) such that F ⊆ E and
every vertex v has degree exactly b(v) in H. The cost of a b-factor H = (V, F ) is
the sum of the weights of edges in F , i.e.,
∑
e∈F w(e). The maximum weighted
b-factor problem asks to compute a maximum cost of a b-factor of G, denoted
by mb(G). This problem can be seen as a generalization of the maximum weight
perfect matching problem and is known to be solvable in polynomial time [5].
3 NP-Hardness on 1-Planar Graphs
In this section, we prove Theorem 1, i.e., NP-hardness of the unweighted Max-
Cut problem on 1-planar graphs. The reduction is performed from the un-
weighted Max-Cut problem on general graphs. Since we use this reduction in
the next section for weighted graphs, we exhibit the reduction for the weighted
case. When considering unweighted case, we may simply let w(e) = 1 for all e.
Proof (of Theorem 1). Fix an edge weighted graph G = (V,E,w). For an edge
e = uv of G, define a path Pe consisting of three edges uu
′, u′v′, and v′v, each
of weight w(e), where u′ and v′ are newly introduced vertices (see Fig. 1).
u
Pe
v
e
u vu' v'
Fig. 1. Replacing an edge e with a path Pe.
Let G′ be the graph obtained from G by replacing e by Pe. The following
lemma is crucial for our reduction.
Lemma 1. mc(G′) = mc(G) + max(0, 2w(e)).
Proof. Suppose first that w(e) ≥ 0. Consider a maximum size cut (S, V \ S) of
G. If u and v are in the same side of the partition, we extend the cut to obtain
a cut of G′ by putting u′ and v′ into the other side. Otherwise, we put u′ to v’s
side and v′ to u’s side. In both cases, the cut size increases by exactly 2w(e), so
mc(G′) ≥ mc(G) + 2w(e). Conversely, let (S′, V ′ \ S′) be a maximum size cut
of G′, where V ′ = V ∪ {u′, v′}. If u and v are in the same side, at least one of
u′ and v′ must be in the other side, as otherwise, we can increase the size of
the cut by moving u′ or v′ to the other side, contradicting the maximality of
(S′, V ′ \S′). This implies that exactly two edges of the path Pe contribute to the
cut (S′, V ′\S′). Similarly, if u and v are in the different side, we can see that every
edge of Pe contribute to (S
′, V ′\S′). Thus, the cut (S′\{u′, v′}, (V ′\S′)\{u′, v′})
of G is of size mc(G′)−2w(e) and hence we have mc(G) ≥ mc(G′)−2w(e). From
the above two inequalities, we have that mc(G′) = mc(G) + 2w(e).
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Suppose otherwise that w(e) < 0. Similarly to the first case, we extend a
maximum cut (S, V \ S) of G to a cut of G′. This time, we can do so without
changing the cut size, implying that mc(G′) ≥ mc(G): If u and v are in the same
side, we put both u′ and v′ into the same side as u and v. Otherwise, we put
u′ in u’s side and v′ in v’s side. For the converse direction, let (S′, V ′ \ S′) be
a maximum size cut of G′. If u and v are in the same (resp. different) side of
the cut, the maximality of the cut implies that no (resp. exactly one) edge of Pe
contributes to the cut. Hence the cut (S′ \ {u′, v′}, (V ′ \ S′) \ {u′, v′}) of G has
size mc(G′), so that mc(G) ≥ mc(G′). Therefore mc(G′) = mc(G), completing
the proof. uunionsq
Now, suppose we are given a Max-Cut instance G with its arbitrary drawing.
We will consider here a crossing as a pair of intersecting edges. We say that two
crossings are conflicting if they share an edge, and the shared edge is called a
conflicting edge. With this definition, a drawing is 1-planar if and only if it has
no conflicting crossings.
Suppose that the drawing has two conflicting crossings {e, e′} and {e, e′′}
with the conflicting edge e (see Fig. 2). Replace e by a path Pe defined above
and locally redraw the graph as in Fig. 2. Then, this conflict is eliminated, and by
Lemma 1, the optimal value increases by exactly 2w(e). Note that this operation
also works for eliminating two conflicting crossings caused by the same pair of
edges.
e
e' e'' e' e''
Pe
Fig. 2. Eliminating a conflicting crossing.
We repeat this elimination process as long as the drawing has conflicting
crossings, eventually obtaining a 1-planar graph. From a maximum cut of the
obtained graph, we can obtain a maximum cut of the original graph G by simply
replacing each path Pe by the original edge e. The reduction described above
is obviously done in polynomial time. Since the Max-Cut problem on general
graphs is NP-hard, this reduction implies Theorem 1 and hence the proof is
completed. uunionsq
Note that the above reduction is in fact parameter-preserving in a strict
sense, that is, the original drawing has k crossings if and only if the reduced
1-planar drawing has k crossings.
4 An Improved Algorithm
In this section, we prove Theorem 2. As mentioned in Sec. 1, we first reduce a gen-
eral graph to a 1-planar graph using the polynomial-time reduction given in the
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previous section. Recall that this transformation does not increase the number of
crossings. Hence, to prove Theorem 2, it suffices to provide an O(2k(n+ k)3/2n)
time algorithm for 1-planar graphs and its 1-planar drawing with at most k
crossings.
4.1 Algorithm
Our algorithm consists of the following three phases.
Preprocessing. We first apply the following preprocessing to a given graph G:
For each crossing {ac, bd}, we apply the replacement in Fig. 1 twice, once to ac
and once to bd (and take the cost change in Lemma 1 into account) (see Fig.
3). As a result of this, for each crossing, all the new vertices, a′, b′, c′ and d′,
concerned with this crossing have degree two and there is no edge among these
four vertices. This preprocessing is needed for the subsequent phases.
a
b
d
c
a d
b c
Fig. 3. Preprocessing
Branching. As Dahn et al. [4]’s algorithm, our algorithm branches at each
crossing and yields sub-instances. Consider a crossing {ac, bd}. Obviously, any
optimal solution lies in one of the following two cases (1) |S∩{a, b}| 6= 1 and (2)
|S ∩ {a, b}| = 1. To handle case (1), we construct a sub-instance by contracting
the pair {a, b} into a single vertex. For case (2), we add four edges ab, bc, cd,
and da of weight zero (see Fig. 4). Thanks to the preprocessing phase, adding
these four edges does not create a new crossing. Note that these edges do not
affect the size of any cut. These edges are necessary only for simplicity of the
correctness proof. We then add the constraint that a and b must be separated.
Therefore, the subproblem in this branch is the constrained Max-Cut problem.
Note also that in this branch, we do not remove the crossing. We call the inner
region surrounded by the cycle abcd a pseudo-face, and the edge ab (that must
be a cut edge) a constrained edge. Note that the better of the optimal solutions
of the two sub-instances coincides the optimal solution of the original problem.
After k branchings, we obtain 2k constrained Max-Cut instances.
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a
b
d
c
a
b
d
c
Fig. 4. Adding four edges
Solving the Constrained Max-Cut Problem. In this last phase, we solve
2k constrained Max-Cut instances obtained above, and output the best solution
among them. To solve each problem, we reduce it to the maximum weighted
b-factor problem (see Sec. 2 for the definition), which is shown in Sec. 4.3 to be
solvable in O((n + k)3/2 log(n + k)) time in our case. Hence the whole running
time of our algorithm is O(2k(n+ k)3/2 log(n+ k)).
Let G be a graph (with a drawing) obtained by the above branching al-
gorithm. If there is a face with more than three edges, we triangulated it by
adding zero-weight edges without affecting the cut size of a solution. By doing
this repeatedly, we can assume that every face of G (except for pseudo-faces) has
exactly three edges. Recall that, in the preprocessing phase, we subdivided each
crossing edge twice. Due to this property, no two pseudo-faces share an edge.
Let G = (V,E,w) be an instance of the constrained Max-Cut problem. We
reduce it to an instance (G∗ = (V ∗, E∗, w∗), b) of the maximum weighted b-factor
problem. The reduction is basically constructing a dual graph. For each face f of
G, we associate a vertex f∗ of G∗. Recall that f is surrounded by three edges, say
xy, yz and zx. Corresponding to these edges, f∗ has the three edges (xy)∗, (yz)∗
and (zx)∗ incident to vertices corresponding to the three neighborhood faces or
pseudo-faces (see Fig. 5). The weight of these edges are defined as w∗((xy)∗) =
w(xy), w∗((yz)∗) = w(yz), and w∗((zx)∗) = w(zx). We also add a self-loop l
with w∗(l) = 0 to f∗. Note that putting this self-loop to a b-factor contributes to
the degree of f∗ by 2. Finally, we set b(f∗) = 2. (In case some edge surrounding
f is shared with a pseudo-face, we do some exceptional handling, which will be
explained later.)
y z
l
x
(xy)*
(yz)*
(zx)*
f         *
Fig. 5. Reduction for a face
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For each pseudo-face f of G, we associate a vertex f∗. Corresponding to the
three edges bc, cd, and da, we add the edges (bc)∗, (cd)∗ and (da)∗ to E∗. (Note
that we do not add an edge corresponding to ab.) We also add a self-loop l to
f∗ (see Fig. 6). The weight of these edges are defined as follows:
w∗((bc)∗) =
β − 2α
3
,
w∗((cd)∗) =
α+ β
3
,
w∗((da)∗) =
α− 2β
3
,
w∗(l) =
2α+ 2β
3
,
where α = w(ac) and β = w(bd). We set b(f∗) = 3.
b
d
c
l
a (da)*
(bc)*
(cd)*
f *
Fig. 6. Reduction for a pseudo-face
Now we explain an exception mentioned above. Consider a (normal) face f
consisting of three vertices x, y, and z, and let f∗ be the vertex of G∗ correspond-
ing to f . Suppose that some edge, say xy, is shared with a pseudo-face g, whose
corresponding vertex in G∗ is g∗. In this case, the edge (xy)∗ in E∗, connecting
f∗ and g∗, is defined according to the translation rule for the pseudo-face g.
Specifically, if the edge xy is identical to the edge bc in Fig. 6, then the weight
w∗((xy)∗) is not w(xy) but β−2α3 . When xy is identical to cd or da in Fig. 6,
w∗((xy)∗) is defined in the similar manner.
In case xy is identical to the constrained edge ab in Fig. 6, the rule is a
bit complicated: First, we do not add an edge (xy)∗ to E∗ (which matches the
absence of (ab)∗ in Fig. 6). Next, we subtract one from b(f∗); hence in this case,
we have b(f∗) = 1 instead of the normal case of b(f∗) = 2. As one can see
later, the absence of (xy)∗ and subtraction of b(f∗) implicitly mean that (xy)∗
is already selected as a part of a b-factor, which corresponds to the constraint
that a and b must be separated in any constrained cut of G. Here we stress
that this subtraction is accumulated for boundary edges of f . For example, if all
the three edges xy, yz, and zx are the constrained edges of (different) pseudo-
faces, then we subtract three from b(f∗), which results in b(f∗) = −1 (of course,
this condition cannot be satisfied at all and hence the resulting instance has no
feasible b-factor).
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Now we have completed the construction of (G∗ = (V ∗, E∗, w∗), b). We then
show the correctness of our algorithm in Sec. 4.2, and evaluate its running time
in Sec. 4.3.
4.2 Correctness of the Algorithm
To show the correctness, it suffices to show that the reduction in the final phase
preserves the optimal solutions. Recall that cmc(G) is the size of a maximum
constrained cut of G, and mb(G∗) is the cost of the maximum b-factor of G∗.
Lemma 2. cmc(G) = mb(G∗).
Proof. We first show cmc(G) ≤ mb(G∗). Let S be a maximum constrained cut
of G with cut size cmc(G). We construct a b-factor H of G∗ with cost cmc(G).
Informally speaking, this construction is performed basically by choosing dual
edges of cut edges.
Formally, consider a face f surrounded by edges xy, yz and zx. First suppose
that none of these edges are constrained edges. Then by construction of G∗, the
degree of f∗ is 5 (including the effect of the self-loop) and b(f∗) = 2. It is easy
to see that zero or two edges among xy, yz and zx are cut edges of S. In the
former case, we add only the self-loop l to H. In the latter case, if the two cut
edges are e and e′, then we add corresponding two edges (e)∗ and (e′)∗ to H.
Note that in either case, the constraint b(f∗) = 2 is satisfied.
Next, suppose that one edge, say xy, is a constrained edge. In this case, the
degree of f∗ is 4 and b(f∗) = 1. Since xy is a constrained edge, we know that
xy is a cut edge of S. Hence exactly one of yz and zx is a cut edge. If yz is a
cut edge, we add (yz)∗ to H; otherwise, we add (zx)∗ to H.
If two edges, say xy and yz, are constrained edges, we have that b(f∗) = 0.
In this case, we do not select edges incident to f∗.
Finally, suppose that all the three edges are constrained edges. Clearly it is
impossible to make all of them cut edges. Thus G admits no constrained cut,
which contradicts the assumption that S is a constrained cut.
Next, we move to pseudo-faces. For each pseudo-face f with a cycle abcd
where ab is a constrained edge, we know that a and b are separated in S. There
are four possible cases, depicted in Fig. 7, where vertices in the same side are
labeled with the same color, and bold edges represent cut edges. Corresponding
to each case of Fig. 7, we select edges in G∗ as shown in Fig. 8 and add them to
H. Note that in all four cases, the constraint b(f∗) = 3 is satisfied.
We have constructed a subgraph H of G∗ and shown that for any vertex of
G∗, the degree constraint b is satisfied in H. Hence H is in fact a b-factor.
It remains to show that the cost of H is cmc(G). The edges of G are classified
into the following two types; (1) edges on the boundary of two (normal) faces
and (2) edges constituting pseudo-faces (i.e., those corresponding to one of six
edges of K4 in Fig. 6 left). For a type (1) edge e, e is a cut edge if and only if its
dual (e)∗ is selected in H, and w(e) = w∗((e∗)). For type (2) edges, we consider
six edges corresponding to one pseudo-face simultaneously. Note that there are
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a
b c
d
(1) (2) (3) (4)
Fig. 7. Feasible cuts of G in which a and b are separated
a
b
(1)
c
d
(2) (3) (4)
Fig. 8. Solution for G∗ constructed from each cut of Fig. 7
four feasible cut patterns given in Fig. 7, and we determine edges of H according
to Fig. 8. We examine that the total weight of cut edges and that of selected
edges coincide in every case:
Case (1): The weight of cut edges is w(da)+w(ac)+w(ab) = w(ac). The weight
of selected edges is w∗((da)∗) + w∗(l) = α−2β3 +
2α+2β
3 = α = w(ac).
Case (2): The weight of cut edges is w(ab) +w(ac) +w(bd) +w(cd) = w(ac) +
w(bd). The weight of selected edges is w∗((cd)∗) + w∗(l) = α+β3 +
2α+2β
3 =
α+ β = w(ac) + w(bd).
Case (3): The weight of cut edges is w(ab)+w(bd)+w(bc) = w(bd). The weight
of selected edges is w∗((bc)∗) + w∗(l) = β−2α3 +
2α+2β
3 = β = w(bd).
Case (4): The weight of cut edges is w(ab) + w(bc) + w(cd) + w(da) = 0. The
weight of selected edges is w∗((bc)∗) + w∗((cd)∗) + w∗((da)∗) = β−2α3 +
α+β
3 +
α−2β
3 = 0.
Summing the above equalities over the whole graphs G and G∗, we can conclude
that the constructed b-factor H has cost cmc(G).
To show the other direction cmc(G) ≥ mb(G∗), we must show that, from
an optimal solution H of G∗, we can construct a cut S of G with size mb(G∗).
Since the construction in the former case is reversible, we can do the opposite
argument to prove this direction; hence we will omit it here. uunionsq
4.3 Time Complexity of the Algorithm
As mentioned previously, to achieve the claimed running time, it suffices to show
that a maximum weight b-factor ofG∗ can be computed inO((n+k)3/2 log(n+k))
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time. The polynomial time algorithm presented by Gabow [5] first reduces the
maximum weighted b-factor problem to the maximum weight perfect matching
problem, and then solves the latter problem using a polynomial time algorithm.
We follow this line but make a careful analysis to show the above mentioned
running time.
For any vertex v of G∗, we can assume without loss of generality that b(v) ≤
d(v), where d(v) is the degree of v, as otherwise G∗ obviously does not have a
b-factor. Gabow’s reduction [5] replaces each vertex v with a complete bipartite
graph Kd(v),d(v)−b(v) as shown in Fig. 9, where newly introduced edges have
weight zero. Since the maximum degree of G∗ is at most five, each vertex is
replaced by a constant sized gadget. Also, since G∗ is a planar graph with O(n+
k) vertices, the created graph has O(n + k) vertices and admits a balanced
separator of size O(
√
n+ k). It is easy to see that this reduction can be done
in O(n + k) time, and G∗ has a b-factor if and only if the created graph has a
perfect matching of the same weight.
e1
e2
e3
e4
e1 e2 e3
e4
Fig. 9. Gabow’s reduction
Lipton and Tarjan [15] present an algorithm for the maximum weight perfect
matching problem that runs in time O(n3/2 log n) for an n-vertex graph having
a balanced separator of size O(
√
n). Thus, by using it, we obtain the claimed
running time of O((n+ k)3/2 log(n+ k)).
5 Concluding Remarks
In this paper, we have proposed an algorithm for the Max-Cut problem on
“almost” planar graphs. Our algorithm runs in O(2k(n+ k)3/2 log(n+ k)) time,
where n is the number of vertices of an input graph and k is the number of
crossings of a given drawing, which improves the previous result of Dahn et al.
[4].
We remark that our algorithm can be applied to the NAE-SAT problem. In
this problem, given a CNF formula, a clause is satisfied if and only if it has at
least one true literal and at least one false literal. The NAE-SAT problem asks
to decide if the CNF formula has a satisfying assignment. This problem is known
to be NP-complete in general [23], but Moret [18] showed that the Planar NAE-
SAT problem, the restriction of inputs to formulas whose incidence graphs are
planar, is solvable in polynomial time. To solve it, he demonstrated a polynomial
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time reduction from the Planar NAE-SAT problem to the Max-Cut problem on
planar graphs. This reduction actually preserves the number of crossings, that
is, a CNF formula with a drawing of its incidence graph having k crossings is
reduced to a Max-Cut instance with k crossings. Therefore, using our algorithm,
the NAE-SAT problem can be solved in O(2k(n+ k)3/2 log(n+ k)) time, where
n is the number of variables in the formula and k is the number of crossings in
the (given) incidence graph.
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