Functionals of the Free Brownian Bridge by Ortmann, Janosch
Functionals of the Free Brownian Bridge
Janosch Ortmann
Warwick Mathematics Institute
Abstract
We discuss the distributions of three functionals of the free Brownian bridge: its L2-norm,
the second component of its signature and its Le´vy area. All of these are freely infinitely
divisible. We introduce two representations of the free Brownian bridge as series of free
semicircular random variables are used, analogous to the Fourier representations of the
classical Brownian bridge due to Le´vy and Kac.
1 Introduction
In this note we discuss the distributions of three non-commutative random variables de-
fined in terms of a free Brownian bridge.
In his paper [11], Le´vy introduces the following representation of the Brownian bridge.
Let ξn, ηn be independent standard Gaussian random variables then the process defined
by
β2pi(t) =
∞∑
n=1
cos(nt)− 1
n
√
pi
ξn +
∞∑
n=1
sin(nt)
n
√
pi
ηn (1.1)
defines a Brownian bridge on [0, 2pi]. Another representation is given by Kac [9]. Re-
taining the notation for the ηn it is a consequence of Mercer’s theorem that the Gaussian
process defined by
β1(t) =
∞∑
n=1
sin(nt)
npi
ηn (1.2)
has the covariance kernel of a Brownian bridge. The analogue of the Gaussian distri-
bution and processes in non-commutative probability theory are the semicircle law and
semicircular processes. It turns out that the crucial properties of the Gaussian distribu-
tion needed for the observations above are shared by the semicircular law. Therefore if
we replace ξn, ηn by free standard semicirculars then (1.1) and (1.2) define free Brownian
bridges on [0, 2pi] and [0, 1] respectively. We will use this fact to prove various properties
of the square norm, the second component of the signature and the Le´vy area of the free
Brownian bridge.
The L2-norm of the classical Brownian bridge was first considered by Kac who used his
representation (1.2) to compute its Fourier transform. Further calculations were performed
using Kac’s work, see Tolmatz [17] and the references therein. We will compute the R-
transform of the free analogue of this object and use the fact that its law is freely infinitely
divisible to prove that it has a smooth density for which we give an implicit equation.
In [6] Capitaine and Donati-Martin construct the second component Z of the sig-
nature of the free Brownian motion. This process plays a role in the theory of rough paths,
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see [6], Lyons [12] and Victoir [18] for details. The second component of the signature
is a process taking values in the tensor product of the underlying non-commutative proba-
bility space with itself. Equipped with the product expectation this is a probability space
in its own right and we compute the R-transform of Z. A connection between the cumu-
lants of Z and the number of 2-irreducible meanders, a combinatorial object introduced by
Lando–Zwonkin [10] and further analysed by Di Francesco–Golinelli–Guitter [7]
is pointed out.
Finally we apply the Le´vy-type representation to compute the R-transform of the
Le´vy area corresponding to the free Brownian bridge. This random variable is also freely
infinitely divisible. Once again this allows us to deduce that the law in question has a
smooth density. Again we obtain an implicit equation.
From the considerations involving free infinite divisibility it also follows that the sup-
port of the law of both Le´vy area and square norm is a single interval, in the former
case symmetric about the origin, in the latter strictly contained in the positive half-line.
In [15] a large deviations principle is established for the blocks of a uniformly random non-
crossing partition. This result allows us to determine the maximum of the support from
the free cumulants. We obtain implicit equations that determine the essential suprema of
Le´vy area and square norm.
Acknowledgements. The author would like to thank his PhD advisor, Neil O’Connell
for his advice and support in the preparation of this paper. We also thank Philippe Biane
for helpful discussions and suggestions.
2 Free Probability Theory
We recall here some definitions and properties from free probability theory. For an intro-
duction to the subject see for example [8, 19,20].
2.1 Freeness, Distributions, and Transforms
Throughout let (A, φ) be a non-commutative probability space, i.e. a unital von Neumann
algebra equipped with a state φ on A. We think of elements a ∈ A as non-commutative
random variables and consider φ(a) to be the expectation of a ∈ A. We will only consider
self-adjoint a ∈ A. Then there exists a compactly supported measure µa on R, called the
distribution of a, such that
φ(an) =
∫
tn µa(dt) ∀n ∈ N.
Recall that the Cauchy transform of µa is defined to be
Gµa(z) =
∫
R
µa(dt)
t− z =
∞∑
n=0
φ(an)z−n−1.
Since µa is compactly supported the first equality defines an analytic map Gµa : C+ −→
C−. The power series expansion is valid on a neighbourhood Ua of infinity. We will also
write Ga for Gµa .
Definition 2.1. Von Neumann subalgebras B1, . . . ,BN of A are said to be free if for
every set of indices {rj}mj=1 ⊆ {1, . . . , N} and collection {aj ∈ Brj : 1 ≤ j ≤ m} such that
rj 6= rj+1 and φ(aj) = 0 ∀ j we already have
φ(a1, . . . , am) = 0.
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2.1 Freeness, Distributions, and Transforms
Random variables a1, . . . , aN are said to be free if the unital von Neumann algebras
generated by the aj are free.
If a and b are free then the distribution of a+ b is uniquely determined by those of a and
b (see Remark 2.5(2) below). Denote the laws of a, b by µ1, µ2 respectively. Then the free
convolution of µ1 and µ2 is defined to be the distribution of a + b. Because self-adjoint
elements of A are determined by their distribution this induces a binary operation on the
space of compactly supported probability measures, denoted .
A partition pi of the set n = {1, . . . , n} is said to be crossing if there exist distinct
blocks V1, V2 of pi and xj , yj ∈ Vj such that x1 < x2 < y1 < y2. Otherwise pi is said to be
non-crossing. Equivalently, arrange the numbers 1, . . . , n clockwise on a circle and connect
any two elements of the same block of pi by a straight line. Then pi is non-crossing if and
only if the lines drawn are pairwise disjoint. Let NC(n) denote the set of non-crossing
partitions on n.
Figure 1: The partition {{8}, {9}, {10, 7, 6}, {11, 5}, {12, 4, 3, 2, 1}} is non-
crossing, {{5, 1}, {8}, {9, 3}, {10, 7, 6}, {12, 4, 2}} is crossing.
Definition 2.2. The free cumulants of A are defined to be the maps kn : An −→ C
(n ∈ N) defined indirectly by the following system of equations:
φ(a1, . . . , an) =
∑
pi∈NC(n)
kpi[a1, . . . , an] (2.3)
where kpi denotes the product of cumulants according to the block structure of pi. That
is, if V1, . . . , Vr are the components of pi ∈ NC(n) then
kpi[a1, . . . , an] = kV1 [a1, . . . , an] . . . kVn [a1, . . . , an]
where, for V = (v1, . . . , vr) we just have kV [a1, . . . , an] = k|V |[av1 , . . . , avr ].
Note that (1.2) has the form φ(a1, . . . , an) = kn[a1, . . . , an]+ lower order terms, so that
we can find the kn inductively. Alternatively, (2.3) defines the kn by Mo¨bius inversion.
See [14] for details.
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2.2 Semicircular Processes
We will write kn(a) for kn[a, . . . , a]. The R-transform of a random variable a ∈ A is
defined to be the formal power series
Ra(z) =
∞∑
n=0
kn+1(a)z
n. (2.4)
If the law of a has compact support then equation (2.4) defines an analytic function on
a neighbourhood of zero [8, Theorem 3.2.1]. Moreover the Cauchy transform Ga of a is
locally invertible on a neighbourhood of infinity and the inverse Ka satisfies
Ka(z) = Ra(z) +
1
z
.
Remark 2.5. The following three properties of the R-transform are easy to check using
the continuity of φ and multilinearity of the cumulants.
1. If an −→ a ∈ A then Ran(z) −→ Ra(z) as n→∞
2. If a, b ∈ A are free then Ra+b(z) = Ra(z) +Rb(z)
3. For λ ∈ C we have Rλa(z) = λRa(λz).
2.2 Semicircular Processes
Definition 2.6. A collection S = (sj)j∈I of non-commutative variables on A is said to
be a semicular family with covariance (c(i, j))i,j∈I if the cumulants are given by
kpi[sj1 , . . . sjn ] =
∏
p∼piq
c(jp, jq).
If S consists of a singleton s1 and r = 2
√
c(1, 1) then the distribution of s1 is the centred
semicircle law of radius r, that is the measure σr on R given by
σr(dt) =
2
pir2
√
r2 − t2 1[−r,r](t) dt.
In particular σ2 is also called the standard semicircle law and non-commutative random
variables with law σr (σ2) are referred to as (standard) semicirculars.
The semicircle law plays a similar role to the Gaussian distribution on classical proba-
bility theory. In particular there exists a central limit theorem [20, Theorem 3.5.1], and a
collection of random variables with a joint semicircular law is determined by its covariance.
To be more precise we recall the following
Proposition 2.7 (Nica–Speicher [14], Proposition 8.19). Let (si)i∈I be a semicircular
family of covariance (c(i, j))i,j∈I and suppose I is partitioned by I1, . . . , Id. Then the
following are equivalent:
1. The collections {sj : j ∈ I1}, . . . , {sj : j ∈ Id} are free
2. We have c(r, j) = 0 whenever r ∈ Ip and j ∈ Iq with p 6= q.
In particular {sj : j ∈ I} is a free family if and only if C = (c(r, j))r,j∈I is diagonal.
Definition 2.8. A process (X(t))t≥0 on A is said to be a semicircular process if for every
t1, . . . , tn ∈ [0,∞), the set (X(t1), . . . , X(tn)) is a semircular family.
By the considerations above the finite-dimensional distributions of a semicircular pro-
cess are determined by the covariance structure of the process, i.e. by the function
C : [0,∞)2 −→ C defined by
C(s, t) = φ(X(s)X(t)).
.
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2.3 The Le´vy Representation of the Free Brownian Bridge
Definition 2.9. A centred semicircular process (βT (t))t∈[0,T ] on A is said to be a free
Brownian bridge on [0, T ] if its covariance structure is given by
φ(βT (s)βT (t)) = s ∧ t− st
T
.
Remark 2.10. In analogy with classical probability it can be easily checked that if
β is a free Brownian bridge on [0, 1] and ξ0 is a free standard semicircular free from
{β(t) : t ∈ [0, 1]}, then X(t) = ξ0t+ β(t) defines a free Brownian motion, that is
(i) the distribution of X(t) is a centred semicircular law with radius t;
(ii) X(t)−X(s) is free from {X(r) : r ≤ s}
(iii) X(t)−X(s) has the same distribution as X(t− s).
The following proposition is the analogue of Le´vy’s representation of the classical Brow-
nian bridge [11]. Its proof follows from the fact that centred semicircular processes are
determined by their covariance and that (non-commutative) covariances of the ξn, ηn are
the same as the (commutative) covariances of a corresponding independent family of stan-
dard Gaussian variables.
Proposition 2.11. Let {ξn, ηm : (n,m) ∈ N0 × N} be a set of free standard semicircular
variables in A. Then the process β2pi defined by
β2pi(t) =
∞∑
n=1
cos(nt)− 1
n
√
pi
ξn +
∞∑
n=1
sin(nt)
n
√
pi
ηn (2.12)
is a free Brownian bridge on [0, 2pi].
2.4 A Representation for Centred Semicircular Processes
In this section we show how Kac’s representation [9] for the classical Brownian bridge on
the unit interval can be translated into the setting of free probability. His method extends
to all centred semicircular (or indeed Gaussian) processes, as follows. Everything relies
on the following classical result from functional analysis, see Bollobas [5].
Theorem 2.13 (Mercer’s theorem). Let K : [a, b]× [a, b] −→ R be a non-negative definite
symmetric kernel. Denote by H the Hilbert space L2[a, b] and let TK be the operator on H
associated to K, that is,
TK(f)(s) =
∫ b
a
K(s, t) f(t) dt. (2.14)
Then there exists an orthonormal basis (fn)n∈N of H consisting of eigenfunctions of TK
such that the corresponding eigenvalues λn are non-negative, fn ∈ C[a, b] whenever λn 6= 0
and
K(s, t) =
∞∑
n=1
λnfn(s)fn(t) (2.15)
where the convergence is absolute and uniform, and hence also in L2[a, b].
We can use Mercer’s theorem to represent any centred semicircular process as a series
of free standard semicircular random variables, noting that if Y is a centred semicircular
process on [a, b] then its covariance function K defined by K(s, t) = φ(Y (s)Y (t)) is a
non-negative symmetric kernel on [a, b].
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Corollary 2.16. Let K,H, (λn, fn)n∈N be as in Mercer’s theorem and let (ηn)n∈N be a
sequence of free standard semicirculars. Then the process Y defined by
Y (t) =
∞∑
n=1
√
λnfn(t) ηn (2.17)
is a centred semicircular process of covariance K.
Proof. It is immediate that Y is a centred semircircular process. Its covariance kernel is
given by
φ(Y (s)Y (t)) =
∞∑
m,n=1
√
λmλnfm(s)fn(t)φ(ηmηn)
=
∞∑
n=1
λnfn(s)fn(t) = K(s, t)
by Mercer’s theorem. q.e.d.
For the free Brownian bridge on [0, 1] we haveK(s, t) = s∧t−st. Solving the corresponding
eigenvalue-eigenvector equation we obtain Kac’s representation in the free setting:
β1(t) =
∞∑
n=1
sin(nt)
npi
ηn. (2.18)
3 Square Norm of the Free Brownian Bridge
In this section we consider the square-norm of a free Brownian bridge β on interval.
Recall that A is a von Neumann algebra so that we can consider β as a map from [0, 1]
into a Banach space which is easily seen to be continuous. We can therefore use Riemann
integration to define
Γ =
∫ 1
0
β(t)2 dt
where β is a free Brownian bridge on [0, 1]. In this section we discuss the distribution of
the non-commutative random variable Γ, using the representation (2.18). Kac [9] showed
that the Laplace transform of the commutative analogue of Γ is given by
f̂(p) =
( √
2p
sinh
√
2p
)(1/2)
.
Other properties, in particular the density function f , were computed, most recently by
Tolmatz [17].
We give here the R-transform of Γ and an expression for its moments involving a sum
over non-crossing partitions. Further below we show that the distribution µΓ of Γ is freely
infinitely divisible. This gives us some analytic tools to show that there exist a, b ∈ R
with 0 < a < b < 1 such that the support of µΓ is [a, b] and that µΓ has a smooth positive
density on [a, b]. We give an implicit equation and a sketch for the density.
Finally we use a result from [15] to characterise the maximum b of the support of µΓ.
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3.1 The R-transform
Proposition 3.1. The R-transform of Γ is given by
RΓ(z) =
1−√z cot(√z)
2z
. (3.2)
Proof. By orthonormality of the functions sin(nt) we have
Γ =
1
pi2
∞∑
n=1
1
n2
η2n. (3.3)
The square of a standard semicircular random variable is a free Poisson element of unit
rate and jump size (Nica–Speicher [14], Proposition 12.13). So the Cauchy transform
of ηn is given by [14]
Gn(z) =
∞∑
n=0
cmz
−m−1 =
1
z
C
(
1
z
)
=
1
2
+
√
1
4
− 1
z
.
The free cumulants of η2n are all equal to 1 and the R-transform is given by
Rn(z) =
1
1− z , |z| < 1.
Using the properties of the R-transform mentioned in Remark 2.5) we obtain for |z| < pi2
RΓ(z) =
∞∑
n=1
1
pi2n2
Rn
( z
pi2n2
)
=
∞∑
n=1
1
n2pi2 − z =
1−√z cot(√z)
2z
as claimed. q.e.d.
The free cumulants of Γ are therefore given by
km =
ζ(2m)
pi2m
= (−4)m B2m
(2m)!
where Bn is the n
th Bernoulli number and ζ the Riemann zeta function. With (2.3) we
obtain a formula for the moments involving a sum over non-crossing partitions:
φ (Γn) =
1
pi2n
∑
σ∈NC(n)
mσ∏
r=1
ζ(2lσr ) = (−4)n
∑
σ∈NC(n)
mσ∏
r=1
B2lσr
(2lσr )!
where mpi denotes the number of equivalence classes of pi and l
pi
r is the size of the r
th
equivalence class of pi.
While there does not seem to exist a closed-form expression for the inverse of KΓ(z) =
RΓ(z)− 1z (and hence, by the Stieltjes inversion formula, for the density) we will describe
some properties of the law µΓ of Γ. We will prove that µΓ is freely infinitely divisible,
has a positive analytic density on a single interval and give an equation for the right end
point of that interval.
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3.2 Free Infinite Divisibility
The concept of infinite divisibility has a natural analogue in free probability theory. Noting
that the square norm of the free Brownian bridge is freely infinitely divisible we will use
the approach of P. Biane in his appendix to the paper [2] to prove that the law of Γ has
a smooth density on its support and give an implicit formula for that density.
Definition 3.4. A compactly supported probability measure µ is said to be freely in-
finitely divisible (or -infinitely divisible) if for every n ∈ N there exists a compactly
probability measure µn such that
µ = µnn = µn  . . . µn︸ ︷︷ ︸
n times
where  denotes free convolution (Section 2).
Since each ξn has a free Poisson distribution and is therefore freely infinitely divisible it
follows that Γ is also -infinitely divisible.
Recall that the Cauchy transform GΓ of Γ is an analytic map from the upper half
plane C+ into the lower half plane C−, which is locally invertible on a neighbourhood of
infinity, and that its local inverse is given by the K-transform KΓ where
KΓ(z) = RΓ(z) +
1
z
=
3−√z cot (√z)
2z
.
From Proposition 5.12 in Bercovici–Voiculescu [3] and the infinite divisibility of Γ it
is straightforward to deduce the following result.
Lemma 3.5. The law µΓ of the square norm of the free Brownian bridge can have at
most one atom. Moreover its Cauchy transform GΓ is an analytic injection from C+
whose image is the connected component Ω in C− of
Ω̂ = {z ∈ C− : Im (KΓ(z)) > 0}
that contains iy for small values of y.
It will be useful to characterise the boundary ∂Ω.
Lemma 3.6. For every t ∈ (pi, 2pi) there exists unique r(t) > 0 such that Im [(KΓ(r(t)eit))] =
0. Moreover
∂
∂z
ImKΓ(z)
∣∣∣∣
z=r(t)eit
6= 0 ∀ t ∈ (pi, 2pi). (3.7)
Proof. Fix t ∈ (pi, 2pi). The imaginary part of KΓ can be written in polar co-ordinates by
ht(r) := KΓ
(
r eit
)
= −3 sin(t)
2r
+
γ sinh(σ
√
r) cosh(σ
√
r) + σ sin(γ
√
r) cos(γ
√
r)
2
√
r
(
sin2(γ
√
r) + sinh2(σ
√
r)
)
where σ = sin(t/2) and γ = cos(t/2). Define gt(r) = 2r ht(r
2). Then
gt(r) = −6σγ
r
+
σ sin (2γr) + γ sinh (2σr)
2
[
sin2(γ
√
r) + sinh2(σ
√
r)
] .
It is a lengthy but simple calculation to prove the existence of unique ρ(t) > 0 such that
gt(ρ(t)) = 0 and that g
′
t(ρ(t)) < 0. The result follows. q.e.d.
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Therefore Ω̂ is actually simply connected: it is given by the area enclosed by the real axis
and the curve λ = {rteit : t ∈ (pi, 2pi)}. In particular Ω = Ω̂ and ∂Ω is a continuous simple
curve. So Carathe´odory’s theorem applies, wherefore the analytic bijection GΓ : C+ −→ Ω
extends to a homeomorphism (denoted ĜΓ) from C+ ∪ R ∪ {∞} to the closure Ω of Ω in
C ∪ {∞}.
Since Ω is bounded, so is its closure, whence ĜΓ is finite on C+ ∪ R ∪ {∞}. The set
of isolated points of the support of µΓ is exactly the set of t ∈ R such that ĜΓ(t) =∞ so
supp(µΓ) must be an interval [a, b]. From the Stieltjes inversion formula (see for example
[8], p.93) it now follows that if we put for x ∈ [a, b]
Φ(x) = − 1
pi
lim
y→0
Im (GΓ(x+ iy)) = − 1
pi
Im
(
ĜΓ(x)
)
(3.8)
then µΓ has density Φ with respect to Lebesgue measure on [a, b]. Since KΓ is the inverse
of GΓ and because of (3.7) the implicit function theorem applies and hence Φ is smooth
on [a, b]. Moreover it follows that
suppµΓ = KΓ
(
∂Ω ∩ C−) = [KΓ (rpi+) ∧KΓ (r2pi−) ,KΓ (rpi+) ∨KΓ (r2pi−)] .
where rpi+ = lims↓0 rpi+s and r2pi− = lims↓0 r2pi−s.
The operator Γ is positive and its norm is less than 1, so the support of µΓ must be
contained in the unit interval. We summarise the results of this section.
Proposition 3.9. There exist a, b ∈ R such that 0 ≤ a < b ≤ 1 and a positive smooth
function Φ: [a, b] −→ R such that
µΓ(dt) = Φ(t)1[a,b](t). (3.10)
The function Φ is given by Φ(x) = − 1pi r(tx) sin(τx) where τx ∈ (pi, 2pi) is the unique
solution to KΓ
(
r(τx) e
iτx
)
= x.
Below is a sketch of the density function based on numerical computations.
Figure 2: Density of the L2-norm of the free Brownian bridge.
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3.3 The Maximum of the Support
We now study the maximum of the support of µΓ. We will need Theorem 5.4 from [15]:
Theorem 3.11. Let µ be a compactly supported probability measure on [0,∞) such that
its free cumulants (kj)j∈N are all positive. Then the right edge ρµ of the support of µ is
given by
log ρµ = sup
{
1
m1(p)
∞∑
m=1
pm log
(
km
pm
)
+
Θ
(
m1(p)
)
m1(p)
: p ∈M11(N)
}
(3.12)
where M11(N) = {p ∈ M1(N) : m1(p) < ∞} is the set of probability measures on N with
finite mean and Θ(m) = log(m− 1)−m log (1− 1m).
It turns out that this variational problem can be solved using the method of Laplace
multipliers. There exists a unique maximiser p∗ for the supremum on the right-hand side
of (3.12). Using the series expansion of ζ(2n) and interchanging summation we obtain
p∗n =
1
m∗ − 1 ζ(2n)
(γ
pi
)2n
where γ is a rational function of m∗ and m∗ is the unique solution on
(
2
3 ,∞
)
of the
equation
m− 3 =
√
4m2 − 2m− 6 cot
(
4m2 − 2m− 6
m− 1
)
(3.13)
In the end we obtain an implicit equation for the right edge of the support of µΓ:
Proposition 3.14. The number b from Proposition 3.9 is given by
b =
(m∗)2 −m∗
4 (m∗)2 − 2m∗ − 6
where m∗ is the unique solution of (3.13) on
(
2
3 ,∞
)
.
4 The Signature of the Free Brownian Bridge
4.1 Signature and Rough Paths
In T. Lyons’s paper [12] a new approach to differential equations driven by rough paths
is proposed. For a general Banach-valued path p : R+ −→ E we define, when this makes
sense, the signature of p to be the process S(p) taking values in the tensor algebra T ((E)) =⊕∞
n=0E
⊗n whose nth component is given by the n-times iterated integral against p:
S(p)n(t) =
∫
0<t1<...<tn<t
dp (t1)⊗ . . .⊗ dp (tn).
The signature is then used to solve general differential equations of the form
dS(t) = S(t)⊗ dp (t).
In order to show that this works if the path in question is a free Brownian motion X, Cap-
itaine–Donati-Martin [6] define an integral of a class of suitable processes P against
X that yields a process taking values in the tensor product A⊗A and prove that X itself
10
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is contained in P. The integral is defined taking Riemann-type approximations, so it is
straightforward to extend it to processes with finite variation. Using Remark 2.10 we can
therefore define the second component of the signature of a free Brownian bridge β on
[0, 2pi] by
Z(t) =
∫ t
0
β ⊗ dβ t ∈ [0, 2pi]
where the integral is in the sense of [6], see also Victoir [18].
If A is a von Neumann algebra and φ a faithful tracial state on A then its tensor
product φ ⊗ φ is a faithful tracial state on the von Neumann tensor product A ⊗ A of
A with itself, see for example [18], p. 109. So we can consider (A ⊗ A, φ ⊗ φ) as a non-
commutative probability space in its own right. We will discuss here the law of Z(2pi)
with respect to this space.
We will also use the notation Â, φ̂ for A⊗A, φ⊗ φ respectively.
4.2 Using the Le´vy Representation
The representation (2.12) and a straightforward calculation using orthogonality of the
trigonometric functions yield
Proposition 4.1. The Le´vy area of the free Brownian bridge at time 2pi is the random
variable
Z(2pi) =
∞∑
n=1
1
n
(ξn ⊗ ηn − ηn ⊗ ξn) . (4.2)
In order to further analyse this series we need to know how the ξm ⊗ ηm, ηm ⊗ ξm are
correlated. The following technical lemma is in a slightly more general framework than
we need here.
Lemma 4.3. Let {an, bn : n ∈ N} be a collection of free random variables in A such that
for each n the variables an, bn are identically distributed. Then the following set is free in
A⊗A:
{an ⊗ bn, bm ⊗ am : m,n ∈ N}.
Proof. Let Xk ∈ A(1, αjk ⊗ βjk) such that jk 6= jk+1 for k ∈ {1, . . . ,m− 1} and for each
k we have {αk, βk} = {ajk , bjk}. Suppose moreover that each φ̂(Xk) = 0. We need to
show that φ̂(X1 . . . Xm) = 0. Note that Xk = pk(αk ⊗ βk) for some polynomial pk. Since
addition and multiplication in the tensor product act componentwise
φ̂(X1 . . . Xm) = φ̂ ((p1(αj1)⊗ p1(βj1)) . . . (pm(αjm)⊗ pm(βjm)))
= φ̂ [(p1(αj1) . . . pm(αjm))⊗ (p1(βj1) . . . pm(βjm))]
= φ (p1(αj1) . . . pm(αjm)) φ (p1(βj1) . . . pm(βjm)) .
By freeness of the an, bn and the fact that jk 6= jk+1 each of αj1 , . . . , αjm and βj1 , . . . βjm
are free. Since φ̂(Xk) = 0 we have φ(pk(αjk))φ(pk(βjk)) = 0. So one of the factors must
vanish. But since αjk , βjk are identically distributed, either both or none of them are zero.
So φ(pk(αjk)) = φ(pk(βjk)) = 0 for all k. Freeness now implies that the last line, and
hence φ̂(X1 . . . Xm) = 0, vanishes. q.e.d.
So the set {ξn ⊗ ηn, ηn ⊗ ξn : n ∈ N}, and hence the terms of the right hand side of (4.2),
are free. Since the R-transform is additive on free random variables we will use this tool
to compute the distribution of Z(2pi) in (Â, φ̂). From Lemma 4.3 we can deduce
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Corollary 4.4. The R-transform of Z(2pi) is given by
RZ(2pi)(z) = 2
∞∑
n=1
1
n
Rξ⊗η
( z
n
)
. (4.5)
Remark 4.6. By the definition of φ̂ we have φ̂
(
(ξ ⊗ η)k) = φ(ξk)2 for k ∈ N. Recall that
Ra(z) =
∑∞
m=1 km+1(a)z
m where km(a) denotes the m
th cumulant of a. In particular
k1(ξ ⊗ η) = φ(ξ)2 = 0 so that (on a neighbourhood of zero) Rξ⊗η(z) = zP (z) for some
P ∈ C[z]. Rewriting (4.5) yields
RZ(2pi)(z) = 2
∞∑
n=1
1
n2
P
( z
n
)
, (4.7)
in particular the right hand side of (4.5) converges in a neighbourhood of zero.
4.3 The Distribution of ξ ⊗ η and Meanders
We proceed to compute the R-transform of ζ := ξ⊗η with ξ, η free standard semicirculars.
Recall that the odd moments of ξ vanish and that φ(ξ2n) is given by the nth Catalan
number
φ(ξ2n) = Cn :=
1
2n+ 1
(
2n
n
)
. (4.8)
Since ξ, η are self-adjoint, so is ζ. Hence its law is a probability measure ν with compact
support in R. In particular ν is determined by its moments which are given by
∫
tmν(dt) = φ ((ξ ⊗ η)m) = φ(ξm)φ(ηm) =
{
(Ck)
2
if m = 2k
0 if m is odd
(4.9)
i.e. ν is the law of ζ1ζ2 where the ζi are independent commutative random variables with
standard semicircular distribution. Therefore ν is absolutely continuous with respect to
Lebesgue measure with density φ given by
φ(t) =
1
4pi2
∫ |t|/2
−|t|/2
√
4− x2
√
4x2 − t2 dx 1[−2,2](t). (4.10)
The Catalan numbers Cn are well-known in combinatorics. They give, for example, the
number of Dyck paths of length 2n. Similarly there is a combinatorial interpretation
of the squares of the Catalan numbers, as detailed in Lando–Zwonkin [10] and Di
Francesco–Golinelli–Guitter [7]: consider an infinite line in the plane and call it
the river. A meander of order n is a closed self-avoiding connected loop intersecting the
line through 2n points (the bridges). Two meanders are said to be equivalent if they can
be deformed into each other by a smooth transformation without changing the order of
the bridges. If a meander of order n consists of k closed connected non-intersecting (but
possibly interlocking) loops it is said to have k components.
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Figure 3: (i) 1-component meander of order 3; (ii) order 2, 2
components; (ii) order 3, 2 components
A multi-component meander is said to be k-reducible if a proper non-trivial collection of
its connected components can be detached from the meander by cutting the river k times
between the bridges. Otherwise the meander is said to be k-irreducible.
Figure 4: meanders that are (a) 1-reducible but 2-irreducible; (b) 1-
and 2-reducible but 3-irreducible (c) 3-reducible
The 2-irreducible meanders have been studied extensively in [10] (where they are called
irreducible meanders). Denote the generating series of the qm by Q. Our connection to
these objects is the following
Proposition 4.11. Let qn denote the number of 2-irreducible meanders of order 2n and
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kn = kn(ξ ⊗ η) the nth cumulant of ξ ⊗ η. Then
kn(ξ ⊗ η) =
{
qm if n = 2m
0 if n is odd
(4.12)
Proof. We first prove by induction that kn = 0 if n is odd, which will follow from the fact
that φ̂((ξ ⊗ η)n) = 0 for n odd. Assume that km = 0 whenever m < n is odd. From (2.3)
it follows that
kn =
∑
pi∈NC(n)
pi 6=1
kpi
where kpi = kV1 . . . kVr if V1, . . . , Vr are the equivalence classes of pi and 1 denotes the
identity partition, i.e. [k]1 = n. Every pi ∈ NC(n) \ {1} must contain at least one
equivalence class of size m for some odd integer m < n. Since km is a factor of kpi and
km = 0, the inductive hypothesis implies kn = 0 as required. Hence
Rξ⊗η(z) =
∞∑
n=1
k2nz
2n−1.
Define the moment series of ξ ⊗ η by
M(z) =
1
z
G
(
1
z
)
= 1 +
∞∑
n=1
φ̂ ((ξ ⊗ η)n) zn.
It is a consequence of the relationship between Cauchy and R-transform that
M(z) = 1 + zM(z)R(zM(z)). (4.13)
We will introduce one more generating series. Put
ρ(z) =
∞∑
n=1
qnz
2n−1
so that Q(z) = 1 + zρ(z). From (7.10) in [7] we have
M(z) = q(zM(z)) = 1 + zM(z) ρ(zM(z)). (4.14)
Combining (4.13) and (4.14) yields ρ = R as power series. That k2n = qn now follows
from comparing coefficients. q.e.d.
4.4 The Distribution of Z(2pi)
So we have an explicit expression for the R-transform of ξ ⊗ η. We will use this to obtain
the R-transform of Z(2pi).
Recall that all odd cumulants of ξn⊗ ηn and ηn⊗ ξn vanish, hence the same is true of
Z(2pi).
Proposition 4.15. The 2nth cumulant of Z(2pi) is 2 ζ(2n) qn where ζ is the Riemann
zeta function.
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Proof. Recall that ζ(m) =
∑∞
n=1 n
−m. So
RZ(2pi)(z) = 2
∞∑
n=1
1
n
Rξ⊗η
( z
n
)
= 2
∞∑
n=1
1
n
∞∑
m=1
km
( z
n
)m−1
= 2
∞∑
n=1
∞∑
m=1
n−2mqmz2m−1
=
∞∑
m=1
2 ζ(2m)qmz
2m−1
where interchanging the sums over m and n is justified by absolute convergence. q.e.d.
Definition 4.16 (see [16], p. 107). Let (an)n∈N, (bn)n∈N be two sequences with generating
functions f, g respectively. The Hadamard product of f, g is defined to be the generating
function of (anbn), denoted f  g. That is
f  g(z) = ∞∑
n=1
anbnz
n.
So RZ(2pi) is twice the Haddamard product of the generating functions of the 2-irreducible
meanders and that of the sequence {ζ(2m) : m ∈ N}.
From (6.3.14) in Abramowitz–Stegun [1] we have for |z| < 1,
∞∑
n=2
ζ(n+ 1)zn = −γ −Ψ(1− z)
where γ is the Euler constant and Ψ is the Digamma function defined by
Ψ(z) =
d
dz
log Γ(z) =
Γ′(z)
Γ(z)
.
Since the generating series can be considered as functions inside their radius of conver-
gence, we can use complex analysis to compute their Hadamard product. Namely
Lemma 4.17. Let f, g be generating functions of (an)n∈N, (bn)n∈N and suppose that they
are analytic on a neighbourhood of 0. Then
(f  g)(z2) = 1
2pii
∫
γ
f(zw) g
( z
w
) dw
w
(4.18)
on a neighbourhood U of 0, where γ is a smooth closed curve around 0 and contained in
U .
Proof. Let U1, U2 be neighbourhoods of 0 on which f and g respectively are analytic.
Then for z ∈ U = U1 ∩ U2,
1
2pii
∫
γ
f(zw) g
( z
w
) dw
w
=
[
f(zη) g
(
z
η
)]
η0
=
[ ∞∑
n=0
an(zη)
n
∞∑
m=0
bm
( z
w
)m]
η0
=
[∑
m,n
anbmz
n+mηn−m
]
η0
=
∞∑
n=0
anbnz
2n = f  g(z2)
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where [·]η0 denotes the constant term in a Laurent series in η. q.e.d.
Corollary 4.19. Let  ∈ (0, ρ) where ρ is the radius of convergence of RZ(2pi) and choose
the canonical branch of the square root on B(0, ρ). Then for z ∈ B(0, ρ)
RZ(2pi)(z) = −z
1/2
pii
∫
Γ
Ψ(1− z1/2w)Q
( z
w
)
dw (4.20)
where Γ = ∂B(0, ρ).
Proof. By Proposition 4.15 we have RZ(2pi) = 2Q Λ where, using (4.18)
Λ(z) =
∞∑
n=1
ζ(m)zm = −zΨ(1− z)− γz.
Lemma 4.17 now yields
(Q Λ)(z2) = 1
2pii
∫
Γ
Λ(zw)Q
( z
w
) dw
w
= − 1
2pii
∫
Γ
zw (Ψ(1− zw) + γ) Q
( z
w
) dw
w
= − 1
2pii
∫
Γ
zΨ(1− zw)Q
( z
w
)
dw
− γ z
2pii
∫
Γ
Q
( z
w
)
dw.
The argument of the integral in the second summand has a power series with only even
powers of w so the integral itself must vanish. We therefore have
(q  Φ)(z2) = z
2pii
∫
Γ
Ψ(1− zw) q
( z
w
)
dw
q.e.d.
Remark 4.21. In [7] it has been shown that the radius of convergence of Q is 4pi − 1.
Since ζ(m) −→ 1 as m −→ ∞, it follows that the radius of convergence of RZ(2pi) is also
4
pi − 1.
It is well-known, see [8], that the semicircular distribution is -infinitely divisible. By
Lemma 4.3 it follows that the ξn ⊗ ηn and ηn ⊗ ξn are -infinitely divisible. Since free
infinite divisibility is preserved by free linear combinations and weak limits, it follows that
Z(2pi) is also -infinitely divisible.
Unfortunately it seems that there is no explicit formula for Q. It is therefore not
apparent how a similar analysis to that for the square norm could be applied in order to
obtain further details about the distribution of Z(2pi).
5 Le´vy Area of the Free Brownian Bridge
In this section we use the Le´vy representation
β(t) =
∞∑
n=1
cos(nt)− 1
n
√
pi
ξn +
∞∑
n=1
sin(nt)
n
√
pi
ηn (5.1)
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of the free Brownian bridge to compute the distribution of the free analogue of the classical
Le´vy area process defined by
L(t) = i
2
∫ t
0
[β(s),dβ(s)] =
i
2
∫ t
0
(β(s)dβ(s)− dβ(s)β(s)) . (5.2)
When β is a two-dimensional commutative Brownian motion this is very similar to the
object studied by Le´vy [11]. By standard properties of the non-commutative integral [4]
and self-adjointness of β we have∫ t
0
β(s)dβ(s) =
(∫ t
0
dβ(s)β(s)
)∗
.
A straightforward calculation yields that the left hand side equals, for t = 2pi,∫ 2pi
0
β(s)dβ(s) =
∞∑
n=1
1
n
(ξnηn − ηnξn) (5.3)
which is easily seen to be anti-self-adjoint. This is the reason for the factor of i in (5.2):
multiplying an anti-self-adjoint operator by i yields a self-adjoint random variable whose
distribution is therefore supported in R. Thus L := L(2pi) is equal to either side of (5.3)
multiplied by i.
The summands are commutators of free semicircular random variables. Commutators
have been studied by Nica–Speicher [13], where the semicircle distribution is discussed
in Example 1.5(2). If cn = i (ξnηn − ηnξn), then the support of µcn is [−r, r] where
r =
√
11+5
√
5
2 and
Rcn(z) =
2z
1− z2 = 2
∞∑
m=1
z2m−1. (5.4)
From this we can now compute the R-transform of the classical Le´vy area. Let that
function be denoted RL then
RL =
∞∑
n=1
1
n
Rcn
( z
n
)
=
∞∑
n=1
2n
n2 − z2
=
1
z
− pi cot(piz). (5.5)
We can deduce the free cumulants of L, either from the Taylor series of (5.5) or by
calculating
RL =
∞∑
n=1
2
n
∞∑
m=1
( z
n
)2m−1
=
∞∑
m=1
2
( ∞∑
n=1
n−2m
)
z2m−1
=
∑
m=1
2ζ(2m)z2m−1
where the interchanging of the infinite sums is justified by absolute convergence. The free
cumulants of L are therefore given by
km(L) =
{
2ζ(m) if m is even
0 otherwise.
(5.6)
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Free infinite divisibility is characterised by an analytic property of the R-transform. An
analytic function f : C+ −→ C+ is called a Pick function. For a, b ∈ R with a < b
we denote by P(a, b) the set of Pick functions f which have an analytic continuation
g : C \ R ∪ (a, b) −→ C such that g(z) = g(z). The following result is Theorem 3.3.6 of
Hiai–Petz [8]:
Theorem 5.7. A compactly supported probability measure µ is -infinitely divisible if
and only if its R-transform extends to a Pick function in P(−, ) for some  > 0.
It is easy to see that the common R-transform of the cn extends to a Pick function in
P(−1, 1). Therefore each cn is -infinitely divisible.
Corollary 5.8. The distribution of L is -infinitely divisible.
As in Section 3 we can use free infinite divisibility together with the analytic properties
of the R-transform and the formula for the maximum of the support from [15] to describe
further the distribution in question.
The variational formula of Section 3 (Theorem 3.11) assumed that all free cumulants
are positive, which is not the case for L (which is symmetric and therefore has vanishing
odd free cumulants). However non-negativity of all free cumulants is actually enough [15,
Theorem 5.9]:
Theorem 5.9. Let a ∈ A be a self-adjoint non-commutative random variable with distri-
bution µ and free cumulants km ≥ 0 for all m. Then the right edge ρµ of the support of µ
is given by
log (ρµ) = sup
{
1
m1(p)
∑
n∈L
pn log
(
kn
pn
)
− Θ(m1(p))
m1(p)
: p ∈M11(L)
}
(5.10)
where M11(L) denotes the set of p ∈ M11(N) such that p(Lc) = 0 and Θ was defined in
Theorem 3.11.
The inverse of the Cauchy transform of L is given by
KL = RL +
1
z
=
2
z
− pi cot(piz).
We can check, by simple if lengthy computations similar to those in Section 3.2 that for
every t ∈ (pi, 2pi) there exists unique r(t) > 0 such that Im [KL (r(t)eit)] = 0 and that
∂
∂z
Im [KL(z)]
∣∣∣∣
z=r(t)eit
6= 0 ∀t ∈ (pi, 2pi). (5.11)
We obtain the following characterisation of the distribution of L:
Proposition 5.12. The non-commutative random variable L is distributed according to
µL(dt) = ΦL(t)1[−ρL,ρL] dt where ΦL(x) = − 1pi r(tx) sin(τx) and τx is the unique solution
on (pi, 2pi) to
2
r(τx) eiτx
− pi cot (pir(τx) eiτx) = x. (5.13)
for every x ∈ (−ρL, ρL). The number ρL is given by
ρL =
m∗pi√
m2∗ − 2
(5.14)
18
References
where m∗ is the unique solution on (
√
2,∞) of
m− 2 =
√
m2 − 2 cot
(√
m2 − 2
m− 1
)
. (5.15)
Density of the free Le´vy area
Proof of Proposition 5.12. The law µL of L is symmetric about 0. Together with the
analytic arguments of Section 3.2, suitably modified, this implies the existence of ρL > 0
such that the density ΦL of µL is smooth, positive on (−ρL, ρL) and zero everywhere else.
The function ΦL is given by ΦL(x) = − 1pi r(τx) sin(τx) where τx is characterised by (5.13).
For the remainder of the statement we apply Theorem 5.9. Only the free cumulants
of even order are nonzero, so that L = {2n : n ∈ N}. The supremum on the right-hand
side of (5.10) is attained by a unique maximiser which gives rise to equations (5.14) and
(5.15). This completes the proof of the proposition. q.e.d.
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