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Abstract
We consider ensembles of real symmetric band matrices with entries
drawn from an infinite sequence of exchangeable random variables, as far as
the symmetry of the matrices permits. In general the entries of the upper tri-
angular parts of these matrices are correlated and no smallness or sparseness
of these correlations is assumed. It is shown that the eigenvalue distribution
measures still converge to a semicircle but with random scaling. We also
investigate the asymptotic behavior of the corresponding ℓ2-operator norms.
The key to our analysis is a generalisation of a classic result by de Finetti that
allows to represent the underlying probability spaces as averages of Wigner
band ensembles with entries that are not necessarily centred. Some of our
results appear to be new even for such Wigner band matrices.
1 Introduction
In this paper we consider (full) real symmetric random matrices of the form
XN =


XN(1, 1) XN(1, 2) · · · XN(1, N)
XN(2, 1) XN(2, 2) · · · XN(2, N)
...
...
...
XN(N, 1) XN (N, 2) · · · XN(N,N)

 (1)
for certain random schemes XN (i, j) (with XN(i, j) = XN(j, i) ∈ R), as well as
real symmetric band random matrices where XN(i, j) is random in a strip of size
wN →∞ centred around the diagonal i = j and XN(i, j) ≡ 0 otherwise. We use
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the word full to distinguish from the case of band matrices. The parantheses above
indicate that we will omit this specification if there is no danger of confusion.
Let us denote the underlying probability space by (Ω,F ,P) and the expecta-
tion with respect to P by E.
For any symmetric N × N-matrix M we denote the eigenvalues of M by
λj(M). We order these eigenvalues such that
λ1(M) ≤ λ2(M) ≤ · · · ≤ λN(M)
where degenerate eigenvalues are repeated according to their multiplicity.
The eigenvalue distribution measure νM ofM is defined by
νM(A) =
1
N
|{j|λj(M) ∈ A}|
=
1
N
N∑
j=1
δλj(M)(A)
where |B| denotes the number of points in B,N - as above - is the dimension of
the matrixM , A is a Borel-subset of R and δa is the Dirac measure in a, i.e.
δa(A) =
{
1 if a ∈ A
0 otherwise .
In this paper we study the limiting behavior of both the eigenvalue distribution
measures and the ℓ2-operator norms as the matrix dimension N becomes large.
Within the theory of random matrices the first results on these quantities were
obtained for full Wigner ensembles (see Theorem 3 below) using the method of
moments.
The distinctive feature of Wigner ensembles is that for each fixed matrix size
N the entries XN(i, j), 1 ≤ i ≤ j ≤ N , of the upper triangular part are indepen-
dent, identically distributed random variables. For this class of matrix ensembles
it has been shown in great generality that the eigenvalue distribution measures
converge to the famous semicircle law. Having obtained such a universal limiting
law it is natural to test its range of validity. For example, one might ask whether
the assumption of independence of the matrix entries in the upper triangular part
can be relaxed. Indeed, a number of matrix ensembles with correlated entries
have been introduced in the literature and their limiting spectral distributions have
been analysed. We refer the reader to the survey [18] for a detailed description
of these results (see also the paper [2] for recent developments) . Most of these
ensembles are defined with some kind of smallness of the correlations built in:
They are sparse or they decay. The decay can be with respect to the distance of
the corresponding matrix entries or with respect to the matrix dimension N .
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The main focus of our paper lies on matrix ensembles with entries that are
drawn from an exchangeable sequence of random variables (see Definition 13).
For such models the correlations may neither be sparse nor decaying. In addition,
we do not only consider full matrices but also band random matrices. One of our
main results is Theorem 23 where we show for a large class of such ensembles that
the eigenvalue distribution measures still converge to a semicircle, but its radius
may now be random.
A key element in our proof is the fact that an exchangeable sequence of real-
valued random variables can be represented as an average of i.i.d. sequences. This
classic result is due to de Finetti [10, 11] in the special case of spin random vari-
ables that only assume values±1 and was later generalized by Hewitt-Savage [15,
Theorem 7.4] to a setting that includes in particular real-valued variables. There-
fore we can relate matrix ensembles with exchangeable entries to ensembles with
i.i.d entries and this brings us back to the realm of Wigner ensembles. Accord-
ingly, we begin the more precise discussion of our results by a definition ofWigner
ensembles that is suitable for the analysis of ensembles with exchangeable entries.
Definition 1 By a (full) Wigner ensemble we understand a probability measure
on sequences (XN)N of real symmetric N × N matrices XN such that for each
fixed N the random variables XN(i, j), i ≤ j, are independent. Moreover, we
require that the XN(i, j) for all N, i, j have a common distribution ρ with finite
moments of all orders. We callm =
∫
xdρ the mean and v =
∫
x2dρ(x)−m2 the
variance of the Wigner ensemble. In case the mean vanishes,m = 0, we say that
the Wigner ensemble is centred.
A few remarks are in order. First, note that no assumptions are made on how
the entries of XN and XM are correlated for N 6= M . The reason is that these
correlations play no role for results on spectral limits relevant for this paper. Sec-
ondly, the assumption of identically distributed entries is often relaxed for Wigner
ensembles by conditions that only require agreement of some moments. As ex-
plained above ensembles with exchangeable entries are related to the i.i.d. case
and therefore we do not strive for more generality in this respect. Thirdly, the
condition that all moments of the law ρ exist could be downgraded as well. For
Wigner ensembles it is well known how to adapt the arguments in the situation that
only a few moments exist by a truncation procedure. In order to avoid the asso-
ciated substantial technicalities we restrict ourselves to the case that all moments
exist. Fourthly, and this is the most important point, we do not require that the en-
tries are centred random variables. One motivation for this is our recent work on
random matrices with Curie-Weiss distributed entries [19] where non-zero means
are generated by magnetisation at low temperatures. The results we obtain for
means m 6= 0 appear to be new, some of them even in the case of Wigner band
3
ensembles (see Definition 7). In comparison, the influence of the variance v on
the spectrum is simple, because it translates to a linear scaling by the factor
√
v.
Based on the work of Wigner and others (see [25, 26], [14], [4]) it is well
known that for centred Wigner ensembles XN the eigenvalue distribution mea-
sures µN of the matrix
1√
N
XN converge in the case v > 0 to the (scaled) semicir-
cle distribution, i. e. to the measure σv with density (with respect to the Lebesgue
measure)
sv(x) =
1
2πv
√
(4v − x2)+ . (2)
Above we use the notation g+(x) := max
(
g(x), 0
)
. The classical Wigner case
corresponds to v = 1, the above slightly more general case follows through scal-
ing.
For our purposes it will be convenient to include the trivial case of variance
v = 0. In the centred case the entries of the Wigner matrices are then equal to
zero almost surely. Thus the corresponding eigenvalue distribution measures of
the matrices 1√
N
XN are all given by the Dirac measure δ0. We therefore extend
definition (2) for σv by
σ0 := δ0 . (3)
Despite its degeneracy we call δ0 a semicircle distribution throughout the paper.
There are various forms of convergence for sequences of random measures:
Definition 2 Let (Ω,F ,P) be a probability space and let µωN and µω, ω ∈ Ω, be
random probability measures on (R, B(R)).
1) We say that µωN converges to µ
ω weakly in expectation, if for every
f ∈ Cb(R), the set of bounded continuous functions on R ,
E
( ∫
f(x) dµωN(x)
)
→ E
( ∫
f(x) dµω(x)
)
(4)
as N →∞.
2) We say that µωN converges to µ
ω weakly in probability, if for every f ∈
Cb(R) and any ǫ > 0
P
( ∣∣∣ ∫ f(x) dµωN(x)−
∫
f(x) dµω(x)
∣∣∣ > ǫ)→ 0
as N →∞.
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3) We say that µωN converges to µ
ω weakly P-almost surely if there is a set
Ω0 ⊂ Ω with P(Ω0) = 1 such that µωN ⇒ µω for all ω ∈ Ω0. Here µωN ⇒ µω
means weak convergence, i.e. for every f ∈ Cb(R)∫
f(x) dµωN(x)→
∫
f(x) dµω(x) as N →∞ .
We can now formulate: For centred Wigner matrices XN with variance v the
eigenvalue distribution measures µωN of
1√
N
XN converge weakly P-almost surely
to σv [4].
Besides the limiting spectral distribution we also want to understand the be-
havior of the ℓ2-operator norms ||XN ||op as the matrix size N becomes large.
Recall that for real symmetric matrices the operator norm is given by the largest
eigenvalue in modulus,
||XN ||op = max(|λ1(XN )|, |λN(XN)|).
Guided by the semicircle law one might expect that ||XN ||op ∼ 2
√
vN . Indeed,
the semicircle law can be used to show that the limes inferior of ||XN ||op/
√
N
is bounded below by 2
√
v (see proof of Parts II and III of Theorem 28). How-
ever, an upper bound for the operator norm cannot possibly be extracted from the
semicircle law since, for example, a single outlier of the spectrum has no effect on
the limiting spectral distribution but may determine the operator norm. Therefore
additional arguments are needed. These were provided in [6], see also [13], where
it was shown for centred Wigner ensembles that ||XN ||op/
√
N converges to 2
√
v
almost surely.
The classical results that we have discussed so far can be summarized as fol-
lows.
Theorem 3 Let (XN)N be a (full) centred Wigner ensemble with variance v in
the sense of Definition 1. Then:
a) The eigenvalue distribution measures µωN of
1√
N
XN converge weakly P-
almost surely to σv .
b) The scaled operator norms ||XN ||op/
√
N converge P-almost surely to 2
√
v .
Our main goal is to generalise Theorem 3 to ensembles of full or banded ma-
trices with exchangeable entries. In the remainder of the Introduction we outline
the plan of the paper highlighting our main results along the way.
As a first step we formulate in Section 2 the semicircle law for Wigner band
matrices (see Definition 7). The corresponding result is stated in Theorem 10.
Note that the scaling XN/
√
N of Theorem 3 needs to be replaced by XN/
√
wN
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wherewN is a measure for the bandwidth. The case of centred entries is essentially
known [7, 20] (see also [8, 12]) and this is the starting point for our proof. In order
to analyse arbitrary meansm we write
1√
wN
XN =
1√
wN
(XN − E(XN)) + 1√
wN
E(XN ) . (5)
The first summand has centred entries and its eigenvalue distribution measure
therefore obeys the semicircle law. The main work in the proof consists of show-
ing that the deterministic matrix E(XN )/
√
wN can be decomposed into two parts
such that one of them has small enough norm and the other one has small enough
rank to allow the semicircle law to persist.
As can be seen from the statement of Theorem 10 the result for Wigner band
matrices is a little more involved than for full matrices. For example, even in the
case of centred entries one needs (at least for our proof) an additional (mild) con-
dition on the bandwidths to improve from convergence in probability to almost
sure convergence. This subtlety and its proof seem to be somewhat buried in the
literature. We refer the reader to [12] for a proof in a more general setting that also
includes the case of correlated entries. Band matrices with linearly growing band-
widths appear as a special case of ‘general Wigner-type matrices’ in [1], where
a ‘local law’ for eigenvalue statistics is proved. In particular, their results imply
almost sure convergence of the eigenvalue distribution measures for these band
matrices.
For the convenience of the reader we sketch a proof of almost sure convergence
for centred Wigner band ensembles for our simpler situation in Subsection A.1 of
the Appendix.
Section 3 is devoted to generalising Theorem 10 to band ensembles with ex-
changeable entries. We call them de Finetti band ensembles in reference to the
remarkable work of de Finetti [10, 11] on which our analysis is based (see Def-
inition 20). Observe that we use a definition of band matrices that includes full
matrices by choosing the bandwidth sufficiently large. Theorem 23 states our
main result for these ensembles. As it was already mentioned above, the only
difference between the results in the Wigner and in the de Finetti case is that the
limiting law is given by the semicircle σV rather than σv . I.e. the variance v of the
Wigner ensemble needs to be replaced by a real-valued random variable V that
we call the limiting empirical variance of the ensemble (see Definition 19).
We show in Subsection 3.3 that a non-random limit law for the eigenvalue dis-
tribution measures can be achieved but, except for trivial cases, one needs to settle
for the weaker notion of convergence in expectation (cf. Definition 2). In addition
we derive some properties of the deterministic limit law including a characterisa-
tion of all cases in which it is a semicircle.
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So far we have generalised part a) of Theorem 3. In the final section of this
paper we study the corresponding operator norms. As explained above the state-
ment of Theorem 3 the main task is to obtain upper bounds once the limit law
for the eigenvalue distribution measures is established. Observe that for centred
Wigner band matrices it was shown in [7] that ||XN ||op/√wN is unbounded if
the bandwidth grows slowly enough with matrix dimensionN . With Theorem 28
we provide a result in the opposite direction. We prove for centred Wigner band
ensembles with bandwidths wN growing at least of order N
α for some arbitrar-
ily small α > 0 that ||XN ||op/√wN converges to 2
√
v almost surely in all cases
where the eigenvalue distribution measures converge to σv .
The proof of this result uses the strategy that was introduced in [6]. We follow
the presentation of the monograph [24]. Both references deal with ensembles of
full matrices. Although the generalisation to band matrices does not pose any
difficulties we provide a proof in the second subsection of the Appendix. The
reason is that we have improved on some of the inequalities (see in particular
Lemma 34) in order to obtain weaker conditions on the required rate of growth
for the bandwidths (see Remark 29 and Lemma 35), an issue that is not present in
the case of full random matrices.
For ‘general Wigner-type matrices’ upper bounds for the operator norms are
given in [9]. As mentioned above these matrices include band matrix ensembles
with linearly growing bandwidths.
Finally we consider operator norms for de Finetti band ensembles and for
Wigner band ensembles that are not centred in Subsection 4.2. This is a much less
subtle question than in the centred case since the deterministic part E(XN) in the
decomposition (5) has operator norm of order wN (see Lemma 9) that dominates
the centred part that is only of order
√
wN . Therefore the mean of the entries of
the Wigner ensemble and the (random) empirical mean of the de Finetti ensemble
(see Definition 19) respectively determine the asymptotic behavior of the oper-
ator norms. In the special case of full matrices one may use that the matrix of
means E(XN ) has rank one to show that the discrepancy between the N-scaling
of the operator norms and the
√
N -scaling of the eigenvalue distribution mea-
sures is caused by a single outlier of the spectrum, see Proposition 6 and part 2 of
Remark 32.
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2 Wigner ensembles
This section is mainly concerned with the fate of the semicircle law as stated in
Theorem 3a) if we consider Wigner band matrices with entries that are not neces-
sarily centred. Our main result in this direction is Theorem 10 in the third subsec-
tion. A precise definition of Wigner band ensembles is provided in Subsection 2.2.
There we will distinguish two different types of band matrices, strict and periodic,
that differ in the way distance is measured on the index set {1, . . . , N}. We begin
our discussion with the case of full Wigner matrices and show what happens to
both statements a) and b) of Theorem 3 if one removes the condition of centred
entries.
2.1 Warm up: Full matrices
It was already observed by Fu˝redi and Komlo´s in [13] that the semicircle law still
holds for full Wigner ensembles with arbitrary meansm.
Proposition 4 Let (XN)N be a Wigner ensemble with arbitrary meanm and vari-
ance v (see Definition 1). Then the eigenvalue distribution measures µN of
1√
N
XN
converge weakly P-almost surely to σv .
Proof. We give only a brief sketch here since we provide a detailed argument in
the more general situation of band matrices in the proof of Theorem 10 below.
The crucial observation is the following. Denote by EN the N × N-matrix
with EN(i, j) = 1 for all 1 ≤ i, j ≤ N . Use
XN =
(
XN − m · EN
)
+ m · EN (6)
and observe that the matrix EN is a matrix of rank one, so it can change the number
|{j|λj ∈ A}| of eigenvalues of 1√N (XN − mEN) inside any interval A by at
most 2, which is negligible for the limiting empirical eigenvalue measure (see
also Proposition 11).
On the other hand the matrixXN −mEN is a centred Wigner matrix with vari-
ance v, hence the corresponding empirical eigenvalue measures converge weakly
almost surely to the semicircle distribution σv by Theorem 3 a).
We have just argued that the limiting empirical eigenvalue measure is insen-
sitive to perturbations of rank 1. The operator norm, however, may feel such a
perturbation since it could create a single outlier of the spectrum. This happens
e.g. in the situation of Proposition 4 if the meanm of the entries does not vanish.
In fact, the operator norm of the matrix EN equals N so that ||mEN ||op = |m|N .
Moreover, it follows from Theorem 3b) that ||XN − m · EN ||op is of the or-
der 2
√
vN for large values of N . It is therefore asymptotically negligible when
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compared to ||mEN ||op. As
||mEN ||op − ||XN − m · EN ||op ≤ ||XN ||op ≤ ||mEN ||op + ||XN − m · EN ||op
we have proved
Proposition 5 For Wigner ensembles (XN )N with arbitrary mean m and vari-
ance v (see Definition 1) the operator norm ||XN ||op satisfies
P
(
lim
N→∞
||XN ||op
N
= |m|
)
= 1 .
We repeat: In the case that the mean of the entries m does not vanish there is
a discrepancy between the N scaling of the operator norm and the
√
N scaling of
the semicircle law.
We now formulate the fact that this discrepancy is due to only one outlier. To
this end we introduce the singular values ofXN . By spectral calculus the singular
values sj(XN) of XN are given by the absolute values of the eigenvalues. We
order them according to size taking their multiplicities into account
0 ≤ s1(XN ) ≤ s2(XN) ≤ · · · ≤ sN(XN).
The largest singular value sN(XN) = max{|λ1(M)|, |λN(M)|} is of particular
interest as it agrees with the ℓ2-operator norm ||XN ||op. We can be sure that XN
has only one outlier of order N if we can prove that the second largest singular
value sN−1(XN) is of order
√
N . Let us introduce the notation
||XN ||′op := sN−1(XN) .
Proposition 6 For Wigner ensembles (XN )N with arbitrary mean m and vari-
ance v the second largest singular value ||XN ||′op satisfies
P
(
lim
N→∞
||XN ||′op√
N
= 2
√
v
)
= 1 .
Proof. Let us first consider the case where the meanm of the Wigner ensemble is
non-negative. As the matrix EN has rank 1 and is positive definite the eigenvalues
of XN interlace with the eigenvalues of XN −mEN in the following way.
λj(XN −mEN) ≤ λj(XN) ≤ λj+1(XN −mEN) (7)
for all 1 ≤ j ≤ N − 1 and the first inequality also holds true for j = N . The first
step in obtaining upper and lower bounds for the second largest singular value of
XN is the observation that
max{|λ2(XN)|, |λN−1(XN)|} ≤ ||XN ||′op ≤ max{|λ1(XN)|, |λN−1(XN)|}
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Using the interlacing inequalities (7) we conclude further
max{|λ1(XN)|, |λN−1(XN)|} ≤ max{|λ1(XN −mEN)|, |λN(XN −mEN)|} ,
max{|λ2(XN)|, |λN−1(XN)|} ≥ max{|λ3(XN −mEN)|, |λN−1(XN −mEN)|} .
A moment’s thought then yields
sN−3(XN −mEN) ≤ ||XN ||′op ≤ ||XN −mEN ||op . (8)
A similar reasoning shows that the estimates (8) are also valid in the case of nega-
tive meansm. Clearly (XN−mEN)N is a centred Wigner ensemble with variance
v so that Theorem 3b) implies that the upper bound, divided by
√
N , converges
to 2
√
v almost surely. As we show in Corollary 30 below (see also the discussion
above the statement of Corollary 30) it is also true that the lower bound, divided
by
√
N , converges to 2
√
v almost surely. This completes the proof up to the veri-
fication of Corollary 30.
2.2 Strict and periodic band matrices
Let us first define the notion of strict and periodic Wigner band matrices.
Definition 7 a) Denote by (bN )N a sequence of integers that is bounded by
0 ≤ bN ≤ N − 1. Then the deterministic prototypes of N × N strict and
periodic band matrices, BN and PN , are defined by
BN (i, j) :=
{
1 , if |i− j| ≤ bN
0 , if |i− j| > bN
,
PN (i, j) :=
{
1 , if |i− j|N ≤ bN
0 , if |i− j|N > bN
,
where |i − j|N denotes the distance between i and j on the circle Z/NZ,
i.e. |i|N := min(|i|, N − |i|) for |i| ≤ N .
b) An ensemble of a familiy of N × N real symmetric matrices (WN)N /
(W perN )N is called a strict Wigner band ensemble/ a periodic Wigner band
ensemble with meanm and variance v, if it can be generated from a Wigner
ensemble (XN)N with meanm and variance v (see Definition 1) via
WN (i, j) =
{
XN(i, j) , if BN(i, j) = 1
0 , else
,
W perN (i, j) =
{
XN(i, j) , if PN(i, j) = 1
0 , else
.
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We call these ensembles centred if the meanm vanishes.
c) We call bN the half-width and wN := min(N, 2bN +1) the (maximal) band-
width of the band matrices defined above.
Remark 8 Observe that for periodic band matrices every row (and every column)
of PN has the same number wN of non-zero entries. Therefore the case of band-
width wN = N makesW
per
N a full Wigner matrix.
For strict band matrices, however, these ensembles may differ from each other
even if wN = N , depending on the value of the half-width bN ≥ (N − 1)/2.
In this situation wN = N is the maximal number of non-zero entries that a row
(column) of BN may have. Therefore wN was named the maximal bandwidth.
The band matrixWN is a full Wigner matrix only in the case bN = N − 1.
We end this subsection by noting a few spectral properties of the band matrices
BN and PN for later reference.
Lemma 9 Let BN and PN be defined as in Definition 7a) with bandwidthwN and
half-width 0 ≤ bN ≤ N − 1.
a) For 0 ≤ j ≤ N − 1 define ωj := jπ/N and u(j) ∈ CN by u(j)k := e2iωjk,
1 ≤ k ≤ N . The vectors (u(j))j form an orthogonal basis of eigenvectors of PN
and the corresponding eigenvalues µj are given by µ0 = wN and µj =
sin(ωjwN )
sinωj
for j ≥ 1.
b) The ℓ2-operator norms satisfy
‖PN‖op = wN and wN(1− δN ) ≤ ‖BN‖op ≤ wN with
δN =
wN
4N
if 2bN + 1 ≤ N and δN =
(
1− bN
N
)2
else.
Proof. Statement a) can be verified by computation. In order to see claim b) recall
first that the modulus of any eigenvalue of a given matrix (A(i, j))i,j is bounded
above by maxi
∑
j |A(i, j)| (e.g. consider the eigenvalue equation for a component
for which the eigenvector has maximal modulus). Thus both the operator norms
of BN and PN are bounded above by wN . Secondly, for real symmetric matrices
A the operator norm is bounded below by (v, Av)/(v, v) for any non-zero vector
v. Choose v = (1, . . . , 1). Then (v, Av) is just the number of non-zero entries
for A ∈ {PN , BN}. In the case of PN this number is wNN . For BN this number
is wNN − kN(kN + 1) with kN = min(bN , N − bN − 1). Using kN(kN + 1) ≤
(kN +
1
2
)2 = w2N/4 for 2bN + 1 ≤ N and kN(kN + 1) ≤ (kN + 1)2 = (N − bN )2
for 2bN + 1 > N completes the proof.
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2.3 Semicircle for band matrices
For the ensembles that we have defined in the previous subsection we now for-
mulate our main result on the limiting spectral distribution. Our proof starts from
the special case of centred ensembles where the result is known. The extension
to arbitrary means uses Proposition 11 which provides estimates on the effects on
the spectral measure of adding matrices of small operator norm or of small rank.
Theorem 10 Let 0 ≤ bN ≤ N − 1 be a given sequence with bN → ∞ for
N → ∞. Recall the notion of Wigner band matrices with half-width bN and
bandwidth wN = min(N, 2bN + 1) from Definition 7.
a) We distinguish the two cases of periodic and strict band matrices.
1. Assume that the entries of the periodic Wigner band matrices W perN have
variance v and arbitrary meanm. Then the empirical eigenvalue measures
µωN of
1√
wN
W perN converge weakly in probability to the semicircle law σv.
2. Statement 1 also holds for the empirical eigenvalue measures µωN of the
strict band matrices WN/
√
wN if we require in addition that the scaled
half-widths bN
N
converge either to 0 or to 1 for N →∞.
b) Let us add to the general assumption bN →∞ above the summability condition∑
N(NbN )
−1 <∞. Then both statements of part a) remain true if we strengthen
the assertion of weak convergence in probability to weak convergence P-almost
surely.
Before we set out to prove the theorem for arbitrary values of the mean m,
let us briefly describe what is known in the case of centred entries. In this case
statement a) of this theorem is due to [7] and [20]. For periodic band matrices with
centred entries statement b) has been observed in [12] as a special case of matrix
ensembles with almost uncorrelated entries, see also [22, Problem 2.4.13]. For the
convenience of the reader we sketch a proof of part b) for the centred casem = 0
in Section A.1 of the Appendix. Finally, we mention that for strict Wigner band
matrices with centred entries [7, 8, 22] also treat the case where limN→∞
bN
N
exists
and where the limit lies in the open interval (0, 1). In this situation the empirical
eigenvalue measures of 1√
wN
WN still converge but not to a semicircle law.
In order to derive Theorem 10 from its specialized version with centred en-
tries we proceed as in the proof of Proposition 4 for full matrices. We split off a
matrixMN containing the expectations of the matrix elements. In the case of full
random matricesMN turned out to be a matrix of rank one, in factMN = m EN
(see (6)) with m being the mean of the entries. In the case of band matrices we
obtain insteadMN = mPN orMN = mBN for periodic or strict band matrices
respectively.
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The simple ‘rank-one’-argument of Proposition 4 cannot work in the case of
band matrices, since in this case the corresponding matrices MN do not have
bounded rank, they may even have full rank N . However, we will develop a more
refined argument that is based on Lemma 9 and on the following observation.
Proposition 11 Let A, R be real symmetricN ×N matrices and denote by ρ and
µ the eigenvalue distribution measures of A and B := A + R respectively. Then
for every bounded function f ∈ C1(R) the following estimates hold.
a)
∣∣∫ fdρ− ∫ fdµ∣∣ ≤ ‖R‖op‖f ′‖L∞ .
b)
∣∣∫ fdρ− ∫ fdµ∣∣ ≤ 2 rank(R)
N
‖f ′‖L1 .
Proof. Denote by ρ1 ≤ · · · ≤ ρN and µ1 ≤ · · · ≤ µN the eigenvalues of A
and B respectively. It is well known that the minmax principle allows to compare
the spectra of the matrices A and B in terms of the operator norm of R = B −
A, leading to statement a), and in terms of the rank of R which is the basis for
statement b).
a) Since |ρj − µj| ≤ ‖R‖op for all j we have |f(ρj)− f(µj)| ≤ ‖R‖op‖f ′‖L∞
and the claim follows by summation over j.
b) Denote r := rank(R). Then for all 1 ≤ j ≤ N the eigenvalue µj lies in the
interval [ρj−r, ρj+r] where we set ρi := −∞ for i ≤ 0 and ρi :=∞ for i ≥ N +1.
Hence
|f(ρj)− f(µj)| ≤
∣∣∣∣∣
∫ ρj
µj
|f ′(x)|dx
∣∣∣∣∣ ≤
∫ ρj+r
ρj−r
|f ′(x)|dx
and summation over j yields statement b) via
N∑
j=1
|f(ρj)− f(µj)| ≤
N∑
j=1
r−1∑
k=−r
∫ ρj+k+1
ρj+k
|f ′| ≤ 2r
N∑
l=0
∫ ρl+1
ρl
|f ′| = 2r‖f ′‖L1 .
In order to prove Theorem 10 we provide a second auxiliary result that shows
how the estimates of Proposition 11 can be used to conclude persistence of weak
convergence in probability.
Lemma 12 Let (Ω,F ,P) be a probability space and let µωN , ρωN , µ be probability
measures on (R, B(R)) for every ω ∈ Ω. Assume that (ρωN)N converges weakly
in probability to µ. Moreover, suppose that there exists a real-valued sequence
(cN )N that converges to 0 such that for all ω ∈ Ω and all functions f ∈ S with
S := {f ∈ C1(R) : ‖f ′‖L1 + ‖f ′‖L∞ <∞}
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we have ∣∣∣∣
∫
fdρωN −
∫
fdµωN
∣∣∣∣ ≤ cN (‖f ′‖L1 + ‖f ′‖L∞) . (9)
Then (µωN)N also converges weakly in probability to µ.
Proof. Fix f ∈ Cb(R) and ǫ > 0. Since the conditions of Definition 2 for
weak convergence in probability are trivially satisfied in the case f = 0 one may
assume ‖f‖L∞ > 0. We first approximate f by differentiable functions on suitable
compact sets that depend on the given value of ǫ.
Since µ is a probability measure a number R > 0 can be picked such that
µ(R \ [−R,R]) ≤ ǫ
8‖f‖L∞
. (10)
Then choose g ∈ C1(R) with
sup{|f(x)− g(x)| : |x| ≤ R + 1} ≤ ǫ
8
, (11)
and a smooth cut-off function χ : R→ [0, 1] that satisfies
χ(x) =
{
1 , if |x| ≤ R ,
0 , if |x| > R + 1 . (12)
Write
∫
fdµωN −
∫
fdµ =
∑4
i=1∆
ω
i with
∆ω1 :=
∫
f(1− χ)dµωN −
∫
f(1− χ)dµ , ∆ω2 :=
∫
gχdµωN −
∫
gχdρωN ,
∆ω3 :=
∫
(f − g)χdµωN −
∫
(f − g)χdρωN , ∆ω4 :=
∫
fχdρωN −
∫
fχdµ .
We estimate
|∆ω1 | ≤ ‖f‖L∞(|
∫
(1− χ)dµωN |+ |
∫
(1− χ)dµ|) ≤ ‖f‖L∞(Γω1 + Γω2 + 2Γ3)
where
Γω1 :=
∣∣∣ ∫ (1− χ)dµωN −
∫
(1− χ)dρωN
∣∣∣ ,
Γω2 :=
∣∣∣ ∫ (1− χ)dρωN −
∫
(1− χ)dµ
∣∣∣ ,
Γ3 :=
∣∣∣ ∫ (1− χ)dµ ∣∣∣ .
Use (10), (12) to bound Γ3, (11), (12) for |∆ω3 |, and (9) for |∆ω2 | and Γω1 .
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By the hypothesis of Lemma 12 there existsN0 such that for all N ≥ N0
cN [‖(gχ)′‖L1 + ‖(gχ)′‖L∞ + ‖f‖L∞ (‖(1− χ)′‖L1 + ‖(1− χ)′‖L∞)] ≤
ǫ
4
.
Combining all these estimates we obtain for all ω ∈ Ω and all N ≥ N0:∣∣∣∣
∫
fdµωN −
∫
fdµ
∣∣∣∣ ≤ 34ǫ+ |∆ω4 |+ ‖f‖L∞Γω2 .
Since (ρωN )N converges weakly in probability to µ one easily concludes from the
last inequality that P(| ∫ fdµωN − ∫ fdµ| > ǫ)→ 0 as N →∞.
Now we have gathered all the technical ingredients to derive the statement of
Theorem 10 from its special version with centred entries.
Proof of Theorem 10. We begin with the periodic case. LetΠN be the orthogonal
projection on the spectral subspace of PN with respect to the eigenvalues with
absolute value ≤ 4√wN and set SN := PNΠN and RN := PN
(
1 − ΠN
)
. Then
‖SN‖op ≤ 4√wN . Moreover, the rank of RN equals the number r of eigenvalues
of PN larger than 4
√
wN . By Lemma 9 the number r can be estimated:
r ≤
∣∣∣{j ∈ {0, 1, . . . , N − 1} ∣∣ sin(jπ
N
) <
1
4
√
wN
}∣∣∣ (13)
Using sin(πx) ≥ 2x for x ∈ [0, 1/2] one may deduce that r ≤ 1 +N/ 4√wN .
Denote by µωN the eigenvalue distribution measure of W
per
N /
√
wN and by ρ
ω
N
the eigenvalue distribution measure of (W perN − mPN )/
√
wN where again m de-
notes the mean of the matrix entries. Applying Proposition 11 twice we obtain for
all bounded functions f ∈ C1(R) and for all ω ∈ Ω:
∣∣ ∫ f dρωN −
∫
f dµωN
∣∣
≤ m√
wN
‖SN‖op ‖f ′‖L∞ +
2
N
rank (RN) ‖f ′‖L1 (14)
≤ m
4
√
wN
‖f ′‖L∞ + 2
( 1
4
√
wN
+
1
N
) ‖f ′‖L1
Since W perN −mPN corresponds to the centred case for which we know Theorem
10 to hold, we have the desired convergence of ρωN to the semicircle σv. In order
to transfer this result to the eigenvalue distribution measures µωN of W
per
N /
√
wN
we distinguish between statements a) and b) of the Theorem.
For a) the claim follows from Lemma 12 and estimates (14). In the situation
of b) we proceed differently. Let ω ∈ Ω0 be contained in the set of full measure
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for which (ρωN)N converges weakly to the semicircle law. Using in addition in-
equalities (14) we deduce for all infinitely differentiable functions with compact
support f ∈ C∞0 (R) that ∫
f dµωN →
∫
f dσv
as N → ∞. Hence vague convergence of (µωN)N is established. As the limiting
measure σv is a probability measure, vague convergence implies weak conver-
gence µωN ⇒ σv for all ω ∈ Ω0.
Finally, we turn to the case of strict band matrices. Observe that
rank
(
PN −BN
) ≤ 2min(bN , N − bN − 1) . (15)
If bN
N
converges to either 0 or 1 we conclude that 1
N
rank(W perN − WN) → 0 as
N → ∞. Thus statement 2 of Theorem 10 can be deduced from statement 1 via
Proposition 11b) in the same way as statement 1 was inferred from the case of
centred ensembles above.
3 Exchangeable Random variables and de Finetti
matrix ensembles
The main result in this section is Theorem 23 that shows for large classes of band
matrices with exchangeable entries that include in particular the case of full matri-
ces that the empirical eigenvalue measures of the appropriately rescaled random
matrices still converge to a semicircle σV . In contrast to the Wigner case the scale
V of the semicircle is now random.
In Subsection 3.3 we obtain a deterministic limit law by downgrading the qual-
ity of convergence from almost sure convergence to convergence in expectation.
In addition, we can characterize all cases for which the deterministic law is a
semicircle.
In order to get started we first explain de Finetti’s Theorem in a somewhat gen-
eralized form that links sequences of exchangeable real-valued random variables
to i.i.d. sequences.
3.1 Exchangeable random variables
After the definition of exchangeable sequences of random variables we discuss de
Finetti’s theorem on their representation as averages of i.i.d. sequences in a form
that is suitable for the present paper. As a first application we prove a strong law
of large numbers that differs from the classic result for i.i.d. variables only in the
fact that the limit may be a random variable rather than a constant.
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Definition 13 A finite sequence (ξi)1≤i≤N of random variables with underlying
probability space (Ω,F ,P) is called exchangeable, if for all permutations π on
{1, . . . , N}, and all F ∈ F it is true that
P
(
(ξ1, . . . , ξN) ∈ F
)
= P
(
(ξπ(1), . . . , ξπ(N)) ∈ F
)
.
An infinite sequence (ξi)i∈N is called exchangeable if the finite sequences (ξi)1≤i≤N
are exchangeable for all N .
A celebrated result of de Finetti [10, 11] characterizes infinite exchangeable
sequences with values in {−1,+1}. For each such sequence {ξi} there is a prob-
ability measure µ on [−1, 1] such that
P
(
{ξi} ∈ F
)
=
∫
Pt (F ) dµ(t) (16)
where Pt is the infinite product
⊗
i∈N λt on {−1,+1}N of the measures λt on
{−1,+1} given by λt({1}) = 12(1 + t) and λt({−1}) = 12(1− t).
Hewitt-Savage [15, Theorem 7.4] extended de Finetti’s theorem to exchange-
able sequences with values in rather general spaces. We will need here only the
case of R-valued random variables and formulate it in a form which we found
convenient for our purpose.
For any probability measure λ on R (as always equipped with the Borel σ-
algebra) we denote by Pλ the product measure
⊗
i∈N λ on R
N.
We also denote byM1 = M1(R) the space of all probability measures on R
equipped with the topology of weak convergence.
Theorem 14 Let (ξi)i∈N be an exchangeable sequence of R-valued random vari-
ables on the probability space (Ω,F ,P).
Then there is a probability space (T, T , µ) and a measurable mapping Λ :
T →M1(R) such that
P
({ξi} ∈ F ) =
∫
PΛτ (F ) dµ(τ) (17)
We call the probability measure µ the de Finetti measure associated with the se-
quence (ξi)i.
For details see e. g. [3].
Remark 15 1. For T one can always choose T = M1 and for Λ the identity.
Usually the generalized de Finetti Theorem is formulated with this choice.
For our purpose we prefer the above equivalent but somewhat more flexible
version.
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2. When the ξi have values in {−1, 1}we recover de Finetti’s original case and
we may chose T = [−1, 1] ∼= M1({−1, 1}). We refer to this as the spin
case.
3. The members of an exchangeable sequence are identically distributed but in
general not independent.
4. Observe that E
(|ξ1|p) < ∞ for some 0 < p < ∞ implies that the p-th
moment of Λτ exists for µ-almost all τ . This will be used in the following
convention.
Convention 16 When speaking of an exchangeable sequence of real-valued ran-
dom variables (ξi)i in the following we will always tacitly suppose that all mo-
ments of ξ1 (and therefore of all ξi by Remark 15.3) are finite. Due to the last
observation in Remark 15 we may and will assume that the moments of the corre-
sponding measures Λτ (as in (17)) are finite for all τ ∈ T .
For τ ∈ T we introduce the moments and the variance of Λτ :
mk(τ) :=
∫
xk dΛτ(x) , (18)
v(τ) := m2(τ)−m1(τ)2 . (19)
According to Convention 16 the momentsmk(τ) are finite for all τ ∈ T and all k.
Furthermore, denote by µ1 resp. ν the push forwards of the measure µ on
T under the maps τ 7→ m1(τ) resp. τ 7→ v(τ). Observe that µ1, ν are both
probability measures on R with supp(ν) ⊂ [0,∞). For the spin case defined
in Remark 15 it is straightforward to compute m1(τ) = τ , thus µ1 = µ, and
v(τ) = 1− τ 2.
The following proposition formulates a strong law of large numbers for se-
quences of exchangeable R-valued random variables. As we see below it is a
simple consequence of the corresponding classic law for i.i.d. sequences. Never-
theless, there is a significant difference between these two cases. For exchange-
able sequences the limit is generally not a number but a random variable.
Proposition 17 Let (ξi)i be a sequence of exchangeable R-valued random vari-
ables and recall (17) as well as Convention 16. Define for n ∈ N the random
variables
Mn :=
1
n
n∑
i=1
ξi .
Then the sequence (Mn)n converges P-almost surely to a random variable M .
Moreover, the limit satisfiesM = m1(τ) almost surely with respect to PΛτ . Thus
18
the law for the random variable M is given by the push forward µ1 of the first
momentm1.
Proof. Under the probability measure PΛτ the random variables Mn converge to
m1(τ) almost surely by the classic strong law of large numbers. Since
P
(
MN →M
)
=
∫
PΛτ
(
MN →M
)
dµ(τ)
the claim follows.
Applying Proposition 17 in addition to the squares of the random variables,
which also form an exchangeable sequence, we obtain
Proposition 18 In the situation of Proposition 17 define for n ∈ N the random
variables
Vn :=
1
n
n∑
i=1
ξ2i −
(1
n
n∑
i=1
ξi
)2
.
Then the sequence (Vn)n converges P-almost surely to a random variable V .
Moreover, the limit satisfies V = v(τ) almost surely with respect to PΛτ and
the law for the random variable V is given by the push forward ν of the variance
v.
Definition 19 For sequences (ξi)i of exchangeable R-valued random variables
we call the random variableM defined in Proposition 17 the (limiting) empirical
mean and the random variable V defined in Proposition 18 the (limiting) empiri-
cal variance.
3.2 De Finetti band ensembles and the random semicircle law
In this subsection we transfer the assertion of Theorem 10 to band matrices with
entries drawn from an exchangeable sequence that we call de Finetti band ensem-
bles.
Definition 20 Let (bN )N be a sequence of integers with 0 ≤ bN ≤ N − 1 and
denote the band matrices BN and PN as in Definition 7a). An ensemble of a
familiy of N × N real symmetric matrices (FN)N / (F perN )N is called a strict de
Finetti band ensemble / a periodic de Finetti band ensemble if the entries of FN /
F perN are zero whenever the corresponding entries of BN / PN are zero and if all
other entries of FN(i, j) / F
per
N (i, j) are filled for each N , 1 ≤ i ≤ j ≤ N , by the
first entries of a fixed sequence of exchangeable R-valued random variables. The
remaining entries are then determined by the symmetry of the matrix.
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Remark 21 We recall that we always assume that Convention 16 is satisfied.
Remark 22 Note that the exchangeability of the random variables (ξi)i implies
that the ensemble depends neither on the set of ξi that is selected to fill the N-th
matrix (as long as different ξis are used for different entries of the upper triangular
parts of the randommatrices), nor on the specific order in which we fill the matrix.
For example, we could fill it row-wise or sub-diagonal by sub-diagonal. For other
sequences of random variables the way of filling the matrix may be crucial (see
[21]).
We are now ready to state our main result on the limiting spectral density of
de Finetti band matrices. Observe that this result also includes the case of full de
Finetti ensembles by choosing the bandwidths sufficiently large.
Theorem 23 Let (bN )N be a sequence of integers with 0 ≤ bN ≤ N − 1 and
bN → ∞. Recall from Definition 20 the meaning of the corresponding de Finetti
band ensembles (FN)N and (F
per
N )N with bandwidth wN := min(N, 2bN + 1)
(Definition 7). Denote by (ξi)i the sequence of exchangeable random variables
from which the entries of the matrices are drawn and let V be its empirical vari-
ance (Definition 19).
a) We distinguish the two cases of periodic and strict band matrices.
1. The empirical eigenvalue measures µωN of the periodic band matricesF
per
N /
√
wN
converge weakly in probability to the (random semicircle) measure σV (ω).
2. Statement 1 also holds for the empirical eigenvalue measures µωN of the
strict band matrices FN/
√
wN if we require in addition that the scaled half-
widths bN
N
converge either to 0 or to 1 for N →∞.
b) Let us add to the general assumption bN →∞ above the summability condition∑
N(NbN )
−1 < ∞. Then both statements of part a) remain true if we replace
the assertion of weak convergence in probability by weak convergence P-almost
surely.
Proof. By assumption the measure P associated with either the periodic or the
strict de Finetti band ensembles have the form (17):
P
(
(Xi1j1 , . . . , Xikjk) ∈ A
)
=
∫
PΛτ (A) dµ(τ) . (20)
for {i1, j1}, . . . , {ik, jk} pairwise distinct and for every Borel setA ⊂ Rk. Fix τ ∈
T and consider the ensembles (FN)N and (F
per
N )N with respect to the probability
measure PΛτ . Then they are strict and periodic Wigner band matrices respectively
with variance v(τ) (see Definition 7). We first consider part b). Then Theorem
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10 b) implies that the empirical eigenvalue measures µωN converge in both cases 1
and 2 to σv(τ) almost surely with respect to PΛτ . By Proposition 18 we have in
addition PΛτ -almost surely that v(τ) = V (ω). Hence
P
(
µωN ⇒ σV (ω)
)
=
∫
PΛτ
(
µωN ⇒ σV (ω)
)
dµ(τ) = 1 . (21)
In order to prove part a) fix f ∈ Cb(R) and ǫ > 0. Then part a) of Theorem 10
implies for all τ ∈ T that
PΛτ
( ∣∣∣ ∫ f(x) dµωN(x)−
∫
f(x) dσv(τ)(x)
∣∣∣ > ǫ)→ 0
as N → ∞. Integration of this relation over T with respect to the de Finetti
measure µ together with Lebesgue’s theorem of dominated convergence yield the
claim.
The proof of Theorem 23 also implies the following conditional convergence
to deterministic semicircle laws.
Corollary 24 Recall the definition of the push forward measure ν below equation
(19). Under the assumptions and with the notation of Theorem 23 b) we have for
ν-almost all v ∈ [0,∞):
P
(
µωN ⇒ σv
∣∣∣V (ω) = v) = 1 .
3.3 Expected limiting spectral density
The weak almost sure convergence as well as the weak convergence in probability
asserted in Theorem 23 both imply weak convergence in expectation (see Defini-
tion 2). Applying Fubini’s theorem to the right hand side of (4) one may choose
the limiting measure to be deterministic by taking the expectation of the limiting
measures σV (ω). The result of this averaging is the measure σµ onR that we define
via the Riesz representation theorem through∫
f(x) dσµ(x) : = E
(∫
f(x) dσV (ω)(x)
)
(22)
=
∫
T
∫
f(x) dσv(τ)(x) dµ(τ) (23)
for each bounded continuous function f ∈ Cb(R). The last equality follows from
Proposition 18. We summarize:
Theorem 25 Under the assumptions and with the notation of Theorem 23 the
empirical eigenvalue measures µωN converge weakly in expectation to the measure
σµ.
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Next we derive a representation for the limiting measure σµ.
Proposition 26 The Borel probability measure σµ that Equation (23) defines on
R is symmetric in the sense σµ(A) = σµ(−A). Moreover,
σµ = µ({v(τ) = 0}) δ0 + σabsµ
with σabsµ being absolutely continuous with Lebesgue density
ρµ(x) :=
dσabsµ
dx
(x) =
1
2π
∫ ∞
x2/4
√
4v − x2
v
dν(v) <∞ , (24)
for 0 < |x| <∞ . The even function ρµ is decreasing with |x|.
The proof of this proposition is elementary, essentially an application of Fu-
bini’s theorem to the integrals
∫∞
0
∫ s
−∞ dσv(x) dν(v). Note that the monotonicity
of ρµ is obvious from the definition. It is also the reason why the finiteness stated
in (24) can not only be shown to hold for almost all x ∈ R \ {0} (by Fubini), but
for all of them.
Remark 27 Spin case. Observe first that in the spin case the support of the
measure σµ is contained in [−2, 2] since the variances v(τ) = 1 − τ 2 never ex-
ceed the value 1. Moreover, relation (23) immediately leads to an expression for
σµ directly in terms of the de Finetti measure µ. Set a(x) :=
√
4− x2, then
σµ = µ({−1, 1})δ0 + σabsµ with
dσabsµ
dx
(x) =
1
2π
∫ a(x)/2
−a(x)/2
√
a(x)2 − 4t2
1− t2 dµ(t) , for 0 < |x| ≤ 2 . (25)
One may evaluate (25) explicitly in special cases. For example, if the de Finetti
measure µ equals the uniform distributionµuni on [−1, 1], i.e. if we have dµuni(t) :=
1
2
X[−1,1](t)dt, then the corresponding limiting spectral measure is given by dσµuni(x) =
1
4
(2− |x|)+ dx.
It is obvious from (23) that σµ is a semicircle if v(τ) = a for some a ≥ 0
almost surely w.r.t. the measure µ. We conclude the present section by showing
that the converse is also true:
σµ is a semicircle ⇔ there exists a ∈ [0,∞) such that ν = δa (26)
We only need to consider ”⇒”. Suppose that σµ = σs for some s ∈ [0,∞). Then
all moments of σµ and σs agree. By linear scaling
m(k)v :=
∫
xkdσv(x) = v
k/2m
(k)
1 for all v ∈ [0,∞) , k > 0 .
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An application of Fubini’s theorem gives
∫
xkdσµ(x) = m
(k)
1
∫∞
0
vk/2dν(v). The
equality of the fourth and second moments of σµ and σs then yields∫ ∞
0
v2dν(v) = s2 =
(∫ ∞
0
vdν(v)
)2
.
This implies that the Cauchy-Schwarz inequality (
∫
fdν)2 ≤ ∫ f 2dν is an equal-
ity for f(v) = v. Hence the identity f is a constant function in L2(dν) proving
the claim.
4 The operator norm for band random matrices
The semicircle law for Wigner band ensembles suggests that in the case of cen-
tred entries the operator norm should asymptotically be of the order of the square
root of the bandwidth wN . It was already observed in [7] that this cannot hold if
the bandwidths do not grow at least at some logarithmic rate with the matrix size.
In the first subsection we provide in Theorem 28 and in Remark 29 positive re-
sults in this direction that guarantee for centred Wigner band ensembles an almost
sure upper bound on the operator norm that grows proportionally with
√
wN if
the bandwidth satisfies some growth condition. The second subsection considers
the situation of Wigner band ensembles with arbitrary means and de Finetti band
ensembles.
4.1 Centred Wigner band ensembles
The method of moment was used in [6] to obtain the almost sure limit of the ap-
propriately rescaled operator norms for centred Wigner ensembles, see also [13].
We follow the basic strategies of [6] in the form presented in [24] and extend
the arguments to band matrices. For the convenience of the reader we present all
details but we refer her or him to [24, Section 2.3] for detailed motivation. A tech-
nical but essential lemma that provides bounds on the expected values of traces
of matrix powers for exponents that might grow with the matrix dimension (see
Lemma 34) is deferred to the Appendix.
Theorem 28 Let (WN)N and (W
per
N )N be centred strict or periodic Wigner band
ensembles with variance v as introduced in Definition 7. Suppose furthermore
that there exist positive constants c and q such that the corresponding bandwidths
wN satisfy the growth condition wN ≥ cN q .
I. In both casesXN = WN andXN = W
per
N we have
P
(
lim sup
N→∞
||XN ||op√
wN
≤ 2√v
)
= 1 . (27)
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II. In the case of periodic ensemblesXN = W
per
N we obtain the stronger result
P
(
lim
N→∞
||XN ||op√
wN
= 2
√
v
)
= 1 . (28)
III. Result (28) also holds for strict band matricesXN = WN with half-widths
bN satisfying limN→∞
bN
N
∈ {0; 1}.
Remark 29 It has already be shown in [7] that ||XN ||op/√wN is almost surely
unbounded if the bandwidth wN does not grow at least at some logarithmic rate.
Theorem 28 provides a positive result by specifying a minimal growth rate for
the sequence of bandwidths that guarantees almost surely that the scaled operator
norms ||XN ||op/√wN remain bounded. Following the steps in the proof of Theo-
rem 28 shows that the growth condition on the bandwidths is intimately connected
to the decay of the tail of the law for the matrix entries. Recall that in the statement
of Theorem 28 this decay is implicitly given by our general assumption that all
moments of the matrix entries are finite. Less decay leads to stronger conditions
on the growth of the bandwidths. Let us assume, in the opposite direction, that
the distribution of the matrix entries has compact support. Then the truncation
procedure in the proof of Theorem 28 is not needed and Lemma 35 immediately
yields the growth condition wN ≥ c(logN)14+ǫ on the bandwidths where c and ǫ
can be any positive constants.
Proof of Theorem 28. Multiplying the matrices of the ensemble by the factor
1/
√
v and treating the trivial case v = 0 separately, we may restrict ourselves to
the case v = 1.
Part I. Fix δ > 0. By the Borel-Cantelli Lemma it suffices to show
∞∑
N=1
P
(
||XN ||op ≥ (2 + δ)√wN
)
<∞ . (29)
Set K˜N := N
α with any exponent 0 < α < q/2 and define a truncated version of
the ensemble (XN)N by
Y˜N(i, j) := XN(i, j) · 1{|XN (i,j)| ≤K˜N} .
Observe that (Y˜N)N might not be an auxiliary Wigner ensemble AWE (see Defini-
tion 33 in the Appendix), because its entries are not necessarily centred. A second
modification is therefore needed.
The expectation EN := E(Y˜N) is an N ×N matrix with entries that take only
the values 0 or E(Y˜N(1, 1)). Then eN := |E(Y˜N(1, 1))| defines an upper bound
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on the modulus of all entries of EN . Finally, define YN := Y˜N − EN . Clearly all
entries of YN are centred and we have
E(Y 2N(i, j)) =V(YN(i, j)) =V(Y˜N(i, j))≤E(Y˜ 2N(i, j))≤E(X2N (i, j)) = 1
for all 1 ≤ i ≤ j ≤ N so that condition (C1) of Definition 33 is satisfied for
(YN)N . It is then clear that (YN)N is an AWE with support bounds KN := K˜N +
eN and maximal row occupancies nN := wN .
Next we derive a bound on the entries of the matrix EN . Here we use our
assumption that all moments exist so that Cp :=
∫ |x|pdρ(x) < ∞ for all p > 0
where ρ denotes the common distribution of the matrix entriesXN(i, j). We prove
for all p ≥ 1 that
eN ≤ CpK˜−(p−1)N = CpN−α(p−1) . (30)
Indeed, since all entries XN(i, j) are centred we have
E
(
XN(1, 1) · 1{|XN (1,1)| ≤ K˜N}
)
= −E
(
XN(1, 1) · 1{|XN (1,1)| > K˜N}
)
and (30) follows by standard arguments. Using (30) together with our choice
0 < α < q/2 and together with the growth condition on the bandwidth, we may
establish hypothesis (49) of Lemma 35 and we learn
∞∑
N=1
P
(
||YN ||op ≥
(
2 +
δ
2
)√
wN
)
<∞ .
Claim (29) then follows, provided we can show
∞∑
N=1
P
(
||YN − Y˜N ||op ≥ δ
2
√
wN
)
< ∞ and (31)
∞∑
N=1
P(XN 6= Y˜N) < ∞ . (32)
The first estimate (31) follows from (30) in the case α(p− 1) > 1/2 via
||EN ||op ≤
( N∑
i,j=1
EN(i, j)
2
)1/2
≤ CpN−α(p−1)(NwN)1/2
which implies that only finitely many terms in the sum in (31) do not vanish.
Finally, we turn to statement (32). Markov’s inequality gives
P
(
|XN(i, j)| > K˜N
)
≤ CpK˜−pN = CpN−αp .
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Choosing p > 3/α and using the independence of the entries of XN we have
P
(
Y˜N 6= XN
)
≤ N(N + 1)
2
CpN
−αp = Op
(
N2−αp
)
.
and the summability claimed in (32) is proved. Observe that the conditions p ≥ 1
and α(p − 1) > 1/2 that we assumed in our arguments above are weaker than
p > 3/α since 0 < α < q/2 ≤ 1/2.
Parts II and III. All the cases considered in parts II and III of Theorem 28 have
the common feature that the empirical eigenvalue measures µωN ofXN/
√
wN con-
verge weakly almost surely to the semicircle σv=1 (see Theorem 10 b) and recall
that we have restricted ourselves to the case of unit variance v). Thus for all
bounded continuous functions f : R→ R:
P
(
lim
N→∞
∫
fdµωN =
∫ 2
−2
fdσv=1
)
= 1 . (33)
Since we have already proved an upper bound in part I it suffices to show that
P
(
lim inf
N→∞
||XN ||op√
wN
< 2− δ
)
= 0 (34)
for all small but fixed δ > 0. Choose a continuous functions fδ : R → [0, 1] that
takes the value 1 on R \ (−2; 2) and the value 0 on [−2 + δ; 2 − δ]. In order to
verify (34) it is enough to convince ourselves that{
lim inf
N→∞
||XN ||op√
wN
< 2− δ
}
⊂
{
lim
N→∞
∫
fδdµ
ω
N 6=
∫
fδdσv=1
}
,
where the inequality on the right hand side could also mean that the limit does not
exist. The above inclusion can be seen as follows:
If lim infN→∞ ||XN ||op/√wN < 2 − δ then there exists a subsequence (Nk)k
such that the supports of the empirical measures µωNk are all contained in the set
[−2 + δ; 2 − δ] and therefore ∫ fδdµωNk = 0. However, the explicit definition of
the standard semicircle σv=1 implies
∫
fδ(x)dσv=1(x) > 0 and we cannot have∫
fδdµ
ω
N →
∫
fδdσv=1 as N →∞.
Recall from the proof of Proposition 6 that we still have to prove that the forth
largest singular value sN−3 of a centred full Wigner ensemble with variance v
behaves asymptotically like the operator norm, i.e. like the largest singular value
sN , and converges almost surely to 2
√
v when divided by
√
N . We now prove this
claim in the more general setting of centred Wigner band matrices for which the
semicircle law holds. Therefore the ensembles listed in Parts II and III of Theorem
28, and in particular full matrices, are included.
More precisely, we show:
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Corollary 30 Parts II and III of Theorem 28 also holds true if we replace (28) by
P
(
lim
N→∞
sN−m(XN)√
wN
= 2
√
v
)
= 1 .
for any fixedm ∈ N.
Proof. Since sN−m ≤ sN and sN equals the ℓ2-operator norm the upper bound
follows from Theorem 28. For the lower bound we proceed exactly as in the proof
of Parts II and III of Theorem 28. Clearly, we can again restrict ourselves to the
case of unit variance v. Then the arguments there show for any fixed δ > 0 that{
lim inf
N→∞
sN−m(XN )√
wN
< 2− δ
}
⊂
{
lim
N→∞
∫
fδdµ
ω
N 6=
∫
fδdσv=1
}
.
Thus, by the semicircle law,
P
(
lim inf
N→∞
sN−m(XN)√
wN
< 2− δ
)
= 0
and the claim follows.
4.2 Arbitrary means and the de Finetti case
The proof of Proposition 5 and statement b) of Lemma 9 suggest that the operator
norm of non-centred Wigner band ensembles is asymptotically proportional to the
bandwidth wN rather than to its square root as in the centred case. We formulate
this in Theorem 31 immediately for de Finetti band ensembles and remark there-
after that this includes the case of Wigner band ensembles with arbitrary means.
Theorem 31 Let (FN)N and (F
per
N )N be strict and periodic de Finetti band en-
sembles respectively (see Definition 20). Suppose furthermore that there exist
positive constants c and q such that the corresponding bandwidths wN satisfy the
growth condition wN ≥ cN q . Denote by (ξi)i the sequence of exchangeable ran-
dom variables from which the entries of the matrices are drawn. Recall also the
definition of the empirical meanM in Definition 19.
I. In both casesXN = FN andXN = F
per
N we have
P
(
lim sup
N→∞
||XN ||op
wN
≤ |M(ω)|
)
= 1 and P
(
lim inf
N→∞
||XN ||op
wN
≥ 3
4
|M(ω)|
)
= 1 .
(35)
II. In the case of periodic ensemblesXN = F
per
N we obtain the stronger result
P
(
lim
N→∞
||XN ||op
wN
= |M(ω)|
)
= 1 . (36)
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III. Result (36) also holds for strict band matricesXN = FN with half-widths
bN satisfying limN→∞
bN
N
∈ {0; 1}.
Proof. Part I. Let P be given as in (17). With respect to the probability measure
PΛτ the ensembles (FN − m1(τ)BN )N / (F perN − m1(τ)PN )N are centred strict/
periodic Wigner band matrices with variance v(τ) (Definition 7). We conclude
from Theorem 28 and Proposition 17 that
PΛτ
(
lim sup
N→∞
||FN −m1(τ)BN ||op√
wN
≤ 2
√
v(τ)
)
= 1
and
PΛτ
(
lim sup
N→∞
||F perN −m1(τ)PN ||op√
wN
≤ 2
√
v(τ)
)
= 1
We now argue that this suffices to show (35). Let us begin with the upper bound.
Using inequality ||XN ||op ≤ ||XN−m1(τ)A||op+|m1(τ)| ||A||op forA ∈ {BN , PN},
||A||op ≤ wN by Lemma 9b), and wN →∞ for N →∞ gives the first statement
of (35) with P being replaced by PΛτ . Integration over τ with respect to the de
Finetti measure µ then yields the first relation of (35).
For the lower bound we proceed in a similar fashion. Lemma 9b) implies
||A||op ≥ 34wN forA ∈ {BN , PN}. Together with the general inequality ||XN ||op ≥
−||XN−m1(τ)A||op+ |m1(τ)| ||A||op and with wN →∞ integration with respect
to the de Finetti measure completes the proof of Part I.
Parts II and III. The additional assumptions of Parts II and III imply that ||A||op/wN
tends to 1 as N → ∞ for A ∈ {BN , PN} by Lemma 9b). This allows to remove
the factor 3
4
in the second statement of (35) and claim (36) follows.
Remark 32 1. Strict and periodic Wigner band ensembles are also strict and
periodic de Finetti ensembles respectively, and Theorem 31 applies with the
empirical mean M in the relations of (35) and (36) being replaced by the
meanm of the Wigner ensemble. Indeed, let ρ denote the law of the entries
of the Wigner ensemble. Then T = {0}, Λ(0) = ρ, and µ = δ0 provide a
suitable representation (17). Moreover, the meanm of the Wigner ensemble
agrees with the empirical meanM of the corresponding de Finetti ensemble
that is deterministic in this trivial case.
2. Full de Finetti ensembles (XN)N may be viewed as periodic de Finetti band
ensembles with bandwidth wN = N . In this case one can show for the
second largest singular value (cf. Proposition 6)
P
(
lim
N→∞
||XN ||′op√
N
= 2
√
V (ω)
)
= 1 (37)
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where V denotes again the empirical variance. Thus, whenever the empir-
ical mean M does not vanish on a set Ω′ ⊂ Ω of positive probability the
discrepancy on Ω′ between the growth of the operator norm (order N , see
Theorem 31) and the growth given by the semicircle law (order
√
N , see
Theorem 23) is caused by a single outlier.
In order to prove (37) it suffices to show this relation with P being replaced
by PΛτ and V (ω) being replaced by v(τ) for any τ ∈ T . This, however, is
exactly the assertion of Proposition 6.
A Moment method for Wigner ensembles
In the main text we make use of two results, Theorem 10 b) in the centred case
and Lemma 35, that are essentially known and can be proved using the method of
moments. Since theses proofs are not readily available in the literature we provide
them in the subsequent subsections for the convenience of the reader.
The method of moments is based on the fact that a large class of probability
measures σ, including in particular all such measures with compact support, are
determined by their sequence of moments (
∫
xkdσ(x))k∈N. Since the sum of the
k-th powers of all eigenvalues of some N × N matrix X is given by the trace of
Xk it is clear that the k-th moment of the eigenvalue distribution measure of X
is given by 1
N
tr(Xk). Moreover, it follows for matrices X with real spectrum that
for even positive integers k the moduli of all eigenvalues are bounded above by
the k-th root of tr(Xk). This shows in a nutshell how the objects studied in this
paper are related to traces of matrix powers.
Wigner introduced in [25, 26] a method to analyse the large N asymptotics of
the expectations of traces of matrix powers for ensembles that now bear his name.
We begin by deriving a useful representation for these expectations.
Let (XN )N be a Wigner ensemble that may be full or banded. Then
tr(XkN) =
N∑
γ1,...,γk=1
XN(γ1, γ2) · . . . ·XN(γk, γ1) =
∑
γ∈P
Xγ (38)
withXγ :=
∏k
s=1XN(γs, γs+1) and
P := {γ ∈ {1, . . . , N}k+1 | γ1 = γk+1 and Xγ 6= 0} . (39)
By the condition Xγ 6= 0 we mean that no factor XN(γs, γs+1) in the definition
of Xγ is identically equal to 0 due to the prescribed band structure of the matrix
(see Definition 7). Thus the set P not only depends on N and k but also on
the half-width bN and on the question whether strict or periodic band matrices are
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considered. Wewould like to alert the reader that none of this required information
is recorded in the notation. For each path γ ∈ P we denote
E(γ) := {{γs, γs+1} | s ∈ {1, . . . , k}}
the set of (undirected) edges,
η(γ) := # E(γ) ,
and by e1(γ), · · · , eη(γ)(γ) the elements of E(γ) in their order of appearance as
one travels along the path γ.
Furthermore, for each 1 ≤ i ≤ η(γ), let ai(γ) ∈ N be the multiplicity with
which edge ei(γ) occurs and set ξi(γ) := XN(ei(γ)). Here we use XN(e) :=
XN (p, q) for edges e = {p, q} which is well defined by the symmetry ofXN . The
assumed independence of matrix entries in the upper triangular part gives for all
γ ∈ P:
E(Xγ) = E

η(γ)∏
i=1
ξi(γ)
ai(γ)

 = η∏
i=1
E(ξaii ) , (40)
where we have omitted the γ-dependency in the last term for notational simplicity.
For centred Wigner ensembles we have in addition that E(Xγ) = 0 if there exists
an i ∈ {1, . . . , η} with ai = 1. This, by the way, is the reason why the method
of moments works so well in the case of centred entries and cannot be applied
directly for non-vanishing means. Set
P0 := {γ ∈ P | ai ≥ 2 for all 1 ≤ i ≤ η(γ)} .
Then, for centred Wigner ensembles
E(tr(XkN)) =
∑
γ∈P0
E(Xγ) . (41)
Together with formula (40) we have a representation for the expectation of the
k-th moments of the eigenvalue distribution measures related to XN that is used
in both of the following subsections.
A.1 Proof of Theorem 10 b) in the centred case
Denote by XN a centred Wigner band ensemble, periodic or strict, that satisfies
the corresponding assumptions on the sequence (bN )N of half-widths stated in
Theorem 10. Recall the notation introduced at the beginning of this appendix and
denote for any path γ ∈ P0 by r(γ) the number of different vertices contained
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in the path. Since every edge occurs at least twice the number of different edges
η(γ) is bounded above by k
2
and consequently r(γ) ≤ 1 + k
2
. The following
asymptotics on the number of elements in P0 with a prescribed number of vertices
1 ≤ r ≤ 1+ k
2
use all of the assumptions of Theorem 10 on the bandwidths (recall
also the remark after definition (39)):
nr,k(N) := #{γ ∈ P0 | r(γ) = r} ∼ cr,kNwr−1N (42)
as N → ∞. Here ∼ means that the ratio of left hand side and right hand side
converges to 1. The number cr,k in (42) can be defined as the number of prototypes
in {γ ∈ P0 | r(γ) = r}. By a prototype we understand a path γ that has the
additional property that the vertices are numbered in the order of their occurrence
in the path. For example, γ = (1, 2, 3, 2, 4, 2, 3, 2, 1) is a prototype in P0 for k = 8
with r(γ) = 4.
The asymptotic formula (42) indicates that only paths γ ∈ P0 with the maxi-
mal number of vertices r(γ) = 1+ k
2
matter. For such paths, which can only occur
for even values of k, the number of different edges is also maximal η(γ) = k
2
and
all edges ei have multiplicity ai = 2. Since the second moments of all matrix
entries are assumed to equal the same constant v we obtain E(Xγ) = v
k/2. In
summary we have argued that
E(tr(XkN))


∼ c1+ k
2
,kN(vwN )
k/2 , if k is even,
= O(Nw(k−1)/2N ) , if k is odd.
These asymptotics show in particular that one needs to divideXN by
√
wN for the
expected moments of the eigenvalue distribution measures to converge to some
nontrivial measure. This justifies the definition of the corresponding measures
µωN in the statement of Theorem 10. Indeed, we may conclude for every positive
integer k that
lim
N→∞
E
(∫
xkdµωN(x)
)
= lim
N→∞
E(tr(XkN))
Nw
k/2
N
=


c1+ k
2
,kv
k/2 for even k,
0 for odd k.
It is a classical result in combinatorics (see e. g. [23], Theorem 1.51) that the
numbers c1+ k
2
,k (k even) are given by Catalan numbers C k
2
= 1
1+k/2
(
k
k/2
)
and that
lim
N→∞
E
(∫
xkdµωN(x)
)
=
∫
xkdσv(x) (43)
holds for all k. In order to prove part b) of Theorem 10 it suffices to enhance (43)
to P-almost sure convergence which then implies that µωN converges weakly P-
almost surely to σv. Standard applications of the Chebyshev inequality and of the
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Borel-Cantelli lemma show that this can be achieved by proving for every positve
integer k the summability of the variances
∞∑
N=1
V
(∫
xkdµωN(x)
)
<∞ . (44)
Using the notation introduced in (38) and (39) we obtain
V
(∫
xkdµωN(x)
)
=
1
N2wkN
∑
γ,γ′∈P
E(XγXγ′)− E(Xγ)E(Xγ′) (45)
Observe that pairs (γ, γ′) ∈ P2 that do not share a common edge do not contribute
to the sum, because E(XγXγ′) = E(Xγ)E(Xγ′) holds in this case by the assumed
independence of the matrix entries in the upper triangular part of XN . For pairs
(γ, γ′) that do share a common edge we construct a path γˆ = γˆ(γ, γ′) ∈ P with
2k − 2 edges (!) in the following way. Choose i0 such that ei0 is the first edge in
E(γ) that also appears E(γ′) and let i′0 be minimal with ei0 = ei′0 . Furthermore,
denote P := γi0 and Q := γi0+1. By construction we have P = γ
′
i′
0
+1 or P = γ
′
i′
0
In the first case we set
γˆ := (γi0+1, γi0+2, . . . γk, γ1, . . . γi0 , γ
′
i′
0
+2, γ
′
i′
0
+3, . . . γ
′
k, γ
′
1, . . . γ
′
i0)
and
γˆ := (γi0+1, γi0+2, . . . γk, γ1, . . . γi0 , γ
′
i′
0
−1, γ
′
i′
0
−2, . . . γ
′
1, γ
′
k, . . . γ
′
i0+1
)
in the latter case. Loosely speaking γˆ is the path that starts and ends in Q by first
connecting Q with P following the cyclic extension of γ and then connecting P
back to Q along the cyclic extension of γ′, adapting the direction if necessary.
Since we are dealing with a centred ensemble only those pairs (γ, γ′) with a com-
mon edge have a non-zero contribution to the sum in (45) for which γˆ(γ, γ′) ∈ P0.
From this we conclude that the number of non-zero terms in the sum in (45) is
bounded above by
k2
k∑
r=1
nr,2k−2(N) = O
(
Nwk−1N
)
(46)
(see (42) for a definition of nr,k(N)). The prefactor k
2 takes into account that the
values of i0 and i
′
0 are lost in the construction and this is the only reason why the
map (γ, γ′) 7→ γˆ is not injective.
Inserting the upper bound (46) into the representation (45) for the variance,
we obtain
V
(∫
xkdµωN(x)
)
= O
( 1
NwN
)
. (47)
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The assumption
∑
N(NbN )
−1 < ∞ of Theorem 10 b) therefore implies the de-
sired summability (44). We mention in passing that for centred ensembles part a)
of Theorem 10 follows from (43) and
lim
N→∞
V
(∫
xkdµωN(x)
)
= 0
which is also a consequence of (47).
A.2 Statement amd proof of Lemma 35
The proof of Lemma 35 relies on an estimate on the expected trace of matrix
powers as stated in Lemma 34. The essential difference from the analysis of the
previous subsection is that we need to allow the exponent to grow with the matrix
dimensionN .
Both, Lemma 35 and Lemma 34, are formulated for an auxiliary type of
Wigner ensembles that is convenient for the analysis of Wigner band matrices
treated in Subsection 4.1. These auxiliary Wigner ensembles arise due to the trun-
cation procedure in the proof of Theorem 28. The truncation depends on the size
N of the matrices. This is why we cannot insist that all entries of the ensemble are
identically distributed. Consequently, the auxiliary Wigner ensembles do not fall
into the class of Wigner ensembles described in Definitions 1 and 7, albeit they
are still well embedded in a more general framework of Wigner ensembles that is
well-known in the literature.
As it turns out the results in this subsection do not use the spatial structure of
band matrices. They only require a bound on the maximal number of entries in
each row that do not vanish identically. In order to bring this to the fore we do
not require the band structure for the auxiliary ensembles. This generalisation,
however, is not used in the present paper.
The arguments used in the proofs are taken from the monograph [24, Section
2.3] where full matrices are discussed. The adaption to the case of band matrices
does not pose additional difficulties. However, we are somewhat more careful in
the formulation of Lemma 34 since the inequalities there determine the growth
conditions on the bandwidths as discussed in Remark 29. This is also our motiva-
tion to improve on inequality (57) for which we present a detailed proof.
Definition 33 By an Auxiliary Wigner Ensemble AWE we understand a probabil-
ity measure P on families (XN)N of real symmetric N × N-matrices such that
sequences (KN )N , (nN)N in [1,∞) exist for which conditions (C1) - (C3) hold
for all N ∈ N.
(C1) The entriesXN(i, j), 1 ≤ i ≤ j ≤ N , are independent with
E(XN (i, j)) = 0 and E(XN (i, j)
2) ≤ 1.
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(C2) P(|XN(i, j)| ≥ KN) = 0 for all 1 ≤ i, j ≤ N .
(C3) For all 1 ≤ i ≤ N : #{j ∈ {1, . . . , N}|P(XN(i, j) = 0) < 1} ≤ nN .
We call KN the support bound and nN the maximal row occupancy of XN .
Observe that the band matrices introduced in Definition 7, strict or periodic,
satisfy Condition (C3) with nN = wN (cf. Remark 8). We are now ready to state
the main results of this subsection.
Lemma 34 Let (XN)N be a AWE with support bounds (KN )N and maximal row
occupancies (nN)N . Then for all integers k,N ∈ N with 2K2Nk14 ≤ nN we have
|E(tr(XkN))| ≤ 4N(2
√
nN )
k .
Before proving Lemma 34 we apply it to the operator norm. As mentioned in the
introduction to the Appendix the connection is based on the observation that for
all even k ∈ N we have
||XN ||kop ≤ tr(XkN) . (48)
Lemma 35 Let (XN)N be a AWE with support bounds (KN )N and maximal row
occupancies (nN)N . Assume furthermore that
sup
N∈N
1
nN
K2N (logN)
14+ǫ < ∞ for some ǫ > 0 . (49)
Then ∞∑
N=1
P(||XN ||op ≥ (2 + δ)√nN) <∞ (50)
for any δ > 0 and it follows from the Borel-Cantelli Lemma that
P
(
lim sup
N→∞
||XN ||op√
nN
≤ 2
)
= 1 .
Proof. Fix δ > 0. For even k ∈ N relation (48) and Markov’s inequality yield the
estimate
P(||XN ||op > (2 + δ)√nN) ≤ E(tr(X
k
N))
[(2 + δ)
√
nN ]k
. (51)
Assumption (49) implies the existence of a numberC > 0 such that for allN ∈ N:
215K2N(logN)
14+ǫ ≤ CnN . (52)
Since logN > 1 for all N ≥ 3 we may choose even integers kN satisfying
(logN)1+
ǫ
15 ≤ kN ≤ 2(logN)1+ ǫ15 (53)
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for all N ≥ 3. The upper bound in (53) together with (52) yield the inequality
2K2Nk
14
N ≤ C(logN)−
ǫ
15nN . Thus there exists N0 ≥ 3 such that the hypothesis
2K2Nk
14
N ≤ nN of Lemma 34 holds for all N ≥ N0. Hence the right hand side of
(51) with k = kN can be bounded above by
4N(1 + δ/2)−kN ≤ 4N1−(logN)
ǫ
15 log(1+δ/2)
for all N ≥ N0, where we have also used the lower bound in (53). This proves
(50).
Proof of Lemma 34. Recall the notation introduced at the beginning of the
Appendix. We begin by estimating |E(ξaii )| that appears in (40). As we are dealing
with centred ensembles we only need to consider the case of ai ≥ 2. It follows
from conditions (C1), (C2) of Definition 33 that |E(ξaii )| ≤ Kai−2N E(ξ2i ) ≤ Kai−2N .
As
∑η(γ)
i=1 ai = k equals the total number of steps of the path γ we obtain for each
γ ∈ P0 the bound |E(Xγ)| ≤ Kk−2ηN from (40) (where η = η(γ)). Formula (41)
then proves
Proposition 36 Let (XN)N be a AWE with support bounds (KN)N . Then for
positive integers k:
|E(tr(XkN))| ≤
⌊k/2⌋∑
j=1
Kk−2jN Mj ,
whereMj := #{γ ∈ P0 | η(γ) = j}.
The main effort of proving Lemma 34 is to obtain combinatorial bounds on the
numbersMj .
Lemma 37 Let (XN)N be a AWE with maximal row occupancies (nN )N . For all
integers j, k, N ∈ N, 1 ≤ j ≤ k
2
, and nN ≥ 2k3 we have (cf. Proposition 36)
Mj ≤ 2N(2√nN )k
(
k7√
nN
)k−2j
.
Assuming the validity of Lemma 37 we may deduce the claim of Lemma 34.
Indeed, since the assumption 2K2Nk
14 ≤ nN of Lemma 34 implies nN ≥ 2k3
(recall KN ≥ 1 from Definition 33) we may apply Lemma 37. In addition we
also have (k7KN/
√
nN )
2 ≤ 1
2
and the sum in the statement of Proposition 36 is
dominated by a geometric series, implying the bound of Lemma 34.
We are left to derive the combinatorial estimate of Lemma 37.
Proof of Lemma 37. Fix j ∈ {1, . . . , ⌊k
2
⌋} and integers a1, . . . , aj ≥ 2 with∑j
i=1 ai = k. The main work goes into proving
Ma1,...,aj ≤ 2N2knjNk6(k−2j), with (54)
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Ma1,...,aj := #{γ ∈ P0 | η(γ) = j and ai(γ) = ai for all 1 ≤ i ≤ j}. As the
bound in (54) is independent of the values of a1, . . . , aj one obtains the statement
of Lemma 37 by showing that there are at most kk−2j choices for a1, . . . , aj . This
in turn follows e.g. from the observation that each configuration of a1, . . . , aj with
ai ≥ 2 and
∑j
i=1 ai = k is mapped bijectively via
(a1, . . . , aj) 7→
( q∑
p=1
(ap − 1)
)
1≤q≤j−1
to a selection of j − 1 different elements out of {1, . . . , k − j − 1}.
For that we have (
k − j − 1
j − 1
)
=
(
k − j − 1
k − 2j
)
≤ kk−2j
possibilities.
The proof of (54) requires a somewhat involved enumeration procedure. Let us
first introduce some terminology: A path γ ∈ P0 consists of k steps (s, s+1)with
s = 1, . . . , k. For each such s there exists i ∈ {1, . . . , j} such that {γs, γs+1} = ei.
We then say that step s is taken along edge ei and that this step departs from vertex
γs and arrives at γs+1. We call edges ei to be of higher multiplicity iff ai ≥ 3 and
we denote their number by l = l(γ). For the total number of steps along edges of
higher multiplicities L :=
∑
ai≥3 ai the following relations hold:
k =
j∑
i=1
ai = 2(j − l) + L, and L ≥ 3l .
These imply the useful estimates
l ≤ k − 2j, L = k − 2j + 2l ≤ 3(k − 2j) . (55)
Steps are called opening steps or closing steps iff they are taken along an edge
of multiplicity 2 for the first or for the second time respectively. Opening steps
are called innovative iff they arrive at a vertex that hasn’t appeared in the path
before. We denote by m = m(γ) the number of non-innovative opening steps.
Unlike l and L the numberm is not determined by a1, . . . , aj and may take values
0 ≤ m ≤ j − l.
To derive (54) we proceed as follows: Besides a1, . . . , aj fix also the integer
m. We want to estimate the number of γ ∈ P0 with η(γ) = j, ai(γ) = ai for all
1 ≤ i ≤ j, and m(γ) = m. In order to obtain our bounds we divide the set of all
such paths γ into different types.
A type determines at which step
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1. the edge ei occurs, for all i with ai ≥ 3 (higher multiplicity),
2. a non-innovative opening step occurs,
3. an innovative opening step occurs.
A crude upper bound on the number of different types is given by (see also (55))
kL · km ·
(
k
j − l −m
)
≤ k3(k−2j)+m · 2k
Below we argue that each type contains at most
N · k3(k−2j) · nj−mN · k2m (56)
different paths, so that
Ma1,...,aj ≤ N2kk6(k−2j)njN
j−l∑
m=0
(
k3
nN
)m
and (54) follows due to the assumption 2k3 ≤ nN .
Thus we are left to establish the upper bound (56) on the number of paths
of any given type, i.e. on the number of possibilities to choose vertices. Let us
proceed inductively along the path so that only the starting point and the vertices
of arrival need to be selected for each step. The number of possibilities at every
step depends on the kind of step being taken. We distinguish five cases:
Case A: Starting point.
There are N possibilities.
Case B: Steps along edges of higher multiplicitiy.
If an edge ei, with ai ≥ 3 is taken for the first time then there are at most
nN possibilities to choose the vertex of arrival. Otherwise this vertex is already
determined uniquely. In total we have at most nlN possibilities from all steps of
this kind.
Case C: Non-innovative opening steps.
Since we may only select a vertex of arrival that has already appeared in the
path, the number of choices for each such step is crudely bounded by k, in total
by km.
Case D: Innovative opening steps.
At each of these steps we have at most nN possibilities to select the vertex of
arrival, in total at most nj−l−mN choices.
Case E: Closing steps.
Here a subtle difficulty occurs. Note that the type of the path does not deter-
mine at which step a particular edge ei of multiplicity 2 is being closed (unlike
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in the case of edges of higher multiplicity). The type prescribes only which steps
are closing steps. However, given the choice of vertices up to the closing step
we may only perform a step along an open edge, i.e. along an edge of multiplic-
ity 2 which has got a previous opening step but not a previous closing step. In
case there is at most one such open edge that contains our vertex of departure
then there is at most one possible choice for picking the vertex of arrival. Denote
by f the number of instances out of the j − l closing steps for which more than
one choice exists for selecting the vertex of arrival. For each such instance that
we call a free closing step we use the crude bound k on the number of choices.
Moreover, we show below that the number of free closing steps is bounded by
f ≤ L+m ≤ 3(k − 2j) +m (see (55)) so that the total bound reads k3(k−2j)+m.
Multiplication of the estimates from all five Cases A-E leads to (56).
The proof of Lemma 37 is thus concluded by showing
f(γ) ≤ L(γ) +m(γ) for all γ ∈ P0 . (57)
In order to derive (57) we count for each vertex b on the path the number f(b) of
closing steps that depart from b and for which more than one possibility exists to
do so. Denote furthermore by L(b) the total number of steps arriving at b along
an edge of higher multiplicity and by m(b) the total number of steps arriving at b
along a non-innovative opening step. It suffices to show
f(b) ≤ L(b) +m(b) , (58)
because summation over all vertices b that appear in the path γ then proves (57).
Our proof of (58) requires to distinguish 8 cases. The reasoning in all these
cases is quite similar and we begin by presenting it in the simplest case that the
loop {b} is not an edge of the path γ ∈ P0 and that b is not the starting point of γ.
We denote by Λs(b, γ) the number of edges containing b that are open after step s
has been completed, i.e. the number of edges of γ of multiplicity 2 that contain b,
that are opened at one of the steps 1, . . . , s, and that are closed at one of the steps
s + 1, . . . , k. Observe that (58) is trivially satisfied if f(b) = 0. Otherwise pick
t0 ∈ {1, . . . , k} so that step t0 is the last free closing step departing from b. We
argue below that
1 ≤ Λt0(b, γ) ≤ 2(m(b) + 1) + L(b)− 2f(b) (59)
from which (58) follows using ⌊1
2
(L(b) + 1)⌋ ≤ L(b).
The first inequality of (59) is a consequence of our definition that step t0 is a
free closing step. The second inequality is based on the observation that Λs(b, γ)
may only change its value at steps s that are connected to visits of the path γ at the
vertex b. Since we assumed that the loop {b} is not an edge of γ each visit consists
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of a step of arrival at b and a subsequent step of departure. For each visit we obtain
an upper bound on the change of the value of Λs(b, γ) by assuming that the step of
departure is an opening step. In case the step of arrival is an opening step/ a step
along an edge of higher multiplicity/ a closing step this upper bound is given by
2/1/0 respectively. Using the assumption that b is not the starting point of γ, the
fact that there are at mostm(b) + 1 visits to b that arrive by an opening step, and
the fact that there are at most L(b) visits to b that arrive along an edge of higher
multiplicity we have derived the second inequality of (59) except for the term
−2f(b). This term is explained by the observation that we have overestimated the
change of the value of Λs(b, γ) by 2 whenever the departure from b is realized by
a closing step. In addition, we know that there must be at least f(b) such instances
up to step t0.
For a complete proof of (58) we distinguish
Case 1: b is not the starting point of γ
Case 2: b is the starting point of γ
Both cases are divided into four subcases each:
Case A: {b} /∈ E(γ) or multiplicity of {b} ≥ 3
Case B:Multiplicity of {b} = 2 and closing step of {b} is not free
Case C: Closing step of {b} is free but not the last free closing step
Case D: Closing step of {b} is the last free closing step
In all four subcases of Case 1 we derive below the estimate (cf. (59))
0 ≤ 1 + 2m(b) + L(b)− 2f(b) (60)
(or better) from which we already know that (58) follows. In order to transfer the
above reasoning to all cases conveniently we make precise what we mean by a
visit of γ at b: It is a collection of consecutive steps s up to s + p, p ≥ 1, with
γs 6= b, γs+p+1 6= b and γi = b for all s+ 1 ≤ i ≤ s+ p.
Case 1A: The reasoning presented above holds also in the case that {b} is an
edge of higher multiplicity because {b} cannot be an open edge then.
Case 1B:
1 ≤ Λt0(b, γ) ≤ 1 + 2m(b) + L(b)− 2f(b) . (61)
Indeed, in comparison with (59), the additional first summand 1 of the right hand
side accounts for the edge {b} that may be open after step t0 is completed. The
term m(b) + 1 is replaced by m(b) since the opening step of edge {b} does not
initiate a visit at b.
Case 1C:
1 ≤ Λt0(b, γ) ≤ 2m(b) + L(b)− 2(f(b)− 1) . (62)
In comparison with (61) the first summand 1 of the right hand side has vanished,
because edge {b} is already closed at step t0. The term f(b) must be replaced by
f(b)− 1 since the free closing step of edge {b} does not end a visit at b.
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Case 1D: Observe that in this case the visit at b is not completed after step t0
but after step t0 +1. Taking into account whether step t0 +1 is an opening step, a
closing step, or a step along an edge of higher multiplicity, we obtain in all three
cases
2 ≤ Λt0+1(b, γ) ≤ 2m(b) + L(b)− 2(f(b)− 1) . (63)
For each of the subcases of Case 2 we may derive an inequality that improves
on the estimate for the corresponding subcase of Case 1 by 1, i.e. we have in the
case that b is the starting point of γ always (cf. (60))
0 ≤ 2m(b) + L(b)− 2f(b) (64)
which implies again (58). The reason for this is the same in all four subcases. On
the one hand one must increase the right hand side of the inequalities (60) - (63)
by 1 to account for the possibility that the starting point b is left for the first time
by an opening step (recall that the first part of γ staying at b is not considered a
visit because the step of arrival at b is missing). On the other hand Case 2 does not
allow for the possibility to start a visit at b by an innovative opening step which
reduces the right hand side of the inequalities (60) - (63) by 2 · 1 = 2.
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