A microrheological study of sickle hemoglobin polymerization by Zakharov, Mikhail N.
  
 
 
 
 
 
A microrheological study 
of sickle hemoglobin polymerization 
 
A Thesis 
Submitted to the Faculty 
of 
Drexel University 
by 
Mikhail N Zakharov 
in partial fulfillment of the 
requirements for the degree 
of 
Doctor of Philosophy 
June 2009 
  
 
ii 
 
ACKNOWLEDGEMENTS 
 
 
  During  nearly  seven  years  I  spent  in  Drexel  University  working  on my  thesis  I  was 
blessed to meet many wonderful people who made my study, research and life enjoyable. First 
of all  I would  like to express my profound gratitude towards my advisor Dr. Frank Ferrone. His 
vast knowledge, passion for research, positive attitude and attention to details had set for me 
an example  for years  to  come.  I owe a great deal  to his  support and mentoring. Without his 
enthusiasm and patience with me the completion of PhD studies would not be possible. 
  Special  thanks  go  to  Dr.  Aprelev  for  all  the  discussions  of  experimental  results, 
apparatuses construction and his keen attention to the details of experiment.  
  I  appreciate  the  hours  late Dr. Maria  Rotter  spent with me  teaching  life‐science  lab 
techniques. I was blessed to have such knowledgeable and patient teacher. 
  I would like to use this opportunity to thank my fellow graduate students: Weijun Weng, 
Zenghui  Lui,  Donna  Yosmanovich  and  Yihua Wang.  Together  they  created  very  professional, 
helpful and warm atmosphere in the lab. 
  I would  like to thank members of my thesis defense committee: Dr. Jian‐Min Yuan, my 
committee chair, Dr. Guoliang Yang, Dr. Charles Lane, and Dr. Margaret Wheatley for the time 
they spent reading and discussing my thesis. 
  Special appreciations go to Wolfgang Nadler and Maryann Fitzpatrick for their help and 
support in creating new and maintaining existing electronic equipment. 
iii 
 
I would  like  to  express my  gratitude  towards our  supporting  collaborators: Dr. Robin 
Briehl and others at Albert Einstein, Dr. Kazuhiko Adachi at Children’s Hospital of Philadelphia. 
  It was a wonderful experience being a TA for Dr. Leonard Finegold teaching physics for 
life  science  students.  I would  like  to  thank him personally  for all  the  time he  spent with me, 
providing feedback on my teaching style. 
I appreciate all the efforts my high‐school physics teacher Dr. Alexander Chyrtsov put in 
me. He set me on the right track  in a  long  journey from enrolling  into advanced math/physics 
class in high school to completion of the PhD thesis now. 
I am grateful to NIH/NHLBI for financial support. 
Finally,  I would  like to thank my parents and my bigger family for raising me the way  I 
am now, for their patience and understanding, and helping me to get through all years which led 
to the completion of this thesis. 
 
iv 
 
Table of Contents 
 
 
LIST OF TABLES ................................................................................................................................ vii 
LIST OF FIGURES .............................................................................................................................. iv 
ABSTRACT ....................................................................................................................................... ivi 
CHAPTER 1. INTRODUCTION ............................................................................................................ 1 
Circulatory system and red blood cells ............................................................................... 1 
Hemoglobin, an oxygen carrying protein ........................................................................... 5 
Sickle cell   molecular disease.  Sickle cell crisis   rheological catastrophe. Introduction . 11 
Molecular basis of polymerization. Polymerisation thermodynamics. Polymer structure  . 
   ............................................................................................................................. 16 
How stiff is really stiff: general rheological values definition and comparison ................ 25 
What is known about sickle hemoglobin rheology ........................................................... 29 
Problem statement ........................................................................................................... 31 
CHAPTER 2. EXPERIMENTAL SETUP ............................................................................................... 32 
Light microscope ............................................................................................................... 34 
Sample stage ..................................................................................................................... 38 
v 
 
Electromagnets  ................................................................................................................ 38 
Temperature stabilization system .................................................................................... 39 
Computer control and data collection .............................................................................. 41 
Electronics ......................................................................................................................... 51 
Sample preparation .......................................................................................................... 54 
Force calibration ............................................................................................................... 59 
Measurement of thickness. Principle. Implementation. Accuracy ................................... 60 
Raw data interpretation.................................................................................................... 63 
Sample characterization techniques ................................................................................. 65 
CHAPTER 3. EXPERIMENTAL RESULTS ............................................................................................ 69 
CHAPTER 4. DISCUSSION ................................................................................................................ 87 
Microscopic view of the gel .............................................................................................. 87 
Interpretation of the Results ............................................................................................ 89 
Universality of the curve and its implications ................................................................... 92 
Conclusions ....................................................................................................................... 97 
LIST OF REFERENCES ...................................................................................................................... 98 
APPENDIX A. WIRING DIAGRAMS ................................................................................................ 102 
vi 
 
”Everything Box” block diagram, synchronization and magnets part ............................ 102 
Connections inside the “Everything Box”  ...................................................................... 103 
”Everything Box” block diagram, temperature and shutters part .................................. 105 
Magnet amplifier (designed by Dr. Aprelev) pinout, cable correspondence ................. 106 
APPENDIX B. SAMPLE STAGE DRAWING ...................................................................................... 107 
APPENDIX C. SELECTED PIECES OF CODE.  ................................................................................... 108 
Part 1. Fast filling algorithm (Part of the image manipulation library)  .......................... 108 
Part 2. Selected Virtual Instruments ............................................................................... 114 
ThermoControlThread.vi ................................................................................... 114 
(MeasureSpectrum).vi ....................................................................................... 123 
APPENDIX D. BRIEF OPERATORS MANUAL FOR MICROSPECTROPHOTOMETRY SUITE SOFTWARE . 
   ........................................................................................................................................ 127 
APPENDIX E. EXPERIMENT TO VALIDATE THICKNESS MEASUREMENT ....................................... 133 
APPENDIX F. THE SCRIPT FOR CALCULATION OF DOUBLE NUCLEATION MODEL PARAMETERS ....... 
   ........................................................................................................................................ 137 
Connector Pane .............................................................................................................. 137 
Front Panel ...................................................................................................................... 137 
vii 
 
Controls and Indicators ................................................................................................... 138 
Block Diagram ................................................................................................................. 139 
APPENDIX G. PROGRESS OF GELATION ........................................................................................ 140 
VITA .............................................................................................................................................. 142 
 
 
viii 
 
List of Tables 
 
 
1. Dependence of Epoly on initial concentration ............................................................. 84 
2. Dependence of Epoly on temperature ......................................................................... 85 
3. Dependence of Epoly on photolysis level ..................................................................... 85 
4. Dependence of polymer stiffness on the way of opening of the diaphragm ............... 88 
5. Dependence of Young’s modulus on the number of Homogeneous nuclei ................. 92 
6. Dependence of the amount of monomer was used to build polymer vs, the one that 
should have been used according to (Ferrone 2004)  ...................................................... 98 
7. Experimental results ................................................................................................... 139 
 
 
ix 
 
List of Figures 
 
Figure 1 Different types of vessels in circulatory system (Systemic circulation) ............................. 1 
Figure 2 A picture of a healthy red blood cell .................................................................................. 2 
Figure 3 Hemoglobin. 4 different subunits with their respective hemes are shown ...................... 5 
Figure 4 Schematic difference between R and T conformations of hemoglobin tetramer. (Fermi 
et al. 1981)  ...................................................................................................................................... 8 
Figure 5 Schematic picture of normal red blood cell (to the left) and sickle cell (to the right)  ...  11 
Figure 6 Sickle cells. Optical micrographs of deoxygenated sickle red cells .................................. 12 
Figure 7 An atomic view of 2 sickle hemoglobin molecules in the polymer (lateral contact 
between two double strands). ....................................................................................................... 13 
Figure 8 Sickle cell disease pathogenesis  ...................................................................................... 14 
Figure 9 Polymer fiber consists of 7 double strands ...................................................................... 16 
Figure 10 Double nucleation mechanism of sickle hemoglobin polymerization ........................... 19 
Figure 11 Domains as seen in DIC (Ivanova et al. 2001)  ............................................................... 20 
Figure 12 Temperature dependence of solubility of SS hemoglobin ............................................ 23 
Figure 13 To the definition of shear modulus (on the left) and to the definition of the Young 
modulus (on the right)  .................................................................................................................. 27 
Figure 14 Overall scheme of the apparatus ................................................................................... 33 
Figure 15 Arc lamp coupling to monochromator geometrical arrangement ................................ 34 
Figure 16 Illumination system layout in 1st order, geometrical representation ........................... 35 
Figure 17 Laser arm layout in 1st order, geometrical representation. .......................................... 36 
x 
 
Figure 18 Electromagnets.  Schematic view from above (left) and schematic view from the side 
(right)  ............................................................................................................................................ 39 
Figure 19 Screenshot of temperature control software ................................................................ 40 
Figure 20 Data processing diagram shows main data paths inside the automation system ........ 42 
Figure 21 Application architecture from the high level of abstraction ......................................... 43 
Figure 22 General LabVIEW device driver architecture ................................................................. 50 
Figure 23 Electronics block diagram .............................................................................................. 53 
Figure 24 Screenshot of the software used for spectral decomposition and concentration 
determination ................................................................................................................................ 55 
Figure 25 Schematic drawing of a sample chamber. Drawing not to scale ................................... 56 
Figure 26 Force calibration setup .................................................................................................. 58 
Figure 27 Force calibration. Results for different rings are presented. 23.9 mN represents the 
weight of the weight holding cup .................................................................................................. 60 
Figure 28 Droplet of sickle hemoglobin in castor oil in heptane.   ............................................... 61 
Figure 29 Typical raw experimental data ....................................................................................... 64 
Figure 30 The screenshot of spectrophotometry suite software .................................................. 66 
Figure 31 the characteristic cross picture in a photolysed CO sample .......................................... 67 
Figure 32 Typical picture of the emulsion sample (to the left) as seen by Photometrics Series 200 
camera at 432 nm .......................................................................................................................... 70 
Figure 33 Shows typical thickness change as force is applied to the system and when force is 
removed from the system ............................................................................................................. 71 
Figure 34 Shows linearity of the sample response ........................................................................ 72 
xi 
 
Figure 35 Percentage of photolysed part of the hemoglobin solution in the photolyzed droplet as 
determined by spectral fitting ....................................................................................................... 74 
Figure 36 Wedge area from Figure 32 blown up ........................................................................... 75 
Figure 37 Absorption spectra from different points inside the wedge ......................................... 76 
Figure 38 Transmittance at point “C”( Figure 36) vs time during polymerization ......................... 77 
Figure 39 Typical response of the sample to the force applied ..................................................... 78 
Figure 40 Typical response of the sample to the force applied when the laser field diaphragm is 
opened first to 5 µm and then to the final 80 μm ......................................................................... 84 
Figure 41 Dependence of the polymer stiffness on the mass of the polymer .............................. 86 
Figure 42 Dependence of the polymer stiffness on the concentration of hemoglobin in the 
polymer .......................................................................................................................................... 86 
Figure 43 Dependence of Young modulus on the number of homogeneous nuclei ..................... 88 
Figure 44 log‐log and log‐lin plot of the universal curve ............................................................... 93 
Figure 45 Comparing our results with theoretical prediction ....................................................... 94 
Figure 46 Screenshot of microspectrophotometry suite software  ............................................. 127 
Figure 47 Blown up left lower area of Figure 46.......................................................................... 128 
Figure 48 the upper right area of the screen from Figure 46 ...................................................... 130 
Figure 49 The upper right area of the screen from Figure 46 ..................................................... 131 
Figure 50 Bottom right pane, the settings pane .......................................................................... 132 
Figure 51 Experimental setup for an Appendix E experiment ..................................................... 133 
Figure 52 Thickness measurement done by droplet area vs Filmetrics® measurement  ............ 134 
Figure 53 Absorbance of the color filter used ............................................................................. 135 
Figure 54 Measured time dependence of monomer concentration in wedge area ................... 140 
xii 
 
Figure 55 Concentration of hemoglobin in polymer vs time ....................................................... 141 
Figure 56 Dependence of Young’s modulus on time ................................................................... 141 
 
 
 
 
 
 
   
xiii 
 
 
 
Abstract 
A microrheological study of sickle hemoglobin polymerization 
Mikhail Nickolaevich Zakharov 
Frank A. Ferrone, PhD Supervisor 
 
 
 
Sickle hemoglobin (HbS) is a genetic alteration of normal hemoglobin A (HbA).  In HbS, a 
surface amino acid (b6) is transformed from charged (Glu) to hydrophobic (Val). This leads to the 
formation of multi‐stranded polymers, which  in turn are found  in  interconnected arrays called 
domains.  The  polymer  stiffness  and  interconnections  cause  the  cells  containing  such 
hemoglobin  to  become  rigid,  thereby  blocking  the  microcirculation.  Although  the  central 
problem of sickle cell disease is rheological, no experiments are known that can relate rheology 
at  the  cellular  scale  to  the  polymer  formation  that  is  its  cause.  A  new  technique  has  been 
developed  to  measure  Rheology  at  microscopic  scales  that  allow  us  to  control  polymer 
formation and  characterize  the  formed domains at  the  same  time. The  created experimental 
apparatus  and  the  established measurement  techniques will  be  presented,  results  and  their 
implication on our understanding of sickle hemoglobin rheology will be discussed. The unusual 
universality of sickle hemoglobin rigidity dependence on the amount of the formed polymer will 
be presented and discussed. 
 
 
1 
 
Chapter 1. Introduction 
 
Circulatory system and red blood cells 
 
The  circulatory  system  is  an  organ  system  that  delivers  blood  to  the  tissues.  Thus  it 
provides necessary nutrients to the cells for metabolism and removes waste products from the 
cells and helps to maintain homeostasis by regulating body temperature, maintaining pH (7.4 for 
arterial blood), delivering of regulatory hormones and some other functions. The heart serves as 
a pump, which by contracting generates the pressure to drive blood through a series of blood 
 
 
 
Figure 1 Different types of vessels in circulatory system (Systemic circulation) Direction of blood flow 
is  shown by arrows on  the picture, color of blood  shown changing  from  red  to blue. Oxygenated blood 
enters system circulation by aorta, then goes through some smaller arteries, which divide themselves into 
arterioles. They form multiple small capillaries, which provide blood flow directly to the tissue. Blood gives 
away oxygen, becomes deoxygenated and  flows  into venules. Many venules  join  together  to  form a big 
vein. The blood finally reaches vena cava – the end of the systematic circulation. (Costanzo 2006) 
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vessels. Humans, as well as other  vertebrates, have a  closed  cardiovascular  system  (meaning 
that  the  blood  never  leaves  the  network  of  arteries,  veins  and  capillaries.  An  average  adult 
contains five to six quarts (roughly 4.7 to 5.7 liters) of blood. 
The main components of the human circulatory system are the heart, the blood, and the 
blood vessels. The  circulatory  system  includes:  the pulmonary  circulation, a  loop  through  the 
lungs where blood  is oxygenated; and  the systemic circulation, a  loop  through  the  rest of  the 
body to deliver acquired oxygen to the tissue.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 A picture of a healthy red blood cell. Model picture is to the left, real transmission optical 
microscopy picture ‐ to the right (Drs. Noguchi, Rodgers, and Schechter of NIDDK (Byars 1999)) Color is false  
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We may consider the blood that starts systemic circulation (Figure 1) as being pumped 
by the heart to arteries. The blood  is oxygenated and  is bright red  in color. The blood‐carrying 
vessels become narrower and narrower. Eventually the blood reaches capillaries where oxygen 
is delivered and carbon dioxide ‐ nutrient exchange waste gas is collected. The blood flow rate is 
inversely  proportional  to  the  total  cross‐section  of  the  vessels.  The  total  diameter  of  the 
capillaries  is much  larger  than  the  total diameter of  the supplying arteries, so  the  flow  rate  is 
smaller, making the nutrient exchange more effective. Capillaries join together into bigger ones, 
and finally they become veins. Most of the time, blood in the veins is blood where much of the 
oxygen and nutrients have already been delivered to the cells. This blood  is deoxygenated and 
its color is dark red. The color of the blood is governed by the oxygen saturation in the blood. 
About 55% of the volume of the blood consists of a fluid portion called plasma. When 
separated from the whole blood, plasma is colorless and watery. The remaining 45% is occupied 
by  the  structured  elements  –  various  kinds of  cells normally present  in blood. Out of  all  the 
structured elements erythrocytes (red blood cells) are the most plentiful (4.2 – 5.8 ∙109 per ml), 
followed by platelets (thrombocytes) (2.5‐4.0 ∙108 per ml) and leukocytes (white blood cells) (5‐
9∙106 per ml). The volume content of red blood cells in the whole blood (hematocrit) is in 38% ‐ 
54% range. So,  in every 100ml of blood 38 to 54 ml are occupied by the red blood cells. White 
blood cells and platelets occupy  less than 1% of blood volume. The main function of red blood 
cells is to transport oxygen to the tissue and carbon dioxide beck to lungs.  
Red blood cells develop  in the bone marrow and then are released  into the circulating 
blood.  Normally, every minute more that 2∙1011 RBCs are formed to replace an equal number of 
destroyed RBCs. The life span of RBCs averages about 105 to 120 days. They usually break apart 
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from  the mechanical  stresses when  they  age.  It  is  liver  and  spleen which  are  responsible  for 
destruction of the aged erythrocytes.  
Normal, mature RBCs have no nucleus and are about 7.5 µm  in diameter.   As seen on 
Figure 2  they  take  the  form of  tiny biconcave disks. Mature  erythrocytes do not  contain  the 
organelles  typical  for  other  cells  such  as  ribosomes  and mitochondria.  Instead,  the  primary 
component of each RBC  is Hemoglobin. It accounts for more than one third of the cell volume 
and is critically important to its primary function. The structure of the red cell is comparable to 
that of a bean bag stuffed with hemoglobin. 
The unique shape of the RBC (thin center and thick edges) gives  it a very  large surface 
area to volume ratio (90 fL for a surface area of 140 µm2)(Costanzo 2006). The total surface area 
of the RBCs in a human being is around 3800 m2. It provides an area larger than a football field 
for the exchange of the respiratory gases between hemoglobin found in circulating erythrocytes 
and interstitial fluid that bathes the body cells. 
 The  ability  to  change  shape  is  necessary  for  the  survival  of  RBCs, which  are  under 
almost  constant mechanical  shearing  and  bursting  strains  as  they  pass  through  the  capillary 
system.  The  shape of  the normal  erythrocyte  can passively  change when  it  is  forced  to pass 
through blood capillaries often smaller than the diameter of the RBC. This inherent flexibility is 
possible because of the presence of the stretchable fibers composed of a unique protein called 
spectrin (Costanzo 2006). These fibers, which are part of the cytoskeleton, adhere to the inside 
of the erythrocyte plasma membranes. It is the presence of flexible spectrin fibers that permits 
the  plasma  membrane  surrounding  the  RBC  to  accommodate  change  from  a  more  typical 
biconcave  to a  smaller  cup‐shaped  cell  size and  then  resume  its normal  size and appearance 
when deforming pressures are no longer being applied to the surface of the RBC membrane. The 
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degree  of  cell  deformability  influences  the  speed  of  the  blood  flow  in  microcirculation. 
(Costanzo 2006) 
 
Hemoglobin, an oxygen carrying protein 
 
Packed within each RBC are an estimated 200 to 300 million molecules of hemoglobin, 
which makes about 95% of the dry weight of each cell. Each hemoglobin molecule is composed 
of four protein chains. Each chain, called a globin, is bound to a red pigment, a heme molecule. 
Each heme molecule contains one iron atom. Therefore one hemoglobin molecule contains four 
iron atoms.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Hemoglobin. 4 different subunits with their respective hemes are shown. (Thibodeau et al. 2003) 
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Each globin of hemoglobin is a protein and therefore consists of amino‐acids connected 
by peptide bonds  in a specific sequence. Two  identical chains consisting of 141 amino acids  in 
their  linear  sequence  are  traditionally  called  alpha  chains  (α).  The  other  two  chains,  also 
identical, consist of 146 amino acids are called beta chains (β). Human hemoglobin (denoted as 
HbA)  is usually represented by the  following chemical notation: α2A β2A. There are no covalent 
bond  connections  between  individual  chains;  they  are mainly  connected  through  hydrogen 
bonds, salt‐bridges and hydrophobic interactions. The composition α2A β2A is usually referred to 
as a  tetramer, but  in order  to  form one,  the αβ dimers must  form  first. Hemoglobin  tetramer 
can easily dissociate  into two dimers, as the  interactions between two dimers α1β1 and α2β2 
are weaker  then  interaction  between  the  subunits  inside  a  dimer.    Structure  of  each  chain 
mimics  structure of  the myoglobin with a heme binding pocket. The molecule of hemoglobin 
weighs  approximately  6.5∙104  D,  is  approximately  spherical  in  shape  with  dimensions  of 
65x55x50 Å.  
The primary structure of individual globin chains is merely the sequence of amino‐acids 
that make  the  protein. Although  the  exact  sequence  of  amino‐acids  that make  the  globin  is 
different  for  α and  β  chains,  they have much  in  common. The position of each amino‐acid  is 
denoted as α or β together with the number in the sequence, starting from N terminal of each 
respective  chain.  For  example,  β6  Glu would  refer  to  the  6th  amino  acid  in  the  beta‐chain, 
Glutamic acid. 
Primary  structure  is  one  of  the most  important  factors  that  determine  how  are  the 
residues of each globin that are close to each other are arranged in 3D space. This arrangement 
is usually  referred  to as  the  secondary  structure of  the protein. Two  types of  structures  that 
occur when a polypeptide chain is folded in 3D space are α helixes and β pleated sheets.(Levitt 
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et  al. 1976) The  subunits of hemoglobin  contain only  α helixes, 8 per  β  subunit  and 7 per  α 
subunit. They are usually denoted as Latin letters A to H in the order from the N terminus to the 
C terminus. Each α helix  is a single stranded helix or coil with 3.6 amino acids on average per 
turn. The side groups of the residues are oriented externally in a radial fashion. The main factor 
stabilizing  the  helix  structure  is  the  presence  of  the  hydrogen  bonds  between  the  carbonyl 
group of each  residue and  the amino‐group of another  residue  four  residues away along  the 
helix. 
Around 3 quarters of  the amino‐acids  that make a globin are arranged  into α‐helixes. 
The  remaining  amino‐acids  are  connecting  all  the  α‐helixes  together  into  the  complex 
convoluted  3D  structure  of  hemoglobin.  The  helical  segments  of  the  α  chain  are  closely 
comparable to those of the beta chain; helix D is absent in the α chain. 
In order to determine the hemoglobin structure related to its main function we need to 
know the relative position of all amino‐acids that compose the hemoglobin molecule, not only 
of those close enough to each other. Steric relations between amino‐acids that are further apart 
in the primary structure are referred to as a tertiary structure (H. Franklin Bunn 1986). One can 
think of a tertiary structure as of a spatial arrangement of secondary structures. Each subunit of 
hemoglobin tetramer can assume 2 tertiary structures, depending on whether it has an oxygen 
bound  to  its  heme.  “Relaxed”  structure  (denoted  as  “r”)  is  assumed  when  there  is  oxygen 
bound, and “tense” structure (dented as “t”) when the heme has no oxygen bound to it. 
Quaternary structure of hemoglobin refers to mutual arrangement of individual globins 
making the tetramer. Hemoglobin is known to have 2 distinct quaternary structures: R and T. T, 
or  “tense”  structure  is  the  quaternary  structure  assumed  by  the  hemoglobin  tetramer  in 
deoxygenated state. When a ligand is bound to one of hemes of hemoglobin it switches to one 
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of  the  “relaxed”  or  R  states.  This  structural  change  involves  movements  of  individual 
hemoglobin subunits relative to one another (Figure 4). Quite a few salt bridges and hydrogen 
bonds are broken and restructured when the conformation change occurs (Perutz 1970).  
 
The main physiological function of hemoglobin is to transport oxygen from the lungs to 
the tissues. It  is the heme part of the hemoglobin that actually binds oxygen. It consists of the 
iron  atom,  held  in  porphyrin  –  a  heterocyclic  aromatic  ring  of  carbon  atoms  together with 
nitrogen  atoms. Oxygen bonds  to  the  iron  atom, which  is  in  coordination with  four nitrogen 
atoms  in the center of the ring.   Heme  is  inserted  in the space between E and F helixes of the 
globins. Iron is covalently linked to F8 His. Therefore, in deoxyhemoglobin Fe is five‐coordinated. 
 
Figure 4 Schematic difference between R and T conformations of hemoglobin tetramer. 
Deoxyhemoglobin (T state) is shown  by solid line, liganded hemoglobin by an interrupted line. (Fermi et al. 
1981) 
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It  was  shown  that  heme  has  a  dome‐like  structure  with  iron  sticking  out  of  the  plane  of 
porphyrin.  In  oxyhemoglobin,  oxygen  bonds  to  the  iron  atom, making  it  6  coordinated.  The 
oxygen‐hemoglobin bond is perpendicular to the heme plane and parallel to the F8 His Fe bond. 
Binding  of  the  oxygen molecule  brings  the  iron  from  the  heme  back  into  the  porphyrin  ring 
plane.  
Heme can bind different ligands.  Depending on the oxygenation state of the iron atom, 
the hemoglobin with bound ligand is classified as ferrous hemoglobin (Fe2+) or ferric hemoglobin 
(Fe3+).  Examples of  the  ferrous hemoglobins  are DeoxyHb, HbO2  (oxyhemoglobin),  and HbCO 
(carbon  monoxide  hemoglobin).  Methemoglobin  is  the  ferric  hemoglobin.  It  has  a  water 
molecule  as  its  ligand,  and  it  cannot  bind with  oxygen  or  any  other  ligands.  Each  of  those 
hemoglobins has  its own  spectroscopic  features  in  the near UV  and  visible bands. Heme has 
molecular weight of 614 Dalton. 
Binding  of  oxygen  to  the  hemoglobin molecule  is  a  complex  non‐linear,  cooperative 
phenomenon. In order to better understand it, let us compare it to the binding properties of the 
simpler protein myoglobin. The structure of myoglobin  is very much  like structure of  individual 
subunit  of  hemoglobin  molecule.  It  has  8  α‐helices  folded  together  with  a  heme  group 
embedded  in  a  hydrophobic  pocket.  Just  one  molecule  of  oxygen  can  be  bound  to  each 
myoglobin.  The  binding  of  each  molecule  of  oxygen  occurs  independently,  therefore,  the 
saturation  vs  partial  pressure  of  oxygen  curve  is  a  rectangular  hyperbola.  The  difference  in 
saturation between oxygen pressures  typical  for venous blood  (40 mm Hg) and arterial blood 
(90 mm Hg) would allow myoglobin to unload only 0.8 volumes/dl of oxygen (H. Franklin Bunn 
1986). 
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If  each  of  the  four  heme  groups  of  the  hemoglobin  molecule  bound  oxygen 
independently of each other, the dependence of saturation vs partial pressure would be similar 
to  that of myoglobin. However,  it  is known  that  this  curve has a  sigmoid  shape. The  sigmoid 
shape provides  for more efficient oxygen exchange  in  the  region of oxygen  saturation where 
hemoglobin most usually functions.   This shape of the curve was explained by cooperativity. In 
other words, when partial oxygen pressure is low, binding the first ligand is energetically weak. 
However,  binding  becomes  easier  and  easier.    The  four  subunits  of  hemoglobin  are  not 
independent and influence each other. The cooperativity effect is known for binding to CO and 
O2. 
The structural origin of cooperativity of hemoglobin was most successfully explained by 
the MWC model (Monod et al. 1965). It is based on several assumptions: 
 The  hemoglobin  tetramer  assumes  two  quaternary  structures:  R  and  T.  Both  of 
them can bind up to four molecules of ligand 
 Each subunit has just one binding site and binding properties of α and β chains are 
equivalent 
 However, the affinities for ligands differ depending on the quaternary structure 
 Within  the  same  quaternary  conformation,  the  bining  of  any  one  of  ligand  is 
independent of the binding of others. 
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Sickle cell ­ molecular disease.  Sickle cell crisis ­ rheological catastrophe. Introduction 
 
It was known that the erythrocytes of certain individuals can undergo reversible changes 
in shape with changes in the partial pressure of oxygen. When the oxygen pressure is lowered, 
these  cells  change  their  forms  from  the  normal  biconcave  disk  to  some  unusual,  distorted, 
sickle‐like  shapes  (Figure  5,  Figure  6).  These  cells  are  known  to  become  less  susceptible  to 
deformation  than  the  normal  ones  and  thus  causing  vasoocclusion,  depriving  downstream 
tissues  of  blood.  This  can  result  in  such  clinical manifestations  as  lung  tissue  damage  (acute 
chest syndrome), pain episodes  (arms,  legs, chest and abdomen), stroke and priapism  (painful 
prolonged erection).  It also  causes damage  to most organs  including  the  spleen,  kidneys  and 
liver.  
 
 
Figure 5 Schematic picture of normal red blood cell (to the left) and sickle cell to the right). Sickle hemoglobin 
structures inside the red cell are distorting the red cell from its normal image (NHLBI 2008) 
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While the clinical manifestations of sickle cell disease were recognized in West Africa for 
several centuries,  it was not until early twentieth century (1910) when  it was first described  in 
medical  literature  (Herrick  1910).  It  was  another  39  years  until  Linus  Pauling  found  the 
difference  between  hemoglobin  inside  the  erythrocites  of  sickle  cell  patients  and  normal 
hemoglobin. In his revolutionary paper he suggested that this difference is the main reason for 
sickling (Pauling et al. 1949). 
 
 
 
Figure 6 Sickle cells. Optical micrographs of deoxygenated sickle red cells. Upper 
two pictures obtained with 430 nm linearly polarized light, oriented horizontally. Lower 
two pictures obtained with 450 nm light (crossed polarizers) . Pictures reproduced from 
(Eaton et al. 1990) 
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Nowadays,  it  is  established  that  sickle  hemoglobin  HbS  is  a  result  of  a  single  base 
mutation A‐>T  in the triplet codon describing the sixth position of both β chains. As a result of 
this  mutation,  a  negatively  charged,  hydrophilic  glutamic  acid  is  replaced  by  a  neutral 
hydrophobic  valine, Glu(E)  ->Val(V).  Since  the  β6 position  is  located  at  the exterior of  the 
 
Figure 7 An atomic view of 2 sickle hemoglobin molecules in the polymer (lateral contact between two 
double strands). Val6 of one of the hemoglobin molecules penetrates the hydrophobic pocket of the other 
molecule. This pocket is formed of Asp73, Leu88, Phe85 of the second Hb molecule. (Ivanova et al. 2001), atomic 
position data taken from (Harrington et al. 1997) 
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hemoglobin  molecule,  this  substitution  creates  a  possibility  of  interaction  with  other 
hemoglobin molecules. (More on that later) 
The  kinetics  of  ligand  binding  in  the  dilute  solutions  of  sickle  hemoglobin  are  not 
affected much by this mutation (Pennelly et al. 1978; Gill et al. 1979). It is primarily due to the 
fact  that  the mutation  site  β6  is not  in  the  immediate vicinity of  the heme  (H. Franklin Bunn 
1986).  
 
 
 
 
However, everything changes when the hemoglobin solution becomes deoxygenated. It 
is known, that deoxy sickle hemoglobin forms prolonged 14 stranded structures at high enough 
concentrations  (Dykes  et  al. 1978; Dykes  et  al. 1979).  These  fibers  are  so  rigid    (Wang  et  al. 
2002)  that  they  deform  the  erythrocyte  membrane,  and  distort  erythrocytes  into  various 
 
Figure 8 Sickle cell disease pathogenesis (H. Franklin Bunn 1986) 
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abnormal shapes (Figure 6). When it is time for the red cell to pass through microcirculation, the 
red blood cell relies on  its flexibility to squeeze through. Now, when erythrocytes are full with 
rigid structures, they are no  longer deformable. This can  lead to vasoocclusion (Brugnara et al. 
1989). Tissues which are downstream  from the place of occlusion become deprived of flow of 
oxygen and other nutrients supplied by the blood, which may  lead to  long term organ damage 
and  fatality.  A  general  scheme  of  sickle  disease  pathogenesis  is  presented  in  Figure  8.  The 
vasoocclusive manifestations are critically dependent on the  intracellular concentration of HbS 
and on the kinetics of the polymerization process.  
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Molecular basis of polymerization. Polymerisation thermodynamics. Polymer structure. 
 
The molecular basis of sickle cell disease  lies  in creation of polymers  inside the red cell 
upon deoxygenation. Electron microscopy studies have shown that sickle hemoglobin assembles 
itself  into bundles of  long fibers, some of which are aligned  in parallel (White et al. 1970). The 
fibers themselves are composed of 7 double strands as shown in Figure 9  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In sickle hemoglobin molecule, the substitution of valine for glutamic acid at β6 position 
creates  a  sticky  spot  on  the  surface.  In  order  to  get  away  from  the  water molecules,  the 
hydrophobic valine β6 from the molecule  in one double strand docks  itself  into a hydrophobic 
pocket in the EF corner of the β chain of adjacent hemoglobin in second strand. (Figure 7) Since 
each  hemoglobin  tetramer  contains  two  β  chains  and  each  β  has  a  valine  as  a  donor  and  a 
Figure 9 Polymer fiber consists of 7 double strands. Each ball 
represents a molecule of hemoglobin. Molecules that belongs to the 
same double strand are painted in the same color(Mirchev et al. 1997) 
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hydrophobic  pocket  as  a  receptor,  the  original  tetramer  on  strand  1 whose  β1  donates  the 
valine, its β2 hydrophobic pocket can accept the valine from the next molecule down the chain 
of strand 2. Thus, the tetramers can aggregate together. This describes the lateral contacts. Axial 
contacts  are  made  by the  hydrophobic  interactions  across  a  group  of  residues  between 
successive molecules along the same strand. 
Hemoglobin molecules  in  sickle hemoglobin  fibers have  to maintain both  axial  (along 
double strands) and  lateral (between double strands) contacts  in order for the fiber to remain 
stable. As we know, hemoglobin subunits shift with respect to each other upon deoxygenation, 
changing  the  quaternary  structure  of  hemoglobin  from  R  (oxygenated)  to  T  (deoxygenated). 
Molecular  simulation  data  shows  that  the  R  structure  cannot maintain  all  axial  and  lateral 
contact, while  T  structure  can  (Padlan  et  al.  1985).  The  average  fraction  of  the  R  structure 
molecule parallels  the  fractional saturation of  the hemoglobin solution.  (Sunshine et al. 1982) 
Therefore,  partial  deoxygenation,  and  the  T  quaternary  structure  Is  essential  condition  for 
hemoglobin polymerization (Ferrone 2004). 
In  concentrated  solution  of  HbS,  polymerization  can  be  induced  either  by  a  sudden 
increase  in  the  temperature of  the deoxygenated sample or by  inducing  the deoxygenation  in 
some way. Different  physical  properties  of  solution  can  be monitored  in  order  to  study  the 
kinetics  of  polymerization:  including  turbidity,  birefringence(Hofrichter  et  al.  1974), 
calorimetry(Hofrichter et al. 1974), and viscosity(Malfa et al. 1974).   All of them reveal a delay 
period followed by an exponential growth. This particular feature was successfully explained by 
the double‐nucleation model (Ferrone et al. 1985). 
According  to  the model,  the  first  polymer  has  to  be  formed  from  the  spontaneously 
fluctuating  monomers  in  the  solution.  The  polymer  formation  is  controlled  by  competing 
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thermodynamic forces. Aggregation  is opposed by the net  loss of entropy (gain  in free energy) 
from the  loss of motional  freedom of  the  individual molecules. However,  intermolecular bond 
formation  favors  the  aggregation  (free  energy  lowers).  In  the  intimate  interplay  of  contact 
energy gain and entropic  loss, a small aggregate is less favorable than individual monomers, or 
kinetically  speaking,  the  dissociation  rate  is  greater  than  the  association  rate.  Because  the 
number of molecular contacts per monomer  increases with the size of aggregates  in the early 
stage of polymerization, the energetic balance starts to tilt towards further aggregation when it 
reaches a critical size,  i.e. homogeneous nucleus. Once  the polymer size surpasses  the critical 
nucleus, each addition of monomers becomes energetically favorable. Monomers are added to 
this aggregate, until the free monomer concentration reaches some thermodynamically defined 
minimum,  called  solubility.  The polymer has overcome  initial  energetic barrier  and  can  grow 
simply  through  elongation.  The nucleus  itself  is  represented by  the highest point of  the  free 
energy diagram. Therefore, the nucleus is the least stable state, and probability to find nucleus 
in the HbS solution is minimal. This polymerization pathway is called “homogeneous nucleation” 
(Ferrone et al. 1985). 
The  polymer  itself  provides  another  way  of  polymerization,  called  “heterogeneous 
nucleation”.  This process  is  characterized by  the  formation of  the polymer on  the  surface of 
existing polymers. It takes advantage of the unused contact sites available on the surface of HbS 
fibers. Number of molecules  in polymer  increases from nucleation and elongation. The rate of 
heterogenous nucleation depends on the number of the available surface contact sites, which 
increases as the polymer surface area. These autocatalytic features explain exponential growth 
of  polymers.  Figure  10  gives  a  descriptive  picture  of  both  stages  of  the  double  nucleation 
mechanism. 
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Each  homogenous  nucleus  gives  rise  to  a  single  initial  fiber.  It  is  heterogeneous 
nucleation, however,  that creates  fibers  that are attached albeit weakly  to other  fibers, and a 
polymer array, called a domain is generated. While you need a homogeneous nucleus to form a 
domain,  the  most  amount  of  branching  polymer  is  created  by  means  of  heterogeneous 
nucleation. A picture of sickle hemoglobin domains  in differential  interference contrast can be 
found in Figure 11 
The double nucleation model was confirmed by direct observations (Samuel et al. 1990). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10 Double nucleation mechanism of sickle hemoglobin polymerization. Two nucleation pathways 
are shown, homogeneous (arising in solution) and heterogeneous (arising on the surface of existing polymer). 
Arrows represent reaction pathways, and the longer they are the more favorable is this particular reaction 
pathway(Ferrone 2004). The direction of secondary polymer fiber growth on heterogeneous nucleation picture 
is not representative (Ferrone et al. 1985) 
 
 
 
Homogeneous nucleation 
Heterogeneous nucleation 
Critical nucleus 
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Since  the  hemes  in  the  polymer  are  aligned,  and  since  the  polymers  act  as  linear 
absorbers, domains of aligned polymers affect the polarization of light that goes through them. 
It allows observation of domains  in thin slides  in crossed‐polarizers (Briehl 1980). Each domain 
has  a  specific  signature  of  an  asymmetric  cross.  Birefringence  is  an  important  signature  of 
formed polymer. 
 
 
 
 
Although  the pathophysiology of  the sickle cell disease  involves a number of different 
factors, this unusual kinetics of gelation, namely presence of a significant delay time,   plays an 
important  role.  Red  blood  cells  deliver  oxygen  to  the  tissue  when  they  pass  through 
microcirculation.  Erythrocytes  have  to  squeeze  though  the  tiny  capillaries  in  order  to  pass 
through. However, when cell deoxygenates  it  is capable of polymerization, and  is  likely  to get 
stuck.  It  is estimated  that a big  fraction of cells would be  stuck at  typical pressure existing  in 
 
Figure 11 Domains as seen in DIC (Ivanova et al. 2001) 
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veins if equilibrium conditions are assumed (Mozzarelli et al. 1987). However, the typical transit 
time through capillary is on the order of seconds, and if this time is much smaller than the delay 
time the probability of the cell getting stuck is decreased. This is in agreement with typical sickle 
cell picture, when patients  are having  small,  isolated  episodes of pain,  instead of  everlasting 
crisis. 
When  a  concentrated  solution of deoxyhemoglobin  S  forms  a gel under physiological 
conditions,  it  is  usually  described  as  a  simple  two‐phase  system(Eaton  et  al.  1990;  Ferrone 
2004). In this model it is assumed that at the equilibrium the rod‐like polymers coexist with free 
hemoglobin molecules  in solution.   The equilibrium concentration of hemoglobin  in monomer 
solution  is  called  solubility  and  designated  as  CS.  Solubility  is  a  function  of  the  strength  of 
molecular  contacts  that  make  up  the  polymer,  and  is  therefore  a  function  of  such 
thermodynamic variables as temperature and pH. 
Following  the standard phase  transition  treatment  (Landau et al. 1980),  in order  for 2 
phases to be in the equilibrium the chemical potentials of the molecules of the 2 phases have to 
be equal to each other. The part of the chemical potential of the solution molecules composed 
of translational and rotational parts is designated µTR. The other part of the chemical potential is 
temperature dependence and non‐ideality. The final form is given in equation 1 
μ = μTR + RT ln(γc)           (1) 
R is the universal gas constant, T – absolute temperature, c – concentration of monomer 
solution, γ – activity coefficient, to account for solution non‐ideality (Ferrone 2004).  
The usage of the concentration as a measure of  likelihood of  interaction works only  in 
very  dilute  solutions.  When  the  solutions  of  sickle  hemoglobin  reach  physiological 
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concentrations  inside  of  the  red  cell  (about  34g/dl),  the  hemoglobin  molecules  occupy 
substantial  volume  fraction.  The  average  center‐to‐center  distance  between  hemoglobin 
molecules  is around 1.6  times Hb molecular diameter. The  solution  is very  crowded, and  the 
possibility  of  two  Hb  molecules  to  meet  and  interact  is  higher  then  described  by  the 
concentration  alone.  Therefore,  concentration  is  multiplied  by  a  factor  (also  a  function  of 
concentration) called an activity coefficient γ. 
Hb molecules in polymer has two parts in their chemical potential. First one accounts for 
contact  strength  μPC.  It  is  dominated  by  hydrophobic  interactions  between  the  Val  and  the 
acceptor  pocket  (Figure  7)  and  between  axial  contact  regions  of  the monomers.  The  second 
contribution  μPV    is  due  to  the  vibrational  entropy,  i.e.  the  entropic  effect  of  the molecules 
moving about  their equilibrium positions within  the polymer. Thus,  for  the chemical potential 
inside the polymer we have: 
μ = μPC + μPV             (2) 
If we equate (1) and (2) we get the equation to determine the solubility: 
 
RT
c TRPVPC  ln                    (3) 
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Equation (3) can be solved only numerically, because activity coefficient is a function of 
concentration. Experimentally measured solubility dependence on temperature  is presented  in 
Figure 12 
 
 
Based on the definition of solubility, one may determine the amount of hemoglobin that 
went  into  polymer  in  the  equilibrium.  If  we  had  some  non‐polymerized  hemoglobin  S  at 
concentration  Cin,  occupying  some  volume  V,  and  later  polymer  has  been  formed,  and  the 
system has reached an equilibrium, then 
M = (Cin‐Cs) V                (4) 
 
Figure 12 Temperature dependence of solubility of SS hemoglobin(Ross et al. 1977) pH=7.35 
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M is the mass of the formed polymer. This mass is independent on initial concentration, 
and depends only on the thermodynamic variables that govern contact strength (T, pH). 
However,  our  recent  findings(Aprelev  et  al.  2007)  further  developed  in  (Weng  et  al. 
2008) suggest a slightly different picture than described by equation (4). In (Aprelev et al. 2007) 
we  have  shown  that  in  confined  volumes  polymer  growth  stops  prematurely  before  the 
available store of monomers  is exhausted,  leaving solution supersaturated. The final monomer 
concentration was  somewhat 20% higher  than  solubility at physiological  temperature. One of 
the explanations was  that  the obstruction which happens when  the growing ends of polymer 
reach the droplet edge.  
In (Weng et al. 2008) the same consistent behavior was shown for the bulk solutions of 
sickle hemoglobin. In both bulk and droplet cases the solubility is not reached. The quantitative 
behavior was found to be the same for the case with pronounced boundaries and without ones. 
The  result  is  explained  by  the  fact  that  polymer  fibers  run  into  each  other,  thus  obstructing 
further growth. The  thermodynamic solubility  is achieved only  in conditions with  low polymer 
density  or  under  external  forces which  breaks  polymer  fibers  (such  as  during  centrifugation 
experiments (Ross et al. 1977)). 
Mathematically it is described by adding an additional term into equation (2) for the 
chemical potential of the polymer. According to (Weng et al. 2008), we have  
μ = μPC + μPV +ΔμINTER(C0‐Cs, α)          (5) 
ΔμINTER  is  positive  addition  to  chemical  potential,  describing  the  fact  that  it  is more 
complicated for the solution Hb molecule to join the polymer now. It is increasing with polymer 
mass, denoted as   (C0‐CS). α describes state of alignment  in the polymer structure. Presence of 
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positive ΔμINTER shifts the apparent solubility up. The important result of (Weng et al. 2008) is the 
observation,  that  there  is  a  universal  dependence  of  the  amount  of  polymer  formed  on 
expected amount of polymer (based on simple calculation of solubility (Ross et al. 1977)): 0.67 
of the expected polymer mass go actually into the polymer. This universal relation allows us to 
estimate the amount of polymer formed by modifying equation (4) 
M = 0.67∙(Cin‐Cs) V                (6) 
 
How stiff is really stiff: general rheological values definition and comparison 
 
Rheology is the study of the deformation and flow of a material in response to applied 
force. The two simplest known types of responses of materials to applied stress are Hookean 
elastic solids and Newtonian viscous fluids. The force applied is characterized by stress σ, and 
resulting deformation is characterized by resulting strain ε. (L.D. Landau 1959) 
If we consider  the simplest one‐dimensional case,  the  linear elastic solids’  response  is 
most accurately characterized by a  response of a  linear spring. σ(t)=E  ε(t).  In other words  the 
strain dependence on time repeats applied stress. The coefficient of proportionality is called the 
Young modulus. For such a material if the strain is suddenly increased and is held constant then 
the  stress  instantaneously  increases and  stays  constant.  If  the  strain  is  released,  the material 
returns to the previous shape. 
In the case of Newtonian fluid, the viscous damping is usually used as a mechanic analog 
(Wineman et al. 2000). The response of the viscous damping is characterized as  F , where F 
is the force and     is the time derivative of the elongation rate. This  leads to the stress‐strain 
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relationship:    =t ,  where   characterizes  material  viscosity.  If  the  stress  is  suddenly 
increased and held constant, a linear viscous fluid does not reach a fixed deformed state. There 
is a continuous straining  in  time,  i.e.  flow.  If  the stress  is released no change of strain occurs, 
strain is not recovered, material does not return to the previous shape. 
Many materials exhibit both properties together: viscous and elastic. Multiple mechanic 
models  (Maxwell,  Kelvin‐Voigt,  3  parameter  models  etc)  are  used  to  adequately  describe 
behavior of real materials by combining springs and viscous dampers. They all result in a linear 
first (or second  if we  introduce  inertia) order differential equations (Hall 1973; Wineman et al. 
2000) for strain (constitutive equations) 
However, in order to characterize a material and to compare different materials several 
important  characteristics  are  introduced.  In  case  of  direct  compression,  the  value  used  is 
Young’s modulus, which is defined  
 
0L
dL
PE  
           (7) 
, where  σ(t)  is  tensile  stress, and  ε(t)  is  the  tensile  strain.  In  case of one‐dimensional 
compression, Young’s modulus is related to the force constant through the following equation: 
0
0
A
kL
E              (8) 
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Here, k is the spring constant; L0 is the undeformed length, A0 – area through which the 
force is applied. 
 
 
In order  to  characterize a different  kind of applied  stress,  the  shear  stress,  the  shear 
modulus G is introduced. By definition, 
G 
F
Ax
l
            (9) 
F  is applied  force, A – area  through  to which  the  force  is applied, Δx  is  the deflection 
produced  bythe  force  at  a  distance     from  the  immovable  point.  (See  Figure  13  for  the 
definition of terms.) 
Young modulus and  shear modulus describe elastic properties of materials. The usual 
treatment  to describe viscous properties,  is  to use  the  linearity of constitutive equations, and 
decompose  the applied stress  into  the sum of sine waves and define  the  response. Then,  the 
loss modulus  is defined as a measure of  the phase  shift between applied  stress and  resulting 
         
L0
P P
dL
 
Figure 13 to the definition of shear modulus (on the left) and to the definition of the Young modulus (on 
the right). P is pressure, applied force over area, F/A0 
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strain.  If applied stress  (tensile or shear)  is   t sin0 ,  then strain  is     tsin0 . 
Now we can define  

cos'
0
0E   ‐ regular Young’s modulus and  

sin''
0
0E is called  loss 
modulus,  that  can  be  connected  to  viscosity  using  one  of  the models  (Meyers  et  al.  1999; 
Wineman et al. 2000). The same treatment can be done with shear modulus, which will result in 
G’ describing elastic response of the material to  the shear stress and G’’, describing phase  lag 
due to viscosity. Sometimes, E’ and E’’ are united together into one modulus, which is called the 
complex Young’s modulus E* = E’ +  i E’’,   where  i  is   √(‐1). The same goes  for G*=G’ +iG’’(L.D. 
Landau 1959) 
 
 
In  case  of  homogeneous  isotropic  material  there  are  simple  relationships  between 
Young’s modulus and shear modulus  
E  9G
3 G           (10) 
 –  is bulk modulus,   V PV , where dP  is pressure applied to the material, which 
caused it’s total volume to change by dV (Hall 1973). In case of an incompressible solid equation 
(10) becomes 
E  lim
K
9G
3 G



  3G           (11) 
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What is known about sickle hemoglobin rheology  
 
Though rigidification of polymerized sickle hemoglobin  inside the red cell  is one of the 
primarily factors contributing to vasooclusion, the amount of published data on the rheological 
properties of polymerized hemoglobin is quite limited. 
Rigidity of individual fibers – the main building block of polymers is studied in (Wang et 
al.  2002).  The  fibers  were  isolated  by  selective  depolimerization  of  gels  produced  under 
photolytic  deliganding  of  CO  hemoglobin  S.  Using  differential  interference  contrast  (DIC) 
microscopy they measured spontaneous, thermal fluctuations of fiber shape. Analyzing Fourier 
modes of the isolated fibers they calculated the Young’s modulus of individual fiber. The result 
found was about 0.10 GPa. This is less than the typical values found for structural proteins such 
as 5‐10 GPa for collagen (Wenger et al. 2007). 
A  number  of  studies  have  been  done  on  bulk  amounts  of  sickle  hemoglobin(Allison 
1957; Briehl 1980; Gabriel et al. 1981; Danish et al. 1987; Briehl 2007). These approaches use 
either  traditional  cone‐plate  rheometers  (Briehl 1980; Briehl 2007), or  some modifications of 
those  (Gabriel  et  al.  1981),  capillary  viscometers  (Allison  1957)  and  other  traditional  bulk 
rheology  instrumentation.  It  has  been  shown  (Briehl  1980;  Danish  et  al.  1987)  that  the 
rheological behavior of  sickle hemoglobin gel differs, depending on  the way  it was prepared. 
Gels formed in the absence of shear exhibit solid like behavior (Briehl 1980; Gabriel et al. 1981; 
Danish et al. 1987). At shear stresses below a critical value, called the yield stress, a gel behaves 
like an elastic solid. The relative deformation of the gel (the strain) is proportional to the applied 
stress. The deformation  is completely reversed, when the stress  is relieved. Also,  it was shown 
that  the gel supports  the stress  indefinitely  (Briehl 1980; Danish et al. 1987).  In  (Gabriel et al. 
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1981)  the  dependence  of  the  elastic  shear  modulus  dependence  on  the  polymerized 
hemoglobin concentration is studied. It was found that the elastic modulus grows exponentially 
with polymerized hemoglobin concentration. The results on  the unperturbed gel  (Briehl 2007) 
shows the shear modulus of around 90 kPa. The results of (Gabriel et al. 1981) shows the shear 
modulus  of  around  100mPa  at  comparable  polymer  concentrations.  (There  is  a  probable 
misprint of 103 on the graph in (Gabriel et al. 1981)). 
When  the  applied  shear  stress  is  sufficiently  high,  these  gels  undergo  an  irreversible 
deformation. Once a gel has yielded, the applied stress  is no  longer maintained, but decreases 
to a lower value. This kind of behavior is being referred to as viscoplastic(Briehl 1980). 
When  the  gel was  somehow  perturbed  during  preparation,  it  has  been  shown  that 
polymerized sickle cell hemoglobin is thixotropic in that values of stress as strain rate decreases 
do not  reproduce  those  found as strain  rate  increases,  there  is a hysteresis  loop.(Briehl 1980; 
Briehl  1989).  The width of  this  loop depends on  the history of preparation. When  the  gel  is 
subject  to  shear  during  preparation  a whole  spectrum  of  responses may  be  obtained  from 
purely  viscous  liquid  (constant  shearing  applied  after  the  gel  is  formed)  to  some  viscoplastic 
behaviors.  
Measuring the appropriate stiffness of a mass of polymers is clearly problematic for bulk 
rheology approaches. Large volume samples may give rise to several homogeneous nuclei. This 
may result  in many domains formed  in the studied sample. When such a sample  is subject to, 
say,  shear  stress,  the  response  of  the  sample  may  be  dominated  by  inter‐domain  effects, 
although in contrast sickle cells will generally contain a single domain.  
In addition to the above, a number of studies have been done on deformability of sickle 
cells. Numerous approaches are used from micropipette aspiration(Nash et al. 1986; Nash et al. 
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1988) and ektacytometry (Clark et al. 1980; Sorette et al. 1987; Huang et al. 2003) to filtering of 
sickle cells through different membranes(Reid et al. 1982). None of these methods has produced 
a quantitative measure of the bulk, shear or Young modulus for single cells. 
To  the  best  of  our  knowledge,  no  conclusive,  quantitative measurements  have  been 
performed on small amounts of sickle hemoglobin comparable to that contained in a single cell. 
Given  the wide  range  from  individual  fiber modulus  to  that of bulk gels,  the stiffness of small 
volumes is not readily predictable. 
 
Problem statement 
 
This aim of  this work  is  to create a method  to measure  stiffness of  small amounts of 
polymerized sickle hemoglobin, and find how it depends on its thermodynamic variables and on 
the way it was created. 
Chapter  2  will  describe  a  method  we  have  developed  using  electromagnetic 
compression with optical detection.     Chapter 3 will describe the results we obtained with that 
method  including  an  apparent  threshold,  and  the  unexpected  finding  that  the  results  scale 
solely with  the net amount of polymer.    In Chapter 4 we will discuss  the  implications of our 
findings for the immediate question, as well as the further lines of research our results suggest.     
In  the  Appendices  we  present  details  of  software  and  hardware  parts  of  the  experimental 
apparatus,  including  wiring  diagram,  sample  stage  drawings,  fast  filling  algorithm  we  use, 
operator’s manual for the microspectrophotometry automation and scripts for the calculation of 
the double nucleation model parameters. 
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Chapter 2. Experimental setup 
 
In  this  work  we  constructed  an  experimental  apparatus  (optical  rheometer)  which 
allowed  us  to measure  sickle  hemoglobin  elastic  response  to  the  pushing  force.  Briefly,  the 
method works as follows.   An emulsion of CO HbS is prepared in a thin slide which is positioned 
on a microscope stage above a trio of electromagnets.   A nickel ring placed on top of the slide 
can  compress  the  slide  as  the  electromagnets  are  energized.     A pair of  adjacent droplets  is 
selected and one is photolysed by laser illumination to create a gel.  The amount of hemoglobin 
that has gelled is measured by excluding a small segment of the droplet from laser illumination, 
and  observing  the  residual  concentration  there  as  the  remainder  of  the  droplet.  That 
concentration  is  thus  the  terminal monomer  concentration  throughout  the  sample,  and  the 
polymer  concentration  is  the  initial  concentration minus  that  terminal value.     As  the  slide  is 
compressed  the  second of  the droplet pair  is employed as a  reporter, and  its  compression  is 
optically determined by measuring its increased area.   
In  this  chapter  we  present  in  turn  the  overall  optical  apparatus,  the  sample  stage, 
electromagnets, temperature stabilization system,   computer control & data collection system, 
sample preparation method, force calibration, measurement of thickness, and finally our sample 
characterization techniques. 
 The main part of the apparatus (Figure 14) is a light microscope designed by us.  
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Figure 14 Overall scheme of  the apparatus. Two  light paths are shown: white  light  from  the  lamp comes  to 
monochromator (black lines), then from the monochromator through dichroic beam splitter to the sample and to 
then to the cameras (blue lines). Another beam comes from the laser, through beam expander and dichroic beam 
splitter to the sample and ends on the notch filter. Places for field apertures for both illumination arms are shown 
on the picture. Thick grey lines show major measurement and control connections. Drawing is not to scale. 
 
It features a special microscopic stage with 3 electromagnets beneath the sample plane. 
These magnets allow us to generate a controllable magnetic field in and near the sample plane. 
The  microscope  illumination  system  permits  us  to  bring  the  light  from  the  2  sources 
simultaneously  and  independently  (arc  lamp  through  the monochromator  or  488  blue  green 
laser).  The Microscope is optically coupled with 2 cameras (Photometrics Series 300 from Roper 
Scientific  and  Photron  Fastcam  PCI‐512  from  Photron  Inc).  The  setup  is  controlled  by  2 
computers;  data  is  streamed  for  processing  to  a  third  computer  over  a  dedicated  gigabit 
network  link.  The microscope  is  assembled  on  a  4’  x  6’  x  6  inch  optical  table  (Melles Griot) 
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mounted  on  4  pneumatic  supports  (Newport)  to  minimize  vibration.  The  cables  from  the 
electronics to the actual setup are hidden inside the conduits attached to the optical table.  
Light microscope  
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Figure 15 Arc lamp coupling to monochromator geometrical arrangement (following the design in (Newport 
1999)) The first lens collects light from arc lamp, positioned in its focus. Second lens creates an image of the arc on 
the input slit of the monochromator 
 
 
The illumination system of the microscope consists of 2 main light paths.  Light from the 
arc  lamp  is  collected  by  the  condenser  lens  and  then  focused  onto  the  input  slit  of  the 
monochromator (Acton SP2300i)  by a secondary focusing lens following the design in (Newport 
1999). The drawing of the optical system in geometrical approximation is presented in Figure 15. 
This design allowed us to slightly overfill the acceptance cone (f/4) of the monochromator. 
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 The  output  slit  of  the monochromator  serves  a  point  light  source  to  create  Kohler 
illumination  in our microscope. The slit  is  imaged onto the back aperture of condenser using a 
series of lenses.  A drawing of the light path from the slit to the objective is presented in Figure 
16. 
 The design was  laid out  as  a  standard Kohler  illumination  scheme.  The  slit  acts  as  a 
point source of light; the field diaphragm is conjugate to the sample plane. In order to maximize 
light throughput special software was developed which allowed us to calculate optimal  lenses’ 
positions  (MapleSoft  Maple  11  and  LabVIEW  7.1.1.)  Calculation  is  done  using  first  order 
geometrical  optics.  When  the  distance  between  the  monochromator  output  slit  and  input 
condenser  is fixed 3  lenses are required between the slit and the condenser  in order to select 
proper size of light beam in the condenser back aperture and in the sample plane. 
F = 150 F = 100 F = 100 Objective BA
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Figure 16 Illumination system layout in 1st order, geometrical representation. Lenses are shown by the 
thick black double  edged  arrows,  green  arrows  represent planes  (real  and  virtual)  conjugate  to  the  sample 
plane, red ones represent the planes (real and virtual) conjugate to the back aperture. The small yellow arrow 
represents the output slit of the monochromator. The drawing  is to scale with 3.5 scaling multiplier between 
the direction along optical axis and across 
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 In accordance with optical extent conservation law  (newport 1998), all the solutions to 
geometrical optics approximation are located on a curve which is given by  
              (1) 
 IBA is the size of the image in the back aperture plane of the condenser, II size of the image in the 
intermediate image plane of the condenser 
The  size of  the beam  in  the back aperture  is  limited by  the  size of  the back aperture 
diaphragm of the condenser objective. The size of the beam in the sample plane is limited by the 
size of the visible area on a camera. So, we have a limited number of choices for which the beam 
is  not  constrained  by  different  diaphragms.  The  actual  solution  to  implement  was  selected 
taking into account aberration minimization (by keeping magnification ratios small), geometrical 
constraints  of  the  optical  workbench,  geometrical  constraints  of  optical mounts  The  actual 
optical arrangement selected is presented on (Figure 16). 
110mm
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Figure 17 Laser arm layout in 1st order, geometrical representation. Green arrows represent planes 
conjugate to the sample plane, red ones represent the planes (real and virtual) conjugate to the back aperture. 
The drawing is to scale. X axis starts at the condenser back aperture, marked with a ring on the objective. 
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The  other  part  of  the  illumination  optics  is  used  to  guide  the  488  nm  laser  to  the 
condensing objective  in order  to photolyze hemoglobin solutions.  It has been established  that 
the absorption of light by HbCO will produced deoxyHb which is capable of polymerization.   By 
using small samples, it has been demonstrated that contiunous illumination can keep a sample 
indefinitely  deoxygenated  with  very  little  temperature  increase.      Such  photolyzed  HbS 
polymerizes  equivalent  to  chemically  deoxygenated  HbS.    The  power  density  required  for 
photolysis has been established as well.  In our apparatus,   part of the beam gets diverted by a 
wedge beam splitter to a power meter, and then the beam  is expanded. A system of  lenses  is 
used to  let us control the size of the  laser spot  in the sample plane. The optical scheme of the 
laser arm is presented in (Figure 17). We used the same considerations for selecting the optical 
arrangement  for  the  laser  arm  of  the  illumination  system  as  we  used  for  an  arc  lamp/ 
monochromator arm. 
An optical arrangement was designed to optically couple the objective with 2 cameras.  
Light comes from the objective, is deflected by the mirror and goes into the eyepiece. There is a 
place  for  optical  filters  right  before  the  deflecting mirror.   After  the  eyepiece,  the  light  gets 
divided by the beamsplitter (Thorlabs PBS251). The sensors for both cameras are located in the 
optical plane  conjugate  to  the  image plane. Due  to  size  constraints  the Photometrics  camera 
had to be positioned apart, so a relay lens is employed.  
The  cameras  both  feature  comparable  sensor  size  (2/3’  for  Photron,  17mm  for 
Photometrics) and pixel size (16μm by 16μm for Photron, 12μm by 12μm for Photometrics) but 
have  different  type  of  sensor  and  therefore  different  sensitivity.    The  Photometrics  camera 
features  a  high‐sensitivity  CCD  sensor  (70 %QED @550nm)  and  allows  taking  a  picture  once 
38 
 
every 4 seconds (full frame, no binning).  The Photron Fastcam PCI‐512 can measure up to 2048 
frames per second, but the sensitivity is around 10 times smaller. The total magnification of the 
imaging  system  is  selected  so  that  2  pixels  correspond  to  a  diffraction  resolution  limit  as 
suggested by (Photometrics 2000). The Optical scheme of the camera part and follows general 
guidelines for a microscope (Inoué et al. 1997). 
It is known (Ferrone 2004) that the polymer is an optically active substance. In order to 
assess the state of the hemoglobin solution the  incoming beam  from the monochromator can 
be polarized and polarizer crossed with respect to the first one can be inserted into the optical 
path after the objective. Since objectives preserve polarization, sample birefringence would be a 
signature for the presence of polymerized hemoglobin 
 Sample stage 
 
The  sample  stage  allowed us  to  accommodate  samples based on  standard  coverslips 
(24x40  cat#  12‐543  B  N2  from  Fischer  Scientific).  The  X‐Y  translator  allows  us  to move  the 
sample in the plane perpendicular to the optical axis of the system (± 3mm displacement along 
both axes). The sample stage is positioned horizontally; illumination comes from bottom to top 
through the sample plane.  
Electromagnets 
 
Electromagnets were  created by Dr. Alexey Aprelev using  commercially available wire 
coils put on ferromagnetic rods sharpened at on edge by lathe.  3 electromagnets are positioned 
below the sample so that the optical axis comes in between them. (Figure 18) 
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Temperature stabilization system 
 
A  temperature  stabilization  system  allows  us  to  control  temperature  on  the  sample 
stage by driving Peltier modules  located as shown  in Figure 14. Temperature measurement  is 
provided  by  a  J  type  thermocouple.  The  thermocouple  is  connected  to  the  input  of  a 
thermocouple amplifier and is read by the NI USB‐6008 data acquisition card and transferred to 
the controlling computer. Peltier modules are driven by  the amplifier, controlled by  the same 
computer.  Temperature  stabilization  is  achieved  by  software means  using  a  traditional  PID 
control  algorithm  (Datta  et  al.  2000)].  Due  to  the  reversible  nature  of  Peltier modules  this 
arrangement allows for both heating and cooling the sample. The properties of the system allow 
reaching temperature in the range 5 – 70 °C. The software enables us to get stable temperature 
N
N
S
F
 
Figure 18 Electromagnets.  Schematic view from above (left) and schematic view from the side (right). A 
single coverslip with a magnetic ring on top of it is depicted in place of a sample. 
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within 0.2 °C in the range of 15 – 45 °C.  The speed of heating and cooling is determined by the 
power of  the Peltier elements and  is approximately 5°C/min.  In order  to ensure  temperature 
stability of  the  sample we enclosed  the  sample  in  an  aluminum  covering  and made  sure  the 
covering  in  the  thermal  contact with  the  rest of  the  stage. The massive aluminum plate  that 
supports the stage works as a heat sink. 
 
 
 
Figure 19 Screenshot of temperature control software. Upper graph shows temperature vs time, lower graph 
hows driving current 
 
 
A  screenshot  of  the  temperature  control  software  is  shown  in  Figure  19.  The 
Temperature  stabilization  system  can work  independently of  the other  automation  software. 
This  allowed  us  to  pre‐heat  or  pre‐cool  the  sample  stage  independently  with  making 
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measurements, changing  the automation  software etc. Software  for  temperature  stabilization 
system  fits  into message  driven  automation  architecture  and  is  controllable  by  the  remote 
control (see further). 
 
Computer control and data collection 
 
The  setup  allows  controlling  2  cameras,  current  through  magnets,  stabilizing 
temperature,  controlling  different  shutters,  measuring  laser  intensity  and  controlling  the 
wavelength of the incident light.  Since one of the cameras (Photron PCI 512) is capable of high 
frame rates (up to 2048FPS@ 512x512 resolution) it can generate a stream of data many times 
greater than PCI bus total throughput. Therefore the camera controller has a memory buffer on 
it with a size of 2GB. Due  to huge amounts of data  transferred and  the necessity  to do some 
real‐time processing on  it,  it was decided to separate the two most PCI bandwidth consuming 
devices  (2  cameras)  to  two different  computers. One of  them  (referred  later  as  computer 1) 
controls camera1 (the fast camera in Figure 20), controls the current through magnets, provides 
temperature  stabilization. The  second  computer  (referred  to as computer2)  controls camera2 
(the  slow  camera  in  Figure  20)  and  the monochromomator.  Computer1  and  Computer2  are 
connected  though  the university network. A  third  computer  is  linked with  computer1 over  a 
dedicated  gigabit  network  and  is  used  for  data  processing,  archival  and  storage.  General 
schematics of the experimental setup automation computer‐wise are given on the Figure 20. In 
addition any Windows mobile device connected to the university network based device can be 
used as a remote control for troubleshooting different parts of the experimental setup. 
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Because  of  the  distributed  nature  of  the  controlling  system  we  designed  special 
software architecture to be able to control the experiment as a whole. This software features an 
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Figure 20 Data processing diagram shows main data paths inside the automation system. Circles identify 
circular buffers, implemented as shared buffers with message based control 
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abstraction layer shaped as message communication bus. Every piece of software that requires 
communication with the equipment registers itself as an endpoint on this bus. This architecture 
allows us  to separate device control, data processing and user  interface. The architecture  is a 
modular  one  (Figure  21).  On  the  lowest  level  we  have  individual  device  drivers  which  are 
connected  to  the messaging bus. Then we have applications, controlling separate parts of  the 
experiment. The main pieces are: microspectrophotometry automation, magnetic field control, 
fast camera control and processing, laser control, shutter controls, and temperature control. 
Device 1
Messaging Bus
Device 2 ... Device N
Control
Entity1
Control
Entity2 Debugger
GUI in GUI out
Scripting
 
Figure 21 Application architecture from the high level of abstraction. The central part is a messaging bus 
with an endpoints. Each piece of automation software registers itself on this bus with one or many endpoints. 
All  the  entities  can  register  a number of  listening  and  sending  endpoints. Most of  the devices  and  control 
entities  are  itself  message‐driven  state  machines.  An  incoming  message  from  another  endpoint  may  be 
considered a state changing event  for such a machine. The graphical user  interface  (GUI)  is separated  into 2 
parts (input and output). Data sharing and synchronization mechanisms (circular buffers, mutexes, semaphores 
etc) are implemented by messaging as well. Messages are unicast (by subscription). As of 03/27/09 some of the 
declared functionality is not tested. 
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The  complex  character  of  the  controlled  system  and  precise  synchronization 
requirements required us to pay special attention to the synchronization of the different parts 
of  the software with external events.  In order  to achieve  it we used a number of approaches 
characteristic for real time systems: 
 The  system  is  highly modular.  The most  time‐critical  parts  are  optimized  by  the  time  of 
execution and run under (soft) real‐time scheduling priority. The execution synchronization 
mechanisms are  implemented  so  that  their usage overhead effect  is minimized  for  those 
threads  of  execution.  Queues,  ring  buffers,  messages  and  other  synchronization 
mechanisms are used.  
 Less time‐critical modules were  implemented as separate execution threads with  less than 
time‐critical priority. 
 User interface control tasks are separated to run with ordinary priority 
 Priority  inversion  is avoided by using non‐blocking synchronization mechanisms for higher‐
priority  threads  (such  as  posting  a message  into  a  variable‐sized  queue),  by  temporarily 
elevation  of  priority  of  lower  priority  threads  acquiring  certain  shared  resource  and  by 
careful design 
 Swapping is effectively turned off 
When we  created  the  software  automation  system we  chose NI  LabVIEW  to  be  our 
primary  development  environment.  This  choice  was  driven  by  the  following  properties  of 
LabVIEW: 
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 Natural  parallelism  of  the  graphical  code. No  specific  tools  are  required  for  the  properly 
designed program to run on multiple core/ multithreaded CPUs. 
 Unique  ability  to  integrate  and  reuse  existing  code  from  different  environments  such  as 
Matlab, C, C++, C# etc. 
 Availability of visually appealing and highly customizable graphical user interface  
 Minimization  of  time  require  to  develop  and  debug  software  solution  because  of  hybrid 
interpretational ‐ compilational nature of LabVIEW (i.e. the created software is available for 
immediate debug, and waiting time in create – compile – debug – fix the problem – compile 
– debug cycle is minimized). 
 Abundant amount of open source software libraries for some common tasks 
 Huge number of device communication protocols implemented for LabVIEW 
 Relative ease of developing a driver if the ready driver is not available 
 Conformance  to all common  requirements  to modern development  languages:  scalability, 
readability, maintainability, integration with existing version control systems. 
 Seamless integration with most existing application communication methods: TCP and UDP 
network protocols, ActveX, COM. 
 Possibility of template development: you can create some graphical code as a template for 
some of your future virtual instruments. 
 Seamless Internet and Web integration 
 Precise  control  over  data  acquisition  using NI‐DAQ  software  library  and  ample  supply  of 
device drivers for LabVIEW 
 Ability to obtain highly‐optimized stand‐alone applications. NI claims that the speed of code 
is just 2‐4x slower then compiled C code 
 Visual appeal of the graphical programming language and development environment 
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However  certain pieces of  software had  to be  implemented  in C/C++.  First of  all  this 
happened  when  there  was  no  available  driver  for  LabVIEW.  Manufacturers  of  the  most 
commercially available devices provide at least C driver (a dynamic link library for Windows) and 
description of  functions  (API)  to call.  If  the data  types were  too complex  for  the  function of C 
driver  to be  imported  into LabVIEW directly, we had  to provide a wrapper C/C++  library  for  it 
(see Figure 22 for an overview). 
A second place where the speed of compiled LabVIEW code was not sufficient was time‐
critical pieces of code. For  instance, LabVIEW standard  library  implementation of UDP protocol 
does not allow us to utilize the entire potential of the dedicated gigabit network. (We were able 
to  feed ~10% of  available bandwidth, 1000BaseT,  Intel Pro based,  Jumbo  frames).   After  the 
rewrite of the streaming part using C++ and win32 API non‐blocking sockets, we were able to fill 
~90% of the bandwidth of the 1000BaseT network.  
The other important part where usage of C++ code was justified was the internals of the 
image  handling.  LabVIEW  is  essentially  a  by‐value  language.  This means  that  every  time  one 
needs to access an  image,  in  its  image storage we create a copy of this  image  in the memory. 
This is an unacceptable performance drawback. There exist several design patterns in LabVIEW 
that allows us to simulate an alternative, namely, by‐reference behavior. They are all deficient. 
For example, usage of the “Functional global” for each  image variable does not allow dynamic 
creation of images. Usage of “Functional Global” for global image storage involves unnecessary 
serialization  of  processing  of  independent  images.  Other  techniques  (relying  on  queue 
references, for example) have their own problems. 
So, given the huge expected amount of collected data which needed to be processed in 
real  time or close  to real‐time, we needed a special  image processing  library, where  the main 
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image processing functions are done in C++, and references to the images are then supplied to 
the  LabVIEW program. Because 2 of our  cameras  lacked drivers  for 2 main  software  libraries 
available  for  LabVIEW  (NI‐IMAQ/VISION and  IVision) we decided  to design our own  library as 
well as camera drivers for it. 
While working on  implementation of  the above mentioned algorithms, attention was 
paid  to  synchronization  of  all  the modules  of  the  software  complex.  The main  problem  is 
serialization of the access to common resources. There are many ways available to serialize the 
access  such  as  semaphores  or mutexes  for  every  shared  resource.  The  advantage  of  these 
methods  is  their  simplicity  of  implementation:  most  of  them  are  provided  directly  by  the 
operating system. However, they are not effective when the number of shared resources grow. 
Moreover,  usage  of  such  means  of  synchronization  makes  software  development  difficult, 
makes  debugging  cumbersome  and  unpredictable,  and  increases  complexity  of maintenance. 
Such solutions are hardly scalable. 
Instead we use messages as main way  to synchronize  individual  threads of execution. 
One thread has to send a message to another thread  in order to notify  it about change  in the 
resource  owned  by  the  first  thread.  The  message  processing  inside  the  threads  is  done 
sequentially, message by message. The main advantage of this approach  is simplicity of design 
of  each  individual  thread, which  now  has  to work with  its  own  resources.  The  other  part  is 
higher modularization and cohesiveness. Change  in some  internal data structure of one thread 
does not change anything in the other thread of execution. 
Since every  thread of execution  corresponds  to  some  real device or group of devices 
controlled (block on Figure 21), the logical solution is to implement each thread as a finite state 
machine. The internal state (or states) is remembered inside and is changed under influence of 
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external events. This simplifies writing and debugging the code. Now we know all the spectrum 
of states of each thread, and we can specify all the set of reactions to external events piece by 
piece. So a big, complex task performed by each thread  is separated  into multiple elementary 
well‐defined tasks. 
The  above  described  approach  has  one  small  disadvantage.  If  the  volume  of  data 
transferred  is  really big,  then  the  system will  choke with  the data  to  transfer. We decided  to 
modify  the  approach  slightly.  We  embed  image  references  as  part  of  the  communication 
messages  instead of the  images themselves. Each  image  lifetime  is controlled by the LabVIEW 
code, and overall  image memory allocation and deallocation are controlled by C++ code using 
the “reference counting” approach where appropriate. 
The first step entailed development of specifications requirements based on the needs 
discussed  above  and  development  of  the  overall  software  architecture.  The  resulted 
specifications requirements were tested for consistency by prototyping 
 
The second step consisted of an integration of the manufacturer‐supplied drivers for the 
2  cameras, monochromator  and  piezo‐actuators  into  LabVIEW.  At  the  same  time  the  image 
processing library was completed. In the resulting architecture all the drivers were implemented 
as separate sub‐Virtual  Instruments  (subVIs)  launched as separate “threads” of execution. The 
real‐time data transfer techniques we developed allowed us to increase by 8 times the speed of 
transfer of  the  images  from  the  fast  camera buffer  in  comparison with  the original  software 
supplied with the Photron PCI‐512 camera. The correct LabVIEW driver implementation for the 
PVCAM compatible cameras allowed us  to make precise synchronization of  image acquisition, 
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processing and control of the external equipment. Each of the drivers is a message driven finite 
state machine. Image manipulation library was developed during this stage as well. 
The third step was the  implementation of the finite state machines responsible for the 
main  experimental  algorithms:    measuring  a  spatially  resolved  spectrum  by  moving  the 
monochromator  grating  in  sync with measurements  done  by  the  slow  camera,  temperature 
control and stabilization, controlling magnetic field. 
The fourth step consisted of implementing a graphical user interface for each individual 
part of the experimental setup so that each bigger finite state machine could be controlled from 
a user friendly interface. 
During  the  fifth  step  we  implemented  the  global messaging  architecture  shown  on 
Figure  21.  The  resulting messaging  bus  creates  an  abstraction  layer which  allows  completely 
transparent communications between individual parts of the software.  
 While we could implement all of the common experimental algorithms during the third 
step, we decided not to do so. The purpose was to design an open system which allows us to be 
able to define the experimental procedures using basic algorithms implemented during the third 
step as building blocks. We created a number of virtual  instruments  in LabVIEW which we can 
use  for  this purpose.  Each of  those  virtual  instruments would  correspond  to  some operation 
done  otherwise  by  hand  from  a  user  interface  programs  developed  in  stage  four.  The 
architecture  developed  here  allows  us  to  run  automated  experiments,  create  easy  intuitive 
scripts, and retain full control on what we actually do with the convenient user interface. 
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Figure  22  General  LabVIEW  device  driver  architecture.  Usually,  kernel  mode  drivers  and  some 
equipment manufacturer  libraries  are  supplied with  the  device.  In  order  to make  device work  from 
LabVIEW one have to design a wrapper  library which will expose the device functionality and available 
data  to  LabVIEW. The  scope and  lifetime of  these data  structures  is under  LabVIEW memory manager 
control. We have modified and or developed the hatched pieces 
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Electronics 
 
In order  to provide  the signals necessary  to control different part of  the experimental 
setup some electronics was designed. Some devices are controlled from computer 1, some from 
computer 2 as convenient.  
Temperature control is performed using the National Instruments USB‐6008 device. One 
of its analogue outputs is attached to an H‐bridge driver (Paya Electronics), which drives Peltier 
modules. Temperature is measured by a J‐type thermocouple placed in thermal contact with the 
moving part of the sample holder. The signal from the thermocouple is transmitted with special 
thermocouple extender cable (Omega Engineering inc) to an Omega engineering DPi8A amplifier 
with digital display. The amplified  thermocouple  signal  is  read by  the  same NI USB 6008 box 
through one of its analogue input channels. 
In order to provide precise synchronization between driving magnetic field, camera, and 
other  parts  of  the  experimental  setup  we  employed  a  PCI‐CTR20HD  board  (Measurement 
Computing)  which  contains  20  counters/timers  with  a  precise  timing  source.  The  source 
frequency  is divided by the counters and  is fed to the Photron fastcam PCI 512 controller. The 
same  signal  goes  to  the  analogue  generator board  (NI PCI‐6722). This board  generates  the 3 
waveforms, which go through magnet amplifiers to drive the magnets. Power  is provided from 
external  laboratory  power  supply  (Circuitspecialists.com  C13003XIII).  The  analogue  generator 
board also generates a ramp signal for the light emitting diode (LED). The signal from the LED is 
imaged directly onto  the  fast  camera  sensor. The  ramp  is  synchronous  to  the magnet‐driving 
waveforms  generation  and  allows  the  image  processing  software  to  determine  image  timing 
with regards to the phase of driving signal. 
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Shutters are driven from computer 2, using digital output lines of another USB 6008 box. 
There  are  two  shutters  in  the  system,  one  for  laser  arm,  the  other  one  for  arc 
lamp/monochromator arm. The same USB box controls the filter changer devices which allow us 
to insert polarizer and analyzer into our microscope optical train before the condenser and after 
the objective 
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Figure 23 Electronics block diagram. 2 personal computers are located inside the standard rack. A 
rack mounted box  (“Everything Box”) contains most part of the electronics. For  low speed A/D D/A 
conversions we used NI USB‐6008,  for high  speed A/D we used NI PCI  6722  –  analogue  generator 
board. Synchronization  is provided by PCI CTR 20HD  (Measurement Computing). Power connections 
are drawn in magenta, analog in thick lines, digital and synchronization – in thin lines. 
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Sample preparation 
 
 Blood  from  sickle  cell  patients  was  kindly  provided  to  us  by  Children’s  Hospital  of 
Philadelphia  and  Albert  Einstein  College  of Medicine.  The method  adopted  from  (Huisman, 
1965) and (Williams, 1973) became standard‐de‐facto  in this  lab (Ferrone, 1973) and was used 
to purify hemoglobin for these experiments. Following the purification process, hemoglobin was 
exchanged  into  phosphate  buffer  (0.15  M  at  pH  7.35).  This  was  achieved  by  diluting  the 
hemoglobin with  the desired buffer and passing  through a column  (GE Healthcare PD‐10, 9ml 
columns filled with Sephadex G‐25 Medium). The pH of the buffers was measured using the pH 
meter (Denver Instrument Basic). Before each set of measurements the electrode was calibrated 
using  two  standard  solutions  of  known  pH  values.  Once  hemoglobin  was  exchanged  into 
phosphate buffer, it was then concentrated by centrifugation using Centricon (Millipore YM‐30, 
and later Microsep 30k) to a concentration of 33‐45 g/dl for storage. The pH of the supernatant 
solution  was  checked  after  the  centrifugation  process  by  a  small  electrode  (Corning  cat# 
476346). The electrode was calibrated by exposing  it to two buffer solutions with known pHs. 
The concentrated hemoglobin solution was stored frozen in a liquid nitrogen tank until use. 
The  sample was  prepared  in  a  glove  box.  The  box was  pre‐flushed with  humidified 
carbon monoxide  for more  than 1 hour  in order  to get  rid of  the oxygen. All  the constituents 
participating in the sample preparation, phosphate buffer (0.15 M pH 7.35), castor oil (Sigma C‐
7277),  and  heptane  (Acros  Organics  n‐Heptane  99+%  pure),  were  bubbled  with  CO  for 
deoxygenation. 
The  concentrated  sickle hemoglobin was  retrieved  from  the  liquid nitrogen  container 
and defrosted at ~0 °C. Before the sample preparation process started we measured the exact 
concentration of the hemoglobin by a spectroscopic approach. We diluted 2 μl of hemoglobin 
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into  6 ml  of  CO‐flushed  phosphate  buffer.  Then we  transferred  the  resulting  solution  into  a 
quartz cuvette (Fisher Scientific Quartz cells with 10mm light path) for absorption measurement 
in a spectrophotometer (Hewlett Packard 8452A). The Soret band (400nm – 450 nm) absorption 
spectrum was fit with the spectra corresponding to methhemoglobin, carbon monoxide ligated 
hemoglobin, deoxyhemoglobin and oxyhemoglobin. According to the Beer‐Lambert  law optical 
absorption of the solution is defined by the following equation 
   
i
idcA            ሺ2ሻ 
This  equation  represents  the Beer‐Lambert  law  for multi‐component  solutions,  λ  is  a 
wavelength,  A  is  absorption,  i  represent  the  number  of  invidual  components,  ci  is  a 
concentration of  the  component number  ‘i’, d  is  the  light path  length,  ε(λ)  is  the wavelength 
dependent extinction coefficient. 
 
 
Figure 24 Screenshot of the software used for spectral decomposition and concentration determination 
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A  simple  LabVIEW  program  was  developed  which  allowed  us  to  decompose  an 
absorption  spectrum  into  the  components.  The  screenshot  of  this  software  is  presented  in 
Figure 24. 
After  the  concentration  of  the  initial  sample  had  been  determined,  the  sample was 
transported  into  the  glove  box  half  an  hour  before  everything  was  ready  for  the  sample 
preparation. Because  the affinity of hemoglobin  for CO  is much stronger  than  for oxygen,  the 
vial was kept  in the box for around half an hour. This allowed bound oxygen to be exchanged 
into CO.  
 
To complete the oxygen removal process we added sodium dithionite (Na2S2O4), which 
is known to be a strong reducing agent. Addition of sodium dithionite also allowed us to convert 
methhemoglobin (hemoglobin in the ferric state) from the solution into the normal unliganded 
Lower
Coverslip
Urethane
washer
 Upper
CoverslipNickel ring
3 component
emlsion"Piston"
WaxWax
 
Figure 25 Schematic drawing of a sample chamber. Drawing not to scale 
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hemoglobin (ferrous state). The exact amount of dithionite to add was determined so that final 
dithionite  concentration  is  50  to  55  mM.  The  calculated  amount  was  measured  using  the 
analytic balance (Mettler H30). It was dissolved in the phosphate buffer previously flushed with 
carbon monoxide.  
A special sample chamber was made ready by that time. It consists of a coverslip (24x40 
Fischer Scientific 12‐543B N2) with a polyurethane washer  (Mc Master Carr  cat# 93650A195)  
mounted on top of  it (Figure 25) with sticky wax (Kerr).   A round coverslip with a ring made of 
nickel wire (Alfa‐Aesar stock# 14337‐G5) was prepared separately. The ring is held on top of the 
coverslip by 3 drops of commercially available Ducocement ® glue.  This coverslip with the ring 
makes a kind of a “piston”. Several rings were used, each of them has an assigned number and 
has been properly calibrated. 
In  order  to make  droplets,  a  few microliters  (typically  around  5)  of  final  hemoglobin 
solution were mixed  together with around 1 microliter of pre‐flushed castor oil. An excess of 
heptane (around 1 milliliter) was added to vial, and the whole solution was vigorously pumped 
back  and  forth  through  the  micropipette  for  a  minute.  Less  than  a  microliter  of  final  3 
component  emulsion was  put  into  the  sample  chamber  right  under  the  “piston”.  Then  the 
“piston” was pressed against  the  lower coverslip gently so  that  the emulsion does not spread 
beyond the edge of the “piston”.  If the amount of emulsion was excessive, the procedure was 
repeated  again with  the  different  chamber  and  piston.  Special  care was  taken  that  nothing 
should  contaminate  the  area  inside  a  washer.  The  sample  chamber  was  kept  sealed  from 
outside air and from drops of melt wax during preparation. The chamber was open right before 
putting  sample and  “piston”  inside. Then  some amount of heptane  (typically  several ml) was 
added to cover the entire plunger and occupy all available volume inside the washer. Then the 
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chamber was sealed once again with a round coverslip on top of the polymer. Special care was 
taken  to  not  to  have  the  bubble  inside  the  sample  chamber.  Sickle  hemoglobin  droplets 
surrounded by oil in excess of heptane would naturally form under the round coverslip with the 
nickel ring. 
Pulley
Objective holder
Weights
nickel ring
thread
 
Figure 26 Force calibration setup. The objective is removed from the objective holder. A coverslip of 
appropriate thickness is put on the sample stage. Thin thread is attached by sticky wax to the nickel ring being 
calibrated. Force is applied in downward direction with the magnets. Weights are added to counteract the force 
applied by the magnets. At the moment, when the ring is no longer held close to the coverslip, total weight added 
is assumed to be the pulling force, provided by the magnets. Static friction force in the pulley was measured to be 
negligible. 
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Once  prepared  the  sample  is  taken  outside  of  the  CO  box,  properly  marked  and 
examined for the presence of droplets inside the nickel ring. In order for experiment to succeed, 
we need a sample where we have 2 droplets of hemoglobin‐in‐oil close together and inside the 
nickel wire  ring. Repeated experiments have shown  that  roughly one out of 5 samples comes 
out  suitable  for  the  experiment.  A  real  picture  of  sickle  hemoglobin  droplet  in  castor  oil  in 
heptane is presented in Figure 28.  
Force calibration  
 
A nickel ring on top of the round coverslip was used to apply stress to the system. Since 
the self‐made nickel ring is not very well defined we had to perform a force calibration for every 
ring that we used. In order to do that we dismounted the microscope objective and mounted a 
pulley above the opening in the objective holder as shown on Figure 26. The results of the force 
calibration are presented in Figure 27 
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Measurement of thickness. Principle. Implementation. Accuracy. 
 
 
In order to quantify the strain resulting from stress applications we need to measure the 
thickness between the “piston” coverslip  in Figure 25 and the  lower coverslip. We propose the 
following  original  approach.  Knowing  hemoglobin  solution  concentration  (from  the  sample 
preparation stage), then by measuring optical absorbance we can figure out the thickness of our 
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Figure 27 Force calibration. Results for different rings are presented. 23.9 mN represents the weight of 
the weight holding cup 
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sample  in  the  field  of  view  of  our microscope.  Then,  when  the  force  is  applied,  thickness 
changes  and  size  of  the  droplet  of  sickle  hemoglobin  changes  as  well.  If  we  assume  that 
hemoglobin solution compressibility is negligible, compared to compressibility of our sample as 
a whole, we express thickness change (3). 
 
 
  Heptane 
Castor oil
10μ
Hb droplet
 
Figure 28 Droplet of sickle hemoglobin in castor oil in heptane. One of the real pictures (above) and 
schematic representation (below). Dotted patterns on the lower picture shows the area change because of 
compression 
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h
S
dSdh                (3) 
S represents an original uncompressed area of a droplet. dS is a change in droplet area 
due to compression, h initial thickness, dh – change in thickness. 
Sickle hemoglobin is known as a very absorbing substance in the Soret region. On other 
hand, castor oil and heptane do not absorb  light  in  this  spectral  region.    If we  illuminate our 
sample with blue  (400‐450 nm)  light, we get a contrast picture of a droplet using the Photron 
PCI‐512 camera. The dark image is subtracted (pixel‐by‐pixel), and by using reference image (no 
droplet) we obtain absorbance picture: 



T
RA 10log              (4) 
This equation is used to calculate an absorbance image, and is applied on a pixel by pixel 
basis to R (reference image) and T (transmission image), resulting in A (absorption image)  
We obtain the area of a droplet by thresholding an absorption image. For thresholding, 
we  use  a modification  of  a  fast  filling  algorithm  (Dunlap  2006) which  allows  us  to  complete 
processing  of  a  single  frame  in  O(N)  time,  where  N  is  number  of  pixels  in  an  image.  The 
independence  of  processing  time  on  the  actual  content  of  an  image  allowed  us  to  process 
incoming  images  in  soft  real‐time mode. The actual algorithm  in C++  implementation used  is 
listed  in Appendix C, part 1.  It  is a part of the  image manipulation  library. The threshold  is set 
manually by drawing the line profile of the absorption over the area occupied by the droplet. 
The maximum uncertainty value  introduced by threshold selection can be estimated  in 
the following way. Let us assume, that the droplet is round with radius R. Then, if the thickness 
of  the  edge  is  e,  the  area occupied by  the  edge eRS  2 . Half of  this  area  is  the upper 
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boundary of the possible uncertainty. The width of the edge for the current optical system and 
sample thickness range was usually on the order of 1.0 μm. The radius of droplet  in the Figure 
29 was 64 μm, therefore the maximum uncertainty related to the threshold selection is around 
150 μm2 for the total droplet area of 1.3∙104 μm2. Using equation (3) this translates to 60nm of 
uncertainty in terms of thickness, which is roughly twice of the width of the line of data points in 
Figure 29. 
To ensure validity of this approach a special control experiment was set up to check the 
thickness measured by this approach and thickness measured by a commercial  interferometric 
thin film measurement device from Filmetrics. See appendix E for details. 
Raw data interpretation.  
 
The elementary unit of data obtained in course of the experiment is the dependence of 
droplet  area on  time, which  is  translated using  (3)  to  change  in  thickness  (see  Figure 29).  In 
order  to  get  the  spring  constant  we  interpret  this  dependence  in  terms  of  the  following, 
generalized constitutive equation: 
       tFtkhth
dt
drth
dt
dm 





2
2
          (5) 
 
This is a second order differential equation for h(t) – the thickness function vs time. “m” 
represents the inertia of the piston‐solution system, r – viscosity, k is the spring constant. Θ(t) is 
theta‐function, which describes force application in time = 0. 
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The exact solution of (5) is a sum of 2 decaying exponents plus the free member. Solving 
it  in  Maple  11,  and  taking  the  limit  when  the  time  approaches  infinity,  we  have
kFhth
t
/)(lim 0  , which means that Δh on Figure 29 is  
kFh /             (6) 
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Figure 29 Typical raw experimental data. Dependence of the thickness of the sample vs time. The green 
line shows applied force vs time.  
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Sample characterization techniques 
 
In order  to characterize  the state of hemoglobin  in  the sample several  techniques are 
employed.  In order  to check  the state of  the hemoglobin  in  the solution by spectral signature 
the  spatially  resolved  spectroscopy  technique  was  used  (Ross  et  al.  1975).  Special  piece  of 
software  was  built  which  allowed  us  to  change  the  illumination  wavelength  on  the 
monochromator and  simultaneous  image  registration on  the Photometrics Series 200  camera 
(see Figure 14). Since by design, monochromator slit is in the plane conjugate to the condenser 
back aperture, each point on the sample is illuminated by all points of the monochromator slit. 
We  acquire  26  images  for  the  illuminating  wavelengths  from  400nm  with  step  of  2  nm  to 
450nm.  Then  for  each  pixel  on  the  camera we measure  reference  signal,  and  calculate  the 
absorbance . 



T
RA 10log          (7) 
For all pixels which cover the area of  interest we compute the spectral decomposition 
into a set of known components, same way as we do for a regular spectrophotometer cuvette. 
(2).  
   
i
idcA            (8) 
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The specially created microspectrophotometry software kit allows us to analyze spectral 
compostion pixel wise, average over areas of interest, compute concentration profiles an other 
useful functions. The screenshot of the microspectrophotometry suite is presented in Figure 30. 
 
 
 
The above spectral analysis is possible as long as the conditions in which the extinction 
coefficients are measured are comparable to our experimental conditions. We can use the data 
obtained  this  way  in  the  solution  of  non‐polymerized  hemoglobin.  However,  as  we  know, 
polymerized  hemoglobin  is  highly  aligned,  so  extinction  coefficients  become  different  and 
 
Figure 30 The screenshot of spectrophotometry suite software 
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dependent on the polymer alignment, and we can no longer use spectral decomposition as the 
quantitative measure of hemoglobin condition in the droplet. 
 
 
In  order  to  establish  the  presence  of  the  polymer we  use  the  fact  that  the  formed 
polymer is an optically active system  and rotates the polarization plane of the incident light. The 
pair of polarizers  can be inserted into the optical path from the light source to the camera. One 
polarizer polarizes the  incident  light, the other one os rotated at 90° to the first one. When no 
polymer is present, no signal is seen. As soon as the polymer appears, we are able to see some 
 
Figure 31 the characteristic cross picture  in a photolysed CO sample. Photolysed  laser  is applied to 
the droplet.  Image  is  acquired  several minutes  after  the polymerization was  initiated.    The  sample  is 
viewed between crossed polarizers.    The wavelength of light was 425.1 nm. This is a presumably single 
domain picture, and therefore not typical for our experiments. 
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signal  as  an  evidence  for  the  polymer  presence.  It  is  known  that  each  domain  gives  a 
characteristic  cross  pattern  on  an  image  in  crossed  polarizers.  Figure  31  shows  one  of  the 
acquired  images  in cross polarizers for a single domain case. In multidoman case the picture  is 
much more smeared, so only the presence of signal in crossed polarizers mode can indicate the 
presence of polymer. 
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Chapter 3. Experimental Results 
 
 
 
A typical view of an emulsion slide is shown in Figure 32. The droplet in the lower right 
corner of  the screen  is  the droplet  that we use  to measure  the  thickness, as described above 
(chapter  2,  Measurement  of  thickness).  Thickness  is  inferred  by  changes  in  droplet  area 
measured at 425 nm. Initially, before the force is applied the readings of the thickness are rather 
stable  (Figure  33).  Several  averaged  readings  produce  the  value  of  x0.  Then,  upon  the  force 
application droplet expands, and the thickness reading drop, indicating compression. After some 
time  the  difference  between  several  successive  readings  is  less  than  5%  of  the  signal.  After 
waiting an additional 30 seconds the value of thickness was recorded. This value  is the xf    ‐ the 
final value at which the deformation stops. 
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Slides were prepared as described  in Chapter 2 and were subject to different values of 
force. 11 different  forces were put  into  an ordered  list, which was  randomly permutated 11 
times by  software. Then  the  forces were applied  to  the  slide  in  this new,  random order. The 
response (xf‐x0) was recorded for each force and plotted  in a plot similar to Figure 34. All plots 
appear linear. A linear fit (y=ax+b) is done for every graph. Since eq (6) from chapter 2 the final 
thickness is xf=x0‐F/k, 
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Figure 32 Typical picture of the emulsion sample (to the left) as seen by Photometrics Series 200 camera 
at 432 nm. Note the droplet  in the  lower‐right part of the  image that was used for thickness measurements. 
The droplet  in the upper  left corner  is the one being polymerized. When viewed at 432 nm, the photolysed 
area appears as dark region, while non‐photolysed area appears as a bright one.  The schematic picture to the 
right  shows  the  reporter  droplet  and  the  photolysed  droplet. We  have  only  the  edge  of  the  polymerized 
droplet  visible.  The photolyzed  area was  adjusted by  controlling  the  field diaphragm  in  the  laser  shoulder 
illumination path. The    lighter gray  region  in  the droplet at  the upper  left corner  is  the area masked by  the 
wedge where we measure the concentration (see methods section and our article (Aprelev et al. 2007)) 
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kakFxx f /1/0   
Thus the slope is the inverse of the force constant.  
A 2 minute pause was  inserted between  successive experiments on  the  same  slide.  It 
should be noted, that the experiments are quite repeatable (see second set of points on Figure 
0 30 60 90 270 300 330 360 390 420
4400
4600
4800
5000
5200
5400
Force removed
 
 
Sa
m
pl
e 
th
ic
kn
es
s,
 n
m
time, s
Force applied
 
Figure 33 Shows typical thickness change as force is applied to the system and when force is removed 
from the system 
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34).  The  slide  returns  to  almost  the  same  thickness  when  the  force  is  no  longer  applied. 
 
During the next preliminary step we established validity of controlled polymer formation 
by laser photolysis (Ferrone et al. 1985). The field diaphragm in the laser illumination path was 
adjusted  so  that  laser  covers  the bigger droplet  according  to  the  schematics of  Figure 32.  In 
order to validate polymerization conditions the microscope objective was shifted to allow us to 
measure spectrum of the droplet. Running the microspectrophotometry software described  in 
chapter  2 we measured  the  fraction  of  the DeoxyHb  and HbCO  hemoglobin  species.  Before 
proceeding any further, we checked our sample for the spectral signature of Methemoglobin. If 
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Figure 34 Shows linearity of the sample response. The measurement shown on this picture was 
performed twice, one after the other. Points from both measurements are shown together 
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it was present in the amount more then 5% (around the error of concentration determination) 
the  sample was discarded. This happened  infrequently and usually  can be avoided by  careful 
preparation. 
 While  the  sample  was  illuminated  by  the  laser,  we  measured  the  spectrum  of 
photolysed sample. Spectrum measurement was started immediately after the laser had begun 
to photolyze the sample. By adjusting laser power at the laser power supply, we made sure that 
the percentage of DeoxyHb  in  the photolysed droplet  is above 95% and  is not  increasing with 
increasing of  laser power  Figure 35. We  considered  this  level of power  “the 100% photolysis 
level” 
The area of the polymerized droplet was recorded, and then the microscope objective 
was put back  in the position  in Figure 32. A beam stop was  introduced at his point to the field 
diaphragm  plane  for  the  laser  beam  in  order  to  create  a  piece  of  the  sample which  is  not 
polymerized so  that  it allows us  to measure concentration of hemoglobin monomer  in  it  (See 
chapter 2) 
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Figure 35 Percentage of photolysed part of the hemoglobin solution in the photolyzed droplet as 
determined by spectral fitting. Typical picture. Laser intensity was measured by Newport model 815 
photosensor coupled with a Nottch filter. Laser intensity to provide full photolysis was determined to be 125 in 
this case. According to the calibrations it corresponds to the power density of 1 kW/cm^2 
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In  order  to  validate  the method,  and  the  alignment  of  our  apparatus we measured 
spectra  at  different  points  across  the wedge  area,  fitting  the  spectra  at  every  pixel  by  our 
reference spectra. Then using the microspectrophotometer software tools described in chapter 
2 we built  concentration profiles  across  the wedge  in 2 perpendicular directions.  The  results 
presented in Figure 36 suggest that the concentration is stable across the wedge area. Figure 37 
provides us with  spectra of  the 5 points marked on  Figure 36 and  shows us  that  there  is no 
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Figure 36 Wedge area from Figure 32 blown up. A‐E mark the points where spectra were measured to 
ensure consistency (see text). Concentration profile is plotted along the lines B to D (through C) and along A 
to E (through area adjacent to point C). Concentration is relatively stable in the wedge area 
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photolysis  in  the wedge area and spectral composition  is uniform spatially. Therefore, we can 
use  the  concentration  in  the  point  “C”  in  the  masked  area  to  judge  the  monomer  HbCO 
concentration during polymerization process (as we did in (Aprelev et al. 2007)). 
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Figure  37  Absorption  spectra  from  different  points  inside  the wedge  (see  Figure  36).  Points  show measured 
spectrum (averaged over 3x3 pixel), lines show fit, and decomposition into HbCO and Hb – deoxy components. Some 
amount of deoxy spectrum presents signifies measurement error.SVD analysis done according to (Henry 1992), first 3 
singular values were 7.2, 0.2 and 0.05, which suggests the presence of just one component in all of those spectra.
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After all the preliminary checks, the laser was turned off for several minutes, to dissolve 
any polymers that might have formed and then after 5 minutes it was turned on again in order 
to  grow  polymers  inside  the  big  droplet  (Figure  32).  The monochromator  was  switched  to 
425nm – the isosbestic point for HbCO and HbDeoxy spectrum 
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Figure 38 Transmittance at point “C”( Figure 36) vs time during polymerization. At around 30 min the intensity was 
considered stable, and checked 1, 2 and 3 minutes later. This increase in transmittance corresponds to the concentration 
decrease 29.1g/dl to 20.3 g/dl, T=25°C 
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Intensity at this wavelength as a function of time was recorded for the point “C” in the 
wedge  area  (typical  presented  at  Figure  38).  The  increase  in  intensity  of  the  passing  light 
corresponds  to  decrease  in monomer  concentration. When  the  concentration was  relatively 
stable,  the  forces  were  applied  to  the  sample  and  response  recorded  as  described  earlier. 
Typical results are presented on Figure 39. 
 
The data presented  in Figure 39 was  fit by a set of  linear  functions and  the slope was 
interpreted  as  an  inverse  of  the  force  constant  k. According  to  (L.D.  Landau  1959)  p13,  and 
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Figure 39 Typical response of the sample to the force applied. Open squares represent the reference 
reading of the sample with no induced polymerization and filled ones – with induced polymerization. Both of 
them are fitted with lines, through zero. Slopes are:  50.0±0.3 nm/mN, and 62.6±0.3 (nm/mN) 
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(Wineman  et  al.  2000)  elastic modulus  (Young modulus  E)  is  defined  as  follows:
0
0
A
LkE  , 
where k is the measured force constant, L0 is the undisturbed length, A0 is the area of the object 
we study. In our case, L0 is the thickness of the sample before force application, A0 is the area of 
the sample being photolysed (hatched part of the droplet on Figure 32). 
Our sample has  its own force constant ks (defined by the upper curve on Figure 39). In 
order to obtain the Young’s modulus for the sample  itself we used a model of our sample as a 
set of parallel springs. So, kmeasured = ks + kpoly. Where kmeaured is the measured force constant, kpoly 
is  the  force constant  representing polymers  in  the  sample  (it equals 0 when no polymers are 
present). Finally, 
0
0)(
A
LkkE smeasuredpoly
  
The dependence of Epoly of the following parameters was studied: sample concentration, 
temperature, photolysis  level. The  results obtained are presented  in Table 1.  It was  shown  in 
(Aprelev  et  al. 2007)  and  (Weng  et  al. 2008)  that due  to  the metastability  inherent  to  sickle 
hemoglobin polymerization in confined volumes about 2/3 of the polymer mass is formed that is 
otherwise expected.   The experiments here support this finding as shown subsequently. 
In order to calculate the mass of the formed polymer we used the approach Dr. Aprelev 
and we worked  out  in  (Aprelev  et  al.  2007).  If  Ci  is  initial  concentration  of monomer  in  the 
droplet being polymerized, Cf  is  the  final  concentration  in  the masked  area,  then Mpoly  =  (Ci‐
Cf)∙Aphot∙Dsample.  Where  Aphot  is  the  photolysed  area  and  Dsample  is  the  thickness  of  sample. 
Thickness  is  determined  by  fitting  the  absorption  spectrum  to  a  known  concentration  (see 
chapter 2). 
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  The  dependence  of  the  formed  polymer  stiffness  on  the  temperature  is 
presented  in the Table 2. Generally, for the same sample, stiffness  increases with temperature 
increase. 
The dependence of the formed polymer stiffness on the photolysis level is presented in 
the Table 3. Generally, for the same sample, the closer we are to the “100% photolysis” level the 
greater is the stiffness of the formed structures. 
In addition to obvious thermodynamic variables such as concentration, temperature and 
photolysis level we studied the dependence of the stiffness of the resulting polymer on the way 
we form  it  in the polymerized droplet area. In all previous experiments the  laser was admitted 
to the previously selected photolysed area at once. Now, the laser is admitted to the area with 
diameter of 5±1μm. Then we wait for the absorbance in masked area to stabilize and we admit 
the laser to the whole area. Now, as we did before, we apply the forces in order to measure the 
force constant. Typical results are present in Figure 40 
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Table 1 Dependence of Epoly on initial concentration 
Experiment series 
By date 
Initial sample concentration 
g/dl 
Mass of polymer
ng 
Epoly 
kPa 
December 27  28.9  2.8  1.2∙103 
December 25  29.1  2.4  8.7∙102 
December 25  29.1  2.2  6.5∙102 
December 25  29.1  3.9  7.5∙102 
January 02  29.8  2.4  1.2∙103 
December 29  30.2  2.8  1.2∙103 
December 20  32.4  2.5  1.0∙103 
December 20  32.4  2.6  1.1∙103 
December 20  32.4  2.7  1.1∙103 
January 04  33.6  2.8  1.4∙103 
December 29  34.1  2.9  1.5∙103 
December 29  34.1  2.7  1.4∙103 
December 29  34.4  2.3  7.2∙103 
December 22  34.4  2.8  1.4∙103 
December 22  34.4  2.9  1.5∙103 
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Table 2 Dependence of Epoly on temperature 
Experiment 
series 
By date 
Initial sample 
concentration 
g/dl 
Temperature 
degC 
Mass of polymer 
ng 
Epoly 
kPa 
January 02  29.8  20  2.3  9.1∙102 
January 02  29.8  25  2.4  1.2∙103 
January 04  33.6  25  2.8  1.4∙103 
December 29  34.1  25  2.9  1.5∙103 
December 29  34.1  30  2.9  1.5∙103 
January 04  33.6  30  2.9  1.5∙103 
January 02  29.8  30  2.7  1.2∙103 
 
 
In addition to obvious thermodynamic variables such as concentration, temperature and 
photolysis level we studied the dependence of the stiffness of the resulting polymer on the way 
we form  it  in the polymerized droplet area. In all previous experiments the  laser was admitted 
to the previously selected photolysed area at once. Now, the laser is admitted to the area with 
diameter of 5±1μm. Then we wait for the absorbance in masked area to stabilize and we admit 
the laser to the whole area. Now, as we did before, we apply the forces in order to measure the 
force constant. Typical results are present in Figure 40 
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Table 3 Dependence of Epoly on photolysis level 
Experiment 
series 
By date 
Initial sample 
concentration 
g/dl 
Photolysis level 
% 
Mass of polymer 
ng 
Epoly 
kPa 
December 29  30.2  75  1.7  3.3∙102 
December 27  28.9  75  1.5  2.8∙102 
December 29  34.1  75  1.8  4.9∙102 
December 29  30.2  94  2.1  6.1∙102 
December 29  34.1  94  2.2  7.5∙102 
December 27  28.9  94  2.0  4.4∙102 
December 27  28.9  100  2.8  1.2∙103 
December 29  30.2  100  2.8  1.2∙103 
December 29  34.1  100  2.9  1.5∙103 
 
 
 
The data processed for the series of samples is presented in table Table 4 
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Figure 40 Typical response of the sample to the force applied when the laser field diaphragm is opened first 
to 5 µm and then to the final 80 μm. Open squares represent the reference reading of the sample with no induced 
polymerization, filled triangles – with induced polymerization, when diaphragm is opened first to 5 µm and then 
the final 80 μm. For the reference, data collected in regular mode are presented as filled squares. All 3 lines have 
their  respective  linear  fits  shown  through  zero.  Slopes  are:    50.0±0.3  (nm/mN),  57.1±0.3  (nm/mN),  62.3±0.2 
(nm/mN) 
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Table 4 Dependence of polymer stiffness on the way of opening of the diaphragm, 
Experiment 
series 
By date 
Initial sample 
concentration 
g/dl 
Way of opening 
of the  diaphragm
slow/fast 
Mass of polymer 
ng 
Epoly 
kPa 
December 22  34.4  fast  2.8  1.4∙103 
December 20  32.4  fast  2.7  1.1∙103 
December 20  32.4  fast  2.5  1.0∙103 
December 29  29.1  fast  2.4  8.7∙102 
December 29  29.1  fast  2.2  6.5∙102 
December 27  29.1  fast  3.9  7.5∙102 
December 29  34.4  fast  2.9  1.5∙103 
December 29  34.4  fast  2.3  7.2∙102 
December 20  32.4  fast  2.6  1.1∙103 
December 29  34.4  slow  2.5  9.8∙102 
December 29  34.4  slow  2.4  8.1∙102 
December 22  34.4  slow  2.3  6.9∙102 
December 20  32.4  slow  2.2  6.7∙102 
December 25  29.1  slow  2.3  5.0∙102 
December 25  29.1  slow  2.3  3.2∙102 
December 20  32.4  slow  2.2  5.6∙102 
December 20  32.4  slow  2.2  5.8∙102 
December 25  29.1  slow  3.3  3.6∙102 
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All the data sets presented in Table 1 ‐ Table 4 are presented in Figure 41 as the graph of 
polymer  stiffness  vs.  mass  of  polymer  and  in  Figure  42  vs.  concentration  of  monomer  in 
polymer. 
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Figure 41 Dependence of the polymer stiffness on the mass of the polymer. Open squares represent the 
data obtained by varying the photolysis level, filled squares represent different way of opening the diaphragm. 
Green open circles are temperature dependence points. Horizontal error bars represent mainly concentration 
measurement uncertainty. Vertical error bars are hidden within the symbols. 
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Figure 42 Dependence of the polymer stiffness on the concentration of hemoglobin in the polymer Δ. Open 
squares  represent  the data obtained by varying  the photolysis  level,  filled  squares  represent different way of 
opening the diaphragm. Green open circles are temperature depend ce points. Horiz ntal  rror bars re resent 
mainly concentration measurement uncertainty. V rt cal error bars are hidden within the symbols. 
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Chapter 4. Discussion 
 
Microscopic view of the gel 
 
Since the purpose of this work is to measure polymerized sickle hemoglobin rheological 
properties it is helpful to develop a microscopic view of sickle hemoglobin gel structure.  
A limited amount of data exists on the structure of the most physiologically relevant HbS 
aggregated formation, the gel.   In order to characterize our experiments quantitatively we have 
to use  the double nucleation mechanism  (Ferrone et al. 1985).   Because  this mechanism has 
been highly successful in describing quantitative features of polymerization, it can be used with 
some confidence as a way to describe the gel.   However, it must be kept in mind that this is a 
structural prediction from a model, not a direct structural measurement. 
According  to  (Ferrone  et  al.  1985),  the  polymerization  process  starts  with  a 
homogeneous nucleus. Each homogeneous nucleus gives rise to a polymer domain. In order to 
estimate  the number of homogeneous nuclei created  in each experiment a  set of  scripts was 
built to perform the calculations according to double nucleation model. (See Appendix F) 
These calculations yielded Table 5 with the results of the number of domains generated 
for each of the experiment numbers. From this table we can see that number of domains was 
expected  to  range  from  100  to  1∙107  depending  on  temperature  and  concentration.    It  is 
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important  to  note  that  in  the  experiments with  a  different  rate  of  opening we  obtained  a 
different  number  of  domains  by  a  large  factor.      The  number  of  domains  comes  from  a 
computation  of  the  number  of  homogeneous  nuclei.      The  reverse  experiment was  done  by 
(Christoph et al. 2005) when they used birefringent domains to calculate the number of nuclei.  
While the concentration dependence was in excellent agreement with the model, the absolute 
number differed by about 100, i.e. there were fewer observed domains than predicted.   This is 
easy to explain.   Once a domain begins it is possible for it to deplete its local area of monomers 
and thus shut off future domains nearby.   The nucleation calculation, in contrast, assumes the 
same  concentration everywhere.     Thus, expect our experiment  to  represent a  span of a  few 
domains to a very large number.  
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Figure 43 Dependence of Young modulus on the number of homogeneous nuclei, inset shows magnified 
lower left corner 
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Interpretation of the Results 
 
The dependence of  the elastic modulus on  the number of homogeneous nuclei  (and, 
therefore  on  number  of  domains)  is  presented  in  Figure  43.  Some  data  with  either  high 
temperature or high concentration did not fit onto the graph. 
 
Table 5 Dependence of Young’s modulus on the number of homogeneous nuclei. Slow refers to polymerizing 
first a circle of about 5 µm in diameter, then opening it all the way (see chapter 2 for details) 
Date  Concentrat
ion 
 g/dl 
Slow or 
Fast 
Temperature, 
°C 
Homogeneous 
nuclei per t1/10 
Young’s 
modulus 
kPa 
December 20  29.1  slow  25  41  5.0∙102 
December 20  29.1  slow  25  41  3.2∙102 
December 20  29.1  fast  25  1.0∙104  6.5∙102 
December 20  29.1  fast  25  1.0∙104  8.7∙102 
December 20  32.4  slow  25  2.4∙103  5.6∙102 
December 20  32.4  slow  25  2.3∙103  5.8∙102 
December 20  32.4  slow  25  2.3∙103  6.7∙102 
December 20  32.4  fast  25  6.2∙105  1.1∙103 
December 20  32.4  fast  25  5.8∙105  1.0∙103 
December 20  32.4  fast  25  6.2∙105  1.1∙103 
December 20  34.4  slow  25  1.6∙105  6.9∙102 
December 20  34.4  slow  25  1.6∙104  9.8∙102 
December 20  34.4  slow  25  1.6∙104  8.1∙102 
December 20  34.4  fast  25  3.9∙106  7.2∙102 
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Date  Concentrat
ion 
 g/dl 
Slow or 
Fast 
Temperature, 
°C 
Homogeneous 
nuclei per t1/10 
Young’s 
modulus 
kPa 
December 20  34.4  fast  25  4.1∙106  1.5∙103 
December 20  34.4  fast  25  4.1∙106  1.4∙103 
December 29  29.8  fast  25  2.6∙104  1.4∙103 
December 29  29.8  fast  20  2.7∙103  7.5∙102 
December 29  29.8  fast  30  2.0∙105  4.9∙102 
December 29  33.6  fast  25  1.9∙106  1.2∙103 
December 29  33.6  fast  20  3.9∙105  6.1∙102 
December 29  33.6  fast  30  8.2∙106  3.3∙102 
December 29  34.1  fast  25  3.1∙106  1.2∙103 
December 29  34.1  fast  20  6.6∙105  4.4∙102 
December 29  34.1  fast  30  1.2∙107  2.8∙102 
December 29  34.1  fast  25  3.1∙106  9.1∙102 
 
 
Each of the homogeneous nuclei gives rise to a domain; however the main part of the 
domain  is  formed  by  heterogeneous  nucleation,  i.e.  nucleation  from  existing  polymer.  This 
determines  the  next  phase  of  polymer  growth:  the  exponential  phase.  Exponential  growth 
commences  early  in  the  polymeriation  process.    Because  both  homogeneous  and 
heterogeneous  nucleation  processes  are  extremely  sensitive  to  concentration,  once  any 
significant amount of polymer has  formed  the  rates diminish significantly.     We shall  take  the 
amount as 10%.   Further growth of polymer is performed by the elongation of individual fibers. 
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As we compress the sample, we see linear repeatable stress‐strain dependence (chapter 
3,  figure 8). This means  that  the polymer was deformed  in elastic mode of deformation. One 
way  to  interpret  that  response  to  say  that we  have  actually measured  the  elastic  response 
modulus. However, the results presented in (Daniels et al. 2006; Aprelev et al. 2007; Weng et al. 
2008)  suggest  that  there may be another mechanism of  resistance  to  take  into account. The 
experiments show that there exists a Brownian ratchet force, which  is a thermodynamic force 
due to the obstruction of polymer ends by other polymers or the sample boundary. It has been 
shown that the Brownian ratchet force is given by the equation   
Sd
kTF ln           (1) 
where T  is  temperature  in Kelvin, k  is Boltzman’s constant, S  is  the supersaturation of 
the  solution at  the point of  termination, and d  is  the  incremental  length by which a polymer 
grows with  the addition of a single monomer.     This  is  the  force of each  fiber.   Therefore  it  is 
important to know the number of polymers, inferred as above from the models that have shown 
to be successful.   
Knowing  the  dependence  of  polymer  growth  rate  and  number  of  domains  we  can 
determine the total number of polymer ends which reach our piston. Using the linearized form 
of rate equations from (Ferrone et al. 1985), and using the fiber growth rate from (Samuel et al. 
1990) and calculations of homogeneous and heterogeneous rates kindly provided by Dr Rotter, 
we can  integrate the rate equations, and calculate the data for Cp – concentration   of polymer 
ends. The number of polymer ends  reaching our piston  varies  from 4∙104  to 6∙107. The  force 
generated by each fiber is on the order of 10‐9 mN. Even if all the forces are acting perpendicular 
to the direction of the motion of the piston, the total force  is no bigger then 10‐2 mN, which  is 
about 1% of the forces we are dealing with and therefore insignificant.   
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The  Brownian  ratchet mechanism  depends  on  the  occlusion  of  polymer  ends, which 
leaves the gel  in a supersaturated state.     We validated this phenomenon here since we could 
measure  the  terminal  concentration  and  compare  it  to  the  expected  terminal  concentration.   
Figure 45 shows our results.     Weng obtained a relationship of 0.67 of polymer mass expected 
and our  results here are very  close  to  that  finding.     Note  the  significant difference  from  the 
expected results which is also shown in the figure. 
Universality of the curve and its implications 
 
Although  the exact arrangement of  the polymer  is quite different  in  the experiments 
and  depends  on  the  temperature,  concentration  and mode  of  polymer  creation,  all  data  fall 
onto a universal curve.       The curve  is especially surprising as well as significant because of the 
wide  range  of  polymer  structures.        Of  special  interest  is  the  comparison  between  the 
immediate polymerization of the droplet when compared with the opening of the area.   What is 
striking  (cf  Table  4  in  chapter  3)  is  that  the  different methods  created  polymer masses  that 
differed by as much as 20%.  We assume this was the result of the different local geometry and 
fiber  termination  arrangement.      Despite  this  difference  in  local  geometry,  the  final  Young 
modulus  only was  dependent  on  the  amount  of  polymer  that was  formed.      This  therefore 
suggests that the stiffness of gels  is dominated by the polymers and  insignificantly affected by 
their precise arrangement.  One immediately useful consequence of this finding is that it would 
appear that bulk rheology experiments are applicable to microscopic samples. 
The  shape  of  the  curve  is  also  interesting,  since  its  strong  upward  curvature  even 
suggests  that  there might be a  threshold effect.     Our data  is not  sufficient  to establish  this, 
however.    What  is  clear  is  that  the  Young’s  modulus  rises  very  rapidly  as  polymer  mass 
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increases.     This could have  important physiological effects,  since  the more extensively gelled 
cells will be dramatically less deformable than their less gelled counterparts.   Thus, as a clinical 
goal, keeping polymer mass small even  if  it cannot be totally eliminated might have significant 
value.    
We do not have a  theoretical basis  yet  for  the universal  curve.     As a useful  tool  for 
future  analysis,  we  have  plotted  the  data  as  both  a  log‐log  curve  (to  illustrate  power  law 
dependence) as well as a  log‐linear curve  (to demonstrate how exponential growth would be 
manifest)  (Figure  44).      Neither  of  the  two  is  convincingly  superior,  and  both  are  plausible 
descriptions.   Because of the universal behavior of the curve, we are hopeful that a very simple 
description will be adequate.   One intriguing observation is that in the study of ceramics it has 
been found empirically that the Young modulus decreases exponentially with the void volume 
(Spriggs 1961).    If the gel were considered a solid with void inclusions, such a model would then 
argue  for exponential growth of  the modulus with polymer mass.     Unfortunately  there  is no 
compelling connection as yet, since  the void volume was much  less than seen here, and since 
even so the results were empirical and not based on theory.      
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Figure 44 log‐log and log‐lin plot of the universal curve 
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Figure  45  Comparing  our  results with  theoretical  prediction  of  (Ferrone  2004)  –  slope=1, 
results of (Aprelev et al. 2007; Weng et al. 2008) slope=0.67. The slope of best fit line for our data 
has a slope of 0.66. The data which was used to make this figure is presented in Table 6 
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Table 6 Dependence of the amount of monomer was used to build polymer vs, the one that should have been 
used according to (Ferrone 2004). The table is graphed on Figure 45 
Experiment series 
By date 
cf‐cS 
g/dl 
ci‐cs 
g/dl 
December 22  11.6  8.5 
December 20  11.6  8.8 
December 22  11.6  8.7 
December 20  11.6  10.1 
December 20  11.6  9 
December 20  11.6  9.6 
December 20  14.9  8.5 
December 20  14.9  9 
December 20  14.9  8.8 
December 20  14.9  10.5 
December 20  14.9  10.2 
December 20  14.9  9.9 
December 20  16.9  9.3 
December 20  16.9  9.9 
December 20  16.9  9.5 
December 20  16.9  9.5 
December 20  16.9  11.5 
December 20  16.9  10.9 
December 29  12.3  9.7 
December 29  10.8  8.8 
December 29  13.3  10.1 
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Experiment series 
By date 
cf‐cS 
g/dl 
ci‐cs 
g/dl 
December 29  16.1  11.1 
December 29  17.1  11.7 
December 29  16.6  11.2 
December 29  17.6  11.7 
December 29  16.6  9.6 
December 29  16.6  7.6 
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Conclusions 
 
The goal of this work set forth at the end of chapter 1 has been fulfilled. In this work we 
present first known consistent, reproducible measurement of sickle Hb gel rigidity on size scales 
close to the sizes of red blood cells. The array of experimental data obtained in chapter 3 allows 
us to conclude that the approach is highly reproducible and self‐consistent.  
A universal dependence of Young modulus  vs polymer mass has been observed. This 
dependence is quite high, and may reflect a threshold for stiffness.  In any event, it is clear that 
highly  polymerized  gels  will  be  very  undeformable,  and  this  may  have  important  clinical 
consequences. 
 Dependence on total polymer concentration means that bulk rheology will also apply to 
microscopic samples.  
Further studies should be directed towards establishing the origin of the universal curve 
that we observe. Depending on  the  results,  there may be different  implications both  for  the 
clinical picture and for the fundamental properties of the sickle hemoglobin gel. 
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Appendix A. Wiring Diagrams 
 
 
 
”Everything Box” block diagram, synchronization and magnets part 
 
PCI-6722
screw terminal
magnet amplifier
To magnets through
amphenol connectro on
the back
power
in
From lab power
supply
To LED
through BNC on the backRibbon connector 1 - to
CTR20HD
Ribbon connector 2 - to
CTR20HD
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Connections inside the “Everything Box”   
gray
white 
purple
orange 
white 
white 
white
purple 
white
purple 
gray 
purple 
brown 
gray 
orange 
PCI-6722 
Name N 
PFI3 42 
DG 50 
PFI5 6 
DG 44 
PFI0 11 
DG 39 
AO0 22 
AO1 21 
AO2 57 
AO3 25 
AO GND 58 
CTR20HD 
Name  N 
CTR2 OUT_A  6 
CTR 1OUT_A  2 
IRQAB_IN  26 
CTR1 GATEA 3 
CTR3 OUTA  10 
CTR3 GATEA 11 
CTR1 GATEB 29 
CTR1 CLKB  27 
CTR4 OUTA  14 
BNCs   (rear) 
 
N Name 
SYNC IN 
T‐TTL IN 
T‐SW IN 
To magnetic 
amplifier 
To sync LED
orange 
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blue
white 
USB 6008 – “T” 
       (FastCamPC) 
Name  N
A01  14
GND  16
AI1+  5
AI1‐  6
P0.0  17
P0.1  18
To H‐bridge
From Omega
LED “cool” 
LED “heat” 
laser 
lamp 
USB 6008 – “S” 
      ( SlowCamPC ) 
N Name
17 P0.0
18 P0.1
5 AI1
8 AI2
To shutter 
controllers 
105 
 
”Everything Box” block diagram, temperature and shutters part 
 
USB 6008 "T" USB 6008 "S"
Omega i8n
display
USB
USB
AC
Thermocoupl
e
H-bridge
temperature driver
Peltier
 modules
binding
posts
+12v PSU
AC
+12v PSU
Shutter amplifier
Shutters
through
binding
posts
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Magnet amplifier (designed by Dr. Aprelev) pinout, cable correspondence  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
A B C D E F magnets cable
gray brown purple
To PCI-622 screw terminal board
-15v
blue
A
yellow
+15v
red
C
w/red
COM
brown
B
gray
inside
cable  
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Apendix B Sample stage drawing 
 
 
 
12.95'
3.7'
2.7'
2.8'
3.7'
0.25'
1.1'
1.7'
7.75'  
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Appendix C. Selected pieces of code. 
 
 
Part 1. Fast filling algorithm (Part of the image manipulation library) 
 
// From Line.h 
//================================ 
 
typedef class Line { //  class represents a horizontal line 
public: 
 static int NumPixels; // Total number of pixels per class 
 static int NumLines; // Line objects created 
 
 int LineID;  // Line identifier 
 int LineAdded;  // Whether the line was already included in some droplet (particle) 
 
 int x1, x2, Y;  // Line goes x1->x2 at y coordinate Y 
 float64 Intensity; // Total of grayscale intensity 
 float64 MeanX;  // Mean X weighted by intensity 
 float64 MeanY; 
  
 int NumParticle; // Number of particle (droplet) where this line belongs to 
 void *Field; 
 int X; 
 
 float64 SumXX; // Sum(X2) 
 float64 SumXY; // Sum(X*Y) 
 float64 SumYY; // Sum(Y*Y) 
 
private: 
 Line(): NumParticle(-1) {} // private default constructor 
 
public: 
 Line(int x1, int x2, int Y, float64 MeanX, float64 MeanY, float64 SumXX, float64 SumYY,  
float64 SumXY, float64 Intensity): x1(x1), x2(x2), Y(Y), Intensity(Intensity), 
MeanX(MeanX), MeanY(MeanY), NumParticle(-1), Field(Field), 
 SumXX(SumXX), SumYY(SumYY), SumXY(SumXY) 
 { 
  NumPixels = x2-x1+1; 
  LineID = NumLines++; 
  LineAdded = 0; 
 } 
 
 ~Line() {if(LineAdded !=1) MyDbgPrintf("Line%d %d, %d-%d added %d times!", LineID, Y, x1, 
 x2, LineAdded);}; 
  
 // Using default copy constructor 
 
} *pLine;  // Line pointer type 
 
// From Particle.h 
//================================ 
typedef class ParticleArea  {   // Class, where each object is a droplet 
private: 
 uInt32 NumPixels;   // Total number of pixels in this instance 
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 float64 MeanX, MeanY, Intensity; // Weighted means and total intensity 
 int UpperCutoffArea;   // Reject all particles with area > this 
 float64 Ixx, Iyy, Ixy; 
 uInt32 BoxX0, BoxY0, BoxX1, BoxY1; 
 
 std::vector<MZIMLPOINT> Points;   
 std::vector<MZIMLPOINT> BoundaryPoints; 
 
 ParticleArea() {MyDbgPrintf("Constructed!!");}; 
  
 ParticleArea(const ParticleArea& p) { 
  MyDbgPrintf("Copied!!!"); 
 } 
 
 void AddLinePoints(const Line &Line) { // Add all points of line to the particle 
  MZIMLPOINT p(0,0); p.Y = Line.Y; for(int i=Line.x1; i<=Line.x2; i++) 
 {p.X = i; Points.push_back(p);} 
 } 
  
 void AddParticlePoints(const ParticleArea &Particle) { // Add all points of particle to the particle 
  for(int i=0; i<Particle.Points.size(); i++) 
   Points.push_back(Particle.Points[i]); 
 } 
 
public: 
 ParticleArea(Line *Line, int UpperCutoffArea);  // Public constructor 
 ~ParticleArea();  
 
 
 
 // Different Properties 
 float64 GetMeanX(void) { return MeanX;} 
 float64 GetMeanY(void) { return MeanY;} 
 float64 GetIntensity(void) {return Intensity;} 
 float64 GetIxx(void) {return Ixx;} 
 float64 GetIyy(void) {return Iyy;} 
 float64 GetIxy(void) {return Ixy;} 
 
 uInt32 GetArea(void) {return NumPixels;}; 
 uInt32 GetBorderSize(void) {return BoundaryPoints.size();}; 
 uInt32 GetBoxX0(void) {return BoxX0;}; 
 uInt32 GetBoxY0(void) {return BoxY0;}; 
 uInt32 GetBoxX1(void) {return BoxX1;}; 
 uInt32 GetBoxY1(void) {return BoxY1;}; 
 
 void CalculateFeret(float64 *FeretDiameter, uInt32 *FeretX0, uInt32 *FeretY0,  
uInt32 *FeretX1, uInt32 *FeretY1); // Feret diameter calculation 
 
 void AddLine(Line &Line); // Line addition 
 void AddParticleArea(const ParticleArea &ParticleArea); // Add another ParticleArea object 
 
 void Deactivate(void) { 
  Active = false; 
  Points.clear(); 
 } 
 
 
 
 void GetPoints(MZIMLAREA **Area) { 
  int i; 
  MZIMLPOINT p(0,0); 
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  for(i=0;i<Points.size();i++) { 
   p=BoundaryPoints[i]; 
   p = Points[i]; 
   (*Area)->Points[i] = p; 
  } 
 
  (*Area)->dimSize = Points.size(); 
 } 
 
 bool Active; 
 int MergedWith; 
 
} *pParticleArea; // pointer to class 
 
// From Shot.h 
//================================ 
// Function implementing fast filling algorithm as a part of image manipulation library 
// T is a base type of image (uint8, uint16, double). 
// Function is protected by the outside mutex 
template <class T> void Shot<T>::ThresholdIslands(ConditionType Condition,  float64 Threshold1, float64 
 Threshold2, uInt32 UpperCutoffArea, uInt32 LowerCutoffArea,  
CENTROID_LIST ***CentroidList, MZIMLAREA_LIST ***Area) 
{ 
 int Ysize = Y; 
 int Xsize = X; 
 T *TheShot = *Image; 
 int i,j; 
 ParticleArea *Particles[100000]; 
 int NumParticles=0; 
 int NumRealParticles =0; 
 Line *UpperLine[300]; 
 Line *CurrentLine[300]; 
 int UpperLineNumber, CurrentLineNumber; 
 int UpperPointer, CurrentPointer; 
 
 Line::NumPixels = 0; 
 Line::NumLines = 0; 
 
 UpperLineNumber = 0; 
 
 // Going line by line 
 for(i=0;i<Ysize;i++) { 
  // Scan Current Line -  get all continuous sub-lines from current line  
  CurrentLineNumber = ScanLine(i, CurrentLine, Xsize/2+1, Condition,  
Threshold1, Threshold2);  
 
  UpperPointer = 0; 
  CurrentPointer = 0; 
 
  // Going over previous (upper) sub-lines, uniting them together with this one 
  while(UpperPointer<UpperLineNumber && CurrentPointer<CurrentLineNumber) { 
   if(CurrentLine[CurrentPointer]->x1<=UpperLine[UpperPointer]->x2 &&  
    CurrentLine[CurrentPointer]->x2>=UpperLine[UpperPointer]->x1) { 
    // sub-lines have common part 
    int temp = UpperLine[UpperPointer]->NumParticle; 
 
    for(int kk=0;(kk<100) && (!Particles[temp]->Active);kk++) 
     temp = Particles[temp]->MergedWith; 
 
    if(!Particles[temp]->Active) // Sanity check 
     MyDbgPrintf("Not active prtcl"); 
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    if(CurrentLine[CurrentPointer]->NumParticle == -1) { 
     CurrentLine[CurrentPointer]->NumParticle = temp; 
     Particles[temp]->AddLine(*CurrentLine[CurrentPointer]); 
    } else { 
     if(CurrentLine[CurrentPointer]->NumParticle != temp) { 
      Particles[CurrentLine[CurrentPointer] 
->NumParticle]-
>AddParticleArea(*(Particles[temp])); 
      Particles[temp]->Deactivate(); 
      Particles[temp]->MergedWith = 
 CurrentLine[CurrentPointer]->NumParticle; 
      UpperLine[UpperPointer]->NumParticle =  
      CurrentLine[CurrentPointer]->NumParticle; 
     } 
    } 
   } 
 
   if(UpperLine[UpperPointer]->x2 > CurrentLine[CurrentPointer]->x2) { 
    if(CurrentLine[CurrentPointer]->NumParticle == -1) { 
     Particles[NumParticles] = new ParticleArea( 
CurrentLine[CurrentPointer], UpperCutoffArea); 
CurrentLine[CurrentPointer]->NumParticle = 
NumParticles; 
     NumParticles++; 
    } 
    CurrentPointer++; 
   } else 
    UpperPointer++; 
  } 
   
 
 
 
  if(CurrentPointer<CurrentLineNumber)  
   if(CurrentLine[CurrentPointer]->NumParticle == -1) { 
    Particles[NumParticles] = new ParticleArea( 
CurrentLine[CurrentPointer], UpperCutoffArea); 
    CurrentLine[CurrentPointer]->NumParticle = NumParticles; 
    NumParticles++; 
   } 
 
  // Make particles from all the rest 
  for(j=CurrentPointer+1; j<CurrentLineNumber; j++) { 
   Particles[NumParticles] = new ParticleArea(CurrentLine[j], UpperCutoffArea); 
   CurrentLine[j]->NumParticle = NumParticles; 
   NumParticles++; 
  } 
 
  // Deallocate UpperLine 
  for(j=0; j<UpperLineNumber; j++) 
   delete UpperLine[j]; 
 
  // CurrentLine -> UpperLine 
  UpperLineNumber = CurrentLineNumber; 
  memcpy(UpperLine, CurrentLine, CurrentLineNumber*sizeof(void *)); 
 } 
  
 // Deallocate UpperLine 
 for(j=0; j<UpperLineNumber; j++) 
  delete UpperLine[j]; 
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 MyDbgPrintf("%d Pixels scanned", Line::NumPixels); 
 
 //Transfer all data to CentroidList 
 for(i=0;i<NumParticles;i++) { 
  if(Particles[i]->Active && (Particles[i]->GetArea()>LowerCutoffArea) &&  
(Particles[i]->GetArea()<UpperCutoffArea)) 
   NumRealParticles++; 
  else { 
   Particles[i]->Active = false; 
  } 
 } 
 
 MyDbgPrintf("%d(%d) active particles found!", NumRealParticles, NumParticles); 
 
 /* Allocate array to hold all particles(droplets)  information according to LabVIEW rules */ 
 if(*CentroidList == NULL) { 
  if((*CentroidList = reinterpret_cast<CENTROID_LIST**> 
(DSNewHandle(sizeof(CENTROID_LIST)+(NumRealParticles-1)*sizeof( 
CENTROID))))==NULL) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
throw ImagingException(IE_NOMOREMEMORY, "at 
Shot::ThresholdCentroids"); 
  } 
 } else { 
  if((DSSetHandleSize(*CentroidList, sizeof(CENTROID_LIST)+(NumRealParticles- 
   1)*sizeof(CENTROID))) != noErr) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
throw ImagingException(IE_NOMOREMEMORY, "at 
Shot::ThresholdCentroids"); 
  } 
 } 
 
 (**CentroidList)-> dimSize=NumRealParticles; 
 
 /* Allocate MZIMLAREA structure */ 
 if(*Area == NULL) { 
  if((*Area = reinterpret_cast<MZIMLAREA_LIST**>( 
DSNewHandle(sizeof(MZIMLAREA_LIST)+(NumRealParticles-
1)*sizeof(MZIMLAreaHandle))))==NULL) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
   throw ImagingException(IE_NOMOREMEMORY, "at Shot::ThresholdArea"); 
  } 
 } else { 
  if((DSSetHandleSize(*Area, sizeof(MZIMLAREA_LIST)+(NumRealParticles- 
   1)*sizeof(MZIMLAreaHandle))) != noErr) { 
   for(i=0;i<NumParticles;i++) 
    delete Particles[i]; 
 
   throw ImagingException(IE_NOMOREMEMORY, "at Shot::ThresholdArea"); 
  } 
 } 
 (**Area)-> dimSize = NumRealParticles; 
 
 for(i=0, j=0;i<NumParticles;i++) { 
  if(Particles[i]->Active){ 
   MyDbgPrintf("Particle N%d, Area = %d", i, Particles[i]->GetArea()); 
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   // Allocate appropriate MZIMLAREA 
 
   if(((**Area)->Islands[j] =  
    reinterpret_cast<MZIMLAREA**>  
(DSNewHandle(sizeof(MZIMLAREA)+(Particles[i]-
>GetArea()-1) 
*sizeof(MZIMLPOINT)))) == NULL) { 
 
    for(i=0;i<NumParticles;i++) 
     delete Particles[i]; 
 
    throw ImagingException(IE_NOMOREMEMORY,  
"at Shot::ThresholdArea"); 
   } 
   // transfer the data 
   Particles[i]->GetPoints((**Area)->Islands[j]); 
 
   (**CentroidList)->Centroids[j].Area = Particles[i]->GetArea(); 
   (**CentroidList)->Centroids[j].Intensity = Particles[i]->GetIntensity(); 
   (**CentroidList)->Centroids[j].Y = Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
 
   (**CentroidList)->Centroids[j].X = Particles[i]->GetMeanX()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Iyy = Particles[i]->GetIxx() -  
    Particles[i]->GetMeanX()*Particles[i]->GetMeanX()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Ixx = Particles[i]->GetIyy()- 
    Particles[i]->GetMeanY()*Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].Ixy = Particles[i]->GetIxy() - 
    Particles[i]->GetMeanX()*Particles[i]->GetMeanY()/Particles[i] 
->GetIntensity(); 
   (**CentroidList)->Centroids[j].BoxX0 = Particles[i]->GetBoxX0(); 
   (**CentroidList)->Centroids[j].BoxY0 = Particles[i]->GetBoxY0(); 
   (**CentroidList)->Centroids[j].BoxX1 = Particles[i]->GetBoxX1(); 
   (**CentroidList)->Centroids[j].BoxY1 = Particles[i]->GetBoxY1(); 
   Particles[i]->CalculateFeret(&((**CentroidList)->Centroids[j].FeretDiameter), 
    &((**CentroidList)->Centroids[j].FeretX0), 
    &((**CentroidList)->Centroids[j].FeretY0), 
    &((**CentroidList)->Centroids[j].FeretX1), 
    &((**CentroidList)->Centroids[j].FeretY1)); 
   j++; 
  } 
 }  
 // Release all memory 
 for(i=0;i<NumParticles;i++) 
  delete Particles[i]; 
} 
114 
 
Part 2. Selected Virtual Instruments 
 
Block diagrams of 2 virtual  instruments  (Vis)  is presented here. First goes  the VI  that 
controls  temperature,  and  then  we  present  the  slow  camera  controlling  VI  for 
microspectrophotometry automation suite. 
ThermoControlThread.vi 
This  thread  controls  temperature  on  the  microscope  stage.  It  accepts  commands  to 
ThermoInputQueue (precreated) and dumps output (errors and such) to UIQueue. Logging queue may be 
provided as well 
 
Connector Pane 
  
Controls and Indicators 
  ThermoInputQueue The queue to submit information to the temperature controller 
(precreated) 
 
  ControlInputQueue Control thread input queue by name (currently unused)  
  UI queue User interface output queue by name 
  BoardNum The board number used when installed with InstaCal. Can be 0 to 100. 
  T reading channel Temperature reading channel (specified for instacal)  
  TDrivibng Channel N temperature drving channel. Specified for instacall  
  V0 Offset voltage, when no heating and no cooling happens. 
  Log in Logging queue in (reference) 
  error out Error out 
    status The status boolean is either TRUE (X) for an error, or FALSE (checkmark) 
for no error or a warning. 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
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  code The code input identifies the error or warning. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
  source The source string describes the origin of the error or warning. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
 
 
Front Panel 
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Block Diagram 
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(MeasureSpectrum).vi 
Measures spectrum by controlling camera, monochromator and Picomotors® (to account for 
objective distortions) 
 
Connector Pane 
 
 
Front Panel 
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Controls and Indicators 
 
 
Start Start wavelength
 
 
 
Step (nm) Difference between successive wavelengthes in the spectrum 
 
 
 
Steps Number of different wavelength in the spectrum
 
 
 
ROI Region of interest on the camera
 
  s1  
  s2  
  sbin  
  p1  
  p2  
  pbin  
 
 
Average How many successive shots to average
 
 
 
ExposureTime Exposure time, if no auto exposure
 
 
 
SubtractDark If true, then a separate dark image is measured in the beginning, and 
subtracted from all the subsequent ones. 
 
 
 
AutoExposure if true then exposure time is defined automatically 
 
 
 
InputQueueName Input queue (where all the commands go) specified by name. Should 
be already created 
 
 
 
OutputQueueName Output queue (where all the progress output goes), specified by 
name 
 
 
 
Camera in Camera identifier in
 
  Camera id
 
 
error in (no error) The error in cluster can accept error information wired from VIs 
previously called.  Use this information to decide if any functionality should be bypassed in the 
event of errors from other VIs. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information about the 
error displayed.  
 
  status The status boolean is either TRUE (X) for an error, or FALSE (checkmark) 
for no error or a warning. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
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  code The code input identifies the error or warning. 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
  source The source string describes the origin of the error or warning. 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
 
 
Monochromator port Name of VISA port with Acton monochromator 
 
 
 
Picomotor Resource VISA name of the resource where picomotors(r) controller listens 
for commands 
 
 
 
Move Picomotors @ each shot If true then picomotors(r) nanopositioner is moved at 
each shot 
 
 
 
Steps to move, steps/nm How many steps to move at each shot 
 
 
 
Camera out Camera identifier out
 
Camera id
 
 
error out The error out cluster passes error or warning information out of a VI to be 
used by other VIs. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information about the 
error displayed. 
 
  status The status boolean is either TRUE (X) for an error, or FALSE (checkmark) 
for no error or a warning. 
 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
  code The code input identifies the error or warning. 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
  source The source string describes the origin of the error or warning. 
The pop‐up option Explain Error (or Explain Warning) gives more information 
about the error displayed. 
 
 
 
Movie Measured spectrum as MZIML movie
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Block Diagram 
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Appendix D Brief operators manual for microspectrophotometry suite 
software 
 
This  manual  briefly  describes  main  functions  of  the  microspectrophotometry  suite 
automation  software.  The  screenshot  of  the  main  screen  of  microspectrophotometry  suite 
software is presented in Figure 46 
 
 
The  screen  is divided  in 4 main  areas. The upper  left  area  is  an  image display. Using 
palette of  tools  to  the  left of  the  image you  can  select appropriate  region of  interest on  the 
image, magnify it and drag to the desired position.  
 
Figure 46 Screenshot of microspectrophotometry suite software 
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The  lower  left part of the screen  is  intended for general control operations. There you 
can select which particular image to display, specify the current displayed wavelength of the set 
of spectral images. A special indicator shows what images are currently present in the memory. 
The “ready” light shows when the software is ready to process user input, “stop” button allows 
to stop lengthy operation and “quit” button exits the program.  
 
 
 
 
Preview  switch, allows viewing  current  image  from  the  camera. Extract button allows 
you to create an artificial baseline image using the region of interest on the same image you are 
using  as  the  transmittance  image. Process button works when  there  is  a baseline  image  and 
transmittance  image. It creates a pixel‐by‐pixel absorption  image. Also, you can specify sample 
thickness  in  the  space  provided  for  “thickness”.  “record”  indicator  indicates  whether  the 
program is in kinetics mode and records images into a set of images called a movie. “Last Error” 
 
Figure 47 Blown up left lower area of Figure 46 
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indicator  shows  the  error  message  (if  any)  from  the  system.  “Total  Map”  button  builds  a 
concentration map using the spectral decomposition settings from the right upper subpanel. 
The  lower right subpanel  is shown  in Figure 49.  It  is  intended  to do specific operation 
with  microspectrophotometric  images.  It  has  multiple  tabs,  the  most  important  being  the 
“Spectrum” tab. Amplitude vs. wavelength graph represents the spectrum (white circles), fit by 
the components specified  in “use for decomposition”  indicator.   When “on the fly” switch  is  in 
upper position, then the live data is displayed as you scan the image to the left with your mouse. 
Otherwise, after obtaining Reference and Transmittance series of  images, you should define a 
region  of  interest  on  the  screen  and  press  “fit  ROI”  button.  This will  display  the  fit  on  the 
“amplitude vs wavelength”  indicator. Concentrations, calculated  from absorbance spectrum fit 
with individual components (see chapter 2 for details) assuming the thickness entered on lower 
left pane. On the “Use for decomposition” control you can toggle spectral components you use 
for the decomposition. 
Sometimes,  the measured  spectra are  shifted by  constant wavelength  from  reference 
ones. We  believe  that  the  imperfect  grating  position  inside  the monochromator  is  the  chief 
reason. If such a case is suspected, then you should define a region of interest on the screen and 
press  
“Estimate Correction” button. The software will find the optimal correction value, displayed  in 
“Lambda Correction OTF” indicator. In order to use this value “Lambda correct” button must be 
pressed before any of the fits. 
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The other  important  tab of  the upper  right part  is  the camera  tab. The camera name 
field  is used to display the name of the attached camera. It displays “no camera present”  if no 
PVCAM compatible camera is connected. In this mode you can still work with the software but 
you have to  load the spectra  from the disk. Right below the camera name  indicator there  is a 
current ROI descriptor. It also specifies binning. If you do not want to measure the whole area, 
you  have  to  specify  the  ROI  on  the  image  indicator,  and  then  you  should  press 
“SetCamROIButton”. From now on, you will be working with the region of interest you defined. 
If  you  wish  to  reset  the  defined  region  of  interest  back  to  full  screen,  please  press 
“ResetCamROI” button. 
 
Figure 48 the upper right area of the screen from Figure 46, camera tab, magnified 
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In order to get a spectrum you have to get of the reference (or baseline) spectrum (set 
of images) and transmittance spectrum (set of images). You can get them by measurement, by 
pressing  appropriate  “Measure” button, or  load  them  from  the disk, by pressing  appropriate 
load button. File name is specified in the bottom right pane. At the very bottom of the Figure 48, 
a  set  of  controls  is  located  indicating  the  parameters  of  the  spectrum  being  processed  or 
measured. You can specify start wavelength, step  in nm, number of steps, number of camera 
shots to average for each step, and exposure time. 
 
The  bottom  right  pane  has  auxiliary  purpose.  You  can  specify  the  file  names  for  the 
transmittance and reference spectra, and some other settings. At the very bottom of this pane, 
the progress bar is located to show the progress of any long operation. 
 
Figure 49 The upper right area of the screen from Figure 46, Spectrum tab, magnified. 
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On normal exit of the program (through the “quit” button) all current values of controls 
are remembered until the next launch of the program. 
 
 
 
Suggested way of operating the program is as follows: first you position your sample on 
stage  and  flip  the  “preview”  switch.  Then  you  position  your  sample  to  the  precise  area  you 
would  like  to measure. Then you press “measure” button  in order  to measure  transmittance. 
After  it  is done, you have  to  load  the previously measured reference spectrum, or obtain one 
from  the  same measurement  if possible.  Then,  “process” button makes  an  absorption  set of 
images from the transmittance and reference spectra. 
By flipping the “show live” switch and scanning the image by mouse you can select the 
area  that  you  like,  define  region  of  interest  and  press  “Fit  ROI”  button  in  order  to  get  the 
spectral  fit  in  the  selected  region  of  interest.  Before  doing  any  fits,  you  should  select 
components  of  the  fit  and  set  up  thickness.  The  concentration  indicator will  show  you  the 
concentrations measured.   
 
Figure 50 Bottom right pane, the settings pane 
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Appendix E. Experiment to validate thickness measurement 
 
 
 
In order to validate the way of measuring thickness by change in droplet area as viewed 
under a microscope special experiment was designed. One of the objectives was substituted by 
a fiber almost touching the sample chamber. The usual (see chapter 2) hemoglobin‐castor oil ‐ 
heptane mixture was loaded under the piston. The core of the Y‐fiber was positioned outside of 
the droplet of hemoglobin.  The webcam  sensor  SN9c101 was positioned  in  the  intermediate 
image plane of the objective  (See Figure 51). The objective  is focused on the droplet, which  is 
illuminated by side rays that are coming from the fiber. 
 
X-Y
translator
solenoids
F
Y fiber
SN9C101
PC
Tungsten lamp
Filmetrics F20
 
Figure 51 Experimental setup for an Appendix E experiment 
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One end of the Y‐ fiber was attached to the commercial Filmetrics® F20 interferometric 
thin  film  measurement  device,  the  other  one  –  to  the  light  source  (tungsten  lamp  from 
Filmetrics® F20 device). Initial measurement of the thickness was performed by Filmetrics® F20, 
assuming  refractive  index of pure heptane n=1.387.   Area of  the droplet was determined by 
webcam  in  the  same way  as  in  the  experimental  procedure.  In  order  to make  picture more 
contrast a blue  filter with absorbance displayed on Figure 53 was  inserted between  the  light 
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Figure 52 Thickness measurement done by droplet area vs Filmetrics® measurement. Final and initial 
points from the measurement are presented together. Fit is done through the set of points. Line is restricted to 
pass through (0,0) point 
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source and the fiber. In each trial we had 2 measurements:  initial and final. Before making the 
final measurement we waited until the area reading stabilized (up to several minutes). 
The results are presented in Figure 52 and in Table 7.  
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Figure 53 Absorbance of the color filter used (measured by HP HP 8452A spectrophotometer) 
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Table 7. Experimental results 
#  Intial 
thickness by 
Filmetrics® 
nm 
Final thickness 
by Filmetrics® 
nm 
Final thickness by 
droplet method 
nm 
Difference 
between two 
measurements 
nm 
1  4273 3753  3728  25 
2  4291 3754  3746  8 
3  4328 3765  3747  18 
4  4357 3827  3838  ‐11 
5  4386 3831  3814  17 
6  4405 3837  3833  4 
7  4434 3898  3855  43 
8  4451 3965  3945  20 
9  4536 4003  3995  8 
10  4632 4008  4028  ‐20 
11  4601 4018  3993  25 
12  4572 4041  4034  8 
13  4597 4053  4060  ‐7 
14  4587 4077  4077  ‐1 
15  4680 4151  4181  ‐30 
16  4797 4196  4199  ‐4 
17  4786 4252  4278  ‐26 
18  4818 4270  4287  ‐16 
19  4858 4295  4316  ‐21 
20  4881 4334  4330  4 
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Appendix F. The script for calculation of double nucleation model parameters 
 
 
 
Here we present integration of standard double nucleation model scripts into LabVIEW 
environment. One of  the main reasons  for  this  integration was  to  take advantage of LabVIEW 
automatic unit handling and conversions system. 
nucleationcalc.vi 
Calculates nucleation rates B and f0 for double nucleation model 
 
Connector Pane 
  
Front Panel 
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Controls and Indicators 
  Concentration Concentration of sickle hemoglobin
 
 
  T Temperature  
  Fraction xx Fraction of the hemoglobin that is able to polymerize  
  Thickness Sample thickness 
  Diameter Diameter of photolysed spot 
  Volume Resulting volume 
  F0 Homogeneous nucleation rate parameter F0 
  logB0 log of B0 ‐ heterogeneous nucleation parameter 
  Homogeneous Rate True homogeneous rate for this sample volume  
  Area Resulting Area 
  Delay time 1/10 time (Ferrone, 1985) 
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Block Diagram 
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Appendix G Progress of gelation 
 
 
 
A  separate  experiment  was  implemented  to  measure  the  concentration  change  in 
progress of gelation of sickle hemoglobin  in droplets. For this we had a microscopic slide used 
for metastability effect measurements  (see,  for  instance  (Weng et al. 2008)).  It consists of an 
emulsion  prepared  of  castor  oil  and  hemoglobin.  A  29nm  radius  droplet was  selected,  and 
polymerized all except  the wedge  (see chapter 2 of  this  thesis and  (Aprelev et al. 2007)). The 
absorbance at isosbestic point (425.1nm) was measured vs time. Since extinction coefficient for 
HbS at 425.1 is well known (Friebel et al. 2005), concentration vs time dependence in the corner 
was calculated. Using  the mass conservation, and  the  fact  that volume change of droplet was 
less than 2%, we calculated Δ, concentration of hemoglobin that makes our polymer. 
The measured concentration in the corner is presented in Figure 54 
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Figure 54 Measured time dependence of monomer concentration in wedge area. We are mostly interested 
in the final value  
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Recalculated dependence of Δ vs. time is presented in Figure 55. 
 
Using exponential growth fit of Young’s modulus vs. Δ dependence (see chapter 4, the 
universal  curve)    expAE ,  A=  56±15,  τ=3.5±0.3,  this  dependence  was  remapped  to 
Young’s modulus vs. time dependence. The results are presented in Figure 56. 
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Figure 55 Concentration of hemoglobin in polymer vs time 
0 200 400 600
40
60
80
100
120
140
160
180
200
220
240
 
 
E
, k
Pa
Time, s
 
Figure 56 Dependence of Young’s modulus on time 
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