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ABSTRACT 
 
Many scientists and government agencies rely on fecal indicator bacteria (FIB) to determine 
the risk of exposure to pathogens in water. If there is a presence of these indicator bacteria, 
pathogenic microorganisms may also be present. These bacteria in recreational water bodies 
pose a health threat to people if ingested during activities such as swimming or from the 
consumption of marine life. The most commonly tested FIB are total coliforms, fecal 
coliforms, Escherichia coli, fecal streptococci, and enterococci. The measurement of bacteria 
can be time consuming (up to 48 hours) and expensive, creating a difficulty in warning the 
public of a potential risk. Ideally, a predictive model could determine the FIB concentration 
in real-time, eliminating the current delays.  Many analytical, statistical, process-based, and 
empirical models exist for water quality prediction, but produce a low level of precision and 
accuracy. Artificial neural network (ANN) models create a better model for predicting water 
resource variables because they are often capable of modeling complex systems of behavioral 
rules or underlying physical processes that are often difficult to simulate. An ANN is a 
computational model based on the biological neural networks.  ANNs consists of processing 
units known as neurons or nodes that are joined by weighted connections. The connections 
are adjusted by determining an error quantity between the newly predicted output and the 
actual output and then applying the correction to each weighted node allowing the network to 
“learn” as it applies the correction for all data in the model. By modeling the ANN using 
easily recorded inputs to predict indicator bacteria, the concentration of bacteria can be 
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provided almost instantaneously through the model. Due to the non-linear behaviors of most 
water quality parameters and the learning capabilities of ANNs, the development of a model 
could provide an adequate method for determining the risk for pathogen exposure in a timely 
manner. 
 
 The study determined that ANN models performed well at predicting E. coli concentrations 
that were around or greater than 126 cfu/100 mL. The results determined that focusing on 
specific locations for ANN models provided a higher accuracy. 
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 CHAPTER 1  
 INTRODUCTION 
1.1 Objective 
The main objective of this study is to develop three predictive models using artificial neural 
networks and linear regression modeling for E. coli concentrations in order to reduce the 
response time of warning the public of potentially hazardous waters. The specific tasks are the 
following: 
 
1. The first objective is to develop an artificial neural network and linear regression 
model using the database provided from Capps (2015) for the Ross Barnett Reservoir 
in Jackson, MS. 
2. The second objective is to develop an artificial neural network and linear regression 
model using a collective database from EPA’s STORET warehouse as well as the 
data from Ross Barnett Reservoir in Jackson, MS. 
3. The third objective is to develop an artificial neural network and linear regression 
model using data provided by the United States Geological Survey for BacteriALERT 
from the Chattahoochee River in the Atlanta, GA region. 
4. The final objective is to compare the three models and determine (a) if the ANN 
model outperforms the regression model, and (b) how well the model predicts E. coli 
concentrations that exceed the allowable limit of 126 cfu/100 mL. 
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1.2 Organization of Thesis 
 
Chapter 1 – Introduction: This chapter describes the motivation for this study and presents 
a brief discussion of pathogen monitoring while highlighting the benefits of using ANN 
modeling for pathogen prediction. Brief summaries of the content for each chapter are also 
described. 
 
Chapter 2 – Literature Review: This chapter includes a brief literature review related to the 
research conducted within this study. Many publications that are relevant to water quality 
testing through the use of ANN modeling are highlighted. 
 
Chapter 3 – Artificial Neural Network: This chapter discusses the background to artificial 
neural networks and provides a basic definition of the modeling technique. The 
backpropagation learning algorithm is also defined in this chapter in detail. The statistical 
accuracy measures that are used to determine the best performing model are also defined in 
this chapter.  
 
Chapter 4 – Model 1 - Ross Barnett Reservoir Data: This chapter discusses the location of 
the study and data collection processes. The development of ANN and regression modeling is 
discussed in detail. The corresponding graphical results and statistical accuracy measures are 
presented at the end of this chapter. 
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Chapter 5 – Model 2 – EPA’s STORET database: This chapter discusses the locations 
used for the development of the model and also describes the processes used for data 
collection. The development of ANN and regression modeling is discussed in detail. The 
corresponding graphical results and statistical accuracy measures are presented at the end of 
this chapter. 
 
Chapter 6 – Model 3 –Chattahoochee River, Atlanta, GA database: This chapter 
discusses the model development for the database provided by the USGS from the 
BacteriALERT project currently in progress for the Chattahoochee River in Atlanta, GA. The 
development of ANN and regression modeling is discussed in detail. The corresponding 
graphical results and statistical accuracy measures are presented at the end of the chapter. 
 
Chapter 7 – Summary, Conclusions, and Recommendations: Summary of the work 
completed in this study and the major conclusions obtained are presented in this chapter.  
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1.3 Overview 
The surface of the Earth is comprised of 71% water with only 3.5% being freshwater.  The 3.5%, 
however, is not an accurate representation of what is available to sustain human, plant, and 
animal life. Glaciers and ice constitute 68% of the total freshwater supply, and groundwater 
accounts for 30%, leaving only 2% of freshwater as surface water (USGS, 2016). Surface water 
is a valuable resource that provides drinking water and supports many recreational activities such 
as swimming, boating, and fishing.  Water pollution degrades the quality of surface waters, and 
they become unsafe for those activities.  The United States Environmental Protection Agency 
(EPA) has estimated that pathogens are the leading pollutant of surface waters in the United 
States. Pathogen exposure can occur from recreational waters through accidental ingestion, 
inhalation, or other methods of direct contact with the contaminated water. The Center for 
Disease Control and Prevention (CDC) has identified some of the organisms that show the 
greatest concern. Their conclusions can be found in Table 1. 
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Table 1: Principal waterborne pathogens of greatest concern provided by the Centers for 
Disease control and Prevention (Centers for Disease Control and Prevention, 2015) 
 
Pathogens can enter these waters through point sources and non-point sources while others may 
occur naturally in the environment. Wastewater treatment facilities and combined sewer 
overflows are two known point sources. Non-point sources include runoff, dumping of sewage 
from boats, and septic systems.  Wastewater treatment facilities help to reduce the amount of 
pathogens that are released back into surface waters through the process of disinfection. 
However, during heavy rains these systems may not be capable of handling all of the water, and 
some partially treated or untreated water may be returned to the water source.   
 
The release of pathogens into water sources does not mean that a disease is certain. In many 
cases pathogens found in feces and manure cannot survive outside their host for very long. 
Therefore, they cannot cause infection.  For other cases the pathogens can be diluted below the 
required amount to infect animals or humans. As a result, pathogens are considered a risk, not a 
certainty of disease. There are many kinds of pathogens that may be transmitted in water. 
However, specific testing would require an individual test for each type of bacterium, virus, or 
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protozoan. Many of these tests are expensive because they require special materials or 
equipment, and can be time-consuming (U.S. Department of Interior & U.S. Geological Survey, 
2007). Since individual testing is impractical for routine monitoring, many scientists and 
government agencies rely on fecal indicator bacteria (FIB) to determine the risk of exposure 
from pathogens in water. FIB naturally exist in the gastrointestinal tracts of humans and other 
warm-blooded animals, but generally do not cause any harm. Coliforms and fecal streptococci 
are used as indicators of sewage contamination due to their presence in fecal matter.  These 
bacteria can be used to indicate the presence of disease-causing bacteria, viruses, and protozoans 
that can live in human and animal digestive systems.  The presence of these bacteria in water 
bodies suggest the likelihood of pathogenic organisms which pose a health threat for swimming 
and consumption of marine life. Total coliforms, fecal coliforms, Escherichia coli, and 
enterococci are the most commonly used fecal indicator bacteria. Total coliforms can be present 
in human and animal fecal matter, soil, or submerged wood.  Due to the wide spread of total 
coliforms, an accurate indication cannot be determined.  The monitoring of total coliforms is still 
the standard test for drinking water because their presence can indicate contamination from an 
outside source. Water quality managers no longer use total coliform measurements as an 
indicator for recreational waters. Fecal coliforms, a subset of total coliform bacteria, are more 
fecal-specific in origin (Spellman, 2014). Fecal coliform has been the primary bacteria indicator 
for recreational waters. However, in the 2012 Recreational Water Quality Criteria (RWQC), the 
EPA began recommending Escherichia coli and enterococci to be used as better indications of 
health risk from water contact for fresh water and marine water, respectively. The EPA has set 
recommendations provided in the 2012 RWQC report for FIB limits for marine and fresh 
waterbodies shown in Table 2.  
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Table 2: E.P.A 2012 Recreational Water Quality Criteria recommendations for fecal 
indicator bacteria concentrations (EPA, 2012) 
 
The EPA recommends that each individual state make the decision of illness rate based on 
the needs of the recreational waterbodies present in the state (EPA, 2012). The standards 
provided in the table are provided for two measurements of magnitude: geometric mean 
(GM) and standard threshold value (STV). The values for GM and STV are the identified 
magnitudes at which waters are determined to be hazardous, and therefore are closed to the 
public. FIB are measured using multiple investigative methods but are most commonly tested 
using culture-based techniques. The standards recommended by the EPA in Table 2 consider 
the use of culture-based methods and therefore, the values provided do not accurately 
represent any other testing method. These culture-based methods that are currently used 
require a duration of 18-24 hours to collect before results can be obtained, which leave the 
public at risk of hazardous waters for the day that the test was taken. In order to increase 
public awareness, different methods for FIB monitoring should be used. There are many 
different methods that have been developed but have a high cost and therefore make it 
inefficient for regular FIB monitoring.  
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There are currently many analytical, statistical, process-based, and empirical models that 
exist for water quality prediction, but produce a low level of precision. A study that 
illustrates the inaccuracy of such methods is provided by Crowther et al. (2001). Artificial 
neural network (ANN) models create a better method for predicting water resource variables 
because they are often capable of modeling complex systems that are difficult to simulate.  
The use of ANN modeling has become increasingly popular for predictive models over the 
traditional modeling techniques. ANNs have been applied to a wide variety of water 
resources problems including rainfall-runoff modeling, precipitation forecasting, streamflow 
forecasting, and groundwater and water quality modeling (Gavin et al., 2012). A developed 
ANN model can provide an approximate estimate of FIB concentrations based upon the 
inputs provided. This can provide almost instantaneous results, removing the down time that 
leaves the public vulnerable to hazardous waters. If instant results are provided, water 
advisories can be placed at the recreational zones to close or warn the public of the harmful 
waters. 
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CHAPTER 2  
LITERATURE REVIEW 
Chapter 2 of this thesis is solely concerned with the review of current literature. The specific 
works discussed in the following paragraphs were chosen based on their relation to the objectives 
defined in Chapter 1. 
 
A predictive model that has been widely used for beach pathogen indication in recent years was 
developed by the U.S. EPA. The predictive model is known as Virtual Beach. Virtual Beach is a 
software program that is designed to predict fecal indicator bacteria levels for recreational 
beaches. The software was developed mainly so that beach managers could adequately make 
choices regarding beach closure due to large pathogen contamination. The development of the 
model makes use of the three techniques provided by the software: multiple linear regressions, 
partial least squares regression, and a gradient boosting machine. In addition to the statistical 
techniques provided, Virtual Beach can automatically input components specific to the location 
of study from the integrated mapping component. (EPA, 2012)  
 
Currently, there is a large focus on development of advisories for local recreational beaches. 
Recently, the Mississippi Beach Monitoring Project led by the Mississippi Department of 
Environmental Quality released a publicly-accessible website where current beach statuses and 
advisories are listed for, the public beaches along the Mississippi coastline. This provides an 
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important infrastructure that can be used in combination or an accurate predictive model 
(MDEQ, 2015) 
 
Water quality is a very important concern for recreational and drinking water. It is important to 
understand what parameters produce a decrease in water quality in order to be adequately 
understand the effects they pose on fecal indicator bacteria monitoring. Dash et. al (2015) 
provided a study concerning the water quality for four major lakes in Mississippi and the 
corresponding impacts on human and ecosystem health. While the focus of this thesis is not 
primarily on the impacts of water quality, it is important to understand the dangers that water 
contamination can produce.  The four lakes studied include: Sardis, Enid, Grenada, and Ross 
Barnett.  The study focused on the assessment of water quality for the four lakes and the 
evaluation of the health impacts produced.  Water samples were collected and analyzed for 
suspended particulate matter, high performance liquid chromatography, photo pigments, 
cyanobacterial specific pigment phycocyanin, colored dissolved organic matter, absorptions, 
cyanotoxins, nutrients, microscopy, bacterial counts, and toxic metal analyses.  The study found 
that suspended particulate matter exceeded the World Health Organization (WHO) advisory limit 
at multiple locations in the Grenada, Enid and Ross Barnett Reservoir.  High suspended 
particulate matter produces negative effects for aesthetics, recreation, phytoplankton production, 
fisheries, and water storage capacity. 
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In the recent years that ANN has become applicable for water quality testing, there have been 
many trials to produce an accurate model to characterize water quality.  
 
The next few paragraphs summarize a study that was conducted using ANN techniques. 
Najah et al. (2011) provided a study that discussed the application of artificial neural network 
models for water quality prediction. The area used for the study was focused on the Johor River 
Basin located in Johor state, Malaysia. In this study ANN modeling was used to predict total 
dissolved solids, conductivity, and turbidity for the Johor River Basin. The model was developed 
based on forty samples that were collected from 1998 to 2002 for the main streams and 
tributaries. The study developed a feed-forward neural network using the back-propagation 
learning algorithm and compared the results to other techniques used for water quality 
management.  They concluded that although classical process-based modeling techniques can 
provide somewhat accurate predictions for water quality, the development of the models is 
dependent on large data sets and can require a long duration to process the information.  Due to 
ANN’s capabilities for identifying complex relationships for non-linear data, the results 
produced an increase in accuracy over the classic modeling techniques. 
 
Tufail et al. (2008) provided a study discussing artificial intelligence-based inductive models for 
prediction and classification of fecal coliform in surface waters.  The two intelligence-based 
models include artificial neural networks and a fixed functional set genetic algorithm approach 
for function approximation. The study clarifies that when detailed analysis of sources for fecal 
contamination is available, a process-based deductive model would be the method of choice. 
However, for general cases where fecal contamination is not identified to their point sources and 
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locations, the use of a data-driven model such as artificial neural network modeling is useful. 
The study found that reasonably accurate predictions of fecal coliform can be determined based 
on parameters such as turbidity and flow for surface waters.  The ANN model developed in this 
study considered two input nodes representing daily streamflow and turbidity, and the output 
representing the daily load of fecal coliform bacteria. The model developed in this study used the 
feed-forward backpropagation technique. The two models developed produced an R2 value of 
0.70 and 0.60 respectively for prediction of the 30-day geometric mean of fecal coliform. The 
study concluded that ANN outperforms the other models typically used for fecal indication 
predictions. 
 
Mas and Ahlfeld (2007) conducted a study that compared artificial neural network models with 
regression models for predicting fecal coliform concentrations. The model considered 
precipitation data, temperature, streamflow, and conductivity as input parameters.  This study 
compares the performance of the least squares regression technique to the artificial neural 
network modeling. The study is focused on the Gates Brook tributary, which is associated to the 
reservoir system in the metropolitan Boston, MA area. The reservoir is a large supplier of 
drinking water to the Boston area. Data was collected for the water quality parameters used in 
the model weekly or bi-weekly at six stations along the Gates Brook tributary from 1989 to 
1995.  The study used a multi-layer feed-forward ANN that used the back-propagation 
algorithm. The study concluded that the ANN model developed accurately classified 61-72% of 
the fecal coliform observations exceeded the water quality standard for Class A water of 20 
cfu/100 mL and 72-85% for Class B water quality standard of 200 cfu/100 mL.  They found that 
when precipitation for two days prior to sampling event, the influence of conductivity is reduced.  
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The study concluded that it appears that the ANN model did considerably better at predicting 
higher concentrations of fecal coliform than the lower concentrations. 
 
There are many analytical models that have been used in water quality models, however 
sometimes do not produce the greatest accuracy when compared with ANN. Crowther et al. 
(2001) conducted a study to determine the relationships between microbial water quality and the 
environmental conditions of recreational waters of the Fylde Coast in United Kingdom. The 
study focused on the Fylde coast because of the importance it has for tourism. The nearby 
livestock pastures and wastewater treatment plant outfalls present potential sources of FIB, 
which is the key motivation for this study. A total of 1120 datasets were used in this study that 
were provided by the UK’s statutory compliance monitoring program. In this study a multiple 
regression technique was used to develop the relationships between FIB and the corresponding 
environmental conditions. The study concluded that the model developed produced a coefficient 
of determination (R2) of .10 to .50 for this data provided. Although this study did not directly 
correlate to the focus of the thesis, it was used as motivation to develop a more accurate 
predictive model.
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CHAPTER 3  
ARTIFICIAL NEURAL NETWORKS 
3.1 Definition and Elements 
3.1.1 Definition 
An artificial neural network (ANN) is a computational model that emulates the biological neural 
system. They are sometimes viewed as simplified models of the biological neural system 
(Yasarer & Najjar, 2014).  In the 1980s, theoretical results regarding parallel processing became 
popular (Shahin et al., 2008).  With the introduction of this new information and the increased 
processing capabilities from hardware developments, ANNs have increasingly been used for 
determining the trends for complex and non-linear data. Some studies that make use of this 
principle are Mas & Ahlfeld (2007), Tufail et al. (2008) and Najah et al. (2011). ANN’s have the 
properties to adapt or learn, generalize, or cluster and organize data. These properties are 
attributed to parallel processing (Jongkoo, 2007).  
 
An ANN consists of a combination of simple processing units that communicate by distributing 
signals across over an immense amount of weighted connections (Kumar, 2010). ANN utilize 
mathematical algorithms to simulate information procession and knowledge acquirement. Neural 
network systems typically consists of the following basic components (Shahin et al., 2008): 
15 
 
i. processing unit (‘neuron’ or ‘node’) 
ii. activation function associated with each node 
iii. valued weighted connection associated with each node 
iv. valued weighted bias associated with each node 
v. transfer function 
vi. learning rule 
3.1.2 Elements 
Similar to the biological neural network, the neuron is the key element in every ANN model’s 
architecture (Yasarer, 2004).  In an ANN, neurons make up many forms and are sometimes 
referred as processing elements in order to reduce confusion to the biological system. These 
processing units reproduce the effect of the synapse from biological systems by assigning 
multiplicative weights that have the ability to be trained and calibrated in order to produce an 
output (Yasarer & Najjar, 2014). The main elements that make up the ANN architecture: an 
input layer, hidden layer(s), an output layer, and the connecting weights (Leverington, 2009).  
 
Figure 3.1 - Basic ANN architecture illustrating the main elements included. 
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After the input variables are fed into the input layer, the information is then processed in the 
hidden layer, and it completes the task by producing an output at the output layer.  The input 
layer consists of multiple nodes that are proportional to the number of input variables used in the 
model. After the input variables have been introduced into the input layer, they are processed and 
directed to the hidden nodes that make up the hidden layer (Yasarer, 2004). The hidden layer is a 
transitional layer between the input and output layers and acts as a mediator as data flows from 
the input layer to the output layers through the connecting links. The number of hidden nodes 
used in the hidden layer and the amount of processing units used in each layer significantly affect 
the accuracy of the overall model. Connection weights are applied to the links found between the 
processing units of each layer (Yasarer, 2004).  
 
3.2 Backpropagation Learning Algorithm 
The back propagation algorithm is a popular method used for neural networks that is 
considerably better at handling large learning issues. This numerical method did not become 
widely used until the paper by Rumelhart et al. (1986) was published illustrating the 
backpropagation algorithm as a faster method than earlier approaches for learning.  The 
introduction of the backpropagation algorithm made it possible to use neural nets to solve 
previously unsolvable problems.  The backpropagation algorithm is now one of the most widely 
used algorithms in neural network models. The back propagation algorithm is generally used 
only as error correction for the feedforward network. 
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Backpropagation models typically use an activation function known as a sigmoid function 
(Leverington, 2009). A sigmoid function passes the inputs throughout the model in a forward 
pass to the output layer, where an output is calculated for each processing unit. The calculated 
outputs are compared to the actual outputs from the output layer, and the difference between the 
two is determined. This difference is known as the error function. The purpose of the error 
function is to adjust the weights associated with the connecting links between each processing 
unit for each layer (Yasarer, 2004). This process begins at the output layer and is passed 
backwards to the hidden node, and then to the input layer.  For the first pass, random weights are 
generally provided for the links and may provide an output that is not close to the desired value 
(Yasarer, 2004). Once the error is sent backwards and the input connection weights are adjusted, 
the inputs are passed forward for a second pass where this error correction is completed again. 
The network will continuously adjust the connection weights until it can find an adequate set of 
weights that will produce the input-output mapping that has the smallest possible error (Shahin et 
al., 2008). The selected connection weights are then stored to develop a final network. The final 
network is capable of output prediction for datasets that do not include output values. Since the 
backpropagation technique is used in conjunction with the feedforward technique, the training 
algorithm will include both. 
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3.4 Model Development 
 
The development of an artificial neural network consists of multiple steps. This study utilizes the 
developmental procedures developed by Najjar (2015). The following steps must be completed 
for an ANN model to be developed correctly: 
1. Determine model architecture 
2. Determine maximum allowed hidden nodes 
3. Separate database into training, testing, and validation datasets 
4. Determine optimal network 
5. Execute model for training, testing, and validation datasets 
6. Execute model using all data as training 
7. Determine best performing model 
In the following sections, each of these steps will be described in detail in order to provide a 
basic understanding of the necessary steps required for the development of an ANN. 
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3.4.1 Model Architecture 
The model architecture refers to the amount of input, output, and hidden nodes used for each 
layer. The input and output nodes are directly associated with the parameters that will be used in 
the model. The input parameters should be used when they have a significant effect on the output 
parameter. In order to determine their importance, correlation and regression methods can be 
used to quantify the significance (O'Reilly et al., 2014). These methods do not always accurately 
depict the importance of the variables; therefore, the variables are chosen based on subject 
knowledge or literature discussion. The hidden node layer is dependent upon the database chosen 
for the development of the ANN. Section 3.4.2 describes the process of determining the 
maximum hidden nodes in detail. 
 
3.4.2 Maximum Number of Hidden Nodes 
In order to determine an optimal network, the architecture of the model must be determined. The 
architecture refers to the number of input, output, and hidden nodes that will be used in the 
development of the model. The input and output nodes are directly associated with the amount of 
input parameters and outputs desired provided by the developmental database. The hidden node 
layer, as mentioned in Section 3.1, does not have any connection to the outside layers and acts as 
a mediator between the input and output layers. Each model will have a variability in the amount 
of hidden nodes needed and is dependent on the database being used for development. In order to 
determine the maximum allowable hidden nodes, equation 3.1 must be used (Najjar 2015). 
 
𝑁𝐻𝑀𝐴𝑋 =
(# 𝑜𝑓 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠−#𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)
(# 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠+# 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)+1
      eq.3.1 
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If too many hidden nodes are chosen to begin with, the model may be over-trained (Najjar, 
2015). However, if too few of hidden nodes are chosen it will not be able to obtain an adequate 
model (Yasarer, 2004).  
3.4.3 Data Separation 
An ANN model is generally developed for testing, training, and validation datasets. The database 
should be separated to provide 50% training, 25% testing, and 25% validation (Najjar 2015). The 
maximum and minimum values for each input are initial flagged as training to account for all 
ranges within the model. The remainder of the database should be separated without a bias; 
therefore, the data is flagged in the following sequence: 1-2-1-3 (where 1= training, 2 = testing, 
and 3 = validation). The data can then be separated into the appropriate datasets based upon the 
provided number. 
3.4.4 Optimal Network 
An optimal network refers to the number of hidden nodes and iterations required to produce the 
best performing model. The optimal network is determined by executing the model for multiple 
iterations using the training and testing datasets. In order to test all possible scenarios, the model 
is initialized from an initial hidden node to the maximum allowed hidden node at the standard of 
20,000 iterations. The initial hidden node is increased until it equals the number of maximum 
hidden nodes allowed. The optimal network is determined by finding the best statistical accuracy 
measures described in Section 3.4.6. 
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3.4.5 Model Execution 
The model is executed using the three-layered ANN training program, TR-SEQ1, developed by 
Dr. Yacoub Najjar. The program has the ability to perform multiple sequential training and 
testing (Najjar 1999).  
Using the optimal network (discussed in Section 3.4.4), the ANN model is executed using the 
training, testing, and validation datasets. The corresponding accuracy measures (Section 3.4.6) 
and graphical prediction accuracy plots for each model are developed and compared. The 
training dataset will typically produce better results than the testing and validation datasets. The 
testing statistical measures provide a clarification that the network did not memorize the data. 
The validation dataset is used to verify the same assumption using a secondary dataset. If the 
results provided for testing and validation are similar to the measures determined for training, 
then the model is correctly characterizing the response of parameters used in the model. For 
cases that do not have similar measures, the entire database can be used for training. Using the 
entire database as training allows the model to learn all patterns associated with the database. 
Najjar (2015) states that in most cases the train all model will be more accurate. 
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3.4.6 Model Selection Criteria 
The statistical accuracy measures Average of Squared Error (ASE), Mean Absolute Relative 
Error, and Coefficient of Determination (R2) are used as performance measures for the 
determination of the optimal network. It is also used to determine the best performing network 
when comparing the developed networks. It is essential to consider the training, testing, 
validation, and train all networks when determining the best network. The statistical accuracy 
measure equations are shown below: 
 
𝐴𝑆𝐸 =  
∑(𝑦′−𝑦)
2
(# 𝑜𝑓 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠)∗(# 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠)
                eq. 3.2 
where: 𝑦′ is equal to the predicted output and y is the actual value.  
𝑀𝐴𝑅𝐸 =  
∑(𝑦′−𝑦)
𝑦
 ∗ 100
(# 𝑜𝑓 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠)∗(# 𝑜𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠)
        eq. 3.3 
 
𝑅2 =  
∑(?̂?𝑖−?̅?)
2
∑(𝑦𝑖−?̅?)
2              eq. 3.4 
where: ?̂?𝑖 is the fitted value, 𝑦𝑖 is the observed value, and ?̅? is the mean value. 
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 CHAPTER 4 
MODEL 1: ROSS BARNETT RESERVOIR DATA 
4.1. Study Area 
In this chapter, the development of an ANN and linear regression model will be discussed in full. 
The study area for Model 1 is the Ross Barnett Reservoir located in Jackson, MS. A satellite 
image for the Ross Barnett Reservoir is shown in Figure 1. The Ross Barnett Reservoir was 
developed in 1965 and spans 32 square miles with 105 miles of shoreline that is surrounded by 
the cities of Jackson, Ridgeland, Brandon, and Madison. The reservoir is popular for many 
recreational activities for all visitors. The Ross Barnett Reservoir has many public parks that are 
located throughout the area. These public parks are well known for fishing and swimming as 
well as many other outdoor recreational activities. This model focused on two popular public 
parks that are located in the southeast portion of the reservoir: Lakeshore Park and Pelahatchie 
Shore Park. Figure 4.2 identifies the locations for each public park.  
24 
 
 
Figure 1: Topographic map for the Ross Barnett Reservoir
 
Figure 2: Location of the public parks: Lakeshore Park and Pelahatchie Shore  
 
  
Pelahatchie Shore Park 
Lakeshore Park 
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4.2 Data Source 
The data used in the development of this model were collected by Capps (2015) in collaboration 
with the United States Geological Survey and Mississippi Department of Environmental Quality 
(MDEQ). Water samples were collected over the months on of June 2013 to July 2013 twice 
weekly. All water samples were collected from the surface and were testing for the three main 
FIB. The water samples were sent to and analyzed by MDEQ post sampling. The samples were 
testing following the EPA methods 9222D, 1600, and 1603 for fecal coliform, enterococci, and 
E. coli respectively. The following water quality parameter were also measured: water 
temperature, pH, dissolved oxygen, turbidity, conductivity, nitrate, phosphate, secchi depth, solar 
power, and precipitation for present, 24 hours, 48 hours, and 72 hours before the sample 
collection as well as indication of wet or dry conditions. There is a total of 45 datasets that were 
collected for this study shown in Appendix A.  
4.3 ANN Model Development  
There were three stages in developing the artificial neural network for Model 1. The first stage 
consisted of the development for the ANN architecture, where inputs and output categories were 
chosen based on the prior knowledge of pathogen indication. In order to optimize the model to 
only consider inputs that are significant to bacteria concentration levels, correlation and 
regression techniques were used to form relationships between the inputs and E. coli. These 
techniques can be found in Microsoft Excel’s data analysis toolkit. After the database 
architecture was chosen, it was flagged for training and testing sets. Most ANN models include 
the validation set, but due to having a smaller dataset the accuracy of the model is improved by 
only using training and testing. The second stage consisted of determining the optimal network 
for the model. The optimal network provides the ideal number of hidden nodes and iterations for 
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the best performance. It was found by executing the model for multiple iterations, each 
beginning at an initial hidden node and ending at the maximum hidden node (found by eq. 3.3). 
The initial node was one, but was increased in each iteration until it equaled the maximum 
hidden node calculated. Using the optimal network provided, the ANN model was initialized for 
the training and testing datasets. The model was then retrained using all experimental data as 
training sets to account for every pattern found within the database (described in Section 3.4.5).  
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4.3.l ANN Model Architecture 
The database provided (Capps, 2015) was examined using data analysis software provided by 
Microsoft Excel, and the following ANN model architecture was chosen: 
 1 – (X1): Location 1 – Lakeshore Park (Location 1=1, Location 2=0) 
 2 – (X2): Location 2 – Pelahatchie Shore Park (Location 1=0, Location 2=1) 
 3 – (X3): Water temperature 
 4 – (X4): Water pH 
 5 – (X5): Dissolved oxygen (mg/L) 
 6 – (X6): Conductivity (µmhos/cm) 
 7 – (X7): Turbidity (NTU) 
 8 – (X8): Secchi depth (in) 
 9 – (X9): Solar power (µW/cm²) 
 10 – (X10): 72-hour precipitation  
 11 – (X11): Wet condition (Wet=1, Dry=0) 
 12 – (X12): Dry condition (Wet=0, Dry=1) 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The inputs that were used in the development of this model were determined through data 
analysis and trial and error techniques. The database was separated in accordance to Section 
3.4.3. However, the database of 45 was only separated for training and testing due to the small 
amount of datasets available. The datasets that include the minimum and maximum values were 
included in the training dataset so that they can accurately represent the response characteristics 
(Yasarer, 2004). A total of 45 datasets were used in the development of this model, 32 for 
training and 13 for testing purposes.   
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4.3.2 Model Selection 
The model was determined based upon the statistical accuracy measures: Average-Squared Error 
(ASE), Mean Absolute Relative Error (MARE), and Coefficient of Determination (R2). The 
optimal network for the model was found at two hidden nodes and 800 iterations. The graphical 
comparison plots for training, testing, and train all are shown in Figures 3, 4, and 5 respectively. 
The corresponding statistical accuracy measures are shown in Table 3 with the identified best 
performing network highlighted in yellow. 
 
Figure 3: Training Graphical Prediction Accuracy  
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Figure 4: Testing Graphical Prediction Accuracy  
 
Figure 5: Train All Graphical Prediction Accuracy  
(Regions in red signify over and under prediction of E. coli concentration) 
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Table 3: Statistical Accuracy Measures 
 ASE  MARE R2 
Training 0.008311 126.563 0.7681 
Testing 0.004718 67.338 0.0983 
Train 
ALL 
0.005916 112.063 0.78923 
 
4.4 Excel Application 
If the network developed provides adequate results based on the application required, an Excel-
based interface can be created. This is a post processor for the ANN and is developed upon the 
final network determined in Section 4.3.2. The final network provides the connection weights, 
threshold value, and coefficients (discussed in Chapter 3) necessary to develop an Excel-based 
interface. The application provides an estimated concentration of E. coli given the input 
parameters for water temperature, pH, dissolved oxygen, conductivity, turbidity, secchi depth, 
solar strength, and rainfall depth for 72 hours pre-testing. Since the model was developed based 
on a range for each input, any input parameters used must remain within those limits. Failure to 
do so will cause the model to develop unreliable predictions (Yasarer, 2004). Figure 6 illustrates 
the developed interface for Model 1. 
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Figure 6: Microsoft Excel ANN model application interface 
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4.5 Linear Regression Model 
The linear regression model was completed using Microsoft Excel’s Data Analysis Toolkit. The 
inputs used for the ANN model were also used in the development of the regression model. The 
regression model utilized the same database with 45 datasets collected from the Ross Barnett 
Reservoir. The input and output variables using in the regression model are: 
1 – (X1): Location 1 (Location 1=1, Location 2=0) 
 2 – (X2): Location 2 (Location 1 =0, Location 2=1) 
 3 – (X3): Water temperature 
 4 – (X4): Water pH 
 5 – (X5): Dissolved oxygen (mg/L) 
 6 – (X6): Conductivity (µmhos/cm) 
 7 – (X7): Turbidity (NTU) 
 8 – (X8): Secchi depth (in) 
 9 – (X9): Solar meter (µW/cm²) 
 10 – (X10): 72 hour precipitation  
 11 – (X11): Wet condition (Wet=1, Dry=0) 
 12 – (X12): Dry condition (Wet=0, Dry=1) 
and 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The following equation was developed using the linear regression approach: 
 
Q = -1267.48 - 96.0262X1 + 0X2 +5.666339X3 +183.1805X4 + 2.497527X5 - 0.93276X6 + 
6.347371X7 - 16.493X8 - 1.54633X9 + 0.00992X10 + 43.44897X11 - 27.5133X12 + 0X13 
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The graphical prediction plot is illustrated in Figure 7. The results when compared to the ANN 
model (shown in Figure 5), show that the regression model is outperformed. The ANN model 
performs better in prediction modeling than the regression model.  
 
Figure 7: Graphical Accuracy Prediction for Regression Model 
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4.6 Concluding Remarks 
In Chapter 4 a static feed-forward artificial neural network and regression model was developed 
using data collected for local recreational parks at the Ross Barnett Reservoir in Jackson, MS. 
The models developed used multiple water quality parameters in order to predict E. coli 
concentrations. The data description and study areas were described in detail in Section 4.1 and 
4.2. The ANN model, when compared to the regression model, produced a higher accuracy 
performance. The main objective of this study was to provide a cheaper and faster alternative for 
FIB testing. The database had 23 incidents where E. coli exceeded the allowable limit of 126 
MPN/100 mL (EPA, 2012). The ANN model accurately estimated concentrations of E. coli 
exceed for 18 of the 23 cases shown in Table 3. Although the model did not always accurately 
predict the actual concentrations, it appears it does well in predicting concentrations around and 
higher than 126 MPN/100 mL. 
Table 4: Prediction of exceeded E. coli concentrations 
Total times exceeded 23 
Correct 18 
Incorrect 5 
% correct 78.2% 
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Table 5: Actual vs. predicted values for concentrations that were greater than 200 
MPN/100 mL 
Actual 
(MPN/100 mL) 
Predicted 
(MPN/100 mL) 
% 
Error 
185 185 0.16 
350 361 3.2 
580 578 0.35 
200 142 29.1 
225 223 1.1 
580 427 26 
220 194 12 
400 402 0.50 
205 81 61 
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CHAPTER 5 
MODEL 2: EPA’S STORET DATABASE 
5.1 Data Description 
The objective of model 2 was to create an ANN and regression model. The data used for 
developing the E. coli concentration prediction models was retrieved from the Environmental 
Protection Agency’s Storage and Retrieval Data Warehouse (STORET). The database collected 
considered recreational water bodies found throughout Arkansas, Alabama, and Tennessee. Each 
state provided a collective spreadsheet of water quality test measurements for their waterbodies 
throughout the state. In order to develop an accurate ANN model, the data provided needed to be 
obtained at the same time and location as the output parameter. Since E. coli is not always 
measured with other parameters, there was a lack of water quality data for the many locations 
provided from STORET. The database therefore, only considered locations where multiple water 
quality parameters were available. Tables 6, 7, and 8 lists all locations used for the development 
of the model. 
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Table 6: Arkansas data location provided through EPA’s STORET database 
Arkansas STORET Data 
Station ID Coordinates 
WHI1091 36.32954 -93.8442 
LOUA016W 34.45965 -92.9653 
LOUA016A 34.4275 -92.9017 
LOUA016K 34.45221 -92.9322 
LOUA016J 34.43937 -92.9108 
LOUA016S 34.45821 -92.9741 
 Table 7: Alabama data locations provided through EPA’s STORET database 
Alabama STORET data 
 
Station ID Coordinates 
221 32.686471 -85.910729 
219 32.877468 -85.901349 
216 32.933611 -85.866944 
80 32.537629 -85.88931 
174 33.21906 -88.286063 
208 33.594433 -86.211674 
156 30.740052 -88.335142 
52 32.810647 -86.441965 
157 30.714613 -88.327467 
12 33.834688 -86.550942 
246 32.103495 -87.398606 
227 33.3979 -87.5795 
194 33.459449 -86.667274 
1958 30.77724 -88.35406 
239 33.254178 -87.444292 
254 33.986071 -87.205285 
21 34.210317 -85.5468 
75 32.734371 -85.887404 
182 33.264059 -85.61267 
55 31.3018 -86.2804 
60 31.362136 -86.516374 
177 33.318433 -85.581052 
158 30.769174 -88.350454 
125 33.481067 -86.628783 
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250 34.0635 -87.2584 
57 30.992896 -86.324697 
251 34.082177 -87.258054 
239 33.254178 -87.444292 
194 33.459449 -86.667274 
 
Table 8: Tennessee data provided through EPA's STORET database 
Station ID Coordinates 
6303 35.6208 -84.7819 
5079 36.3838 -89.4453 
6316 35.7915 -84.2454 
6292 35.1519 -85.1508 
 
In addition to the data collected from STORET, 45 datasets were included from a previously 
conducted study by Capps (2015) for two recreational zones located in the Ross Barnett 
Reservoir in Jackson, Mississippi (described in Chapter 4). Table 2 list both locations that data 
was collected from. 
Table 9: Data provided by Capps (2015) for Ross Barnett Reservoir 
Ross Barnett Reservoir Data 
Location Coordinates 
Lakeshore Park 32.391427 -90.0406 
Pelahatchie Shore Park 32.391961 -90.0266 
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5.2 ANN Model Development 
There were four stages in the artificial neural network model development. The first stage 
consisted of the development for the ANN architecture, where inputs and output categories were 
chosen for the model. After the database architecture was chosen, it was flagged for training, 
testing, and validation datasets. The second stage consisted of determining the optimal network 
for the model. The optimal network provides the ideal number of hidden nodes and iterations for 
the best performance. It was found by executing the model for multiple iterations, each 
beginning at an initial hidden node and ending at the maximum hidden node (found by eq. 3.3). 
The initial node was one, but was increased in each iteration until it equaled the maximum 
hidden node calculated. Using the optimal network provided, the ANN model was initialized for 
the training and testing datasets. For stage three, the testing dataset was swapped with the 
validation dataset and the model was executed again. In stage 4, the model was retrained using 
all experimental data as training sets (discussed in Section 3.4. 5) to account for every pattern 
found within the database. Stage four is recommended to produce a better performing network 
model (Yasarer & Najjar, 2014). 
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5.2.l ANN Model Architecture 
The database was examined using data analysis software provided by Microsoft Excel, and the 
following ANN model architecture was chosen: 
 1 – (X1) Water temperature 
 2 – (X2) Water pH 
 3 – (X3) Turbidity 
and 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The inputs used in the development of this model were chosen based on ideal testing parameters. 
The database was separated as discussed in Section 3.4.3. A total of 244 datasets were used in 
the development of this model, 125 for training, 60 for testing, and 59 for validation purposes. 
The datasets that include the minimum and maximum values were included in the training 
dataset so that they can accurately represent the response characteristics. 
 
5.2.2 Model Selection 
Model selection is dependent on the statistical accuracy measures such as Average-Squared Error 
(ASE), Mean Absolute Relative Error (MARE), and Coefficient of Determination (R2) for the 
optimal network found. Chapter 3 describes the process for determining the optimal network of 
the model. The optimal network was found at ten hidden nodes and 20,000 iterations. The 
graphical comparison plots for training, testing, validation and train all are shown in Figures 8, 9, 
10, and 11 respectively. The model accuracy selection criteria (described in Section 3.4.6) for 
Model 2 are shown in Table 10. 
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Table 10: Statistical Accuracy Measures 
 ASE MARE 
(%) 
R2 
Training 0.014772 395.9 0.3367 
Testing 0.08615 405.106 0.3319 
Validation 0.01396 449.93 0.29478 
Train ALL 0.011108 413.319 0.418 
 
 
Figure 8: Training Graphical Prediction Accuracy  
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Figure 9: Testing Graphical Prediction Accuracy  
 
Figure 10: Validation Graphical Prediction Accuracy for Network 1 
R² = 0.3319
-50
0
50
100
150
200
250
0 50 100 150 200 250
P
re
d
ic
te
d
 E
. 
co
li 
co
n
ce
n
tr
at
io
n
 
(M
P
N
/1
0
0
 m
L)
Actual E. coli concentration (MPN/100 mL)
R² = 0.2948
-50
0
50
100
150
200
250
0 50 100 150 200 250 300 350 400
P
re
d
ic
te
d
 E
. 
co
li 
co
n
ce
n
tr
at
io
n
 
(M
P
N
/1
0
0
 m
L)
Actual E. coli concentration (MPN/100 mL)
43 
 
 
Figure 11: Train All Graphical Prediction Accuracy for Network 1 (Regions in red relate to over 
and under prediction of E. coli concentration. 
As shown in Table 10, the train all network produced the best statistical accuracy measures, and 
therefore was chosen as the best performing network. 
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5.4 Excel-based Interface 
If the network developed provides adequate results based on the application required, an Excel-
based interface can be created. This is a post processor for the ANN and is developed upon the 
final network determined in Section 5.2.2. The final network provides the connection weights, 
threshold value, and coefficients (discussed in Chapter 3) necessary to develop an Excel-based 
interface. The application provides an estimated concentration of E. coli given the input 
parameters for turbidity, water pH, and water temperature. Since the model was developed based 
on a range for each input, any input parameters used must remain within those limits. Failure to 
do so will cause the model to develop unreliable predictions. The Excel-based application is 
illustrated below as a screenshot in Figure 12. 
 
 
Figure 12: Excel-based application for Model 2 
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5.5 Linear Regression Model 
The linear regression model was accomplished using Microsoft Excel’s Data Analysis Toolkit. 
The model used the parameters similarly to the ANN model developed for Model 2. The 
database consisted of 243 datasets. The input and output variables that were utilized in the 
regression model are: 
1 – (X1): Turbidity (NTU) 
 2 – (X2): Water pH 
 3 – (X3): Water temperature (°C) 
and 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The following equation was developed using the linear regression approach: 
 
Q = -78.9379 + 6.698978X1 + 5.50961X2 + 1.201481X3  
 
The graphical prediction plot is illustrated in Figure 12. When compared to the results for the 
ANN model (Figure 11), the regression model is outperformed.  The ANN model is more 
accurate in prediction modeling than the regression model. 
 
46 
 
…  
Figure 13: Linear Regression Model Graphical Prediction Accuracy for Model 2 
5.6 Concluding Remarks 
In Chapter 5 a feed forward ANN model was developed using the backpropagation learning 
algorithm. The ANN model was developed using a database of collected water quality 
parameters for recreational waterbodies throughout Tennessee, Alabama, Arkansas, and 
Mississippi. Based on statistical accuracy measures (shown in Table 10) the best performing 
model was determined to be for the train all. The graphical prediction accuracy chart is 
illustrated in Figure 11. 
 
The main objective of this study was to provide a cheaper and faster alternative for FIB testing. 
The database had 34 incidents where E. coli exceeded the allowable limit of 126 MPN/100 mL 
(EPA, 2012). The ANN model accurately estimated concentrations of E. coli exceed for 11 of the 
34 cases shown in Table 11.  
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Table 11: Prediction of exceeded E. coli concentrations 
Total exceeded 34 
correct 11 
incorrect 23 
% correct 32% 
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CHAPTER 6 
MODEL 3: CHATTAHOOCHEE RIVER, ATLANTA, GA DATABASE 
6.1 Data Description 
Model 3 was developed using data provided by the United States Geological Survey (USGS) 
from the BacteriALERT project. The database includes measurements of turbidity, 
acknowledgement of precipitation (wet or dry during sampling), and a corresponding E. coli 
concentration for the sample time.  
The BacteriALERT project measures turbidity measurements and produces an estimated E. coli 
concentration accordingly for the users of the Chattahoochee River and citizens of Atlanta, 
Georgia. 
 
6.1.1 Data Location 
The study area for this database focuses on the Chattahoochee River, found within the River 
National Recreation Area (CRNRA). The CRNRA attracts millions of visitors every year with 
nearly 30% participating in water recreation. The Chattahoochee River supplies drinking water 
and recreation to the public. Figure 14 depicts the study zone for the database. 
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Figure 14: Study Area for the BacteriALERT project 
 
6.2 ANN Model Development 
The development of the model used the same steps discussed for Model 2 described in Section 
5.2.  
  
50 
 
6.2.1 ANN Model Architecture 
Based on the provided database, the following ANN architecture was chosen: 
 1 – (X1) Location 1 (Location 1=1, Location 2=0, Location 3=0) 
 2 – (X2) Location 2 (Location 1=0, Location 2=1, Location 3=0) 
3 – (X3) Location 3 (Location 1=0, Location 2=0, Location 3=1) 
4 – (X4) Turbidity (NTU) 
 5 – (X5) Raining (raining=1, not raining=0) 
 6 – (X6) Turbidity (raining=0, not raining=1) 
and 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The inputs that were used in the development of this model were chosen based on ideal testing 
parameters. A total of 1042 datasets were used in the development of this model, 521 for training 
262 for testing, and 259 for validation purposes. The datasets that include the minimum and 
maximum values were included in the training dataset so that they can accurately represent the 
response characteristics. 
 
6.2.2 Model Selection 
The best performing model was determined based upon the statistical accuracy measures such as 
Average-Squared Error (ASE), Mean Absolute Relative Error (MARE), and Coefficient of 
Determination (R2). Two optimal networks were chosen from step 2 listed above, and the best 
performing network was determined based upon the accuracy measured listed above. The 
optimal network for Network 1 was found at ten hidden nodes and 6800 iterations. The optimal 
network for Network 2 was found at 10 hidden nodes and 11,900 iterations. Table 12 provides 
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the statistical accuracy measures for both models. The graphical comparison plots for training, 
testing, validation and train all are shown in Figures 15 through 22 respectively.  
Table 12: Statistical Accuracy Measures for Network 1 and Network 2 
  Network 1 Network 2 
  MARE (%) R2 MARE (%) R2 
Training 126.7 0.79 92.37 0.788 
Testing 106.7 0.28 100.45 0.2696 
Validation 103.1 0.459 99.16 0.4423 
Train ALL 138.1 0.431 139.25 0.4353 
 
 
 
Figure 15: Training Graphical Prediction Accuracy for Network 1 
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Figure 16: Testing Graphical Prediction Accuracy for Network 1 
 
Figure 17: Validation Graphical Prediction Accuracy for Network 1 
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Figure 18: Train All Graphical Prediction Accuracy for Network 1  
(Regions identified in red signify over and under prediction of E. coli concentrations) 
 
 
 
Figure 19: Training Graphical Prediction Accuracy for Network 2 
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Figure 20: Testing Graphical Prediction Accuracy for Network 2 
 
 
Figure 21: Validation Graphical Prediction Accuracy for Network 2 
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Figure 22: Train All Graphical Prediction Accuracy for Network 2 
 
Based on the provided accuracy measures depicted in Table 6, both networks produced similar 
performance. Ideally, when a network has less iteration it correlates to an increase in learning of 
database, therefore, Network 1 would be the superior choice for a model using all the data as 
training. 
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6.3 Excel-based Interface 
If the network developed provides adequate results based on the application required, an Excel-
based interface can be created. This is a post processor for the ANN and is developed upon the 
final network determined in Section 6.2.2. The final network provides the connection weights, 
threshold value, and coefficients (discussed in Chapter 3) necessary to develop an Excel-based 
interface. The application provides an estimated concentration of E. coli given a turbidity 
measurement, selected location, and determination of rainfall. Since the model was developed 
based on a range for each input, any input parameters used must remain within those limits. 
Failure to do so will cause the model to develop unreliable predictions. The developed excel-
based interface is demonstrated in Figure 23. 
 
 
Figure 23: Excel-based application for Model 3 
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6.4 Linear Regression Model 
The linear regression model was accomplished using Microsoft Excel’s Data Analysis Toolkit. 
The parameters that were used in the ANN model were also used to develop the linear regression 
model for comparison purposes. The input and output variables that were utilized in the 
regression model are: 
1 – (X1) Location 1 (Location 1=1, Location 2=0, Location 3=0) 
 2 – (X2) Location 2 (Location 1=0, Location 2=1, Location 3=0) 
3 – (X3) Location 3 (Location 1=0, Location 2=0, Location 3=1) 
4 – (X4) Turbidity (NTU) 
 5 – (X5) Raining (raining=1, not raining=0) 
 6 – (X6) Turbidity (raining=0, not raining=1) 
and 
 1 – Output (Q): E. coli concentration (MPN/100 mL) 
The following equation was developed using the linear regression approach: 
 
Q = 218.9379 – 139.821X1 + 0X2 – 61.41558X3 + 12.29696X4 – 79.4206X5 + 0X6  
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Figure 24 illustrates the graphical prediction accuracy for the linear regression model. 
 
Figure 24: Regression Model Prediction Accuracy 
6.5 Concluding Remarks 
In Model 3, a feed-forward ANN model was developed using the backpropagation learning 
algorithm.to predict E. coli concentration from the provided BacteriALERT database. The 
database included cumulatively measured turbidity and E. coli concentrations ranging from 2000 
to 2016 for three testing stations. Network 1 was found to be the best performing model (shown 
in Table 12), and was found at four hidden nodes and 11,900 iterations. The database used in the 
development of model 3 had 208 datasets that exceeded the allowable limit of 126 MPN/100 mL 
(EPA, 2012). The model accurately determined 80% of the exceeded limits would, in fact, be 
larger than the allowable limit (represented in Table 13). 
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Table 13 : Prediction of exceeded E. coli concentrations 
 Exceeded Limit Accuracy 
Total Exceeded 208 
Correctly Predicted 166 
Incorrectly Predicted 42 
% Correctly Identified 80% 
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CHAPTER 7  
SUMMARY AND CONCLUSIONS 
7.1 Summary 
Many pathogens are introduced into recreational waterbodies from many point and non-point 
sources. The presence of pathogens in these waters can create public health issues if water is 
accidently ingested. Since testing for individual pathogens can be costly and time-consuming, 
fecal indicator bacteria are used to determine the presence of pathogens. The current method for 
the testing of waterbodies for FIB requires a culture-based method that requires 18-24 hours 
before results can be determined. The time lapse between testing and obtaining results leaves the 
public unaware of potentially hazardous waters. For this reason, new methods are being 
developed to reduce the time needed to retrieve results in order to give appropriate time to warm 
the public. 
 
In the past 20 years, artificial neural networks have been used as powerful numerical tools that 
have the ability to learn by example. This ability allows the ANN model to provide approximated 
concentrations of FIB based on the architecture used in development. An ANN model can 
provide instantaneous results based on the inputs, reducing the time lapse that leaves the public 
vulnerable to hazardous waters. If instant results are provided, water advisories can be placed at 
the recreational zones to close or warn the public of the harmful waters. 
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The objective of this study was to investigate the ability of a feedforward ANN model using 
backpropagation learning algorithm to accurately predict E. coli concentrations based on three 
provided databases. These databases included different parameters in order to determine which 
parameters are essential for developing a more accurate model. 
 
The first database included parameters collected at Ross Barnett Reservoir for the two public 
parks: Lakeshore Park and Pelahatchie Shore Park. The second database considered parameters 
collected through the EPA’s STORET warehouse for recreational water bodies throughout 
Tennessee, Alabama, Arkansas, and Mississippi. The third database was provided by the United 
States Geological Survey from their BacteriALERT project that focuses on the Chattahoochee 
River. An ANN model was developed for each database, discussed in Chapter 4, Chapter 5, and 
Chapter 6. 
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7.2 Conclusions 
Based on the development of the three models, the following conclusions have been made: 
Model 1: 
A static feedforward ANN model using the backpropagation learning algorithm was developed 
using the database for two public parks located at Ross Barnett Reservoir in Jackson, MS in 
order to predict E. coli concentrations. The statistical accuracy measures provided for the ANN 
model indicate a slight characterization for the E. coli response. There is still some uncertainty of 
model accuracy due to the small amount of data available for Model 1. The database for Model 1 
contained 23 situations that the E. coli concentration exceeded the allowable range of 126 
MPN/100 mL. The model accurately predicted E. coli concentrations would exceed the 
allowable limit 18 of the 23 times it was exceeded. The Excel-based application does not require 
any specific knowledge and can be easily used. Figure 5 illustrates the prediction accuracy for 
the model with regions identified for over and under prediction. 
  
Model 2: 
A static feedforward ANN model using the backpropagation learning algorithm was developed 
using a database that was collected from EPA’s STORET for recreational waterbodies found 
throughout Tennessee, Alabama, and Arkansas, as well as the database from Model 1. The 
statistical accuracy measures indicate that the ANN model did not characterize the E. coli 
response. Since E.coli concentration is dependent on many water quality parameters, the 
parameters chosen for the development Model 2 did not indicate a strong correlation to E.coli 
concentration. It appears that using data from multiple locations introduces a variability to the 
input parameters, which causes inaccuracy in the model. Figure 11 illustrates the prediction 
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accuracy for the model with regions identified for over and under prediction. 
 
Model 3: 
A feedforward ANN model using the backpropagation learning algorithm was developed using a 
database provided by the USGS for their BacteriALERT project that focuses on the 
Chattahoochee River in Atlanta, Georgia. The model indicated that turbidity, when used as an 
input, can moderately characterize the E. coli response. The database used in the development of 
model 3 had 208 datasets that exceeded the allowable limit of 126 MPN/100 mL. The model 
accurately predicted E. coli concentrations would exceed the allowable limit 166 of the 208 
times it was exceeded. The Excel-based application does not require any specific knowledge and 
can be easily used. Figure 18 illustrates the prediction accuracy for the model with regions 
identified for over and under prediction. 
 
These results indicate that ANN can be used as an appropriate method for predicting E. coli 
concentrations when the appropriate water quality parameters are used. Based on the results 
provided from the three developed models, Model 1 provides the best results. However, since 
ANN models typically perform better when large databases are applied, the results from Model 1 
do not indicate it correctly captures the full response of E. coli. Although none of the models 
developed are accurate enough to be used as an indication of pathogens, they do provide insight 
into what may be required to develop a better performing model. Model 1 and 3 produced a 
generally accurate model when determining situations where E.coli would exceed the allowable 
limit. Model 2 provided inadequate results and clarified that location specific models should be 
used for higher performance. Model 3 produced decent results for solely characterizing E. coli 
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response based on only turbidity measurements. 
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APPENDIX A 
  
Capps 2015 Data for Ross Barnett Reservoir in Jackson, MS 
*For location 1 (Lakeshore Park), Location 2 (Pelahatchie Shore Park), Wet, and Dry columns; a “1” means yes, and “0” means no. This is a way to separate the 
data so that it can be considered by the ANN model. 
# Location 1 
(Lakeshore 
Park)* 
Location 2 
(Pelahatchie 
Shore 
Park)* 
Water Temp 
(°C) 
pH DO 
(mg/L) 
Conductivity 
(µmhos/cm) 
Turbidity 
(NTU) 
Oxygen 
(ppm) 
Secchi 
Depth 
(inches) 
Solar Power 
(µW/cm²) 
72 hour 
precipitation 
total  
(inches) 
 
Wet* 
 
Dry* 
Surface  
E. coli 
(MPN/100 mL) 
1 1 0 10.33 7.29 11 49 63.7 10.37 11.3 7382 0 1 0 220 
2 1 0 8.76 7.02 11.68 52 67.7 11.39 13 5944 0 1 0 155 
3 1 0 11.25 7.29 9.88 44 61.2 9.98 11.3 7382 0 0 1 400 
4 1 0 15.65 6.74 8.14 49 34.6 7.98 8 4442 1.23 1 0 160 
5 1 0 19.92 7.48 9.92 48 19.8 10.76 19 5797 0 0 1 35 
6 1 0 20.52 7.18 8.86 57 27.7 9.5 10 8150 1.66 1 0 200 
7 1 0 21.63 7.13 8.47 58 25.9 8.95 12 7594 0 0 1 135 
               
8 1 0 25.83 7.74 8.35 58 17 8.86 15 9580 0.1 0 1 580 
9 1 0 25 7.1 7.36 55 14 7.82 20 4062 0 1 0 185 
10 1 0 25.92 7.13 5.82 55 27.8 7.94 16 9556 0.06 1 0 130 
11 1 0 28.46 7.63 8.18 51 24.7 8.98 16 9528 0.56 0 1 21 
12 1 0 28.82 7.31 7.38 53 12.4 7.19 19 7193 0 0 1 135 
13 1 0 28.73 7.26 7.13 54 11.2 8.18 21 9233 0.01 0 1 135 
14 1 0 29.63 7.61 7.19 55 7.2 7.91 23 6440 0 0 1 12 
15 1 0 29.47 7.76 7.8 56 9.5 7.09 18 5035 0 0 1 35 
7
2
 
  
# Location 1 
(Lakeshore 
Park)* 
Location 2 
(Pelahatchie 
Shore 
Park)* 
Water Temp 
(°C) 
pH DO 
(mg/L) 
Conductivity 
(µmhos/cm) 
Turbidity 
(NTU) 
Oxygen 
(ppm) 
Secchi 
Depth 
(inches) 
Solar Power 
(µW/cm²) 
72 hour 
precipitation 
total  
(inches) 
 
Wet* 
 
Dry* 
Surface  
E. coli 
(MPN/100 mL) 
16 1 0 28.89 7.33 6.73 57 10. 7.95 19 7671 0.3 0 1 31 
17 1 0 28.21 7.36 70.9 59 7.2 6.06 18 3235 0.01 0 1 225 
18 1 0 29.77 7.77 7.86 58 8.6 6.18 19 7850 0 0 1 115 
19 1 0 28.19 7.54 7.11 62 14.5 8.19 18 3444 0 0 1 205 
20 1 0 29.01 7.56 7.44 65 12.2 7.85 21 6921 0.13 0 1 115 
21 1 0 28.81 7.37 6.13 66 6.9 6.37 13 2900 0 0 1 28 
22 1 0 29.38 7.71 7.12 66 14.4 7.15 17 8546 0 0 1 29 
23 0 1 10.32 7.66 10.36 40 34.1 10.55 17.6 5484 0 1 0 170 
24 0 1 11.09 8.6 9.77 37 43 10.23 14.3 4939 0.25 1 0 580 
25 0 1 9.82 8.59 10.22 36 37.2 9.94 19.3 5651. 0 1 0 350 
26 0 1 7.23 7.03 11.05 36 30 10.58 20 4154 0 0 1 105 
27 0 1 16.88 7.17 9.22 44 16 9.29 20 1726 1.23 1 0 23 
28 0 1 20.42 7.52 9.76 45 12.8 9.78 20 4025 0 0 1 14 
29 0 1 20.44 7.22 9.22 48 19.8 8.77 17 5171 1.66 1 0 68 
30 0 1 21.1 7.1 8.62 41 12.7 8.95 19 4035 0 0 1 55 
31 0 1 21.36 7.06 6.9 40 16.8 7.82 21 4402 0.1 0 1 63 
32 0 1 22.48 7.58 7.41 40 9.8 8.32 25 2227 0 1 0 140 
33 0 1 26.35 7.33 6.14 49 12.1 7.27 24 6224 0.06 1 0 145 
34 0 1 28.36 7.66 7.31 50 9.6 7.72 24 5519 0.56 0 1 750 
7
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# Location 1 
(Lakeshore 
Park)* 
Location 2 
(Pelahatchie 
Shore 
Park)* 
Water Temp 
(°C) 
pH DO 
(mg/L) 
Conductivity 
(µmhos/cm) 
Turbidity 
(NTU) 
Oxygen 
(ppm) 
Secchi 
Depth 
(inches) 
Solar Power 
(µW/cm²) 
72 hour 
precipitation 
total  
(inches) 
 
Wet* 
 
Dry* 
Surface  
E. coli 
(MPN/100 mL) 
35 0 1 28.13 7.22 6.96 50 7.4 7.75 28 4450 0 0 1 190 
36 0 1 28.45 7.47 7.51 50 8.3 7.96 27 4406 0.01 0 1 77 
37 0 1 28.43 7.25 5.2 53 5 6.59 27 4261 0 0 1 150 
38 0 1 28.04 7.06 4.65 55 6.4 5.78 24 3737 0 0 1 50 
39 0 1 28.99 7.33 5.93 56 5.4 6.97 24 2940 0.3 0 1 19 
40 0 1 28.24 7.14 5.52 57 4.7 6.59 24 2715 0.01 0 1 135 
41 0 1 29.17 7.14 5.42 60 6.2 6.91 24 4610 0 0 1 69 
42 0 1 27.95 7.5 5.91 56 7.6 7.08 23 2705 0 0 1 115 
43 0 1 28.35 7.41 6.39 56 4.5 5.95 23 4568 0.13 0 1 120 
44 0 1 28.34 7.22 5.08 61 5.3 6.73 22 1110 0 0 1 77 
45 0 1 29.04 7.51 6.58 60 6.4 7.87 15 3175 0 0 1 158 
 
7
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APPENDIX B 
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Collective database from Tennessee, Arkansas, and Alabama from EPA’s STORET with 
addition of Capps 2015 database (APPENDIX A) 
 
# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
1 1.48 6.07 12.93 3.1 
2 1.5 6.07 18.02 1 
3 1.65 6.97 26.84 7.3 
4 1.45 7.18 13.38 1 
5 1.55 6.26 9.64 1 
6 3.19 7.31 26.24 3.1 
7 8.71 6.78 25.68 4.1 
8 4.21 6.59 20.79 117.8 
9 8.71 7.07 25.68 4.1 
10 10.4 7.18 24.41 2 
11 27.1 7.45 24.35 3.1 
12 10.7 7.15 30.98 1 
13 9.21 8.15 30.76 2 
14 9.93 7.27 31.39 3.1 
15 13.2 7.73 24.51 4.1 
16 9.32 7.91 28.69 1 
17 12.5 8.66 28.17 1 
18 3 7.42 26.76 0 
19 1 6.26 22.94 2 
20 1 6.03 26.87 19 
77 
 
# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
21 2.14 7.57 29.03 1 
22 2.34 7.83 30.93 1 
23 2.32 7.39 29.03 3.1 
24 3.04 6.83 25.77 1 
25 3.3 6.84 21.56 1 
26 2.24 6.68 26.11 1 
27 2.13 6.91 27.04 1 
28 3 7 26.81 21 
29 3 7.96 25.59 1 
30 2 6.27 29.53 1 
31 1.35 5.79 6.69 3.1 
32 2.45 7.31 25.63 1 
33 10.36 6.36 10.36 2 
34 15 7.2 24.08 1 
35 11.3 7.1 31.18 2 
36 7.09 7.12 31.39 2 
37 1.35 5.83 6.75 3.1 
38 1.47 6.36 10.36 2 
39 2.45 7.31 25.63 1 
40 6.06 6.07 18.87 3.1 
41 2.5 6.2 21.54 1 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
42 2.9 6.64 27.16 3.1 
43 2.64 6.23 23.53 1 
44 3.19 7.31 26.24 3.1 
45 7.54 6.96 21.65 2 
46 0.23 7.28 24.98 9.8 
47 0.19 7.6 32.26 3.1 
48 3.27 6.57 23.01 2 
49 3.61 7.85 16.96 2 
50 3 6.13 28.51 0 
51 1 6.34 29.99 2 
52 2 6.5 24.95 5 
53 3.93 7.23 21.48 27.2 
54 4.27 7.36 30.09 1 
55 2.75 8.5 27.9 11.9 
56 1.47 5.83 6.97 1 
57 2.15 6.46 7.7 4.1 
58 2.37 5.93 7.44 27.2 
59 2.35 7.35 26.58 0 
60 17.3 7.56 30.4 1 
61 15.7 7.83 22.95 2 
62 12.6 7.79 28.49 2 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
63 9.9 7.53 26.07 14.6 
64 1.7 5.94 10.07 1 
65 1.82 6.88 11.21 4.1 
66 2.01 6 10.82 1 
67 1.76 5.87 8.59 9.6 
68 3.23 8.53 24.65 11 
69 4.17 6.41 30.56 3.1 
70 7.49 5.91 18.7 2 
71 7.03 7.25 22.56 3 
72 4.01 7.06 20.36 7.4 
73 4.59 7.38 29.96 3.1 
74 5.22 7.1 28.31 396.8 
75 4.78 7.25 25.65 2 
76 3.08 6.73 26.04 2 
77 4.24 6.12 27.94 3.1 
78 1 6.34 29.99 2 
79 2 6.5 24.95 5 
80 2 6.1 27.45 0 
81 1 6.51 29.91 2 
82 2 6.27 27.3 0 
83 16.3 7.92 20.56 42.8 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
84 9.3 8.4 23.62 2 
85 11.5 7.3 28.16 0 
86 10.3 8.63 25.49 214.2 
87 2.2 6.51 12.9 3.1 
88 16.3 7.92 20.56 42.8 
89 9.3 8.4 23.62 2 
90 10.3 8.63 25.49 214.2 
91 11.5 7.3 28.16 0 
92 2.55 6.18 29.99 1 
93 1.2 6.92 28.8 3.1 
94 2.07 6.91 10.8 3.1 
95 4.27 7.36 30.09 1 
96 3.93 7.23 21.48 27.2 
97 2.75 7.26 27.9 11.9 
98 4.54 7.34 26.79 1 
99 3.27 6.57 23.01 2 
100 3.61 7.85 16.96 2 
101 3.13 8.02 29.38 0 
102 63.7 7.29 10.33 165 
103 68 8.06 12.41 1500 
104 61.2 7.29 11.25 400 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
105 67.7 7.02 8.76 155 
106 34.6 6.74 15.65 160 
107 19.8 7.48 19.92 35 
108 27.7 7.18 20.52 200 
109 25.9 7.13 21.63 135 
110 17 7.74 25.83 580 
111 14 7.1 25 185 
112 27.8 7.13 25.92 130 
113 24.7 7.63 28.46 21 
114 12.4 7.31 28.82 135 
115 11.2 7.26 28.73 135 
116 7.2 7.61 29.63 12 
117 9.5 7.76 29.47 35 
118 10.7 7.33 28.89 31 
119 7.2 7.36 28.21 225 
120 8.6 7.77 29.77 115 
121 14.5 7.54 28.19 205 
122 12.2 7.56 29.01 115 
123 6.9 7.37 28.81 28 
124 14.4 7.71 29.38 29 
125 34.1 7.66 10.32 170 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
126 43 8.6 11.09 580 
127 37.2 8.59 9.82 350 
128 30 7.03 7.23 105 
129 16 7.17 16.88 23 
130 12.8 7.52 20.42 14 
131 19.8 7.22 20.44 68 
132 12.7 7.1 21.1 55 
133 16.8 7.06 21.36 63 
134 9.8 7.58 22.48 140 
135 12.1 7.33 26.35 145 
136 9.6 7.66 28.36 750 
137 7.4 7.22 28.13 190 
138 8.3 7.47 28.45 77 
139 5 7.25 28.43 150 
140 6.4 7.06 28.04 50 
141 5.4 7.33 28.99 19 
142 4.7 7.14 28.24 135 
143 6.2 7.14 29.17 69 
144 7.6 7.5 27.95 115 
145 4.5 7.41 28.35 120 
146 5.3 7.22 28.34 77 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
147 6.4 7.51 29.04 158 
148 4.7 7.88 9.97 7.3 
149 2.6 7.11 19.63 9.5 
150 3.5 8.39 26.48 1 
151 3.41 7.72 25 3 
151 4.8 7.68 11.42 8.5 
152 2.07 6.57 25.9 7 
153 3.63 8.5 26.5 24 
154 14.8 8.96 24.7 9 
155 3.76 8.11 27.7 8 
156 12.8 6.88 24.4 200 
157 4.45 7.22 29.1 0 
158 4.22 7.83 28.7 9 
159 2.59 6.79 23.9 23 
160 3.23 7 27.7 3 
161 3.09 6.78 26.6 11.42 
162 3.92 6.8 23.8 66 
163 3.06 7.31 27.9 3 
164 2.32 8.03 28.8 5.71 
165 3.44 6.63 23.7 31 
166 2.84 6.97 27.4 0 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
167 2.34 7.42 27.8 5.71 
168 6.53 7.66 29.3 3 
169 8.7 6.46 27.37 20 
170 16 7.78 20.23 11 
171 15 7.07 6.93 70 
172 23 6.99 17.5 101 
173 4.5 8 30.54 11 
175 11 8.28 10.01 12 
176 26 7.51 8.29 44 
177 20 7.8 24.62 14 
178 9.3 6.76 28.29 4 
179 4.3 6.87 27.37 5 
180 16 7.7 7.62 23 
181 16 7.55 7.58 16 
182 6.8 6.56 28.5 2 
183 16 8.15 24.61 11 
184 3 8.23 30.25 2 
185 24 7.66 16.83 130 
186 12 7.1 14.48 11 
187 8.4 6.01 10.29 5 
188 8.3 6.13 10.28 11 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
189 14 6.45 6.86 45 
190 16 7.55 7.58 16 
191 16 7.58 7.55 23 
192 33 8.03 23.2 172 
193 16 7.76 12.73 308 
194 29 8.44 6.52 173 
195 9 6.32 26.6 20 
196 9.6 7.66 29.19 25 
197 9.4 7.66 29.19 9 
198 33 6.61 16.84 161 
199 33 6.47 16.87 138 
200 36 7.84 19.19 60 
201 36 7.84 19.19 70 
202 19 7.19 5.48 150 
203 19 7.15 5.54 141 
204 22 7.72 4.72 79 
205 20 6.88 28.51 21 
206 21 6.91 28.45 14 
207 7.8 7.27 17.36 3 
208 4.6 7.71 18.83 1 
209 5.3 7.64 18.2 1 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
210 9.7 7.98 9.17 2 
211 5.9 7.47 14.7 2 
212 9.2 7.86 16.73 2 
213 4.1 7.92 30.56 1 
214 7.6 8.23 32.15 52 
215 4.8 8.04 30.3 1 
216 6.1 7.45 17.3 17 
217 4.4 7.41 19.06 1 
218 18 7.27 6.4 30 
219 2.8 7.11 16.42 1 
220 14 7.88 9.36 14 
221 8.6 7.18 28.31 1 
222 6.4 7.4 18.89 1 
223 10 7.68 4.77 2 
224 4.7 7.88 9.97 7.3 
225 2.6 7.11 19.63 9.5 
226 32 9.09 20.26 11 
227 17 8.05 23.45 12 
228 11 6.47 8.88 11 
229 5.2 7.33 22.58 435 
230 5.2 8.03 15.77 6 
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# Turbidity 
(NTU) 
pH Temperature  
(°C) 
E. coli  
(MPN/100 mL) 
231 3.9 7.91 19.67 4 
232 5.5 7.92 8.53 9 
233 11 6.81 12.98 67 
234 3.4 7.35 22.01 12 
235 1.9 7.97 26.59 135 
236 4.7 8.25 25.61 160 
237 4.3 8.32 25.72 8 
238 5 6.79 10.55 11 
239 2.9 8.53 18.99 13 
240 33 8.89 19.92 12 
241 12 7.6 23.26 2 
242 3.5 8.39 26.48 1 
243 4.8 7.68 11.42 8.5 
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APPENDIX C 
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BacteriALERT data for the Chattahoochee River, GA (USGS) 
*For Site 1, Site 2, Site 3, Wet, and Dry; a “1” means yes, and “0” means no. This allows the ANN model to account 
for the difference. 
# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
1 1 0 0 3 0 1 7 
2 0 0 1 4.6 0 1 7 
3 0 0 1 6.9 0 1 7 
4 1 0 0 3.6 0 1 8 
5 0 1 0 5.6 0 1 8 
6 0 1 0 2.2 0 1 9 
7 0 0 1 4.4 1 0 9 
8 0 0 1 6.4 0 1 9 
9 1 0 0 6.8 1 0 9 
10 1 0 0 7.8 0 1 9 
11 0 0 1 2.7 0 1 10 
12 1 0 0 3 0 1 10 
13 1 0 0 3.5 0 1 10 
14 0 0 1 2 0 1 11 
15 0 0 1 2.8 0 1 11 
16 0 0 1 2.4 1 0 12 
17 0 0 1 2.5 0 1 12 
18 1 0 0 3 0 1 12 
19 0 0 1 5.4 0 1 12 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
20 1 0 0 9.2 0 1 12 
21 0 0 1 10 0 1 12 
22 1 0 0 4.1 1 0 13 
23 1 0 0 4.6 0 1 13 
24 1 0 0 4 0 1 14 
25 1 0 0 4 0 1 14 
26 0 0 1 6.5 0 1 14 
27 0 0 1 4.3 0 1 15 
28 1 0 0 5.8 0 1 15 
29 1 0 0 6 1 0 15 
30 0 0 1 2.8 0 1 16 
31 0 0 1 4.7 1 0 16 
32 1 0 0 6.3 0 1 16 
33 0 0 1 3 0 1 17 
34 1 0 0 4 1 0 17 
35 1 0 0 4.5 1 0 17 
36 0 0 1 5 0 1 17 
37 1 0 0 5 0 1 17 
38 0 0 1 6 1 0 17 
39 0 0 1 7.8 0 1 17 
40 1 0 0 12 1 0 17 
91 
 
# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
41 1 0 0 2.3 0 1 18 
42 0 0 1 2.9 0 1 18 
43 1 0 0 3.3 0 1 18 
44 1 0 0 3.4 0 1 18 
45 1 0 0 3.8 0 1 18 
46 0 0 1 5 0 1 18 
47 1 0 0 8 0 1 18 
48 1 0 0 9.4 0 1 18 
49 1 0 0 2.2 0 1 19 
50 0 0 1 3.4 0 1 19 
51 1 0 0 3.5 0 1 19 
52 0 0 1 4 1 0 19 
53 0 0 1 4.6 1 0 19 
54 1 0 0 5 0 1 19 
55 1 0 0 5.1 0 1 19 
56 1 0 0 5.4 0 1 19 
57 1 0 0 2.2 0 1 20 
58 0 0 1 3 1 0 20 
59 0 0 1 4 1 0 20 
60 1 0 0 5 0 1 20 
61 1 0 0 1.7 0 1 21 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
62 0 0 1 2.3 1 0 21 
63 0 0 1 4.3 0 1 21 
64 0 0 1 6.8 0 1 21 
65 1 0 0 3.2 0 1 22 
66 1 0 0 3.8 1 0 22 
67 1 0 0 6.1 1 0 22 
68 0 0 1 2 0 1 23 
69 1 0 0 2 1 0 23 
70 1 0 0 2.1 0 1 23 
71 1 0 0 2.2 0 1 23 
72 0 0 1 3 0 1 23 
73 1 0 0 3 0 1 23 
74 0 0 1 3.3 0 1 23 
75 1 0 0 3.8 0 1 23 
76 1 0 0 5.5 0 1 23 
77 0 0 1 7 0 1 23 
78 0 0 1 2.3 0 1 24 
79 1 0 0 2.3 0 1 24 
80 1 0 0 3 0 1 24 
81 0 0 1 5.1 0 1 24 
82 1 0 0 5.2 0 1 24 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
83 1 0 0 5.5 1 0 24 
84 1 0 0 6 0 1 24 
85 0 0 1 3.4 0 1 25 
86 0 0 1 3.5 0 1 25 
87 1 0 0 3.8 0 1 25 
88 1 0 0 4.3 0 1 25 
89 0 0 1 4.3 0 1 25 
90 0 0 1 5 0 1 25 
91 0 0 1 5.2 0 1 25 
92 0 0 1 6 0 1 25 
93 1 0 0 6.4 0 1 25 
94 1 0 0 7.6 0 1 25 
95 0 0 1 17 1 0 25 
96 1 0 0 3 0 1 26 
97 1 0 0 3.6 1 0 26 
98 1 0 0 5.1 0 1 26 
99 1 0 0 5.4 0 1 26 
100 0 0 1 6.3 0 1 26 
101 0 0 1 6.8 1 0 26 
102 0 0 1 7.5 1 0 26 
103 0 1 0 4.2 0 1 27 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
104 1 0 0 5.2 0 1 27 
105 1 0 0 6.4 0 1 27 
106 0 0 1 10 0 1 27 
107 1 0 0 2.8 1 0 28 
108 0 0 1 2.9 0 1 28 
109 0 0 1 3.6 0 1 28 
110 1 0 0 4 0 1 28 
111 1 0 0 4.9 0 1 28 
112 1 0 0 7.1 0 1 28 
113 0 0 1 2.2 0 1 29 
114 1 0 0 2.3 0 1 29 
115 0 0 1 2.3 0 1 29 
116 1 0 0 2.5 0 1 29 
117 1 0 0 5.7 0 1 29 
118 0 0 1 8.7 0 1 29 
119 0 0 1 2.2 0 1 30 
120 1 0 0 2.2 0 1 30 
121 1 0 0 2.3 1 0 30 
122 0 0 1 2.3 0 1 30 
123 0 1 0 3 0 1 30 
124 1 0 0 3.5 0 1 30 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
125 0 0 1 5 0 1 30 
126 0 0 1 5.7 0 1 30 
127 1 0 0 1.7 0 1 31 
128 1 0 0 2.9 0 1 31 
129 0 0 1 3.6 1 0 31 
130 0 1 0 3.7 1 0 31 
131 1 0 0 3.8 0 1 31 
132 1 0 0 4.3 0 1 31 
133 0 0 1 4.7 0 1 31 
134 0 0 1 5.4 0 1 31 
135 0 0 1 5.9 0 1 31 
136 1 0 0 6.3 0 1 31 
137 0 0 1 8.2 0 1 31 
138 0 0 1 15 0 1 31 
139 0 0 1 3 0 1 32 
140 0 0 1 9.6 0 1 32 
141 0 0 1 17 0 1 32 
142 1 0 0 2.1 0 1 33 
143 0 0 1 2.6 0 1 33 
144 0 0 1 4 1 0 33 
145 0 0 1 4 1 0 33 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
146 0 0 1 4.3 0 1 33 
147 0 0 1 6.4 0 1 33 
148 1 0 0 8.1 0 1 33 
149 0 0 1 2.5 0 1 34 
150 0 0 1 2.6 0 1 34 
151 1 0 0 2.6 0 1 34 
152 1 0 0 3.1 0 1 34 
153 0 0 1 3.7 0 1 34 
154 1 0 0 4.1 0 1 34 
155 0 0 1 6 0 1 34 
156 0 0 1 6.1 0 1 34 
157 1 0 0 6.4 0 1 34 
158 0 0 1 6.6 0 1 34 
159 0 0 1 2.2 0 1 35 
160 0 0 1 2.4 0 1 35 
161 0 0 1 2.5 0 1 35 
162 1 0 0 3 1 0 35 
163 0 0 1 3.5 1 0 35 
164 0 0 1 4.7 0 1 35 
165 0 0 1 3 0 1 36 
166 0 0 1 3.8 0 1 36 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
167 1 0 0 6.7 1 0 36 
168 1 0 0 6.9 0 1 36 
169 1 0 0 2.6 0 1 37 
170 1 0 0 2.8 0 1 37 
171 1 0 0 3 0 1 37 
172 1 0 0 3.4 0 1 37 
173 0 0 1 5.5 0 1 37 
174 1 0 0 8.5 1 0 37 
175 0 0 1 12 0 1 37 
176 1 0 0 13 0 1 37 
177 1 0 0 2.5 0 1 38 
178 1 0 0 3.7 1 0 38 
179 0 0 1 4 1 0 38 
180 0 0 1 4.7 0 1 38 
181 1 0 0 12 0 1 38 
182 1 0 0 3.4 0 1 39 
183 0 0 1 3.4 0 1 39 
184 0 0 1 3.7 0 1 39 
185 1 0 0 11 1 0 39 
186 1 0 0 11 0 1 39 
187 1 0 0 21 0 1 39 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
188 0 0 1 1.8 0 1 40 
189 0 0 1 2.5 0 1 40 
190 1 0 0 2.6 0 1 40 
191 1 0 0 3.6 0 1 40 
192 1 0 0 4.2 1 0 40 
193 1 0 0 5.1 1 0 40 
194 1 0 0 6.7 0 1 40 
195 0 0 1 9.5 1 0 40 
196 0 0 1 2 0 1 41 
197 0 1 0 2.8 1 0 41 
198 1 0 0 3.3 0 1 41 
199 0 0 1 4 1 0 41 
200 0 1 0 4.5 0 1 41 
201 0 0 1 6.3 0 1 41 
202 0 0 1 10 1 0 41 
203 0 0 1 2.5 0 1 42 
204 1 0 0 3 0 1 42 
205 0 0 1 9.6 1 0 42 
206 1 0 0 2.1 0 1 43 
207 0 0 1 4.4 1 0 43 
208 1 0 0 7.3 0 1 43 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
209 1 0 0 2.4 1 0 45 
210 1 0 0 3.3 0 1 45 
211 0 0 1 4 1 0 45 
212 1 0 0 5.7 0 1 45 
213 0 0 1 6.20 0 1 45 
214 1 0 0 6.9 1 0 45 
215 1 0 0 2.6 0 1 46 
216 1 0 0 3.4 0 1 46 
217 0 1 0 2 0 1 47 
218 0 0 1 2.7 0 1 47 
219 0 0 1 3 0 1 47 
220 0 0 1 3 0 1 47 
221 0 0 1 4 0 1 47 
222 1 0 0 4 0 1 47 
223 1 0 0 5 1 0 47 
224 1 0 0 6.8 0 1 47 
225 1 0 0 7.6 1 0 47 
226 1 0 0 2.5 0 1 48 
227 0 0 1 2.9 1 0 48 
228 0 0 1 3.4 1 0 48 
229 0 0 1 4 0 1 48 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
230 0 0 1 5.7 0 1 48 
231 1 0 0 6 0 1 48 
232 1 0 0 7.3 0 1 48 
233 0 0 1 9.5 0 1 48 
234 0 0 1 2.7 0 1 49 
235 1 0 0 4.1 0 1 49 
236 1 0 0 5.9 0 1 49 
237 0 0 1 6.8 1 0 49 
238 0 0 1 2.2 0 1 50 
239 1 0 0 3.4 0 1 50 
240 0 1 0 4 0 1 50 
241 0 0 1 4.3 0 1 50 
242 1 0 0 4.4 1 0 50 
243 1 0 0 4.6 0 1 50 
244 1 0 0 4.6 0 1 50 
245 0 0 1 5.2 0 1 50 
246 1 0 0 3.9 0 1 51 
247 1 0 0 6 1 0 51 
248 0 0 1 9 0 1 51 
249 0 0 1 3 0 1 52 
250 1 0 0 3.8 0 1 52 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
251 1 0 0 3.9 0 1 52 
252 0 0 1 2.7 0 1 53 
253 1 0 0 3 0 1 53 
254 0 0 1 3.2 0 1 53 
255 0 0 1 5.6 0 1 53 
256 0 0 1 9.6 0 1 53 
257 0 0 1 2.2 0 1 54 
258 1 0 0 2.4 1 0 54 
259 1 0 0 2.4 0 1 54 
260 0 0 1 2.4 0 1 54 
261 0 0 1 2.8 1 0 54 
262 1 0 0 9.1 0 1 54 
263 1 0 0 2.5 0 1 55 
264 0 0 1 6.1 0 1 55 
265 0 1 0 6.7 0 1 55 
266 1 0 0 8 0 1 55 
267 1 0 0 13 0 1 55 
268 0 0 1 14 0 1 55 
269 0 0 1 2.6 0 1 56 
270 0 0 1 2.8 0 1 56 
271 0 1 0 3 0 1 56 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
272 0 0 1 3.5 0 1 56 
273 1 0 0 4 0 1 56 
274 1 0 0 4.5 0 1 56 
275 1 0 0 5.5 0 1 56 
276 1 0 0 3.2 0 1 57 
277 1 0 0 4.1 0 1 57 
278 0 0 1 6.1 1 0 57 
279 0 0 1 6.7 0 1 57 
280 1 0 0 7.2 0 1 57 
281 1 0 0 18 0 1 57 
282 1 0 0 2.4 0 1 58 
283 1 0 0 3.2 1 0 58 
284 0 0 1 3.2 1 0 58 
285 0 0 1 4.2 0 1 58 
286 1 0 0 9.7 0 1 58 
287 1 0 0 15 1 0 58 
288 0 0 1 7.4 0 1 59 
289 1 0 0 3.1 0 1 60 
290 1 0 0 6.6 1 0 60 
291 0 0 1 3.2 0 1 61 
292 1 0 0 4.1 0 1 61 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
293 1 0 0 5.5 0 1 62 
294 0 0 1 5.7 0 1 62 
295 1 0 0 7.6 0 1 62 
296 0 0 1 12 1 0 62 
297 0 0 1 3 0 1 63 
298 1 0 0 6.2 0 1 63 
299 0 0 1 6.5 0 1 63 
300 0 0 1 6.5 0 1 63 
301 0 0 1 5.8 0 1 64 
302 0 0 1 8.8 0 1 64 
303 0 0 1 16 0 1 64 
304 0 0 1 5.4 0 1 65 
305 0 1 0 6.1 0 1 65 
306 0 0 1 15 0 1 66 
307 0 0 1 7 1 0 67 
308 0 0 1 12 1 0 67 
309 0 0 1 2.8 0 1 68 
310 0 0 1 4 0 1 68 
311 1 0 0 6.1 0 1 68 
312 0 0 1 2.6 0 1 69 
313 0 0 1 3.1 0 1 69 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
314 0 0 1 3.8 0 1 69 
315 0 1 0 4 0 1 70 
316 1 0 0 4.5 1 0 70 
317 1 0 0 2.8 0 1 71 
318 0 0 1 3.5 0 1 71 
319 0 0 1 3.7 0 1 71 
320 0 0 1 4.7 1 0 71 
321 1 0 0 9 0 1 71 
322 0 0 1 7 1 0 72 
323 0 0 1 5.8 0 1 73 
324 1 0 0 6.9 0 1 73 
325 0 0 1 2.4 0 1 74 
326 0 0 1 2.8 1 0 74 
327 1 0 0 2.5 0 1 75 
328 0 0 1 3.5 0 1 75 
329 1 0 0 4 0 1 76 
330 0 0 1 4.7 0 1 76 
331 0 0 1 5 0 1 76 
332 0 0 1 7.4 0 1 76 
333 0 0 1 4 0 1 78 
334 1 0 0 7.7 0 1 78 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
335 1 0 0 3 0 1 80 
336 0 0 1 4 0 1 80 
337 1 0 0 8.7 0 1 80 
338 1 0 0 3.1 0 1 81 
339 0 0 1 6.5 0 1 81 
340 0 0 1 4.4 0 1 82 
341 0 0 1 5.4 0 1 82 
342 0 1 0 4.7 0 1 83 
343 1 0 0 7.4 1 0 83 
344 0 0 1 4.8 0 1 84 
345 0 0 1 15 0 1 84 
346 1 0 0 2.3 0 1 85 
347 1 0 0 5.4 0 1 85 
348 0 0 1 17 0 1 85 
349 1 0 0 3 1 0 86 
350 0 0 1 3.8 1 0 86 
351 1 0 0 4 0 1 87 
352 0 0 1 5.1 0 1 87 
353 0 0 1 8.2 1 0 87 
354 1 0 0 6 0 1 88 
355 0 0 1 6.3 0 1 88 
106 
 
# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
356 1 0 0 7.9 0 1 88 
357 1 0 0 2.9 1 0 89 
358 1 0 0 4.4 0 1 89 
359 1 0 0 19 0 1 89 
360 1 0 0 3.4 1 0 90 
361 0 1 0 11 0 1 90 
362 0 0 1 7.1 0 1 92 
363 1 0 0 3.8 1 0 94 
364 0 0 1 7.5 1 0 94 
365 1 0 0 6.1 1 0 97 
366 1 0 0 7 1 0 97 
367 0 0 1 6.1 0 1 99 
368 1 0 0 27 0 1 99 
369 0 1 0 2.4 0 1 100 
370 0 0 1 2.8 1 0 100 
371 1 0 0 2.8 0 1 100 
372 1 0 0 4 0 1 100 
373 0 0 1 4.7 1 0 100 
374 0 0 1 7 0 1 100 
375 0 0 1 11 0 1 100 
376 1 0 0 3.6 0 1 110 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
377 1 0 0 4.7 1 0 110 
378 0 0 1 5 0 1 110 
379 1 0 0 5.4 1 0 110 
380 0 0 1 6 0 1 110 
381 1 0 0 6.3 0 1 110 
382 0 0 1 7 0 1 110 
383 0 0 1 7.9 1 0 110 
384 0 1 0 7.9 1 0 110 
385 0 0 1 8 0 1 110 
386 1 0 0 11 1 0 110 
387 1 0 0 18 0 1 110 
388 0 0 1 23 1 0 110 
389 1 0 0 2.5 0 1 120 
390 0 0 1 4 0 1 120 
391 1 0 0 4.1 0 1 120 
392 1 0 0 4.9 1 0 120 
393 0 0 1 5 0 1 120 
394 1 0 0 7 0 1 120 
395 1 0 0 9.7 0 1 120 
396 1 0 0 10 1 0 120 
397 1 0 0 33 0 1 120 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
398 0 0 1 9.4 1 0 130 
399 0 0 1 13 0 1 130 
400 1 0 0 37 0 1 130 
401 0 1 0 4.7 0 1 140 
402 1 0 0 6 0 1 140 
403 1 0 0 6.7 0 1 140 
404 0 0 1 7.6 1 0 140 
405 1 0 0 15 0 1 140 
406 1 0 0 5.7 0 1 150 
407 0 0 1 8.2 0 1 150 
408 0 1 0 14 0 1 150 
409 0 0 1 16 0 1 150 
410 1 0 0 18 0 1 150 
411 0 0 1 7.2 0 1 160 
412 1 0 0 8 0 1 160 
413 0 1 0 16 0 1 160 
414 0 1 0 57 0 1 160 
415 0 0 1 6 0 1 170 
416 0 0 1 13 0 1 170 
417 1 0 0 18 0 1 170 
418 0 1 0 3.1 0 1 180 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
419 0 0 1 6.6 0 1 180 
420 1 0 0 8 0 1 180 
421 0 1 0 7.1 0 1 190 
422 1 0 0 8.1 1 0 190 
423 0 0 1 6.7 0 1 200 
424 1 0 0 8.3 0 1 200 
425 1 0 0 8.5 0 1 200 
426 1 0 0 27 0 1 200 
427 0 0 1 29.2 0 1 200 
428 0 0 1 9.9 0 1 210 
429 1 0 0 3 1 0 220 
430 0 1 0 4 0 1 220 
431 0 1 0 6.3 0 1 220 
432 1 0 0 10 0 1 220 
433 0 1 0 29 0 1 230 
434 1 0 0 67 1 0 230 
435 0 1 0 10 0 1 240 
436 0 0 1 11 0 1 240 
437 0 0 1 5 1 0 250 
438 0 0 1 5.7 0 1 250 
439 0 0 1 14 0 1 250 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
440 1 0 0 21 0 1 250 
441 0 1 0 3.4 0 1 260 
442 0 1 0 6.3 1 0 260 
443 1 0 0 5.7 1 0 270 
444 0 1 0 9.6 0 1 270 
445 1 0 0 10 0 1 280 
446 1 0 0 15 0 1 280 
447 1 0 0 9.7 1 0 290 
448 1 0 0 36 0 1 290 
449 0 0 1 11 0 1 310 
450 0 0 1 38 1 0 310 
451 0 0 1 18 0 1 320 
452 1 0 0 34 0 1 320 
453 0 0 1 4.7 0 1 340 
454 1 0 0 17 1 0 340 
455 0 0 1 29 1 0 340 
456 0 0 1 5.1 0 1 350 
457 0 0 1 8.8 1 0 350 
458 1 0 0 24 0 1 360 
459 0 0 1 11 0 1 380 
460 0 1 0 4.6 0 1 390 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
461 1 0 0 21 0 1 390 
462 1 0 0 22 0 1 420 
463 1 0 0 28 0 1 480 
464 0 0 1 47 0 1 480 
465 0 0 1 11 0 1 510 
466 0 0 1 4.9 0 1 520 
467 0 0 1 46 0 1 530 
468 0 0 1 40 1 0 550 
469 0 0 1 72 0 1 550 
470 0 0 1 91 1 0 560 
471 0 0 1 100 0 1 590 
472 0 0 1 6.4 0 1 620 
473 1 0 0 32 0 1 620 
474 1 0 0 87 1 0 720 
475 1 0 0 33 0 1 740 
476 0 0 1 46 0 1 740 
477 1 0 0 64 0 1 740 
478 0 0 1 8.6 1 0 780 
479 0 0 1 98 1 0 800 
480 0 0 1 61 0 1 820 
481 0 0 1 48 1 0 830 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
482 1 0 0 54 0 1 830 
483 1 0 0 16 0 1 840 
484 0 0 1 38 0 1 850 
485 0 0 1 27 0 1 860 
486 1 0 0 37 0 1 880 
487 0 0 1 53 0 1 930 
488 0 0 1 170 0 1 950 
489 1 0 0 20 0 1 960 
490 0 0 1 26 0 1 960 
491 1 0 0 71 1 0 1100 
492 0 0 1 110 0 1 1100 
493 1 0 0 7.6 1 0 1200 
494 1 0 0 23 1 0 1200 
495 1 0 0 27 0 1 1200 
496 0 0 1 100 0 1 1300 
497 1 0 0 100 0 1 1400 
498 1 0 0 140 1 0 1500 
499 1 0 0 74 0 1 1600 
500 1 0 0 65 1 0 1800 
501 0 0 1 16 0 1 1900 
502 1 0 0 110 0 1 1900 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
503 0 0 1 110 0 1 1900 
504 1 0 0 220 1 0 1900 
505 0 0 1 90 1 0 2100 
506 1 0 0 120 0 1 2100 
507 1 0 0 140 1 0 2100 
508 0 0 1 190 0 1 2100 
509 0 0 1 27 0 1 2300 
510 1 0 0 68 0 1 2400 
511 1 0 0 360 0 1 2900 
512 0 0 1 52 1 0 3200 
513 0 0 1 260 0 1 4500 
514 0 1 0 170 0 1 4800 
515 0 1 0 270 0 1 5100 
516 1 0 0 149 0 1 5300 
517 1 0 0 270 0 1 6300 
518 0 0 1 330 0 1 6900 
519 0 0 1 120 0 1 7600 
520 0 0 1 200 0 1 8600 
521 0 0 1 1500 0 1 9600 
522 0 1 0 6.4 1 0 3 
523 0 1 0 5.1 1 0 5 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
524 1 0 0 8 0 1 7 
525 1 0 0 12 0 1 9 
526 0 0 1 2.9 0 1 10 
527 1 0 0 5 0 1 10 
528 1 0 0 3.3 0 1 11 
529 0 1 0 4.1 1 0 12 
530 0 1 0 9.6 1 0 12 
531 0 1 0 2.1 0 1 14 
532 1 0 0 3.3 0 1 14 
533 0 1 0 3 0 1 15 
534 0 1 0 3.6 0 1 15 
535 1 0 0 4.6 1 0 15 
536 1 0 0 6.3 0 1 15 
537 0 0 1 3.6 0 1 16 
538 1 0 0 4.8 0 1 16 
539 1 0 0 6.1 0 1 16 
540 1 0 0 2.5 1 0 17 
541 0 0 1 2.6 0 1 17 
542 1 0 0 4.9 0 1 18 
543 0 0 1 6 0 1 18 
544 1 0 0 9 0 1 18 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
545 0 1 0 2 0 1 19 
546 0 0 1 1.6 0 1 20 
547 1 0 0 4 0 1 20 
548 0 0 1 4.5 0 1 21 
549 0 0 1 4.7 0 1 21 
550 1 0 0 4.9 0 1 21 
551 0 0 1 6 0 1 21 
552 0 1 0 7.4 1 0 21 
553 1 0 0 7.9 0 1 21 
554 0 0 1 9.3 1 0 21 
555 1 0 0 2.9 0 1 22 
556 0 0 1 3 0 1 22 
557 1 0 0 4.7 0 1 22 
558 0 1 0 1.6 0 1 23 
559 1 0 0 3.1 0 1 23 
560 0 1 0 7.3 0 1 23 
561 1 0 0 2 0 1 24 
562 1 0 0 2.1 1 0 24 
563 0 1 0 3.6 0 1 24 
564 0 1 0 4.2 0 1 24 
565 1 0 0 5.1 0 1 25 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
566 0 0 1 3.9 0 1 26 
567 0 1 0 5.9 0 1 26 
568 1 0 0 6 0 1 26 
569 1 0 0 6 0 1 26 
570 1 0 0 9.4 0 1 26 
571 0 0 1 3.1 0 1 27 
572 1 0 0 3.80 0 1 27 
573 0 1 0 5.1 0 1 27 
574 1 0 0 6 0 1 28 
575 1 0 0 6.7 0 1 28 
576 0 1 0 3.1 0 1 29 
577 0 0 1 3.4 0 1 30 
578 0 1 0 18 0 1 30 
579 1 0 0 3.1 0 1 31 
580 1 0 0 3.2 0 1 32 
581 0 1 0 3.9 0 1 32 
582 0 1 0 4.8 0 1 32 
583 0 0 1 3.7 0 1 33 
584 0 0 1 3.7 0 1 33 
585 0 1 0 7.4 1 0 33 
586 1 0 0 5 0 1 34 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
587 0 1 0 8.9 0 1 34 
588 0 1 0 5.8 0 1 36 
589 0 0 1 2.2 0 1 37 
590 0 0 1 2.7 1 0 37 
591 0 1 0 4.5 1 0 37 
592 0 0 1 4.9 0 1 37 
593 0 1 0 5.5 0 1 37 
594 0 0 1 12 0 1 37 
595 0 1 0 4.1 0 1 38 
596 1 0 0 24 0 1 38 
597 1 0 0 5.9 0 1 39 
598 1 0 0 2 1 0 40 
599 1 0 0 7.8 0 1 40 
600 0 0 1 2 0 1 41 
601 0 0 1 4.7 0 1 41 
602 0 1 0 5.9 0 1 41 
603 0 1 0 9.6 1 0 41 
604 0 0 1 2.6 0 1 43 
605 0 0 1 3 0 1 44 
606 0 0 1 2.8 1 0 45 
607 0 1 0 4 0 1 45 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
608 1 0 0 12 0 1 45 
609 0 0 1 4.8 1 0 46 
610 1 0 0 6.3 0 1 46 
611 0 1 0 3 0 1 47 
612 0 1 0 3.6 0 1 47 
613 0 0 1 5.9 1 0 47 
614 0 1 0 5.1 0 1 48 
615 0 1 0 7.2 1 0 48 
616 0 0 1 14 1 0 48 
617 0 0 1 4.1 1 0 49 
618 0 0 1 4.5 1 0 49 
619 1 0 0 5.7 1 0 49 
620 0 0 1 5.7 0 1 50 
621 1 0 0 2.7 0 1 51 
622 0 0 1 4.8 0 1 51 
623 1 0 0 6.2 0 1 51 
624 1 0 0 6.4 1 0 51 
625 0 1 0 11 0 1 51 
626 0 0 1 3.5 0 1 52 
627 0 1 0 5 0 1 53 
628 0 1 0 14 0 1 53 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
629 0 1 0 2.7 1 0 54 
630 1 0 0 6.7 0 1 54 
631 0 1 0 12 0 1 55 
632 0 0 1 2.2 0 1 56 
633 0 1 0 6.9 0 1 56 
634 0 0 1 8.2 0 1 56 
635 0 0 1 10 0 1 56 
636 1 0 0 4 0 1 57 
637 0 0 1 8 0 1 57 
638 0 0 1 8 1 0 58 
639 0 1 0 4 0 1 59 
640 1 0 0 4.4 0 1 59 
641 0 1 0 5.5 0 1 59 
642 1 0 0 5.9 0 1 62 
643 1 0 0 19 0 1 62 
644 0 1 0 3.6 0 1 66 
645 0 0 1 5 0 1 66 
646 0 0 1 7.7 1 0 66 
647 1 0 0 8.6 1 0 66 
648 0 0 1 4.3 0 1 67 
649 1 0 0 4.4 0 1 67 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
650 0 0 1 3 0 1 68 
651 0 0 1 4.8 1 0 68 
652 1 0 0 7.8 0 1 68 
653 0 1 0 32 0 1 68 
654 0 0 1 3.1 0 1 69 
655 0 0 1 4 0 1 69 
656 0 1 0 7.4 0 1 69 
657 1 0 0 7.7 1 0 70 
658 0 0 1 6.1 0 1 71 
659 1 0 0 9.8 0 1 71 
660 0 1 0 7.6 0 1 74 
661 0 0 1 3 0 1 75 
662 0 0 1 3.8 0 1 75 
663 0 1 0 2.4 0 1 76 
664 1 0 0 6.2 0 1 76 
665 1 0 0 7.4 0 1 76 
666 1 0 0 11 0 1 76 
667 0 0 1 20 1 0 76 
668 0 1 0 18 0 1 78 
669 0 0 1 5.6 1 0 80 
670 1 0 0 7.2 1 0 80 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
671 0 0 1 5.7 0 1 82 
672 0 1 0 10 0 1 84 
673 0 1 0 6.7 0 1 85 
674 0 1 0 7.5 0 1 85 
675 0 0 1 16 0 1 86 
676 0 1 0 6 0 1 87 
677 0 0 1 4.5 0 1 88 
678 0 1 0 3.7 0 1 90 
679 0 0 1 6.6 0 1 90 
680 1 0 0 6.3 1 0 93 
681 0 0 1 10 0 1 94 
682 1 0 0 3.5 0 1 97 
683 1 0 0 6.4 1 0 97 
684 0 0 1 12 1 0 98 
685 1 0 0 4.8 0 1 100 
686 0 0 1 5 0 1 100 
687 0 0 1 5.7 0 1 100 
688 1 0 0 15 0 1 100 
689 1 0 0 4 0 1 110 
690 0 0 1 4.5 0 1 110 
691 0 1 0 5 0 1 110 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
692 0 1 0 6.9 0 1 110 
693 0 0 1 11 0 1 110 
694 0 1 0 30 0 1 110 
695 1 0 0 6.8 0 1 120 
696 0 1 0 6.8 0 1 120 
697 0 0 1 7 0 1 120 
698 0 0 1 8 0 1 120 
699 1 0 0 10 0 1 120 
700 0 0 1 11 0 1 130 
701 0 1 0 5 0 1 140 
702 0 1 0 6 0 1 140 
703 0 0 1 7.8 0 1 140 
704 0 1 0 12 1 0 140 
705 1 0 0 12 0 1 140 
706 0 1 0 15 0 1 140 
707 0 0 1 16 0 1 140 
708 1 0 0 18 0 1 140 
709 0 0 1 24 0 1 140 
710 1 0 0 29 0 1 140 
711 0 1 0 35 0 1 140 
712 0 1 0 4.1 0 1 150 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
713 0 1 0 32 0 1 150 
714 0 1 0 34 0 1 150 
715 1 0 0 7 0 1 170 
716 1 0 0 17 0 1 170 
717 0 1 0 25 0 1 170 
718 0 0 1 38 0 1 170 
719 1 0 0 22 0 1 190 
720 1 0 0 7.3 0 1 200 
721 0 1 0 9 0 1 200 
722 0 1 0 9.6 0 1 210 
723 0 0 1 93 0 1 210 
724 0 0 1 6.1 0 1 230 
725 0 1 0 10 0 1 240 
726 0 0 1 12 0 1 240 
727 1 0 0 6 0 1 260 
728 0 0 1 6.4 0 1 270 
729 0 1 0 46 0 1 270 
730 0 0 1 11 0 1 280 
731 0 1 0 19 0 1 280 
732 1 0 0 9.7 0 1 290 
733 0 0 1 6.6 0 1 300 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
734 1 0 0 45 0 1 310 
735 1 0 0 7.4 0 1 320 
736 1 0 0 23 1 0 320 
737 1 0 0 61 0 1 330 
738 0 1 0 4.6 0 1 340 
739 0 0 1 24 0 1 340 
740 1 0 0 26 0 1 340 
741 1 0 0 15 1 0 360 
742 0 0 1 21 0 1 390 
743 1 0 0 31 0 1 390 
744 1 0 0 12 0 1 410 
745 0 1 0 14 0 1 420 
746 0 0 1 3 0 1 470 
747 0 1 0 8.8 0 1 470 
748 0 0 1 15 0 1 470 
749 0 0 1 6.5 0 1 480 
750 0 1 0 7.6 0 1 500 
751 0 0 1 27 0 1 500 
752 1 0 0 51 0 1 500 
753 1 0 0 71 0 1 640 
754 0 0 1 30 1 0 670 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
755 0 1 0 61 0 1 700 
756 0 0 1 57 0 1 710 
757 0 0 1 26 0 1 740 
758 0 1 0 46 0 1 740 
759 0 1 0 14 0 1 750 
760 0 0 1 120 0 1 750 
761 0 1 0 12 1 0 790 
762 0 0 1 44 0 1 810 
763 0 1 0 15 0 1 860 
764 0 0 1 43 0 1 910 
765 0 1 0 44 0 1 910 
766 1 0 0 35 0 1 920 
767 0 1 0 34 1 0 950 
768 0 1 0 44 0 1 950 
769 0 1 0 57 0 1 1000 
770 1 0 0 97 0 1 1000 
771 0 1 0 28 0 1 1100 
772 0 1 0 59 1 0 1100 
773 0 1 0 47 0 1 1500 
774 1 0 0 20 0 1 1900 
775 0 0 1 56 0 1 2000 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
776 1 0 0 67 1 0 3400 
777 1 0 0 200 0 1 4100 
778 1 0 0 210 0 1 5000 
779 0 0 1 73 0 1 5300 
780 0 0 1 120 0 1 5300 
781 1 0 0 36 0 1 8300 
782 0 0 1 240 0 1 8400 
783 0 1 0 100 0 1 28000 
784 0 1 0 4 1 0 8 
785 1 0 0 9.4 0 1 8 
786 0 1 0 6.3 0 1 9 
787 1 0 0 5 1 0 10 
788 0 0 1 4.5 1 0 12 
789 0 1 0 7.3 0 1 12 
790 1 0 0 8.2 1 0 12 
791 0 1 0 2.4 0 1 16 
792 0 0 1 2.5 0 1 16 
793 0 0 1 3.5 0 1 16 
794 1 0 0 6.3 0 1 16 
795 0 0 1 3 0 1 18 
796 0 0 1 3 0 1 18 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
797 0 1 0 2.5 0 1 19 
798 0 1 0 4.9 0 1 19 
799 0 0 1 3 1 0 20 
800 1 0 0 3.1 1 0 21 
801 0 0 1 4 0 1 21 
802 0 0 1 4.6 1 0 22 
803 0 1 0 5.1 0 1 23 
804 1 0 0 5.9 0 1 23 
805 0 0 1 6.4 1 0 23 
806 1 0 0 2.6 0 1 24 
807 1 0 0 7.7 0 1 24 
808 1 0 0 8.6 0 1 24 
809 0 1 0 2.1 0 1 25 
810 0 0 1 3 0 1 25 
811 0 0 1 4 0 1 25 
812 1 0 0 4.4 0 1 25 
813 0 1 0 4.8 1 0 25 
814 0 0 1 5.5 0 1 25 
815 0 1 0 6.4 0 1 25 
816 0 1 0 7 0 1 25 
817 0 1 0 3.6 1 0 26 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
818 0 1 0 5.8 0 1 26 
819 1 0 0 6.4 1 0 26 
820 1 0 0 2 1 0 27 
821 0 0 1 4.6 0 1 27 
822 1 0 0 5 0 1 27 
823 0 1 0 7.1 0 1 27 
824 0 1 0 7.7 0 1 27 
825 1 0 0 4.4 1 0 28 
826 1 0 0 2.1 0 1 29 
827 1 0 0 2.7 0 1 29 
828 0 0 1 3 0 1 29 
829 0 0 1 4 1 0 29 
830 1 0 0 5.1 0 1 29 
831 0 0 1 2.4 0 1 30 
832 1 0 0 3.5 0 1 30 
833 1 0 0 5.7 0 1 30 
834 0 1 0 6 0 1 30 
835 1 0 0 8.4 0 1 30 
836 0 1 0 16 0 1 30 
837 0 0 1 2.9 0 1 32 
838 0 1 0 4.1 0 1 32 
129 
 
# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
839 1 0 0 5.3 0 1 32 
840 0 1 0 5.4 0 1 32 
841 0 1 0 5.6 0 1 32 
842 1 0 0 2.1 0 1 33 
843 0 1 0 3.9 1 0 33 
844 1 0 0 8.3 0 1 33 
845 1 0 0 3.5 0 1 34 
846 0 0 1 4.2 0 1 34 
847 0 0 1 5.1 0 1 34 
848 0 1 0 3.9 0 1 35 
849 0 1 0 5.3 0 1 35 
850 0 0 1 7 1 0 35 
851 0 0 1 3 0 1 36 
852 1 0 0 3.2 0 1 37 
853 0 1 0 4.6 0 1 37 
854 0 0 1 5.7 0 1 37 
855 0 1 0 2.7 0 1 38 
856 1 0 0 3.3 0 1 38 
857 0 0 1 4 1 0 38 
858 0 0 1 4.1 0 1 38 
859 1 0 0 6 0 1 38 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
860 0 0 1 6.1 0 1 38 
861 0 1 0 7.6 0 1 38 
862 1 0 0 8.8 0 1 38 
863 0 0 1 2 0 1 39 
864 0 0 1 3.6 0 1 39 
865 1 0 0 4 0 1 39 
866 0 0 1 4.2 0 1 39 
867 1 0 0 2.4 0 1 41 
868 1 0 0 3 0 1 41 
869 0 0 1 4.4 1 0 42 
870 1 0 0 8 0 1 42 
871 0 0 1 3.4 1 0 44 
872 0 1 0 7.7 1 0 44 
873 0 0 1 7.7 0 1 44 
874 0 0 1 2.3 0 1 45 
875 0 0 1 3.3 0 1 45 
876 0 0 1 24 0 1 45 
877 0 0 1 4.1 0 1 46 
878 1 0 0 2.5 1 0 47 
879 1 0 0 4 0 1 47 
880 0 1 0 8.3 0 1 47 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
881 1 0 0 5 0 1 49 
882 0 1 0 5.1 0 1 50 
883 0 1 0 6.4 0 1 50 
884 1 0 0 6.4 0 1 50 
885 1 0 0 7.2 0 1 50 
886 0 0 1 21 0 1 50 
887 0 1 0 2.9 1 0 51 
888 0 0 1 3.3 0 1 51 
889 1 0 0 2.5 0 1 52 
890 0 0 1 3 1 0 52 
891 0 1 0 4.6 0 1 52 
892 0 1 0 6.5 0 1 52 
893 0 0 1 19 0 1 53 
894 0 1 0 6.3 0 1 55 
895 1 0 0 7.1 0 1 55 
896 0 1 0 4 1 0 56 
897 1 0 0 18 0 1 56 
898 0 1 0 7.8 0 1 57 
899 1 0 0 4 0 1 59 
900 0 1 0 8.6 1 0 59 
901 0 1 0 22 0 1 59 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
902 0 0 1 14 0 1 60 
903 0 0 1 4.7 1 0 61 
904 1 0 0 4.8 1 0 63 
905 0 1 0 4 0 1 64 
906 0 1 0 6.3 0 1 64 
907 0 1 0 8.5 0 1 64 
908 0 1 0 4.7 0 1 67 
909 0 1 0 6.3 0 1 67 
910 0 1 0 3.6 0 1 69 
911 0 1 0 4.7 0 1 69 
912 0 0 1 9.6 0 1 70 
913 0 1 0 16 0 1 70 
914 0 1 0 4 0 1 71 
915 1 0 0 3 0 1 72 
916 0 0 1 9.5 0 1 72 
917 0 0 1 10 0 1 75 
918 0 0 1 6.1 0 1 76 
919 0 0 1 5 0 1 77 
920 1 0 0 6 0 1 78 
921 0 1 0 8.4 0 1 78 
922 0 0 1 4 0 1 79 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
923 1 0 0 7.2 1 0 79 
924 0 0 1 4.7 0 1 81 
925 1 0 0 4.7 0 1 81 
926 1 0 0 8.1 0 1 82 
927 0 0 1 9.2 0 1 82 
928 0 1 0 15 0 1 82 
929 0 0 1 7.8 0 1 84 
930 0 1 0 27 1 0 85 
931 0 1 0 5.3 0 1 86 
932 0 0 1 2.6 0 1 87 
933 0 0 1 10 0 1 87 
934 0 1 0 3 0 1 88 
935 0 1 0 9 1 0 88 
936 0 0 1 5 0 1 95 
937 0 1 0 15 0 1 96 
938 1 0 0 4.2 0 1 97 
939 1 0 0 9.3 0 1 98 
940 1 0 0 5 0 1 99 
941 1 0 0 7 1 0 99 
942 1 0 0 8.3 0 1 99 
943 0 0 1 3.8 0 1 100 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
944 1 0 0 7.4 0 1 100 
945 0 0 1 7.2 1 0 110 
946 0 1 0 8.3 0 1 110 
947 0 1 0 9 1 0 110 
948 0 1 0 15 0 1 110 
949 0 1 0 15 0 1 110 
950 0 0 1 19 1 0 110 
951 0 1 0 6.7 0 1 120 
952 0 1 0 6.8 1 0 120 
953 0 1 0 6.9 0 1 120 
954 0 0 1 7 0 1 120 
955 0 1 0 9.1 0 1 120 
956 1 0 0 16 0 1 120 
957 1 0 0 28 0 1 120 
958 0 1 0 30 1 0 120 
959 0 0 1 6.7 0 1 130 
960 1 0 0 6.8 0 1 130 
961 0 1 0 18 0 1 130 
962 1 0 0 38 0 1 130 
963 1 0 0 7.2 0 1 140 
964 0 1 0 12 0 1 140 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
965 0 0 1 14 0 1 140 
966 0 1 0 18 0 1 140 
967 1 0 0 33 0 1 140 
968 0 1 0 3 0 1 150 
969 0 1 0 13 0 1 150 
970 1 0 0 7.6 0 1 160 
971 0 0 1 24 0 1 160 
972 0 1 0 16 0 1 163 
973 0 0 1 3.1 0 1 170 
974 0 0 1 7.5 0 1 170 
975 1 0 0 11 0 1 170 
976 1 0 0 5.7 0 1 180 
977 1 0 0 7.3 0 1 180 
978 0 1 0 57 0 1 190 
979 1 0 0 7.7 1 0 200 
980 0 0 1 19 0 1 200 
981 0 0 1 3.6 1 0 210 
982 0 0 1 6.1 0 1 220 
983 0 0 1 24 0 1 220 
984 1 0 0 7.9 0 1 230 
985 1 0 0 16 0 1 230 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
986 1 0 0 22 0 1 240 
987 0 0 1 58 0 1 240 
988 0 0 1 20 0 1 250 
989 1 0 0 21 0 1 250 
990 1 0 0 4.7 0 1 260 
991 0 1 0 9.9 0 1 260 
992 0 1 0 14 0 1 260 
993 1 0 0 16 1 0 260 
994 0 1 0 140 0 1 260 
995 1 0 0 25 0 1 270 
996 1 0 0 12 1 0 280 
997 0 1 0 4.1 1 0 300 
998 1 0 0 7.5 0 1 300 
999 0 1 0 38 0 1 300 
1000 1 0 0 68 1 0 310 
1001 0 0 1 10 0 1 330 
1002 1 0 0 21 0 1 330 
1003 1 0 0 47 0 1 360 
1004 0 1 0 18 0 1 370 
1005 0 1 0 60 0 1 380 
1006 1 0 0 6.9 0 1 390 
137 
 
# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
1007 0 0 1 18 0 1 420 
1008 0 1 0 12 0 1 440 
1009 1 0 0 14 1 0 510 
1010 1 0 0 40 0 1 530 
1011 0 1 0 3.5 1 0 550 
1012 0 0 1 5.9 0 1 550 
1013 1 0 0 38 0 1 570 
1014 1 0 0 83 0 1 580 
1015 0 0 1 49 1 0 590 
1016 0 1 0 5.2 0 1 740 
1017 1 0 0 6.1 0 1 860 
1018 1 0 0 37 0 1 880 
1019 0 0 1 38 0 1 900 
1020 0 0 1 16 0 1 980 
1021 0 0 1 20 0 1 1000 
1022 0 0 1 97 0 1 1000 
1023 0 0 1 58 1 0 1100 
1024 1 0 0 250 0 1 1100 
1025 1 0 0 7 1 0 1200 
1026 0 1 0 27 0 1 1300 
1027 0 1 0 120 0 1 1400 
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# Site 1* Site 2* Site 3* Turbidity 
(NTU) 
Wet* Dry* E. coli 
(MPN/100 mL) 
1028 0 0 1 46 0 1 1700 
1029 0 1 0 63 0 1 1700 
1030 0 1 0 190 0 1 1800 
1031 1 0 0 77 0 1 1900 
1032 0 0 1 71 0 1 2000 
1033 0 0 1 40 0 1 2200 
1034 0 0 1 160 0 1 2200 
1035 0 0 1 66 0 1 2800 
1036 1 0 0 160 0 1 3000 
1037 0 1 0 150 1 0 3700 
1038 0 1 0 29 0 1 3800 
1039 0 1 0 140 0 1 4100 
1040 0 0 1 160 0 1 4900 
1041 0 0 1 290 0 1 8800 
1042 0 0 1 160 0 1 15000 
c
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