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Abstract -  Determination of pulse patterns for the elimination of 
some  low-order harmonics of  a PWM  inverter  necessitates to 
solve  a  system  of  nonlinear transcendental  equations. When 
Newton’s algorithm is applied, it can be  estimated that at each 
iteration, 2xN2 trigonometric functions have to be evaluated, N 
being  the  number  of  unknown  switching angles  in  the  first 
quarter-period interval. This is very  time-consuming when  the 
equations are to be solved in real-time, even when a digital signal 
processor (DSP) is used [14]. A new system of algebraic hmonic 
elimination  equations,  in  which  no  trigonometric  function 
appears explicitly, are derived in this paper. The time necessary 
for solving the equations using a DSP is thus reduced. For single- 
phase inverters, the local linear model, which is to be formulated 
at each iteration and  then solved  to  provide  a  new  iterative 
solution,  is  a  special  Vandermonde  system.  Since  algorithms 
which are more efficient than Gauss elimination can be  used to 
solve a Linear  Vandermonde system, total solution time can be 
further reduced. 
INTRODUCTION 
As  an  optimized  PWM  method  [  11,  harmonic  elimination 
technique has been studied since 1970’s [2-41. It is well recognized 
that  the  elimination  of  lower-order  harmonics  from  the  output  of 
voltage source PWM inverters brings two major benefits: 
If the inverter supplies AC voltages of constant frequency, a filter 
is usually installed at its output. In this case, when lower-order 
harmonics  are  eliminated  through  proper  modulation  of  the 
inverter, only  higher-order  harmonics  appear  at the output  and 
need to be attenuated by  the filter. The cut-off frequency of  the 
filter can thus be increased, leading to the reduction of  the filter 
size. System efficiency also tends to increase. 
When used  in  an  AC  drive system,  elimination of  lower-order 
harmonics  from  the inverter output  leads to great reduction  of 
lower-order harmonic torques generated by  the motor. Although 
harmonic torque is the interacting result between stator and rotor 
harmonic  currents  of  different  orders,  higher-order  harmonic 
currents  have  however  smaller  magnitudes  due  to  the  larger 
impedance  which  the motor  presents to higher-order harmonic 
voltages. Their contributions to low-order harmonic  torques are 
thus  less  significant.  Therefore,  lower-order  harmonic  torques 
generated  by  the  motor  is  greatly  reduced.  Consequently,  low 
frequency  resonance  of  the  mechanical  system  driven  by  the 
motor can be avoided. 
Determination  of pulse  pattems for the elimination of  low-order 
harmonics necessitates to solve a system of  nonlinear transcendental 
equations  which  involves  many  trigonometric  (sine  and  cosine) 
functions. Due to this inherent nonlinear nature, real-time solution of 
harmonic  elimination  equations  has  been  considered  impractical. 
Consequently, all implementation  systems reported so far are based 
on off-line solutions of  harmonic elimination equations  [S, 61. The 
off-line calculated optimal switching angles are either stored in look- 
up  tables,  or  interpolated  by  simple functions  [5-61 for  real-time 
operation. Large memory space is required when look-up fables are 
used,  which  makes  the  system  inflexible  and  difficult  to  be 
maintained.  The  interpolation  approach  is  effective  only  when 
frequency  control is not required. Otherwise,  variation of  the ratio 
between  the switching  frequency  and  inverter fundamental  output 
frequency  during  real-time  operation  (this  is  necessary  for 
maintaining  a  constant  switching  frequency  so  as  to  limit  the 
switching  loss,  which  is  important  for high  power  applications) 
necessitates to store many interpolated functions, leading thus to the 
same problem as when switching angles are directly stored [  151. 
Efforts have been made in recent years to apply Walsh functions 
method to simplify nonlinear harmonic elimination equations so that 
real-time solution could  be  permitted  [7, 81. However, as has been 
discussed  in  [9,  151,  this  method  is  not  applicable  due  to  some 
unsolvable problems. 
We reported in [ 141 for the first time a new harmonic elimination 
system based on real-time solution of nonlinear harmonic elimination 
equations  using a digital signal processor  DSP56001. Attributed to 
the novel design of the system, determination of  15 switching angles 
within  2.15  ms  has  been  achieved. This demonstrated  clearly the 
feasibility of solving harmonic elimination equations on-line in real- 
time  using  today’s  DSP  of  medium  performance.  Such  real-time 
implementation  system  eliminates the use  of  large memory space, 
thus  avoids  the  above  discussed  problems  which  are  common  to 
conventional  approaches.  The  modulation  results  are  also  more 
accurate than that attainable by conventional schemes. 
As  will  be  demonstrated  later  in  this  paper, direct  solution  of 
transcendental  harmonic  elimination  equations  necessitates  to 
evaluate 2m2  trigonometric  functions at each iteration, N  being the 
number of unknown switching angles. To  reduce  the total compu- 
tation time, we have used in [14] a 256-words sine function table and 
devised a special interpolation algorithm for the determination of sine 
and cosine functions. The flexibility of the system could of course be 
further improved if the sine function table is removed. However, with 
the  transcendental  harmonic  elimination  equations,  this  is  not 
practical.  Since otherwise, each  sine or  cosine  function  has to  be 
calculated using its Taylor expansion. The solution time will then be 
greatly increased. 
New  algebraic  harmonic  elimination  equations  that  do  not 
explicitly contain  trigonometric  functions are derived in this paper. 
To  solve such  equations, a DSP needs  only’to evaluate N cosine 
functions at each iteration. Real-time solution without using a sine 
function table becomes thus feasible. For single-phase inverters, the 
solution time is further reduced, for that the local linear model formu- 
lated at each iteration is a  Vandermonde system for which solution 
algorithms which are more efficient than the usually applied Gauss 
elimination method can be used. 
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Any two-level PWM waveform denoted formally byfiwt), which is 
normalized to have unity amplitude and is quarter-period symmet- 
rical and half-period inversely symmetrical, is characterized by three 
parameters: 
1. The initial levelflo')  at the beginning of a fundamental period; 
2. The ending levelfin/2)  at the end of the first quart period; 
3. N switching angles ai  (i = 1.2, .  .  ., N) in the first quart period. 
Since both fl0')  and Ad2) assume either  -1  or  +1,  four distinct 
waveform structures can be identified, as illustrated in Table  1 (LN 
stands  for  Line-to-Neutral). Evidently, the  third  structure can  be 
obtained by shifting the first one &NI) by  180'.  This relation applies 
also to the fourth and the second (LN2) ones. 
'Igble 1.  Two-Level PWM Waveform Structures 
structure 
1  I  I 
I 
I  -1  I  -1  even 
To demonstrate the new solution algorithms, we will concentrate in 
this paper on the first waveform structure, that is, LN1 waveforms. 
The developed algorithms are, however, applicable to other structures 
of  waveforms  without  any  modification.  Figure  1  illustrates  an 
exemplary LNl waveform with N  = 3. 
waveform can be calculated fromt: 
Simple  calculation  reveals  that  Fourier  coefficients of  a  LNI 
r  N  1 
Figure 1.  A symmetrical MI PWM  wavefonn with N = 3. 
Transcendental Harmonic Elimination Equations 
The basic principle of harmonic elimination is that by adjusting the 
N  switching angles, it is possible to eliminate completely N-l  low- 
order  harmonics  and,  at  the  same time,  control the  fundamental 
amplitude VI  at a pre-specified value M.  For single-phase inverters, 
the objective is to eliminate N-1  lowest-order harmonics; that is, the 
N switching angles al.  %, .  .  ., and a,  must be so determined that 
VI =M 
vi = 0  (2) 
Using (l), this defines a system of nonlinear transcendental harmonic 
elimination equations as follows (U = [al,  %, .  .  ., aNIT): 
i = 3,5, ...,  2N-1  { 
t.  Due to waveform symmetries, only odd-order sine-term Fourier 
components have non-zero amplitudes 
i=  1 
N 
(3) 
... 
N 
fN  (a)  = -  1 +  2  (-1) 
+
  cos (2N -  1) ai  = 0  I  i=  1 
For  three-phase inverters, it is not  necessary to consider triple- 
order harmonics. Thus, the harmonics to be eliminated are the 5th, 
7th, 1  lth, .  .  ., (3N-2)th. and the harmonic elimination equations are 
modified accordingly to: 
ZM  N 
f  (a)  = -  1 + 2 C  (-lli+ 'cosai - -  4  = o 
i=l 
N 
f.(a)  =-1+2C (-1)'+'~0~5a,=0 
i=  1 
... 
N 
fN  (a)  = -  1 + 2 C  (- 1 ) i+  I COS (3  N -  2) ai  = 0 
i=  1 
(4) 
For  the  formal  discussion of  solution  algorithms we  denote  the 
system of equations (3) and (4) by 
Solution Algorithms 
Newton's method for systems of nonlinear equations is found to be 
effective for solving harmonic elimination equations (5). For a given 
value of  M and a corresponding initial guess of  solution angles a('), 
this method solves (5)  iteratively. At each iteration, with U =  uQ)  (the 
last iterative solution), a local linear model 
J (U) . AU -f(a)  = 0  (6) 
is determined and then solved for &,  so  as to provide a new iterative 
solution 
-  AU  a(k+l)  = 
J(a)  is called the Jacobian matrix offlu) and is defined as: 
(7) 
Apparently,  successful  application  of  the  Newton's  method 
depends on  if  a suitable initial guess do)  can  be provided. Various 
algorithms for accomplishing this based on the use of  continuation 
methods have been proposed in [lo, 151, with which we  are now  able 
to solve any harmonic elimination problem in a few  minutes. This 
provides us  a quick access to various harmonic elimination solutions. 
As  an illustration, trajectories of  solution angles for a single-phase 
LNI waveform with N = 3, as shown in Figure 1, with variable output 
voltage is provided below in Figure 2. It is important to observe that 
1. The solution angles vary  continuously with  the requirement on 
the fundamental amplitude VI  = M; 
2. The variation of  each solution angle is fairly linear over a large 
portion of  the inverter output range  VI  E [0,  Mmax]  such that 
each trajectory can be well approximated by  a linear function, as 
represented by the dashed lines in Figure 2. 
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Figure 2. Trajectories  of single-phase  harmonic elimination solution 
of a L.Nl  waveform with N = 3 
N 
2  g2  (x) = -  1 + 2 c  [ (-$+  IXi.  p,(l -xi)] = 0 
(12)  i= 1 
... 
N 
Real-Time Solution of Harmonic Elimination Equations 
A new  implementation system of  harmonic elimination based on 
solving the system of transcendental harmonic elimination equations 
(5) on-line in  real-time has  been  reported  in  [14]. The hardware 
system consists of a NeXT workstation as the host computer, a digital 
signal processor DSP56001 [l  I] used to solve (5)  in real-time, and a 
hardware interface built around a field programmable logic cell array 
XC4005 (XILINKTM).  During real-time operation, the DSP solves 
harmonic elimination equations in the following sequence [  141: 
1.  Sample the reference voltage at the beginning of each half funda- 
mental period. 
2.  With the sampled M, initial solution angles are generated from a 
set of  linear functions which have been determined in advance by 
approximating the off-line calculated exact solution trajectories. 
3.  Solve the system of harmonic elimination equations iteratively by 
using Newton's  method. 
Thus, at each iteration, the DSP has first to formulate a local linear 
model in the form of  (6), and then solve it using Gauss Elimination 
method. As can be seen from the definition of the vectorfand matrix 
J,  the formulation of  (6) necessitates to evaluate N2 cosine functions 
and N2 sine functions. If  each such trigonometric function is to be 
calculated from a corresponding truncated Taylor series, the solution 
time will be  much increased. To  avoid this, we have used in [14] a 
256-words  sine  function  table.  Besides,  a  special  interpolation 
algorithm  has  also  been  devised  so  as to  achieve  the  necessary 
accuracy of  the results. In  this way, determination of  15 switching 
angles within 2.15 ms has been achieved. 
ALGEBRAIC HARMONIC ELIMINATION EQUATIONS 
The derivation of  algebraic harmonic elimination equations aims 
to reduce the number of  trigonometric functions that the DSP has to 
evaluate during real-time solution, so  as to reduce the total compu- 
tation  time.  This  is  based  on  the  observation  that  the  original 
transcendental  harmonic  elimination  equations  contain  cosine 
functions of  multiples of switching angles ai, i = 1, 2, .  .., N;  that is, 
functions of the form cos (2k + 1 ) ai.  Since (refer to [  121) 
-2  (2i-  1) 
cos (2k  + 1) ai = cosai. 
i=  1 
k 
sin(2k+ l)ai  =  (2k+ 1) Sinai. n [L -  sin2ai.  sin-2 
2k+ 1 
i=  1 
we may define two polynomials pk  (x) and qk  (x) by 
k 
2 (2i- 1)  -7 2 (2k + 1) 
pk(x) = n [I  -x.sin- 
i=  1 
such that 
sin (2k + 1) ai = Sinai .  qk(l- cosLa>  (11) 
In this way, if  we denote cosai by  xi, the system of  transcendental 
equations (3) for single-phase inverters simplifies to 
xM 
4 
N 
g I (x) = -  1 + 2 c  [ (-$+  lxi.  po(l -xT)] - -  = 0 
i=  I 
and (4) for three-phase inverters to 
2  xM 
N 
gl(x) =-1+2c [(-l)'+'xi.po(l-xi)]  --=o  4 
i=  1  I  N 
N 
g,(x)  =-1+2c [(-l)i+lxi.p3(N-l)(l -x;)l  =o 
i=1L  2  I 
with  x  =  [x,,x2, ...,  xNIT. These are algebraic equations in new 
variables  x and can be denoted formally as 
Single-phase inverters  will  be  studied in  particular in  the  next 
section. Hence only (13) will be studied below in this section. 
Solution Algorithms 
calculated during real-time operation in the following way: 
Based on  (1 3). three-phase harmonic elimination solutions can be 
For  a  sam led  reference voltage M, initial guesses of  solution 
angles a,+ ,  (i = 1.2, .  .  .  ,  are generated from a set of linear 
functions, as that used in [  141. 
Calculate XI') = cosa!')  using a truncated Taylor series to be 
described afterwards. This is feasible since there are now  only N 
cosine functions to be evaluated. 
With x =do),  a local linear model 
J(x)Ar-g(x) = O,J(X) = v g(x)  (15) 
is formulated, which, when solved using Gauss elimination, gives 
a new  iterative solution x(') = x")  - h").  This procedure 
may  be repeated for several times so  that a solution vector 
which  is accurate enough for the application will be obtained 
(Actually, we have found that one iteration is usually sufficient). 
Calculate the solution angles a(')  through a!k)  = acosxi(')  . An 
efficient algorithm for doing this will be described below. 
In this way, use of  a sine function table is avoided. The flexibility 
of the system is thus further improved. Note that the first step may be 
81 modified to have a kind of integrationfunction,  so  as to eliminate the 
steady-state error of  the  calculated solution  angles, as  has  been 
described in [14]. 
Supplementory  Algorithms 
On-line calculation of  cosa: Using its Taylor series expansion, a 
cosine function can be evaluated from the following polynomial: 
a’  a4  a6  a’ 
2  24  720  40320  cosarl--+---+-  = c(a)  (16) 
A comparison of  such calculated values and that given by  the exact 
cosine function is provided in Figure 3. As can be seen, the deviation 
from the exact value is smaller than 2.5~10”  for any a E  [O.  d2]. 
0.2  0.4  0.6  0.8  1  1.2  1.4  ai 
Figure  3.  Deviation of  c(a)  from the exact value of cosa. 
On-line calculation of  acosx: This is necessary for determining 
the corresponding solution angles U from x. Since the improvement 
Ax of each new iterative solution over the last one  x is not very large, 
we use the following simple Taylor series to calculate acos (x  +  Ax) : 
dacosx -  -1R 
acos (x+Ax) = acosx+Ax-  - a-Ax(1 -x ) 
dx 
where a = arccos  (x) is known from last iteration. 
Square root: As can be seen, determination of  acosx using the 
above  expression  necessitates  to  calculate  the  square  root  of  a 
variable. For this purpose we  have  adopted the following iterative 
algorithm for the calculation of y = &: 
Initialization: y = 0.5 ( 1 +x) ; 
Iteration:  y = 0.5 (y +  x/y) ,  repeated for n times. 
For  n  = 2,  the  deviation of  such  calculated square root  of  any 
x E [  0.2,  11 is illustrated in Figure 4. 
Figure  4. Deviation of the iteratively calculated  square root of 
x E [  0.2, 1 ] from its exact value. 
The Quasi-Newton Direction 
To  solve (13)  iteratively, the  local  linear  model  (15)  at  each 
iteration could be formulated directly based on the definition of g(x) 
in (13). However, to save computations, another approach is followed 
here: We  start from the local linear model of (4). To demonstrate this 
we observe that the Jacobian matrix offlu) defined in (4) is 
-2sina,  2sina2  ...  -2sinaN 
-10sin5al  -10sin5a2  ...  -  10  sin 5 a,,, 
\ 
...  ... -(6N-4)sin  (3N-2)ai 
(17) 
Using the polynomial qk(x),  this matrix is decomposed into 
withx =  [x1,x2  ,...,  xNIT,x; = cos  aiand(ko = 3(N-1)/2) 
2  I 
J(a) = 
J(a)  = J1  (x) ediag [sinal,  sina2, ...,  sinaNl 
-2q0( 1 -  x;)  2q0(  1 -xi)  .  .  . 
1Oq2(l -.xi)  ... 
-2q0( 1 -xi) 
J1 (XI  = 
...  1  ...  ... -2(3N-2)q 
\ 
k,( 
Since for small Aa  ,  cos (a  +  Aa) = cos a -  Aa  . sina  ,  the diagonal 
matrix in (17) may be absorbed into the unknown vector AU to give 
diag [sinal, sina2, ..., sina,,,]  .  Ao  = -M 
In this way, we  have eliminated all trigonometric functions from 
(6) so that it becomes a system of linear equations in variables A2  as: 
(18) 
Like (15). (18) can be solved for M with the last known  iterative 
solution x(~).  Evidently, the solution vector is not identical to that of 
(15), but the difference is negligible as long as x(‘)  is close enough to 
the exact solution of  (13). Therefore, (18) can be used to replace the 
original local linear model (15) to provide a quasi-Newton direction 
for the iterative solution of (13). 
To formulate the local linear model (18), it is necessary to calculate 
2xN2 polynomials of  increasing orders (pk(  1 -  xf)  and  qk(  1 -  xf) 
withi=1,2  ,..., Nandk=0,2,3  ,.._,  @.Thelargerthekis,thelong 
the time for evaluating pk(  1 -  x;)  or qk(  1 -  x:)  will be. Thus, if each 
such polynomial is directly evaluated using its definition, there might 
be not advantageous to solve the algebraic equations (1 3). 
However, we  have derived the following recursive relations with 
2  which  the evaluation of  each polynomial  pk(  1 -  xf)  or  qk(  1 -  xi) 
will  be  greatly simplified [15], thus justifies  the  use of  the  new 
algebraic harmonic elimination equations. 
J1 (XI  .  A.t  +f(x)  = 0 
Pk + 16) = Pk6) -  2Y  [Pk6)  +  q&)1 
qk+ 16) = 2p!pL6) +  qkb) -  2Y  bkb)  + qrb)] 
Implementation results using the algorithms described so  far in this 
section will be provided later in this paper. 
Convergence with the Quasi-Newton Direction 
We use now the exemplary waveform shown in Figure 1 to demon- 
strate the convergence of Newton’s method applied to solve harmonic 
elimination equations. Suppose that VI  is required to be 0.5 (M  = 0.5) 
and the provided starting point is a, = 0.3236, a2  = 0.7236 and 
a3  = 1.1472. To compare.  we  have considered all three different 
solution approaches discussed so far; that is, to solve 
U.  the original transcendental harmonic elimination equations (4); 
b.  the algebraic equations (13) with its exact local linear model (15); 
c.  (  13) with the quasi-Newton direction defined by  (1 8). 
Convergence of  solutions in each case. from the starting point to the 
82 final solution is illustrated in Figure 5. As can be seen, with the quasi- 
Newton  direction, the solutions converge almost identically to that 
when the exact local linear model is used. 
Figure  5. Convergence  of Newton's method applied to solve: 
a)  Transcendental  equations (black solid lines); 
b)  Algebraic equations (gray  lines, which have been covered 
by the dashed lines and are not visible); and 
c)  Alge. equations with quasi-Newton direction (dashed lines). 
SINGLE-PHASE INVERTERS 
We  tum now to single-phase inverters. First, we notice that if each 
polynomial pk(y)  defined in (8)  is expanded into 
k 
Pkb) = P~+PkIY+Pk2Y2+...+PkkY 
and use their coefficients to define a constant matrix C  by 
1  0  0  ...  0 
PI0  PI1  0  .'. 
c  =  P20  P21  P22  ." 
...  ...  I  P(N-I)O P(N-I)I  P(N-1)2 "' 
the algebraic harmonic elimination equation (12)  may be written as 
XI  -x2+ ...  +XN 
(1 -x;)  -  x2 (  1 -xi) + ..  .  +XN (  1 -xi)  1  =  ~~~~  (19) 
... 
C 
... 
[k) 
k 
Consideringthat (1-x;)  =  kJ-(fJx;  +...+(-I)~  x,k,we 
may define another constant matrix B  by 
so that (19) is further simplified to 
CB  . 
XI  -x2+ ...  +XN 
... 
2N-1  2N-1 
1 /2 
It has been derived in [  151 that 
1  aM1  (CB)-'  .  + 8,  ?, ..., 2 
Thus, the system of  algebraic harmonic elimination equations (12) 
for single-phase inverters is simplified to 
1 
28 
XI  -x2+ ... +xN- (- + -)  = 0 
x;  -xi+ ...  +xi- (-  1 + nu  -  . -)  3  = 0 
2  84  I  ... 
Vandermonde Structure of the Local Linear Model 
Newton's  method may  again be applied to solve (20). However, 
due to its regular structure, the  local linear model  of  (20) can be 
solved  in a special way.  To  see this, we  notice that  the Jacobian 
matrix of (20)  is 
1  -1  1..  1 
3x;  -3x;  ... 
(2N- I)x:~-~  -(2N-  1)~?-~  ... 
...  ... 
which may  be decomposed into the multiplication of  three matrices 
as follows: 
diag [ 1,3, .  . ., 2N -  I] . V.  diag [  1, -1,  .  .  ., I] 
1  ... 
V= 
...  ... 
... XN 
Therefore, at each iteration, the local linear model can be written as 
where  si(x) is the left-hand side of  the ith  equation in (20) and 
differs from gi (x) defined in (12).  Since Vis a Vandermonde  matrix 
of variables x;.  i = I, 2,  ..., N, a special solution algorithm which 
requires only 5N2/2 [13]  can be  used to solve (22).  In contrast, the 
Gauss elimination method, which  has to be applied when the local 
linear model does not have a Vandermonde structure, requires 2N3/3. 
Thus, compared to transcendental harmonic elimination equations 
(3),  use of the algebraic harmonic elimination equations requires less 
computation in both formulating and solving the local linear model. 
This will lead to a remarkable reduction of the total solution time, 
even without using a sine function table. This will be confirmed by 
the implementation results presented in the next section. 
83 EXPERIMENTAL IMPLEMENTATION 
Harmonic  elimination based  on  real-time solution of  algebraic 
equations and the corresponding solution algorithms developed in 
this paper has been experimentally implemented using a digital signal 
processor DSP56001. The hardware of  the implementation system 
resembles that described in  [14].  For  different N (the number of 
unknown switching angles), the durations of time used by  the DSP to 
solve the system of harmonic elimination equations for one itemtion 
are illustrated in Figure 6. For comparison, solution times based on 
the original transcendental equations with and without using the sine 
function table are also provided (curves b and a).  As can be seen, the 
solution time for three-phase inverters (curve c)  is increased a little 
bit from b, but much reduced from a.  For single-phase inverters, due 
to the special Vandermonde structure of  the local linear model, the 
total solution time (curve 6)  is greatly reduced. 
A measured PWM  output of  a single-phase inverter operated at 3 
kHz switching frequency and to output a 100 Hz AC  voltage (N  = 7), 
with a normalized amplitude V,  = 0.7 is provided in Figure 7. As can 
be seen from the illustrated spectrum of  the waveform, 6 (= N  -  1) 
lowest-order harmonics (the 3th, 5th, 7th, 9th. 1 lth, and 13th) have 
been completely eliminated from the output of the inverter. 
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Figure 6.  Solution time of harmonic eliminutwn problems bused on. 
a)  Transcend. equations without using the sinefunction table; 
b)  Transcendental equations, the sinefwrctwn table is used; 
c)  Algebraic equations, three-phase inverters; 
d)  Algebraic equatwns, single-phase inverters. 
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Figure 7.  Measured inverter output (upper)  und its spectrum (lower). 
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