This paper studies the grap problems of two-state, in which the subsystem allows components to be mixed (i.e. the subsystem selects components from several types of heterogeneous components, and the number of selected components types >=1). Each component has a fixed reliability, weight and price, and determines the number of selected components, so that the system has the greatest reliability under the given cost and weight constraints. The coding method of the solution is that the number of elements of each type of subsystem is a variable, and the whole system is arranged in the order of subsystems to form row vectors. An iterative particle swarm optimization algorithm with fixed compression coefficient and dynamic inertia weight is constructed to solve the problem. Typical improved fyffe problems are tested, and the optimal solutions are obtained, which are consistent with the results given by the substitution constraint method. The pso algorithm presented in this paper can effectively solve the grap problem which is allowed to mix components in subsystems.
Introduction
There are many literature on reliability redundancy allocation problem (rap) [1] . According to the existing research results, the main methods to study rap are dynamic programming method [2] , substitution constraints method [3] , integer programming method [4] , variable neighborhood descent method [5] , improved substitution constraints method [6] , IS method [7] ; and genetic algorithm, ant colony algorithm, particle swarm optimization and other post-heuristic algorithms [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . From the point of view of whether different kinds of components are allowed to mix in the subsystems studied, the literature on rap can be divided into two categories: the subsystems studied do not allow components to mix and the subsystems studied allow different types of components to mix (grap problem). Among them, the improved substitution constraint method [6] gives all the optimal solutions of 33 test cases, while other methods do not give all the optimal solutions of test cases, especially the post-heuristic algorithm.
In this paper, the constructed particle swarm optimization (pso) algorithm is used to solve 33 typical test cases, and all the optimal solutions of the test problem are given. The results are consistent with those given by the improved substitution constraint method [6] .
Hypothesis and Model

Hypothesis
Hypothesis 1 components and systems have and only have two states, i.e. normal working state and failure state; Hypothesis 2 the properties of components, i.e. reliability, price and weight, are known and determined;
Hypothesis 3 different types of components are allowed to be mixed in a subsystem; Hypothesis 4 components are not repairable; failure of components does not damage the system; Hypothesis 5 the failure of components is statistically independent.
Model
The system S studied in this paper is composed of S i subsystems in series, i=1,2,... n; each subsystem is composed of several parallel components of different types of m i (at least one component of each subsystem works normally), each component i has reliability r ij , price c ij , weight w ij ; requirements: under the condition that the total weight and total cost of the system do not exceed W 0 and C 0 respectively, the reliability of the system is maximized by determining the redundancy of components, the mathematical formulas are as follows:
(2) Where R i , C i and W i are subsystem i's reliability, cost and weight respectively.
Algorithm
Data Storage and Coding Method
Reliability, price and weight data of each component need to be stored. Specific methods are as follows: the reliability, price and weight of components in each subsystem are arranged in order of component indexes (e.g. subscripts), and processed into the same length (subsystems with fewer components, all kinds of data of missing component bits are made up of 0), then row vectors are formed for storage. For example, in a typical example (see Section 3, Table 1 [3, 4, 2, 5, 8, 10, 9, 0, 7, 5, 6, 4, 5, 6, 4, 0, 4, 3, 5, 0, 5, 4, 5, 4, 7, 8, 9, 0, 4, 7, 6, 0, 8, 9, 7, 8, 6, 5, 6, 0, 5, 6, 6, 0, 4, 5, 6, 7, 5, 5, 6, 0, 6, 7, 6, 9] ;
Similarly, the redundancy variables of each component of the system constitute a sub-vector of the same length according to the subsystem (no optional data bit is added to 0), and then a row vector is formed as the solution vector, that is, a particle in the pso algorithm (the encoding of the solution).
New Solution Generation Algorithms
The symmetric bit transformation technique is used to generate the new solution. The specific algorithm is as follows:
New solution X generation algorithm: Setp0 gives the initial solution X 0 that meets the above coding requirements.
Step1 for each component i of the initial solution X 0 , for the random number Rand generated by uniform distribution of (0,1) intervals, if Rand >= 0.5, the position i bit of X 0 is added with a random number and integrates. Otherwise, the symmetric bit of X 0 is subtracted from a random number and integrates; and note that the data bit complemented with 0 is unchanged when encoding.
Step2 algorithm terminates.
Construction of Fitness Function
The proposed pso algorithm transforms the constrained optimization problem into an unconstrained optimization problem. For the model given by formulas (1) -(2), the objective function is modified as follows:
Iterative PSO Algorithms
The improved pso algorithm is called iterative pso algorithm. After iterating the speed and position of particle swarm optimization algorithm, the velocity and position iteration formulas are used to deal with the non-conforming particles again, which improves the convergence of the original basic particle swarm optimization algorithm. The algorithm is described as follows:
Iterative pso algorithm (pseudo-matlab code) Step0 (initialization) determines the initial solution X 0 , and stores the known data in a vector manner according to the coding format requirements: component reliability vector P, component price vector C, component weight vector W, and compression coefficient C1 = C2 = 1.4962. Let V=zeros (n 1 , n 2 ), where n 1 is the solution vector dimension and n 2 is the number of population particles. A = B = zeros (n 1 , n 2 ), CA = CB = zeros (1, n 2 ), Z = zeros (1, n t ), n t is the total number of cycles; E = X 0 , E stores the optimal solution.
Step1 generates n 2 new solutions according to the new solution generation algorithm and stores them in matrix A; calculates the fitness value of each solution in matrix CA; generates n 2 new solutions according to the new solution generation algorithm and stores them in matrix B; and calculates the fitness value of each solution in matrix CB (where B stores the initial local optimal solution of particles).
Step2 for t = 1: n t The dynamic inertia weight w t =0.9-0.5*(t-1)/n t is determined.
The system cost TC and system weight TW corresponding to the optimal solution E are determined and the fitness value e corresponding to the optimal solution E is calculated.
Step2.1 For each particle in population A, if the fitness value of population A is greater than that of corresponding particle in population B, then the value of population A is assigned to corresponding particle in population B.
If the fitness of population B particle is greater than the fitness of optimal solution e, then population B particle is assigned to the current optimal solution E.
Step2.2 For each particle of the population j = 1:n 2 for each component of a particle i = 1:n 1 Calculation:
(i, j) = round ( (i, j) + (i, j)) .
If
Step 2.3 judges whether the updated population A satisfies the constraints. If it satisfies the constraints, go to step 2.4; otherwise, update population A according to formula (4) -(6) until the condition is satisfied. Note that: to keep the position of 0 in the solution is still zero.
Step 2.4 recalculates the fitness CA and CB of population A and B.
Step2.5 Z (:, t) = Reliability of the optimal solution.
Step3 gives the optimal solution E, the reliability of the optimal solution E, the optimal solution corresponds to the system cost, the optimal solution corresponds to the system weight, and draws the convergence curve.
Step4 algorithm is finished.
Simulation
For the improved fyffe [3, 11] problem, the component types, reliability, price and weight data of 14 subsystems are listed in Table 1 . The cost constraints of the system are 130 units, and the weight constraints of the system change from 159 units to 191 units. The optimal solutions and corresponding reliability of 33 grap problems are calculated. The configuration of micro-computer is Intel (R) Core (TM) i5-6500@3.20Ghz 3.20 Ghz, 8GB of memory, 600Gb of hard disk, Windows 10 professional edition, and the programming software is MATLAB R2015b.
The parameters of the algorithm are set as follows: n 1 =14, C1 = C2 = 1. 4962, C 0 = 130, W 0 = 159,... 191, n 2 = 200, n t =500, α=β=2. Running the algorithm 50 times in each case, recording the maximum reliability and the optimal solution, the minimum reliability and the average reliability, etc. See Table 2 -3 for details. 1246.01 130 186 0030 2000 0003 0030 0300 0200 3000 4000 0110 0120 0020 4000 0200 0011 1153.11 130 185 0030 2000 0003 0040 0300 0200 3000 4000 0110 0210 1010 4000 0200 0020 1219.28 130 184 0030 2000 0003 0030 0300 0200 3000 4000 0020 0120 0020 4000 0200 0011 1146.26 130 183 0030 2000 0003 0030 0300 0200 3000 4000 0020 0210 0020 4000 0200 0011 1182.01 130 182 0030 2000 0003 0030 0300 0200 3000 4000 0020 0030 0020 4000 0200 0020 1107.43 130 181 0030 2000 0003 0030 0300 0200 3000 4000 0020 0120 0020 4000 0200 0020 1140.84 130 180 0030 2000 0003 0030 0300 0200 3000 4000 0020 0120 0020 4000 0200 0020 1174.02 130 179 0030 2000 0003 0030 0300 0200 3000 4000 0020 0210 1010 4000 0200 0020 1267.64 130 178 0030 2000 0003 0030 0300 0200 3000 4000 0020 0300 1010 4000 0200 0020 1282.18 130 177 0030 2000 0003 0030 0300 0200 3000 2010 0020 0210 1010 4000 0200 0020 2119.07 130 176 0030 2000 0003 0030 0300 0200 0020 4000 0020 0210 1010 4000 0200 0020 2102.65 130 175 0030 2000 0003 0030 0300 0200 1010 4000 0020 0210 0020 4000 0200 0020 1965.67 130 174 0030 2000 0003 0030 0300 0200 1010 4000 0020 0210 1010 4000 0200 0020 The optimal solution in Table 3 is 0030 2000 0003 0040 0300 0200 3000 4000 1100 0120 0020 4000 2000 0011, which means that the first subsystem chooses three components of type 3; the second subsystem chooses two components of the first type, the third subsystem chooses three components of the fourth type, and so on, while the ninth subsystem chooses one component of the first type and one component of the second type, and the tenth subsystem one type 2 component and two type 3 components are selected, and one type 3 component and one type 4 component are selected for the 14 subsystems. The results are consistent with those obtained by the improved substitution constraint method [6] . It is the best optimization result for these grap problems at present.
Conclusion
An improved pso algorithm with iteration is used to solve the extended fyffe reliability redundancy allocation problem. This kind of optimization problem allows the subsystem to have component mixing, which has a larger search space than the similar reliability redundancy allocation problem that does not allow component mixing. The simulation results show that the algorithm is effective and fast, and has certain practical application value. At present, the main problem of the algorithm is that the initial solution in the test case is not easy to obtain, which is worth further exploration.
