In this paper, we review the framework of learning (from) label preferences, a particular instance of preference learning. Following an introduction to the learning setting, we particularly focus on our own work, which addresses this problem via the learning by pairwise comparison paradigm. From a machine learning point of view, learning by pairwise comparison is especially appealing as it decomposes a possibly complex prediction problem into a certain number of learning problems of the simplest type, namely binary classification. We also discuss how a number of common machine learning tasks, such as multi-label classification, hierarchical classification or ordinal classification, may be addressed within the framework of learning from label preferences. We also briefly address theoretical questions as well as algorithmic and complexity issues.
Introduction
Preference learning is a recent addition to the suite of learning tasks in machine learning. In preference learning, training information is typically not given in the form of scalar outputs (like in classification and regression), but instead in the form of pairwise comparisons expressing preferences between different objects. One can distinguish learning from object preferences, where the training data is given in the form of pairwise comparisons between objects, and learning from label preferences, where the training data is given in the form of pairwise comparisons between labels that are attached to the objects. In the former case, a common performance task is to rank a new set of objects (object ranking), whereas in the latter case, the performance task is to rank the set of labels for a new object (label ranking). Besides, the training information may also be given in the form of (ordinal) preference degrees attached to the objects, indicating an absolute (as opposed to a relative/comparative) assessment. If the task is to rank a new set of objects according to their preference degrees, we also speak of instance ranking. Note that this task is different from ordinal classification, because the goal is to predict a correct ordering of an entire set of objects instead of correct (ordinal) utility degrees for individual objects. Given:
a set of training instances {x | = 1, 2, . . . , n} ⊆ X (each instance typically though not necessarily represented by a feature vector) a set of labels Y = {yi | i = 1, 2, . . . , k} for each training instance x : a set of pairwise preferences of the form yi x yj Find: a ranking function that maps any x ∈ X to a ranking x of Y (permutation πx ∈ S k )
Performance measures: ranking error (e.g., based on rank correlation measures) comparing predicted ranking with target ranking position error comparing predicted ranking with a target label
Fig. 1. Label ranking
In the remainder of the paper, we focus on the task of label ranking, and, in particular, on our own work in this area. A thorough snapshot of the state-ofthe-art in preference learning along with several review and survey chapters can be found in [17] . A survey on object ranking can be found in [33] , a survey on label ranking in [48] . Instance ranking has been discussed in [21] .
Label Ranking
In label ranking, we assume to be given an instance space X and a finite set of labels Y = {y 1 , y 2 , . . . , y k }. The goal is to learn a "label ranker" in the form of an X → S Y mapping, where the output space S Y is given by the set of all total orders (permutations) of the set of labels Y (the notation is leaned on the common notation S k for the symmetric group of order k). Thus, label ranking can be seen as a generalization of conventional classification, where a complete ranking y π −1
is associated with an instance x instead of only a single class label. Here, π x is a permutation of {1, 2, . . . , k} such that π x (i) is the position of label y i in the ranking associated with x.
The training data T of a label ranker typically consists of a set of pairwise preferences of the form y i x y j , suggesting that, for instance x, y i is preferred to y j . In other words, an "observation" consists of an instance x and an ordered pair of labels (y i , y j ). The label ranking problem is summarized in Fig. 1 .
This learning scenario has a large number of practical applications. For example, it is relevant for the prediction of every sort of ordering of a fixed set of
