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Geometrickou strukturou nazy´va´me dvojici (V,G), kde V je vektorovy´ prostor a G je pod-
grupa GL(V ), cozˇ je mnozˇina vsˇech matic prˇechodu. V te´to pra´ci klasifikujeme ty struk-
tury, ktere´ jsou zalozˇeny na vlastnostech kvaternion˚u. Geometricke´ struktury zalozˇene´ na
kvaternionech nazy´va´me trojne´ struktury. Jsou to cˇtyrˇi struktury s vlastnostmi podobny´mi
kvaternion˚um. Kvaterniony jsou vytvorˇeny z rea´lny´ch cˇ´ısel prˇida´n´ım trˇ´ı komplexn´ıch jed-
notek. Kvaterniony zapisujeme ve tvaru a+ bi+ cj + dk.
Summary
A pair (V,G) is called geometric structure, where V is a vector space and G is a subgroup
GL(V ), which is a set of transmission matrices. In this thesis we classify structures,
which are based on properties of quaternions. Geometric structures based on quaternions
are called triple structures. Triple structures are four structures with similar properties as
quaternions. Quaternions are generated from real numbers and three complex units. We
write quaternions in this shape a+ bi+ cj + dk.
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Hlavn´ım te´matem te´to pra´ce jsou geometricke´ struktury zalozˇene´ na kvaternionech.
Kvaterniony (Hamiltonovska´ cˇ´ısla)jsou cˇ´ısla se trˇemi komplexn´ımi jednotkami i, j, k ve
tvaru a + bi + cj + dk, pro ktere´ plat´ı jiste´ za´konitosti popsane´ v prvn´ı kapitole. Ge-
ometricke´ struktury zalozˇene´ na kvaternionech maj´ı v anglicke´m jazyce na´zev Triple
structure. My jsme tento na´zev prˇelozˇili jako Trojne´ struktury. Trojne´ struktury
ma´me cˇtyrˇi a to biparakomplexn´ı, hypersoucˇinovou, bikomplexn´ı a hyperkomplexn´ı. Hy-
perkomplexn´ı struktura je jine´ oznacˇen´ı kvaternion˚u. Biparakomplexn´ı, hypersoucˇinova´ a
bikomplexn´ı struktura maj´ı vlastnosti velice podobne´ kvaternion˚um.
V prvn´ı kapitole nadefinujeme struktury, ktere´ si pro dalˇs´ı pouzˇit´ı oznacˇ´ıme jako
za´kladn´ı struktury (skala´rn´ı soucˇin, symplekticka´ forma, komplexn´ı struktura). Da´le jizˇ
zmı´neˇne´ trojne´ struktury. Pozna´me jak se od sebe liˇs´ı a ve vhodne´ ba´zi trojne´ struktury
realizujeme pomoc´ı matic.
Na´sleduj´ıc´ı podkapitola se ty´ka´ samotny´ch geometricky´ch struktur. Nejprve vypocˇ´ıta´me
matice prˇechodu jednotlivy´ch prostor˚u, tedy euklidovske´ho prostoru, symplekticke´ho pros-
toru atd. Na´sledneˇ k teˇmto prostor˚um sestroj´ıme prˇ´ıslusˇne´ geometricke´ struktury reprezen-
tovane´ pra´veˇ teˇmito maticemi prˇechodu, ktere´ zadefinovane´ objekty zachova´vaj´ı. Tohoto
vyuzˇijeme pro zjiˇsteˇn´ı kolik ze za´kladn´ıch struktur je nutne´ definovat,aby byly zachova´ny
vsˇechny trˇi. Matice prˇechodu spocˇteme i pro trojne´ struktury. Zjist´ıme, jestli je mozˇne´, aby
matice prˇechodu jedne´ struktury zachova´vala soucˇasneˇ i dalˇs´ı trojne´ struktury.
Nyn´ı se zamysl´ıme, jestli mu˚zˇe by´t struktura trojnou i za´kladn´ı. Mus´ıme zjistit, ktera´
struktura ma´ jizˇ vlastnost komplexn´ı struktury a ktera´ ji nema´. Z prˇedchoz´ı kapitoly
budeme veˇdeˇt kolik za´kladn´ıch struktur je trˇeba na trojny´ch struktura´ch nadefinovat, aby
byly zachova´ny vsˇechny trˇi za´kladn´ı struktury. Jestlizˇe jsme zjistili, zˇe trˇi z trojny´ch
struktur maj´ı jizˇ vlastnost komplexn´ı struktury, stacˇ´ı, aby tyto trojne´ struktury vyhovo-
valy jesˇteˇ vlastnostem skala´rn´ıho soucˇinu nebo symplekticke´ formy. T´ımto zajist´ıme, zˇe
zmı´neˇne´ trˇi trojne´ struktury budou mı´t vlastnost vsˇech trˇ´ı za´kladn´ıch struktur. Zby´vaj´ıc´ı
z trojny´ch struktur komplexn´ı jednotku neobsahuje, proto ji dopln´ıme a dostaneme kom-
binaci s jednou z dalˇs´ıch trojny´ch struktur. Prˇida´me vlastnost skala´rn´ıho soucˇinu a sym-
plekticke´ formy a zachova´n´ı za´kladn´ıch struktur je splneˇno.
Dalˇs´ı veˇtsˇ´ı kapitolou budou Lieovy grupy a algebry. Lieovu grupu mu˚zˇeme cha´pat jako
objekt, ktery´ je za´rovenˇ grupou i hladkou varietou. Zde po definic´ıch tecˇne´ho prostoru
a variety pracujeme s Lieovy´mi algebrami. Tyto algebry sestroj´ıme na trojny´ch struk-
tura´ch. Uvedeme i dalˇs´ı prˇ´ıklady Lieovy´ch algeber pro lepsˇ´ı porozumeˇn´ı te´matu. Lieovy
algebry mohou by´t efektivneˇ popsa´ny pomoc´ı strukturn´ıch konstant. Strukturn´ı konstanty
znacˇ´ıme ckij. Jedna´ se o koeficienty linea´rn´ı kombinace ba´zovy´ch vektor˚u: [ei, ej] = c
k
ijek.






V te´to pra´ci, jak vid´ıme z na´zvu, budeme definovat geometricke´ struktury zalozˇene´ na kvater-
nionech. Proto se nejprve zastav´ıme nad definic´ı kvaternion˚u jako takovy´ch, jejich vlast-
nost´ı a vyuzˇit´ı, aby bylo da´le zrˇejme´ s cˇ´ım pracujeme.
Kvaterniony poprve´ popsal William Rowan Hamilton v roce 1843. Zpocˇa´tku se ne-
setkaly s kladny´mi ohlasy, protozˇe porusˇovaly komutativn´ı za´kon ab = ba. Pozdeˇji vsˇak
nasˇly sve´ uplatneˇn´ı v teoreticke´ fyzice i v aplikovane´ matematice.
Za´kladn´ı vlastnosti
Kvaterniony jsou vytvorˇeny z rea´lny´ch cˇ´ısel prˇida´n´ım trˇ´ı komplexn´ıch jednotek i, j, k
a znacˇ´ı se p´ısmenem H. Jsou zapisova´ny v tomto tvaru:
a+ bi+ cj + dk.
Komplexn´ı jednotky splnˇuj´ı na´sleduj´ıc´ı vztahy:
i2 = j2 = k2 = −1,
ij = −ji,
k = ij.
Kvaterniony tvorˇ´ı pod´ılovou algebru nad teˇlesem rea´lny´ch cˇ´ısel. Definujeme na nich
prave´ a leve´ deˇlen´ı. Jako mnozˇina tvorˇ´ı se scˇ´ıta´n´ım, na´soben´ım a deˇlen´ım teˇleso. Da´le
mu˚zˇeme pro kvaterniony definovat jejich konjugaci. Tedy pro kvaternion h = a+bi+cj+dk
ma´me konjugaci h¯ = a− bi− cj − dk. Pro tuto konjugaci plat´ı
hh¯ = h¯h = a2 + b2 + c2 + d2.
Jedna´ se o neza´porne´ cˇ´ıslo, nulove´ je pouze pro nulovy´ kvaternion h = 0.
Norma kvaternionu ma´ tvar |h| =
√
hh¯. Uka´zˇeme si, zˇe tato norma zachova´va´ na´soben´ı,
tedy pro kvaterniony h, g plat´ı: |hg| = |h||g|. Uvazˇujeme kvaterniony h = a+ bi+ cj + dk







(a+ bi+ cj + dk)(s+ ti+ uj + vk)(a− bi− cj − dk)(s− ti− uj − vk) =
= · · · =
√
(a2 + b2 + c2 + d2)(s2 + t2 + u2 + v2) =
=
√
(a2 + b2 + c2 + d2)
√
(s2 + t2 + u2 + v2) = |h||g|.
Strˇedn´ı cˇa´st vy´pocˇtu je prˇ´ımocˇara´, ale technicky na´rocˇna´ a proto j´ı neuva´d´ıme. Inverzn´ı




a) Rotace v R3
Kvaterniony je mozˇne´ zapsat i ve tvaru a + v, kde a ∈ R a v = v1i + v2j + v3k
je vektor v R3. Jestlizˇe ma´me libovolny´ cˇisteˇ imagina´rn´ı kvaternion v a libovolny´
kvaternion h 6= 0 plat´ı, zˇe hvh−1 je opeˇt cˇisteˇ imagina´rn´ı (tzn. vektor). Tedy, zˇe
Re[(a+ bi+ cj + dk)(v1i+ v2j + v3k)(a− bi− cj − dk)] =
=
(−v1b− v2c− v3d)a+ a(v1b+ v2c+ v3d)
a2 + b2 + c2 + d2
= 0.
Zobrazen´ı v 7−→ hvh−1 je tedy rotace v R3.
Je mozˇne´ se omezit na jednicˇkove´ kvaterniony |h| = 1. Pote´ tedy plat´ı, zˇe rotaci
o u´hel ϕ kolem osy o reprezentuje kvaternion
h = cos(ϕ/2) + sin(ϕ/2)o,
kde o je jednicˇkovy´ vektor ve smeˇru osy o. Pro kazˇdou rotaci ma´me dva jednicˇkove´
kvaterniony h a −h.
b) Rotace v R4
Pro tuto rotaci ztotozˇn´ıme kvaterniony s prvky prostoru R4. Pro libovolnou dvojici
jednicˇkovy´ch kvaternion˚u h, g je zobrazen´ı
v ∈ H 7−→ hvg ∈ H
rotace v R4 w H. Kazˇde´ rotaci odpov´ıdaj´ı pra´veˇ dveˇ dvojice jednicˇkovy´ch kvater-
nion˚u h, g a −h,−g.
Oktoniony
V matematice ma´me jesˇteˇ slozˇiteˇjˇs´ı rozsˇ´ıˇren´ı komplexn´ıch cˇ´ısel nezˇ jsou kvaterniony.
Jedna´ se o oktoniony. Oktoniony jsou neasociativn´ı rozsˇ´ıˇren´ı kvaternion˚u. Tvorˇ´ı osmidi-
menziona´ln´ı algebru nad rea´lny´mi cˇ´ısly. Oktoniony patrˇ´ı do tzv. normovany´ch algeber
s deˇlen´ım (neboli Hurwitzovy algebry). Existuj´ı jen cˇtyrˇi takove´ algebry a to rea´lna´ cˇ´ısla,
komplexn´ı cˇ´ısla, kvaterniony a oktoniony. Rozd´ıl mezi vektorovy´mi prostory a Hurwit-
zovy´mi algebrami je pra´veˇ v deˇlen´ı.
Kazˇdy´ oktonion je linea´rn´ı kombinac´ı jednotek 1, i, j, k, l, li, lj, lk. Oktonion x se da´
zapsat ve tvaru:
x = x0 + x1i+ x2j + x3k + x4l + x5li+ x6lj + x7lk,
kde xa jsou rea´lna´ cˇ´ısla.
Oktoniony se scˇ´ıtaj´ı jako komplexn´ı cˇ´ısla, tedy se secˇtou odpov´ıdaj´ıc´ı slozˇky a na´sob´ı
se podle tabulky:
Vlastnosti
Na´soben´ı oktonion˚u nen´ı komutativn´ı:
ij = −ji 6= ji,
nen´ı ani asociativn´ı:
(ij)l = −i(jl) 6= i(jl).
6
2. GEOMETRICKE´ STRUKTURY
1 i j k l li lj lk
i -1 k -j -li l -lk lj
j -k -1 i -lj lk l -li
k j -i -1 -lk -lj li l
l li lj lk -1 -i -j -k
li -l -lk lj i -1 -k j
lj lk -l -li j k -1 -i
lk -lj li -l k -j i -1
Tabulka 2.1: Na´soben´ı oktonion˚u
2.2. Za´kladn´ı pojmy linea´rn´ı algebry
Zavedeme pojem vektorove´ho prostoru. Pro porozumneˇn´ı definice je nejprve trˇeba nadefi-
novat pojem komutativn´ı grupy.
Pozna´mka. V cele´ te´to pra´ci se budeme soustrˇedit na dimenzi 4. Vol´ıme tuto dimenzi pro
lepsˇ´ı na´zornost prˇi vy´pocˇtech s maticemi. Pro prˇechod na obecny´ pohled stacˇ´ı pak matice
cha´pat blokoveˇ a protozˇe vsˇechny na´mi definovane´ struktury lze realizovat v matic´ıch
maj´ıc´ı 4× 4 bloky, jsou nasˇe vy´sledky obecneˇjˇs´ıho charakteru.
Definice 1. Necht’ G je libovolna´ nepra´zdna´ mnozˇina. Libovolne´ zobrazen´ı + mnozˇiny
G × G do mnozˇiny G (+ : G × G −→ G) se nazy´va´ operace (vnitrˇn´ı) na mnozˇineˇ G.
Mnozˇina G s operac´ı + se nazy´va´ grupoid. Tento grupoid pak zapisujeme symbolem
(G,+).
Definice 2. Necht’ (G,+) je grupoid a prvky a, b, c ∈ G. Tento grupoid (G,+) se nazy´va´
grupa, pokud operace + splnˇuje:
i) (a+ b) + c = a+ (b+ c) (asociativita),
ii) a+ 0 = a (neutra´ln´ı prvek),
iii) a+ (−a) = 0 (inverzn´ı prvek).
Definice 3. Grupa (G,+) se nazy´va´ komutativn´ı, jestlizˇe pro prvky a, b,∈ G plat´ı:
a+ b = b+ a.
Definice 4. Komutativn´ı grupa (V,+) se nazy´va´ vektorovy´ prostor nad R, jestlizˇe pro
kazˇdy´ prvek v ∈ V a kazˇde´ rea´lne´ cˇ´ıslo r ∈ R je definova´n prvek r · v z mnozˇiny V
a prˇitom plat´ı pro kazˇde´ u ∈ V,v ∈ V, r ∈ R, s ∈ R :
(a) r · (u + v) = r · u + r · v,
(b) (r + s) · u = r · u + s · u,
(c) (r · s) · u = r · (s · u),
(d) 1 · u = u.
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Pozna´mka. Obecneˇ mohou by´t vektorove´ prostory nad libovolny´m polem (C,H,Z3, ...),
my ale budeme pracovat jen s vektorovy´mi prostory nad R a tedy od tohoto okamzˇiku je
kazˇdy´ vektorovy´ prostor V mysˇlen nad R, pokud nerˇekneme jinak.
Definice 5. Ba´ze vektorove´ho prostoru V je mnozˇina linea´rneˇ neza´visly´ch vektor˚u, jejichzˇ
linea´rn´ı obal je roven cele´mu prostoru V . V konecˇneˇ dimenziona´ln´ım prostoru dimenze n je
ba´z´ı kazˇda´ mnozˇina obsahuj´ıc´ı n linea´rneˇ neza´visly´ch vektor˚u. Je-li B = {e1, e2, ..., en} ba´z´ı
n-rozmeˇrne´ho vektorove´ho prostoru V , pak libovolny´ vektor v ∈ V lze vyja´drˇit pomoc´ı
jednoznacˇneˇ urcˇeny´ch koeficient˚u ai ∈ R jako υ = ∑ aiei. Cˇ´ısla {ai} se pak nazy´vaj´ı
sourˇadnice vektoru v v ba´zi B.
Definice 6. Necht’ X a Y jsou vektorove´ prostory (nad R). Potom zobrazen´ı L : X −→ Y
se nazy´va´ linea´rn´ı, pokud pro vsˇechna x, y ∈ X a vsˇechna q ∈ R splnˇuje:
a) L(x+ y) = L(x) + L(y) (aditivita),
b) L(qx) = qL(x) (homogenita).




n jsou dveˇ ba´ze
prostoru V . Necht’ da´le je:
e′1 = a11 · e1 + a21 · e2 + ...+ an1 · en,
e′2 = a12 · e1 + a22 · e2 + ...+ an2 · en,
...








an1 . . . ann






Pro lepsˇ´ı pochopen´ı matice prˇechodu uvedeme prˇ´ıklad na prˇechod od ba´ze α k ba´zi β.
 Prˇ´ıklad 2.1. Zvol´ıme si ba´zi. Potom kazˇdy´ vektor ma´ vzhledem k te´to ba´zi sourˇadnice.
Jestlizˇe tyto sourˇadnice vyna´sob´ıme matic´ı prˇechodu, dostaneme sourˇadnice v jine´ ba´zi.

































































Nap´ıˇseme tento vektor v sourˇadnic´ıch ba´ze α :

























=⇒ vα = (2, 1,−1, 0)T .
Nyn´ı nap´ıˇseme vektor v v ba´zi β :

























=⇒ vβ = (1, 1,−1, 0)T .
Pro libovolne´ dveˇ ba´ze mu˚zˇeme sestrojit matici prˇechodu, tj. matici A splnˇuj´ıc´ı:
vα = Aαβvβ
V nasˇem prˇ´ıpadeˇ hned v´ıme jak bude matice prˇechodu vypadat d´ıky tomu, zˇe se jedna´




1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

a oveˇrˇ´ıme
vα = Aαβvβ =

1 1 0 0
0 1 0 0
0 0 1 1














2.3. Skala´rn´ı soucˇin, symplekticka´ forma a komplexn´ı
struktura
Definice 8. Necht’ V je vektorovy´ prostor. Bud’ 〈 , 〉 zobrazen´ı mnozˇiny V ×V do mnozˇiny
rea´lny´ch cˇ´ısel R splnˇuj´ıc´ı na´sleduj´ıc´ı podmı´nky:
a) 〈u,v〉 = 〈v,u〉 pro kazˇde´ u,v ∈ V,
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b) 〈u + v,w〉 = 〈u,w〉+ 〈v,w〉 pro vsˇechna u,v,w ∈ V,
c) 〈ru,v〉 = r〈u,v〉 pro vsˇechna u,v ∈ V, r ∈ R,
d) 〈u,u〉 > 0 pro kazˇde´ u ∈ V,u 6= o.
Pak rˇekneme, zˇe na vektorove´m prostoru V je definova´n skala´rn´ı soucˇin vektor˚u a vek-
torovy´ prostor V se nazy´va´ vektorovy´ prostor se skala´rn´ım soucˇinem (nebo s vnitrˇn´ım
soucˇinem) nebo euklidovsky´ prostor. Rea´lne´ cˇ´ıslo 〈u,v〉 se nazy´va´ skala´rn´ı soucˇin vektor˚u
u,v ∈ V.
Skala´rn´ı soucˇin mu˚zˇeme reprezentovat ve vhodne´ ba´zi jako:
〈x,y〉 = xTEy,
kde E je jednotkova´ matice.
Definice 9. Necht’ V je vektorovy´ prostor dimenze 2n. Bud’ ω : V × V −→ R s teˇmito
vlastnostmi:
a) ω(u,v) = −ω(u,v) ∀u,v ∈ V,
b) ω(u + v,w) = ω(u,w) + ω(v,w) pro vsˇechna u,v,w ∈ V,
c) ω(ru,v) = rω(u,v) pro vsˇechna u,v ∈ V, r ∈ R,
d) ω(u,v) = 0 ∀v ∈ V, pak u = 0.
Potom zobrazen´ı ω nazy´va´me symplekticka´ forma. Symplektickou formu ω mu˚zˇeme









Definice 10. Necht’ V je vektorovy´ prostor, na ktere´m zavedeme zobrazen´ı I : V −→ V,
pro ktere´ plat´ı :
I2 = −E.











Jako motivaci uzˇitecˇnosti uvazˇova´n´ı ve 4-rozmeˇrne´m prostoru si zavedeme pojem Minkowske´ho
prostoru. Tento prostor je pojmenova´n po neˇmecke´m matematikovi Hermanu Minkowske´m.
Ve fyzice a matematice je Minkowske´ho prostor matematicke´ usporˇa´dan´ı, ve ktere´m je
definova´na Einsteinova specia´ln´ı teorie relativity. Je cˇasto srovna´va´n s Euklidovsky´m pro-
storem. Euklidovsky´ prostor ma´ pouze prostorovou (prostoru podobnou) dimenzi, kdezˇto
Minkowske´ho prostor ma´ 3 prostorove´ dimenze a jednu cˇasovou (cˇasu podobnou) dimenzi.
Jedna´ se o cˇtyrˇdimenziona´ln´ı vektorovy´ prostor vybaveny´ nedegenerativn´ı, symet-
rickou bilinea´rn´ı formou s oznacˇen´ım (−,+,+,+). Prvky Minkowske´ho prostoru nazy´va´me
uda´losti nebo cˇtyrˇvektory. Pro zd˚urazneˇn´ı oznacˇen´ı (−,+,+,+) se prostor oznacˇuje R1,3
nebo take´ M4 a M.
Minkowske´ho skala´rn´ı soucˇin
Definice 11. Necht’ V je 4-dimenziona´ln´ı rea´lny´ vektorovy´ prostor. Minkowske´ho skala´rn´ı
soucˇin je zobrazen´ı η : V × V −→ R, ktere´ splnˇuje vlastnosti:
a) η(v,w) = η(w,v), ∀v,w ∈ V,
b) η(u + v,w) = η(u,w) + η(v,w) pro vsˇechna u,v,w ∈ V,
c) η(au,v) = aη(u,v) pro vsˇechna u,v ∈ V, r ∈ R,
d) η(v,w) = 0 ∀w ∈ V potom v = 0,
e) signatura η je (+,−,−,−) nebo (−,+,+,+), (volba je ota´zka konvence).
Mus´ıme poznamenat, zˇe toto nen´ı skala´rn´ı soucˇin v beˇzˇne´m smyslu, protozˇe nen´ı poz-
itivneˇ-definitn´ı, to znamena´, zˇe norma Minkowske´ho prostoru ||v||, definovana´ ||v||2 =
η(v, v) nemus´ı by´t kladna´. Podmı´nka pozitivn´ı-definitnosti zde byla nahrazena slabsˇ´ı
podmı´nkou nedegenerovanosti, tj. zˇe vnitrˇn´ı soucˇin je indefinitn´ı. Minkowske´ho skala´rn´ı
soucˇin, Minkowske´ho norma a Minkowske´ho metrika je vlastneˇ chybne´ pojmenova´n´ı, je-
likozˇ je v rozporu se standardn´ım oznacˇen´ım skala´rn´ıho soucˇinu, metriky nebo normy.
Stejneˇ jako v Euklidovske´m prostoru, dva vektory v a w jsou ortogona´ln´ı, jestlizˇe plat´ı
η(v, w) = 0. Vektor v se nazy´va´ jednotkovy´ vektor, jestlizˇe η(v, v) = ±1. Ba´ze pro M ,
ktera´ se skla´da´ ze vza´jemneˇ ortogona´ln´ıch jednotkovy´ch vektor˚u, se nazy´va´ ortonorma´ln´ı
ba´ze.
Standardn´ı ba´ze
Pro Minkowske´ho prostor uva´d´ıme standardn´ı ba´ze jako soubor cˇtyrˇ ortogona´ln´ıch
vektor˚u (e0, e1, e2, e3), pro ktere´ plat´ı:
−e20 = e21 = e22 = e23 = 1.
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Tuto podmı´nku mu˚zˇeme prˇepsat do tvaru:
〈eµ, ev〉 = ηµv,
kde µ, v = 0, 1, 2, 3 a matice η je da´na takto:
η =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Slozˇky vektoru v zapisujeme (v0, v1, v2, v3) a uzˇ´ıva´me Einstein˚uv za´pis pro vektor
v = vµeµ (t´ım rozumı´me u´mluvu, podle n´ızˇ ve vztaz´ıch, kde je ty´zˇ index pouzˇit za´rovenˇ
jako doln´ı a horn´ı, prova´d´ıme podle tohoto indexu scˇ´ıta´n´ı). Slozˇka v0 se nazy´va´ cˇasova´
slozˇka vektoru v, dalˇs´ı trˇi slozˇky nazy´va´me prostorove´ slozˇky.
Skala´rn´ı soucˇin mezi dveˇma vektory v a w je da´n takto:
〈v,w〉 = ηµvvµwv = −v0w0 + v1w1 + v2w2 + v3w3
a kvadra´t normy vektoru v takto:
‖ v ‖2= ηµvvµvv = −(v0)2 + (v1)2 + (v2)2 + (v3)2.
2.5. Trojne´ struktury
Definice 12. Necht’ V je vektorovy´ prostor, na ktere´m jsou da´ny trˇi linea´rn´ı zobrazen´ı
I, J,K : V −→ V , ktere´ vyhovuj´ı vztah˚um:
a) I2 = 1E, J
2 = 2E,K
2 = 3E,kde 1, 2, 3 ∈ {−1,+1},
b) IJ ± JI = 0,
c) K = IJ,
potom tyto zobrazen´ı nazy´va´me trojne´ struktury.
1. Biparakomplexn´ı struktura
Definice 13. Necht’ V je vektorovy´ prostor, na ktere´m je definovana´ trojna´ struk-
tura s linea´rn´ımi zobrazen´ımi I, J,K splnˇuj´ıc´ı na´sleduj´ıc´ı podmı´nky:
I2 = J2 = E, IJ = −JI,K2 = IJIJ = −E,
potom dvojici (V, (I, J,K)) nazy´va´me biparakomplexn´ı struktura.
Lemma 1. Necht’ (V, (I, J,K)) je biparakomplexn´ı struktura, pak m˚uzˇeme ve vhodne´
ba´zi linea´rn´ı zobrazen´ı I, J realizovat jako matice:
I =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 , J =

−1 0 0 0
0 1 0 0
0 0 −1 0




D˚ukaz. Zde prˇipomenˇme pozna´mku z kapitoly 2.2. Hovorˇ´ıme tam o pouzˇ´ıva´n´ı di-




0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0


−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 =

0 0 0 −1
0 0 −1 0
0 1 0 0




1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 .




0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

a zjevneˇ K2 = −E.
2. Hypersoucˇinova´ struktura
Definice 14. Necht’ V je vektorovy´ prostor, na ktere´m je definovana´ trojna´ struk-
tura s linea´rn´ımi zobrazen´ımi I, J,K splnˇuj´ıc´ı na´sleduj´ıc´ı podmı´nky:
I2 = J2 = E, IJ = JI,K2 = E,
potom dvojici (V, (I, J,K)) nazy´va´me hypersoucˇinova´ struktura.
Lemma 2. Necht’ (V, (I, J,K)) je hypersoucˇinova´ struktura, pak m˚uzˇeme ve vhodne´
ba´zi linea´rn´ı zobrazen´ı I, J realizovat jako matice:
I =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , J =

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 .
D˚ukaz. Oveˇrˇ´ıme vlastnosti hypersoucˇinove´ struktury:
IJ =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 =

−1 0 0 0
0 1 0 0
0 0 −1 0






0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 .




−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 ,
a zjevneˇ K2 = E.
3. Bikomplexn´ı struktura
Definice 15. Necht’ V je vektorovy´ prostor, na ktere´m je definovana´ trojna´ struk-
tura s linea´rn´ımi zobrazen´ımi I, J,K splnˇuj´ıc´ı na´sleduj´ıc´ı podmı´nky:
I2 = J2 = −E, IJ = JI,K2 = IJIJ = I2J2 = E,
potom dvojici (V, (I, J,K)) nazy´va´me bikomplexn´ı struktura.
Lemma 3. Necht’ (V, (I, J,K)) je bikomplexn´ı struktura, pak m˚uzˇeme ve vhodne´
ba´zi linea´rn´ı zobrazen´ı I, J realizovat jako matice:
I =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , J =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

D˚ukaz. Oveˇrˇ´ıme vlastnosti bikomplexn´ı struktury:
IJ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 =

1 0 0 0
0 −1 0 0
0 0 1 0




0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .






1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

a zjevneˇ K2 = E.
4. Hyperkomplexn´ı (Kvaternionova´) struktura
Definice 16. Necht’ V je vektorovy´ prostor, na ktere´m je definovana´ trojna´ struk-
tura s linea´rn´ımi zobrazen´ımi I, J,K splnˇuj´ıc´ı na´sleduj´ıc´ı podmı´nky:
I2 = J2 = −E, IJ = −JI,K2 = −E,
potom dvojici (V, (I, J,K)) nazy´va´me hyperkomplexn´ı struktura.
Lemma 4. Necht’ (V, (I, J,K)) je hyperkomplexn´ı struktura, pak m˚uzˇeme ve vhodne´
ba´zi linea´rn´ı zobrazen´ı I, J realizovat jako matice:
I =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , J =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 .
D˚ukaz. Oveˇrˇ´ıme vlastnosti hyperkomplexn´ı struktury:
IJ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 =

0 0 0 1
0 0 −1 0
0 1 0 0




0 1 −1 0
−1 0 0 0
0 0 0 −1
0 0 1 0


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 =

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 .




0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

a zjevneˇ K2 = −E.
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V na´sleduj´ıc´ı tabulce jsou strucˇneˇ popsa´ny trojne´ struktury. Je z n´ı dobrˇe videˇt ko-
mutativita × antikomutativita jednotlivy´ch struktur a vlastnosti jednotek I, J,K.
Struktura I2 J2 K2 IJ = JI IJ = −JI
Biparakomplexn´ı E E -E - X
Hypersoucˇinova´ E E E X -
Bikomplexn´ı -E -E E X -
Hyperkomplexn´ı -E -E -E - X
Tabulka 2.2: Trojne´ struktury
2.6. Geometricke´ struktury
Meˇjme vektorovy´ prostor V , mnozˇinu vsˇech ba´z´ı vektorove´ho prostoru oznacˇujeme P 1V
a mnozˇinu vsˇech matic prˇechodu oznacˇujeme GL(V ).
Lemma 5. Mnozˇina P 1V je v jedno-jednoznacˇne´ korespondenci s mnozˇinou GL(V ).
D˚ukaz. Necht’ V je n-dimenziona´ln´ı vektorovy´ prostor. Potom 〈e¯1, · · · , e¯n〉 je ba´ze tohoto
prostoru a plat´ı:
〈e¯1, · · · , e¯n〉 ∈ P 1V 7−→
(
e¯1 · · · e¯n
)
.(
e¯1 · · · e¯n
)
je matice prˇechodu od standardn´ı ba´ze k ba´zi 〈e¯1, · · · , e¯n〉. Tato ba´ze
tvorˇ´ı sloupce matice A.
A =
(
e¯1 · · · e¯n
)
∈ GL(V ) 7−→ 〈e¯1, · · · , e¯n〉.
Tedy sloupce matice A jsou prvky ba´ze 〈e¯1, · · · , e¯n〉 vektorove´ho prostoru V.
Definice 17. Necht’ V je vektorovy´ prostor. Necht’ grupa G je podgrupa GL(V ). Pak
dvojici (V,G) nazy´va´me geometrickou strukturou (G-strukturou) na vektorove´m prostoru
V .
K kazˇde´mu prostoru (euklidovsky´, symplekticky´, ...) sestroj´ıme prˇ´ıslusˇnou geomet-
rickou strukturu tak, zˇe za G zvol´ıme pra´veˇ ty matice prˇechodu, ktere´ zachova´vaj´ı zadefi-
novane´ objekty.
Pro vsˇechny na´sleduj´ıc´ı vy´pocˇty uvazˇujeme obecnou matici prˇechodu A ve tvaru:
A =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 .
1. SKALA´RNI´ SOUCˇIN:
Ma´me-li na prostoru V zaveden skala´rn´ı soucˇin 〈 , 〉 chceme, aby matice prˇechodu
skala´rn´ı soucˇin zachova´vala, tj. aby platilo na´sleduj´ıc´ı:
16
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a11 a21 a31 a41
a12 a22 a32 a42
a13 a23 a33 a43
a14 a24 a34 a44


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .




























44 = 1, a13a12 + a23a22 + a33a32 + a43a42 = 0,
a11a12 + a21a22 + a31a32 + a41a42 = 0, a13a14 + a23a24 + a33a34 + a43a44 = 0,
a11a13 + a21a23 + a31a33 + a41a43 = 0, a14a11 + a24a21 + a34a31 + a44a41 = 0,
a11a14 + a21a24 + a31a34 + a41a44 = 0, a14a12 + a24a22 + a34a32 + a44a42 = 0,
a12a11 + a22a21 + a32a31 + a42a41 = 0, a14a13 + a24a23 + a34a33 + a44a43 = 0.
Mnozˇina matic prˇechodu je tedy urcˇena 16-ti kvadraticky´mi rovnicemi.
Na prostoru se skala´rn´ım soucˇinem tvorˇ´ı matice prˇechodu ortogona´ln´ı grupu
O(4,R) = {A | ATA = E}.
2. SYMPLEKTICKA´ FORMA:
Ma´me-li na prostoru V zavedenu symplektickou formu ω chceme, aby matice prˇechodu
symplektickou formu zachova´vala, tj. aby platilo na´sleduj´ıc´ı:




−a41 −a31 a21 a11
−a42 −a32 a22 a12
−a43 −a33 a23 a13
−a44 −a34 a24 a14


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 .
Tedy, aby platilo ATωA = ω mus´ı by´t splneˇny na´sleduj´ıc´ı rovnice:
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−a41a14 − a31a24 + a21a34 + a11a44 = 1, −a42a12 − a32a22 + a22a32 + a12a42 = 0,
−a42a13 − a32a23 + a22a33 + a12a43 = 1, −a42a14 − a32a24 + a22a34 + a12a44 = 0,
−a43a12 − a33a22 + a23a32 + a13a42 = −1, −a43a11 − a33a21 + a23a31 + a13a41 = 0,
−a44a11 − a34a21 + a24a31 + a14a41 = −1, −a43a13 − a33a23 + a23a33 + a13a43 = 0,
−a41a11 − a31a21 + a21a31 + a11a41 = 0, −a43a14 − a33a24 + a23a34 + a13a44 = 0,
−a41a12 − a31a22 + a21a32 + a11a42 = 0, −a44a12 − a34a22 + a24a32 + a14a42 = 0,
−a41a13 − a31a23 + a21a33 + a11a43 = 0, −a44a13 − a34a23 + a24a33 + a14a43 = 0,
−a42a11 − a32a21 + a22a31 + a12a41 = 0, −a44a14 − a34a24 + a24a34 + a14a44 = 0.
Na prostoru se symplektickou formou tvorˇ´ı matice prˇechodu grupu
Sp(4,R) = {A | ATωA = ω}.
3. KOMPLEXNI´ STRUKTURA:
Ma´me-li na prostoru V zavedenu komplexn´ı strukturu I chceme, aby matice prˇechodu




0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 .
Zde si matici prˇechodu oznacˇ´ıme X, aby se na´m vy´raz neopakoval ve vy´sledku. Pro




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 =

−a14 −a13 a12 a11
−a24 −a23 a22 a21
−a34 −a33 a32 a31




0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

a41 a42 a43 a44
a31 a32 a33 a34
−a21 −a22 −a23 −a24
−a11 −a12 −a13 −a14
 .
Te´to podmı´nce vyhovuje matice X ve tvaru:
X =

A B C D
E F G H
−H −G F E





Ma´me-li na prostoru V zaveden Minkowske´ho soucˇin η chceme, aby matice prˇechodu





−a11 a21 a31 a41
−a12 a22 a32 a42
−a13 a23 a33 a43
−a14 a24 a34 a44


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Tedy aby platilo ATηA = η, mus´ı by´t splneˇny na´sleduj´ıc´ı rovnice:
−a211 + a221 + a231 + a241 = −1, −a12a13 + a22a23 + a32a33 + a42a43 = 0,
−a212 + a222 + a232 + a242 = 1, −a12a14 + a22a24 + a32a34 + a42a44 = 0,
−a213 + a223 + a233 + a243 = 1, −a13a11 + a23a21 + a33a31 + a43a41 = 0,
−a214 + a224 + a234 + a244 = 1, −a13a12 + a23a22 + a33a32 + a43a42 = 0,
−a11a12 + a21a22 + a31a32 + a41a42 = 0, −a13a14 + a23a24 + a33a34 + a43a44 = 0,
−a11a13 + a21a23 + a31a33 + a41a43 = 0, −a14a11 + a24a21 + a34a31 + a44a41 = 0,
−a11a14 + a21a24 + a31a34 + a41a44 = 0, −a14a12 + a24a22 + a34a32 + a44a42 = 0,
−a12a11 + a22a21 + a32a31 + a42a41 = 0, −a14a13 + a24a23 + a34a33 + a44a43 = 0.
Tabulka uva´d´ı vzˇdy za´kladn´ı strukturu a prˇ´ıslusˇnou grupu matic prˇechodu:
Struktura Grupa
Skala´rn´ı soucˇin O(4, R)
Symplekticka´ forma Sp(4)
Komplexn´ı struktura Su(4)
Tabulka 2.3: Tabulka vy´sledny´ch grup pro za´kladn´ı struktury
Nyn´ı shrneme vy´sledky pro za´kladn´ı struktury uvedene´ v tabulce 2.3.
Pozna´mka. Potrˇebujeme spocˇ´ıtat vsˇechny mozˇne´ kombinace za´kladn´ıch struktur.
Tedy ma´me 3 za´kladn´ı struktury, 3 dvojice za´kladn´ıch struktur a jednu trojici. To
by na´m celkem dalo 7 mozˇnost´ı. Na´sleduj´ıc´ı veˇta ale uka´zˇe, zˇe neˇktere´ mozˇnosti
sply´vaj´ı.
Definice 18. Necht’ (V,G) je geometricka´ struktura, pak pro:
• G = O(4,R) nazy´va´me dvojici (V,G) euklidovskou strukturou,
• G = Sp(4) nazy´va´me dvojici (V,G) symplektickou strukturou,
• G = Su(4) nazy´va´me dvojici (V,G) komplexn´ı strukturou.
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Veˇta 1. Necht’ V je vektorovy´ prostor, na ktere´m jsou definova´ny dveˇ ze trˇ´ı za´kladn´ıch
geometricky´ch struktur (tj. geometricke´ struktury pro volbu G = O(4,R), G = Sp(4), G =
Su(4)), pak je na neˇm automaticky definova´na i trˇet´ı za´kladn´ı geometricka´ struktura.
D˚ukaz. Meˇjme (G1, V ), (G2, V ) dveˇ ze trˇ´ı za´kladn´ıch geometricky´ch struktur, tedy
matice prˇechodu zachova´vaj´ıc´ı prˇ´ıslusˇne´ geometrie jsou pra´veˇ G1, G2. Pokud na
vektorove´m prostoru V existuj´ı obeˇ struktury soucˇasneˇ, je prˇ´ıslusˇna´ grupa G1 ∩G2.
• Pokud ma´ j´ıt soucˇasneˇ o komplexn´ı a symplektickou strukturu, mus´ı platit, zˇe
matice prˇechodu je tvaru:
X =

A B C D
E F G H
−H −G F E
−D −C B A
 .
A soucˇasneˇ ma´ tato struktura zachova´vat i symplektickou formu, tedy podmı´nku
XTωX = ω, mus´ı platit:
XTω =

A E −H −D
B F −G −C
C G F B
D H E A


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 =

D H E A
C G F B
−B −F G C




D H E A
C G F B
−B −F G C
−A −E H D


A B C D
E F G H
−H −G F E
−D −C B A
 .
Vypocˇtenou matici porovna´me s matic´ı ω.
Vyp´ıˇseme podmı´nky, ktere´ dostaneme porovna´n´ım vy´sledne´ matice s matic´ı ω.
Dosta´va´me podmı´nky:
D2 +H2 + E2 + A2 = 1,
C2 +G2 + F 2 +B2 = 1,
B2 + F 2 +G2 + C2 = 1,
A2 + E2 +H2 +D2 = 1,
BD + FH − EG− AC = 0,
CD +GH + EF + AB = 0.
Ostatn´ı prvky matice se opakuj´ı nebo jsou nulove´.
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A B C D
E F G H
−H −G F E
−D −C B A
 .
a mus´ı vyhovovat podmı´nce XTX = E. Po vypocˇten´ı te´to rovnice dostaneme
stejne´ podmı´nky jako pro zachova´n´ı komplexn´ı struktury soucˇasneˇ se symplek-
tickou formou. Tedy plat´ı:
(I, 〈, 〉) ∼= (I, ω).
• Nyn´ı zby´va´ doka´zat, zˇe pokud matice prˇechodu zachova´va´ skala´rn´ı soucˇin
a symplektickou formu, zachova´va´ i komplexn´ı strukturu. Tedy mus´ı vyhovo-
vat soucˇasneˇ podmı´nka´m ATA = E a ATωA = ω. Budeme uvazˇovat obecnou
matici prˇechodu Y tohoto tvaru:
Y =

A B C D
E F G H
I J K L
M N O P
 .
Na´sleduj´ıc´ı podmı´nky jsme dostali z vy´pocˇt˚u rovnic Y TY = E a Y TωY = ω.
A2 + E2 + I2 +M2 = 1, CB +GF +KJ + ON = 0, −MC − IG + EK + AO = 0,
B2 + F2 + J2 +N2 = 1, CD +HG +KL + OP = 0, −NA− JE + FI + BM = 0,
C2 +G2 +K2 + O2 = 1, DA +HE + LI + PM = 0, −NB − JF + FJ + BN = 0,
D2 +H2 + L2 + P2 = 1, DB +HF + LJ + PN = 0, −ND − JH + FL + BP = 0,
AB + EF + IJ +MN = 0, DC +HG + LK + PO = 0, −OA−KE +GI + CM = 0,
AC + EG + IK +MO = 0, −MD − IH + EL + AP = 1, −OC −KG +GK + CO = 0,
AD + EH + IL +MP = 0, −NC − JG + FK + BO = 1, −OD −KH +GL + CP = 0,
BA + FE + JI +NM = 0, −OB −KF +GJ + CN = −1, −PB − LF +HJ +DN = 0,
BC + FG + JK +NO = 0, −PA− LE +HI +DM = −1, −PC − LG +HK +DO = 0,
BD + FH + JL +NP = 0, −MA− IE + EI + AM = 0, −PD − LH +HL +DP = 0,
CA +GE +KI + OM = 0, −MB − IF + EJ + AN = 0,
Pro dokoncˇen´ı d˚ukazu stejnou metodou jako v prˇedesˇly´ch dvou odra´zˇka´ch bychom
potrˇebovali z podmı´nek vy´sˇe doka´zat, zˇe plat´ı:
I = −H, J = −G,K = F,L = E,M = −D,N = −C,O = B,P = A.
Mu˚zˇeme, ale vyuzˇ´ıt toho, zˇe maticoveˇ ω = I a protozˇe struktura zachova´va´ skala´rn´ı
soucˇin (Y TY = E) plat´ı, zˇe (Y T )−1 = Y . Dı´ky tomu, zˇe struktura soucˇasneˇ za-
chova´va´ i symplektickou formu Y TωY = ω dosta´va´me:
ωY = (Y T )−1ω = Y ω
Mu˚zˇeme rˇ´ıci, zˇe veˇta plat´ı.
Du˚sledek 1. Dı´ky teˇmto poznatk˚um stacˇ´ı na vektorove´m prostoru pozˇadovat vlast-
nosti jen dvou ze trˇ´ı za´kladn´ıch struktur a trˇet´ı je automaticky zachova´na. Tedy
pocˇet mozˇny´ch kombinac´ı jsme zmensˇili na 4 kombinace.
Po zpracova´n´ı vy´sledk˚u pro za´kladn´ı struktury budeme pokracˇovat ve vy´pocˇtech




Obecnou matici A budeme da´le uvazˇovat i pro trojne´ struktury:
A =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 .
Ma´me-li na prostoru V zavedenu biparakomplexn´ı strukturu chceme, aby matice
prˇechodu tuto biparakomplexn´ı strukturu zachova´vala, tj. aby platilo na´sleduj´ıc´ı:




0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−a41 −a42 −a43 −a44
a31 a32 a33 a34
a21 a22 a23 a24




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 =

−a14 a13 a12 −a11
−a24 a23 a22 −a21
−a34 a33 a32 −a31
−a44 a43 a42 −a41
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu IA a AI. Dosta´va´me matici M1 :
M1 =

A B C D
E F G H
H G F E
D C B A
 .
Nyn´ı to same´ vypocˇ´ıta´me pro jednotku J.
JA =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−a11 −a12 −a13 −a14
a21 a22 a23 a24
−a31 −a32 −a33 −a34




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 =

−a11 a12 −a13 a14
−a21 a22 −a23 a24
−a31 a32 −a33 a34




Porovna´me vy´sledne´ matice z vy´pocˇtu JA a AJ. Dosta´va´me matici N1 :
N1 =

A 0 C 0
0 F 0 H
I 0 K 0
0 N 0 P
 .
Mus´ıme porovnat matice M1 a N1 z d´ılcˇ´ıch vy´pocˇt˚u, abychom dostali konecˇnou
matici prˇechodu pro biparakomplexn´ı strukturu, ktera´ je po srovna´n´ı tohoto tvaru:
=⇒ Z1 =

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
6. HYPERSOUCˇINOVA´ STRUKTURA
Ma´me-li na prostoru V zavedenu hypersoucˇinovou strukturu chceme, aby matice
prˇechodu tuto hypersoucˇinovou strukturu zachova´vala, tj. aby platilo na´sleduj´ıc´ı:




0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

a31 a32 a33 a34
a41 a42 a43 a44
a11 a12 a13 a14




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 =

a13 a14 a11 a12
a23 a24 a21 a22
a33 a34 a31 a32
a43 a44 a41 a42
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu IA a AI. Dosta´va´me matici M2 :
=⇒M2 =

A B C D
E F G H
C D A B
G H E F
 .
Nyn´ı to same´ vypocˇ´ıta´me pro jednotku J :
JA =

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−a31 −a32 −a33 −a34
a41 a42 a43 a44
−a11 −a12 −a13 −a14






a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 =

−a13 a14 −a11 a12
−a23 a24 −a21 a22
−a33 a34 −a31 a32
−a43 a44 −a41 a42
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu JA a AJ. Dosta´va´me matici N2 :
=⇒ N2 =

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 .
Mus´ıme porovnat matice M2 a N2 z d´ılcˇ´ıch vy´pocˇt˚u, abychom dostali konecˇnou
matici prˇechodu pro hypersoucˇinovou strukturu, ktera´ je po srovna´n´ı tohoto tvaru:
=⇒ Z2 =

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 .
7. BIKOMPLEXNI´ STRUKTURA
Ma´me-li na prostoru V zavedenu bikomplexn´ı strukturu chceme, aby matice prˇechodu
tuto bikomplexn´ı strukturu zachova´vala, tj. aby platilo na´sleduj´ıc´ı:




0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

a31 a32 a33 a34
a41 a42 a43 a44
−a11 −a12 −a13 −a14




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 =

−a13 −a14 a11 a12
−a23 −a24 a21 a22
−a33 −a34 a31 a32
−a43 −a44 a41 a42
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu IA a AI. Dosta´va´me matici M3 :
=⇒M3 =

A B C D
E F G H
−C −D A B




Nyn´ı to same´ vypocˇ´ıta´me pro jednotku J :
JA =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−a31 −a32 −a33 −a34
a41 a42 a43 a44
a11 a12 a13 a14




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 =

a13 −a14 −a11 a12
a23 −a24 −a21 a22
a33 −a34 −a31 a32
a43 −a44 −a41 a42
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu JA a AJ. Dosta´va´me matici N3 :
=⇒ N3 =

A −B −C D
E F G H
C D A B
G −H −E F
 .
Mus´ıme porovnat matice M3 a N3 z d´ılcˇ´ıch vy´pocˇt˚u, abychom dostali konecˇnou
matici prˇechodu pro bikomplexn´ı strukturu, ktera´ je po srovna´n´ı tohoto tvaru:
=⇒ Z3 =

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 .
8. HYPERKOMPLEXNI´ STRUKTURA
Ma´me-li na prostoru V zavedenu hyperkomplexn´ı strukturu chceme, aby matice
prˇechodu tuto hyperkomplexn´ı strukturu zachova´vala, tj. aby platilo na´sleduj´ıc´ı:




0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

a31 a32 a33 a34
a41 a42 a43 a44
−a11 −a12 −a13 −a14




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 =

−a13 −a14 a11 a12
−a23 −a24 a21 a22
−a33 −a34 a31 a32




Porovna´me vy´sledne´ matice z vy´pocˇtu IA a AI. Dosta´va´me matici M4 :
=⇒M4 =

A B C D
E F G H
−C −D A B
−G −H E F
 .
Nyn´ı to same´ vypocˇ´ıta´me pro jednotku J.
JA =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 =

−a21 −a22 −a23 −a24
a11 a12 a13 a14
a41 a42 a43 a44




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 =

a12 −a11 −a14 a13
a22 −a21 −a24 a23
a32 −a31 −a34 a33
a42 −a41 −a44 a43
 .
Porovna´me vy´sledne´ matice z vy´pocˇtu JA a AJ. Dosta´va´me matici N4 :
=⇒ N4 =

A B C D
−B A D −C
E F G H
F −E −H G
 .
Mus´ıme porovnat matice M4 a N4 z d´ılcˇ´ıch vy´pocˇt˚u, abychom dostali konecˇnou
matici prˇechodu pro hyperkomplexn´ı strukturu, ktera´ je po srovna´n´ı tohoto tvaru:
=⇒ Z4 =

A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Tabulka uva´d´ı vzˇdy trojnou strukturu a prˇ´ıslusˇnou grupu matic prˇechodu (oznacˇen´ı






Tabulka 2.4: Tabulka vy´sledny´ch grup pro trojne´ struktury
I zde potrˇebujeme spocˇ´ıtat vsˇechny mozˇne´ kombinace trojny´ch struktur. Tedy ma´me
4 trojne´ struktury, 6 dvojic trojny´ch struktur, 4 trojice a jednu cˇtverˇici. To by na´m
celkem dalo 15 mozˇnost´ı. Na´sleduj´ıc´ı vy´sledky opeˇt doka´zˇ´ı, zˇe zmı´neˇny´ch struktur je
ve skutecˇnosti mnohem me´neˇ.
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1. Dvojice indukuj´ıc´ı vektorovy´ prostor s pevneˇ zvolenou ba´z´ı (azˇ na na´sobek):
Veˇta 2. Necht’ V je vektorovy´ prostor, na ktere´m zavedeme dvojice trojny´ch struk-
tur: biparakomplexn´ı a bikomplexn´ı struktury, hypersoucˇinove´ a hyperkomplexn´ı struk-
tury a bikomplexn´ı a hyperkomplexn´ı struktury. Potom jejich vy´sledna´ matice prˇechodu
je na´sobkem jednotkove´ matice.
D˚ukaz. a) Biparakomplexn´ı a bikomplexn´ı struktura

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 =

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
Po srovna´n´ı teˇchto dvou struktur (biparakomplexn´ı a bikomplexn´ı) dostaneme
spolecˇnou matici prˇechodu:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
b) Hypersoucˇinova´ a hyperkomplexn´ı srtuktura

A B C D
−B A D −C
−C −D A B
−D C −B A
 =

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 .
Po srovna´n´ı teˇchto dvou struktur (hypersoucˇinove´ a hyperkomplexn´ı) dostaneme
spolecˇnou matici prˇechodu:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
c) Bikomplexn´ı a hyperkomplexn´ı struktura

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 =

A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Po srovna´n´ı teˇchto dvou struktur (bikomplexn´ı a hyperkomplexn´ı) dostaneme
spolecˇnou matici prˇechodu:

A 0 0 0
0 A 0 0
0 0 A 0





a) Biparakomplexn´ı a hypersoucˇinova´ struktura
A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 =

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
Po srovna´n´ı teˇchto dvou struktur (biparakomplexn´ı a hypersoucˇinove´) dostaneme
spolecˇnou matici prˇechodu: 
A 0 C 0
0 A 0 C
C 0 A 0
0 C 0 A
 .
b) Biparakomplexn´ı a hyperkomplexn´ı struktura
A B C D
−B A D −C
−C −D A B
−D C −B A
 =

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
Po srovna´n´ı teˇchto dvou struktur (biparakomplexn´ı a hyperkomplexn´ı) dostaneme
spolecˇnou matici prˇechodu:
A 0 −H 0
0 A 0 H
H 0 A 0
0 −H 0 A
 .
c) Hypersoucˇinova´ a bikomplexn´ı struktura
A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 =

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 .
Po srovna´n´ı teˇchto dvou struktur (hypersoucˇinove´ a bikomplexn´ı) dostaneme
spolecˇnou matici prˇechodu: 
A 0 0 0
0 F 0 0
0 0 A 0
0 0 0 F
 .
Du˚sledek 2. Z tohoto srovna´n´ı dvojic trojny´ch struktur m˚uzˇeme konstatovat, zˇe ma´ smysl




Nyn´ı si vezmeme vzˇdy trojici trojny´ch struktur, srovna´me a zjist´ıme, zda ma´ smysl
uvazˇovat trˇi struktury soucˇasneˇ.
Veˇta 3. Necht’ V je vektorovy´ prostor, na ktere´m ma´me nadefinovane´ trojne´ struktury
a jejich grupy matic prˇechodu. Jestliˇze uvazˇujeme jejich trojice, potom vy´sledne´ matice
prˇechodu jsou struktury G (podgrupy GL(V )) takove´, zˇe G jsou generova´ny na´sobkem
jednotkove´ matice.
1. Biparakomplexn´ı + hypersoucˇinova´ + bikomplexn´ı
A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 ,

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 ,

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 .
Po srovna´n´ı teˇchto trˇ´ı matic prˇechodu pro dane´ struktury zjist´ıme, zˇe spolecˇna´ matice
prˇechodu je va tvaru:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
2. Biparakomplexn´ı + hypersoucˇinova´ + hyperkomplexn´ı

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 ,

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 ,

A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Po srovna´n´ı teˇchto trˇ´ı matic prˇechodu pro dane´ struktury zjist´ıme, zˇe spolecˇna´ matice
prˇechodu je va tvaru:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
3. Biparakomplexn´ı + bikomplexn´ı + hyperkomplexn´ı
A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 ,

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 ,

A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Po srovna´n´ı teˇchto trˇ´ı matic prˇechodu pro dane´ struktury zjist´ıme, zˇe spolecˇna´ matice
prˇechodu je va tvaru:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
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4. Hypersoucˇinova´ + bikomplexn´ı + hyperkomplexn´ı

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 ,

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 ,

A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Po srovna´n´ı teˇchto trˇ´ı matic prˇechodu pro dane´ struktury zjist´ıme, zˇe spolecˇna´ matice
prˇechodu je va tvaru:

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
 .
Du˚sledek 3. M˚uzˇeme rˇ´ıci, zˇe nema´ smysl zava´deˇt trˇi trojne´ struktury soucˇasneˇ, jelikozˇ
spolecˇne´ matice prˇechodu jsou na´sobky jednotkove´ matice. Tedy kombinac´ı trˇ´ı trojny´ch
struktur uzˇ novy´ vy´sledek nez´ıska´me.
2.7. Trojne´ a za´kladn´ı struktury
Kdybychom nezavedli veˇty pro zredukova´n´ı pocˇtu mozˇny´ch kombinac´ı struktur a nyn´ı
chteˇli trojne´ a za´kladn´ı struktury definovat soucˇasneˇ, dostali bysme 105 r˚uzny´ch mozˇnost´ı
kombinac´ı. Z prˇedchoz´ıho ale v´ıme, zˇe pro neˇktere´ trojne´ struktury nema´ smysl zava´deˇt
v´ıce jak jednu trojnou strukturu a soucˇasneˇ stacˇ´ı maxima´lneˇ libovolne´ dveˇ ze trˇ´ı za´kladn´ıch
struktur. Pocˇet mozˇny´ch kombinac´ı jsme t´ım tedy zmensˇili na 28 mozˇnost´ı. Nyn´ı uzˇ je
tedy mozˇne´ nadefinovat za´kladn´ı struktury spolecˇneˇ s trojny´mi a nezabere na´m to takovou
spoustu cˇasu.
Nemu˚zˇeme ale bezhlaveˇ zacˇ´ıt definovat vzˇdy dveˇ za´kladn´ı struktury pro trojnou struk-
turu. Mus´ıme uvazˇovat, ktera´ z trojny´ch struktur jizˇ obsahuje komplexn´ı strukturu,
protozˇe pote´ je trˇeba splnit vlastnost uzˇ jen jedne´ za´kladn´ı struktury a trˇet´ı je zachova´na.
Z tabulky 2.2 vid´ıme, zˇe biparakomplexn´ı, bikomplexn´ı a hyperkomplexn´ı struktura jizˇ
obsahuje komplexn´ı sturkturu (tedy neˇktera´ z jednotek I, J,K je na druhou rovna −E).
Pro tyto trˇi struktury stacˇ´ı tedy pozˇadovat pouze jednu za´kladn´ı strukturu naprˇ. skala´rn´ı
soucˇin a za´kladn´ı struktury budeme mı´t zachova´ny. Na hypersoucˇinove´ strukturˇe mus´ıme
pozˇadovat dveˇ za´kladn´ı struktury.
Postupem jak doc´ılit zachova´n´ı dvou za´kladn´ıch struktur na hypersoucˇinove´ strukturˇe
je, zˇe zkus´ıme te´to strukturˇe prˇiˇradit dalˇs´ı komplexn´ı jednotku, naprˇ. P , ktera´ bude
mı´t vlastnost P 2 = −E. Mus´ıme zjistit, zda-li komutuje (IP = PI) nebo antikomutuje
(IP = −PI). T´ımto z te´to struktury dostaneme jednu z kombinac´ı trojny´ch struktur.
Potom te´to strukturˇe prˇiˇrad´ıme skala´rn´ı soucˇin nebo symplektickou formu.
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a) Biparakomplexn´ı struktura se skala´rn´ım soucˇinem
Definice 19. Meˇjme vektorovy´ prostor V , na ktere´m zavedeme skala´rn´ı soucˇin a bi-
parakomplexn´ı strukturu (V, 〈, 〉, I, J,K).Potom ve vhodne´ ba´zi realizujeme:
I =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 , J =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 , K =

−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
Mus´ı by´t zachova´na podmı´nka XTX = E. Jako matici X uvazˇujeme matici prˇechodu
pro tuto strukturu vypocˇtenou jizˇ drˇ´ıve (znacˇili jsme ji Z1) , ale pro lepsˇ´ı orientaci
znacˇen´ı sjednot´ıme na X.
X =

A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
A pocˇ´ıta´me XTX = E :
XTX =

A 0 H 0
0 F 0 C
C 0 F 0
0 H 0 A


A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Dostaneme na´sleduj´ıc´ı grupu matic prˇechodu pro biparakomplexn´ı strukturu, ktera´
zachova´va´ skala´rn´ı soucˇin a t´ımto tedy za´kladn´ı struktury:


A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 , A2 +H2 = 1, C2 + F 2 = 1, AC +HF = 0, AF + CH = 0.

Dosa´hli jsme zachova´n´ı za´kladn´ıch struktur na biparakomplexn´ı strukturˇe.
b) Hypersoucˇinova´ struktura
Definice 20. Meˇjme vektorovy´ prostor V , na ktere´m zavedeme skala´rn´ı soucˇin a hy-
persoucˇinovou strukturu (V, 〈, 〉, I, J,K).Potom ve vhodne´ ba´zi realizujeme:
I =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , J =

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 , K =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 .
Tato struktura jako jedina´ neobsahuje vlastnost komplexn´ı struktury. Mus´ıme tedy
na te´to strukturˇe zave´st dveˇ struktury za´kladn´ı. Vybrali jsme skala´rn´ı soucˇin a sym-
plektickou formu:
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• Hypersoucˇinova´ struktura se skala´rn´ım soucˇinem:
Opeˇt mus´ı by´t zachova´na podmı´nka XTX = E, aby na vektorove´m prostoru
V s hypersoucˇinovou strukturou bylo mozˇno zave´st skala´rn´ı soucˇin. Po vy´pocˇtu




A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 , 2AC = 0, 2HF = 0, A2 + C2 = 1, F 2 +H2 = 1.

• Hypersoucˇinova´ struktura se symplektickou formou:
Mus´ı by´t zachova´na podmı´nka XTωX = ω, aby na vektorove´m prostoru V s hy-
persoucˇinovou strukturou bylo mozˇno zave´st symplektickou formu. Po vy´pocˇtu
dostaneme grupu matic prˇechodu pro hypersoucˇinovou strukturu se symplek-
tickou formou:

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 , AH − CF = 0, AF − CH = 1.





0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 .
Pro tuto komplexn´ı jednotku plat´ı: P 2 = −E a IP = −PI.
Tedy hypersoucˇinova´ struktura po prˇida´n´ı komplexn´ı jednotky P s jednotkou I an-
tikomutuje. Prˇida´n´ım komplexn´ı jednotky P k hypersoucˇinove´ strukturˇe (I, J,K)
dostaneme biparakomplexn´ı strukturu (I, P, IP ). Jedna´ se tedy o dvojici trojny´ch
struktur kterou jsme uzˇ klasifikovali.
c) Bikomplexn´ı struktura se skala´rn´ım soucˇinem
Definice 21. Meˇjme vektorovy´ prostor V , na ktere´m zavedeme skala´rn´ı soucˇin
a bikomplexn´ı strukturu (V, 〈, 〉, I, J,K).Potom ve vhodne´ ba´zi realizujeme:
I =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , J =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 , K =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .
Opeˇt mus´ı by´t zachova´na podmı´nka XTX = E, aby na vektorove´m prostoru V s
bikomplexn´ı strukturou bylo mozˇno zave´st skala´rn´ı soucˇin. Po vy´pocˇtu dostaneme
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grupu matic prˇechodu pro bikomplexn´ı strukturu, ktera´ zachova´va´ skala´rn´ı soucˇin a
t´ımto tedy za´kladn´ı struktury:


A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 , A2 + C2 = 1, F 2 +H2 = 1,−AC + CA = 0, FH −HF = 0.

Dosa´hli jsme zachova´n´ı za´kladn´ıch struktur na bikomplexn´ı strukturˇe.
d) Hyperkomplexn´ı struktura se skala´rn´ım soucˇinem
Definice 22. Meˇjme vektorovy´ prostor V , na ktere´m zavedeme skala´rn´ı soucˇin a hy-
perkomplexn´ı strukturu (V, 〈, 〉, I, J,K).Potom ve vhodne´ ba´zi realizujeme:
I =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , J =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 , K =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .
Opeˇt mus´ı by´t zachova´na podmı´nka XTX = E, aby na vektorove´m prostoru V s hy-
perkomplexn´ı strukturou bylo mozˇno zave´st skala´rn´ı soucˇin. Po vy´pocˇtu dostaneme
grupu matic prˇechodu pro hyperkomplexn´ı strukturu, ktera´ zachova´va´ skala´rn´ı soucˇin
a t´ımto tedy za´kladn´ı struktury:


A B C D
−B A D −C
−C −D A B
−D C −B A
 , A2 +B2 + C2 +D2 = 1.

Dosa´hli jsme zachova´n´ı za´kladn´ıch struktur na hyperkomplexn´ı strukturˇe.
K u´plne´ klasifikaci na´m scha´z´ı popsat dvojice trojny´ch struktur vybaveny´ch skala´rn´ım
soucˇinem, jejichzˇ spolecˇna´ matice prˇechodu nen´ı na´sobkem jednotkove´ matice. Bereme-li
dvojice mus´ı uzˇ jedna z nich obsahovat komplexn´ı jednotku a stacˇ´ı tedy prˇidat jen skala´rn´ı
soucˇin. Prˇ´ıslusˇny´ vy´pocˇet je jednoduchy´ a uva´d´ıme jen vy´sledne´ grupy matic:
1. Dvojice biparakomplexn´ı a hypersoucˇinove´ struktury:

A 0 C 0
0 A 0 C
C 0 A 0
0 C 0 A
 , A2 + C2 = 1, AC + CA = 0.

2. Dvojice biparakomplexn´ı a hyperkomplexn´ı struktury:

A 0 −H 0
0 A 0 H
H 0 A 0
0 −H 0 A
 , A2 +H2 = 1,−HA+ AH = 0.

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3. Dvojice hypersoucˇinove´ a bikomplexn´ı struktury:

A 0 0 0
0 F 0 0
0 0 A 0
0 0 0 F
 , A2 = F 2 = 1.

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3. Lieovy grupy a algebry
3.1. Varieta
Prˇed nadefinova´n´ım samotne´ho pojmu variety je potrˇebne´ objasnit pojem mapa a atlas.
Velice dobry´m a jednoduchy´m prˇ´ıkladem je zemsky´ povrch (globus). Jestlizˇe si globus
idealizujeme, mu˚zˇeme ho povazˇovat za sfe´ru, neboli spojitou zakrˇivenou dvourozmeˇrnou
plochu S2, pro kterou plat´ı:
• loka´lneˇ mu˚zˇeme zave´st mapy sourˇadnic (naprˇ. mapu Evropy, Asie, atd.),
• mapy dohromady tvorˇ´ı atlas pokry´vaj´ıc´ı celou varietu S2,
• trajektorie (naprˇ. vlaku) je omezena jen na varietu,
• v˚ucˇi jednotlivy´m mapa´m lze studovat nejen trajektorii, ale i rychlost nebo zrychlen´ı,
lze tedy derivovat a za jisty´ch dodatecˇny´ch podmı´nek integrovat,
• u´daje urcˇene´ z jednotlivy´ch map lze mezi mapami na jejich prˇekryvech konzistentneˇ
prˇeva´deˇt, prˇ´ıslusˇne´ velicˇiny jsou tak urcˇeny globa´lneˇ, tedy ’bez ohledu’ na konkre´tn´ı
mapy.
Definice 23. Hladka´ varieta M je topologicky´ prostor, jehozˇ kazˇdy´ bod P lezˇ´ı v neˇjake´
otevrˇene´ mnozˇineˇ U , ktera´ je spojiteˇ vza´jemneˇ jednoznacˇneˇ zobrazena na otevrˇenou
podmnozˇinu Rn. Symbolicky to lze vyja´drˇit:
∀P ∈M ∃U ⊂M,
takova´, zˇe
P ∈ U ,
a ∃ spojite´ φ : U −→ Rn takove´, zˇe U ←→ φ(U) je jednoznacˇne´, prˇicˇemzˇ
• φ nazy´va´me sourˇadnicove´ zobrazen´ı,
• dvojici (U , φ) nazy´va´me mapa,
• cˇ´ıslo n nazy´va´me dimenz´ı variety M.
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Obra´zek 3.1: VarietaM je pokryta (loka´ln´ımi) mapami neboli zobrazen´ımi φ z U do Rn.
3.2. Tecˇny´ prostor
Definice 24. Krˇivky c, c′ na M se doty´taj´ı v bodeˇ P ∈M, jestlizˇe
1. c(0) = c′(0) = P,
2. d
dt
|0xi(c(t)) = ddt |0xi(c′(t)),
kde xi jsou libovolne´ sourˇadnice v okol´ı P.
Definice 25. Vektor v v bodeˇ P ∈ M je da´n tecˇnou ke krˇivce c(t) procha´zaj´ıc´ı bodem
P. Vektor v ma´ :
• dany´ smeˇr (urcˇeny´ smeˇrem krˇivky c(t)),
• danou velikost (urcˇenou velikost´ı zmeˇny c(t) se zmeˇnou t).
Definice 26. Skrze kazˇdy´ bod P ∈ M procha´zej´ı r˚uzne´ krˇivky r˚uzny´ch parametrizac´ı.
Mnozˇinu vsˇech vektor˚u urcˇenou teˇmito krˇivkami nazy´va´me tecˇny´m prostorem TPM k
varieteˇ M v bodeˇ P.
Pozna´mka. Krˇivky c(t) lezˇ´ı v M, ale vektory v lezˇ´ı v TPM.
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Obra´zek 3.2: Tecˇny´ prostor TPM
3.3. Lieova algebra
Definice 27. Lieova algebra g je vektorovy´ prostor (nad polem F) s bilinea´rn´ım zo-
brazen´ım [., .] : g × g −→ g, ktere´ nazy´va´me nosicˇ (bracket) nebo komuta´tor a znacˇ´ıme
ho (X, Y ) 7−→ [X, Y ]. Ma´ tyto vlastnosti:
1. [X,X] = 0 ∀X, Y ∈ g,
2. [X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z,X]] = 0 ∀X, Y, Z ∈ g.
Prvn´ı vlastnost se nazy´va´ anti-komutativita a druha´ vlastnost je Jacobiho identita.
Lieovu grupu mu˚zˇeme svy´mi slovy definovat jako objekt, ktery´ je za´rovenˇ grupou i
hladkou varietou. Jako prˇ´ıklad si mu˚zˇeme vz´ıt grupu matic GL(n,R) = {A|detA 6= 0}. Na








an1(t) . . . ann(t)
 .
(tj. prvky matic A jsou funkce za´visle´ na parametru t.)
Pro kazˇdou Lieovu grupu G tvorˇ´ı tecˇny´ prostor v jednicˇce TeG Lieovu algebru, kterou
oznacˇujeme g.
 Prˇ´ıklad 3.1. Ma´me Lieovu grupu ortogona´ln´ıch maticO(n,R) = {A ∈ GL(n,R)|ATA =
1}. Tedy O(n,R) je hladka´ varieta. Tecˇny´ prostor v bodeˇ e znacˇ´ıme TEO(n,R). Na hladke´
varieteˇ prˇedpokla´da´me krˇivky A(t) : R −→ O(n,R).






















A˙(e)TA(e) + AT (e)A˙(e) = 0
A˙(e)T + A˙(e) = 0
A˙ = −A˙T
kde A(e) = AT (e) = E.
Tato vlastnost odpov´ıda´ Lieoveˇ algebrˇe so(n,R).
































A˙(e)TωA(e) + A(e)Tω ˙A(e) = 0
A˙(e)Tω + ωA˙(e) = 0
A˙(e)Tω = −ωA˙(e)
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 Prˇ´ıklad 3.3. Lieoveˇ grupeˇ G = GL(m,R) = A ∈MatnR|detA 6= 0 odpov´ıda´ Lieova
algebra g = gl(m,R = MatnR).
 Prˇ´ıklad 3.4. G = {e}, Lieova algebra g = 0.
 Prˇ´ıklad 3.5. G = SL(m,R). Jedna´ se o grupu matic s determinantem rovny´m 1.
Oznacˇ´ıme At krˇivku matic v SL(m,R) a v okol´ı E budeme psa´t At = E + tX. Podle
definice determinantu dostaneme, zˇe d
dt
|0det(E+ tX) = TrX. Ale det At = 1 neza´visle na
t, tedy d
dt
|0detAt = 0 a g = sl(m,R).
 Prˇ´ıklad 3.6. G = GL(m,C). Zde uvazˇujeme grupu komplexneˇ linea´rn´ıch transformac´ı
na Cm = R2m. Komplexn´ı obecnou linea´rn´ı grupu lze realizovat tak, zˇe zvol´ıme linea´rn´ı
zobrazen´ı (matici) J ∈ GL(2m,R) splnˇuj´ıc´ı J2 = −E a GL(m,C) je podgrupa vsˇech





























c = −b, a = d.
Derivac´ı krˇivek v G dostaneme tyte´zˇ rovnosti vymezuj´ıc´ı Lieovu algebru:






3.4. Lieovy algebry pro trojne´ struktury se skal. soucˇinem
a sympl. formou
Na trojny´ch struktura´ch, ktere´ zachova´vaj´ı skala´rn´ı soucˇin a symplektickou formu ses-
troj´ıme Lieovy algebry. Lieovy´ch algeber dosa´hneme zderivova´n´ım podmı´nek u grup matic
prˇechodu zachova´vaj´ıc´ıch skala´rn´ı soucˇin a symplektickou formu.
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3.4. LIEOVY ALGEBRY PRO TROJNE´ STRUKTURY SE SKAL. SOUCˇINEM A SYMPL. FORMOU
a) Biparakomplexn´ı struktura:




A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 , A2 +H2 = 1, C2 + F 2 = 1, AC +HF = 0, AF + CH = 0.

Lieovu algebru dostaneme zderivova´n´ım prˇ´ıslusˇny´ch podmı´nek pro grupu matic.
Tedy dostaneme Lieovu algebru:


A˙ 0 C˙ 0
0 −C˙ 0 −A˙
−A˙ 0 −C˙ 0
0 C˙ 0 A˙
 (A˙+ C˙) = −(H˙ + F˙ ), (A˙+ F˙ ) = −(C˙ + H˙).





A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 ,−A2 +H2 = −1,−F 2 + C2 = −1,−HF + AC = 0,−CA+ FH = 0.

Odpov´ıdaj´ıc´ı Lieovu algebru dostaneme opeˇt zderivova´n´ım podmı´nek:

A˙ 0 C˙ 0
0 C˙ 0 A˙
A˙ 0 C˙ 0
0 C˙ 0 A˙
 , (A˙+ C˙) = (H˙ + F˙ ), (C˙ + A˙) = (F˙ + H˙).

b) Hypersoucˇinova´ struktura:




A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 , A2 + C2 = 1, F 2 +H2 = 1, AC + CA = 0, FH +HF = 0.

Lieovu algebru dostaneme zderivova´n´ım prˇ´ıslusˇny´ch podmı´nek pro grupu matic.
Tedy dostaneme Lieovu algebru:
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

A˙ 0 −A˙ 0
0 F˙ 0 −F˙
−A˙ 0 A˙ 0
0 −F˙ 0 F˙
 , (A˙+ C˙) = −(C˙ + A˙), (F˙ + H˙) = (H˙ + F˙ ).

• Pro hypersoucˇinovou strukturu, ktera´ zachova´va´ symplektickou formu ma´me grupu
matic prˇechodu:

A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 , AF + CH = −1,−FA+HC = −1.

Odpov´ıdaj´ıc´ı Lieovu algebru dostaneme opeˇt zderivova´n´ım podmı´nek:

A˙ 0 C˙ 0
0 F˙ 0 H˙
C˙ 0 A˙ 0
0 H˙ 0 F˙
 , (A˙+ F˙ ) = (C˙ + H˙), (F˙ + A˙) = (H˙ + C˙).

c) Bikomplexn´ı struktura:




A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 , A2 + C2 = F 2 +H2 = 1,−AC + CA = 0, HF − FH = 0.

Lieovu algebru dostaneme zderivova´n´ım prˇ´ıslusˇny´ch podmı´nek pro grupu matic.
Tedy dostaneme Lieovu algebru:
A˙ 0 A˙ 0
0 F˙ 0 −F˙
−A˙ 0 A˙ 0
0 F˙ 0 F˙
 (A˙+ C˙) = (C˙ + A˙), (H˙ + F˙ ) = (F˙ + H˙).
• Pro bikomplexn´ı strukturu, ktera´ zachova´va´ symplektickou formu ma´me grupu
matic prˇechodu:

A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 ,−AF + CH = −1,−AH + CF = 0.






A˙ 0 C˙ 0
0 F˙ 0 H˙
C˙ 0 A˙ 0
0 H˙ 0 F˙
 , (A˙+ F˙ ) = (C˙ + H˙), (A˙+ H˙) = (C˙ + F˙ ).

d) Hyperkomplexn´ı struktura:
• Pro hyperkomplexn´ı strukturu, ktera´ zachova´va´ skala´rn´ı soucˇin ma´me grupu matic
prˇechodu: 

A B C D
−B A D −C
−C −D A B
−D C −B A
 , A2 +B2 + C2 +D2 = 1.

Lieovu algebru dostaneme zderivova´n´ım prˇ´ıslusˇny´ch podmı´nek pro grupu matic.
Tedy dostaneme Lieovu algebru:

A˙ B˙ C˙ D˙
−B˙ A˙ D˙ −C˙
−C˙ −D˙ A˙ B˙
−D˙ C˙ −B˙ A˙
 , A˙+ B˙ + C˙ + D˙ = 0.





A B C D
−B A D −C
−C −D A B
−D C −B A
 , A2 −B2 − C2 +D2 = 1,−A2 +B2 + C2 −D2 = −1.

Odpov´ıdaj´ıc´ı Lieovu algebru dostaneme opeˇt zderivova´n´ım podmı´nek:

A˙ B˙ C˙ D˙
−B˙ A˙ D˙ −C˙
−C˙ −D˙ A˙ B˙
−D˙ C˙ −B˙ A˙
 , A˙+ D˙ = B˙ + C˙.

3.5. Strukturn´ı konstanty
Protozˇe kazˇde´ dva konecˇneˇ-dimenziona´ln´ı vektorove´ prostory stejne´ dimenze jsou izomorfn´ı,
budou dveˇ algebry odliˇsovat pouze vlastnosti Lieovy za´vorky [., .], ktera´ tak zcela urcˇuje
strukturu dane´ Lieovy algebry. O konkre´tn´ı volbu vektorove´ho prostoru se proto neb-
udeme v˚ubec zaj´ımat a Lieovu algebru budeme pokla´dat za jednoznacˇneˇ urcˇenou, pokud
bude urcˇeno zobrazen´ı [., .]. Protozˇe se jedna´ o zobrazen´ı linea´rn´ı, stacˇ´ı zna´t jeho p˚usoben´ı
na prvky ba´ze — p˚usoben´ı na ostatn´ı vektory se z´ıska´ ze vztahu linearity a zobrazen´ı je
tak definova´no jednoznacˇneˇ. Necht’ tedy trˇi linea´rneˇ neza´visle´ vektory e1, e2 a e3 tvorˇ´ı
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ba´zi vektorove´ho prostoru . Obraz jaky´chkoli dvou vektor˚u z vektorove´ho prostoru (tedy
i vektoru ba´ze) prˇi zobrazen´ı [., .] je opeˇt vektor a lze ho proto zapsat jako jistou linea´rn´ı
kombinaci ba´zovy´ch vektoru: [ei, ej] = c
k
ijek. Koeficienty linea´rn´ı kombinace oznacˇene´ c
k
ij
se nazy´vaj´ı strukturn´ı konstanty.
 Prˇ´ıklad 3.7. Meˇjme tyto ba´ze vektorove´ho prostoru:
e1 = x =
 0 1 00 0 0
0 0 0
 , e2 = y =
 0 0 00 0 1
0 0 0
 , e3 = z =
 0 0 10 0 0
0 0 0
 .
[x, y] = z, [x, z] = 0, [y, z] = 0
Prˇep´ıˇseme pomoc´ı e1, e2, e3 :
[e1, e2] = e3, [e1, e3] = 0, [e2, e3] = 0,
Dostaneme tedy tyto strukturn´ı konstanty pro dane´ ba´ze vektorove´ho prostoru:
c312 = 1, c
1
12 = 0, c
2
12 = 0,
Po prˇ´ıkladu mu˚zˇeme prˇej´ıt k hlavn´ım vy´pocˇt˚um. Zde vypocˇ´ıta´me strukturn´ı konstanty
pro trojne´ struktury. Zavedeme vzˇdy strukturu, jej´ı matici prˇechodu a ba´ze vektorove´ho
prostoru tvorˇene´ho prˇ´ıslusˇnou matic´ı prˇechodu.
1. Biparakomplexn´ı struktura 
A 0 C 0
0 F 0 H
H 0 F 0
0 C 0 A
 .
Zvol´ıme si tyto ba´ze podle matice prˇechodu te´to struktury:
e1 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 , e2 =

0 0 1 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0
 , e4 =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 .
Spocˇteme strukturn´ı konstanty pro biparakomplexn´ı strukturu. Mus´ıme vz´ıt vsˇechny
mozˇne´ dvojice ba´z´ı e1 azˇ e4. Strukturn´ı konstanty se pocˇ´ıtaj´ı pomoc´ı jizˇ vysveˇtlene´
Lieovy za´vorky. Cˇili pocˇ´ıta´me:
[e1, e2] = e1e2 − e2e1.
Vy´pocˇty nejsou slozˇite´, proto je nebudeme uva´deˇt a rovnou p´ıˇseme nasˇe vy´sledky:
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[e1, e2] = e2, [e1, e3] = −e3, [e1, e4] = 0, [e2, e3] = e1 − e4, [e2, e4] = e2, [e3, e4] = −e3
Strukturn´ı konstanty pro biparakomplexn´ı strukturu:
c112 = 0, c
2
12 = 1, c
3
12 = 0, c
4
12 = 0,
c113 = 0, c
2
13 = 0, c
3
13 = −1, c413 = 0,
c114 = 0, c
2
14 = 0, c
3
14 = 0, c
4
14 = 0,
c123 = 1, c
2
23 = 0, c
3
23 = 0, c
4
23 = −1,
c124 = 0, c
2
24 = 1, c
3
24 = 0, c
4
24 = 0,
c134 = 0, c
2
34 = 0, c
3




A 0 C 0
0 F 0 H
C 0 A 0
0 H 0 F
 .
Zvol´ıme si tyto ba´ze podle matice prˇechodu te´to struktury:
e1 =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 , e2 =

0 0 0 0
0 1 0 0
0 0 0 0




0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 , e4 =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 .
Spocˇteme strukturn´ı konstanty pro hypersoucˇinovou strukturu. Mus´ıme vz´ıt vsˇechny
mozˇne´ dvojice ba´z´ı e1 azˇ e4. Pocˇ´ıta´me:
[e1, e2] = e1e2 − e2e1.
Vy´pocˇty nejsou slozˇite´, proto je nebudeme uva´deˇt a rovnou p´ıˇseme nasˇe vy´sledky:
[e1, e2] = 0, [e1, e3] = 0, [e1, e4] = 0, [e2, e3] = 0, [e2, e4] = 0.
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Strukturn´ı konstanty pro hypersoucˇinovou strukturu:
c112 = 0, c
2
12 = 0, c
3
12 = 0, c
4
12 = 0,
c113 = 0, c
2
13 = 0, c
3
13 = 0, c
4
13 = 0,
c114 = 0, c
2
14 = 0, c
3
14 = 0, c
4
14 = 0,
c123 = 0, c
2
23 = 0, c
3
23 = 0, c
4
23 = 0,
c124 = 0, c
2
24 = 0, c
3
24 = 0, c
4
24 = 0,
c134 = 0, c
2
34 = 0, c
3





A 0 −C 0
0 F 0 H
C 0 A 0
0 −H 0 F
 .
Zvol´ıme si tyto ba´ze podle matice prˇechodu te´to struktury:
e1 =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 , e2 =

0 0 0 0
0 1 0 0
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
 , e4 =

0 0 −1 0
0 0 0 0
1 0 0 0
0 0 0 0
 .
Spocˇteme strukturn´ı konstanty pro bikomplexn´ı strukturu. Mus´ıme vz´ıt vsˇechny
mozˇne´ dvojice ba´z´ı e1 azˇ e4. Pocˇ´ıta´me:
[e1, e2] = e1e2 − e2e1.
Vy´pocˇty nejsou slozˇite´, proto je nebudeme uva´deˇt a rovnou p´ıˇseme nasˇe vy´sledky:
[e1, e2] = 0, [e1, e3] = 0, [e1, e4] = 0, [e2, e3] = 0, [e2, e4] = 0, [e3, e4] = 0.
Strukturn´ı konstanty pro bikomplexn´ı strukturu:
c112 = 0, c
2
12 = 0, c
3
12 = 0, c
4
12 = 0,
c113 = 0, c
2
13 = 0, c
3
13 = 0, c
4
13 = 0,
c114 = 0, c
2
14 = 0, c
3
14 = 0, c
4
14 = 0,
c123 = 0, c
2
23 = 0, c
3
23 = 0, c
4
23 = 0,
c124 = 0, c
2
24 = 0, c
3
24 = 0, c
4
24 = 0,
c134 = 0, c
2
34 = 0, c
3







A B C D
−B A D −C
−C −D A B
−D C −B A
 .
Zvol´ıme si tyto ba´ze podle matice prˇechodu te´to struktury:
e1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , e2 =

0 1 0 0
−1 0 0 0
0 0 0 1




0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , e4 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 .
Spocˇteme strukturn´ı konstanty pro hyperkomplexn´ı strukturu. Mus´ıme vz´ıt vsˇechny
mozˇne´ dvojice ba´z´ı e1 azˇ e4. Pocˇ´ıta´me:
[e1, e2] = e1e2 − e2e1.
Vy´pocˇty nejsou slozˇite´, proto je nebudeme uva´deˇt a rovnou p´ıˇseme nasˇe vy´sledky:
[e1, e2] = 0, [e1, e3] = 0, [e1, e4] = 0, [e2, e3] = −2e4, [e2, e4] = 2e3, [e3, e4] = −2e2.
Strukturn´ı konstanty pro hyperkomplexn´ı strukturu:
c112 = 0, c
2
12 = 0, c
3
12 = 0, c
4
12 = 0,
c113 = 0, c
2
13 = 0, c
3
13 = 0, c
4
13 = 0,
c114 = 0, c
2
14 = 0, c
3
14 = 0, c
4
14 = 0,
c123 = 0, c
2
23 = 0, c
3
23 = 0, c
4
23 = −2,
c124 = 0, c
2
24 = 0, c
3
24 = 2, c
4
24 = 0,
c134 = 0, c
2




V te´to diplomove´ pra´ci byly popsa´ny geometricke´ struktury zalozˇene´ na kvaternionech,
ktere´ jak nyn´ı jizˇ v´ıme, nazy´va´me trojne´ struktury. Vypocˇ´ıtali jsme matice prˇechodu pro
tyto struktury i pro struktury za´kladn´ı(tedy pro skala´rn´ı soucˇin, symplektickou formu
a pro komplexn´ı strukturu). Vy´pocˇty jsme provedli na prostoru R4, kde se na´m dobrˇe
pracovalo s maticemi, pomoc´ı ktery´ch jsme ve vhodne´ ba´zi struktury realizovali.
Po vsˇech potrˇebny´ch vy´pocˇtech jsme se zamysleli nad pocˇtem struktur, ktere´ by meˇl
vektorovy´ prostor zachova´vat, aby na neˇm byly splneˇny soucˇasneˇ vsˇechny trˇi struktury
za´kladn´ı. Dosˇli jsme k za´veˇru, zˇe stacˇ´ı zachova´n´ı dvou za´kladn´ıch struktur a trˇet´ı struktura
je automaticky zachova´na. Toto jsme aplikovali i na trojne´ struktury. Tedy chteˇli jsme
veˇdeˇt kolik trojny´ch struktur ma´ smysl na vektorove´m prostoru uvazˇovat. Zjistili jsme,
zˇe v´ıce nezˇ jednu trojnou strukturu nema´ smysl uvazˇovat. Prˇi uvazˇova´n´ı v´ıce trojny´ch
struktur se vy´sledna´ matice prˇechodu velice zjednodusˇila. Teˇmito u´vahami a vy´pocˇty jsme
si pra´ci velice zjednodusˇili. Bez zjiˇsteˇn´ı kolik za´kladn´ıch struktur je trˇeba na vektorove´m
prostoru nadefinovat bysme museli pracovat se vsˇemi mozˇnostmi, ktery´ch je 105. My jsme
toto cˇ´ıslo zredukovali na 28 kombinac´ı.
Druhou kapitolu jsme veˇnovali pra´ci s Lieovy´mi algebrami. Popsali jsme Lieovu grupu
a algebru. Na trojny´ch struktura´ch jsme tyto Lieovy algebry sestrojili. Byly uvedeny i dalˇs´ı
prˇ´ıklady teˇchto algeber. K popsa´n´ı Lieovy´ch algeber jsme pouzˇili i strukturn´ı konstanty ckij.
Strukturn´ı konstanty jsou koeficienty linea´rn´ı kombinace ba´zovy´ch vektor˚u [ei, ej] = c
k
ijek.
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5. SEZNAM POUZˇITY´CH ZKRATEK A SYMBOLU˚





α, β, ... ba´ze prostoru
〈 , 〉 skala´rn´ı soucˇin
A matice
I, J,K matice trojny´ch struktur
O(4,R) grupa ortogona´ln´ıch matic
TPM tecˇny´ prostor
M varieta
gl(n,R) Lieova algebra
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