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1. INTRODUCTION
Ž .We study solutions u s u x of the Dirichlet problem depending on a
real parameter l:
uY q g u y l s 0, for x g 0, 1 u 0 s u 1 s 0. 1.1Ž . Ž . Ž . Ž . Ž .
We shall also consider a seemingly similar problem,
uY q lg u s 0, for x g 0, 1 u 0 s u 1 s 0. 1.2Ž . Ž . Ž . Ž . Ž .
Such boundary value problems occur frequently in many applications.
We study positive, negative, and sign-changing solutions of these prob-
Ž . Ž .lems. Any positive solution of 1.1 or 1.2 is symmetric, i.e., it is an even
1with respect to the x s function, in view of the well-known result of B.2
w x ŽGidas, W.-M. Ni and L. Nirenberg 6 we shall recall later an easy proof of
. Ž . 2Ž .this fact for the ODE case . We assume that the function g u g C R
satisfies
g 0 s gX 0 s 0, 1.3Ž . Ž . Ž .
gY u ) 0 for u ) 0, 1.4Ž . Ž .
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ugX u ) 0 for all u g R , 1.5Ž . Ž .
ugX u ) g g u for all u ) 0 for some constant g ) 1, 1.6Ž . Ž . Ž .
g uŽ .
lim s ‘. 1.7Ž .
< <u< <u “‘
Ž . < < piFor example, g u s Ýa u , with any p ) 1 and positive a , satisfies alli i i
Žof the above conditions. A number of our results hold under considerably
.milder conditions . Our conditions in particular guarantee that the prob-
Ž .lem 1.1 has a unique positive solution for l s 0, and that solutions of
Ž . Ž .both problems 1.1 and 1.2 stay bounded for bounded l / 0.
Ž .The problem 1.1 has many solution curves. However, we distinguish
one of the curves, which we call the principal cur¤e. It turns out that any
Ž .positive solution of 1.1 lies on this curve. The same is true for any
Ž Ž ..negative solution these are the only stable solutions of 1.1 . We give a
detailed description of the principal cur¤e next, starting with its part that
Ž .continues the negative solutions. The problem 1.1 has for any l ) 0 a
unique negative solution. These negative solutions are connected by a
smooth curve, strictly decreasing in l. This curve passes through the origin
Ž . Ž .l s 0, u s 0 , and then continues into the l - 0 region with u x ) 0
now. At a critical l this curve turns to the right, and joins at l s 0 with0
Ž .the unique positive solution of 1.1 . After that the solution curve contin-
ues into the l ) 0 region. Eventually solutions on this curve will cease to
be positive. In fact at some critical l one arrives at a solution u, which is
X XŽ . Ž . Ž . Ž . Ž .positive, u x ) 0, for all x g 0, 1 , but u 0 s u 1 s 0. At l, u a
pitchfork bifurcation occurs, and three solutions appear and continue
locally for l near l. One of these solutions remains even for as long as it
continues. The other two loose symmetry, and in fact they can be parame-
terized locally as
Xu s u " su q o s for s small. 1.8Ž . Ž .
However, at present, we cannot continue any of the branches for l ) l
Ž .except locally . It is in this respect that we discover a remarkable differ-
Ž . Ž . Ž .ence between problems 1.1 and 1.2 . In contrast to 1.1 , where we can
continue globally only positive solutions, we can prove that all solution
Ž .branches of 1.2 continue globally. We do not know yet if our difficulty
Ž .with problem 1.1 is of a purely technical nature or there is some delicate
Ž .phenomenon behind it. This limitation in problem 1.1 was apparently
w xdiscovered first by M. Ramaswamy in a nice paper 15 , which we discuss
next.
w x Ž .M. Ramaswamy 15 has given for the problem 1.1 a discussion of the
principal branch and pitchfork bifurcation that is similar to ours. To
Ž . < < py1achieve a global picture, she assumed additionally that g u s u u . We
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now draw the distinction between our work and Ramaswamy's. First, the
Ž . Ž .formal reason that one can obtain the global picture in the case g u s
< < py1u u is that for this nonlinearity, by rescaling we can convert problem
Ž . Ž .1.1 into the form 1.2 . Similarly, one can get a global picture in the case
Ž . < < pg u s u , which we do in Section 5. More significantly, following a
suggestion by our colleagues K. R. Meyer and D. S. Schmidt, we used an
implicit function theorem to show that the principal branch can be
Žcontinued past l as a curve of symmetric solutions rather than asymptoti-
w x.cally symmetric for l ) l, as in M. Ramaswamy 15 . In addition to the
extra information on symmetry, this allowed considerable technical simpli-
fication in the consequent application of the Crandall]Rabinowitz theo-
rem on bifurcation from simple eigenvalues to show the existence of two
more solutions bifurcating off the curve of symmetric solutions. Moreover,
Ž .for general g u it allowed us to discuss infinitely many other pitchfork
bifurcations at solutions u , obtained by piecing together l copies of al
stretched version of u, which is possible to do at certain l s l , thanks tol
Ž .the autonomous nature of Eq. 1.1 .
As we mentioned above, more detailed results are possible for problem
Ž .1.2 . In addition to the fact that all solution curves continue globally, we
are able to compute all tangent directions at any bifurcation point.
Ž .It appears that the first global study of problem 1.1 was made by J. C.
w x w xScovel 18 and H. P. McKean and J. C. Scovel 13 in the case of
Ž . 2g u s u . Using explicit integration via elliptic functions, they showed the
existence of infinitely many solution curves similar to the principal curve
described above. Moreover, they showed that all three curves emerging
from the pitchfork bifurcation continue forward and admit no turns, while
the tail curve from the pitchfork admits exactly one turn. While our results
cover considerably more general nonlinearities, we were unable to repro-
Ž . 2duce fully this beautiful picture for g u s u . Namely, we were unable to
exclude the possibility of turns of solution curves, and to prove that the
pitchfork faces forward in l.
Ž .Finally, we mention that related results were obtained for problem 1.2
Ž w x.by using quadrature techniques see, e.g., V. Anuradha and R. Shivaji 2 .
The bifurcation theory approach that was used in the present paper
appears to be more flexible, and it gives some extra information.
2. PRELIMINARY RESULTS
Ž .We study solutions positive, negative, and sign-changing of a family of
Ž Ž ..Dirichlet problems u s u x ,
uY q g u y l s 0 for x g 0, 1 , u 0 s u 1 s 0, 2.1Ž . Ž . Ž . Ž . Ž .
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depending on a real parameter l. We shall assume that the function
Ž . 2Ž . Ž .g u g C R satisfies some or all of the conditions 1.3]1.7 , and in
addition we shall sometimes distinguish the condition
g uŽ .
lim s y‘. 2.2Ž .
uu“y‘
Ž . Ž .Notice that both conditions 1.5 and 2.2 express a superlinear rate of
growth as u “ "‘.
Ž .Notice that any positive solution of 2.1 is symmetric with respect to
1 X 1Ž . Ž .x s , and u x - 0 for x g , 1 . This is because by uniqueness for2 2
initial value problems a solution is symmetric with respect to any station-
ary point.
Ž . Ž .In the following we shall use, alternatively, the notation u x, l ’ u x ,
Ž . XŽ .and u x, l s u x, l .x
Ž . Ž . Ž .LEMMA 2.1. If l s 0 and conditions 1.3 , 1.5 , and 1.6 hold, then
Ž . Ž .problem 2.1 has a unique positi¤e solution. For any l ) 0 the problem 2.1
has at most one positi¤e solution.
Proof. The existence of a nontrivial classical solution follows by Theo-
w xrem 2.15 in 14 . Turning to the uniqueness, if ¤ is another solution of
Ž .2.1 , we may assume that these solutions are ordered, with, say, ¤ ) u for
Ž . Ž w x. Ž . Ž .all x g 0, 1 see 10 . Notice that by 1.6 the function g u ru is
increasing. Then from the corresponding equations we easily obtain
g u g ¤ 1 1Ž . Ž .1
u¤ y y l y dx s 0,H ž /u ¤ u ¤0
which is a contradiction, since the integrand is negative.
Ž . Ž . Ž .LEMMA 2.2. Assume that conditions 1.3 , 1.5 , and 2.2 are satisfied.
Ž .Then for any l ) 0 problem 2.1 has a unique negati¤e solution. Moreo¤er,
these solutions are connected by a smooth cur¤e, which is strictly decreasing
in l.
Proof. We show that there is a curve of negative solutions passing
through l s 0, u s 0, and solutions on this curve are decreasing in l. We
Ž .consider a variational equation for 2.1 ,
wY q gX u w s 0 for x g 0, 1 , w 0 s w 1 s 0. 2.3Ž . Ž . Ž . Ž . Ž .
XŽ .Since g 0 s 0, we see that the implicit function theorem applies at
l s 0, u s 0, and hence this solution continues for small l ) 0. Differen-
Ž .tiating Eq. 2.1 in l,
uY q gX u u s 1, 2.4Ž . Ž .l l
SOLUTION SET FOR SEMILINEAR PROBLEMS 105
Ž . Ž .we see that at l s 0, u s 0 we have u x - 0 for all x g 0, 1 . It followsl
Ž . XŽ .that u x, l - 0 for small l ) 0. Since g u - 0 for u - 0, we see from
Ž . Ž . Ž2.3 and 2.4 that this branch is decreasing in l by the maximum
. Žprinciple u is negative for all l , and it continues for all l ) 0 byl
.Lemma 2.8 below this branch it is bounded for all l ) 0 . The uniqueness
of the negative solution is easily proved by applying the mean value
theorem to the difference of any two solutions, and concluding that this
XŽ .difference is zero, using that g u - 0 for u - 0, and the maximum
principle.
Ž .In the next two lemmas we shall study solutions of 2.1 that change sign.
Ž . Ž .LEMMA 2.3. Let j and h be two zero points for any solution u x of 2.1 .
Then
X Xu j s u h . 2.5Ž . Ž . Ž .
1 X 2 Ž .Proof. The proof follows from the ``energy'' E s u q G u y lu,2
Ž . u Ž . Ž .with G u s H g s ds, being constant for any solution of 2.1 .0
A similar argument establishes the following corollary.
Ž .COROLLARY 2.1. Solutions of 2.1 cannot ha¤e points of positi¤e local
minimum.
Proof. Assuming the contrary, let x be the largest point of local1
Ž . Ž . Ž .minimum of u x , and let x ) x be such that u x s u x . We claim2 1 1 2
XŽ . XŽ . Ž . Ž .that u x - 0. Indeed, if u x s 0, then ¤ x ’ u 2 x y x satisfies the2 2 2
Ž . Ž . Ž . Ž .same initial conditions at x as u x , and hence ¤ x s u x , and so u x2
is symmetric with respect to x , which is impossible. It follows that2
Ž . Ž .E x ) E x , which contradicts the energy being constant.2 1
Ž .LEMMA 2.4. The nodal structure of any solution branch of 2.1 is
Ž . Ž .preser¤ed for all l, unless u 0, l s 0. More precisely, if u 0, l / 0 for allx x
w x Ž . Ž .l g l , l , then u x, l and u x, l ha¤e the same number of zeros, the1 2 1 2
same order of regions of positi¤ity and negati¤ity, and all zeros of both
functions are simple.
Proof. There are two ways in which a new zero point can conceivably
be added, when the parameter l is varied. One way is for the solution to
develop a zero slope at an existing zero point, and then a new zero point
appears nearby. Using Lemma 2.3, we see that all zero points of that
solution would have zero slope, in particular at x s 0, contradicting the
assumption. Another way is for the solution to develop a new zero point,
Ž . Žsay j , at some l . By continuity in l, u j , l s 0 since otherwise the0 x 0
zero point is not ``new''; it existed for l close to l by the implicit function0
.theorem , which is leading to the same contradiction.
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w xThe following lemma is contained as a special case in 12 .
Ž . Ž .LEMMA 2.5. Let u x, l be a positi¤e solution of 2.1 , such that the0
Ž . Ž .corresponding linearized equation 2.3 has a nontri¤ial solution w x . As-
Ž . Ž . Ž .sume that u 1, l - 0. Then we can assume that w x ) 0 for all x g 0, 1 .x 0
w xThe following lemma is due to B. Ruf and S. Solimini 17 . It is proved in
w x17 under the standing hypotheses of that paper, which are more restric-
tive than necessary for this lemma, as one can see by examining the proof.
Žw x. Ž .LEMMA 2.6 17 . For problem 2.1 assume that
lim gX u s q‘. 2.6Ž . Ž .
u“q‘
U Ž .Then there exists l g R such that 2.1 has no strictly positi¤e solution for
l ) lU.
Ž . Ž .Combining the autonomous nature of the equations 1.1 and 1.2 with
w xthe well-known results of B. Gidas, W.-M. Ni, and L. Nirenberg 6 , we
conclude the following lemma.
Ž . 1Ž . Ž .LEMMA 2.7. Assume that g u g C R . Let u x be a solution ofq
Ž . Ž . Ž .either problem 1.1 or 1.2 , which is positi¤e on some subinter¤al I, I g 0, 1 ,
Ž .and is zero at the end points of I. Then u x is symmetric with respect to
XŽ . Žmidpoint of I, and u x / 0, at all points of I, except the midpoint which is
.a point of maximum .
Our next lemma shows that solution curves stay bounded when l ranges
over a bounded interval.
Ž . Ž . Ž .LEMMA 2.8. Assume that g u satisfies the conditions 1.3 ] 1.7 , and
l F l F l - ‘, with some constants l , l . Then for any solution branch1 2 1 2
Ž . Ž .u x, l of 2.1 there exists a constant c such that
w xu x , l - c for all l g l , l . 2.7Ž . Ž .1 2
Ž .Proof. Assume that on the contrary, solution u x, l becomes un-
w x Ž .bounded when l “ l g l , l . Assume first that u x is positive on0 1 2
X 1Ž . Ž . Ž .0, 1 . Multiplying Eq. 2.1 by u , and integrating between any x g 0, 2
1and , we have2
1Ž .uX 2 21y u x q g u y l du s 0. 2.8Ž . Ž . Ž .Ž .H2
Ž .u x
XŽ .Hence as l “ l , the quantity u x has to be large for x near the0
1 1Ž . Ž . Ž .corners, say if u x - u . It follows that u x becomes uniformly large2 2
Ž .over the entire interval 0, 1 as l “ l . Writing our equation in the form0
g u y lŽ .
Yu q u s 0,
u
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Ž .then using Sturm's comparison theorem and our condition 1.7 , we see
that the length of the interval on which the solution becomes large must
Ž .be decreasing, which is impossible. Assume next that u x is negative on
Ž .0, 1 . Denote by u - 0 the minimum value of solution. Notice thatm
1 Y 1Ž . Ž .u s u by the previous lemma. Since u G 0, it follows from Eq.m 2 2
Ž . Ž . Ž . Ž .2.1 that g u F l F l . By our conditions 1.6 and 1.7 , we conclude am 2
bound on u , a contradiction. Turning to sign-changing solutions, wem
notice that by the above argument its negative minimums cannot get large
w xin absolute value as l g l , l . So the only way the solution can become1 2
unbounded near l is to develop large positive maximums. Let x be a0 3
Ž .point of global maximum, and let x - x be the first zero point of u x to2 3
Žthe left of x . We may assume x ) 0 otherwise consider a zero point to3 2
.the right of x , and we let 0 - x - x be the first point of minimum of3 1 2
Ž . < Ž . <u x to the left of x . As we mentioned above, we have a bound on u x .2 1
Ž . X Ž .Multiplying our equation 2.1 by u and integrating over x , x , we1 2
XŽ .conclude a bound on u x . Proceeding similarly and integrating over2
Ž . Ž .x , x , we conclude a bound on u x , a contradiction.2 3 3
Next we recall the bifurcation theorem of M. G. Crandall and P. H.
w xRabinowitz 3 .
w x Ž .THEOREM 2.1 3 . Let X and Y be Banach spaces. Let l, x g R = X,
and let F be a continuously differentiable mapping of an open neighborhood of
Ž . Ž Ž ..  4l, x into Y. Let the null space N F l, x s span x be one-dimensionalx 0
Ž Ž .. Ž . Ž Ž ..and codim R F l, x s 1. Let F l, x f R F l, x . If Z is a comple-x l x
 4 Ž . Ž . Ž .ment of span x in X, then the solutions of F l, x s F l, x near l, x0
Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž .form a cur¤e l s , x s s l q t s , x q sx q z s , where s “ t s ,0
Ž ..z s g R = Z is a continuously differentiable function near s s 0 and
Ž . XŽ . Ž . XŽ .t 0 s t 0 s 0, z 0 s z 0 s 0.
Ž .Positive solutions of 2.1 can be continued globally, and, moreover, for
Ž .convex g u we can compute the direction of bifurcation, as the following
lemma shows.
Ž . 2Ž . Ž .LEMMA 2.9. Assume g u g C R . Let u x, l be a positi¤e solutionq
Ž . Ž .of 2.1 . Then at l, u either the implicit function theorem or the
Ž .Crandall]Rabinowitz theorem applies. If , moreo¤er, the condition 1.4 is
Ž .satisfied, then only turns to the right in the l, u ``plane'' are possible.
Ž .Proof. If the problem 2.3 has no nontrivial solutions, then the implicit
function theorem applies. If such nontrivial solutions exist, then by Lem-
Ž . Ž .ma 2.5 we may assume w x ) 0 for all x g 0, 1 , and then the crucial
Ž . Ž Ž ..condition of the Crandall]Rabinowitz theorem, F l, x f R F l, x , isl x
easily shown to be satisfied, in view of the Fredholm alternative. A
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Ž . Žstandard computation shows that the function t s defined in Theorem
.2.1 satisfies
H1gY u w3 dxŽ .0Yt 0 s . 2.9Ž . Ž .1H w dx0
Ž . ŽIndeed, differentiating 2.1 twice in s, and setting s s 0, we obtain using
Ž . Ž ..that u x, 0 s w xs
uY q gX u u q gY u w2 y lY 0 s 0 for x g 0, 1 ,Ž . Ž . Ž . Ž .s s s s
2.10Ž .
u 0 s u 1 s 0.Ž . Ž .s s s s
Ž . Ž . Ž .Then our formula 2.9 easily follows from Eqs. 2.3 and 2.10 . Since our
YŽ .assumptions imply that t 0 - 0, the lemma follows.
3. PITCHFORK BIFURCATION AND THE PRINCIPAL CURVE
Ž .We shall see in the next section that problem 2.1 has lots of solutions
for large l. However, there is a distinguished curve of solutions, which we
call the principal cur¤e. This is the only curve that contains strictly positive
and strictly negative solutions, and is the only curve containing stable
solutions.
Ž . Ž .THEOREM 3.1. Assume that conditions 1.3 ] 1.7 are satisfied. Problem
Ž .2.1 has for any l ) 0 a unique negati¤e solution. These negati¤e solutions
are connected by a smooth cur¤e, strictly decreasing in l. When l s 0 this
cur¤e enters the origin, i.e., u s 0, and then continues for l - 0, with
solutions on the cur¤e now being positi¤e. After exactly one turn this cur¤e
Ž .passes through 0, u , where u is the unique positi¤e solution at l s 0. AfterÃ Ã
that the cur¤e continues into the l ) 0 region, where it continues without any
turns. E¤entually solutions on this cur¤e will cease to be positi¤e. In fact, this
cur¤e will arri¤e, while increasing in l, at l s l and the correspond-
XŽ . Ž . Ž . Ž .ing solution u x , which is positi¤e, u x ) 0, for all x g 0, 1 , but u 0 s
XŽ . Ž .u 1 s 0. At l, u a pitchfork bifurcation occurs, and three solutions
1Ž .appear. One is symmetric e¤en with respect to x s and negati¤e near2
x s 0 and x s 1, and it has exactly two interior roots. This solution continues
for increasing l. The other two ha¤e exactly one interior root; they are
1asymptotically superpositions of the e¤en solution and odd with respect to x s 2
functions.
Proof. The existence and the properties of the branch of negative
Žsolutions were proved in Lemma 2.2. Considering the equation for u seel
Ž ..2.4 , we see that solutions on the curve through l s 0, u s 0 become
Ž .positive for l - 0 since u - 0 at l s 0, u s 0 . We continue this curvel
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Ž .for decreasing l. By Lemma 2.8.1 u 0, l cannot go to infinity, and by
Ž w x.standard results, see, e.g., Theorem 21.1 in H. Amann 1 it cannot
continue for all negative l. By Lemma 2.9, after exactly one turn this curve
must pass through the unique positive solution at l s 0, and then enter
the l ) 0 region. By Lemma 2.6 this branch must cease being positive, and
that can happen only with l increasing, since by Lemma 2.9 the positive
solution curve cannot turn back.
Ž .Since positive solution u x, l are symmetric with respect to the unique
1point of maximum at x s and continuous in l, there is only one2
mechanism by which a branch of solutions can lose its positivity. At some
X XŽ . Ž . Ž .l s l the solution u x, l ’ u ) 0 satisfies u 0 s u 1 s 0, and when
Ž . Ž .l ) l, solution u x, l is negative near x s 0 or x s 1 or both . Differen-
Ž .tiating Eq. 2.1 in x,
Y Xu q g u u s 0, u 0 s u 1 s 0, 3.1Ž . Ž . Ž . Ž .x x x x
XŽ .we see that u x is a nontrivial solution of the corresponding linearized
XŽ . Ž . Žequation 2.3 . Moreover, any solution of 2.3 is a multiple of u solutions
Ž . XŽ ..of 2.3 can be parameterized by w 0 .
Ž . Ž .We now recast our Eq. 2.1 in the operator form F l, u s 0, where F:
2Ž . Ž .R = C 0, 1 “ C 0, 1 is defined as follows:0
F l, u s uY q g u y l s 0. 3.2Ž . Ž . Ž .
2Ž .Define by X the subspace of C 0, 1 , which consists of functions that are0
1 2Ž .even with respect to x s , and by Y the subspace of functions in C 0, 102
1that are odd with respect to x s . Similarly, we define X and Y to be2
Ž . Ž .even and odd subspaces of C 0, 1 . We now restrict our Eq. 3.2 to X, i.e.,
Ž .consider F as a map R = X “ X. In fact, we shall show that 3.2 defines a
curve in R = X. The point l s l, u s u lies on this curve. The linearized
equation at this point,
Y XF l, u w s w q g u w s 0, w 0 s w 1 s 0,Ž . Ž . Ž .Ž .u
has no nontrivial solutions in X, since its solution set is spanned by
XŽ . Ž .u x f X. This implies that F l, u is an injection of X into X. To seeu
Ž .that it is also onto, take an arbitrary f x g X, and consider the problem
Y Xw q g u w s f x , w 0 s w 1 s 0. 3.3Ž . Ž . Ž . Ž . Ž .
X1 Ž .Since H fu dx s 0, we see that problem 3.3 is solvable. Writing its0
solution in the form w s w q w with w g X and w g Y, we see that we o e o e
Ž . Ž . Žis also a solution of 3.3 , and hence F l, u is onto w is a constantu o
X.multiple of u . By the implicit function theorem we have a curve of
Ž .symmetric solutions passing through l, u .
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We claim next that solutions on this curve become negative near
Ž .x s 0, 1 for l ) l. This will follow from the fact that u x, l is negativel
Ž .near x s 0, 1. Indeed, u x, l cannot be positive near an end point, by thel
Ž .definition of l as a value of the parameter before which u x, l is positive.
Ž .If u x, l failed to be negative near x s 1, we could find a sequencel
Ž .x “ 1 such that u x , l s 0. Let m “ 1 be a sequence of localn l n n
Ž . Ž .maximums of u x, l . Evaluating Eq. 2.4 at x s m , we obtain a contra-l n
Ž .diction the first term on the left is negative, the second one tends to zero .
Ž .It follows that u x, l is negative on some interval near the end points,l
X Ž .and hence u 0, l F 0. We claim that in factl
Xu 0, l - 0. 3.4Ž . Ž .l
X Ž . Ž .Indeed, if we had u 0, l s 0, it would imply that the function u x, l isl l
Ž .concave near x s 0, which contradicts Eq. 2.4 , thus proving the claim
Ž . Ž .3.4 . Now using 3.4 ,
X X Xu 0, l s u 0, l q l y l u 0, l q o l y l - 0,Ž . Ž . Ž . Ž . Ž .l
Ž .for l close to l the first term on the right is zero , and hence the
symmetric solution becomes negative near the end points.
Ž . Ž .We denote by U s U x, l s U x the curve of symmetric solutions
Ž . Ž . Ž . Ž .passing through u, l . Set u x s U x q ¤ x . From the previous discus-
sion it follows that
U x , l s u x , U x , l s u x , l y . 3.5Ž . Ž . Ž . Ž . Ž .l l
Ž .We rewrite our equation 2.1 :
G l, ¤ ’ ¤Y q g U q ¤ y g U s 0, ¤ 0 s ¤ 1 s 0. 3.6Ž . Ž . Ž . Ž . Ž . Ž .
Ž .Problem 3.6 has a trivial solution for all l ) l. We are looking now for
Ž .nontrivial solutions of 3.6 , bifurcating off the point l s l, ¤ s 0. The
linearized equation at this point,
Y Xw q g u w s 0, w 0 s w 1 s 0, 3.7Ž . Ž . Ž . Ž .
has a one-dimensional null space, spanned by u . It is well known by thex
Ž .elliptic theory that the range of G l, 0 has codimension one. We shall¤
show that the Crandall]Rabinowitz theorem on bifurcation from simple
Ž w x.eigenvalues applies at this point Theorem 1.7 in 4 . In view of the above
remarks we only need to verify the crucial ``transversality'' condition:
YŽ . Ž Ž .. Ž . Ž . Ž .G l, 0 u f R G l, 0 . Since by 3.5 G l, 0 u s g u u u , we needl¤ x ¤ l¤ x l x
Y1 2Ž .to show, in view of the Fredholm alternative, that H g u u u dx / 0. This0 l x
will follow from a more precise inequality,
1 Y 2g u u u dx ) 0. 3.8Ž . Ž .H l x
0
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Ž .To establish 3.8 we need the following identity, which was proved by M.
w xRamaswamy 15 . For completeness we present her elegant derivation next.
Integrating by parts, and using repeatedly the equations satisfied by
and u ,l
1 1 XY X2g u u u dx s g u u u dxŽ . Ž . Ž .H Hl x x l
0 0
1 X Xs y g u u u q u u dxŽ . Ž .H x x l x l
0
1 1 XX Xs y g u u u dx y g u u dxŽ . Ž .H Hx x l l
0 0
1 Xs g u y lg u u dxŽ . Ž .Ž .H l
0
1 Y Y Xs yu q l y l yu q 1 dx s y2lu 0 .Ž . Ž .H l l
0
Ž . Ž .In view of 3.4 and the above identity, we conclude 3.8 .
w x Ž .Applying Theorem 1.7 in 4 , we conclude that in addition to U l, x ,
Ž .there is another curve of solutions passing through l, u :
l s l q t s , u s u q su q z s , 3.9Ž . Ž . Ž .x
Ž .with the parameter s defined on some interval around s s 0, and t 0 s
XŽ . Ž . XŽ .t 0 s 0, z 0 s z 0 s 0.
We claim that either
t s ) 0 for s small, 3.10Ž . Ž .
or the opposite inequality holds, i.e., both ends of this curve continue
Ž .either to the right or to the left in the l, u ``plane,'' This follows from a
Ž . Ž . Ž .simple observation that if u x solves 2.1 , so does u 1 y x , and it is a
Ž .different solution if u x is not symmetric. So that if the curve of symmetry
breaking solutions continued for both decreasing and increasing l, we
would have another curve of solutions through the bifurcation point
Ž .l, u , contradicting the Crandall]Rabinowitz theorem on bifurcation from
simple eigenvalues.
Remark. There is considerable numerical evidence by M. Ramaswamy
w x15 , and independently our own, that the pitchfork opens forward in l
Ž Ž . 2 w x w x.and in the case g u s u this is a fact by 13 , 18 . However, we were
unable to prove that.
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4. INFINITELY MANY PITCHFORK BIFURCATIONS
Ž .We now make use of the autonomous nature of our problem 2.1 . For
any l s 2, 3, . . . we consider the auxiliary problem,
1 l
Y 2u q g l u y s 0 for x g 0, 1 , u 0 s u 1 s 0, 4.1Ž . Ž . Ž . Ž . Ž .4 4l l
and we define l as the value of the parameter l at which the solution hasl
Ž .zero slope at the end points, and u x ) 0, the corresponding solution.l
Ž . Ž .The existence of l and u is similar to that of l and u. Then ¤ x sl l
2 Ž . Ž . Ž . Ž .l u lx satisfies our Eq. 2.1 for 0 - x - 1rl, and ¤ 0 s ¤ 1rl s 0,l
X XŽ . Ž .¤ 0 s ¤ 1rl s 0. Thus for l s l we have the following nonnegativel
Ž .solution of 2.1 with l y 1 interior zeros:
1¡
2l u lx for x g 0,Ž .l ž l~u x sŽ .l k y 1 k y 1 k
2l u l x y for x g , , k s 2, 3, . . . , l.l¢ ž /ž / žl l l
Ž . Ž .We set u x s u x , as defined previously. We shall see that a pitchfork1
Ž .bifurcation occurs at each of the u x , producing solution curves that arel
Ž .similar to the principal curve if they can be continued .
Ž . Ž .THEOREM 4.1. Assume that conditions 1.3 ] 1.7 hold. Each of the
Ž . Ž .nonnegati¤e solutions u x corresponding to l s l is a point of pitchforkl l
Ž .bifurcation l s 1, 2, . . . . Namely, there are two solution cur¤es bifurcating
from this point. One of the cur¤es contains solutions symmetric with respect to
1x s ; these solutions ha¤e 2 l y 2 interior zeros and are positi¤e near both2
end points for decreasing l, while for increasing l these solutions ha¤e 2 l
interior zeros and they are negati¤e near the end points. In addition, there is
cur¤e of symmetry-breaking solutions; they are asymptotically a sum of the
1symmetric solution and an odd with respect to x s function, and they ha¤e2
2 l y 1 interior zeros. Both ends of this cur¤e continue locally for either
increasing or decreasing l.
Ž . Ž Ž ..Proof. By differentiating Eq. 2.1 , we see that the point l , u x isl l
X Ž .singular, and u x spans the null space of the corresponding linearizedl
Ž .equation 2.3 . Similar to the proof of Theorem 3.1, we see that a pitchfork
Ž .bifurcation occurs at each of l , u , l s 2, . . . , and that there is a curve ofl l
symmetric solutions passing through this point, and a curve of asymptoti-
Ž .cally symmetric q odd solutions, which turns either to the right or the
left at this point. Symmetric solutions for both increasing and decreasing l
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Ž .have to become negative near x s krl, the interior zeros of u x . Indeed,l
they cannot become positive near these points, since the points of positive
local minimums are ruled out by Lemma 2.3, while the possibility of the
solution staying zero at these points will be excluded below.
We show next that the symmetric solution becomes negative near
Ž . Ž .x s krl for l ) l . We begin by noticing that from Eqs. 2.4 and 3.1 wel
Ž .easily obtain at l , u ,l l
u uY y uX uX s const s 0. 4.2Ž .l l
From this it follows that
1
u ) 0. 4.3Ž .l ž /2 l
Ž Ž . .x s 1r2 l is the first point of the local maximum for u x . If thel
symmetric solution did not become negative at krl for l ) l , it wouldl
Žhave to stay zero at these points it cannot become positive there, by
. Ž . Ž .Lemma 2.3 . So let w x ’ u x, m be such a solution at some m ) l .l
Ž . Ž .Clearly w x is a subsolution for 2.1 , i.e.,
Yw q g w y l ) 0 for x g 0, 1 , w 0 s w 1 s 0. 4.4Ž . Ž . Ž . Ž . Ž .l
Ž . Ž Ž . Ž ..By 4.3 we conclude that with u x ’ u xl
1 1
w ) u . 4.5Ž .ž / ž /2 l 2l
Ž . XŽ . Ž . XŽ . YŽ . YŽ .Notice that u 0 s u 0 s w 0 s w 0 s 0, while w 0 ) u 0 . It fol-
Ž . Ž .lows that w x ) u x near x s 0. Hence there are two cases.
Ž . Ž . Ž .Case 1. w x and u x intersect on 0, 1r2 l . Denote by j the smallest
Ž . Ž . Ž .point of intersection, and u s u j s w j . Since w x is symmetric on0
Ž . Ž .0, 1re , it is increasing on 0, 1r2 l , and therefore,
0 - wX j - uX j . 4.6Ž . Ž . Ž .
Ž . X Ž .Multiply Eq. 2.1 by u and integrate over 0, j :
u0X 21 u j q g u y l du s 0. 4.7Ž . Ž . Ž .Ž .H l2
0
Similarly,
u0X 21 w j q g w y l dw ) 0. 4.8Ž . Ž . Ž .Ž .H l2
0
Ž . Ž . Ž .Comparing 4.7 and 4.8 , we have a contradiction in view of 4.6 .
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Ž . Ž . Ž x XŽ .Case 2. w x ) u x on 0, 1r2 l . The function u x is positive on the
Ž .interval 0, 1r2 l , it is zero at the end points of this interval, and it satisfies
Ž . Ž .Eq. 3.1 . The function w x has the same properties and satisfies thex
equation
wY q gX w w s 0,Ž .x x
XŽ Ž .. XŽ Ž .. Ž .with g w x ) g u x for all x g 0, 1r2 l . We have a contradiction in
view of Sturm's Comparison Theorem.
Ž .It follows that u x, l has to become negative near the interior zero
Ž .points of u x for l ) l. But the same must also be true for l - l.l
Ž .Indeed, the only way u x, l may fail to become negative near krl is by
Žstaying zero there. But this is ruled out by the above argument. If the
solution keeps the same interior zeros at some n - l, then redo the above
.argument, starting with n , and continuing forward to l.
Ž .We claim next that the symmetric branch u x, l has to become nega-
Ž .tive near the end points x s 0 and x s 1 for l ) l . Indeed, w x ’l
Ž . Ž . Ž .u x, l for l ) l is a subsolution of 2.1 at l s l , and by 4.3 ,l l
1 1
w ) u .lž / ž /2 l 2 l
ŽThis leads to a contradiction as before. Assume, on the contrary, that
Ž . XŽ .w x is positive near x s 0. This implies that w 0 ) 0, and hence
Ž . Ž . Ž . Ž . Ž .w x ) u x near x s 0. If w x intersects u x at some j g 0, 1r2 l ,l l
Ž . Ž . Ž . Ž .the integrate over 0, j . Otherwise, w x ) u x on 0, 1r2 l , and we getl
XŽ .a contradiction via Sturm's Comparison Theorem, since w x failed to
Ž .. Ž .have a zero on 0, 1r2 l . A similar argument shows that u x, l becomes
positive near the end points x s 0 and x s 1 for l - l .l
5. MORE DETAILED RESULTS FOR A CLASS
OF NONLINEARITIES
It turns out that one can obtain more detailed results for a class of
Ž .equations slightly different from 2.1 ,
uY q l f u s 0 for x g 0, 1 , u 0 s u 1 s 0. 5.1Ž . Ž . Ž . Ž . Ž .
Ž . Ž . < < p Ž .These results will also apply to Eq. 2.1 when g u s u or g u s
< < py1u u , with real p G 2, since such equations are reducible to the form
Ž .5.1 by a change of variables.
We begin with a few lemmas. The following lemma was proved in
w xKorman 8 .
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Ž . Ž . 2Ž .LEMMA 5.1. Consider problem 5.1 with any f u g C R . A positi¤e
Ž .solution branch u x, l ) 0 can cease being positi¤e only for increasing l.
The following lemma is a variation of the corresponding result in
w xKorman, Li, and Ouyang 9 .
Ž . 3Ž . w xLEMMA 5.2. Let u x, l g C 0, 1 l C 0, 1 be a singular solution of0
Ž .5.1 , i.e., the problem
wY q l f X u w s 0 for x g 0, 1 , w 0 s w 1 s 0 5.2Ž . Ž . Ž . Ž . Ž .0
XŽ . Ž XŽ . .has a nontri¤ial solution. Assume that u 1, l / 0 or u 0, l / 0 . Then0 0
11 X Xf u w dx s u 1 w 1 / 0. 5.3Ž . Ž . Ž . Ž .H 2l0 0
The following lemma addresses the complementary situation when
XŽ .u 1, l s 0. It gives explicitly the solution of the equation for u ,0 l
uY q l f X u u q f u s 0 for x g 0, 1 , u 0 s u 1 s 0 5.4Ž . Ž . Ž . Ž . Ž . Ž .l l l l
at l s l . It will provide us with asymptotic values of symmetric solutions0
near the points of pitchfork bifurcation.
Ž . 3Ž . w x Ž .LEMMA 5.3. Assume that u x, l g C 0, 1 l C 0, 1 is a singular0
1Ž .solution of 5.1 , which is symmetric with respect to x s , and such that2
Ž . Ž .u 1,l s 0. Then problem 5.4 is sol¤able at l s l , and in fact,x 0 0
1 1
u x , l s x y u x , l for all x g 0, 1 . 5.5Ž . Ž . Ž . Ž .l 0 x 0ž /2l 20
1Ž . Ž .Proof. One easily checks that the function w x ’ 2l u y x y u0 l x2
satisfies
wY q l f X u w s 0 on 0, 1 , w 0 s w 1 s 0.Ž . Ž . Ž . Ž .0
1This function is even with respect to x s , while the solution space of the2
1above equation is spanned by the odd with respect to x s , function u .x2
This implies that w ’ 0, and the proof follows.
Ž .Next we consider a subclass of Eq. 2.1 :
Y < < pu q u y l s 0 for x g 0, 1 , u 0 s u 1 s 0, 5.6Ž . Ž . Ž . Ž .
where p G 2 is a real constant. As mentioned above, we can put it into the
Ž . 1r pform 5.1 by setting u s l ¤ . Hence we can use Lemma 5.2 to show that
the Crandall]Rabinowitz theorem applies at all singular points, except
Žwhere pitchfork bifurcation occurs. This allows us to conclude the global-
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Ž . .ity of solution branches, which we were not able to prove for general g u .
The following lemma provides a more direct proof of this fact. It uses the
w xargument of 16 . Even though this lemma is redundant for the results of
this section, it explains the difficulty in applying the Crandall]Rabinowitz
Ž .theorem to Eq. 1.1 , since its proof uses the special form of the nonlinear-
Ž .ity in 5.6 .
Ž . 3Ž . w xLEMMA 5.4. Let u x, l g C 0, 1 l 0, 1 be a singular solution of0
Ž . Ž .5.6 such that u 1, l / 0. Then the solution of the corresponding lin-x 0
earized equation satisfies
1
w x dx / 0. 5.7Ž . Ž .H
0
Proof. By combining the equation for w with the one for u , which isx
Ž .obtained by differentiating 5.6 , we easily conclude that
uX wX y uY w s constant s uX 1 wX 1 . 5.8Ž . Ž . Ž .
Ž . Ž .Integrating 5.8 and using 5.6 , we conclude that
1 1 pY X X1< <y wu dx s w u y l dx s u 1 w 1 . 5.9Ž . Ž . Ž . Ž .H H 2
0 0
Ž . Ž .Integrating by parts in 5.9 , putting all derivatives on w x , and using the
corresponding linearized equation,
1 p X X1< <p w u dx s u 1 w 1 . 5.10Ž . Ž . Ž .H 2
0
1 Ž . Ž .Hence if H w dx s 0, the formulas 5.9 and 5.10 would imply that0
1 < < p Ž .H w u dx s 0, and then returning to 5.10 , we obtain a contradiction.0
Ž .As defined in Section 3, let l and u s u x, l be the first point of
XŽ Ž . Ž . .pitchfork bifurcation i.e., u ) 0 on 0, 1 and u 1 s 0 . The other points
Ž . Ž .of pitchfork bifurcations l , u of Eq. 5.6 can now be easily computedl l
by rescaling:
Ž2 prŽ py1..l s ll ,l
1¡ Ž2rŽ py1..l u lx for x g 0, ,Ž .
l~u x sŽ .l k y 1 k y 1 k
Ž2rŽ py1..l u l x y for x g , ,¢ ž /ž /l l l
k s 2, 3, . . . , l.
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Ž .THEOREM 5.1. Problem 5.6 has a principal solution cur¤e, as described
in Theorem 3.1. Moreo¤er, all three solutions emerging from the bifurcation
point persist for all l ) l, keeping the same number of interior zeros, and the
same sign pattern. The symmetric solution stays symmetric and looks as
follows for large l: it is large and negati¤e throughout most of the inter¤al
1Ž .0, 1 , except for a small inter¤al around x s , where it is positi¤e and large.2
Ž .The length of this inter¤al tends to zero as l “ ‘. Problem 5.6 has no other
strictly positi¤e or strictly negati¤e solutions, except those lying on the principal
cur¤e just described.
Ž . Ž .Proof. Recall that problem 5.6 can be put in the form of 5.1 by
XŽ .rescaling, and hence both Theorems 3.1 and 4.1 apply. If u 1, l s 0 at
Ž .some l, then u x, l s u , l s l , and a pitchfork bifurcation occurs. Asl l
before there is a curve of symmetric solutions passing through the bifurca-
tion point, and a curve of symmetry-breaking solutions. We claim that no
solution curve can pass through two points of pitchfork bifurcation, which
Ž .will imply condition 5.11 below. This follows from the detailed under-
standing of the nodal structure of all solutions, passing through any point
of pitchfork bifurcation. Indeed, nonsymmetric solution curves passing
through different u have different numbers of zeros. Since the number ofl
zeros is preserved on each solution curve, no such curve can pass through
two different u . For the symmetric curves, the front curve at u and thel l
tail end at u do have the same number of zeros, but they have thelq1
opposite order for regions of positivity and negativity, and hence cannot
link up. Hence we can assume that the condition
uX 1, l / 0 5.11Ž . Ž .
is satisfied everywhere on each solution curve, except for a single point of
Ž .pitchfork bifurcation. We now rewrite Eq. 5.1 in the operator form
F l, u s uY q l f u s 0, 5.12Ž . Ž . Ž .
2w x w x Ž .where F: R = C 0, 1 “ C 0, 1 . Notice that F l, u w is given by the0 u
Ž . Ž .left-hand side of 5.2 . If the operator F l, u w is invertible, then theu
solution curve can be continued by the implicit function theorem. Other-
wise, in view of Lemma 5.2, the Crandall]Rabinowitz bifurcation theorem
Ž w xapplies, and hence all solution curves can be continued globally see 9 for
Ž .a similar argument; the inequality 5.3 verifies the crucial ``transversality''
.condition of that theorem . In particular, the curve of symmetry-breaking
solutions continues globally. Since by maximum principle these solutions
Ž .cannot cross l s 0 they are sign-changing , it follows that this curve
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Žcontinues for all l ) l. If asymmetric solutions bifurcate to the left at
Ž . .l, u , both ends of the curve will have to turn around eventually.
Ž .Next we claim that Eq. 5.6 has no positive solutions for l ) l. Indeed,
if such a solution existed, we could continue it for decreasing l. By
Lemma 5.1 it would have to stay positive, and at l s 0 we would get a
second positive solution, a contradiction.
Ž .Using the autonomous nature of Eq. 5.6 , we may assume that any
interval of positivity of any solution begins at zero. By stretching the x
variable, we may assume it to end at x s 1. Since the original equation
Ž .5.6 has no positive solutions for l ) l, it is easy to conclude that
intervals of positivity have to shrink with increasing l.
w x Ž .Finally, by E. N. Dancer 5 , symmetry of the solution of 5.6 can be
broken only if the corresponding linearized equation has an asymmetric
solution. This immediately implies that the symmetric solution stays sym-
Ž .metric through all of the regular points of 5.6 . At any singular point the
Ž .Crandall]Rabinowitz theorem applies. Since it implies that u s s u q
Žsw q ??? , we conclude that w is symmetric since solutions are symmetric
.before entering the turning point , and hence symmetry is preserved at any
possible turn.
The global picture is now given by the following theorem. Its proof
follows by combining Theorem 4.1 with our reasoning in the proof of
Theorem 5.1.
Ž . Ž .THEOREM 5.2. For problem 5.6 , each of the nonnegati¤e solutions u xl
Ž . Ž .corresponding to l s l is a point of pitchfork bifurcation l s 1, 2, . . . .l
There are two solution cur¤es emerging at this point, as described in Theo-
rem 4.1. Moreo¤er, now we can assert that all solution cur¤es continue
globally, and in particular, all solutions persist for all l ) l, keeping the same
Žnumber of interior zeros, and the same sign pattern. This implies that problem
Ž . .5.6 has an arbitrary large number of solutions for large l. Finally, the length
of any inter¤al where the solution is positi¤e tends to zero as l “ ‘, for any
solution branch.
We now indicate a generalization of our results to the general problem
Ž .5.1 .
Ž . Ž . 2Ž .THEOREM 5.3. Assume that problem 5.1 , with the function f u g C R
Ž .satisfying f 0 - 0, has a family of positi¤e solutions for 0 - l - l - l ,1 2
and there is a l ) l such that no positi¤e solutions exist for l ) l . Then3 2 3
infinitely many pitchfork bifurcations will occur, and all solution cur¤es can be
continued globally. Through each point of pitchfork bifurcation passes a cur¤e
of symmetric solutions, whose tangent direction is gi¤en by Lemma 2.3, and a
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cur¤e of asymmetric solutions, whose tangent direction is gi¤en by the deri¤a-
ti¤e of the solution at the bifurcation point.
Proof. By Lemma 5.2 all solution curves continue globally. The curve
XŽ .of positive solutions must reach a l - l such that u 1, l s 0. Arguing3
as before, we see that at l we have a pitchfork bifurcation. Other points of
pitchfork bifurcation are obtained by piecing together scaled versions of
Ž .u x, l , as in Section 4.
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