Vita artificiale e linguaggio by Mirolli, Marco
MARCO MIROLLI
VITA ARTIFICIALE E LINGUAGGIO
1. Introduzione
Occuparsi di vita artificiale significa studiare i fenomeni del mondo 
vivente  simulandoli  nel  computer  o  riproducendoli  come  artefatti 
materiali, come i robot. Siccome la cognizione ed il linguaggio umani 
sono fenomeni del mondo vivente, i concetti ed i metodi della vita 
artificiale  possono  essere  usati  per  studiare  questi  fenomeni.  Ma 
studiare il linguaggio tramite modelli di vita artificiale non significa 
solo utilizzare strumenti  nuovi – come le reti  neurali,  gli algoritmi 
genetici, i sistemi dinamici e le simulazioni ad agenti – per rispondere 
a  vecchie  domande.  Significa  anche  e  soprattutto  (a)  modificare 
radicalmente  l’approccio  strettamente  disciplinare  finora  utilizzato 
nello studio del linguaggio e (b) spostare il focus della ricerca, ossia 
le domande alle quali cerchiamo di rispondere. Dopo aver sviluppato 
questi due punti, in quel che segue presento una serie di simulazioni 
che  serviranno  come  esempi  del  tipo  di  contributo  che  la  vita 
artificiale può dare allo studio del linguaggio.
 
2. Lo studio del linguaggio e la vita artificiale
Lo  studio  del  linguaggio  è  diviso  in  molte  discipline,  ciascuna 
dedicata a studiarne, con i propri metodi e concetti, solo uno o pochi 
aspetti.  Ad  esempio,  la  linguistica  Chomskiana  studia  gli  aspetti 
formali  del linguaggio come la fonetica e la sintassi,  la linguistica 
storica  studia  le  lingue  ed  il  loro  cambiamento  nel  tempo,  la 
psicolinguistica  studia  come  viene  processato  il  linguaggio  ed,  in 
parte, le interazioni tra il linguaggio ed altri aspetti della cognizione, 
la neurolinguistica studia le basi biologiche del linguaggio e le sue 
patologie e così via. Come bene evidenziato da Parisi (2001), questa 
divisione  disciplinare  costituisce  un  problema  per  due  ordini  di 
motivi. Innanzitutto, le diverse discipline tendono ad utilizzare tipi di 
dati, metodi e concetti radicalmente diversi l’una dall’altra e questo 
porta  ad  una  incomunicabilità  che  non  può  che  produrre  una 
conoscenza  parziale  e  frammentata.  Ma  il  problema  maggiore  è 
costituito dal fatto che il linguaggio, come quasi tutti i fenomeni del 
mondo  vivente  e  alcuni  di  quelli  del  mondo  non  vivente,  è  un 
fenomeno  complesso,  i  cui  vari  aspetti  si  influenzano  a  vicenda, 
dipendendo  l’uno dall’altro.  Di  conseguenza,  continuare  a  studiare 
singoli aspetti del linguaggio ignorando tutti gli altri è probabilmente 
fuorviante: non riusciremo a comprendere neppure gli aspetti singoli 
se non li mettiamo in relazione gli uni con gli altri. Da questo punto 
di vista, studiare il linguaggio con simulazioni di vita artificiale può 
rappresentare  un grande passo in  avanti  in  quanto.  Le  simulazioni 
permettono infatti di considerare, se non tutti, per lo meno vari aspetti 
di un fenomeno, incluse le loro reciproche interazioni da cui in gran 
parte dipendono le proprietà generali del fenomeno in questione.
Oltre a limitare la chiusura disciplinare, lo studio del linguaggio 
tramite  simulazioni  di  vita  artificiale  sposta  anche  il  fuoco  della 
ricerca  sul  linguaggio  (Parisi  1997).  Se è  vero infatti  che le  varie 
discipline tendono a studiare aspetti diversi del linguaggio, è anche 
vero che certi aspetti sono più studiati, mentre altri sono quasi o del 
tutto  ignorati.  In  particolare,  del  linguaggio  viene  studiata 
principalmente la  sintassi, ossia come forme linguistiche complesse 
siano generate tramite la combinazione di forme più semplici, mentre 
vengono quasi completamente ignorate semantica e pragmatica, ossia 
il  significato  delle  espressioni  linguistiche,  i  contesti  di  uso di  tali 
espressioni, le funzioni che la comunicazione linguistica svolge nella 
vita delle persone e così via. Lo studio del linguaggio tramite la vita 
artificiale ribalta questa asimmetria. Di solito, infatti, le simulazioni 
di  vita artificiale trattano poco gli  aspetti  del linguaggio legati  alla 
sintassi, per concentrarsi invece sugli aspetti semantici e pragmatici: 
una simulazione permette di studiare non solo i segni linguistici ma 
anche i cervelli degli organismi che questi segni producono, i contesti 
in cui i segni sono prodotti, i vantaggi che la comunicazione apporta 
agli  individui  e  così  via.   Inoltre,  gran  parte  della  ricerca  sul 
linguaggio ha una prospettiva sincronica: si occupa cioè di cosa sia il 
linguaggio (a livello individuale o sociale) in un dato momento e di 
quali  meccanismi  lo  possono  spiegare.  La  vita  artificiale  ha  al 
contrario  una  prospettiva  fondamentalmente  diacronica, 
interessandosi  al  cambiamento  dei  fenomeni  nel  tempo.  Di 
conseguenza, la vita artificiale tende a studiare aspetti del linguaggio 
quali  la  sua evoluzione,  sia  genetica  che culturale,  il  suo sviluppo 
ontogenetico, ed i meccanismi che sottostanno al cambiamento delle 
lingue  nel  tempo.  Lo  studio  di  tali  aspetti  diacronici  non  è  solo 
interessante di per sé, ma è importante in quanto è molto probabile 
che la comprensione del linguaggio in generale richieda l’ approccio 
genetico  (che  cerca  di  comprendere  un  fenomeno  studiandone 
l’origine  nel  tempo).  In  altre  parole,  è  probabile  che  non si  possa 
capire neanche cosa è il linguaggio adesso – sia a livello individuale 
che sociale – se non si capisce come è diventato ciò che è.
Ovviamente, la vita artificiale non è e non può essere la panacea 
di tutti  i  mali:  alcuni dei motivi che hanno causato e continuano a 
causare  la  separazione  disciplinare  nello  studio  del  linguaggio 
continuano a far sentire il loro peso anche se si studia il linguaggio 
tramite la vita artificiale. In particolare, la complessità intrinseca del 
linguaggio  rende  comunque  difficile  pensare  di  studiarlo,  oggi, 
tenendo conto di tutti i sui aspetti rilevanti. In altre parole, anche chi 
fa simulazioni di vita artificiale deve necessariamente focalizzarsi su 
pochi  aspetti  per  volta,  ignorando  o  semplificando  (a  volte  iper-
semplificando)  tutti  gli  altri.  D’altronde,  se  è  vero  che  una 
simulazione è in grado potenzialmente di includere un gran numero di 
fatti  e  dati  di  tipi  differenti,  è  anche  vero che questa  possibilità  è 
difficilmente realizzata in pratica. Il motivo è duplice. Innanzitutto, il 
ricercatore che fa la simulazione non può essere esperto in tutte le 
discipline legate al linguaggio e dunque finisce per ignorare molti dati 
rilevanti  semplicemente  perché  non  li  conosce.  In  secondo  luogo, 
spesso ci si trova di fronte a limiti tecnici – legati alle reti neurali, agli 
algoritmi di apprendimento, agli algoritmi genetici o semplicemente 
al tempo di calcolo richiesto dalle simulazioni – che non permettono 
di includere molti dei fattori che il ricercatore vorrebbe includere. In 
particolare, un aspetto sicuramente importante del linguaggio come la 
sintassi è poco studiato tramite simulazioni di vita artificiale non tanto 
perché  ritenuto  irrilevante,  quanto  piuttosto  perché  per  adesso  è 
oggettivamente  difficile,  con  gli  strumenti  di  cui  disponiamo, 
affrontarlo  da  una  prospettiva  di  vita  artificiale  (difficile  ma  non 
impossibile: vedi ad esempio Kirby 2001 e Cangelosi 2001).
A questo riguardo è bene fare una precisazione. Le simulazioni 
che discuterò riguardano un semplice sistema di comunicazione senza 
alcuna  struttura  sintattica  che  serve  a  designare  due  categorie  di 
oggetti  diversi.  Ciononostante,  parlo di  linguaggio  per  almeno due 
ragioni.  La  prima  è  che  la  prospettiva  di  vita  artificiale  tende  a 
considerare  il  linguaggio  umano  come  uno  tra  i  tanti  sistemi  di 
comunicazione  animale:  non si  possono certo ignorare le  proprietà 
fondamentali  che  contraddistinguono  il  linguaggio  umano  e  lo 
rendono  differente  dalle  altre  forme  di  comunicazione,  ma  d’altro 
canto  è  fuorviante  considerare  solo  queste  differenze  ed  ignorare 
invece  tutti  gli  aspetti  (come  quelli  semantici  e  pragmatici)  che 
accomunano il linguaggio agli altri sistemi di comunicazione presenti 
in natura. La seconda ragione è che mentre le nostre simulazioni non 
toccano  una  delle  proprietà  fondamentali  del  linguaggio  come  la 
sintassi, ne toccano altre, come il fatto che il linguaggio, a differenza 
dei sistemi di comunicazione animale,  è appreso culturalmente o il 
fatto che è usato non solo per comunicare con gli altri ma anche per 
parlare a se stessi, come ausilio alla cognizione.
3. Un semplice modello per l’emergenza del linguaggio
Le  ricerche  che  qui  descrivo,  svolte  insieme  a  Domenico  Parisi, 
riguardano vari fattori che possono facilitare od impedire l’evoluzione 
di  un  semplice  sistema  di  comunicazione  in  una  popolazione  di 
organismi  simulati.  Le  ricerche  sono  descritte  in  Mirolli  e  Parisi 
(2005,  e  sottomesso),  ai  quali  rimando  il  lettore  che  volesse 
approfondire:  in  questa  sede  tralascerò  tutti  i  dettagli  tecnici  e 
descriverò solamente a grandi linee il modello ed i risultati principali.
Le simulazioni riguardano una popolazione di organismi artificiali il 
cui  comportamento  è  determinato  da  una  rete  neurale.  Per 
sopravvivere e riprodursi gli individui devono distinguere tra funghi 
buoni e cattivi, mangiando i funghi buoni ed evitando quelli cattivi. 
Ogni fungo è definito dalle sue proprietà percettive, che consistono in 
vettori binari (sequenze di zeri ed uni) di lunghezza 10. Gli organismi 
percepiscono le caratteristiche dei funghi solo quando si trovano nelle 
loro  immediate  vicinanze,  ma possono comunicarsi  la  loro  qualità 
mandandosi segnali l’un l’altro. La rete neurale di ciascun organismo 
(figura 1) ha due gruppi di unità di input, uno di unità interne e due di 
output. Attraverso l’input ‘visivo’ l’organismo percepisce gli oggetti 
(funghi)  che  si  trova  davanti,  mentre  tramite  l’input  ‘linguistico’ 
percepisce  i  segnali  prodotti  da  altri  organismi.  Entrambi  i  tipi  di 
input sono collegati con un solo gruppo di unità interne che è a sua 
volta  collegato  con  i  due  gruppi  di  output:  l’output  motorio,  che 
consente  all’organismo  di  spostarsi  nello  spazio,  e  l’output 
linguistico, tramite il quale un organismo emette segnali. 
FIG. 1: La rete neurale.
Le simulazioni  si  svolgono come segue.  Una popolazione  di 
100  individui  viene  inizializzata  attribuendo  valori  casuali  ai  pesi 
delle  connessioni  delle  reti,  che costituiscono il  materiale  genetico 
(genoma) degli organismi. Tutti gli individui vengono fatti vivere nel 
loro ambiente, svolgendo a volte il ruolo di parlanti ed altre quello di 






organismo  si  muove  ed  a  quanti  funghi  buoni  e  cattivi  mangia. 
Quando  tutti  gli  individui  hanno  vissuto  la  loro  vita  un’altra 
generazione  viene  creata  selezionando  gli  organismi  con  una 
probabilità proporzionale alla loro fitness. I figli ereditano i pesi della 
rete  neurale  dai  genitori,  con  alcune  varianti  dovute  alla 
ricombinazione sessuale ed alle mutazioni genetiche. Questo processo 
viene ripetuto per 1000 generazioni, durante le quali calcoliamo varie 
statistiche fra cui la fitness media e la ‘qualità del linguaggio’, che 
misuriamo  come  segue.  Ciascun  ‘segnale’  scambiato  tra  i  nostri 
organismi  artificiali  è  costituito  dal  vettore  delle  attivazioni  delle 
unità di output linguistico di un organismo ‘parlante’ in presenza di 
un fungo; tale vettore è recepito da un altro organismo ‘ascoltatore’ 
tramite le sue unità di input linguistico. Un segnale può essere dunque 
considerato  come  un  punto  in  uno  spazio  bidimensionale,  le  cui 
coordinate  cartesiane corrispondono ai  valori  delle attivazioni  delle 
due  unità  di  output  linguistico  del  parlante.  Il  sistema  di 
comunicazione è dunque costituito da due nuvole di punti: la nuvola 
dei segnali emessi dagli organismi di una popolazione in presenza dei 
funghi buoni e la nuvola dei segnali emessi in presenza dei funghi 
cattivi. Tale sistema di comunicazione è buono se funghi appartenenti 
alla  stessa  categoria  sono  chiamati  in  modo  simile  (in  termini 
geometrici:  se le nuvole dei punti che rappresentano i segnali sono 
piccole) e se funghi appartenenti a categorie diverse sono chiamati in 
modo diverso (in termini geometrici: se le due nuvole di punti sono 
distanti tra loro). Possiamo dunque calcolare la qualità del linguaggio 
facendo la media tra i due valori che rappresentano (a) la grandezza 
delle nuvole (ossia la distanza media di ciascun segnale dal baricentro 
della nuvola a cui appartiene) e (b) la distanza tra le nuvole (ossia la 
distanza tra i  due baricentri).
4. Risultati
I  risultati  delle  simulazioni  appena  descritte,  che  chiameremo 
simulazioni  di  ‘base’,  mostrano  che  un  buon  sistema  di 
comunicazione  non  emerge.  La  qualità  del  linguaggio  è  piuttosto 
bassa (figura 2a, linea nera spessa), e di conseguenza la fitness media 
non supera di molto il valore raggiungibile da una popolazione che 
non possieda alcun sistema di comunicazione, ossia 0.55 (figura 2b, 
linea nera spessa).  Le curve mostrate  rappresentano però i  risultati 
medi  di  10  repliche  della  stessa  simulazione  con  inizializzazioni 
casuali diverse. I risultati delle singole repliche della simulazione di 
base presentano una situazione più complicata: quel che si osserva è 
infatti un ciclo continuo in cui la qualità del linguaggio aumenta per 
poi ‘crollare’ improvvisamente ed aumentare di nuovo, con la fitness 
della popolazione che segue le sorti del linguaggio. Analisi dettagliate 
sulla dinamica della popolazione ci hanno permesso di capire questo 
risultato piuttosto singolare ed interessante.
FIG. 2. (a) Fitness media e (b) qualità del linguaggio, medie di 10 repliche 
delle varie simulazioni;  (c)  fitness media e qualità del  linguaggio di  una 
singola replica della simulazione di base.
Innanzitutto,  c’è  una  tendenza  intrinseca  nella  popolazione  a 
sviluppare  un  buon  sistema  di  comunicazione.  Per  comprendere 
questo  punto  bisogna  considerare  che  il  segnale  emesso  da  un 
organismo in presenza di un fungo dipende da (a) la rappresentazione 
interna che l’organismo si fa del fungo nelle unità nascoste della sua 
rete  neurale  e  (b)   i  pesi  delle  connessioni  che  collegano  le  unità 
nascoste con le unità di output linguistico (vedi figura 1). La fitness 
individuale dipende fondamentalmente dalla capacità di categorizzare 
i funghi in ‘buoni’ e ‘cattivi’,  avvicinando e mangiando i primi ed 
evitando i secondi. Per far ciò, la rete neurale di un organismo deve 
produrre ‘rappresentazioni interne’ (vettori di attivazione nelle unità 
interne)  simili  per  funghi  che  appartengono alla  stessa categoria  e 
rappresentazioni  diverse  per  funghi  che  appartengono  a  categorie 
diverse.  Ma  rappresentazioni  interne  simili  tenderanno  a  produrre 
segnali  simili  e  rappresentazioni  diverse  tenderanno  a  produrre 
segnali  diversi.  C’è  dunque  una  pressione  ‘cognitiva’  verso  la 
produzione  di  un  buon  linguaggio:  funghi  della  stessa  categoria 
devono essere rappresentati nelle unità interne come simili, e dunque 
i segnali da essi evocati tenderanno ad essere simili; viceversa, funghi 
di categorie diverse devono essere rappresentati internamente come 
diversi e dunque tenderanno ad evocare segnali diversi. Questo spiega 
però solo perché il linguaggio individuale tende ad essere buono; non 
spiega  perché  il  linguaggio  è  condiviso  dalla  popolazione,  ossia 
perché individui diversi  producono segnali  simili  in presenza degli 
stessi funghi. La spiegazione della condivisione del linguaggio è di 
natura  genetica.  Il  processo  evolutivo  produce  infatti  una  certa 
convergenza genetica: dopo alcune generazioni tutti gli individui in 
una popolazione discendono dallo stesso antenato e quindi hanno geni 
(pesi della rete neurale) simili. Ma geni simili tenderanno a produrre 
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La  pressione  cognitiva  e  quella  genetica  portano  dunque  la 
popolazione  a  produrre  un  buon  sistema  di  comunicazione.  Il 
problema  però  è  che  nelle  nostre  simulazioni  il  sistema  di 
comunicazione avvantaggia l’ascoltatore, che può sfruttare i segnali 
emessi dagli altri per massimizzare la sua fitness, ma non il parlante, 
che non ha nessun beneficio nel  comunicare in  modo affidabile  la 
qualità  dei  funghi.  Anzi,  dato  che  gli  individui  competono  per  la 
riproduzione, produrre dei buoni segnali (ossia segnali da cui si possa 
inferire  la  qualità  dei  funghi)  costituisce  un vero e  proprio atto  di 
altruismo  in  quanto,  avvantaggiando  chi  ascolta,  diminuisce 
conseguentemente la probabilità (relativa) di riprodursi di chi parla. 
Questo rende la popolazione esposta all’invasione degli ‘imbroglioni’ 
(cheaters), ossia individui che si avvantaggiano dell’aiuto altrui ma 
non  reciprocano  il  comportamento  altruista.  Una  volta  che  il 
linguaggio  è  diventato  buono  e  viene  sfruttato  dalla  popolazione, 
individui  mutanti  che  producono  un  linguaggio  cattivo  (o 
individualmente o rispetto al linguaggio della popolazione) vengono 
selezionati proprio perché imbrogliano gli altri: avvantaggiandosi del 
linguaggio  altrui  quando  rivestono  il  ruolo  di  ascoltatori  e 
danneggiando  gli  altri  quando  rivestono  il  ruolo  di  parlanti 
tenderanno  ad  avere  una  fitness  più  alta  dei  produttori  di  buon 
linguaggio (altruisti) e dunque invaderanno la popolazione. Il risultato 
è  che la  qualità  del  linguaggio  crolla  drasticamente,  e  con essa  la 
fitness  della  popolazione.  A  questo  punto  vengono  selezionati 
individui che ignorano l’input linguistico per fidarsi solo della propria 
esperienza diretta. Ma una volta che la popolazione si è stabilizzata su 
individui che ignorano la comunicazione, il linguaggio ricomincia a 
migliorare per le pressioni cognitiva e genetica, ed il ciclo ricomincia. 
Il risultato di questo gioco di forze pro e contro un buon sistema di 
comunicazione  è  che  il  linguaggio,  nelle  simulazioni  di  base,  non 
emerge.  Il  motivo  sta  nel  carattere  altruistico  di  un  sistema  di 
comunicazione che avvantaggia solo l’ascoltatore ma non il parlante.
La  biologia  evoluzionistica  tende  a  spiegare  l’evoluzione  di 
comportamenti altruistici tramite la teoria della selezione di parentela 
(Hamilton 1964). Secondo tale teoria  un comportamento altruistico 
può evolvere se esso è rivolto principalmente verso i parenti. I parenti 
tendono  infatti  a  condividere  gli  stessi  geni.  Di  conseguenza,  un 
comportamento  che  avvantaggi  i  parenti  può  evolvere  perché 
l’individuo  avvantaggiato  tenderà  a  possedere  gli  stessi  geni  che 
codificano il comportamento altruistico di colui che avvantaggia. Per 
vedere se la teoria della selezione di parentela  si potesse applicare 
anche alle nostre simulazioni sull’evoluzione del linguaggio abbiamo 
rifatto le simulazioni variando proprio la probabilità che il parlante e 
l’ascoltatore avessero gli stessi genitori. I risultati di tali simulazioni 
hanno confermato  le  predizioni  fatte:  più alta  la  probabilità  che il 
parlante  sia  fratello  dell’ascoltatore,  maggiore  è  la  qualità  del 
linguaggio e, di conseguenza, la fitness media della popolazione. In 
particolare, le curve nere e fini nei grafici 2a e 2b mostrano i risultati 
della  simulazione  in  cui  il  parlante  è  sempre  un  fratello 
dell’ascoltatore: come si vede chiaramente, la qualità del linguaggio è 
molto più alta rispetto alla simulazione di base e questo permette alla 
fitness  media di raggiungere quasi il  valore massimo possibile.  La 
selezione  di  parentela  gioca  sicuramente  un  ruolo  di  primo  piano 
nell’evoluzione di buona parte dei sistemi di comunicazione animale 
come  la  danza  delle  api.  La  selezione  di  parentela  potrebbe  aver 
giocato un ruolo anche nell’evoluzione del linguaggio, dato che (a) la 
maggior  parte  del  linguaggio a cui  un bambino è esposto nei suoi 
primi anni di vita è il linguaggio della madre e (b) la specie umana si 
è  evoluta  in  piccoli  gruppi  basati  su  relazioni  di  parentela.  Ma la 
comunicazione tra esseri umani avviene con chiunque, non solo fra 
parenti,  ed  il  linguaggio  umano  è  solo  parzialmente  ereditato 
geneticamente, essendo in buona parte trasmesso culturalmente.
In  un  breve  articolo  del  1990,  Herbert  Simon  propose  una 
spiegazione  dei  comportamenti  altruistici  negli  esseri  umani  basata 
sul concetto di docilità (Simon 1990). Gli esseri umani, argomentava 
Simon,  sono  docili,  ossia  sono  disposti  a  farsi  insegnare  come 
comportarsi. Questa caratteristica si è evoluta perché evidentemente 
conferiva  un  vantaggio  diretto  agli  individui  che  la  possedevano: 
apprendere i comportamenti culturalmente dà un vantaggio rispetto ad 
organismi che apprendono solo per via genetica od individualmente, 
per prove ed errori.  Ma se non è possibile per un individuo capire 
quale  comportamenti  siano  egoistici  e  quali  altruistici,  allora 
l’altruismo  può  evolvere  in  una  specie  in  grado  di  apprendere 
culturalmente  a  patto  che  i  benefici  derivanti  dall’essere  docili 
superino i costi dell’altruismo.  Dato che il  linguaggio umano è (in 
buona  parte)  appreso  culturalmente,  abbiamo  testato  con le  nostre 
simulazioni la teoria di Simon rispetto all’emergenza del linguaggio. 
In questa nuova simulazione i pesi delle reti neurali, alla nascita, sono 
sempre  casuali.  Il  genoma degli  organismi  è  costituito  da un  solo 
gene,  il  gene  della  docilità,  che  codifica  quanto  l’organismo  è 
disposta ad apprendere dal proprio genitore (in questa simulazione il 
genitore è unico, ed il figlio eredita il valore del suo unico gene con 
qualche mutazione casuale).  La vita degli individui è divisa in due 
fasi: l’infanzia, la cui durata dipende dalla docilità individuale ed in 
cui l’organismo apprende ad imitare il proprio genitore in tutti i suoi 
comportamenti (linguistici e non), e la vita adulta, per tutti uguale ed 
identica alla vita delle simulazioni precedenti. Quello che succede in 
queste  simulazioni  è  che  gli  organismi  evolvono  velocemente  una 
elevata  docilità:  organismi  docili  infatti  possono imparare  dai  loro 
genitori  a  distinguere  i  funghi  buoni  da  quelli  cattivi,  mentre 
organismi non docili  sono costretti  a comportarsi  in modo casuale, 
dati i pesi casuali delle loro reti neurali alla nascita. Ma la docilità, 
come  previsto  da  Simon,  ha  una  conseguenza  importante  per 
l’evoluzione  del  linguaggio:  essa  previene  infatti  l’invasione  della 
popolazione da parte degli imbroglioni, visto che possono imbrogliare 
solo quegli organismi che apprendono poco, ma che avranno anche 
una bassa fitness in quanto non in grado di distinguere i funghi buoni 
dai  cattivi.  Il  risultato  è  che  il  linguaggio  emerge,  ed  anzi  la  sua 
qualità raggiunge anche un valore decisamente più alto che nel caso 
della  simulazione  con  selezione  di  parentela  (figura  2b).  Di 
conseguenza,  la  fitness  della  popolazione  raggiunge  il  livello 
massimo  (figura  2a).  Questa  simulazione  mostra  quindi  come  la 
trasmissione culturale determinata dalla docilità umana può produrre 
una  omogeneizzazione  del  comportamento  linguistico  in  grado  di 
favorire l’emergenza del linguaggio stesso.
L’ultima  simulazione  riguarda  una  popolazione  in  cui  il 
comportamento (ossia i pesi delle reti neurali, che lo determinano) è 
ereditato geneticamente e non c’è selezione di parentela, ma in cui il 
linguaggio non è solo usato socialmente, per comunicare con gli altri, 
ma  anche  individualmente,  per  parlare  a  se  stessi.  In  questa 
simulazione, infatti, dopo aver ricevuto il segnale da un conspecifico, 
l’individuo  testato  produce  non solo  un  movimento,  ma  anche  un 
segnale linguistico: è questo segnale auto-generato che viene recepito 
al ciclo successivo e che dunque determina il proprio comportamento. 
In altre parole, gli individui di questa simulazione parlano a se stessi 
per  mantenere  in  memoria  l’informazione  acquisita  dagli  altri 
riguardo ai funghi presenti nell’ambiente. L’introduzione del parlare a 
se  stessi  genera  una  pressione  selettiva  sulla  buona  produzione 
linguistica  che  controbilancia  la  pressione  contraria  dovuta  al 
carattere altruistico del linguaggio. Il motivo è che in questo caso il 
linguaggio  ha  non  solo  una  funzione  sociale,  ma  anche  una 
individuale. L’organismo che parla male, infatti, danneggia non solo 
gli altri, ma anche se stesso: in particolare tenderà a sfruttare meno 
bene il linguaggio altrui perché riuscirà peggio degli altri a mantenere 
in memoria, ripetendosela, l’informazione riguardo ai funghi ricevuta 
dagli  altri.  Il  risultato  è che qualità  del linguaggio e fitness  media 
raggiungono valori decisamente superiori rispetto alla simulazione di 
base,  anche  se  non  alti  come  nelle  simulazioni  con  selezione  di 
parentela o docilità (figure 2a e 2b). Dunque, l’uso per se stessi (in 
questo  caso  come  ausilio  alla  memoria)  anche  del  più  semplice 
sistema  di  comunicazione  può  portare  dei  vantaggi  e  può,  di 
conseguenza, aver influito sull’evoluzione stessa del linguaggio.
5. Conclusione
Le simulazioni qui presentate costituiscono un buon esempio di come 
la vita artificiale possa contribuire allo studio del linguaggio in quanto 
ben esemplificano i  due punti  generali  che ho toccato all’inizio  di 
questo  contributo.  Innanzitutto,  i  problemi  affrontati  con le  nostre 
simulazioni  –  rapporto  tra  linguaggio  e  cognizione,  altruismo, 
docilità, parlare a se stessi – sono piuttosto nuovi rispetto ai problemi 
tipicamente  affrontati  nello  studio  del  linguaggio  –  fonologia, 
morfologia,  grammatica.  Inoltre,  le  simulazioni   descritte  sono 
intrinsecamente  interdisciplinari:  toccano  infatti  problemi  affrontati 
da  un  gran  numero  di  discipline  diverse,  dalla  biologia  evolutiva 
(genetica  delle  popolazioni,  selezione  di  parentela)  all’economia 
(evoluzione  dell’altruismo,  docilità),  dalla  psicologia  (rapporti  tra 
linguaggio  e  cognizione)  alle  neuroscienze  (basi  neurali  del 
linguaggio  e  relazioni  tra  aree  linguistiche  e  non  linguistiche  del 
cervello). Certo le nostre simulazioni non possono, da sole, risolvere 
tutti  questi problemi, ma mostrano per lo meno come molti di essi 
siano strettamente collegati fra di loro e come quindi sia necessario 
un approccio allo studio del linguaggio meno ‘disciplinare’ di quello 
adottato fino ad oggi.  Le simulazioni  di  vita  artificiale,  essendo in 
grado di includere nello stesso modello molti fattori diversi e le loro 
interazioni,  rappresentano  quindi  uno  strumento  fondamentale  per 
uno  studio  del  linguaggio  che  tenga  conto  di  tutti  gli  aspetti  che 
compongo questo complicato ed affascinante fenomeno.
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