Matching of concepts describing the meaning of data in heterogeneous distributed information sources, such as database schemas and other metadata models, grouped here under the heading of an ontology, is one of the basic operations of semantic heterogeneity reconciliation. The aim of this chapter is to motivate the need for ontology matching, introduce the basics of ontology matching, and then discuss several promising themes in the area as reflected in recent research works. In particular, we focus on such themes as uncertainty in ontology matching, matching ensembles, and matcher self-tuning. Finally, we outline some important directions for future research.
Introduction
Matching of concepts describing the meaning of data in heterogeneous distributed information sources (e.g., database schemas, XML DTDs, HTML form tags) is one of the basic operations of semantic heterogeneity reconciliation. Due to the cognitive complexity of this matching process [18] , it has traditionally been performed by human experts, such as web designers, database analysts, and even lay users, depending on the context of the application [79, 47] . For obvious reasons, manual concept reconciliation in dynamic environments such as the web (with or without computer-aided tools) is inefficient to the point of being infeasible, and so cannot provide a general solution for semantic reconciliation. The move from manual to semi-automatic matching has therefore been justified in the literature using arguments of scalability, especially for matching between large schemas [45] , and by the need to speed-up the matching process. Researchers also argue for moving to fully-automatic, that is, unsupervised, schema matching in settings where a human expert is absent from the decision process. In particular, such situations characterize numerous emerging applications, such as agent communication, semantic web service composition, triggered by the vision of the semantic web and machine-understandable web resources [9, 82] .
As integration of distributed information sources has been made more automated, the ambiguity in concept interpretation, also known as semantic heterogeneity, has become one of the main obstacles to this process. Heterogeneity is typically reduced in two steps: (i) matching of concepts to determine alignments and (ii) executing the alignment according to application needs (e.g., schema integration, data integration, query answering). In this chapter, we focus only on the first, i.e., the matching step, automation of which still requires much research. The second step has already found a certain level of support from a number of commercial tools, such as Altova MapForce 1 and BizTalk Schema Mapper.
2
In the context of web applications and the advent of the semantic web, a new term, in addition to schema matching, has come into existence, namely ontology matching. Ontologies are considered to be semantically richer than schemas in general, and therefore, techniques for schema matching can be easily adopted to ontologies but not vice versa. Therefore, in this chapter, unless explicitly referenced, we consider schema matching to be a special case of ontology matching.
Research into schema and ontology matching has been going on for more than 25 years now (see surveys [5, 79, 69, 73, 81] and various online lists, e.g., OntologyMatching 3 , Ziegler 4 , DigiCULT 5 , and SWgr 6 ) first as part of a broader effort of schema integration and then as a standalone research. Recently, ontology matching has been given a book account in [30] . This work provided a uniform view on the topic with the help of several classifications of the available methods, discussed these methods in detail, etc. The AI-complete nature of the problem dictates that semi-automatic and automatic algorithms for schema and ontology matching will be largely of heuristic nature. Over the years, a significant body of work was devoted to the identification of automatic matchers and construction of matching systems. Examples of state of the art matching systems include COMA [21] , Cupid [55] , OntoBuilder [35] , Autoplex [8] , Similarity Flooding [58] , Clio [60, 43] , Glue [22] , S-Match [37, 39] , OLA [31] , Prompt [66] and QOM [27] to name just a few. The main objective of these is to provide an alignment, namely a set of correspondences between semantically related entities of the ontologies. It is also expected that the correspondences will be effective from the user point of view, yet computationally efficient or at least not disastrously expensive. Such research has evolved in different research communities, including artificial intelligence, semantic web, databases, information retrieval, information sciences, data semantics, and others. We have striven to absorb best matching experiences of these communities and report here in a uniform manner some of the most important advances.
The aim of this chapter is to motivate the need for ontology matching (Section 2), introduce the basics of ontology matching (Section 3), and then discuss several promising directions in the area as reflected in recent research works. In particular, we focus on the following themes: uncertainty in ontology matching (Section 4), matching ensembles (Section 5), and matcher self-tuning (Section 6). Finally, we conclude with a summary and outline some directions for future research (Section 7).
Applications
Matching ontologies is an important task in traditional applications, such as ontology integration, schema integration, and data warehouses. Typically, these applications are characterized by heterogeneous structural models that are analyzed and matched either manually or semi-automatically at design time. In such applications matching is a prerequisite of running the actual system.
A line of applications that can be characterized by their dynamics, e.g., agents, peer-to-peer (P2P) systems, and web services, is emerging. Such applications, contrary to traditional ones, require (ultimately) a run time matching operation and often take advantage of more explicit conceptual models.
Below, we first discuss a motivating example and give intuition about the matching operation and its result. It is presented in the settings of the schema integration task. Then, we discuss data integration as yet another example of a traditional application. Finally, we overview a number of emergent applications, namely, P2P information systems, web service composition, and query answering on the deep web.
Motivating example
To motivate the matching problem, let us use two simple XML schemas (O1 and O2) that are shown in Figure 1 and exemplify one of the possible situations which arise, for example, when resolving a schema integration task [80] .
Let us suppose an e-commerce company needs to finalize a corporate acquisition of another company. To complete the acquisition we have to integrate databases of the two companies. The documents of both companies are stored according to XML schemas O1 and O2, respectively. Numbers in boxes are the unique identifiers of the XML elements. A first step in integrating the schemas is to identify candidates to be merged or to have taxonomic relationships under an integrated schema. This step involves ontology matching. For example, the entities with labels Office Products in O1 and in O2 are the candidates to be merged, while the entity with label Digital Cameras in O2 should be subsumed by the entity with label Photo and Cameras in O1. Once correspondences between two schemas have been determined, the next step will generate query expressions that automatically translate data instances of these schemas under an integrated schema. 
Data integration
Data integration is a process of generating a global virtual ontology from multiple local sources without actually loading their data into a central warehouse [44] . Data integration allows interoperation across multiple local sources having access to up-to-date data.
The scenario is as follows. First, local information sources participating in the application, e.g., bookstores and cultural heritage, are identified. Then, a virtual common ontology is built. Queries are posed over the virtual common ontology, and are then reformulated into queries over the local information sources. For instance, in the e-commerce example of Figure 1 , integration can be achieved by generating a single global ontology to which queries will be submitted and then translated to the local ontologies. This allows users to avoid querying the local information sources one by one, and obtain a result from them just by querying a common ontology. In order to enable semantics-preserving query answering, correspondences between semantically related entities of the local information sources and the virtual ontology are to be established, which is a matching step. Query answering is then performed by using these correspondences in the settings of Local-as-View (LAV), Global-as-View (GAV), or Global-Local-as-View (GLAV) methods [53] .
Peer-to-peer information systems
Peer-to-peer is a distributed communication model in which parties (also called peers) have equivalent functional capabilities in providing each other with data and services [88] . P2P networks became popular through a file sharing paradigm, e.g., music, video, and book sharing. These applications describe file contents by a simple schema (set of attributes, such as title of a song, its author, etc.) to which all the peers in the network have to subscribe. These schemas cannot be modified locally by a single peer.
Since peers are meant to be totally autonomous, they may use different terminologies and metadata models in order to represent their data, even if they refer to the same domain of interest [1, 48, 88] . Thus, in order to establish (meaningful) information exchange between peers, one of the steps is to identify and characterize relationships between their ontologies. This is a matching operation. Having identified the relationships between ontologies, they can be used for the purpose of query answering, e.g., using techniques applied in data integration systems.
Such applications pose additional requirements on matching solutions. In P2P settings, an assumption that all the peers rely on one global schema, as in data integration, cannot be made because the global schema may need to be updated any time the system evolves [40] . While in the case of data integration schema matching can be performed at design time, in P2P applications peers need to coordinate their databases on-the-fly, therefore ultimately requiring run time schema matching.
Some P2P scenarios which rely on different types of peer ontologies, including relational schemas, XMLs, RDFs, or OWL ontologies are described in [10, 88, 48, 64, 76] . It is worth noting that most of the P2P data management projects, including [2] as well as Piazza [48] and Hyperion [75] , focus on various issues of query answering and assume that the correspondences between peer schemas have been determined beforehand, and, hence, can be used for query propagation and rewriting.
Web service composition
Web services are processes that expose their interface to the web so that users can invoke them. Semantic web services provide a richer and more precise way to describe the services through the use of knowledge representation languages and ontologies. Web service discovery and integration is the process of finding a web service that can deliver a particular service and composing several services in order to achieve a particular goal, see [68, 67, 36, 32] . However, semantic web service descriptions do not necessarily reference the same ontology. Henceforth, both for finding the adequate service and for interfacing services it is necessary to establish the correspondences between the terms of the descriptions. This can be provided through matching the corresponding ontologies. For example, a browsing service may provide its output description using ontology O1 of Figure 1 while a purchasing service may use ontology O2 for describing its input. Matching ontologies is used in this context for (i) checking that what is delivered by the first service matches what is expected by the second one, (ii) verifying preconditions of the second service, and (iii) generating a mediator able to transform the output of the first service into input of the second one [30] .
Query answering on the deep web
In some of the above considered scenarios, e.g., schema integration and data integration, it was assumed that queries were specified by using the terminol-ogy of a global schema. In the scenario under consideration, we discard this assumption, and therefore, users are free to pose queries by using their own terminology.
The so-called deep web, is made of web sites searchable via query interfaces (HTML forms) giving access to one or more back-end web databases. It is believed that it contains much more information [46] than the billions of static HTML pages of the surface web. For example, according to the investigations of [7] in March 2000, the size of the deep web was estimated as approximately from 400 to 550 times larger than the surface web. According to estimations of [46] in April of 2004, the deep web has expanded from 2000 by 3-7 times. At the moment, search engines are not very effective at crawling and indexing the deep web, since they cannot meaningfully handle the query interfaces. For example, according to [46] , Google 7 and Yahoo 8 both manage to index 32% of the existing deep web objects. Finally, the deep web remains largely unexplored. However, it contains a huge number of on-line databases, which may be of use.
Thus, users have difficulties, first in discovering the relevant deep web resources and then in querying them. A standard use case includes, for example, buying a book with the lowest price among multiple on-line book stores. Query interfaces can be viewed as simple schemas (sets of terms). For example, in the book selling domain, the query interface of an on-line bookstore can be considered as a schema represented as a set of concept attributes, namely Author, Title, Subject, ISBN, Publisher. Thus, in order to enable query answering from multiple sources on the deep web, it is necessary to identify semantic correspondences between the attributes of the query interfaces of the web sites involved in handling user queries. This correspondences identification is a matching operation. Ultimately, these correspondences are used for on-the-fly translation of a user query between interfaces of web databases. For example, this motivating setup served in the basis of OntoBuilder [35] , two holistic matching approaches presented in [45, 83] , and others.
The above considered scenarios suggest that ontology matching is of great importance. Moreover, a need for matching is not limited to one particular application. In fact, it exists in any application involving more than one party. Thus, it is reasonable to consider ontology matching as a unified object of study. However, there are notable differences in the way these applications use matching. The application related differences must be clearly identified in order to provide the best suited solution in each case [30] .
Basics
There have been different formalizations of matching and its result, see, for example, [11, 53, 49, 16, 81, 24, 30] . We provide here a general definition, synthesized from [21, 24, 80, 30] . In this chapter we focus on ontology matching and we therefore start with an informal description of what an ontology is. An ontology is "a specification of a conceptualization" [42] , where conceptualization is an abstract view of the world represented as a set of objects. The term has been used in different research areas, including philosophy (where it was coined), artificial intelligence, information sciences, knowledge representation, object modeling, and most recently, eCommerce applications. For our purposes, an ontology can be described as a set of terms (vocabulary) associated with certain semantics and relationships. Depending on the precision of this specification, the notion of ontology encompasses several data and conceptual models, e.g., classifications, database schemas, thesauri, and fully axiomatized theories. For the last model, ontologies may be represented using a Description Logic [25] , where subsumption typifies the semantic relationship between terms; or Frame Logic [50] , where a deductive inference system provides access to semi-structured data.
The matching operation determines an alignment A (to be shortly defined) for a pair of ontologies O1 and O2. For this purpose only, we consider O1 and O2 to be finite sets of entities. In this general framework, we set no particular limitations on the notion of entities. Therefore, entities can be both simple and compound, compound entities should not necessarily be disjoint, etc.
Alignments express correspondences between entities belonging to different ontologies. A correspondence expresses the two corresponding entities and the relation that is supposed to hold between them. It is formally defined as follows:
Definition 1 (Correspondence) Given two ontologies, a correspondence is a 5-tuple:
id, e 1 , e 2 , n, R , such that
• id is a unique identifier of the given correspondence;
• e 1 and e 2 are entities ( e.g., tables, XML elements, properties, classes) of the first and the second ontology, respectively;
• n is a confidence measure (typically in the [0, 1] range) holding for the correspondence between e 1 and e 2 ;
• R is a relation ( e.g., equivalence (=), more general ( ), disjointness (⊥), overlapping ( )) holding between e 1 and e 2 .
The correspondence id, e 1 , e 2 , n, R asserts that the relation R holds between the ontology entities e 1 and e 2 with confidence n. The higher the confidence, the higher is the likelihood of the relation to hold.
Let O = O1 × O2 be the set of all possible entity correspondences between O1 and O2 (as defined in Definition 1). To demonstrate the notion of a correspondence, let us consider Figure 1 . Using some matching algorithm based on linguistic and structure analysis, the confidence measure (of the equivalence relation to hold) between entities with labels Photo and Cameras in O1 and Cameras and Photo in O2 could be 0.67. Let us suppose that this matching algorithm uses a threshold of 0.55 for determining the resulting alignment, i.e., the algorithm considers all the pairs of entities with a confidence measure higher than 0.55 as correct correspondences. Thus, our hypothetical matching algorithm should return to the user the following correspondence:
id 5,4 , P hoto and Cameras, Cameras and P hoto, 0.67, = .
However, the relation between the same pair of entities, according to another matching algorithm which is able to determine that both entities mean the same thing, could be exactly the equivalence relation (without computing the confidence measure). Thus, returning id 5,4 , P hoto and Cameras, Cameras and P hoto, n/a, = .
Definition 2 (Alignment) Given two ontologies O1 and O2, an alignment is made up of a set of correspondences between pairs of entities belonging to O1 and O2, respectively. The power-set Σ = 2
O captures the set of all possible ontology alignments between O1 and O2.
This definition of the matching process makes use of three matching features in addition to the input ontologies, namely: (i) alignment A, which is to be completed by the process; (ii) matching parameters, p, e.g., weights and thresholds; and (iii) external resources used by the matching process, r, e.g., common knowledge and domain specific thesauri.
Definition 3 (Matching process) The matching process can be viewed as a function f which, from a pair of ontologies O1 and O2 to match, an input alignment A, a set of parameters p and a set of oracles and resources r, returns an alignment A between these ontologies: The matching process can be schematically represented as illustrated in Figure 2. This definition of matching can be extended in a straightforward way to multi-ontology matching, that is, when multiple ontologies are taken as input. For simplicity of the presentation we focus here on matching between two ontologies.
In conceptual models and databases, the terms multiplicity or cardinality denote the constraints on a relation. Usual notations include 1 : 1 (one-to-one), 1 : m (one-to-many), n : 1 (many-to-one) and n : m (many-to-many). These naturally apply to the correspondences, thereby relating one or more entities of one ontology to one or more entities of another ontology.
Cardinality is only one (albeit important) example of a broader notion of alignment correctness. We introduce correctness into the matching process using a boolean function Γ : Σ → {0, 1} that captures application-specific constraints on the process, e.g., cardinality constraints and correspondence constraints. In what follows, by Σ Γ ⊆ Σ we denote the set of all valid ontology alignments in Σ, that is Σ Γ = {σ ∈ Σ | Γ(σ) = 1}. The output of the matching process is an alignment σ ∈ Σ Γ , where the process may define an (either implicit or explicit) ordering over Σ, and can provide the top ranked valid alignment. Here, we also define an exact alignment to be a valid alignment σ * ∈ Σ Γ that is recognized to be correct by an external observer.
In [21, 24 ] a 2-step method was proposed for the matching process (the rectangle in Figure 2 ). In the first step, a real-valued degree of similarity is automatically assigned with each correspondence. If O1 and O2 are of arity n1 and n2, respectively, then this step results in an n1 × n2 similarity matrix M , where M i,j represents the degree of similarity between the i-th entity of O1 and j-th entity of O2. Various matching instantiations differ mainly in the measures of similarity they employ, yielding different similarity matrices. These measures can be arbitrarily complex, and may use various techniques for name matching, domain matching, structure matching (such as XML hierarchical representation), etc.
In the second step of the process, the similarity information in M is used to quantify the quality of different alignments in Σ. A single alignment is then chosen as the best alignment. The best alignment is typically considered to be the one that maximizes some local aggregation function (or l-aggregator, for short)
that is, a function that aggregates the degrees of similarity associated with the individual correspondences forming the alignment σ. The most common choice of l-aggregator turns out to be the sum (or equivalently, average) of correspondence degrees of similarity (e.g., see [21, 56, 35] ). In certain domains, however, other l-aggregators have been found appealing. For instance, an laggregator called Dice [21] stands for the ratio of the number of successfully matched correspondences (those that their similarity measure has passed a given threshold) and the total number of entities in both ontologies.
Ontology matching quality models
In this section we discuss issues of quality in ontology matching. We start with a brief review of the management of imperfect information, based on [19] , followed by an overview of the efforts in ontology matching quality management.
Brief introduction to information imperfection
Data management tools deal regularly with imperfect information. Imperfection may be in the form of imprecision, vagueness, uncertainty, incompleteness, inconsistency, etc. Managing imperfections, both at the modelling (design time) level and at the querying (run time) level, can be done using tools such as probability theory, Dempster-Shafer theory, fuzzy logic, surprisal, and entropy. Over the years, several categorical classifications of the different types and sources of imperfect information have been presented. In accordance with the classifications of Bosc and Prade [15] , Motro [63] and Parsons [70] , imperfect information can be categorized as follows:
Uncertain information Information for which it is not possible to determine whether it is true or false.
Imprecise information Information that is not as specific as it should be.
Vague information Information that include elements (e.g., predicates or quantifiers) that are inherently "vague" (in the common day-to-day sense of the word cf. [63] ).
Inconsistent information Information that contains two or more assertions that cannot simultaneously hold.
Incomplete information Information for which some data are missing.
Data management approaches to deal with uncertainty include the possibilistic approaches and the probabilistic approaches. With possibilistic approaches, possibility theory [87] is used, where a possibility distribution is used to model the value of an attribute which is known to be uncertain. Each possible value for the attribute is assigned a membership grade that is interpreted as the degree of uncertainty [71] . Furthermore, possibility and necessity measures are attached to each result in the result set of a query. Probabilistic approaches are based on probability theory, where each result in the result set of a query is extended with a probability, representing the probability of it belonging to the set [85] .
Both approaches have their advantages and disadvantages. Probabilities represent the relative occurrence of an event and therefore provide more information than possibilities. Possibilities, however, are easier to apply because they are not restricted by a stringent normalization condition of probability theory. A probabilistic approach towards ontology matching was utilized in several works, including [8, 23] , where machine learning was utilized in estimating correspondence similarity measures. For example, given a correspondence id, e 1 , e 2 , n, R , the naïve Bayes method compares the probability of a set of instances of entity e 1 (e.g., brands of element NKN in O1, Figure 1 ) to serve as instances of entity e 2 (e.g., brands of entity Nikon in O2, Figure 1 ) with the probability of not serving as e 2 's instances. A probability space is constructed using training data and then used for generating new correspondences.
Another work in [65] , where an approach, based on combining Horn predicate logics and probability theory, was presented to harness correspondence uncertainty. A set of candidate Horn predicate rules is generated and assigned a weight. Then, a set of rules with maximum probability is selected. This work is in line with the 2-layer approach also suggested in [77] for managing uncertain data.
Imprecision of data is mostly modelled with fuzzy set theory [86] and its related possibility theory [87] . Fuzzy set theory is a generalization of regular set theory in which it is assumed that there might be elements that only partially belong to a set. Therefore, a so-called membership grade, denoting the extent to which the element belongs to the fuzzy set, is associated with each element of the universe. Two main approaches can be distinguished when modeling imprecision. First, similarity relations are utilized to model the extent to which the elements of an attribute domain may be interchanged [17] . Second, possibility distributions [71] are used, having the benefit of being suitable to cope with uncertainty (see above) and vagueness. In [34] , a fuzzy model of ontology matching was proposed. In this model, a correspondence is assigned with a fuzzy membership degree (similar to probability, yet without a naïve assumption of correspondence independence and without constraints that stem from the need to build a probability space). Using such a model, the work continues to discuss the properties of various aggregators, transforming correspondence membership degrees into alignment similarity grades.
The treatment of incomplete information in databases has been widely addressed in research. A survey that gives an overview of the field is presented in [26] . The most commonly adopted technique is to model missing data with a pseudo-description, called null, denoting "missing" information. A more recent approach, based on possibility theory, [84] provides an explicit distinction between the cases of unknown data and inapplicable data.
Ontology matching evaluation
Quantitative quality measures for alignment evaluation, in works such as [20] consist of precision, recall, and a couple of their derivatives, namely F-Measure and overall. Assume that out of the n 1 × n 2 correspondences c ≤ n 1 × n 2 are the correct correspondences, with respect to some reference alignment. Also, let t ≤ c be the number of correspondences, out of the correct correspondences, that were chosen by the matching algorithm and f ≤ n 1 × n 2 − c be the number of incorrect such correspondences. Then, precision is computed to be t t+f and recall is computed as t c . Clearly, higher values of both precision and recall are desired. Another derivative of precision and recall, dubbed error, was used in [61] . In many research works, precision and recall are considered to provide a form of pragmatic soundness and completeness. Towards this end, an exact alignment is needed, against which such soundness and completeness are measured. Notice that these measures actually derive their values from a discrete domain in [0, 1].
In [41] , a probabilistic interpretation was assigned with precision and recall, generating posterior distributions for them. The authors have shown the benefit of such an approach to estimate the performance of text retrieval systems. However, to the best of our knowledge, such a model has never been adopted to evaluate ontology matching results so far.
A model for representing uncertainty in schema matching was presented in [34] and will be discussed in Section 4.3. Alignments were evaluated in [6] using semantic soundness and completeness. They start from some representation language L (e.g., a Description Logic language [4] ). A schema matcher α is semantically sound w.r.t. F if for any correspondence id, e 1 , e 2 , n, r , if α ( e 1 , e 2 , r ) = T then O |= L T (e 1 )rT (e 2 ). α is semantically complete w.r.t. F if for any two nodes e 1 and e 2 , if O |= L T (e 1 )rT (e 2 ) then α ( e 1 , e 2 , r ) = T . While providing a theoretical foundation for evaluating matchers, such correctness depends on the completeness of the ontology in use. The authors use a philosophical argument of H. Putnam [72] to say that "two agents may agree at the conceptual level, but not at the pragmatic level." That is, while a matcher may correctly identify a relationship between two concepts, it may still not entail agreement at the instance level. With such an argument at hand, tasks such as query answerability, which is one of the tasks addressed in [54] by using a formal representation language, and query rewriting, which was presented as one ultimate goal of schema matching in [35] , cannot be evaluated in such a framework to be sound and complete. In particular, the use of certain answers, [3] which lies heavily on the ability to agree at the conceptual level, may be hindered.
Imperfection in ontology matching
Imperfection in ontology matching has been discussed both in [54] and in [6] . The former argues for the need "to incorporate inaccurate mappings [correspondences] and handle uncertainty about mappings. Inaccuracy arises because in many contexts there is no precise mapping . . . mappings may be inaccurate [since] the mapping language is too restricted to express more accurate mappings." [6] went even further, arguing philosophically that even if two ontologies fully agree on the semantics and the language is rich enough, ontologies may still not convey the same meaning, due to some hidden semantics, beyond the scope of the ontologies. A similar argument was provided in [59] in the context of relational databases: "the syntactic representation of schemas and data do not completely convey the semantics of different databases." Therefore, [54] argues that "when no accurate mapping [correspondence] exists, the issue becomes choosing the best mapping from the viable ones." This highlights a possible benefit of specifying semantics explicitly for the purpose of efficiently pruning the search space, to allow the evaluation of valid alignments only, namely alignments that satisfy the semantic constraints of the model.
One way of modeling ontology matching as an uncertain process is to use similarity matrices as a measure of certainty. This way, a matcher needs to be measured by the fit of its estimation of a certainty of a correspondence to the real world. In [34] , such a formal framework was provided, attempting to answer the question of whether there are "good" and "bad" matchers.
We have already observed that precision (denoted as p(σ) for any alignment σ ∈ Γ) takes its values from a discrete domain in [0, 1]. Therefore, one can create equivalence alignment classes on Γ. Two alignments σ and σ belong to a class p if p(σ ) = p(σ ) = p, where p ∈ [0, 1]. Let us consider now two alignments, σ and σ , such that p(σ ) < p(σ ). For each of these two alignments we can compute their level of certainty, f (σ , M ) and f (σ , M ), respectively. We say that a matcher is monotonic if for any two such alignments
As an example, consider once more Figure 1 and take two alignments, σ and σ , that differ on a single correspondence. In σ, NKN is matched to Nikon, while in σ , NKN is matched to FujiFilm. Clearly, the former is a correct correspondence while the latter is not. Therefore, p(σ) < p(σ ). If a matcher is monotonic, it should generate a similarity matrix M such that
A monotonic ontology matcher can easily identify the exact alignment. Let σ * be the exact alignment, then p(σ
. All one has to do then is to devise a method for finding an alignment σ that maximizes f . 9 In fact, this is one of the two most common methods for identifying the exact alignments nowadays [21, 34, 14] . The other common method, adopted in [56, 45] and others, is to only determine M automatically, allowing the user to identify the exact (ontology) alignment from the individual correspondences.
Imperfection as an emergent semantics
Imperfection can be managed and reduced using an iterative process. In such a process, initial assumptions are strengthened or discarded, and initial measures of imperfection are being refined. Such an iterative process may involve bringing together and relating information located at different places. Alternatively, one may attempt accessing a user with well-defined questions that eventually will minimize imperfection. In approaches based on possibility theory refinement can be done by composing all available fuzzy sets related to the same imperfect data. Hereby, the intersection operators for fuzzy sets (t-norms) can be used as composition operators [87] .
As an example to the latter, in [33] uncertainty is refined by a comparison of K alignments, each with its own uncertainty measure (modeled as a fuzzy relation over the two ontologies). The process yields an improved ontology matching, with higher precision. For example, assume that the second-best correspondence, as generated by some heuristic, changes a correspondence of NKN with Canon to Nikon. The latter correspondence then remains unchanged for the next eight best correspondences. Therefore, in nine out of the top-10 correspondences, the correspondence of NKN with Nikon exists. If we set a threshold of 9, requiring a correspondence to appear in at least nine out of ten correspondences, then this correspondence will be included in the final alignment.
Matching ensembles
Striving to increase robustness in the face of the biases and shortcomings of individual matchers, tools combine principles by which different ontology matchers judge the similarity between concepts. The idea is appealing since an ensemble of complementary matchers can potentially compensate for the weaknesses of each other. Another argument in favor of ensembling was presented in [13, 74, 52] . There, ensembling was promoted as a method for ensuring matching system extensibility. Indeed, several studies report on encouraging results when using matcher ensembles (e.g., see [21, 29, 35, 55, 13, 62] ).
Formally, let us consider a set of m matchers matcher 1 , . . . , matcher m , utilizing (possibly different) local aggregators f (1) , . . . , f (m) , respectively. Given two ontologies O1 and O2 as before, these matchers produce an m × n1 × n2 similarity cube of n1×n2 similarity matrices M (1) , . . . , M (m) . In these matrices, M (l) i,j captures the degree of similarity that matcher l associates with correspondence of the i-th entity of O1 to the j-th entity of O2.
Given such a set of matchers matcher 1 , . . . , matcher m , we would like to aggregate the similarity measures, given the correspondences produced by the different matchers. Such a weight aggregation can be modeled using a global aggregation function (or g-aggregator, for short)
) . For instance, a natural candidate for g-aggregator would be as follows:
It is interpreted as a (weighted) sum (with λ = m) or a (weighted) average (with λ = 1) of the local similarity measures, where k l are some arbitrary weighting parameters. COMA [21] , which introduced first the notion of a similarity cube reverses the roles of local and global aggregators. It first reduces the cube into a matrix, and then applies to this matrix the (common) local aggregator. Many other tools (with the exception of OntoBuilder) implicitly follow COMA's footsteps, aggregating correspondence values before determining an alignment. In [24] , the limitations of replacing global and local aggregators were discussed, mainly in the scope of generating top-K alignments.
Matcher self-tuning
The work in [20] specifies manual effort as a comparison criteria for measuring matchers. The discussion separates pre-match efforts from post-match efforts. The former includes training of matchers, parameter configuration, and specification of auxiliary information. The latter involves the identification of false positives and false negatives. The authors comment that " [un] fortanutely, the effort associated with such manual pre-match and post-match operations varies heavily with the background knowledge and cognitive abilities of users."
Clearly, one of the goals of ontology matching is to reduce this effort. Attempts to reduce post-match efforts focus on the generation of matchers that produce better alignments. Pre-match efforts focus on automatic parameter tuning. In this section we focus on the latter. Before dwelling into tuning, it is worthwhile mentioning here that another interesting aspect of the problem involves feature selection.
A general problem of pre-match effort was defined in [78] as follows: "Given a schema S, how to tune a matching system M so that it achieves high accuracy when we subsequently apply it to match S with other schemas." The various tuning parameters are called "knobs" in [78] and searching for the right knob values may be an intractable process. Let us first discuss a few alternatives for parameter tuning, followed by a discussion of methods to increase the efficiency of self-tuning.
An immediate approach to parameter tuning is that of machine learning. Using this approach, one provides a set of examples (positive, negative, or both) from which a tuning configuration is selected such that it optimizes a goal function. With such a configuration at hand, matching is performed. As an example, consider the LSD algorithm [23] . The algorithm uses an ensemble of learners, whose grades are combined using weighted average. To determine the weights of different learners, a linear regression is performed, aiming at minimizing the square error of the decision made by the ensemble over the test data.
Machine learning was also used in APFEL [28] . In this work users were first given the alignments for validation. Using user validation, new hypotheses were generated by APFEL and weighted using the initial feedback. User feedback was also adopted in eTuner as an additional source of information for the tuning process. Another approach to tuning can be dubbed "dynamic tuning." According to this approach, knobs are not determined apriori but are rather derived from a heuristic at hand. An example of such an approach is available in [33] . For illustration purposes, we follow the example of query answering on the deep web, given in [33] . Let us consider two web sites that offer "matchmaking" services. In each of these sites, one has to fill in personal information (e.g., name, country of residence, birthdate attributes). A matching algorithm called Combined, which is part of the toolkit of OntoBuilder [35] , was applied. The algorithm returned the best alignment, containing a set of possible correspondences. A sample list of such correspondences is shown in Table 1 . Each column in the table contains information about one field in a registration form in one of the web sites. The information consists of the type of field (e.g., select field and checkbox), the label as appears at the web site, and the name of the field, given here in parentheses and hidden from the user. Each row in the table represents attribute correspondence, as proposed by this algorithm. The top part of the table contains four correct correspondences. The bottom part of the table contains three incorrect correspondences.
Matching algorithms face two obstacles in providing the best alignments. First, correct alignments should be identified and provided to the user. Second, incorrect alignments should be avoided. Separating correct from incorrect alignments is a hard task. When using a best alignment approach, an algorithm can discard attribute correspondences that do not reach some predefined threshold, assuming that those attribute correspondences with low similarity measures are less adequate than those with high similarity measures. By doing so, an algorithm (hopefully) increases precision, at the expense of recall. Using a threshold, however, works only in clear-cut scenarios. Moreover, tuning the threshold becomes an art in itself. As an example, let us consider Table 1 . The four correct attribute correspondences received similarity measures in the range (0.49, 0.7) while the other similarity measures ranged from 0 to 0.5. Any arbitrary apriori selection of a threshold may yield false negatives (if the threshold is set above 0.49) or false positives, in case the threshold is set below 0.49.
Consider now an alternative, in which the algorithm generates top-10 correspondences, that is, the best 10 correspondences between the two schemas, such that correspondence i differs from correspondences 1, 2, . . . i − 1 by at least one attribute correspondence. For example, the second best correspondences include: (i) checkbox: (chkAgreement2) and checkbox: Date.com -Join Now for Free! (over18) as well as (ii) checkbox: (chkAgreement1) and image: () (this last attribute is actually a button and has no associated label or field name).
Stability analysis of the method proposed in [33] assumes that such a scenario represents a "shaky" confidence in this correspondence to start with and removes it from the set of proposed attribute correspondences. Simultaneous analysis of the top-10 correspondences reveals that the four correct attribute correspondences did not change throughout the 10 correspondences, while the other attributes were matched with different attributes in different correspondences. Stability analysis suggests that the four correspondences, for which consistent attribute correspondences were observed in the top-10 correspondences, should be proposed as the "best alignment" yielding a precision of 100% without adversely affecting recall.
Tuning may be a costly effort. Exhaustive evaluation of the search space may be infeasible if tuning parameters take their values from continuous domains, and intractable even if all parameter domains are discrete. Therefore, efforts were made to reduce the search cost. Staged tuning was proposed in [78] . There, matchers were organized in an execution tree, for which the output of lower level matchers serve as input to higher level matchers. Given a K-level tree, the staged tuning starts with optimizing each matcher at the leaf level. Then, equipped with the optimal setting of the individual matchers it moves on to optimize the next level matcher, and so on and so forth.
For the tuning process to work well, there is a need of some ground truth regarding alignments. The quality of the training set has a crucial impact on the success of the tuning. In the early days of ontology matching research, the lack of an exact alignment yielded a poor validation process, in which heuristics were measured based on a few ontologies only. To alleviate this problem, two main directions were taken. The first approach, taken within the OntoBuilder project, involves a continuous effort to gather exact alignments (in the time of writing this chapter, there are over 200 exact alignments). This process is tedious and error prone, yet it provides a variety of ontologies practitioners are likely to access. The second approach, taken within the framework of the eTuner project [52] and also suggested in [51] , involves the synthetic generation of a sufficient number of schema "mutations" from a few known exact alignments to allow effective learning. This approach overcomes the possible erroneous correspondences in a manually generated exact alignment. However, the quality of the learning set becomes dependent on the quality of the mutation rules. In addition, the strong correlation between mutated instances may generate biases in the learning process.
Combining the two approaches may provide a robust solution to the training set problem. In fact, a more varied training set could overcome the correlation problem, while the synthetic mutation would allow a tighter control over the learning process.
Conclusions
In this chapter we have introduced recent advances in ontology matching. In particular, after a brief introduction to the problem we have discussed several contemporary applications that motivate the research into automatic ontology matching as opposed to manual labor intensive effort. We have then provided a generic model of ontology matching as well as some technical details of several research directions, whose importance is highlighted by the need for automatic matching. These include the issues in matching quality, matching ensembles, and matcher self-tuning. While being far from exhaustive, we have striven to provide a good coverage of the performed efforts in these three directions. Much work is yet need to be done in these directions, including:
Ontology meta-matching: Following the model of uncertainty in ontology matching and our discussion of the usefulness of ensembles, a possible next step involves ontology meta-matching. That is a framework for composing an arbitrary ensemble of ontology matchers, and generating a list of best-ranked ontology alignments. We can formulate our task of identifying a top-K consensus ranking as an optimization problem, in which we aim at minimizing the amount of effort (in terms of time or number of iterations) the ensemble invests in identifying top alignments. Algorithms for generating a consensus ranking may adopt standard techniques for general quantitative rank aggregation and build on top of them, as proposed for example in [24] .
Matcher self-tuning: This direction is still largely unexplored. In dynamic settings, such as the web, it is natural that applications are constantly changing their characteristics. Therefore, approaches that attempt to tune and adapt automatically matching solutions to the settings in which an application operates are of high importance. In particular, the challenge is to be able to perform matcher self-tuning at run time, and therefore, efficiency of the matcher configuration search strategies becomes crucial. Moreover, the configuration space can be arbitrary large, thus, searching it exhaustively may be infeasible.
Ontology matching evaluation:
The evaluation of ontology matching approaches is still in its infancy. Initial steps have already been done in this direction, for example, the Ontology Alignment Evaluation Initiative (OAEI). 10 However, there are many issues to be addressed along the ontology matching evaluation lines in order to empirically prove the matching technology to be mature and reliable, including (i) design of extensive experiments across different domains with multiple test cases from each domain as well as new, difficult to match, and large real world test sets, (ii) more accurate evaluation measures, involving user-related measures, and (iii) automating acquisition of reference alignments, especially for large applications.
We have outlined three promising future research directions along the lines of the key themes discussed in this chapter. However, it is worth notice that ontology matching certainly requires further developments in a number of other important directions as well, including: background knowledge in ontology matching [38] , social and collaborative ontology matching [89] , performance and usability of matching approaches [13, 12] , and infrastructures [35, 57] .
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