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FINITE QUOTIENT OF JOIN IN ALEXANDROV GEOMETRY
Xiaochun Rong1 & Yusheng Wang2
Abstract. Given two ni-dimensional Alexandrov spaces Xi of curvature ≥ 1, the
join of X1 and X2 is an (n1 + n2 +1)-dimensional Alexandrov space X of curvature
≥ 1, which contains Xi as convex subsets such that their points are
pi
2
apart. If a
group acts isometrically on a join that preserves Xi, then the orbit space is called
quotient of join. We show that an n-dimensional Alexandrov space X with curvature
≥ 1 is isometric to a finite quotient of join, if X contains two compact convex subsets
Xi without boundary such that X1 and X2 are at least
pi
2
apart and dim(X1) +
dim(X2) = n− 1.
0. Introduction
Consider a compact Riemannian manifold M of positive sectional curvature,
normalized to secM ≥ 1. The diameter, diam(M) ≤ π (Bonnet theorem), and “=”
holds if and only if M is isometric to the standard sphere ([Ch]). If diam(M) > pi2 ,
then M is homeomorphic to the standard sphere ([GS]). If diam(M) = pi2 , then the
Diameter rigidity theorem ([GG]) says that M is either homeomorphic to a sphere
or locally isometric to a rank one symmetric space with the standard metric (cf.
[Wi]).
In this paper, we will explore a rigidity of a finite quotient of join in Alexandrov
geometry (see Theorem A); which is a necessary step toward a classification for
Alexandrov spaces of curvature ≥ 1 and diameter pi2 . Furthermore, understanding
such a finite quotient of join is crucial to solve the Soul Conjecture in Alexandrov
geometry by Perel’man ([Pe], [Li], [RW]).
Alexandrov geometry was introduced by Burago-Gromov-Perelman in [BGP],
and extensive study has been done since then. An Alexandrov space with curvature
≥ κ is a locally compact length metric space such that every geodesic triangle
looks fatter than a corresponding triangle in the simply connected 2-space form of
constant curvature κ, i.e., Toponogov’s comparison theorem holds (see Theorem
1.1 below).
Let Alexn(κ) denote the set of all complete n-dimensional Alexandrov spaces
with cur ≥ κ. Many results in Riemannian geometry based on Toponogov’s com-
parison theorem has been generalized to Alexandrov spaces ([BGP], cf. [AKP]).
Concerning a ‘classification’ of X ∈ Alexn(1) with diam(X) ≥ pi2 , the following
1Supported partially by NSF Grant DMS 1106517 and a research found from Capital normal
university.
2Supported partially by NFSC 11471039.
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are known: X ∈ Alexn(1) satisfies diam(X) ≤ π, “=” holds if only only if X is
isometric to spherical suspension, S(Σ) with Σ ∈ Alexn−1(1), and if diam(X) > pi
2
,
then X is homeomorphic to some S(Σ) ([BGP]). Note that here Σ ∈ Alexn−1(1)
(n ≥ 4) can have infinitely many possible topological types, and thus unlike a com-
plete classification in Riemannian case, the best ‘classification’ one can expect is
to find a rigid underlying geometric structure involving Alexandrov spaces of lower
dimension.
Guided by the Riemannian situation, a challenging problem is to explore a rigid
structure on X ∈ Alexn(1) with diam(X) = pi
2
. Similar to the Riemannian case
([GG]), X always has two compact convex subsets which are pi2 -apart: let p ∈ X ,
then X1 = {x ∈ X | |xp| =
pi
2
} and X2 = {x ∈ X | |xX1| =
pi
2
} are compact convex
subsets3, where ‘| · ·|’ denotes the distance. Let m = dim(X1)+dim(X2). Roughly,
our main result asserts that m ≤ n−1 and “=” implies a rigid underlying geometric
structure, and thus the remaining ‘classification’ reduces to m ≤ n−2 (see Remark
0.5).
Let’s now turn to a known construction for Alexandrov n-spaces of curvature
≥ 1 ([BGP]). Let Yi ∈ Alex
ni(1) (i = 1, 2), and Yi = {pi} or {pi, qi} with |piqi| = π
if ni = 0. Then the following space
Y1 ∗ Y2 = Y1 × Y2 ×
[
0,
π
2
]
/(y1, y2, 0) ∼ (y1, y
′
2, 0),
(
y1, y2,
π
2
)
∼
(
y′1, y2,
π
2
)
,
equipped with the metric
cos |(y1, y2, t)(y
′
1, y
′
2, s)| = cos s cos t cos |y1y
′
1|+ sin s sin t cos |y2y
′
2|,
is called the join of Y1 and Y2. Especially, if Y1 = {p, q} with |pq| = π, then Y1 ∗ Y2
is also called a spherical suspension over Y2, S(Y2). If Y1 = {p}, then the join is a
half spherical suspension over Y2, S+(Y2).
It is easy to see that Y1 ∗ Y2 ∈ Alex
n(1) with the following properties:
(0.1.1) |p1p2| =
pi
2 for all pi ∈ Yi.
(0.1.2) n1 + n2 = n− 1.
(0.1.3) For pi ∈ Yi, there is a unique minimal geodesic jointing p1 with p2.
Observe that Y1 ∗ Y2 is a Riemannian manifold if and only if Yi and Y1 ∗ Y2 are
unit spheres.
Assume that a group Γ acts effectively on Y1 and Y2 by isometries. By (0.1.3),
the Γ-action uniquely extends to an isometric Γ-action on Y1 ∗ Y2. The quotient
space, (Y1 ∗ Y2)/Γ ∈ Alex
n(1) satisfies (0.1.1) and (0.1.2), but not (0.1.3). We will
call (Y1 ∗ Y2)/Γ a quotient of join. From the construction of a quotient of join, we
observe the following properties:
(0.1.4) diam((Y1 ∗ Y2)/Γ) = max{
pi
2
, diam(Yi/Γ)}, and dim((Y1 ∗ Y2)/Γ) =
pi
2
if and
only if diam(Yi/Γ) ≤
pi
2 .
(0.1.5) If both Y1 and Y2 have an empty boundary
4, then (Y1 ∗Y2)/Γ has an empty
boundary. Note that if Γ acts trivially on Y1, then the joint structure on Y1 ∗ Y2
descends to a join structure on Y1∗(Y2/Γ), which may have an non-empty boundary.
The main result in this paper is the following rigidity of a finite quotient of join:
3We say that a subset A ⊆ X is convex (resp. totally convex) if for any x, y ∈ A, there is a
minimal geodesic (resp. all minimal geodesics) jointing x with y that is in A.
4If dim(Yi) = 0, then that Yi has an empty boundary means that Yi = {pi, qi} with |piqi| = pi.
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Theorem A. Let X ∈ Alexn(1), and let X1, X2 be two compact convex subsets in
X such that |X1X2| , min{|x1x2| | xi ∈ Xi} ≥
pi
2 . Then
(A1) dim(X1)+dim(X2) ≤ n−1, provided either X1 or X2 has an empty boundary.
(A2) If both X1 and X2 have an empty boundary and dim(X1) + dim(X2) = n− 1,
then X is isometric to a finite quotient of join (which is a join when Γ = e).
Precisely, there is pi ∈ Xi (i = 1, 2) and a finite group Γ acting effectively and
isometrically on (ΣpiXi)
⊥ such that
X
isom
∼= [(Σp1X1)
⊥ ∗ (Σp2X2)
⊥]/Γ, X1
isom
∼= (Σp2X2)
⊥/Γ, X2
isom
∼= (Σp1X1)
⊥/Γ,
where ΣqX denotes the space of directions of X at q, and (ΣpiXi)
⊥ = {u ∈
ΣpiX | |uv| =
pi
2
, v ∈ ΣpiXi}.
Note that in Theorem A there is no requirement of diam(X) = pi
2
(see (0.1.4)),
and X satisfying (A2) has an empty boundary (see (0.1.5)). One may review (A1)
as an analog in Alexandrov geometry of Proposition 1.4 in [GG], where X is a
Riemannian manifold with secX ≥ 1 and diam(X) =
pi
2 .
In Riemannian case, i.e., X is a Riemannian manifold, Theorem A has the fol-
lowing corollary.
Corollary 0.2. Let M be a compact n-manifold with secM ≥ 1, and let Mi ⊂ M
be two compact totally geodesic submanifolds with |M1M2| ≥
pi
2 . Then dim(M1) +
dim(M2) ≤ n − 1, and “=” implies that M is isometric to a spherical space form
with a quotient join structure.
Here, if dim(Mi) = 0, then Mi is a single point. In Corollary 0.2, “dim(M1) +
dim(M2) ≤ n − 1” is also seen by Frankel’s theorem ([Fr]). Indeed, Corollary 0.2
recovers the spherical space form case in the Diameter rigidity theorem in [GG].
Moreover, restricted to Riemmanian case, our approach is different from [GG]; ours
relies on finding the underlying join structure (Remark 5.1).
Note that not every spherical space form satisfies Corollary 0.2 (e.g., any spher-
ical 3-space form whose fundamental group is not cyclic). However, based on [Ro]
we show that up to a finite normal covering space of a uniform bounded order, all
spherical space forms satisfy Corollary 0.2.
Corollary 0.3. There is a constant w(n) > 0 such that any spherical n-space form
has a normal covering space of order ≤ w(n) which satisfies Corollary 0.2.
Let’s make a few remarks on the above results.
Remark 0.4. In the proof (A2), we construct a finite group Γ acting isometrically
on (ΣpiXi)
⊥ at some pi ∈ Xi, which extends to a unique isometric action on the
join of (Σp1X1)
⊥ ∗ (Σp2X2)
⊥ with orbit space isometric to X . Recall that given an
orbit space Y/Γ (with a stratification and assigned isotropy groups), it may not be
possible to recover the Γ-action on Y . Here that we are able to recover the Γ-action
is based on (0.1.1) (see Lemma 1.2 below) and the rigidity part of Toponogov’s
comparison theorem which implies that everywhere there is isometrically embed-
ded spherical triangle; precisely, for all pi, p
′
i ∈ X2, the hinge, ([p1p2], [p1p
′
1],
pi
2 )
or ([p2p1], [p2p
′
2],
pi
2
) bounds an isometrically embedded spherical triangle ([GM]),
where [pq] denotes a minimal geodesic from p to q.
We notice that on compact manifolds of non-positive sectional curvature, the
higher rank rigidity theorem (cf. [BGS], and reference within) is based on the
3
geometry that at every point and in every direction, there is isometrically embedded
plane.
Remark 0.5. We mention that recently, an isometric classification has been obtained
by [SSW] for Riemannian n-manifolds of sec ≥ 1 which contains two compact totally
geodesic submanifolds Xi such that |X1X2| ≥
pi
2
and dim(X1) + dim(X2) = n− 2.
Given a subset A ⊂ X ∈ Alexn(1), let A≥
pi
2 = {x ∈ X | |xA| ≥ pi
2
} and let
A=
pi
2 = {x ∈ X | |xa| = pi2 , ∀ a ∈ A}. Note that A
≥pi2 is totally convex in X (see
(1.1.1)).
Our last theorem asserts that the conclusion of (A2) still holds if one of Xi has
a non-empty boundary and some addition restrictions.
Theorem B. Let X ∈ Alexn(1), and let X1, X2 ⊂ X be two compact convex
subsets. Assume that |X1X2| ≥
pi
2 , ∂X1 = ∅, ∂X2 6= ∅, and dim(X1) + dim(X2) =
n− 1. If X
≥pi2
2 = X
=pi2
2 and (Σp2X2)
≥pi2 = (Σp2X2)
=pi2 for all p2 ∈ ∂X2, then X is
isometric to a finite quotient of join as in Theorem A.
In Theorem B, if X2 = {p2}, then X is either isometric to S+(X1), or isometric
to S(Σp2X)/Z2 and X1 is isometric to (Σp2X)/Z2.
We now give a brief description on our approach to Theorem A.
We first give some conventions on the notations in the paper. Let ↑x2x1 denote the
direction at x1 of a given [x1x2], let ⇑
x2
x1
= {(↑x2x1)i} denote the collection of ↑
x2
x1
’s,
and let ⇑Zx1=
⋃
z∈Z ⇑
z
x1
.
Observe that |X1X2| ≥
pi
2 implies that for all pi ∈ Xi, |p1p2| =
pi
2 (see Lemma
1.3 below), and thus ⇑X2p1 ⊆ (Σp1X1)
⊥. We consider the multi-value map fp1 : X2 →
(Σp1X1)
⊥ defined by fp1(p
′
2) =⇑
p′2
p1 . Then, fp1(X2) =⇑
X2
p1
. Based on the rigidity
part of Toponogov’s comparison theorem, a crucial observation is:
(0.6) fp1 is a ‘radial isometry’, i.e., any given [p1p2] and [p2p
′
2] bounds an em-
bedded standard spherical triangle, whose third side, [p1p
′
2], determines [↑
p2
p1
↑
p′2
p1 ] ⊂
(Σp1X1)
⊥ such that fp1 : [p2p
′
2]→ [↑
p2
p1
↑
p′2
p1 ] is an isometry.
By Toponogov’s comparison theorem and (0.6), fp1 is distance non-decreasing,
so by induction dim(X1) + dim(X2) ≤ dim(X1) + dim((Σp1X1)
⊥) ≤ n− 1 ((A1)).
In the proof of (A2), a key is to show that ⇑X2p1 = (Σp1X1)
⊥ and (and ⇑X1p2 =
(Σp2X2)
⊥) (see Key Lemma 1.7), and it suffices to show that ⇑X2p1 (⊆ (Σp1X1)
⊥)
is a compact top dimensional locally convex subset without boundary. Using (0.6),
at p2 and any ↑
p2
p1
∈ fp1(p2), we define a natural multi-valued ‘tangent map’ of
fp1 , Dfp1 : Σp2X2 → Σ↑p2p1
(Σp1X1)
⊥, that is also distance non-decreasing. More
importantly, Dfp1 is also a radial isometry as well, which allows us to proceed an
induction to prove that ⇑X2p1 = (Σp1X1)
⊥.
In practice, we first show that for all pi ∈ Xi, | ⇑
p2
p1
| ≤ m <∞ and pairs of points
at which | ⇑p2p1 | = m are dense in Xi (see Key Lemma 1.6). The boundedness is
used to show that Dfp1 is a radial isometry and |Dfp1(ξ)| (ξ ∈ Σp2X2) has a similar
boundedness.
Once ⇑X2p1 = (Σp1X1)
⊥ is established, fixing pi with | ⇑
p2
p1
| = m we can construct
a finite group Γ2 acting isometrically on (Σp1X1)
⊥ such that Γ2(↑
p2
p1
) =⇑p2p1 , and
(Σp1X1)
⊥/Γ2 is isometric to X2. Given ↑
p1
p2
and ↑p1p2 6= (↑
p1
p2
)i ∈⇑
p1
p2
, a geodesic
4
jointing the two points determines a geodesic loop γi ⊂ X1 at p1. For each γi, we
define an isometry on (Σp1X1)
⊥ via a successive ‘parallel transport’ along γi piece
by piece. The independence of the isometry on the choice of γi relies on the fact
that isometrically embedded spherical triangles exist everywhere (see Remark 0.4).
Similarly, we can construct a finite group Γ1 acting isometrically on (Σp2X2)
⊥.
And from the construction of Γi, it is not hard to show that Γ1 is isomorphic to
Γ2. Consequently, we obtain an isometric Γ-action on (Σp1X1)
⊥ ∗ (Σp2X2)
⊥, and
it remains to show that X is isometric to the orbit space. Note that a consequence
of ⇑X2p1 = (Σp1X1)
⊥ is that for any x ∈ X − (X1 ∪ X2), there are unique pi ∈ Xi
and a minimal geodesic jointing p1 with p2 such that x ∈ [p1p2]. This property
guarantees that the natural map from [(Σp1X1)
⊥ ∗(Σp2X2)
⊥]/Γ to X is a bijection,
which preserves the distance (this also relies on the rigidity part of Toponogov’s
comparison theorem).
1. The Geometry of
pi
2 -apart Convex Subsets
In the proof of Theorem A, we will often apply Toponogov’s comparison theorem,
in particular its rigidity part in (1.1.3). Recall that |pq| (resp. [pq]) denotes the
distance (resp. a minimal geodesic) between p and q.
Theorem 1.1 ([BGP]). Let X ∈ Alexn(κ), and let S2κ be the complete, simply
connected 2-manifold of curvature κ.
(1.1.1) To any p ∈ X and [qr] ⊂ X, we associate p˜ and a [q˜r˜] in S2κ with |p˜q˜| =
|pq|, |p˜r˜| = |pr| and |r˜q˜| = |rq|. Then for any s ∈ [qr] and s˜ ∈ [q˜r˜] with |qs| = |q˜s˜|,
we have that |ps| ≥ |p˜s˜|.
(1.1.2) To any [qp] and [qr] in X, we associate [q˜p˜] and [q˜r˜] in S2κ with |q˜p˜| = |qp|,
|q˜r˜| = |qr| and ∠p˜q˜r˜ = ∠pqr. Then we have that |p˜r˜| ≥ |pr|.
(1.1.3) ([GM]) If equality in (1.1.2) (resp. in (1.1.1) for some interior point s in
[qr]) holds, then there exists a [pr] (resp. [qp] and [pr]) such that [qp], [qr] and [pr]
bounds a surface which is convex and can be isometrically embedded into S2κ.
We first observe the following fact on X1 and X2 in Theorem A.
Lemma 1.2. Let X ∈ Alexn(1). Assume that X1, X2 are compact convex subsets
such that |X1X2| ≥
pi
2 . If ∂X1 = ∅ (or ∂X2 = ∅), then |x1x2| =
pi
2 for all xi ∈ Xi.
Lemma 1.2 is a consequence of the following lemma.
Lemma 1.3 ([Ya]). Let X ∈ Alexn(1), and let A be a compact (locally) convex
subset in X. If ∂A = ∅, then A≥
pi
2 = A=
pi
2 .
Note that using (1.1.2), one can derive Lemma 1.3 by induction on n.
From now on, we let X1, X2 ⊂ X ∈ Alex
n(1) be compact convex subsets with
|x1x2| =
π
2
for all xi ∈ Xi.
Let X◦i denote the interior part of Xi
5. For p1 ∈ X
◦
1 and any p2 ∈ X2 and any
[p1p2], it is easy to see that
(1.1) ↑p2p1∈ (Σp1X1)
⊥.
5At any p ∈ X◦ and ∂X, ΣpX has empty and non-empty boundary respectively ([BGP]).
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Since |x1p2| =
pi
2 for all x1 ∈ X1, by the first variation formula ([BGP]) it follows
that ↑p2p1∈ (Σp1X1)
≥pi2 . Then (1.1) follows from Lemma 1.3 (note that p1 ∈ X
◦
1 and
X1 is convex, thus Σp1X1 is a convex subset with an empty boundary). Similarly,
for any [p1p2] with p1 ∈ X1 and p2 ∈ X
◦
2 , we have that
(1.2) ↑p1p2∈ (Σp2X2)
⊥.
By (1.2) and (1.1.3), we have the following property.
Lemma 1.4. For p1 ∈ X1, p2 ∈ X
◦
2 , given [p1p2] and [p2p
′
2] ⊂ X2, there exists
a [p1p
′
2] such that [p1p2], [p2p
′
2] and [p1p
′
2] bound a convex surface which can be
embedded isometrically into the unit sphere S2.
We make a convention that a convex surface in X as in Lemma 1.4 is called a
convex spherical surface. And in the rest, if dim(Xi) = 0, we let X
◦
i = Xi.
Now, we assume that dim(X2) > 0, and let p2 ∈ X
◦
2 and p1 ∈ X
◦
1 . Let Q(p2) de-
note the ‘cut locus’ of p2 inX2, i.e.,Q(p2) = {x ∈ X, [p2x] is a maximal minimal geodesic}.
For a fixed [p1p2], given [p2p
′
2] with p
′
2 ∈ Q(p2), by (1.2) and Lemma 1.4 there is a
convex spherical surface S ⊃ [p1p2], [p2p
′
2] (note that the convex spherical surface
may not be unique). Let c(t)|t∈[0,1] = [p2p
′
2] with c(0) = p2 and c(1) = p
′
2, and
[p1c(t)] ⊂ S. We define a map
f[p1p2](c(t)) =↑
c(t)
p1
∈ (Σp1X1)
⊥ (see (1.1)).
Note that c(t) with 0 < t < 1 is in the unique maximal minimal geodesic [p2p
′
2], so
f[p1p2] is well-defined on X2−Q(p2). But it is possible that there are more than one
minimal geodesic between p2 and p
′
2. Anyway, by choosing an arbitrary f[p1p2](p
′
2)
for p′2 ∈ Q, we can define a map
f[p1p2] : X2 → (Σp1X1)
⊥.
From the definition, it is clear that for any p′2 ∈ X2,
(1.3) |f[p1p2](p2)f[p1p2](p
′
2)| = |p2p
′
2|,
and that if there is a unique minimal geodesic between p2 and p
′
2, then f[p1p2]([p2p
′
2])
is a minimal geodesic in (Σp1X1)
⊥. Consequently, f[p1p2] naturally induces a tangent
map
Df[p1p2] : Σp2X2 −→ Σ↑p2p1
(Σp1X1)
⊥.
On the other hand, by (1.1.2) we have that
(1.4) |f[p1p2](p
′
2)f[p1p2](p
′′
2)| ≥ |p
′
2p
′′
2 |
for all p′2, p
′′
2 ∈ X2.
From the above discussion, we conclude the following.
Proposition 1.5. (1.5.1) f[p1p2] is distance non-decreasing; and f[p1p2] maps a
(n2, δ)-strainer at p2 to a (n2, δ)-strainer at ↑
p2
p1
, and thus dim(X2) ≤ dim((Σp1X1)
⊥).
(1.5.2) Df[p1p2] is also a distance non-decreasing map.
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Proof. By (1.4), f[p1p2] is distance non-decreasing. Then by (1.3) and (1.1.2), f[p1p2]
preserves an (n2, δ)-strainer (see [BGP] for the definition of the (n, δ)-strainer), and
Df[p1p2] is distance non-decreasing. 
The observation that both f[p1p2] and Df[p1p2] are distance nondecreasing maps
will play a key rule in the proof of Theorem A.
Based on the geometry of two pi
2
-part convex subsets in Lemma 1.2 and 1.4, and
properties of f[p1p2] and Df[p1p2] in Proposition 1.5, we will establish the following
key properties that are used in the proof of Theorem A (see the outline of the proof
at the end of Introduction).
Let λx1x2 be the number of minimal geodesics between x1 and x2.
Key Lemma 1.6. Let X ∈ Alexn(1), and let X1 and X2 be its compact convex
subsets with |x1x2| =
pi
2 for all xi ∈ Xi and dim(X1) + dim(X2) = n − 1. Then
λp1p2 has a maximum m for pi ∈ X
◦
i ; moreover, X
m
i , {p ∈ X
◦
i | ∃ q ∈ X
◦
j (j 6=
i) s.t. λpq = m} is open and dense in X
◦
i , and λp1p2 = m for all pi ∈ X
m
i .
Key Lemma 1.7. Let the assumptions be as in Key Lemma 1.6. For any [p1p2]
with pi ∈ X
◦
i , we have that ↑
p2
p1
∈ ((Σp1X1)
⊥)◦. In particular, if ∂X2 = ∅, then
∂(Σp1X1)
⊥ = ∅, and (Σp1X1)
⊥ =⇑X2p1 .
We conclude this section with an application of Proposition 1.5, which together
with Lemma 1.2 implies (A1).
Theorem 1.8. Let X ∈ Alexn(1), and let X1 and X2 be its two compact convex
subsets with |x1x2| =
pi
2 for all xi ∈ Xi. Then dim(X1) + dim(X2) ≤ n− 1.
Proof. We observe that Theorem 1.8 holds if n = 1, and proceed by induction on
n. For p1 ∈ X
◦
1 , the following subsets of Σp1X are convex:
(1.5) Σp1X1, (Σp1X1)
⊥ (= (Σp1X1)
=pi2 ).
(Here, if dim(X1) = 0, then Σp1X1 = ∅ and dim(Σp1X1) = −1, and (Σp1X1)
⊥ =
Σp1X . Note that Σp1X1 is convex and has an empty boundary because p1 ∈ X
◦
1
and X1 is convex, so by Lemma 1.3 (Σp1X1)
=pi2 = (Σp1X1)
≥pi2 , which is convex by
(1.1.1).) Since Σp1X ∈ Alex
n−1(1), by induction we have that
dim(Σp1X1) + dim((Σp1X1)
⊥) ≤ dim(Σp1X)− 1 = n− 2,
which implies
dim(X1) + dim((Σp1X1)
⊥) ≤ n− 1.
On the other hand, by (1.5.1) we have that
dim(X2) ≤ dim((Σp1X1)
⊥).
Hence, dim(X1) + dim(X2) ≤ n− 1. 
Remark 1.9. From the above proof, it is clear that “dim(X1) + dim(X2) = n − 1”
implies that dim((ΣpiXi)
⊥) = dim(Xj) (j 6= i) for pi ∈ X
◦
i , and that (ΣpiXi)
⊥
consists of either a point or two points with distance π if dim((ΣpiXi)
⊥) = 0.
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2. Proof of Key Lemma 1.6
We first point out that Key Lemma 1.6 is obvious if X1 = {p1, p
′
1} (or X2 =
{p2, p
′
2}). It is our convention that |p1p
′
1| = π, and thus X = X1 ∗ N and X2 ⊆
N ∈ Alexn−1(1). Hence, λp1p2 = 1.
In the following proof, we need only to consider two cases: X1 is a point, and
dim(Xi) > 0, i = 1, 2. Let’s first bound λp1p2 in Key Lemma 1.6.
Lemma 2.1. (2.1.1) If X1 = {p1}, then λp1p2 ≤ 2 for any p2 ∈ X
◦
2 .
(2.1.2) If dim(Xi) > 0 for i = 1 and 2, then there exists a positive number m such
that λp1p2 ≤ m for any pi ∈ X
◦
i .
Proof. (2.1.1) For any p2 ∈ X
◦
2 , by Remark 1.9 dim((Σp2X2)
⊥) = 0 (note that
dim(X2) = n− 1), and thus (Σp2X2)
⊥ is either a point or two points with distance
π. Since ↑p1p2∈ (Σp2X2)
⊥ for any [p1p2] (see (1.2)), we have that λp1p2 ≤ 2.
(2.1.2) By (2.1.1), we are able to apply the inductive argument starting with
dim(X1) = 0. Let ni = dim(Xi).
We first give the proof for a special case where pi ∈ X
◦
i is an (ni, δ)-strained
point (i.e. a point with an (ni, δ)-strainer).
Firstly, under an additional assumption that there is (ni, δ)-strained point qi ∈
Xi such that λq1q2 < ∞, we prove that λp1p2 has a maximum m. If this is
not true, then there is a sequence of (ni, δ)-strained points p
k
i ∈ Xi such that
lim
k→∞
λpk1pk2 =∞. Now we consider λq1pk2 . If limk→∞
λq1pk2 <∞ (resp. limk→∞
λq1pk2 =∞)
passing a subsequence, then by Lemma 1.4 there is [q1p
k
2 ] and [q1p
k
1 ] (resp. [q2q1]k
and [q2p
k
2 ], where [q2q1]k is some minimal geodesic between q2 and q1) such that
lim
k→∞
λ
↑
pk
2
q1
↑
pk
1
q1
=∞ (resp. lim
k→∞
λ
(↑
q1
q2
)k↑
pk
2
q2
=∞) in Σq1X (resp. Σq2X). On the other
hand, according to Remark 1.9, dim((Σq1X1)
⊥) = n2 and dim((Σq2X2)
⊥) = n1;
and by Proposition 1.5, ↑
pk2
q1 and (↑
p1
q2
)k are (n2, δ)- and (n1, δ)-strained points in
(Σq1X1)
⊥ and (Σq2X2)
⊥ respectively. This implies that ↑
pk2
q1∈ ((Σq1X1)
⊥)◦ and
(↑q1q2)k ∈ ((Σq2X2)
⊥)◦. Moreover, ↑
qki
qi ∈ (ΣqiXi)
◦ because ΣqiXi has an empty
boundary. Then, by the inductive assumption on Σq1X (resp. Σq2X), we can con-
clude that λ
↑
pk
2
q1
↑
pk
1
q1
(resp. λ
(↑
q1
q2
)k↑
pk
2
q2
) have an upper bound for all k, a contradiction.
Secondly, we verify the above additional assumption, i.e., there is (ni, δ)-strained
point qi ∈ Xi such that λq1q2 < ∞. If not true, then for any (ni, δ)-strained point
pi ∈ Xi, λp1p2 = ∞. Note that “λp1p2 = ∞” implies that there are minimal
geodesics [p1p2] and {[p1p2]j}
∞
j=1 between p1 and p2 such that
lim
j→∞
[p1p2]j = [p1p2] (so lim
j→∞
(↑p2p1)j =↑
p2
p1
).
Now we consider the maps f[p1p2] and Df[p1p2] (defined in Section 1). For con-
venience, we let ζj and ζ denote (↑
p2
p1
)j and ↑
p2
p1
respectively. By Proposition 1.5,
f[p1p2] maps an (n2, δ)-strainer at p2 in X2 to an (n2, δ)-strainer at ζ in (Σp1X1)
⊥.
On the other hand, we have dim((Σp1X1)
⊥) = n2 (see Remark 1.9). It then follows
that both Σp2X2 and Σζ(Σp1X1)
⊥ are χ(δ)-isometric to the unit sphere Sn2−1,
where χ(δ) → 0 as δ → 0 (ref. [BGP]). Together with that Df[p1p2] is distance
nondecreasing (see Proposition 1.5), this implies that for any η ∈ Σζ(Σp1X1)
⊥
there exists ξη ∈ Σp2X2 such that |Df[p1p2](ξη)η| < χ(δ). Moreover, we can assume
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that there is a [p2qη] in X2 such that ξη =↑
qη
p2 , so Df[p1p2](ξη) is the direction of
f[p1p2]([p2qη]) at ζ. Since limj→∞ ζj = ζ, we assume that ↑
ζj
ζ converges to some
η¯ ∈ Σζ(Σp1X1)
⊥ passing to a subsequence. Hence, for sufficiently large j0, we can
assume that |Df[p1p2](ξη¯) ↑
ζj0
ζ | < 2χ(δ), and select ζ0 , f[p1p2](p
0
2) with p
0
2 ∈ [p2qη¯]
such that |ζζ0| = |ζζj0 | (note that |ζζ0| = |p2p
0
2|). By applying (1.1.2) on the hinge
formed by [ζζ0] and [ζζj0 ], we conclude that
|ζj0ζ0| < 2χ(δ)|ζζ0|.
However, by applying (1.1.2) on the hinge formed by [p1p2]j0 and [p1p
0
2] (with
↑
p02
p1= ζ0), we conclude that
|ζj0ζ0| ≥ |p2p
0
2| = |ζζ0|,
a contradiction. By now, the proof for the special case is complete.
Next, we will prove that λp1p2 ≤ m when one of pi is (ni, δ)-strained point, say
p1. If λp1p2 > m, we select minimal geodesics {[p1p2]k}
m+1
k=1 , and let
ε = min
1≤i6=j≤m+1
{|(↑p2p1)i(↑
p2
p1
)j |}.
Then by Lemma 2.2 below, we get that λp1p′2 ≥ m+ 1 for any p
′
2 ∈ B(p2,
ε
2 ) ∩X2.
However, there must be an (n2, δ)-strained point p
′
2 in B(p2,
ε
2)∩X2 (recall that, for
any ν > 0, there are (n2, δ)-strained points in B(p2, ν)∩X2 ([BGP])), so λp1p′2 ≤ m
by the above special case, which contradicts λp1p′2 ≥ m+ 1.
Finally, for any pi ∈ X
◦
i , by repeating the argument in the previous case we
conclude that λp1p2 ≤ λp1p′2 ≤ m, where p
′
2 is (n2, δ)-strained point close to p2.

Lemma 2.2. Let p1 ∈ X1 and p2 ∈ X
◦
2 , and let [p1p2]1, · · · , [p1p2]k be minimal
geodesics between p1 and p2 with min
1≤i6=j≤k
{|(↑p2p1)i(↑
p2
p1
)j |} = ε. Then λp1p′2 ≥ k for
any p′2 ∈ B(p2,
ε
2 ) ∩X2.
Proof. We will derive a contradiction by assuming that λp1p′2 < k. By Lemma
1.4, for any [p1p2]j there is a [p1p
′
2] such that |(↑
p2
p1
)j ↑
p′2
p1 | = |p2p
′
2|. Hence, if
λp1p′2 < k, there must be two [p1p2]j, say [p1p2]1 and [p1p2]2, and one [p1p
′
2] such
that |(↑p2p1)j ↑
p′2
p1 | = |p2p
′
2| (j = 1, 2). It then follows that
|(↑p2p1)1(↑
p2
p1
)2| ≤ 2|p2p
′
2| < ε,
which contradicts “ min
1≤i6=j≤k
{|(↑p2p1)i(↑
p2
p1
)j|} = ε”. 
Based on Lemma 2.1, we will explore the local join structure on X , which will
be used to show that Xmi is open and dense (the latter part of Key Lemma 1.6).
Lemma 2.3. Suppose that the function λ : X1 × X2 → N
+ defined by λ(p, q) =
λpq attains a local maximum ml around (p1, p2) with pi ∈ X
◦
i . Then there are
neighborhoods Ui ⊂ X
◦
i of pi such that
(2.3.1) λp′1p′2 = ml for any p
′
1 ∈ U1 and p
′
2 ∈ U2;
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(2.3.2) for any [p1p2], both f[p1p2] : U2 −→ (Σp1X1)
⊥ and f[p2p1] : U1 −→ (Σp2X2)
⊥
are isometrical embedding;
(2.3.3) U1 ∗ U2 can be embedded isometrically into X around any [p1p2].
Proof. Let
(2.1) ε = min
1≤i6=j≤ml
{|(↑p1p2)i(↑
p1
p2
)j|, |(↑
p2
p1
)i(↑
p2
p1
)j |},
where {(↑p1p2)i} (resp. {(↑
p2
p1
)j}) are all directions from p2 to p1 (resp. from p1 to p2).
By Lemma 2.2, for any p′2 ∈ B(p2,
ε
2 ) ∩X2 and p
′
1 ∈ B(p1,
ε
2) ∩X1, we have that
λp1p′2 ≥ ml and λp2p′1 ≥ ml. On the other hand, there are neighborhoods Vi ⊂ Xi
of pi such that λ|V1×V2 ≤ ml. It then follows that, for any p
′
i ∈ Vi ∩B(pi,
ε
2
),
(2.2) λp1p′2 = λp′1p2 = ml;
and from the proof of Lemma 2.2 it is easy to see that, for any fixed [p1p2],
(2.3) ∃! [p1p
′
2] s.t. | ↑
p2
p1
↑
p′2
p1 | = |p2p
′
2| and ∃! [p2p
′
1] s.t. | ↑
p1
p2
↑
p′1
p2 | = |p1p
′
1|.
Due to the property of the limit angle (see 2.8.1 in [BGP]), for sufficiently small
convex neighborhood Ui ⊂ Vi ∩B(pi,
ε
2 ) ∩X
◦
i of pi, we have that
min
1≤i6=j≤ml
{|(↑
p′2
p1)i(↑
p′2
p1)j |, |(↑
p1
p′2
)i(↑
p1
p′2
)j|} >
ε
2
for any p′2 ∈ U2,(2.4)
min
1≤i6=j≤ml
{|(↑
p′1
p2)i(↑
p′1
p2)j |, |(↑
p2
p′1
)i(↑
p2
p′1
)j|} >
ε
2
for any p′1 ∈ U1.
(2.3.1) Due to (2.4), we can obtain that λp′1p′2 = ml (similar to (2.2)) for any
p′i ∈ Ui once Ui falls in B(pi,
ε
4
).
(2.3.2) Since U2 is sufficiently small, we assume that U2 ⊂ B(p2,
ε
8
). Based on
(2.3) and (2.4), a further observation is that, for any fixed [p1p2] and any p
′
2 ∈ U2,
(2.5) ∃! [p1p
′
2] s.t. | ↑
p2
p1
↑
p′2
p1 | = |p2p
′
2|, and ∀ p
1
2, p
2
2 ∈ U2, | ↑
p12
p1↑
p22
p1 | = |p
1
2p
2
2|.
Due to (2.3), we need only to prove that | ↑
p12
p1↑
p22
p1 | = |p
1
2p
2
2|. If this is not true, by
Lemma 1.4 there is another (↑
p22
p1)
′ such that | ↑
p12
p1 (↑
p22
p1)
′| = |p12p
2
2|. It then follows
that | ↑
p22
p1 (↑
p22
p1)
′| ≤ |p22p2|+ |p2p
1
2|+ |p
1
2p
2
2| <
ε
2 , which contradicts (2.4).
Note that (2.5) implies that f[p1p2] : U2 → (Σp1X1)
⊥ is an isometrical embedding,
and similarly, so is f[p2p1] : U1 → (Σp2X2)
⊥ for sufficiently small U1.
(2.3.3)We still consider the fixed [p1p2], and assume that Ui ⊂ B(pi,
ε
8 ) (i = 1, 2).
For any p′2 ∈ U2, let [p1p
′
2] be the minimal geodesic determined in (2.5). Similarly,
for any p′1 ∈ U1,
(2.6) ∃! [p′1p
′
2] s.t. | ↑
p1
p′2
↑
p′1
p′2
| = |p1p
′
1|, and ∀ p
1
1, p
2
1 ∈ U1, | ↑
p11
p′2
↑
p21
p′2
| = |p11p
2
1|.
For the [p1p2] and [p
′
1p
′
2], we define
D([p1p2], [p
′
1p
′
2]) , max{|xx
′| | x ∈ [p1p2], x
′ ∈ [p′1p
′
2], and |p1x| = |p
′
1x
′|}.
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It is not hard to see that
(2.7) D([p1p2], [p
′
1p
′
2]) ≤ D([p1p2], [p1p
′
2]) + D([p1p
′
2], [p
′
1p
′
2]) = |p2p
′
2|+ |p1p
′
1|.
Then, due to (2.1), there is ν > 0 such that if |p2p
′
2|+ |p1p
′
1| < ν, then [p
′
1p
′
2] is the
unique minimal geodesic between p′1 and p
′
2 satisfying
(2.8) D([p1p2], [p
′
1p
′
2]) < ν.
Based on (2.8), we claim that for sufficiently small U1 and U2, the [p
′
1p
k
2 ] determined
in (2.6) satisfies
(2.9) | ↑
p12
p′1
↑
p22
p′1
| = |p12p
2
2|.
In fact, by Lemma 1.4 there exists a [p′1p
1
2]
′ such that |(↑
p12
p′1
)′ ↑
p22
p′1
| = |p12p
2
2|, so
D([p1p2], [p
′
1p
1
2]
′) ≤ D([p1p2], [p
′
1p
2
2]) + D([p
′
1p
2
2], [p
′
1p
1
2]
′) ≤ |p1p
′
1|+ |p2p
2
2|+ |p
1
2p
2
2|.
Hence, once U1 and U2 are so small that |p1p
′
1|+ |p2p
2
2|+ |p
1
2p
2
2| < ν, [p
′
1p
1
2]
′ has to
be the [p′1p
1
2] determined in (2.6). That is, the claim is true.
Now, for the [p1p2], it suffices to show that U[p1p2] ,
⋃
p′i∈Ui
[p′1p
′
2] is isometric
to U1 ∗ U2 (where U1 and U2 are in the above claim and [p
′
1p
′
2] is in (2.6)), i.e., for
any xk ∈ [p
k
1p
k
2 ] ⊂ U[p1p2] with p
k
i ∈ Ui (k = 1, 2),
(2.10) |x1x2| = |x1x2|∗,
where | · |∗ denotes the distance of U1 ∗ U2 (note that xk can be regarded as the
point in the [pk1p
k
2 ] ⊂ U1 ∗ U2 with |p
k
1xk|∗ = |p
k
1xk|). By (2.9) (and its proof) and
Lemma 1.4, [p21p
1
2], [p
2
1p
2
2] and any [p
1
2p
2
2] bound a convex spherical surface, denoted
by △p21p
1
2p
2
2. This implies that |p
1
2x2| = |p
1
2x2|∗ (similarly, |p
1
1x2| = |p
1
1x2|∗); and
for any z ∈ [p12x2] ⊂ △p
2
1p
1
2p
2
2, there is p
3
2 ∈ [p
1
2p
2
2] such that z ∈ [p
2
1p
3
2] ⊂ △p
2
1p
1
2p
2
2.
Note that
D([p1p2], [p
2
1p
3
2]) ≤ D([p1p2], [p
2
1p
2
2]) + D([p
2
1p
2
2], [p
2
1p
3
2]) ≤ |p1p
2
1|+ |p2p
2
2|+ |p
2
2p
1
2|,
so it has to hold that [p21p
3
2] ⊂ U[p1p2] (see (2.8)). Similarly, there is a convex
spherical surface △p11p
2
1p
3
2 which contains [p
2
1p
3
2], and so |p
1
1z| = |p
1
1z|∗ (note that z
can be regarded as the point in the [p12x2] ⊂ U1 ∗U2 with |p
1
2z|∗ = |p
1
2z|). Hence, by
(1.1.3), [p11z] (⊂ △p
1
1p
2
1p
3
2) and [p
1
2x2] determine a convex spherical surface △p
1
1p
1
2x2
(⊃ [p11z]) bounded by [p
1
2x2] and some [p
1
1p
1
2]
′ and [p11x2]. Similarly, for any x ∈
[p11p
1
2]
′, we have that
|x2x| = |x2x|∗,
which will imply (2.10) as long as we prove that [p11p
1
2]
′ is just the [p11p
1
2]. Note that
[p11z] ⊆ △p
1
1p
2
1p
3
2 ∩ △p
1
1p
1
2x2 and [p
1
2z] ⊆ △p
2
1p
1
2p
2
2 ∩ △p
1
1p
1
2x2, so it is not hard to
see that D([p1p2]
′, [p21p
3
2]) < ν/2 for sufficiently small U1 and U2 (where ν is the
number in (2.8)). And we can assume that D([p1p2], [p
2
1p
3
2]) < ν/2 (see (2.7-8)), so
D([p1p2], [p
1
1p
1
2]
′) ≤ D([p1p2], [p
2
1p
3
2]) + D([p
2
1p
3
2], [p
1
1p
1
2]
′) < ν.
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Then, by (2.8), [p11p
1
2]
′ has to be the [p11p
1
2] determined in (2.6). 
Remark 2.4. The above argument can be used to prove a weak version of ‘local’ join
structure: for any [p1p2] with pi ∈ X
◦
i and λp1p2 < m, given [p
′
1p
′
2] with p
′
i ∈ X
◦
i
and D([p1p2], [p
′
1p
′
2]) sufficiently small, there is [pip
′
i] ⊂ Xi such that [p1p2] ∪ [p
′
1p
′
2]
can be embedded isometrically into [p1p
′
1] ∗ [p2p
′
2], i.e., for any x ∈ [p1p2]
◦ and
x′ ∈ [p′1p
′
2]
◦,
|xx′| = |xx′|∗ (similar to (2.10)),
where | · |∗ denotes the distance of [p1p
′
1] ∗ [p2p
′
2] (note that here [p1p
′
1] and [p2p
′
2]
can be chosen arbitrarily). In what follows, we point out that, for any [xx′], the
above underlying join structure implies a canonical way to locate the projection of
[xx′] on Xi
6, and the projection is a minimal geodesic [pip
′
i]. Indeed, the way to
locate the projection here is the same as to do this in [p1p
′
1] ∗ [p2p
′
2] (see below for
a step-by-step picture).
Proof of Key Lemma 1.6.
By Lemma 2.1, λp1p2 has a maximum m for all pi ∈ X
◦
i . And by (2.3.1),
Xmi (= {p ∈ X
◦
i | ∃ q ∈ X
◦
j (j 6= i) s.t. λpq = m}) is open in X
◦. Hence, it suffices
to show that Xmi is dense in X
◦
i and that λp1p2 = m for all pi ∈ X
m
i . We will give
a proof by induction on n, starting with the trivial case, n = 1.
We first prove that for all pi ∈ X
m
i , λp1p2 = m. By the definition of X
m
i , there
is a p′2 ∈ X
◦
2 and p
′
1 ∈ X
◦
1 such that λp1p′2 = m = λp′1p2 . According to (2.3.3),
there are neighborhoods Ui ⊂ X
◦
i of p1 and p
′
2 such that U1 ∗U2 can be embedded
isometrically into X around any given [p1p
′
2].
We consider Σp1X ∈ Alex
n−1(1), in which both Σp1X1 and (Σp1X1)
⊥ are convex
(see (1.5)). By Remark 1.9, dim(Σp1X1)+dim((Σp1X1)
⊥) = dim(Σp1X)−1. Hence,
by the inductive assumption on Σp1X , λξζ has a maximumm
′ for any ξ ∈ (Σp1X1)
◦
(= Σp1X1) and ζ ∈ ((Σp1X1)
⊥)◦, and λξζ = m
′ for any ξ ∈ (Σp1X1)
m′ and
ζ ∈ ((Σp1X1)
⊥)m
′
. On the other hand, by (2.3.2), f[p1p′2] : U2 −→ (Σp1X1)
⊥
is an isometrical embedding, which implies that ↑
p′2
p1∈ ((Σp1X1)
⊥)◦ (note that
dim((Σp1X1)
⊥) = dim(X2) and p
′
2 ∈ X
◦
2 ). Then that U1 ∗ U2 can be embedded
isometrically into X around [p1p
′
2] implies that
(2.11) m′ = 1.
Let p′′2 be an (n2, δ)-strained point in X2 closed to p2. We first show that
λp1p′′2 = m. From the proof of (2.1.2), we know that ↑
p′′2
p1 ∈ ((Σp1X1)
⊥)◦ for any
6For any x ∈ [x1x2]◦ with xi ∈ Xi, we say that xi is the projection of x on Xi.
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[p1p
′′
2 ] (however, so far we do NOT know that ↑
p2
p1
∈ ((Σp1X1)
⊥)◦ for a [p1p2]). Note
that λp′1p′′2 = m by (2.3.1). If λp1p′′2 < m, then by Lemma 1.4 there is some ↑
p′1
p1 and
↑
p′′2
p1 such that λ
↑
p′
1
p1
↑
p′′
2
p1
> 1, which contradicts (2.11).
Now, we show that λp1p2 = m. Since λp1p′′2 = m, if λp1p2 < m, then by Lemma
1.4 there are [p1p
′′
2 ]k (k = 1, 2) and [p1p2] such that | ↑
p2
p1
(↑
p′′2
p1 )k| = |p2p
′′
2 |. Note
that there is a unique minimal geodesic between (↑
p′′2
p1 )k ∈ ((Σp1X1)
⊥)◦ and given
↑
p′1
p1∈ Σp1X (see (2.11)), so by applying Lemma 1.4 on Σp1X we get that
(2.12) D([↑
p′1
p1 (↑
p′′2
p1 )1], [↑
p′1
p1 (↑
p′′2
p1 )2]) = |(↑
p′′2
p1 )1(↑
p′′2
p1 )2| ≤ 2|p2p
′′
2 |.
On the other hand, still by Lemma 1.4, there is [p′1p
′′
2 ]k such that [↑
p′1
p1 (↑
p′′2
p1 )k]
(⊂ Σp1X) is realized by the convex spherical surface Sk bounded by [p1p
′′
2 ]k, [p
′
1p
′′
2 ]k
and [p1p
′
1]. Let xk ∈ [p
′
1p
′′
2 ]k with |p
′
1x1| = |p
′
1x2|, and [p1xk] ⊂ Sk. Note that
|p1x1| = |p1x2|, so | ↑
x1
p1
↑x2p1 | ≥ |x1x2| by (1.1.2). This implies that
D([↑
p′1
p1 (↑
p′′2
p1 )1], [↑
p′1
p1 (↑
p′′2
p1 )2]) ≥ D([p
′
1p
′′
2 ]1, [p
′
1p
′′
2 ]2),
which contradicts (2.12) (because |p2p
′′
2 | can be sufficiently small, but D([p
′
1p
′′
2 ]1,
[p′1p
′′
2 ]2) has a positive lower bound (see (2.4))).
We then prove that Xmi is dense in in X
◦
i . If this is not true, then there is
qi ∈ X
◦
i such that λq1q2 = m
′ < m is a local maximum. Similar to (2.11), we can
conclude that there is a unique minimal geodesic between any point in ΣqiXi and
in ((ΣqiXi)
⊥)◦. Now, consider a pair of pi ∈ X
m
i . By (2.3.1), pi, qi can be chosen
to be (ni, δ)-stained points. Note that, when λp1q2 = m (resp. λp1q2 < m), by
Lemma 1.4, there is some ↑p1q1∈ Σq1X1 and ↑
q2
q1
∈ ((Σq1X1)
⊥)◦ (resp. ↑p2q2∈ Σq2X2
and ↑p1q2∈ ((Σq2X2)
⊥)◦) between which there are at least two minimal geodesics; a
contradiction. 
We will end this section with some properties of Xmi , which will be used in
Section 4.
Corollary 2.5. For any pi ∈ X
m
i , if (ΣpiXi)
⊥ has an empty boundary, then
ΣpiX = ΣpiXi ∗ (ΣpiXi)
⊥.
Note that Corollary 2.5 can be seen from the proof around (2.11).
Lemma 2.6. For any p1 ∈ X
◦
1 and [p2p
′
2] ⊂ X
◦
2 , there exists a finite number mc
such that λp1p′′2 = mc for all p
′′
2 ∈ [p2p
′
2]
◦, and λp1p2 , λp1p′2 ≤ mc.
Proof. By Lemma 1.4 (resp. (1.1.3)), any [p1p2] (resp. [p1p
′′
2 ]) has to lie in a convex
spherical surface bounded by [p1p2], [p2p
′
2] and some [p1p
′
2]. Moreover, the interior
parts of two such surfaces do not intersect. This together with Lemma 2.1 implies
the lemma. 
Lemma 2.6 has an immediate corollary.
Corollary 2.7. (2.7.1) For any pi ∈ X
m
i and [pip
′
i] ⊂ Xi, [pip
′
i] \ {p
′
i} belongs to
Xmi .
(2.7.2) Xmi is totally convex in Xi.
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3. Proof of Key Lemma 1.7
In the proof Key Lemma 1.7, we will show that the following multi-valued map
fp1 : X2 → (Σp1X1)
⊥ by p2 7→⇑
p2
p1
is onto if ∂X2 = ∅, where p1 ∈ X
◦
1 . It suffices to check that fp1 is an open map (it
is clear that fp1 is a closed map). Note that at any (n2, δ)-strained point, we have
already known that fp1 is open (see the arguments after (2.11)).
To prove the openness for fp1 , we introduce the concept of cone-neighborhood
isometrical multi-valued map.
Definition 3.1. Let X, X˜ ∈ Alex(1) with dim(X˜) ≥ dim(X) ≥ 1, and let f : X →
X˜ be a multi-valued map. We say that f is a cone-neighborhood isometry if the
following hold:
(3.1.1) there is an m such that #{f(p)} ≤ m for all p ∈ X , and that Xm , {p ∈
X | #{f(p)} = m} is dense in X .
(3.1.2) |p˜q˜| ≥ |pq| for any p, q ∈ X , p˜ ∈ f(p) and q˜ ∈ f(q); and given any [pq]
and p˜ ∈ f(p), there exists a [p˜q˜] with q˜ ∈ f(q) such that [p˜q˜] ⊆ f([pq]) and
f |[pq] : [pq]→ [p˜q˜] is an isometry.
Remark 3.2. For any p ∈ X and p˜ ∈ f(p) in Definition 3.1, let rp˜ ,
1
4 min{|p˜p˜
′| | p˜′ ∈
f(p), p˜′ 6= p˜}. Then it follows from (3.1.1) and (3.1.2) that:
(3.2.1) if p ∈ Xm, then f : B(p, rp˜)→ B(p˜, rp˜) is an isometrical embedding;
(3.2.2) if p ∈ X \Xm, then |p˜q˜| = |pq| for any q ∈ B(p, rp˜) and q˜ ∈ f(q)∩B(p˜, rp˜).
Why do we call such f a cone-neighborhood isometry? To give an explanation,
we first define the ε-cone neighborhood V[pq],ε of any given [pq] ⊂ X as follows:
V[pq],ε ,
{
x ∈ X | |xp| ≤ |qp| and there is a [px] s.t. | ↑xp↑
q
p | < ǫ
}
.
From Definition 3.1 (and Remark 3.2), for any p˜ ∈ f(p) and [pq] ⊂ B(p, rp˜), it is easy
to see that there are minimal geodesics {[p˜q˜i]}
k
i=1 (k ≤ m) with q˜i ∈ f(q)∩B(p˜, rp˜)
such that
(3.1) B(p˜, rp˜) ∩ f([pq]) =
k⋃
i=1
[p˜q˜i].
We know that any triangle △x˜p˜y˜, where x˜ ∈ [p˜q˜i] and y˜ ∈ [p˜q˜j ], will be more and
more isometric to its comparison triangle as x˜, y˜ → p˜ ([BGP]). Hence, it is not hard
to see that there is an N > 4 such that for each ↑q˜ip˜
(3.2) r
↑
q˜i
p˜
,
1
N
min
j 6=i
{| ↑q˜ip˜ ↑
q˜j
p˜ |}
satisfies that, for q˜i,δ ∈ [p˜q˜i] and qδ ∈ [pq] with |p˜q˜i,δ| = |pqδ| = δ sufficiently small,
(3.3) V[p˜q˜i,δ],r
↑
q˜i
p˜
⊂
⋃
x˜∈[p˜q˜i,δ]\{p˜}
B(x˜, rx˜)
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and
(3.4) V[pqδ],r
↑
q˜i
p˜
⊂
⋃
x∈[pqδ]\{p},x˜∈f(x)∩[p˜q˜i]
B(x, rx˜).
It then follows that
f(V[pqδ],r
↑
q˜i
p˜
) ⊆ V[p˜q˜i,δ],r
↑
q˜i
p˜
,
due to which we call the multi-valued f a cone-neighborhood isometry.
By the way, we would like to point out that (3.1) implies that
(3.5) [pq] \ {p} ⊂ Xm
for any [pq] with q ∈ B(p, rp) ∩Xm, where rp = min{rp˜|p˜ ∈ f(p)}.
A substantial property of a cone-neighborhood isometry is:
Proposition 3.3. Let f : X → X˜ be a cone-neighborhood isometry. Then at any
p ∈ X and p˜ ∈ f(p), f induces a tangent map Df : ΣpX → Σp˜X˜ such that Df is
again a cone-neighborhood isometry.
Proof. By (3.2.1), if p ∈ Xm, then f induces naturally an isometrical embedding
Df : ΣpX → Σp˜X˜. Hence, in the rest of the proof, we need only to consider
p ∈ X \Xm.
At first, we define Df(η) for all η ∈ (ΣpX)
′. Recall that η ∈ (ΣpX)
′ means that
there is a [pq] with q ∈ B(p, rp˜) such that η =↑
q
p ([BGP]). Since B(p˜, rp˜)∩f([pq]) =
∪ki=1[p˜q˜i] (k ≤ m) where q˜i ∈ f(q) ∩B(p˜, rp˜) (see (3.1)), we define
(3.6) Df(η) = {↑q˜ip˜ }
k
i=1,
on which we will first give two claims before defining Df(ζ) for ζ 6∈ (ΣpX)
′.
Claim 1: there is an m′ such that #{Df(η)} ≤ m′ for all η ∈ (ΣpX)
′; and if
there is a [pq] with q ∈ B(p, rp˜) ∩Xm such that η =↑
q
p, then #{Df(η)} = m
′. In
order to see the claim, we fix a point q ∈ B(p, rp˜)∩Xm, and notice that #{Df(η)} =
#{f(q)∩B(p˜, rp˜)}. By (3.1.2) and the choice of rp˜ (in Remark 3.2), for any [zq] with
z ∈ B(p, rp˜) and z˜ ∈ f(z) ∩ B(p˜, rp˜), there exists a [z˜q˜i] with q˜i ∈ f(q) ∩ B(p˜, rp˜)
such that f |[zq] : [zq] → [z˜q˜i] is an isometry. It follows that #{f(z) ∩ B(p˜, rp˜)} ≤
#{f(q) ∩ B(p˜, rp˜)} (otherwise, for some q˜i ∈ f(q) ∩ B(p˜, rp˜), f([zq]) ∩ B(q˜i, rq˜i)
consists of at least two geodesics starting from q˜i, which contradicts (3.2.1) because
q ∈ Xm). Note that this also implies that #{f(z)∩B(p˜, rp˜)} = #{f(q)∩B(p˜, rp˜)}
if z also belongs to Xm. Therefore, Claim 1 follows.
Claim 2: Let q, z ∈ B(p, rp˜). For any [pq], [pz] and [p˜z˜] ⊂ f([pz]) ∩ B(p˜, rp˜),
there is a [p˜q˜i] ⊂ f([pq]) ∩B(p˜, rp˜) such that | ↑
z˜
p˜↑
q˜i
p˜ | = | ↑
z
p↑
q
p |. Let xj ∈ [pq] and
yj ∈ [pz] with xj , yj → p as j →∞. We select y˜j ∈ f(yj) ∩ [p˜z˜]. Similarly, for any
[yjxj ], there is a [y˜j x˜j ] with x˜j ∈ f(xj)∩B(p˜, rp˜) such that f |[yjxj ] : [yjxj ]→ [y˜j x˜j ]
is an isometry. Passing to a subsequence, we can assume that x˜j falls in some
[p˜q˜i] ⊂ f([pq]) ∩ B(p˜, rp˜). It then follows that | ↑
z˜
p˜↑
q˜i
p˜ | = | ↑
z
p↑
q
p | (note that
|p˜x˜j | = |pxj |, |p˜y˜j | = |pyj | and |x˜j y˜j | = |xjyj |).
Next, we will define Df(ζ) for all ζ ∈ ΣpX \ (ΣpX)
′. Note that we can select
[pzj ] with zj ∈ B(p, rp˜) ∩Xm such that ↑
zj
p → ζ as j →∞.
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Claim 3: B , ∪∞j=1Df(↑
zj
p ) has at most m′ limiting points in Σp˜X˜, where m
′ is
the number in Claim 1; and the limiting points of B do not depend on the choice of
[pzj ]. If the claim is not true, then we can let ζ˜1, · · · , ζ˜m′+1 be the limiting points
of B. Note that for any 0 < ǫ≪ min1≤i6=i′≤m′+1{|ζ˜iζ˜i′ |}, there is a J > 0 such that
| ↑
zj
p ↑
zj′
p | ≤ ǫ if j, j′ > J . This together with Claim 2 implies that, for any fixed
j > J and ζ˜i (1 ≤ i ≤ m
′+1), there is a ξ˜ ∈ Df(↑
zj
p ) such that |ξ˜ζ˜i| ≤ ǫ. I.e., it has
to hold that #{Df(↑
zj
p )} > m′, which contradicts Claim 1. Hence, B has at most
m′ limiting points; moreover, we can similarly conclude that the limiting points of
B do not depend on the choice of [pzj ].
Based on Claim 3, for ζ ∈ ΣpX \ (ΣpX)
′, we define
Df(ζ) = {the limiting points of B}.
So far, we have finished the definition of a multi-valued map Df : ΣpX → Σp˜X˜.
At last, we need only to check that Df satisfies the corresponding (3.1.1-2).
“(3.1.1)”: By Claim 1 and 3, it is clear that #{Df(η)} ≤ m′ for all η ∈ ΣpX ;
and by the latter part of Claim 1, (ΣpX)m′ , {η ∈ ΣpX | #{Df(η)} = m
′} is dense
in ΣpX because Xm is dense in X and (ΣpX)
′ is dense in ΣpX ([BGP]).
“(3.1.2)”: For any η, ζ ∈ ΣpX , we need to prove that |η˜ζ˜| ≥ |ηζ| for any η˜ ∈
Df(η) and ζ˜ ∈ Df(ζ), and that for any given [ηζ] and η˜0 ∈ Df(η) there is a [η˜0ζ˜0]
with ζ˜0 ∈ Df(ζ) such that Df |[ηζ] : [ηζ]→ [η˜0ζ˜0] is an isometry.
We first consider η, ζ ∈ (ΣpX)
′, i.e., there are [pq], [pz] ⊂ B(p, rp˜) such that
η =↑qp and ζ =↑
z
p. From (3.6), there is a [p˜q˜] and [p˜z˜] with q˜ ∈ f(q) ∩B(p˜, rp˜) and
z˜ ∈ f(z) ∩ B(p˜, rp˜) such that η˜ =↑
q˜
p˜ and ζ˜ =↑
z˜
p˜. Note that for any q˜
′ ∈ [p˜q˜] and
q′ ∈ f−1(q˜′) and any z˜′ ∈ [p˜z˜] and z′ ∈ f−1(z˜′), we have |q˜′z˜′| ≥ |q′z′| (see (3.1.2)),
|p˜q˜′| = |pq′| and |p˜z˜′| = |pz′|. It follows that | ↑q˜p˜↑
z˜
p˜ | ≥ | ↑
q
p↑
z
p |, i.e.,
|η˜ζ˜| ≥ |ηζ|.
Next we will find a [η˜0ζ˜0] such that Df |[ηζ] : [ηζ] → [η˜0ζ˜0] is an isometry. Note
that [ηζ] can be determined by a sequence of triangles {△pqjzj}
∞
j=1 with qj ∈ [pq]
and zj ∈ [pz] and |pqj | = |pzj | → 0 as j → ∞ (note that △pqjzj in (
1
|pqj|2
X, p)
converges to the cone C([ηζ]) ⊂ Tp = C(ΣpX) ([BGP])). Now, we select [p˜q˜0] with
q˜0 ∈ f(q) ∩B(p˜, rp˜) such that η˜0 =↑
q˜0
p˜ . By (3.1.2), for q˜j , f(qj) ∩ [p˜q˜0], there is a
[q˜j z˜j ] with z˜j ∈ f(zj) such that f |[qjzj ] : [qjzj ] (⊂ △pqjzj)→ [q˜j z˜j ] is an isometry.
Since f([pz]) ∩ B(p˜, rp˜) consists of at most m
′ pieces of geodesics starting from p˜
(see Claim 1), passing to a subsequence we can assume that all z˜j lie in a [p˜z˜0]
with z˜0 ∈ f(z) ∩ B(p˜, rp˜). It is not hard to see that a subsequence of triangles
{△p˜q˜j z˜j}
∞
j=1 (where △p˜q˜j z˜j is formed by [p˜q˜j ], [p˜z˜j ] and [q˜j z˜j ]) determines a [η˜0ζ˜0]
with ζ0 =↑
z˜0
p˜ in Σp˜X˜ such that Df |[ηζ] : [ηζ]→ [η˜0ζ˜0] is an isometry.
Now we assume that at least one of η and ζ does not belong to (ΣpX)
′, say
η, ζ 6∈ (ΣpX)
′. Since we can find ηj , ζj ∈ (ΣpX)
′ such that ηj → η and ζj → ζ as
j → ∞, we can use the standard limiting argument (together with what we have
proven in the above) to complete the proof. 
Similar to a (single-valued) continuous map, any cone-neighborhood isometry
maps a compact set to a compact set.
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Proposition 3.4. Let f : X → X˜ be a cone-neighborhood isometry. If X is
compact, then f(X) is also compact (and thus f(X) is closed in X˜).
Proof. It suffices to show that any sequence {x˜i}
∞
i=1 ⊂ f(X) contains a subsequence
which converges to a point in f(X) (that f(X) is closed in X˜ is because X˜ is
Hausdorff and f(X) is compact). Let xi = f
−1(x˜i) for all i. Since X is compact,
passing to a subsequence we can assume that xi → x as i → ∞. Then due to
(3.1.2), {x˜i}
∞
i=1 has to contain a subsequence which converges to some point of
f(x) (note that #{f(x)} ≤ m). 
Based on Proposition 3.3 and 3.4, we can derive the following important property
of a cone-neighborhood isometry.
Theorem 3.5. Let X, X˜ ∈ Alexn(1) with n ≥ 1, and let f : X → X˜ be a cone-
neighborhood isometry. If X is compact and ∂X = ∅, then X˜ = f(X) (which is
compact by Proposition 3.4) and ∂X˜ = ∅.
Proof. We give the proof by induction on n. If n = 1, then X is a circle. In this
case, from (3.1.2), it is easy to see that f(X) is open in X˜ and that any point of
f(X) is an interior one. Moreover, f(X) is compact and closed in X˜ by Proposition
3.4. It then follows that X˜ = f(X), which is compact and has an empty boundary
(i.e. X˜ is also a circle).
Now we assume that n > 1. Since Df : ΣxX → Σx˜X˜ is also a cone-neighborhood
isometry for any x ∈ X and x˜ ∈ f(x) (see Proposition 3.3), by the inductive
assumption (note that ΣpX is compact and has an empty boundary), we have that
(3.7) Df(ΣxX) = Σx˜X˜
which is compact and has an empty boundary. It then remains to show that X˜ =
f(X). If this is not true, then, for an arbitrary q˜ ∈ X˜ \ f(X), there is a p˜ ∈ f(X)
such that (note that f(X) is compact by Proposition 3.4)
|q˜p˜| = min{|q˜p˜′| | p˜′ ∈ f(X)}.
Select a [p˜q˜]. By (1.1.2) and the first variation formula, it is easy to see that there
is an ε > 0 such that
(3.8) V[p˜q˜],ε ∩ f(X) = {p˜},
where V[p˜q˜],ε is the ε-cone neighborhood of [p˜q˜]. Let p = f
−1(p˜). From the definition
of Df : ΣpX → Σp˜X˜ (see Proposition 3.3 and its proof), (3.8) implies that
↑q˜p˜ 6∈ Df(ΣpX),
which contradicts (3.7) (i.e., we obtain that f(X) = X˜). 
From the proof of Theorem 3.5, we get the following corollary.
Corollary 3.6. Let X, X˜ ∈ Alexn(1) with n ≥ 1, and let f : X → X˜ be a cone-
neighborhood isometry. If p ∈ X◦, then f(p) ⊂ X˜◦, and there is an ǫ > 0 such that
B(p˜, ǫ) ⊆ f(B(p, ǫ)) for any p˜ ∈ f(p).
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Remark 3.7. Let f : X → X˜ be a cone-neighborhood isometry. If X is a Riemann-
ian manifold, then X˜ = f(X) is a Riemannian submanifold which may have more
than one component. When restricted to any component, f−1 is a Riemannian
covering map. (Hint: since ΣxX is a unit sphere for any x ∈ X , Df : ΣxX → Σx˜X˜
is an isometric embedding, which together with (3.1) implies that x ∈ Xm.)
For general X, X˜ ∈ Alex(1) (X is not a Riemannian manifold), if dim(X) =
dim(X˜), then f−1 is a branch covering map (see Theorem 3.5). However, if
dim(X) < dim(X˜), the above covering property of f−1 may not hold.
Nevertheless, the following property will be used in the proof of Theorem B.
Lemma 3.8. Let f : X → X˜ (X, X˜ ∈ Alex(1)) be a cone-neighborhood isometry.
If X is compact and ∂X = ∅, then
(f(X))≥
pi
2 = (f(X))=
pi
2 .
Proof. We give the proof by induction on dim(X). If dim(X) = 0, then it is
obvious (because it is our convention that X consists of two points with distance π,
so does f(X) by (3.1.2)). Now, we assume that dim(X) > 0. Let y˜ be an arbitrary
point in (f(X))≥
pi
2 , and let x˜0 ∈ f(X) such that |y˜x˜0| = min{|y˜x˜|| x˜ ∈ f(X)}
(see Proposition 3.4). By the first variation formula, for any [x˜0y˜] we have that
↑y˜x˜0∈ (Df(Σx0X))
≥pi2 ⊂ Σx˜0X˜ (see Proposition 3.3 for Df), where x0 = f
−1(x˜0).
By induction, we have that (Df(Σx0X))
≥pi2 = (Df(Σx0X))
=pi2 in Σx˜0X˜ . Hence,
[x˜0y˜] is perpendicular to each segment of B(x˜0, rx˜0) ∩ f([x0z]) (see (3.1)) for any
[x0z] ⊂ B(x0, rx˜0). By (1.1.2) and the choice of x˜0, it has to hold that |y˜z˜| =
pi
2
for
any z˜ ∈ B(x˜0, rx˜0) ∩ f(X). It then is not hard to conclude that |y˜z˜| =
pi
2 for any
z˜ ∈ f(X) (i.e. the lemma follows). 
We now begin to prove Key Lemma 1.7, starting with a special case.
Lemma 3.9. Key Lemma 1.7 is true in the case where p1 ∈ X
m
1 (see Key Lemma
1.6 for Xm1 ).
Proof. We consider the multi-valued map
fp1 : X2 → (Σp1X1)
⊥ by p2 7→⇑
p2
p1
.
By Key Lemma 1.6, Lemma 1.4 and (1.1.2), it is not hard to see that
(3.9) fp1 |X◦2 : X
◦
2 → (Σp1X1)
⊥ is a cone-neighborhood isometry.
Then the lemma follows from Corollary 3.6 and Theorem 3.5. 
Based on Lemma 3.9, we can conclude another important property of Xmi .
Lemma 3.10. For any p2 ∈ X
◦
2 , there exists a positive number mp2 (≤ m) such
that λp1p2 = mp2 for all p1 ∈ X
m
1 and λp′1p2 ≤ mp2 for all p
′
1 ∈ X
◦
1 . (And the
similar statement holds for p1 ∈ X
◦
1 .)
Proof. By Lemma 3.9, for p1 ∈ X
m
1 , any ↑
p2
p1
belongs to ((Σp1X1)
⊥)◦. Then (2.11)
together with Lemma 1.4 implies that
λp2p1 ≥ λp2p′1 for all p
′
1 ∈ X
◦
1 ,
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which implies the lemma. 
Now, we can complete the proof of Key Lemma 1.7.
Proof of Key Lemma 1.7.
The proof is almost identical to that of Lemma 3.9 except that we should use
Lemma 3.10 instead of Key Lemma 1.6 to conclude that fp1 |X◦2 : X
◦
2 → (Σp1X1)
⊥
is a cone-neighborhood isometry. 
4. Proof of Theorem A
To prove Theorem A, by Lemma 1.2 and Theorem 1.8 it remains to prove (A2),
where Xi is compact and has an empty boundary. As outlined at the end of
Introduction, for any pi ∈ X
m
i (see Key Lemma 1.6), we shall construct a finite
group Γ (|Γ| = m) acting isometrically on (ΣpiXi)
⊥ such that (ΣpiXi)
⊥/Γ
isom
∼= Xj
(i 6= j ∈ {1, 2}); and based on Key Lemma 1.7 we can define a natural map,
((Σp1X1)
⊥ ∗ (Σp2X2)
⊥)/Γ→ X , and check that the map is an isometry.
According to Key Lemma 1.7 and its proof, for any pi ∈ Xi, we have that
(4.1) fpi : Xj → (ΣpiXi)
⊥ by pj 7→⇑
pj
pi
is a cone-neighborhood isometry (i 6= j), and that ⇑
Xj
pi = (ΣpiXi)
⊥ which is compact
and has an empty boundary. It follows that
(4.2) For any ζ ∈ (ΣpiXi)
⊥, there is a [pipj ] with pj ∈ Xj such that ζ =↑
pj
pi
.
Using the above consequences of Key Lemma 1.7, we can explore a local join
structure on X .
Lemma 4.1. (4.1.1) Any x ∈ X belongs to some [p1p2] with pi ∈ Xi.
(4.1.2) For any pi ∈ X
m
i , ΣpiX = ΣpiXi ∗ (ΣpiXi)
⊥.
Proof. (4.1.1) SinceX1 is compact, there is a p1 ∈ X1 such that |xp1| = min{|xp
′
1|| p
′
1 ∈
X1}. By Lemma 1.3, we have that |xp1| ≤
pi
2
; and by the first variation formula,
for any [p1x], we know that ↑
x
p1
belongs to (Σp1X1)
≥pi2 in Σp1X . Again by Lemma
1.3, ↑xp1∈ (Σp1X1)
⊥ (= (Σp1X1)
=pi2 ), so by (4.2) there exists a [p1p2] with p2 ∈ X2
such that ↑xp1=↑
p2
p1
. This together with “|xp1| ≤
pi
2 ” implies that [p1x] (∋ x) lies in
[p1p2].
(4.1.2) Since (ΣpiXi)
⊥ has an empty boundary and pi ∈ X
m
i , we conclude that
ΣpiX = ΣpiXi ∗ (ΣpiXi)
⊥ by Corollary 2.5. 
In view of the above, the join structure on X should be independent of pi ∈ X
m
i ,
which will be justified in Lemma 4.2.
Let p1, p
′
1 ∈ X
m
1 , and [p1p
′
1] ⊂ X1. Since Σp1X = Σp1X1 ∗ (Σp1X1)
⊥ (resp.
Σp′1X = Σp′1X1 ∗ (Σp′1X1)
⊥) by (4.1.2), for any p2 ∈ X2 and given [p1p2] (resp.
[p′1p2]), by Lemma 1.4 there is a unique [p
′
1p2] (resp. [p1p2]) such that [p1p2], [p
′
1p2]
and [p1p
′
1] bound a convex spherical surface. Hence, due to (4.2), we can define a
1-1 map
h[p1p′1] : (Σp1X1)
⊥ → (Σp′1X1)
⊥ by ↑p2p1 7→↑
p2
p′1
.
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Lemma 4.2. The map h[p1p′1] : (Σp1X1)
⊥ → (Σp′1X1)
⊥ is an isometry.
Proof. For convenience, we let h denote h[p1p′1] in this proof. We need to show that
(4.3) |h(↑p2p1)h(↑
p′2
p1)| = | ↑
p2
p1
↑
p′2
p1 |
for any ↑p2p1 , ↑
p′2
p1∈ (Σp1X1)
⊥. Let γ˜(t)|t∈[0,1] be a minimal geodesic in (Σp1X1)
⊥ with
γ˜(0) =↑p2p1 and γ˜(1) =↑
p′2
p1 . By (4.1) and (4.2), we can consider γ(t) , f
−1
p1
(γ˜(t)) for
all t ∈ [0, 1] (note that γ(0) = p2 and γ(1) = p
′
2).
Claim 1: γ(t)|t∈[0,1] is a piecewise geodesic in X2 with length equal to that of
γ˜(t)|t∈[0,1], | ↑
p2
p1
↑
p′2
p1 |. This is due to that fp1 : X2 → (Σp1X1)
⊥ is a cone-neighbor-
hood isometry and that fp1 is surjective (see Remark 3.2 and (4.1)).
Claim 2: h is a continuous map. We need to show that if ↑
p′2
p1→↑
p2
p1
(in (Σp1X1)
⊥),
then h(↑
p′2
p1) → h(↑
p2
p1
). Let ↑p2p1 , ↑
p′2
p1 , h(↑
p2
p1
) and h(↑
p′2
p1) be the directions of [p1p2],
[p1p
′
2], [p
′
1p2] and [p
′
1p
′
2] respectively (see (4.2)). Note that Σp1X = Σp1X1 ∗
(Σp1X1)
⊥, so the (unique) [↑
p′2
p1↑
p′1
p1 ] converges to the [↑
p2
p1
↑
p′1
p1 ] as ↑
p′2
p1→↑
p2
p1
. This im-
plies that the convex spherical surface △p′2p1p
′
1 (which realizes [↑
p′2
p1↑
p′1
p1 ]) bounded
by [p1p
′
2], [p
′
1p
′
2] and [p1p
′
1] converges to △p2p1p
′
1 (which realizes [↑
p2
p1
↑
p′1
p1 ]) bounded
by [p1p2], [p
′
1p2] and [p1p
′
1], so h(↑
p′2
p1) converges to h(↑
p2
p1
).
By Claim 2, h(γ˜(t))|t∈[0,1] ⊂ fp′1(γ(t))|t∈[0,1] is a continuous curve in (Σp′1X1)
⊥,
while γ(t)|t∈[0,1] is a piecewise geodesic in X2 by Claim 1. Note that fp′1 : X2 →
(Σp′1X1)
⊥ (defined by p′′2 7→⇑
p′′2
p′1
) is also a cone-neighborhood isometry. Hence,
h(γ˜(t))|t∈[0,1] is also a piecewise geodesic with length equal to that of γ(t)|t∈[0,1].
It then follows that
|h(↑p2p1)h(↑
p′2
p1)| ≤ | ↑
p2
p1
↑
p′2
p1 |.
In turn, we can similarly get that
|h(↑p2p1)h(↑
p′2
p1)| ≥ |h
−1(h(↑p2p1))h
−1(h(↑
p′2
p1))| = | ↑
p2
p1
↑
p′2
p1 |.
Hence, (4.3) follows. 
Remark 4.3. From the proof of Lemma 4.2, it is not hard to see that there are
neighborhoods Up2 , U↑p2p1
(⊂ (Σp1X1)
⊥) and U↑p2
p′
1
(⊂ (Σp′1X1)
⊥) of p2, ↑
p2
p1
and ↑p2
p′1
respectively such that the following diagram commutes
Up2
fp1−−−−→ U↑p2p1
id
y
yh[p1p′1] ,
Up2
fp′
1−−−−→ U↑p2
p′
1
in which each map is an isometry.
Based on Lemma 4.2, we will prove the following property that is crucial to our
construction of Γ.
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Lemma 4.4. For pi ∈ X
m
i , any two minimal geodesics [p1p2]1 and [p1p2]2 deter-
mine an isometry, γˆ : (Σp1X1)
⊥ → (Σp1X1)
⊥, such that γˆ((↑p2p1)1) = (↑
p2
p1
)2 and
γˆ(⇑
p′2
p1) =⇑
p′2
p1 for p
′
2 ∈ X2.
Before giving a proof, we need some preparations.
Lemma 4.5. For p1, p
′
1 ∈ X1, p2 ∈ X2 and given [p1p2] and [p1p
′
1], any [↑
p2
p1
↑
p′1
p1 ]
in Σp1X is realized by a convex spherical surface bounded by a triangle △p2p1p
′
1
containing [p1p2] and [p1p
′
1]. (And the similar statement holds for given [p2p1] and
[p2p
′
2] ⊂ X2.)
Proof. Select an arbitrary [↑p2p1↑
p′1
p1 ], and let η ∈ [↑
p2
p1
↑
p′1
p1 ]
◦. We first show that the
lemma is true if there is a [p1q] such that ↑
q
p1
= η.
Claim: [p1q] lies in a convex spherical surface bounded by a triangle △p1p¯1p¯2
with p¯i ∈ Xi. By (4.1.1), there is a [p¯1p¯2] with p¯i ∈ Xi such that q ∈ [p¯1p¯2]. By
Lemma 1.4, there is a convex spherical surface containing p1 and [p¯1p¯2]. Then by
(1.1.3), [p1q] and [p¯1p¯2] determine a triangle △p1p¯1p¯2 bounding a convex spherical
surface D (containing [p1q] and [p¯1p¯2]).
We assume that the △p1p¯1p¯2 in the claim is formed by [p1p¯2], [p1p¯1] and [p¯1p¯2].
It then follows from the claim that ↑qp1∈ [↑
p2
p1
↑
p′1
p1 ]∩ [↑
p¯2
p1
↑p¯1p1 ], where [↑
p¯2
p1
↑p¯1p1 ] (⊂ Σp1X)
is realized by D. Note that | ↑p2p1↑
p′1
p1 | = | ↑
p2
p1
↑p¯1p1 | = | ↑
p¯2
p1
↑p¯1p1 | = | ↑
p¯2
p1
↑
p′1
p1 | =
pi
2 in
Σp1X , so it has to hold that [↑
p¯2
p1
↑p¯1p1 ] = [↑
p2
p1
↑
p′1
p1 ], which implies that [p1p2] = [p1p¯2]
and [p1p¯1] ⊇ [p1p
′
1] or [p1p¯1] ⊂ [p1p
′
1]. If [p1p¯1] ⊇ [p1p
′
1], then the proof is done.
If [p1p¯1] ⊂ [p1p
′
1], then, still by Lemma 1.4, there is a [p2p
′
1] which together with
[p2p¯1] (= [p¯2p¯1]) and [p¯1p
′
1] bounds a convex spherical surface D
′. It is not hard to
see that D ∪D′ is a convex spherical surface (bounded by [p1p2], [p1p
′
1] and [p
′
1p2])
which realizes [↑p2p1↑
p′1
p1 ].
Next, it suffices to show that there must be a [p1q] such that ↑
q
p1
= η for any
η ∈ [↑p2p1↑
p′1
p1 ]
◦. If there is no [p1q] such that ↑
q
p1
= η, we can select {[p1qj ]}
∞
j=1 with
|p1qj | → 0 as j →∞ such that ↑
qj
p1→ η ([BGP]). By the claim above, [p1qj ] lies in a
convex spherical surface Dj bounded by a triangle △p1p
j
1p
j
2 with p
j
i ∈ Xi. Assume
that the △p1p
j
1p
j
2 is formed by [p1p
j
2], [p1p
j
1] and [p
j
1p
j
2]. Note that Dj realizes a
[↑
p
j
2
p1↑
p
j
1
p1 ] in Σp1X with ↑
qj
p1∈ [↑
p
j
2
p1↑
p
j
1
p1 ], so it follows from ↑
qj
p1→ η that
(4.4) [↑
p
j
2
p1↑
p
j
1
p1 ]→ [↑
p2
p1
↑
p′1
p1 ]
(similar to “[↑p¯2p1↑
p¯1
p1
] = [↑p2p1↑
p′1
p1 ]” in the above paragraph), which implies that [p1p
j
2]→
[p1p2]. Now we consider the cone-neighborhood isometry fpj2
: X1 → (Σpj2
X2)
⊥ (see
(4.1)). Note that Dj realizes a [↑
p1
p
j
2
↑
p
j
1
p
j
2
] which belongs to f
p
j
2
([p1p
j
1]) in (Σpj2
X2)
⊥.
By Claim 2 in the proof of Proposition 3.3, there is a convex spherical surface
D¯j bounded by a triangle △p
j
2p1p
′
1 containing the [p1p
j
2] and [p1p
′
1] such that D¯j
realizes a [↑p1
p
j
2
↑
p′1
p
j
2
] (belonging to f
p
j
2
([p1p
′
1]) in (Σpj2
X2)
⊥) with
∣∣∣∣∣∣∣
x
↑
p
j
1
p
j
2
↑
p1
p
j
2
x
↑
p′
1
p
j
2
↑
p1
p
j
2
∣∣∣∣∣∣∣
=
∣∣∣↑p
j
1
p1↑
p′1
p1
∣∣∣ .
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This together with “↑
p
j
1
p1→↑
p′1
p1” (see (4.4)) implies that the [↑
p
j
2
p1↑
p′1
p1 ] in Σp1X realized
by D¯j is sufficiently close to [↑
p
j
2
p1↑
p
j
1
p1 ]. It then follows from (4.4) that [↑
p
j
2
p1↑
p′1
p1 ] →
[↑p2p1↑
p′1
p1 ], so D¯j converges to a convex spherical surface D bounded by a triangle
△p2p1p
′
1 containing the [p1p2] and [p1p
′
1] such that the [↑
p2
p1
↑
p′1
p1 ] is realized by D.
This contradicts the assumption that there is no [p1q] such that ↑
q
p1
= η. 
Based on Lemma 4.5, we have a further observation.
Lemma 4.6. Let pi ∈ X
m
i (i = 1, 2). For any p
′
1 ∈ X1, mp′1 (see Lemma 3.10 for
mp′1) divides m; and given [p
′
1p2] and [p
′
1p1], there are
m
mp′
1
many minimal geodesics
in Σp′1X from ↑
p2
p′1
to ↑p1
p′1
.
Proof. At first, note that λp2p′1 = mp′1 by Lemma 3.10. Next, note that (1.5)
and Remark 1.9 enable us to apply Key Lemma 1.6 and Lemma 3.10 on Σp′1X to
conclude that there is an open and dense subset A in (Σp′1X1)
⊥ such that for any
fixed ξ ∈ Σp′1X1 there is an mξ such that
λξζ = mξ ∀ ζ ∈ A and λξζ′ ≤ mξ ∀ ζ
′ ∈ (Σp′1X1)
⊥.
At last, note that, for any fixed [p1p2], there is a unique [p
′
1p2] which together with
[p1p2] and [p1p
′
1] bounds a convex spherical surface (by Lemma 1.4 and (4.1.2)).
Then by Lemma 4.5, it suffices to show that, for any fixed [p′1p2], there are m↑p1
p′
1
pieces of convex spherical surfaces bounded by triangles containing [p′1p1] and [p
′
1p2]
(which implies that m = mp′1 ·m↑
p1
p′
1
).
Note that we can find ζj ∈ A such that ζj →↑
p2
p′1
as j → ∞, and select [p′1p
j
2]
with pj2 ∈ X2 such that ↑
p
j
2
p′1
= ζj (see (4.2)). By Lemma 4.5, there are [p1p
j
2]k with
1 ≤ k ≤ m↑p1
p′
1
such that the minimal geodesics between ↑p1
p′1
and ζj are realized by
convex spherical surfaces Djk bounded by [p1p
′
1], [p
′
1p
j
2] and [p1p
j
2]k. Since p2 ∈ X
m
2 ,
we can assume that pj2 ∈ X
m
2 (X
m
2 is open). Then by (2.4) (and Lemma 1.4),
each [p1p
j
2]k converges to some [p1p2]k as j → ∞ with [p1p2]k1 6= [p1p2]k2 for
1 ≤ k1 6= k2 ≤ m↑p1
p′
1
. This implies that each Djk converges to a convex spherical
surface bounded by [p′1p1], [p
′
1p2] and [p1p2]k, so the proof is done. 
We are ready to give a proof of Lemma 4.4.
Proof of Lemma 4.4.
Let γ˜(t)|t∈[0,1] be a minimal geodesic in (Σp2X2)
⊥ with γ˜(0) = (↑p1p2)1 and γ˜(1) =
(↑p1p2)2; and let γ(t)|[0,1] , f
−1
p2
(γ˜(t)|[0,1]) (note that γ(0) = γ(1) = p1), which is a
piecewise geodesic in X1 with length equal to |(↑
p1
p2
)1(↑
p1
p2
)2| (see Claim 1 in the
proof of Lemma 4.2).
Case 1: γ(t)|[0,1] ⊂ X
m
1 . Since γ(t)|[0,1] is a piecewise geodesic, we select 0 = t0 <
t1 < · · · < tl = 1 such that γ(t)|[tk,tk+1] is a minimal geodesic for k = 0, · · · , l − 1.
By Lemma 4.2, we know that γ(t)|[tk,tk+1] determines an isometry gγ(t)|[tk,tk+1] :
(Σγ(tk)X1)
⊥ → (Σγ(tk+1)X1)
⊥. Composing them, we get an isometry
(4.5) γˆ , gγ(t)|[tl−1,tl] ◦ · · · ◦ gγ(t)|[t1,t2] ◦ gγ(t)|[t0t1] : (Σp1X1)
⊥ → (Σp1X1)
⊥.
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It is easy to see that γˆ((↑p2p1)1) = (↑
p2
p1
)2, and γˆ(↑
p′2
p1) ∈⇑
p′2
p1 for any ↑
p′2
p1 with p
′
2 ∈ X2.
Moreover, due to Remark 4.3, it is not hard to see that there are neighborhoods
Up2 , U(↑p2p1)1
and U(↑p2p1 )2
of p2, (↑
p2
p1
)1 and (↑
p2
p1
)2 respectively such that the following
diagram commutes
(4.6)
Up2
fp1−−−−→ U(↑p2p1 )1
id
y
yγˆ
Up2
fp1−−−−→ U(↑p2p1 )2
.
Hence, γˆ does not depend on the choice of {tk}
l
k=0. (In fact, for all piecewise
geodesics γ˜(t)|t∈[0,1] ⊂ (Σp2X2)
⊥ between (↑p1p2)1 and (↑
p1
p2
)2 with f
−1
p2
(γ˜(t)) ∈ Xm1 ,
the isometries of (Σp1X1)
⊥ gotten through such an way are the same one.)
Case 2: There is t0 ∈ (0, 1) such that γ(t0) 6∈ X
m
1 , and there is no other [p2p1]
such that | ↑p1p2 γ˜(t0)| ≤ |(↑
p1
p2
)j γ˜(t0)| for j = 1 and 2. In this case, by Lemma 4.6
(and its proof), it is not hard to see that both γ(t)|[0,t0] and γ(t)|[t0,1] are a same
minimal geodesic between p1 and γ(t0), denoted by [p1γ(t0)], and that there is an
open and dense subset A in (Σγ(t0)X1)
⊥ such that
(4.7) λ↑p1
γ(t0)
ζ = 2 ∀ ζ ∈ A and λ↑p1
γ(t0)
ζ′ ≤ 2 ∀ ζ
′ ∈ (Σγ(t0)X1)
⊥.
By Lemma 1.4 and (4.1.2), for any fixed [p1p
′
2] with p
′
2 ∈ X2, there is a unique
[γ(t0)p
′
2] which together with [p1p
′
2] and [p1γ(t0)] bounds a convex spherical surface
D. Then (4.7) implies that, besides [p1p
′
2], there exists at most one [p1p
′
2]
′ which
together with [γ(t0)p
′
2] and [p1γ(t0)] bounds a convex spherical surface D
′. Then
we can define a 1-1 map
(4.8) γˆ : (Σp1X1)
⊥ → (Σp1X1)
⊥ by ↑
p′2
p1 7→ (↑
p′2
p1)
′ and (↑
p′2
p1)
′ 7→↑
p′2
p1 ,
where (↑
p′2
p1)
′ =↑
p′2
p1 if [p1p
′
2]
′ does not exist. Note that γˆ((↑p2p1)1) = (↑
p2
p1
)2 and
γˆ(↑
p′2
p1) ∈⇑
p′2
p1 . Similar to the proof of Lemma 4.2, we will conclude that γˆ is an
isometry once we show that it is a continuous map. Hence, it suffices to show that
[p1p
j
2]
′ → [p1p
′
2]
′ if [p1p
j
2]→ [p1p
′
2] as j →∞ (where p
j
2 ∈ X2). Let [γ(t0)p
j
2] be the
unique minimal geodesic which together with [p1p
j
2] (resp. [p1p
j
2]
′) and [p1γ(t0)]
bounds a convex spherical surface Dj (resp. D
′
j). Note that Dj (resp. D
′
j) realizes
a minimal geodesic [↑
p
j
2
γ(t0)
↑p1
γ(t0)
] (resp. [↑
p
j
2
γ(t0)
↑p1
γ(t0)
]′) in Σγ(t0)X . Due to (4.1.2),
we have that Dj → D as j →∞ because [p1p
j
2]→ [p1p
′
2], so [↑
p
j
2
γ(t0)
↑p1
γ(t0)
] converges
to [↑
p′2
γ(t0)
↑p1
γ(t0)
] which is realized by D. Then according to (4.7) and Lemma 1.4
on Σγ(t0)X , [↑
p
j
2
γ(t0)
↑p1
γ(t0)
]′ has to converge to [↑
p′2
γ(t0)
↑p1
γ(t0)
]′ which is realized by D′.
It follows that D′j → D
′ as j → ∞, so [p1p
j
2]
′ → [p1p
′
2]
′. (Similarly, γˆ satisfies a
corresponding diagram like (4.6).)
Case 3: There is t0 ∈ (0, 1) such that γ(t0) 6∈ X
m
1 , and there is a [p2p1]3 such
that |(↑p1p2)3γ˜(t0)| ≤ |(↑
p1
p2
)j γ˜(t0)| for j = 1 and 2. Since γ˜(t)|t∈[0,1] is a minimal
geodesic in (Σp2X2)
⊥ between (↑p1p2)1 and (↑
p1
p2
)2, it has to hold that
|(↑p1p2)1(↑
p1
p2
)3| < |(↑
p1
p2
)1(↑
p1
p2
)2| and |(↑
p1
p2
)2(↑
p1
p2
)3| < |(↑
p1
p2
)1(↑
p1
p2
)2|.
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Then we can first look for the isometry of (Σp1X1)
⊥ determined by [p1p2]1 and
[p1p2]3 (and [p1p2]2 and [p1p2]3) by repeating the above process. Since there are
only m pieces of minimal geodesics between p1 and p2, we can find the wanted
isometry γˆ of (Σp1X1)
⊥, a composition of some isometries in Case 1 or 2. Moreover,
the γˆ satisfies a corresponding diagram like (4.6). 
In the rest of this section, we will complete the proof of (A2) in Theorem A.
Proof of (A2) in Theorem A.
If dim(X1) = 0 (or dim(X2) = 0), then, by our convention, ∂X1 = ∅ means that
X1 consists of two points with distance π. This implies that X = X1 ∗X2. From
now on, we will assume that dim(Xi) > 0 for i = 1 and 2.
We first fix two arbitrary points p1 ∈ X
m
1 and p2 ∈ X
m
2 , and let {[p1p2]k}
m
k=1
be all minimal geodesics between p1 and p2. According to Lemma 4.4, [p1p2]j and
[p1p2]h determines an isometry of (Σp1X1)
⊥, denoted by γjh, with γjh((↑
p2
p1
)j) =
(↑p2p1)h. And from the proof of Lemma 4.4 (especially by (4.6)), we know that
γhl · γjh = γjl;
and because γjh((↑
p2
p1
)1) = (↑
p2
p1
)k for some k, we have that γjh = γ1k. Hence,
Γ2 , {γ11, γ12, · · · , γ1m}
is a finite group (where γ11 is the unit element) which acts on (Σp1X1)
⊥ by isome-
tries; and the orbit of any ↑
p′2
p1 (with p
′
2 ∈ X2) under this action is just ⇑
p′2
p1 . Based
on Lemma 1.4, it is easy to see that the following map
π2 : (Σp1X1)
⊥/Γ2 −→ X2 by ⇑
p′2
p1 7−→ p
′
2
is an isometry.
Similarly, {[p1p2]k}
m
k=1 also determines a finite group
Γ1 , {γ¯11, γ¯12, · · · , γ¯1m}
which acts on (Σp2X2)
⊥ by isometries with γ¯jh((↑
p1
p2
)j) = (↑
p1
p2
)h; and
(4.9) π1 : (Σp2X2)
⊥/Γ1 −→ X1 by ⇑
p′1
p2 7−→ p
′
1
is also an isometry.
Claim 1: The map
g : Γ2 → Γ1 defined by γ1k 7→ γ¯
−1
1k
is an isomorphism. We need only to show that g is a homomorphism, i.e.,
(4.10) g(γ1k · γ1k′) = g(γ1k) · g(γ1k′).
Without loss of generality, due to the proof of Lemma 4.4, we can assume that
γ1k = γ1ks · · · · ·γ1k2 ·γ1k1 , and that each piecewise geodesic γ1kj (t)|t∈[0,1] ⊂ X1 (and
γ˜1kj (t)|t∈[0,1] ⊂ (Σp2X2)
⊥) determining γ1kj satisfies Case 1 or 2 in that proof. Note
24
that γ1k can be determined (like (4.5)) by the product of γ1k1(t)|t∈[0,1], · · · , γ1ks(t)|t∈[0,1]
(here, the product α ◦ β(t)|t∈[0,1] of curves α(t)|t∈[0,1] and β(t)|t∈[0,1] is defined by
α ◦ β(t) = α(2t) and β(2t− 1) for t ∈ [0, 1
2
] and [ 1
2
, 1] respectively).
Note that γ˜1kj (t)|t∈[0,1] is the unique minimal geodesic between (↑
p1
p2
)1 and (↑
p1
p2
)kj
such that f−1p2 (γ˜1kj (t)|t∈[0,1]) = γ1kj (t)|t∈[0,1] (see (3.2.1)). For convenience, we
say that γ˜1kj (t)|t∈[0,1] is the lifting curve of γ1kj (t)|t∈[0,1] at (↑
p1
p2
)1 in (Σp2X2)
⊥.
Note that γ¯1kj ((↑
p1
p2
)1) = (↑
p1
p2
)kj , so γ¯1kj ((↑
p1
p2
)1) is just γ˜1kj (1), the end point of
γ˜1kj (t)|t∈[0,1]. Furthermore, γ¯1k1(· · · (γ¯1ks((↑
p1
p2
)1))) is the end point of the product
of the lifting curves of γ1k1(t)|t∈[0,1] at (↑
p1
p2
)1, γ1k2(t)|t∈[0,1] at γ¯1k1((↑
p1
p2
)1), · · · , and
γ1ks(t)|t∈[0,1] at γ¯1k1(· · · (γ¯1ks−1((↑
p1
p2
)1))) (note that this product is also the lifting
curve at (↑p1p2)1 of the product of γ1k1(t)|t∈[0,1], · · · , and γ1ks(t)|t∈[0,1]). This implies
that
γ¯1k1 · · · · · γ¯1ks = γ¯1k.
It follows that
g(γ1k) = γ¯
−1
1k = γ¯
−1
1ks
· · · · · γ¯−11k1 = g(γ1ks) · · · · · g(γ1k1),
which implies that (4.10).
Due to Claim 1, we let Γ , {γ1, γ2, · · · , γm} denote Γ1 and Γ2, and let Γ act
on (ΣpiXi)
⊥ by isometries such that γk(q2) = γ1k(q2) for any q2 ∈ (Σp1X1)
⊥ and
γk(q1) = γ¯
−1
1k (q1) for any q1 ∈ (Σp2X2)
⊥. Then the Γ-action on (ΣpiXi)
⊥ extends
uniquely to an isometric Γ-action on (Σp1X1)
⊥ ∗ (Σp2X2)
⊥. Next, through the
following steps, we will construct a 1-1 map
π : ((Σp1X1)
⊥ ∗ (Σp2X2)
⊥)/Γ→ X.
For convenience, let X¯ denote ((Σp1X1)
⊥ ∗ (Σp2X2)
⊥)/Γ, and let X¯j denote
(ΣpiXi)
⊥/Γ ⊂ X¯ (j 6= i ∈ {1, 2}), and let p¯′j denote any ⇑
p′j
pi∈ X¯j .
Step 1: Define π(p¯′i) = p
′
i for any p¯
′
i ∈ X¯i ⊂ X¯, i.e., π|X¯i = πi.
Step 2: We define π([p¯1p¯
′
2]) for all [p¯1p¯
′
2]. Note that there is a natural isometry
(4.11) ip¯i : (Σp¯iX¯i)
⊥ → (ΣpiXi)
⊥
(where (Σp¯iX¯i)
⊥ belongs to Σp¯iX¯). Then we can define π([p¯1p¯
′
2]) to be [p1p
′
2]
7 (a
minimal geodesics between π(p¯1) and π(p¯
′
2)) such that ↑
p′2
p1= ip¯1(↑
p¯′2
p¯1).
Step 3: For any p¯′1 ∈ X¯1 with (π(p¯
′
1) =) p
′
1 ∈ X
m
1 , we will define π([p¯
′
1p¯
′
2]) for
all [p¯′1p¯
′
2] with p¯
′
2 ∈ X¯2. Select [p¯1p¯
′
1] ⊂ X¯1 and [p1p
′
1] ⊂ X1 such that π([p¯1p¯
′
1]) =
[p1p
′
1]. Based on Lemma 4.2 and (4.11), we can construct an isometry
(4.12) ip¯′1,p1 , h[p1p′1] ◦ ip¯1 ◦ h[p¯′1p¯1] : (Σp¯′1X¯1)
⊥ → (Σp′1X1)
⊥
Claim 2: ip¯′1,p1 does not depend the choice of [p1p
′
1] ⊂ X1 (and [p¯1p¯
′
1] ⊂ X¯1). By
Remark 4.3, it suffices to verify it for ip¯′1,p1 |{[p¯′1p¯2]k}mk=1 , where {[p¯
′
1p¯2]k}
m
k=1 are all
minimal geodesics between p¯′1 and p¯2. In fact, this is clear due to the definition of
7In the present paper, “pi([p¯1p¯′2]) is defined to be [p1p
′
2
]” means that, for any x¯ ∈ [p¯1p¯′2], pi(x¯)
is defined to be x ∈ [p1p′2] with |xp1| = |x¯p¯1|.
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π1 (= π|X¯1) and the isometry ip¯2 : (Σp¯2X¯2)
⊥ → (Σp2X2)
⊥ (see (4.11)). Based on
Claim 2, we can similarly define π([p¯′1p¯
′
2]) to be [p
′
1p
′
2] such that ↑
p′2
p′1
= ip¯′1,p1(↑
p¯′2
p¯′1
).
Step 4: We will define π([p¯′1p¯
′
2]) for all [p¯
′
1p¯
′
2] with (π(p¯
′
1) =) p
′
1 6∈ X
m
1 and
p¯′2 ∈ X¯2. Since π1 is an isometry (see (4.9)), each element of ⇑
p′1
p2⊂ (Σp2X2)
⊥
has an isotropy subgroup Γp¯′1 with |Γp¯′1 | =
m
mp′
1
(with respect to the Γ-action on
(Σp2X2)
⊥). It then follows that
(4.13) (Σp¯′1X¯1)
⊥ = (Σp¯1X¯1)
⊥/Γp¯′1 = (Σp1X1)
⊥/Γp¯′1 .
On the other hand, we have the following cone-neighborhood isometry chain
X2
fp′
1−−−−→ (Σp′1X1)
⊥
f
↑
p1
p′
1−−−−→ (Σ↑p1
p′
1
(Σp′1X1))
⊥
(see (4.1) for fp′1), where f↑
p1
p′
1
is the corresponding map to (4.1) for a given [p′1p1] ⊂
X1 in considering Σp′1X (⊃ Σp′1X1, (Σp′1X1)
⊥). Then, similar to h[p1p′1] in Lemma
4.2, we can define a natural isometry
h[p1p′1] : (Σp1X1)
⊥ → (Σ↑p1
p′
1
(Σp′1X1))
⊥.
(Hint: by Lemma 4.5 (and its proof), {[↑p1
p′1
↑
p′2
p′1
] ⊂ Σp′1X | ↑
p′2
p′1
∈ (Σp′1X1)
⊥} is mapped
1-1 to {[p1p
′
2] ⊂ X |p
′
2 ∈ X2}). Moreover, similar to (4.9), there is a finite group
Γp′1 such that
(4.14) (Σp′1X1)
⊥ = (Σ↑p1
p′
1
(Σp′1X1))
⊥/Γp′1 = (Σp1X1)
⊥/Γp′1 .
Based on Lemma 4.6 (and its proof), it is not hard to conclude that
Γp¯′1 = Γp′1 .
Therefore, (4.13) and (4.14) enable us to construct a natural isometry from (Σp¯′1X¯1)
⊥
to (Σp′1X1)
⊥, which is similar to (4.12) and does not depend the choice of [p1p
′
1].
Then we can similarly define π([p¯′1p¯
′
2]).
So far, we have finished the definition of π, which is a 1-1 map. We need to show
that it is an isometry, i.e.,
(4.15) |π(x)π(y)| = |xy| for all x, y ∈ ((Σp1X1)
⊥ ∗ (Σp2X2)
⊥)/Γ.
Claim 3: π is a continuous map, so it is a homeomorphism. It suffices to show that
π([p¯j1p¯
j
2]) → π([p¯
′
1p¯
′
2]) if [p¯
j
1p¯
j
2] → [p¯
′
1p¯
′
2] as j → ∞. We select [p¯1p¯
j
1], [p¯1p¯
′
1] ⊂ X¯1
such that [p¯1p¯
j
1] → [p¯1p¯
′
1]. By Lemma 1.4, we can find [p¯1p¯
j
2] and [p¯1p¯
′
2] such that
[p¯1p¯
j
1], [p¯
j
1p¯
j
2] and [p¯1p¯
j
2] (resp. [p¯1p¯
′
1], [p¯
′
1p¯
′
2] and [p¯1p¯
′
2]) bound a convex spherical
surface Dj (resp. D), and Dj → D (of course, [p¯1p¯
j
2] → [p¯1p¯
′
2]). From the defi-
nition of π, it is not hard to see that π(Dj) (resp. π(D)) is the convex spherical
surface bounded by π([p¯1p¯
j
1]), π([p¯
j
1p¯
j
2]) and π([p¯1p¯
j
2]) (resp. π([p¯1p¯
′
1]), π([p¯
′
1p¯
′
2]) and
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π([p¯1p¯
′
2])), and that π([p¯1p¯
j
1]) → π([p¯1p¯
′
1]) and π([p¯1p¯
j
2]) → π([p¯1p¯
′
2]). Note that
π(Dj) converges to a convex spherical surface including π([p¯1p¯
′
1]) and π([p¯1p¯
′
2]). Due
to (4.1.2), it has to hold that π(Dj)→ π(D) as j →∞, so π([p¯
j
1p¯
j
2])→ π([p¯
′
1p¯
′
2]).
By Claim 3 and Remark 2.4, for any [xy], π([xy]) is a continuous curve with
length equal to that of [xy] (note that the projection of [xy] on X¯i is a piecewise
geodesic, which is mapped by π to the projection of π([xy]) on Xi), which implies
|π(x)π(y)| ≤ |xy|.
Similarly, by considering π−1, we can conclude that
|xy| ≤ |π(x)π(y)|
which implies (4.15). 
5. Proof of Corollary 0.2 and 0.3
Proof of Corollary 0.2.
SinceM andMi are all Riemannian manifolds, for any pi ∈Mi, each (ΣpiMi)
⊥ is
a unit sphere, so is (Σp1M1)
⊥∗(Σp2M2)
⊥. Then Corollary 0.2 is a corollary of (A2)
except when one of dim(Mi) is equal to 0 (note that in (A2), if dim(Xi) = 0, thenXi
consists of two points with distance π, while in Corollary 0.2, if dim(Mi) = 0, then
Mi is a single point). Hence, we need only to consider the case where dim(M1) = 0
(or dim(M2) = 0), i.e. M1 = {p1}. By Lemma 2.1, we have that m = 1 or 2.
And since M is a Riemannian manifold, then it is not hard to see that Mm2 = M2
(see Remark 5.1 below). By (2.3.2), we can conclude that there is an m-order
Riemannian cover from Σp1M (= S
n−1) to M2. If m = 1, then M2 is isometric to
a unit sphere, so is M . If m = 2, then it is easy see that p ∈ M belongs to some
[p1p2] with p2 ∈M2. It then follows from Lemma 1.4 and (2.3.2) that secM ≡ 1, so
M is isometric to RPn. 
Remark 5.1. We would like to point out that in the case X is a Riemannian mani-
fold, our proof can be made direct and simple, e.g., discussions in Section 3 and 4
are not required. Precisely, since ΣpiMi is a unit sphere, M
m
i = Mi, and a local
join structure from (2.3.2) and (2.3.3) implies that secM ≡ 1.
Proof of Corollary 0.3.
LetM = Sn/Γ, where Sn is the unit sphere. If Γ = 〈γ〉, then γ is represented by a
closed geodesic on M/Γ, and γ preserves a great circle S1. Clearly, Γ also preserves
the sphere Sn−2 = (S1)=
pi
2 . It then follows that M1 = S
1/Γ and M2 = S
n−2/Γ
satisfy the conditions of Corollary 0.2.
In general, Γ contains a normal cyclic subgroup Zq with [Γ : Zq] ≤ w(n), a
constant depending only on n ([Ro]). By the above, the normal covering space of
M , Sn/Zq, satisfies Corollary 0.2. 
Remark 5.2. From the above proof, we also see the following: if a spherical space
form has diameter less than pi2 , then its fundamental group is not cyclic.
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6. Proof of Theorem B
The approach to Theorem B is similar to that in the proof of (A2). The main
difference is in showing that for p2 ∈ ∂X2, fp2(X1) =⇑
X1
p2
= (Σp2X2)
=pi2 (which
guarantees that any x ∈ X belongs to some [p′1p
′
2] with p
′
i ∈ Xi), and for any
p1 ∈ X1, fp1(X2) =⇑
X2
p1
= (Σp1X1)
=pi2 (here, ∂X2 6= ∅).
For convenience, we list again the main conditions of Theorem B:
dim(X1)+dim(X2) = n−1, X
=pi2
2 = X
≥pi2
2 , (Σp2X2)
=pi2 = (Σp2X2)
≥pi2 for p2 ∈ ∂X2.
Let’s first give a (generalized) version of Key Lemma 1.6 at points in ∂X2.
Lemma 6.1. For any p2 ∈ ∂X2, there is an mp2 ≤ m (where m is the number in
Key Lemma 1.6) such that λp1p2 ≤ mp2 for all p1 ∈ X1, and {p1 ∈ X1|λp1p2 = mp2}
is open and dense in X1.
Proof. By Lemma 1.2 and the first variation formula, for a given [p2p1], | ↑
p1
p2
ξ| ≥ pi
2
for all ξ ∈ Σp2X2. Since (Σp2X2)
≥pi2 = (Σp2X2)
=pi2 , we in fact have that
(6.1) | ↑p1p2 ξ| =
π
2
.
Then for any [p2p
′
2] ⊆ X2, there is a [p
′
2p1] which together with [p2p1] and [p2p
′
2]
bounds a convex spherical surface (by (1.1.3)). On the other hand, since X1 has
empty boundary, for any p′2 ∈ X
m
2 (ref. Key Lemma 1.6), we still have that
Σp′2X = Σp′2X2 ∗ (Σp′2X2)
⊥ (see (4.1.2)). It then follows that
λp1p2 ≤ λp1p′2 ≤ m.
Then similar to Lemma 2.6, for any [p1p
′
1] ⊂ X1, we can conclude that λp′′1 p2 is a
constant for all p′′1 ∈ [p1p
′
1]
◦, and λp1p2 , λp′1p2 ≤ λp′′1 p2 . This together with Lemma
2.2 implies that there is an mp2 ≤ m such that λp1p2 ≤ mp2 for all p1 ∈ X1, and
{p1 ∈ X1|λp1p2 = mp2} is open and dense in X1. (However, so far we do not know
that Xm1 belongs to {p1 ∈ X1|λp1p2 = mp2}.) 
Based on Lemma 6.1, using the proof of Key Lemma 1.7, we can conclude a
version of Key Lemma 1.7 at points in ∂X2.
Lemma 6.2. For any p2 ∈ ∂X2, fp2 : X1 → (Σp2X2)
=pi2 is also a cone-neighborhood
isometry. As a result, we have that ⇑X1p2 = (Σp2X2)
=pi2 , which has an empty bound-
ary.
Corollary 6.3. For any x ∈ X, there is a [p1p2] with pi ∈ Xi such that x ∈ [p1p2].
Proof. Let p2 ∈ X2 such that |xp2| = min{|xp
′
2|| p
′
2 ∈ X2}. Note that |xp2| ≤
pi
2
because X
≥pi2
2 = X
=pi2
2 . By a similar proof of (6.1) for p2 ∈ ∂X2 or by Lemma 1.3
for p2 ∈ X
◦
2 , we know that ↑
x
p2
∈ (Σp2X2)
=pi2 for any [p2x]. On the other hand,
by Lemma 6.2 or Key Lemma 1.7, ⇑X1p2 = (Σp2X2)
=pi2 for any p2 ∈ X2. It then
follows that there exists [p2p1] with p1 ∈ X1 such that ↑
x
p2
=↑p1p2 , which implies that
[p2x] ⊆ [p2p1]. 
Based on Corollary 6.3, we can give a generalized version of Key Lemma 1.7 at
points in X1 (compared to Theorem A, ∂X2 6= ∅ here).
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Lemma 6.4. (6.4.1) For any p1 ∈ X1, ⇑
X2
p1
= (Σp1X1)
⊥; and fp1 : X2 → (Σp1X1)
⊥
is also a cone-neighborhood isometry.
(6.4.2) For any p1 ∈ X
m
1 , Σp1X = Σp1X1 ∗ (Σp1X1)
⊥.
Proof of (6.4.1).
For the former part, by (1.1) we need only to show that, for any ζ ∈ (Σp1X1)
⊥,
there is a [p1p2] with p2 ∈ X2 such that ζ =↑
p2
p1
. We first assume that there is a
[p1x] such that ζ =↑
x
p1
. Note that we can assume that there is a unique minimal
geodesic between x and p1 (otherwise we can select x
′ ∈ [p1x]
◦ to take the place
of x). By Corollary 6.3, x belongs to some [p′1p
′
2] with p
′
i ∈ Xi. It suffices to show
that p′1 = p1. If p
′
1 6= p1, then by Lemma 1.4 there is a triangle △p1p
′
1p
′
2 containing
[p′1p
′
2] which bounds a convex spherical surface. Since there is a unique minimal
geodesic between x and p1, [p1x] has to lie in this surface. This implies that ↑
x
p1
is not perpendicular to the side [p1p
′
1] (⊂ X1) in the △p1p
′
1p
′
2, which contradicts
↑xp1∈ (Σp1X1)
⊥. Next, we need only to show that there must be a [p1x] such that
ζ =↑xp1 . If this is not true, we can find [p1xj ] such that ↑
xj
p1→ ζ as j →∞ ([BGP]).
Using the standard limiting argument we can find a [p1p2] with p2 ∈ X2 such that
ζ =↑p2p1 , a contradiction.
For the latter part, we can refer to the proof for (3.9) (here, we need Lemma
6.1 in addition; and notice that, due to Lemma 6.2, Lemma 1.4 still holds even if
p2 ∈ ∂X2). 
Given Lemma 6.2, Corollary 6.3 and (6.4.1), the proof of Lemma 4.5 will go
through without a change. That is, we have the following.
Lemma 6.5. In the situation here, the statement in Lemma 4.5 is still true.
In order to prove (6.4.2), we need the following technical lemma.
Lemma 6.6. Let A ∈ Alexn(1), and let A1, A2 be two compact convex subsets with
∂A1 = ∅ and |A1A2| ≥
pi
2 . If λa1a2 < +∞ for all ai ∈ Ai and λa1a2 = 1 for a2 ∈ A
◦
2
and a1 ∈ A1, and if any a ∈ A belongs to some [a1a2] with ai ∈ Ai, then we have
that A = A1 ∗A2.
Proof. By Lemma 1.3, |a1a2| =
pi
2 for all ai ∈ Ai, so A1 ∗ A
◦
2 can be isometrically
embedded into A. Hence, we need only consider the case where ∂A2 6= ∅ and
dim(A2) > 0 (note that if dim(A2) = 0, then it is our convention that A2 = A
◦
2).
Claim: For a2 ∈ ∂A2, any [a2a1] with a1 ∈ A1 satisfies | ↑
a1
a2
ξ| = pi
2
for all
ξ ∈ Σa2A2. Then for any [a2a
′
2] ⊆ A2 with a
′
2 ∈ A
◦
2, there is a [a
′
2a1] which together
with [a2a1] and [a2a
′
2] bounds a convex spherical surface (by (1.1.3)). Since any
a ∈ A belongs to some [a1a2] with ai ∈ Ai, this implies that
A = A1 ∗A◦2, the closure of A1 ∗A
◦
2
(note that [a2a
′
2] \ {a2} ⊆ A
◦
2). It therefore follows that A = A1 ∗A2.
Next, we need only to verify the claim. Consider the multi-valued map
fa2 : A1 → Σa2A defined by a1 →⇑
a1
a2
.
(Note that, by Theorem 1.8, we have that dim(A1) < n − 1 = dim(Σa2A).) Since
λa1a2 < +∞ for all a1 ∈ A1, by Lemma 2.2 and 2.6 (like in the proof of Lemma
6.1) we can conclude that there is an m such that λa1a2 ≤ m for all a1 ∈ A1 and
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{a1 ∈ A1|λa1a2 ≤ m} is open and dense in A1. This implies that fa2 is a cone-
neighborhood isometry (similar to (3.9)). Then the claim follows from Lemma 3.8
(note that Σa2A2 ⊆ (fa2(A1))
≥pi2 in Σa2A by the first variation formula). 
Proof of (6.4.2).
We first consider the case where dim(X2) = 0, i.e., X2 = {p2} because ∂X2 6= ∅.
By (2.1.1), m = 1 or 2. If m = 1, then X is isometric to a half suspension (see
Corollary 6.3); if m = 2, (Σp1X1)
⊥ consists of two points with distance π. In any
case, we have that Σp1X = (Σp1X1) ∗ (Σp1X1)
⊥.
We now assume that dim(X2) > 0, so dim((Σp1X1)
⊥) > 0 by (6.4.1). Note that
in Σp1X , ∂Σp1X1 = ∅ and λζξ = 1 for any ζ ∈ ((Σp1X1)
⊥)◦ and ξ ∈ Σp1X1 (see
(2.11)). In view of Lemma 6.6 with (6.4.1) and Key Lemma 1.7, it suffices to show
λ↑p2p1ξ
≤ m for any [p1p2] with p2 ∈ ∂X2 and ξ ∈ Σp1X1; and for any η ∈ Σp1X ,
there is [ζξ] with ζ ∈ (Σp1X1)
⊥ and ξ ∈ Σp1X1 such that η ∈ [ζξ].
Let p2 ∈ ∂X2. By Lemma 6.5, 6.1 and 1.4, we can conclude that for any
[p1p
′
1] ⊂ X1, there are at most m minimal geodesics between ↑
p2
p1
and ↑
p′1
p1 . I.e.,
for any ζ ∈ (Σp1X1)
⊥ (see (6.4.1)), λζξ ≤ m for any ξ ∈ (Σp1X1)
′, so for any
ξ ∈ Σp1X1 by Lemma 2.2.
Next, by Corollary 6.3, any x ∈ X belongs to some [p′′1p
′′
2 ] with p
′′
i ∈ Xi. Follow-
ing the argument in the proof of (6.4.1), we can conclude that ↑xp1 belongs to some
[↑
p′′1
p1 ↑
p′′2
p1 ]. This implies that any η ∈ Σp1X belongs to some [ζξ] with ζ ∈ (Σp1X1)
⊥
and ξ ∈ Σp1X1. 
Remark 6.7. For p2 ∈ ∂X2, a priori it is not clear that X
m
1 ⊆ {p1 ∈ X1|λp1p2 =
mp2} (see the end of Lemma 6.1). By Lemma 1.4 and (6.4.2), it is not hard to see
that this is true.
We are now ready to conclude the proof of Theorem B.
Proof of Theorem B.
In our case where ∂X2 6= ∅, the properties from Lemma 6.1 to Remark 6.7 guar-
antee that the arguments in the proofs of Lemma 4.2-4.6 will go through with minor
modifications. And the proof of (A2) also works through here when dim(X2) > 0.
So it remains to consider the case where dim(X2) = 0, i.e., X2 = {p2}.
By (2.1.1), we have that λp1p2 ≤ m for all p1 ∈ X1 with m = 1 or 2. If m = 1,
then X is a half suspension of X1 (see Corollary 6.3). If m = 2, then there is an
obvious involution on Σp2X , which is an isometry (similar to γˆ in (4.8)), and on
(Σp1X1)
⊥ = {(↑p2p1)1, (↑
p2
p1
)2} for any p1 ∈ X
m
1 . Then it is not hard to see that
X = (Σp2X ∗ (Σp1X1)
⊥)/Z2 = S(Σp2X)/Z2 (and X1 = (Σp2X)/Z2). 
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