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Abstract
We study symmetry breaking in the mean field solutions to the 2 electron hydrogen molecule
within Kohn Sham (KS) local spin density function theory with Dirac exchange (the XLDA model).
This simplified model shows behavior related to that of the (KS) spin density functional theory (SDFT)
predictions in condensed and molecular systems. The Kohn Sham solutions to the constrained SDFT
variation problem undergo spontaneous symmetry breaking as the relative strength of the non-convex
exchange term increases. This results in the change of the molecular ground state from a paramag-
netic state to an antiferromagnetic ground states and a stationary symmetric delocalized 1st excited
state. We further characterize the limiting behavior of the minimizer when the strength of the ex-
change term goes to infinity. This leads to further bifurcations and highly localized states with vary-
ing character. The stability of the various solution classes is demonstrated by Hessian analysis. Finite
element numerical results provide support for the formal conjectures.
1 Introduction
In this paper, we report studies of the properties of density functional theory (DFT) energy minimiz-
ers within the context of the hydrogen molecule, (H2). The (DFT) minimizers discussed are related to
those of the Kohn-Sham spin density functional method. The exchange correlation function [48] is sim-
plified by including only Dirac spin density exchange without correlation [48] . We will show that for fixed
electron mass, the structure of the minimizing Kohn-Sham solutions change character with the variation
of a parameter related to the relative strength of the exchange-correlation component of the functional.
Similar studies varying the molecular bond length were undertaken using robust finite element methods
for Hartree-Fock and SLDA functionals in [35] and for Hartree-Fock using a maximum overlap method
in [7]. The better understanding of such problems is connected to challenges for further developing
density functional theory (see e.g., [19, 20]) and directly in the application of density functional theory
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(DFT) to highly correlated condensed materials [21] [26] [49] and in spin ordered molecular systems. In
addition, uniqueness and symmetry breaking in other quantum mechanical models have recently been
studied widely in for instance the works [24, 25] for polaron models, [31, 29, 30] for Hartree-Fock models
of atoms, and many others. A similar strategy to that undertaken here in one of our limits was explored
for the periodic Thomas–Fermi–Dirac–von Weizsäcker model in [52, 53].
We consider a neutral hydrogen molecule (H2) with nuclei placed 2R apart. The external potential is
given by (after a possible coordinate change)
VR (x)=− 1∣∣xi −Re1∣∣ − 1∣∣xi +Re1∣∣ , (1)
where e1 is the (1,0,0) vector in R3 and x1 and x2 denote the positions of the two electrons and we use
atomic units. The two-electron Schrödinger operator is given by
H2 =−1
2
∆x1 −
1
2
∆x2 +VR (x1)+VR (x2)+
1∣∣x1−x2∣∣ . (2)
In this work, we will consider the spin-polarized density functional theory with the exchange energy
taken to be Dirac exchange and without correlation energy. In the literature, the spin free version of this
model is sometimes referred as the XLDA model. We are interested in the spin paired ground state of the
system with spin up ψ+ and spin down ψ− spatial wave functions. We would like to study the impact of
the exchange term on the electronic structure. Therefore, we introduce a strength parameter α for the
exchange-correlation energy. The DFT energy functional is hence given by
Eα(ψ+,ψ−)= 1
2
∫ ∣∣∇ψ+∣∣2 dx+ 1
2
∫ ∣∣∇ψ−∣∣2 dx+∫ VR (x)ρ(x)dx
+ 1
2
Ï
ρ(x)ρ(y)∣∣x− y∣∣ dx dy −α
∫ (∣∣ψ+∣∣8/3+∣∣ψ−∣∣8/3) dx, (3)
where the electron density of the system is given by
ρ(x)=∣∣ψ+(x)∣∣2+∣∣ψ−(x)∣∣2 . (4)
Note in particular in (3) the Dirac exchange term is spin-polarized: let ρ± =
∣∣ψ±∣∣2, the exchange term is
given by
−α
∫ (
ρ4/3+ +ρ4/3−
)
dx (5)
as exchange effect originated from Pauli’s exclusion principle only occurs between electrons with same
spin polarization.[48] [46]
The H2 molecule has reflection symmetry. We are interested in the symmetry (delocalization) (or
lack of symmetry, localization) ofψ+ andψ−. We call the minimizer with the symmetry constraint, ψ+ =
ψ− =ψR , a restricted minimizer to the energy functional, denoted as ψR . Thus
ψR = argmin Eα(ψ,ψ)
s.t.
∫ ∣∣ψ∣∣2 = 1. (6)
The unrestricted minimization on the other hand considers all possible ψ+ and ψ− with the normaliza-
tion constraints. To distinguish, we denote the minimizers as ψ±.
(ψ+,ψ−)= argminEα(ψ+,ψ−)
s.t.
∫ ∣∣ψ+∣∣2 = ∫ ∣∣ψ−∣∣2 = 1. (7)
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Our goal in this work is to understand the symmetry breaking, i.e., the question whether ψ+ =ψ− =ψR .
The following result gives the existence of minimizers to both (6) and (7).
Proposition 1.1. For all α≥ 0, there exist solutions (φ+,φ−) ∈H 1×H 1 with
∫ |φ±|2 dx = 1 such that
Eα(φ+,φ−)= min
ψ±∈H 1;
∫ |ψ±|2d x=1Eα(ψ+,ψ−).
For a proof of this proposition, we refer the reader to the Concentration Compactness tools employed
in [3, Theorem 1] or specifically for LDA models the recent work of [28], where a general existence theory
is addressed for LDA models of this type with neutral or positive charge.
For the energy functional (3), we have two parameters R and α in the functional. We expect the
following behavior of the minimizers for different ranges of parameters:
1. For α= 0 and any R > 0, the minimizer have the symmetry ψ+ =ψ− =ψR .
2. Fix R ≥ 0, when we increase α from 0: The minimizer is initially symmetric (hence it is continuous
atα= 0), the symmetry is broken for largerα (ψ+ 6=ψ−). The critical parameterα for the transition
from symmetric to asymmetric minimizer depends on R.
3. Fix α> 0, for R sufficiently large, the minimizer is asymmetric.
Therefore, this suggests a two-dimensional phase diagram where the axes are R and α with a phase
transition from symmetric to asymmetric minimizers. In the current manuscript, we will fix R and vary
the parameter α in our analysis. However, we will demonstrate the (α,R) phase diagram numerically.
Some technical difficulties arise in the the analysis when varying R, which we comment on in Section 5
and plan to address in future work. We make our statements precise in the following theorems.
Theorem 1. Fix R > 0, denote ψR the minimizer of (6) and ψ± the minimizer of (7), we have ψ± =ψR for
α¿ 1, and ψ+ 6=ψ− for αÀ 1.
In other words, as we increaseα, the symmetryψ+ =ψ− is broken. In fact, we can give a more precise
characterization of the minimizer ψ± as α→∞.
Theorem 2. Fix R > 0, as α→∞, the rescaled and translated minimizer of (7)
α−
3
2ψ±(α−1(x∓Re1))
converges to φ in H 1, where φ is the unique positive, radial solution to the equation
− 1
2
∆φ− 4
3
|φ| 23φ+Eφ= 0, with
∫
|φ|2d x = 1. (8)
This can also be seen as the constrained minimizer of the Lagrangian
Es(φ)= 1
2
∫ ∣∣∇φ∣∣2 dx−∫ ∣∣φ∣∣8/3 dx, (9)
with mass
∫ ∣∣φ∣∣2 dx = 1. In other words, as α→∞, each electron becomes concentrated over a different
nucleus.
Our results in the small α setting rely heavily on the results of Lieb, Lions and others relating to the
concentration compactness phenomenon for constructing minimizers of constrained Lagrangians at
α = 0, then an application of the Implicit Function Theorem for α small. Our result for large α on the
3
other hand follows from essentially comparing the variational problem to a scale-invariant semi-linear
problem, which in turn relies strongly on the orbital stability of solitons for the unperturbed Dirac non-
linearity in 3 dimensions, |u| 23 u.
The proof for the small α regime is presented in Section 2, while the large α regime is treated in Sec-
tion 3. We present the analysis in detail for fixed R > 0 and varying α throughout the proof. Without of
loss of generality, for our analysis we will assume R = 1 and denote V = VR . Detailed numerical studies
of the (α,R) phase diagram and in particular the transition between small and large α for fixed R are dis-
cussed in Section 4. Concluding remarks and a discussion of the analysis in case of varying R is included
in Section 5. The numerical methods are presented in Appendix A using a finite element package devel-
oped by the group of the first author and developed in the thesis of the second author to study variational
problems in electronic structure.
2 Proof in the smallα regime
2.1 The restricted Hartreemodel: Caseα= 0
When α= 0, the energy functional we consider becomes
E0(ψ+,ψ−)= 1
2
∫ ∣∣∇ψ+∣∣2 dx+ 1
2
∫ ∣∣∇ψ−∣∣2 dx+∫ V (x)ρ(x)dx+ 1
2
Ï
ρ(x)ρ(y)∣∣x− y∣∣ dx dy. (10)
Without the exchange-correlation energy, the minimizer is always symmetric. Indeed, fixing any
density ρ with
∫
ρ = 2, we have
ELDA,0(
p
ρ/
p
2,
p
ρ/
p
2)= inf{ELDA,0(ψ+,ψ−) |∣∣ψ+∣∣2+∣∣ψ−∣∣2 = ρ}. (11)
Define ρ+ =
∣∣ψ+∣∣2 and ρ− =∣∣ψ−∣∣2, the above follows from the convexity
2
∫ ∣∣∣∇√(ρ++ρ−)/2∣∣∣2 dx ≤ ∫ ∣∣∇pρ+∣∣2 dx+∫ ∣∣∇pρ−∣∣2 dx, (12)
and the equality holds if and only if ρ+ = ρ− (see [40, Page 177, Theorem 7.8]). Thus, we may denote the
common orbital function as φ=ψ+ =ψ−, which minimizes the functional
E0(φ)=
∫ ∣∣∇φ∣∣2 dx+2∫ V (x)∣∣φ∣∣2 dx+2Ï ∣∣φ(x)∣∣2∣∣φ(y)∣∣2∣∣x− y∣∣ dx dy. (13)
Note that this functional has the same form as the restricted Hartree model treated in [43, Theorem II.2],
which guarantees the existence of a minimizer. Moreover, the minimizer is non-negative without loss of
generality and satisfies the Euler-Lagrange equation
− 1
2
∆φ+E0φ+Vφ+2
(
vc ∗
∣∣φ∣∣2)φ= 0 (14)
where vc (x) =|x|−1 denotes the Coulomb kernel and E0 ≥ 0 is the Lagrangian multiplier. We now show
that E0 must be strictly positive. Suppose E0 = 0, define W :=V +2vc ∗
∣∣φ∣∣2, we have
− 1
2
∆φ+Wφ= 0. (15)
Using Newton’s theorem, the spherical average of W , denoted by ĎW is non-positive outside the ball
BR (since the ball contains all the nuclei charge). Thus, we get trivially that the positive part of ĎW+ =
4
max{ĎW ,0} ∈ L3/2(B cR ). This implies that φ 6∈ L2(B cR ) by [41, Lemma 7.18], which is clearly a contradiction,
since
∫ ∣∣φ∣∣2 = 1. Therefore, E0 > 0. This implies that the nuclear potential is properly binding in a similar
sense to that explored in [55].
For a purpose that will be clear later, we also consider the variational problem (13) with more general
mass constraints and denote the minimum as IM :
IM := inf
{
E0(φ) |
∫ ∣∣φ∣∣2 =M/2}
= inf
{
E0(φ) |
∫ ∣∣φ∣∣2 ≤M/2}
= inf
{
E0(
p
ρ/
p
2) |
∫
ρ ≤M
}
,
(16)
where the second equality follows from the fact that IM is monotonically decreasing as we can always put
some excessive charge far away from the nuclei with negligible contribution to the energy. Furthermore,
IM is strictly convex for M ∈ [0, Mc ) for some Mc ≥ 2, which follows the standard convexity argument
applies to E0(
p
ρ/
p
2) as in the proof of parts (iii) and (iv) of [43, Corollary II.1] (see also the proof of
convexity of the energy of the related Thomas-Fermi-von Weizsäcker theory in [8]). We also have the
relation
∂IM
∂M
∣∣∣
M=2 =−E0 < 0, (17)
since E0 is the Lagrange multiplier corresponding to the constraint
∫ ∣∣φ∣∣2 = M . This in turn guarantees
that Mc > Z , as in Part (i) of [43, Corollary II.1]. Therefore, denote E0(M) the corresponding Lagrange
multiplier for IM , we arrive at
− ∂E0(M)
∂M
∣∣∣
M=2 =
∂2IM
∂M 2
∣∣∣
M=2 > 0. (18)
Following the analysis of [42, Theorem 3.1] using elliptic estimates, one observes that ifφ ∈H 1 a solution
to (14), then φ ∈H 2.
2.2 Implicit function theorem analysis for smallα
We consider (3) for α small. First of all, by restricting to the class of solutions symmetric with respect
to reflection in x, we know there exists a delocalized solution obeying the correct symmetry properties.
For α= 0, (3) is a convex functional and there exists a unique delocalized solution φ=ψ+ =ψ− such that
‖φ‖L2 = 1. The following result extends the uniqueness to small α.
Proposition 2.1. For 0≤α≤α0 sufficiently small, there exists a unique, delocalized minimizer to (3) with
‖φ‖L2 = 1. The dependence upon α is C 1.
The remainder of this section is devoted to the proof of Proposition 2.1. The idea is to construct a
symmetric solution branch stemming from the unique solution atα= 0 that comes from the convexity of
the energy functional in that limit. While the positive α perturbation is non-convex, the Euler-Lagrange
equations can be solved using a Lyapunov-Schmidt reduction. In fact, we will see that we can construct
an implicit function theorem argument using the convexity at α= 0 and in doing so, that locally only the
symmetric branch will be possible. First, we will allow the branch to vary with respect to mass, then we
will fix the Lagrange multipliers E+ and E− (in most cases we will observe E+ = E− as a function of α to
guarantee the mass 1 electron branch.
The Euler-Lagrange equations for ELD A,α give us a function on (H 2)2×R2 defined as
F (ψ+,ψ−;α,E)=
−12∆ψ++E+ψ++Vψ++ (vc ∗ (∣∣ψ+∣∣2+∣∣ψ−∣∣2))ψ+− 43α∣∣ψ+∣∣ 23 ψ+
−12∆ψ−+E−ψ−+Vψ−+
(
vc ∗ (
∣∣ψ+∣∣2+∣∣ψ−∣∣2))ψ−− 43α∣∣ψ−∣∣ 23 ψ−
= 0. (19)
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To apply the Lyapunov-Schmidt reduction, we need to address the kernel of the Jacobian with respect to
ψ± for the Euler-Lagrange equations. This is given by the operator
DFψ(ψ+,ψ−;α,E+,E−)
(
f+
f−
)
=
(
L+ f++2ψ+vc ∗ (ψ− sf−)
2ψ−vc ∗ (ψ+ sf+)+L− f−
)
(20)
for
L+(ψ±;α,E+) f+ =
(
−1
2
∆+E++V + vc ∗ (
∣∣ψ+∣∣2+∣∣ψ−∣∣2)− 20
9
α
∣∣ψ+∣∣ 23 ) f++2ψ+vc ∗ (ψ+ sf+)
and similarly
L−(ψ±;α,E−) f− =
(
−1
2
∆+E−+V + vc ∗ (
∣∣ψ+∣∣2+∣∣ψ−∣∣2)− 20
9
α
∣∣ψ−∣∣ 23 ) f−+2ψ−vc ∗ (ψ− sf−).
For φ=ψ+ =ψ−, the unique solution at α= 0 with resulting Lagrange multiplier E0 stemming from
the convexity of ELD A,0, we have
DFψ(φ,φ;0,E0,E0)
(
f+
f−
)
=
(
Lφ,E0 f++2φvc ∗ (φ sf−)
2φvc ∗ (φ sf+)+Lφ,E0 f−
)
for
Lφ,E0 f =
(
−1
2
∆+E0+V +2vc ∗
∣∣φ∣∣2) f +2φvc ∗ (φsf ).
In the class of symmetric solutions, we actually have a reduced set of equations and can instead solve a
scalar problem with parameters.
2.3 Analysis of the Linearized Operators for α= 0
We prove here that at α = 0, ψ+ = ψ− = φ, E = E0, then the linearized operator has a kernel, but it
can only lead to solutions where ψ+ and ψ− take on different masses. This is a key step in applying the
implicit function theorem in α locally. To see this, we linearize (14) to get the operator
L˜φ,E0 f =
(
−1
2
∆+E0+V +2vc ∗
∣∣φ∣∣2) f +4φvc ∗ (φsf ). (21)
We observe that the operator L˜φ,E0 can be written in the form
L˜φ,E0 =−
1
2
∆+E0+V +Vφ+Wφ,
where
Vφ f = E0 f +V f +2vc ∗
∣∣φ∣∣2 f
is a self-adjoint local operator with 1/|x| decay and
Wφ = 4φvc ∗ (φsf )
is a self-adjoint non-local operator with exponential decay. In both cases, we will see that these are
bounded, relatively compact perturbations of the Laplacian, and hence argue that the continuous spec-
trum of Lφ,E0 is on the set [E0,∞). Then, we will use a linear argument based around the convexity of
solutions to the problem at α= 0 to show that the kernel of Lφ,E0 is trivial. This will allow us to construct
a family of solutions using the implicit function theorem.
Since V +Vφ +Wφ is a relatively compact perturbation, we observe that the continuous spectrum
of Lφ,E0 is the interval [E0,∞) by applying Weyl’s Theorem, see [51, 40] for instance, or [39] where the
functional analysis of Hartree-style equations is discussed in some detail.
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Lemma 2.2. The operator L˜φ,E0 has only trivial kernel.
Proof. Let us assume to the contrary there exists f ∈H 2 such that
L˜φ,E0 f = 0.
Then, we observe that
0= 〈(−12∆+E0+V +Vφ) f , f 〉+〈Wφ f , f 〉.
However, given the structure of Wρ , it turns out that
〈Wφ f , f 〉 > 0 for f 6= 0.
This is easiest to see this is by looking at the inner product in Fourier space.
Taking the orthogonal decomposition f =αφ+φ⊥ and using that φ is the unique kernel of the oper-
ator L− = −12∆+E0+V +Vφ and hence if φ⊥ 6= 0, we observe that we have a contradiction immediately
from the coercivity of L−. However, if φ⊥ = 0, then α 6= 0 and we still observe positivity from the term
〈Wφ f , f 〉.
Remark 2.1. This is a similar strategy to that of standard semi-linear problems, however in such a case
the perturbation of the L− operator is negative in total and hence the spectral theory of the linearized
operator must be understood in much greater detail. Here, the perturbation is actually positive, so the
arguments are greatly simplified. It is also essential that we have a potential here, which has broken the
translation invariance.
2.4 Construction of solutions near α= 0
Claim2.3. Since ELD A,0 is a convex functional, the Jacobian DFψ(φ,φ;0,E0) has kernel given by span{(φ,−φ)}
and as a result, a unique C 1 path in (α,E) can be constructed through symmetric functions in H 2×H 2 us-
ing the implicit function theorem with fixed constraint ‖ψ±‖L2 = 1.
Proof. We must study the invertibility of DF at α = 0. In the restricted space, ψ+ =ψ−, the invertibility
is established in Lemma 2.2 through the invertibility of L˜. The remainder of the argument follows from
a fairly standard application of the implicit function theorem. Indeed, we observe that if DF~f = 0, then
L˜( f1+ f2)= 0 for ~f = ( f1, f2). Hence, either f1+ f2 is a non-trivial kernel function of L˜ or f = f1 =− f2 and
f1 is a non-trivial kernel function for a modified operator
Lφ,E0 f =
(
−1
2
∆+E0+V +2vc ∗
∣∣φ∣∣2) f ,
which through the equation satisfies Lφ = 0. Since φ > 0, it is the ground state and simple, which
establishes the result on the spectrum.
We note that the nature of the kernel is not so surprising at α = 0, as a major symmetry of ELD A,0
would be to simply use a rotation of (ψ+,ψ−), which is an invariant of the Lagrangian. However, given
that at α = 0, we have ψ+ =ψ− = φ, this symmetry generates no new solutions except the one we have
found in the kernel. Using the convexity, we have uniqueness of the symmetric solutionφ as a minimizer
having fixed mass ‖φ‖2
L2
= 1.
The remaining proof relies on varying E using the standard Lyapunov-Schmidt construction ofφ(E ,α)
solving the Euler-Lagrange equation,
(ψ+,ψ−)= (φ,φ)+ c0(φ,−φ)+ (η+,−η−),
7
forα∼ c20 ,
∫
(η++η−)φd x = 0 and ‖η‖ ∼ c20 , see [37, Proposition 1] for a general discussion of the method.
We observe that
‖η(c0,E±−E0,α)‖H 2 . c20 , |E±−E0|. c20 .
Indeed, expanding about (φ,φ) in this fashion we have
F (φ,φ;0,E0)+DF (φ,φ;0,E±)
(
η+
η−
)
+O(|η|2+ c20 +α+ (E±−E0)φ)=
(
0
0
)
. (22)
We note here that the linearization is DF (φ,φ;0,E±) and not DF (φ,φ;0,E0). Using the properties of DF ,
φ and E0, we then observe that we can first solve for (η+,η−)= (η+,η−)(c0,E±,α) in(
η+
η−
)
= (P⊥DF (φ,φ;0,E±)P⊥)−1P⊥O
(|η|2+ c20 +α+ (E±−E0)φ) (23)
with P⊥~f = ~f −〈~f , (φ,−φ)T〉(φ,−φ)T applying the standard Implicit Function Theorem. This implies that
(22) is given by(
−1
2
∆+E±+V
)
η± = (E±−E0)φ+ c0(E±−E0)φ−α|φ(1± c0)+η±|
2
3 (φ(1± c0)+η±)
+ vc ∗
[
2c20φ
2+2(1+ c0)φη++2(1− c0)φη−+η2++η2−
]
φ
± c0vc ∗
[
2c20φ
2+2(1+ c0)φη++2(1− c0)φη−+η2++η2−
]
φ
+ vc ∗
[
2φ2+2c20φ2+2(1+ c0)φη++2(1− c0)φη−+η2++η2−
]
η±.
As we are taking |E±−E0| small, P⊥DF (φ,φ;0,E±)P⊥ is invertible since P⊥DF (φ,φ;0,E0)P⊥ is invert-
ible. We observe that by the Implicit Function Theorem we have
‖~η‖H 2 ≤C
(
c20 +α+ (E+−E0)+ (E−−E0)
)
.
Projecting (22) onto (φ,−φ), we have1
(E+−E0)− (E−−E0)+ c0[(E+−E0)+ (E−−E0)]+O
(
‖~η‖2L2 + c30 +α
(
c0+‖~η‖
2
3
L2
))= 0,
which allows us to use the Implicit Function Theorem once again to solve for E+ given E− and write for
instance
(E+−E0)= (E+−E0)(c0,α,E−−E0),
with
|E+−E0| ≤C
(
c30 +αc0+α
5
3 +|E−−E0|
)
.
Now, using the two constraint equations for the mass, we have∫
(2c0φ+ c20φ2+2(1+ c0)φη++η2+)d x = 0 (25)
and ∫
(−2c0φ+ c20φ2+2(1− c0)φη−+η2−)d x = 0. (26)
1 Here, we use the following bound pointed out to the authors by N. Visciglia: Let α> 0 be given. Then for every a,b ∈C we
have the following inequality: ∣∣(a+b)|a+b|α−a|a|α−b|b|α∣∣. (|a||b|α+|b||a|α). (24)
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Using the linear combination (25)+ (26) and the orthogonality of (η+,η−) to (φ,−φ), we first observe that
|E−−E0| ≤C (α+ c20),
which implies for the linear combination (25) − (26), we can observe that
c20 ≤Cα.
Once the overall dependence upon α has been determined, we realize that on the branch described
above in (25) and (26), everything is indeed lower order to the O (c0) term. Thus, c0 = 0 lest we not move
off the mass 1 branch.
Remark 2.2. From the sign changes (25) and (26), we expect that with no mass constraint the branch
construction stemming from the kernel of DF to leading order leads to E+ =−E−. If we were allowed to
make such a symmetric reduction, the arguments above can be simplified.
2.5 Construction of the local branch under the symmetry assumption
Using that the linearization preserves symmetric solutions, let us limit ourselves to solutions of the
simplified Euler-Lagrange equation for φ(E ,α) given by
−1
2
∆φ+Eφ−Vφ+2
∫ |φ|2(y)
|x− y | d yφ−α|φ|
2
3φ= 0.
The mass of φ is
M(E ,α)=
∫
|φ|2d x.
By construction, M(E0,0)= 1. To find mass 1 states, using that φ=φ(E ,α), we wish to find E(α) solving
M(E ,α) :=
∫
|φ(E(α),α)|2d x−1= 0.
Hence, we wish to apply the Implicit Function Theorem once more, which guarantees the solvability of
E(α) provided
∂M
∂E
|E=E0,α=0 6= 0.
However, at α= 0 this follows directly from (18). Using the Implicit Function Theorem for a small range
of α, there is an E = E(α) satisfying the mass equation.
3 Localization and symmetry breaking for largeα
3.1 A priori energy estimate
We consider a variational problem with only the kinetic and exchange terms:
min
ϕ:
∫|ϕ|2=1 F (ϕ)=
1
2
∫ ∣∣∇ϕ∣∣2−∫ ∣∣ϕ∣∣8/3 . (27)
It is now classical in the theory of nonlinear Schrödinger equations that the minimizer of (27) exists and
is radial and unique up to a translation, see for instance [57]. Denote ϕ the minimizer of (27) centered at
zero, it satisfies
− 1
2
∆ϕ− 4
3
∣∣ϕ∣∣2/3ϕ+Eϕ= 0 (28)
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with E being a strictly positive Lagrange multiplier. Moreover, ϕ decays exponentially as |x|→∞.
We consider dilation operators {D t } that preserve the L2 norm
(D t f )(x)= t 3/2 f (t x). (29)
Let x+ and x− minimize
min
(∥∥∇ψ±−∇(Dαϕ)(·−x±)∥∥2L2 +E∥∥ψ±− (Dαϕ)(·−x±)∥∥2L2). (30)
We write the remainder as
ψ± =
(
Dα(ϕ+w±)
)
(·−x±). (31)
Correspondingly, we have ϕ=D−1α τ−1x± (ψ±)−w±, to simplify notation, we denote
ψ˜± =D−1α τ−1x±ψ± =α−3/2ψ±
(x+x±
α
)
. (32)
As {ψ±} minimize Eα, we have
0≤ Eα
(
(Dαϕ)(·−x+), (Dαϕ)(·−x−)
)−Eα(ψ+,ψ−)
=α2(2F (ϕ)−F (ψ˜+)−F (ψ˜−))+∫ V (ρϕ−ρψ) (33)
+ 1
2
Ï
ρϕ(x)ρϕ(y)∣∣x− y∣∣ dx dy − 12
Ï
ρψ(x)ρψ(y)∣∣x− y∣∣ dx dy,
where
ρϕ(x)=
∣∣(Dαϕ)(x−x+)∣∣2+∣∣(Dαϕ)(x−x−)∣∣2 .
Note that 12
Î ρψ(x)ρψ(y)
|x−y| dx dy ≥ 0, rearranging the terms, we obtain
F
(
ψ˜+
)+F (ψ˜−)−2F (ϕ)≤ 1
α2
(∫
V ρϕ+ 1
2
Ï
ρϕ(x)ρϕ(y)∣∣x− y∣∣ dx dy
)
− 1
α2
∫
V ρψdx. (34)
By the scaling of Dαϕ, we have ∫
V ρϕ+ 1
2
Ï
ρϕ(x)ρϕ(y)∣∣x− y∣∣ dx dy ≤Cα. (35)
To control the last term on the right hand side, recall that by Hardy’s uncertainty principle, we have for
any X ∈R3 and f ∈H 1 ∫
1
|x−X |
∣∣ f (x)∣∣2 dx ≤ 4∥∥ f ∥∥∥∥∇ f ∥∥ . (36)
Therefore, since
∥∥ψ±∥∥= 1, we have
−
∫
V ρψdx =
∫
1∣∣x−e1∣∣ (∣∣ψ+∣∣2+∣∣ψ−∣∣2)dx+
∫
1∣∣x+e1∣∣ (∣∣ψ+∣∣2+∣∣ψ−∣∣2)dx ≤C(∥∥∇ψ−∥∥+∥∥∇ψ+∥∥). (37)
Thus, we arrive at
F
(
ψ˜+
)+F (ψ˜−)−2F (ϕ)≤ C
α
+ C
α2
(∥∥∇ψ+∥∥+∥∥∇ψ−∥∥)
≤ C
α
+ C
α2
(∥∥∇Dα(ϕ+w+)∥∥+∥∥∇Dα(ϕ+w−)∥∥)
≤ C
α
+ C
α
(∥∥∇w+∥∥+∥∥∇w−∥∥)
≤ C
α
+ C
α
(∥∥∇w+∥∥2+∥∥∇w−∥∥2).
(38)
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Using the result in [62] for the semilinear functional (27), the left hand side of (38) is bounded from
below as
F
(
ψ˜+
)+F (ψ˜−)−2F (ϕ)≥ g (∥∥w+∥∥H 1)+ g (∥∥w−∥∥H 1), (39)
where
g (t )= ct 2(1−atθ−bt 4) with a,b,c,θ > 0. (40)
Combining (38) and (39), we conclude that
lim
α→∞
∥∥w±∥∥H 1 = limα→∞∥∥ψ˜±−ϕ∥∥H 1 = 0. (41)
In other words, up to translation and dilation, the minimizer of (7) is close to the minimizer of the semi-
linear problem (27) for α large.
3.2 Location optimization
We further determine the translation vectors x±. We claim that as α→∞, the translation vectors
x±→±e1 (up to swapping x+ and x−, recall that swapping ψ+ and ψ− does not change the energy). The
key observation is that the kinetic and exchange energy terms are invariant with respect to translation,
and hence x± are determined by the potential and Coulomb repulsion terms, which are higher order
terms when α is large.
For this, we consider shifted minimizers
ψ̂+ =ψ+(·+e1+x+) and ψ̂− =ψ−(·−e1+x−). (42)
By (31), we have
ψ̂± = (Dαϕ)(·±e1)+ (Dαw±)(·±e1). (43)
Due to minimality, we have
0≤ Eα(ψ̂+,ψ̂−)−Eα(ψ+,ψ−)
=
∫
V (ρψ̂−ρψ)+
1
2
Ï ρψ̂(x)ρψ̂(y)∣∣x− y∣∣ dx dy − 12
Ï
ρψ(x)ρψ(y)∣∣x− y∣∣ dx dy. (44)
Recall ρϕ and similarly define ρϕ̂ as
ρϕ(x)=
∣∣(Dαϕ)(x−x+)∣∣2+∣∣(Dαϕ)(x−x−)∣∣2 ;
ρϕ̂(x)=
∣∣(Dαϕ)(x+e1)∣∣2+∣∣(Dαϕ)(x−e1)∣∣2 .
Denoting
δVC(ρ1,ρ2)=
∫
V (ρ1−ρ2)+ 1
2
Ï
ρ1(x)ρ1(y)∣∣x− y∣∣ dx dy − 12
Ï
ρ2(x)ρ2(y)∣∣x− y∣∣ dx dy, (45)
we rewrite (44) as
δVC(ρψ̂,ρψ)= δVC(ρψ̂,ρϕ̂)+δVC(ρϕ̂,ρϕ)+δVC(ρϕ,ρψ)≥ 0. (46)
Let us estimate δVC(ρϕ,ρψ) first. For the potential term, using (36) for f =
∣∣∣ρϕ−ρψ∣∣∣1/2,∫ ∣∣∣V (ρϕ−ρψ)∣∣∣≤C∥∥∥∥∣∣∣ρϕ−ρψ∣∣∣1/2∥∥∥∥
L2
∥∥∥∥∇∣∣∣ρϕ−ρψ∣∣∣1/2∥∥∥∥
L2
≤C
∥∥∥∥∇∣∣∣ρϕ−ρψ∣∣∣1/2∥∥∥∥
L2
. (47)
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For the difference in Coulomb energy∣∣∣∣∣12
Ï
ρϕ(x)ρϕ(y)∣∣x− y∣∣ dx dy − 12
Ï
ρψ(x)ρψ(y)∣∣x− y∣∣ dx dy
∣∣∣∣∣
≤
Ï ∣∣∣ρϕ−ρψ∣∣∣ (x)ρϕ(y)∣∣x− y∣∣ dx dy + 12
Ï (ρϕ−ρψ)(x)(ρϕ−ρψ)(y)∣∣x− y∣∣ dx dy
≤C
∥∥∥ρϕ−ρψ∥∥∥
L3/2
∥∥∥ρϕ∥∥∥
L1
+C
∥∥∥ρϕ−ρψ∥∥∥2
L6/5
, (48)
where the last line uses the Hardy-Littlewood-Sobolev inequality. Observe that using interpolation and
Gargliardo-Nirenberg-Sobolev inequality, we have
∥∥ f ∥∥L6/5 ≤∥∥ f ∥∥3/4L1 ∥∥ f ∥∥1/4L3 ≤C∥∥ f ∥∥3/4L1 ∥∥∥∥∇√ f ∥∥∥∥1/2
L2
, (49)
∥∥ f ∥∥L3/2 ≤∥∥ f ∥∥1/2L1 ∥∥ f ∥∥1/2L3 ≤C∥∥ f ∥∥1/2L1 ∥∥∥∥∇√ f ∥∥∥∥
L2
. (50)
Combined with the above three inequalities, we get∣∣∣∣∣12
Ï
ρϕ(x)ρϕ(y)∣∣x− y∣∣ dx dy − 12
Ï
ρψ(x)ρψ(y)∣∣x− y∣∣ dx dy
∣∣∣∣∣≤C
∥∥∥∥∇∣∣∣ρϕ−ρψ∣∣∣1/2∥∥∥∥
L2
. (51)
To estimate the right hand side of (47) and (51), by definition∥∥∥∥∇∣∣∣ρϕ−ρψ∣∣∣1/2∥∥∥∥
L2
≤
∥∥∥∇(2∣∣Dαϕ∣∣∣∣Dαw+∣∣+2∣∣Dαϕ∣∣∣∣Dαw−∣∣+∣∣Dαw+∣∣2+∣∣Dαw−∣∣2)1/2∥∥∥
L2
≤C
(∥∥∥∇(∣∣Dαϕ∣∣∣∣Dαw+∣∣)1/2∥∥∥
L2
+
∥∥∥∇(∣∣Dαϕ∣∣∣∣Dαw−∣∣)1/2∥∥∥
L2
+
∥∥∥∇∣∣Dαw+∣∣∥∥∥
L2
+
∥∥∥∇∣∣Dαw−∣∣∥∥∥
L2
)
≤Cα(∥∥w+∥∥H 1 +∥∥w−∥∥H 1),
(52)
where we have used the convexity of
∣∣∣∇pρ∣∣∣2 and the Cauchy-Schwartz inequality. Note that the α pre-
factor on the right hand side is natural from the scaling, since the characteristic length scale of ρϕ is order
1/α due to the construction by dilation. Therefore, to sum up,∣∣∣δVC(ρϕ,ρψ)∣∣∣≤Cα(∥∥w+∥∥H 1 +∥∥w−∥∥H 1). (53)
It is easy to check that the same upper bound also holds for δVC(ρϕ̂,ρψ̂). Thus,
δVC(ρϕ̂,ρϕ)≥−Cα
(∥∥w+∥∥H 1 +∥∥w−∥∥H 1). (54)
We now turn the above estimate of the Coulomb energy difference into an estimate of the translation
vectors x±. For this, we calculate more explicitly δVC(ρϕ̂,ρϕ) (recall thatϕ is the unique radial minimizer
to the semilinear functional (27)). We have
δVC(ρϕ,ρϕ̂)=
∫
V (ρϕ−ρϕ̂)+
Ï ∣∣Dαϕ∣∣2 (x−x+)∣∣Dαϕ∣∣2 (y −x−)∣∣x− y∣∣ dx dy
−
Ï ∣∣Dαϕ∣∣2 (x−x+)∣∣Dαϕ∣∣2 (y −x−)∣∣x− y∣∣ dx dy. (55)
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As ϕ decays exponentially, we have
Ï ∣∣Dαϕ∣∣2 (x−x+)∣∣Dαϕ∣∣2 (y −x−)∣∣x− y∣∣ dx dy . 1α , (56)
and therefore∫
V (ρϕ−ρϕ̂)+
Ï ∣∣Dαϕ∣∣2 (x−x+)∣∣Dαϕ∣∣2 (y −x−)∣∣x− y∣∣ dx dy ≤Cα(∥∥w+∥∥H 1 +∥∥w−∥∥H 1)+O (α−1). (57)
This implies
lim
α→∞
1
α
∫
V (ρϕ−ρϕ̂)
= lim
α→∞−
1
α
∫ ( 1∣∣x−e1∣∣ + 1∣∣x+e1∣∣
)(∣∣Dαϕ∣∣2 (x−x+)−∣∣Dαϕ∣∣2 (x−e1))dx
+ lim
α→∞−
1
α
∫ ( 1∣∣x−e1∣∣ + 1∣∣x+e1∣∣
)(∣∣Dαϕ∣∣2 (x−x−)−∣∣Dαϕ∣∣2 (x+e1))dx = 0, (58)
since the second term on the left hand side of (57) is non-negative. Note that the two limits in the middle
of the above equation are both non-negative. We have
lim
α→∞−
1
α
∫ ( 1∣∣x−e1∣∣ + 1∣∣x+e1∣∣
)(∣∣Dαϕ∣∣2 (x−x+)−∣∣Dαϕ∣∣2 (x−e1))dx = 0. (59)
This implies that min{
∣∣x+−e1∣∣ ,∣∣x++e1∣∣} converges to zero, and similarly for x−. Thus, as α→∞, x±
approaches {e1,−e1}. They cannot converge to the same point, as otherwise the Coulomb interaction is
obviously higher. Therefore, we arrive at the conclusion.
4 Numerical solution to Kohn-Sham SDFT (KS-SDFT) equations forψ+ and
ψ− as a function of α
The variation of the energy functional given in Eq. (3) with normalization constraints, leads to Euler-
Lagrange equations defining the spin up, ψ+, and the spin down, ψ−, KS-SDFT orbital solutions as a
function of exchange strength α. In this section we outline the finite element methods (FEM) [9, 14] we
used to produce numerical solutions to these equations and determine their stability. These solutions,
characterized by the symmetry of the orbital functions and their localization within the molecular frame-
work, were used to explore the transitions between the regions of stability identified by the theorems in
Sections 2 and 3. In the process of generating these numerical solutions additional stable solution to
the Euler Lagrange equations are identified and their stationary character validated via Hessian analysis
(see appendix). These may have important consequences for the application of Kohn-Sham methods
but were not analyzed above.
An important feature of the FEM approach we used is that the expansions of ψ− and ψ+ in the FEM
basis [4] are not constrained by any preconceived notion as to the nature of the solution as is implicit
in the atomic orbital expansion basis of quantum chemistry software [47, 58, 23]. This is particularly
important in our application because of the forms of the KS solutions to Eq.(3) as a function ofα (e.g. for
large α) are unknown. The details of the numerical problem and the FEM method we developed for its
solution are described in more detail in the Appendix. A novel feature of the numerical method we have
used is that its time to solution scales linearly with the size of the basis [35].
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4.1 Overview of numerical method (FEM)
Our numerical implementations are based on application of the Python FEniCS finite element (FEM)
package [4] [35], which is a collection of free software with an extensive list of features for automated,
efficient finite element solution methods for differential equations. The source codes implementing the
linear scaling finite element solver described below can be found at https://fenicsproject.org/.
More details specific to our calculation are given in the Appendix.
The FEM calculation domain used here is a fixed square box of dimension 50×50×50 atomic units
which easily contains the H2 molecule (size ≈ 2 atomic units). Because the bound state molecular or-
bitals decay exponentially away from the positions of the nucleus, we apply zero boundary conditions at
the domain edges for the wave functions. The Coulomb potentials are calculated from Poisson’s equa-
tion using free space boundary conditions.The singularities of the attractive nuclear potentials, Eq. (1)
are removed by adding a small positive constant in the denominator [35].
To accommodate the more rapid variation of the ψ functions near the atomic nucleus the finite ele-
ment grid is adapted within the domain, see Figure 1. This is an essential feature of atomic and molecular
electronic structure calculations [16, 38, 17] that do not introduce pseudopotentials [18].
Figure 1: A representation of the finite element grid used in calculation. Each triangle represents a tetra-
hedron in the real calculation. Note that the density of the mesh is significantly increased near the two
atomic nuclei (see appendix for further discussion as to how this mesh is generated).
In the FEM calculation each molecular orbital (ψ+ or ψ−) is written as an expansion in a finite ele-
ment basis, ηi , with local support centered on the grid points in Figure 1[4], giving,
ψ± =
M∑
i=1
c±,iηi . (60)
There are M basis functions, where M is the total number of points in the grid and ηi the finite element
basis functions (piecewise linear elements with local support) (see Appendix and [16] for more detail).
The variation of the functional Eq. (3) expanded in the basis as in Eq. (60) leads to generalized eigenvalue
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problems which must be solved self-consistently. These may be written as,
(−1
2
∆−²i )ψ± =V (ρ)ψ±. (61)
where total electron density is ρ = (ψ2−+ψ2+). The eigenvalue problem is solved using an iterative process
in which for step k theψ± on right hand side of Eq. (61) and the orbital energies, ²k±, at step k are assigned
the the values and functionality from the k−1 step (see Appendix and [35]).
Eq. (61) is solved using the FEniCS software package (see Appendix and [35] for more detail). This
package implements a conjugate gradient solver (generalized minimal residual method, GMRES [56])
after preconditioning with an algebraic multigrid preconditioner (AMG, BoomerAMG from the Hypre
Library [2, 15, 61, 59, 27]). The application of the AMG solver leads to the linear in basis set time to
solution feature of the numerical method.
An initial guess for the molecular orbitals (MOs) for the FEM solutions is necessary to start the it-
eration. Here we used H atom Slater Type Orbitals (STO-3G) generated from the NWChem data base
[60] to form molecular orbitals for all α. Given two STO-3G functions centered on the atom center and
designated as φ1 and φ2. The initial MOs for symmetric solution are (φ1+φ2)/2 while the initial states
when localized solutions are expected as φ1 and φ2 respectively, see [34, 23]. When α is very small, even
the initial MOs are localized statesφ1 andφ2, the final solution becomes delocalized state. For very large
α the final solution may not be well approximated by this initial condition. However, we have not had
problems with convergence of the method described in the appendix.
4.2 Numerical Results of DFT/ FEM calculations
The solution to the optimization problem posed by Eq. (3) are function of the internuclear distance,
R, and the strength of the Dirac exchange,α. Consistent with the Pauli principle (requirement of Fermion
wave function being antisymmetric) we assign individual electrons either to a spin up ψ+ or spin down
ψ− spin eigenvector (the spin orbitals functions are products of a spacial function and a spin up or down
eigenvector). With the further approximation of Dirac exchange and integration over the spin degrees of
freedom this leads to the Kohn-Sham (KS) local spin density functional form expressed in Eq. (3)[48].
Formal results identifying features of the minimizers of Eq. (3) are given above. This is a two electron
problem. In this formalism the forms of the spacial parts of the orbital wave functions are completely in-
dependent and the symmetry of the total density is not constrained. However, for most of the stationary
solutions that we have found the total electron density has the symmetry of the H2 molecule. We have
shown this to be true for the lowest energy solution of Eq. (3) in both the large α and small α limits that
we have proven to exist above. On the other hand, as we will illustrate in the following, the symmetry of
the spacial parts of the individual spin orbitals may be broken in a way that still preserves the symme-
try of the molecule for the total density. This break in symmetry occurs with a bifurcation and leads to
electron localization. In applications of DFT to large molecules or condensed materials this localization
is interpreted in term of the observed spin states of lattices (or molecules) (e.g. antiferromagnetic states
in condensed materials [21, 26, 49]) . Thus the prediction of this spin ordering present in these states is
an important objective of the application of DFT methods to molecular and condensed matter systems.
The accuracies of the total energies are within 0.02 au for the H2 molecule in our calculations.
4.2.1 Bifurcation in the R dimension
The optimized total energy as the H2 molecular bond is lengthened for at fixed α= 0.93 (from Eq. (3)
andα similar to the value used in the application of SLDA to molecular and condensed matter problems)
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is shown in Figure 2. Remarkably for given α and sufficiently small R the solutions for orbital wave func-
tions ψ+ and ψ− converge to the same function even under full variation with no symmetry restriction.
This is consistent with the fixed R, smallα analysis in Section 2. This solution is the same as the so called
restricted solution generated by enforcing double filling (spin up and spin down electrons states) of a sin-
gle spacial orbital to form the two electron wave function. That is the the restricted DFT (RDFT) solution
in which ψ+ and ψ− are the same function is the lowest energy solution to the optimization problem
posed in Eq. (3) even when each orbital function is varied independently without constraint. Similar
behavior is observed in the Hartree or Hartree-Fock model of electronic structure for the two electron
system. These solutions are important because the restricted DFT solutions are widely used in quantum
chemistry applications [58, 23] and it is important to be aware of their region of stability.
As the H2 bond length is extended as illustrated in Figure 2 (R >≈ 2.75au) the solution bifurcates cre-
ating two two electron product (singlet determinant [58, 48]) solutions. In the lowest energy state (lower
branch, green line) one symmetry broken electron orbital (say the spin up state) is localized around one
site and the other orbital function state (spin down) is localized around the 2nd ( see green density distri-
bution bottom right Figure 2). The product wave function (total density) for this branch leads to a spin
localized density distribution (spin up and spin down electrons localized on different atomic sites with
total spin zero). This spin distribution is consistent with an antiferromagnetic state for the H2 molecule.
Since spin ordered condensed systems are common targets for DFT prediction, this is an important di-
mension for variation in designing DFT representations of spin ordered systems [21, 26, 49].
The upper energy branch in Figure 2 is a continuation of the restricted solution in which the spin
up and spin down orbitals have the same spacial dependence (no localization, blue density distribution
bottom right Figure 2). We note that this solution continues as a stationary solution even for large R.
Figure 2: Bifurcation of LSDA for H2 in the R dimension with α = 0.93. The bifurcation point is at R =
2.75 au.
Note that the symmetry of total electron density is preserved in both the upper and lower states as in
insert in Figure (2).
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4.2.2 Hessian of bifurcated solutions for R variation
As discussed after the bifurcation illustrated in Figure 2 there are two solutions for R > 2.75 au. These
(one spin localized/antiferomagnetic (green line ) and one restricted (no localized spin) blue line) solu-
tions are analogous to solution of spin ordered condensed systems and are widely interpreted in terms of
the observed spin ordering of stable and unstable phases[26, 21, 49]. Since these solutions are remark-
able stable in calculations, they can be difficult to identify on the basis of currently used optimization
methods [26]. Typically several solutions may appear as stable in uncontrolled calculations. (For a brief
overview of how spin is controlled in condensed matter calculations see reference [18].)
The stability/metastability of the solutions along the 2 branches In Figure (2) can be determined from
the Hessian associated with the optimization problem Eq. (3) (see Appendix). At the bifurcation point,
the gradient is zero. Numerical estimates of the eigenvalues of the Hessian the optimization problem
Eq. (3) (also calculated via the FEM see appendix) show there is one negative eigenvalue for the RDFT
solution beyond the bifurcation point. The combination of the zero gradient and the presence of the
single negative eigenvalue shows that this is a metastable point in the energy surface. This is result may
be important to DFT applications in which it is known that it is often difficult to find the true spin ordered
minimum energy past the bifurcation point. This problem may be caused by the metastability of the
delocalized state. We collect this information in a table for fixed α = .93 (value consistent with the α
typically used in DFT applications) varying the bond length in Table 1.
Bond Length Solution Result Details
2.0 a.u. delocalized solution Local Minimizer all evs on the constraint manifold > 0.
3.5+ a.u. delocalized solution Saddle Point 1 ev on the constraint manifold < 0.
3.5+ a.u. localized solution Local Minimizer all evs on the constraint manifold > 0.
Table 1: Eigenvalues for the Hessian matrix, α= .93 for various bond lengths
4.2.3 Bifurcation in theα dimension
Figure 3 shows the symmetry breaking bifurcation points for LSDA solutions of Eq. (refeq:LDA) with
strength of the exchange contribution, α, for fixed bond lengths R = 2.0 au. As mentioned above ad-
justment of parameters such as α in the density functional formalism may improve DFT model per-
formance for spin ordered systems [50, 26]. For a fixed bond length and in the small α domain, there
are two identical degenerate spacial solutions (for spin up and spin down) degenerate solutions for the
global minimum energy. These solutions (herein called the delocalized solutions) have peaks at the two
atom centers, spread over the whole molecule and have the symmetry of the molecule. In this region,
if a numerical solutions are initiated with broken symmetry the ψ+ and ψ− solutions evolve to have the
same spacial dependance, ψ+ = ψ−. These solution are equivalent to the single orbital solution of of the
restricted or doubly filled DFT product function. See the analysis in Section 2 for the demonstration of
this result, but the underlying reason is that the Coulomb repulsion is somewhat insensitive to the local-
ization of the total density and the kinetic energy dominates over the exchange potential contribution in
Eq. (3). Beyond the bifurcation point (as illustrated in Figure (3) , the broken symmetry solutions with
excess spin on each atom (localized solutions) appears and the product solution is the global minimizer.
The the total density still still has the symmetry of the molecule. The restricted solutions with higher en-
ergy still exists along the upper branch of the bifurcation curve. These solution have not been discussed
above. Hessian analysis shows that delocalized solution is a metastable solution with Hessian eigenval-
ues demonstrating their metastable property similar to the bifurcation in R, Figure 2, namely there is one
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negative eigenvalue for the RDFT solutions above the lowest energy curve (blue curve, Figure 2) beyond
the bifurcation point.
Asα is further increased (at constant R) a variety of new bifurcations appear. The exchange potential
contributes much more than the Coulomb potential so the solution tends to be localized instead of de-
localized. The localized solution (blue line Figure 3) remains the minimizer. The symmetric delocalized
solution (dark green and light green Figure 3) is the highest energy. However for very high α the maxi-
mum density moves to the middle of the bond. For α> 6 Figure 3 the high energy delocalized solutions
break symmetry and forms two lower energy two electron solutions on centered on the atom centers (red
line Figure 3). We note that the antiferromagnetic solution (blue line) is the global solution for all large
α. This is an important result since this is the solution generally associated with magnetic behavior in
real materials.
Figure 3: Several numerically constructed branches of the bifurcation of LSDA for H2 in theα parameter
with R = 2.0 au showing the relevant ψ± profiles.
Figure 4: The first symmetry breaking bifurcation of LSDA for H2 as a phase diagram in R and α. Below
the line only delocalized states are present while above the line there are both delocalized and localized
states.
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4.2.4 Onset of ferromagnetic behavior as bond length is increased
Since the bond length corresponding to beginning of antiferromagnetic behavior (spin localization)
occur after the first bifurcation and it is common to adjust the strength of the Dirac exchange to improve
agreement of mode, we show the variation of the first bifurcation point for different α in Figure 4. Note
that for very small α the bond length for bifurcation becomes very long.
5 Discussion and future works
A similar analysis to the large α case gives that the ground state Euler-Lagrange equation for large R
can be transformed to an equation of the form
−∆φ±+R2E(R)−RV1φ±+ 2
R
∫ |φ+|2+|φ−|2
|x− y | φ±(x)+Rα|φ±|
2
3φ± = 0, (62)
taking φ± =R 32ψ±. This correlates to a new problem with no Coulomb repulsion, large but unit distance
apart nuclear masses Z = R, and a very strong exchange-correlation nonlinearity Rα. Thus, the main
issue is to study the nature of the stable curve for a large nuclear mass with strong exchange-correlation
nonlinearity and observe what the nature of the Lagrange multiplier R2E(R) should be as R →∞. The
intuition is that this scales the problem to be localized since moving along the stable branch of states
from low electron mass (small Lagrange multiplier) for the potential V1 to large electron mass (large
Lagrange multiplier) eventually concentrates onto localized states over each well. As the nonlinearity is
growing in strength with the nuclear potential, this bifurcation onto localized modes will still happen at
relatively low mass since after a scaling the model Lagrangian is
1
2
∫
|∇φ|2d x+R
(∫
V1|φ|2d x−α
∫
|φ| 83 d x
)
, ‖φ‖L2 = 1, (63)
meaning the behavior for large R should correlate to the mass 1 stability profile of the simplified (63).
Choosing φ± =R 32ψ±(Rx), the resulting modified Lagrangian has critical points given by
−²2∆φ±+φ±−V1φ±+
∫ |φ+|2+|φ−|2
|x− y | φ±(x)+α|φ±|
2
3φ± = 0, (64)
which looks like a singular-perturbation Ginzburg-Landau style. As a result, this motivates the following
question for a (strange) Hydrogen model: Is the minimizer of
EH (u)= 1
2
∫
|∇u|2 dx−
∫
Z
|x| |u|
2(x)dx+ 1
2
Ï |u|2(x)|u|2(y)∣∣x− y∣∣ dx dy −
∫
|u|8/3d x (65)
such that ‖u‖L2 = 1 orbitally stable. This has been answered in some sense when Z = 0 in [54] when
the mass is that of the absolute minimizer. Understanding what occurs for the natural electronic mass 1
requires further investigation of this model and will be a topic of future work.
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A Appendix
We recall here the basics of the finite element methods we use in this work to numerically find crit-
ical points of the XLDA Lagrangian. The numerical algorithms are implemented using a python imple-
mentation of the FENICS finite element package, [22]. Many of the tools we use here are discussed in
more detail in the works [16, 35]. For complete discussions of Finite Element Methods, see the books of
[5, 9, 14, 6]. The method we develop here takes advantage of the sparsity of the FEM representation of
the eigenvalue problem leading to an algorithm that scales linearly with number of basis functions. For
resources on large scale computing in computational chemistry, see [36, 60].
I. Finite Element Set Up
Figure 5: Finite element tetrahedron defining FEM elements and nodes. The L tetrahedral elements are
identified by el . The global node are indexes by (m). For each element el a there is global node at each
corner. Generally a local nodes belonging to individual tetrahedra are also defined. see [14, 5, 9, 16].
These are not shown and are managed transparently by the Dolfin software [44].
Assume that the solution, φ exists in a bounded domain Ω ∈R3 that can be divided into a set of L
non overlapping tetrahedral elements, {el }
L
l=1 [14, 5, 9, 16], see Figures (5) and (1). For the electronic
structure problems we are concerned with in this work the atomic potentials represented by V (~r ) in the
Hamlitonian below Eq. (71) are singular. This leads to rapid variation of the solution to the eigenvalue
problem in this region. This requires that in order to obtain accuracy the FEM grid in this region must
have a finer resolution as illustrated in Figure 1 and discussed in [17, 38, 16].
To construct the grid used in the calculation, we
1. Use BoxMesh to generate a coarse mesh in a 50×50×50 domain. The initial number of cells in
each direction is 2. So the total number of tetrahedra will be 48 and the total number of vertices will be
27 in the coarse mesh.
2. Find the closest mesh grids to the nuclei and set the parameter cell_markers true and use the refine
function in DOLFIN [1, 16, 14, 5, 9] to refine the grids 20 times.
3. Refine the whole grids for 3 times.
Generally FEM nodes can be located at corners in along boundaries or in the centers of regions (tetra-
hedra) [14, 5, 9, 1]. However, for the calculations her nodes are located only at the corners of the tetrahe-
dra. These nodes are shared by adjacent tetrahedra as in Figure (5). Each tetrahedral l has four corner
nodes. A global index identifies a node as in Figure (5) (global node numbers in brackets). There are M
global nodes in the construction. In actual calculations a local node index identifying a corner global
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node with a basis function inside a particular tetrahedral is also defined in Dolfin[1, 16, 14, 5, 9] to iden-
tify variation associated with a node within a particular tetrahedra [14, 5, 9, 1]. The somewhat difficult
book keeping problem of keeping track of the global variation of the basis functions consistent with their
local behavior is taken care of nicely in the FEniCS software.[4]
For each node (with global index m and local index i) in a tetrahedral element, l , a finite element ba-
sis functions {χeli } is defined. In these caculations the {χ
el
i } are linear functions centered on local nodes i
in element el [1, 16, 14, 5, 9]. For each global node m the linear basis function {χ
el
i } is 1 on global node
i and zero on all other nodes contained in the tetrahedrals containing global node m. For a particular
tetrahedron the linear basis associated with local node i of tetrahedral el , {χ
el
i }, has value only in tetra-
hedra el . Illustrations of how this works are given in [1]. The local node functions {χ
el
i } can be assembled
in functions centered around the global nodes with index m as the global basis functions ηm(~r ).
A piecewise continuous function (here the φ(~x)) can now be expanded as [16],
φ(~r )=
M∑
m=1
cmηm(~r ). (66)
Here, M is the dimension of space of global nodes and cm is the coefficient of basis element ηm . The
value of the ψi on node i is cm .
II. The Generalized Eigenvalue Problem:
With the above formulation, solving the Kohn-Sham minimization problem related to Eq. (3) leads
to the generalized eigenvalue problem,
Hc= ²Sc, (67)
or more explicitly
Hmncn,k = ²k Smncn.k (68)
where k identifies the k th eigenfunction,
Smn =
∫
Ω
d~rηm(~r )ηn(~r ), (69)
and
Hmn = 1
2
∫
Ω
d~r∇ηm(~r )∇ηn(~r )+
∫
Ω
d~rηm(~r )Veffηn(~r ) (70)
with Veff given by
Veff =V (~r )+Vee (ρ)+Vex (ρ,α)=V (~r )+
∫
ρ(r ′)
|~r −~r ′|
d~r ′+Vex (ρ,α). (71)
Here ρ(~r ) is the total electron density,
[
φ2++φ2−
]
and Vex (ρ,α) is given by the scaled Dirac form studied
above,
Vex (ρ,α)=αρ
1
3 . (72)
The matrix Hmn , Eq.(70), the overlap matrix Smn , Eq. (69) and integrals over V (~r ) in Eq. (71) can
be obtained from the FEnics software [4]. The calculation of these matrix are also carefully discussed
for electronic structure problem in ([16]) and in general in [14, 5, 9]. However, the full potential Ve f f (ρ)
given by Eq. (71) is a function of the density requiring that the eigenvalue problem, Eq. (67), be solved
iteratively to achieve self consistency.
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III. Solution to the generalized eigenvalue problem and the associate Coulomb problem
The principle objective of the calculation is the solution of the generalized eigenvalue problem, Eq.
(67). However, this 1st requires the input of a current estimate of the Classical potential Vee required in
Veff, Eq. (71). This may be found as the solution to the Poisson equation
∇2Vee (~r )=−4piρ(~r )=−4pi
Ne /2∑
i=1
∣∣φi (~r )∣∣2 . (73)
To solve this pde Vee (ρ(~(r )) is also expanded in the finite element basis as,
Vee (~r )=
M∑
m=1
vmηm(~r ). (74)
Eq. (73) is then discretized and reduced to a system of linear equations giving the {vm}. Given a solution
to the Coulomb problem, Eq. (73), based on a current density for the iteration, the generalized eigenvalue
problem, Eq. (67) is also solved in the {ηm}Mm=1 finite element basis functions. Each molecular orbital is
represented as, (for this problem there is only one filled molecular orbital for each spin)
φi =
M∑
α=1
ci mηm , i = 1, . . . ,n. (75)
The finite element discretization of the one-electron equation for the current iteration is given as,
(Ti −²i )ci = vi (~r ). (76)
ci = {ci 1, . . . ,ci m} are the coefficients of molecular orbital in the expansions of finite element basis. The
elements of the operator (Ti −²i ), are,
(Ti −²i )mn =
∫
Ω
{
1
2
∇ηm∇ηn −²iηmηn
}
dΩ. (77)
The elements of vi are,
(vi )m =
∫
ηm(~r )Veff(~r )φi (~r )dΩ
=
∫
Ω
ηm
V (~r )φi (~r )−
∫ (∣∣φ+(y)∣∣2+∣∣φ−(y)∣∣2)∣∣x− y∣∣ dyφi − 43α∣∣φi (x)∣∣2/3φi
dΩ,
(78)
are calculated in an iterative process in which Veff(~r ) is defined for step k from the results of the self-
consistent solver in the prior iteration.
Details of the FEniCS solver
The AMG is based on a V-cycle with a maximum number of multi grid levels of 25. For each fine to
course grid transfer a single pre smoothing step is taken. For each course to fine transfer a single post
smoothing step is taken. These smoothing steps use a symmetric-SOR/Jacobi method. On the coarsest
level the course FEM equation is relaxed by Gaussian elimination. In the iteration an energy correction
step is applied to update new eigenvalues after the Helmholtz equation is solved for a set of ²(k) from the
prior AMGCG cycle (see Appendix). The self-consistent solver converges when the total energy difference
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in two consecutive iterations is smaller than a selected tolerance (see appendix). These are solved via the
FEniCs code using the GMRES [56] and BOOMER AMG (Algebraic Multigrid [15]) packages. The solution
to this problem is of order M [35].
Eq. (76) or (77) can be solved in O(m) steps using the FEniCS software [4] The solution to Eq. (77) is
can be solved by general minimal residue method (GMRES) [56] using the FEniCS software. To improve
the convergence of the solution to a preconditioning based on the algebraic multigrid method is used [59,
61]. For an introduction to multigrid methods and their application to problems in electronic structure,
see [17, 38, 15, 10, 11, 13, 12, 32, 33, 45].
IV. TheWavefunction and Orbital Energy update and iteration
IV.i: Some Preliminaries
The eigenvalue problem is solved using an iterative process in which for step k theφpm on right hand
side of Eq. (76) and the orbital energies, ²(k)± , at step k are assigned the the values and functionality from
the k − 1 step The iteration is developed with the intention of producing linear scaling in the number
of FEL basis functions m. We note that scaling in the number of electrons (n) is typically higher. This is
achieved by developing a solver strategy that emphasizes the use of the operator (∇2−k2) which is easily
implemented in multigrid schemes.
The density functional equations at iteration k are written as[
−1
2
∇2~r −²i
]
φ(k+1)i (~r )=
[
Vext (~r )+Vee (ρ(k)(~r )+Vex (ρ(k)(~r ))
]
φ(k)i (~r ) (79)
Here n is the number of filled electron states and V exti is the external potential. The Coulomb potential
(calculated from FeniCS as above) is defined by
Vee (~r )=
∫ φ(k)j (~r ′)φ(k)j (~r ′)∣∣∣~r −~r ′∣∣∣ d~r ′. (80)
The exchange potential is given by
Vex (~r )=αρ(k)(~r )
1
3 . (81)
In this work we developed a multigrid based solver that captures the efficiency of the sparsity of the
FEM representation of the eigenvalue problem.
The point here is that this is now a linear PDE of the form[
−1
2
∇2~r −²(k−1)i
]
φ(k)i (~r )= f (k−1)i (~r ) (82)
We now calculate the solution to this equation using an efficient multigrid method. Because of the
complexity of the grid we use the AMGCG implemented in the FEniCS software [4]. At this point we
have an equation that efficiently updates φ(k−1)i to φ
(k)
i . But for a full update we need ²
(k). To obtain the
energy update Houdong introduced two methods. The most straightforward is to use the updated φ(k)i
to diagonalize the Fock matrix. A second method develops an iterative solution.
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IV.ii: Update of the wavefunction, φi (~x):
Suppose we have solutions φ(k−1)i (~x) and ²
(k−1)
i . The update ofφ
(k−1)
i (~x) to φ
(k)
i (~x) proceeds directly from
φ(k)i (~x)=
[
−1
2
∇2~x −²(k−1)i
]−1
f (k−1)i (~x). (83)
All the functions in this equation are defined. Indeed, this is the solution that we obtain from AMGCG.
This then is the update of the wave function from φ(k−1)i (~x) to φ
(k)
i (~x), which we will sometimes refer to
φ˜(k)i (~x) below. Now we also need an update of the orbital energy.
IV.iii: Update of the orbital energy:
Again we assume we have φ(k−1)i (~x) and ²
(k−1)
i . Keep in mind that we obtained φ
(k−1)
i (~x) from an AMGCG
upgrade using the potentials f (k−2)i (~x). We begin by defining two Greens functions (propagators):
The (k−1) Green’s function, G (k−1)i , with energy ²(k−1):
G (k−1)i =
{
−1
2
∇2−²(k−1)i
}−1
(84)
and a Green’s function, Gconi with the converged HF orbital energy, ²
con
i ,
²coni = (²(k−1)i +δ²(k−1)i ) (85)
giving
Gconi =
{
−1
2
∇2−²i
}−1
=
{
1
2
∇2− (²(k−1)i +δ²(k−1)i )
}−1
(86)
the objective is to calculate an orbital energy correction from these equations.
Suppose thatφ(k−1)i is a good approximation to the converged HF orbitalφ
con
i . φ
con
i satisfies the Fock
orbital PDE with solution,
φconi (~x)=
{
−1
2
∇2−²coni
}−1
f coni (~x). (87)
In this equation ²coni is the converged orbital energy. We also define δ²
(k−1)
i (the energy update) by
²coni = ²(k−1)i +δ²(k−1)i (88)
φ(k−1) is a good approximation to φconi . That means it approximately satisfies,
φ(k−1)i (~x)=
{
−1
2
∇2−²i
}−1
f i (k−1)i (~x)=
{
−1
2
∇2− (²(k−1)i +δ²(k−1)i )
}−1
f (k−1)(~x) (89)
Now we need to expand the full Greens function (RHS) in the energy correction δ²(k−1)I to obtain an
equation that will update the orbital energy (find an optimal correction to ²(k−1)i ).
Now we use the operator identity
1
(1+a+b) =
1
(1+a) +
1
(1+a)
−b
(1+a+b) . (90)
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Using in the full propagator we obtain (reproduced from above for completeness)
{
−1
2
∇2−²(k−1)i −δ²(k−1)i
}−1
=
{
−1
2
∇2−²(k−1)i
}−1
−
[{
−1
2
∇2−²(k−1)i
}−1
{
−δ²(k−1)i
}{
−1
2
∇2−²(k−1)i −δ²(k−1)i
}−1]
.
(91)
Iteration of this equation to obtain an expression for the propagator to 1st order in the number δ²(k−1)i
we obtain, {
−1
2
∇2−²(k−1)i −δ²(k−1)i
}−1
=
{
−1
2
∇2−²(k−1)i
}−1
−
[{
−1
2
∇2−²(k−1)i
}−1
×
{
δ²(k−1)i
}{
−1
2
∇2−²(k−1)i
}−1]
.
(92)
Now we can use this result in Eq. (89) to obtain,
φ(k−1)i (~x)=
{
−1
2
∇2−²(k−1)
}−1
f (k−1)i (~x)
−
{
−1
2
∇2−²(k−1)
}−1
δ²(k−1)
{
−1
2
∇2−²(k−1)
}−1
f (k−1)i (~x).
(93)
In vector notation this is,
∣∣∣φ(k−1)i (~x)〉={−12∇2−²(k−1)
}−1 ∣∣∣ f (k−1)i 〉
−
{
−1
2
∇2−²(k−1)
}−1
δ²(k−1)i
{
−1
2
∇2−²(k−1)
}−1
| f (k−1)i 〉
(94)
or
0=−
∣∣∣φ(k−1)i 〉+{−12∇2−²(k−1)
}−1 ∣∣∣ f (k−1)i 〉
−
{
−1
2
∇2−²(k−1)
}−1
δ²(k−1)i
{
−1
2
∇2−²(k−1)
}−1
| f (k−1)i 〉 .
(95)
Closing this equation on the left with
〈
f (k−1)
∣∣∣ gives a linear expression for δ²(k−1)i which may be in terms
of the φ˜(k−1)i as,
0=−
〈
f (k−1)i
∣∣∣φ(k−1)i 〉+〈 f (k−1)i ∣∣∣ φ˜(k−1)i 〉
−δ²(k−1)i ||
〈
φ˜(k−1)i
∣∣∣ φ˜(k−1)i 〉 ||2. (96)
This may be solved for δ²(k−1)i to obtain
δ²(k−1)i =
−
〈
f (k−1)i
∣∣∣φ(k−1)i 〉+〈 f (k−1)i ∣∣∣ φ˜(k−1)i 〉
||
〈
φ˜(k−1)i
∣∣∣ φ˜(k−1)i 〉 ||2 . (97)
This is essentially Eq. (4.4.10) in [35] and the equation we use in our iteration.
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V. The Self Consistent Iteration
Algorithm 1 shows the process of the self-consistent solver. An initial guess (c(0)i ,²
(0)
i ), i = 1, . . . ,n is
given to start the self-consistent solver. The self-consistent solver will stop when the total energy differ-
ence in two consecutive iterations is smaller than the tolerance TOL.
Algorithm 1 The Self-consistent Iteration
Input (c(0)i ,²
(0)
i ), i = 1, . . . ,n, TOL;
while ‖²(k)tot al −²(k−1)tot al‖ >TOL do
Evaluate potentials V (k)i j , i , j = 1, . . . ,n ;
Evaluate v (k)i (~x), i = 1, . . . ,n ;
Solve Helmholtz equation, and get updated {c(k+1)i , i = 1, . . . ,n};
energy correction step, and get updated {²(k+1)i , i = 1, . . . ,n};
k++;
Output (ci ,²i ), i = 1, . . . ,n.
VI. Hessian analysis
The unrestricted density functional theory for two-electrons’ system has two orbital wavefunctions
(ψ+,ψ−). The model we discussed below is local spin density approximation without correlation energy
functional. Total energy functional is E(ψ) is
Eα(ψ+,ψ−)= 1
2
∫ ∣∣∇ψ+∣∣2 dx+ 1
2
∫ ∣∣∇ψ−∣∣2 dx+∫ VR (x)(∣∣ψ+(x)∣∣2+∣∣ψ−(x)∣∣2) dx
+ 1
2
Ï (∣∣ψ+(x)∣∣2+∣∣ψ−(x)∣∣2)(∣∣ψ+(y)∣∣2+∣∣ψ−(y)∣∣2)∣∣x− y∣∣ dx dy −α
∫ (∣∣ψ+(x)∣∣8/3+∣∣ψ−(x)∣∣8/3) dx, (98)
where VR (x) is the nuclear potential. The constraints on (ψ+,ψ−) are∫ ∣∣ψi (x)∣∣2 dx = 1, i =+,−. (99)
By Lagrange multiplier method, we have
L(ψ+,ψ−,²+,²−)= 1
2
∫ ∣∣∇ψ+∣∣2 dx+ 1
2
∫ ∣∣∇ψ−∣∣2 dx+∫ VR (x)(∣∣ψ+(x)∣∣2+∣∣ψ−(x)∣∣2) dx
+ 1
2
Ï (∣∣ψ+(x)∣∣2+∣∣ψ−(x)∣∣2)(∣∣ψ+(y)∣∣2+∣∣ψ−(y)∣∣2)∣∣x− y∣∣ dx dy −α
∫ (∣∣ψ+(x)∣∣8/3+∣∣ψ−(x)∣∣8/3) dx
−²+
(∫ ∣∣ψ+(x)∣∣2 dx−1)−²− (∫ ∣∣ψ−(x)∣∣2 dx−1) , (100)
where (²+,²−) are the Lagrange multipliers.
Using the Euler-Lagrange equations of the total energy functional with the constraints, which are the
effective one-electron eigenvalue equations, we can calculate the extremum of L(ψ,²)
δL
δψi
= 0⇒
−1
2
∇2+VR (x)+
∫ (∣∣φ+(y)∣∣2+∣∣φ−(y)∣∣2)∣∣x− y∣∣ dy − 43α∣∣φi (x)∣∣2/3
φi (x)= εiφi (x), i =+,−, (101)
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where (ψ+,ψ−) and (ε+,ε−)are the solutions that satisfy the constraints (101).
In order to determine whether an extremum is a maximizer, minimizer or saddle point, the second
order functional derivative (Hessian matrix) has to be analyzed. Suppose the extremum (φ+,φ−) and
(ε+,ε−) satisfy both (101) and (99) and (λi , wi ) are eigenvalues and eigenvectors of Hess respectively, the
Hessian analysis involves the solutions of the eigenvalue problems
Hesswi (y)=
∫
δL(ψ,²)
δψi (x)δψ j (y)
wi (y)dy
∣∣∣∣
(ψ,²)=(φ,ε)
=λi wi (x), i =+,−, (102)
which lead to the Hessian matrix
Hess=

H11
∫ 2φ−(y)∣∣x− y∣∣ dyφ+(x)∫ 2φ+(y)∣∣x− y∣∣ dyφ−(x) H22
 (103)
where
H11 =−12∇2+VR +
∫ ∣∣φ−(y)∣∣2∣∣x− y∣∣ dy − 209 α∣∣φ+(x)∣∣2/3−ε+,
H22 =−12∇2+VR +
∫ ∣∣φ+(y)∣∣2∣∣x− y∣∣ dy − 209 α(∣∣φ−(x)∣∣2/3−ε−.
and wi need to satisfy the constraints ∫
φi (x)wi (x)dx = 0, i =+,− (104)
meaning that wi are orthonormal to φi .
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