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Resumen
La presente tesis pretende desarrollar un conjunto de metodolog´ıas que permitan caracterizar
sen˜ales de vibraciones meca´nicas empleando la variabilidad estoca´stica para la identificacio´n
y tipificacio´n de distintos tipos de fallos en rodamientos, cajas reductoras y ejes (desbalanceo,
desalineacio´n, soltura meca´nica y lubricacio´n). Los estados transitorios y reg´ımenes varia-
bles de carga y velocidad como el arranque, parada y distintas velocidades constantes, son
analizados a profundidad permitiendo asociar la calidad de las sen˜ales y la identificacio´n de
fallos a varios puntos de medicio´n estudiados. Los resultados de clasificacio´n muestran que
las metodolog´ıas aplicadas son bastantes significativas, debido a que, en general, las tasas
de rendimiento se encuentran por encima de un 90% de eficiencia. Finalmente, las diversas
te´cnicas de caracterizacio´n y clasificacio´n empleadas, as´ı como el ana´lisis de transitorios,
permiten diferenciar de manera clara distintos tipos de fallos y mostrar que es necesario un
ana´lisis tiempo-frecuencia si se quieren obtener los mejores resultados.
Palabras clave: Ana´lisis de vibraciones, Maquinaria rotatoria, Entrenamiento no su-
pervisado, Seguimiento de orden, Meca´nica estoca´stica.
Abstract
This thesis aims to develop a set of methodologies to characterize mechanical vibration
signals using stochastic variability in the identification and classification of different types
of faults in bearings, gearboxes and axles (imbalance, misalignment, mechanical looseness
and poor lubrication). Transient states and varying load and speed regimes as the star-
ting, stopping and different constant speeds are analyzed in depth allowing to associate the
signal quality and identification of failures at several measuring points studied. The classifi-
cation results show that the methodologies used are quite significant, because, in general, the
performance rates are higher than 90% efficiency. Finally, the various techniques of charac-
terization and classification employed, as well transient analysis, allows to clearly distinguish
different between the types of failures and show that we need a time-frequency analysis in
order to obtain the best results.
Keywords: Vibration analysis, Rotating machinery, unsupervised learning, Order trac-
king, Stochastic mechanics)
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1 Preliminares
Las sen˜ales de vibraciones meca´nicas brindan informacio´n acerca del comportamiento de una
ma´quina, debido al principio de cinema´tica que tienen los componentes que la conforman y
al comportamiento dina´mico que se genera cuando todas estas partes interactu´an entre s´ı. La
informacio´n obtenida permite determinar el estado de la ma´quina, asociando un componente
de esta´ a un comportamiento en particular. Todo el conjunto de te´cnicas que son utilizadas
para diagnosticar el estado de una ma´quina, es decir, determinar si presenta un dan˜o o se
encuentra normal son conocidas como ana´lisis de vibraciones. Por tal razo´n, en este trabajo
se propone un ana´lisis de vibraciones en ma´quinas rotativas, con la intencio´n de detectar
fallos y estados de dan˜o con base en las condiciones de operacio´n de la ma´quina. El ana´lisis
propuesto se encuentra centrado principalmente en te´cnicas basadas en el dominio tiempo-
frecuencia, dado que permiten analizarla informacio´n frecuencial en funcio´n del tiempo y
tienen una interpretacio´n directa del proceso.
En este cap´ıtulo se pretende mostrar la pertinencia del ana´lisis desarrollado, considerando
dos aspectos de gran importancia. El primero esta´ relacionado con la capacidad de los siste-
mas de ana´lisis de vibraciones que existen en la actualidad y como afectan el sector industrial
colombiano en particular. El segundo aspecto involucra la aplicacio´n del conocimiento e in-
vestigacio´n desarrollada a nivel mundial, para resolver el problema de diagno´stico de fallas.
El cual implica varias etapas respecto al dan˜o: deteccio´n, cuantificacio´n y localizacio´n. La
deteccio´n ha generado todo tipo de controversias, porque su exploracio´n se encuentra ligada
al comportamiento y composicio´n de la ma´quina misma. La etapa de cuantificacio´n y loca-
lizacio´n permiten definir cual es la severidad y ubicacio´n del dan˜o, pero en la literatura este
tipo de ana´lisis es au´n subjetivo a un conocimiento a priori que se tenga de la ma´quina. Por
tanto, el presente trabajo se centra en la etapa de deteccio´n y abre las puertas a las siguientes
etapas, considerando que primero se debe asegurar la presencia en modo temprano de una
falla con alto grado de confiabilidad, bajo distintas condiciones de operacio´n y en la medida
de lo posible, dicha deteccio´n debe ser rendida en l´ınea para generar impacto en la industria
colombiana.
1.1. Introduccio´n
El ana´lisis de vibraciones como herramienta para detectar fallas en ma´quinas rotativas, ha
generado un gran impacto en la industria por sus beneficios econo´micos y su capacidad para
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diagnosticar, en modos tempranos, un posible dan˜o en los sistemas. Multiples te´cnicas han
sido empleadas para la caracterizacio´n de las sen˜ales de vibracio´n, t´ıpicamente con fallas
en los rodamientos y caja de reduccio´n; adicionalmente, el desbalanceo y la desalineacio´n
del eje son problemas fundamentales que ocasionan un deterioro de los dema´s elementos del
sistema. Por tanto, la identificacio´n temprana de este tipo de fallas, mejora el rendimiento
del sistema y evita que se presenten futuros inconvenientes.
La te´cnica ma´s empleada para caracterizar tipos de fallas es la transformada ra´pida de Fou-
rier (FFT), donde la amplitud y frecuencia de cada componente espectral esta´ asociado a un
mecanismo en particular, considerando estos para´metros como el factor discriminante para
diferenciar todo tipo de fallas [41]. Sin embargo, es posible realizar otro tipo de caracteri-
zacio´n estimando un conjunto de caracter´ısticas estad´ısticas en el dominio del tiempo y la
frecuencia que permitan extraer mayor informacio´n sobre fallas en rodamientos y caja de
reduccio´n, siempre y cuando las sen˜ales sean estacionarias [32], [33]. Debido a la no estacio-
nariedad de las sen˜ales y la variabilidad de las condiciones de operacio´n de la ma´quina, no
es posible hacer un ana´lisis localizado en el tiempo tomando como base de caracterizacio´n el
espectro [73],[16],[72]. A partir de este hecho, se han empleado las representaciones tiempo-
frecuencia (TF) para el diagno´stico de fallas meca´nicas, asumiendo como caracter´ıstica la
concentracio´n de energ´ıa y aunque ofrece buena diferenciacio´n de las sen˜ales, la clasificacio´n
requiere de una plantilla o firma de referencia dado que la concentracio´n de energ´ıa es rela-
tiva a la aplicacio´n que se este´ analizando [57].
En este trabajo se proponen varias metodolog´ıas para la identificacio´n de fallas en ma´quinas
rotativas, con dos enfoques que dependen de las condiciones de operacio´n de la ma´quina
(re´gimen permanente de carga y re´gimen variable de carga y velocidad). Un enfoque consiste
en la estimacio´n de caracter´ısticas dina´micas a partir de representaciones TF. Los centroides
de subbanda espectral y los coeficientes cepstrales en frecuencia lineal calculados a partir
de espectrogramas, son comparados con caracter´ısticas estad´ısticas en el dominio del tiempo
y la frecuencia (propuestas por [32, 33]), con el fin de evaluar la capacidad representativa
de las diferentes caracter´ısticas de acuerdo a la dina´mica de las sen˜ales de vibracio´n. Adi-
cionalmente, se muestra que la reduccio´n de dimensio´n empleando ana´lisis de componentes
principales (PCA), resulta ser eficiente en la identificacio´n de las caracter´ısticas ma´s relevan-
tes en el proceso [61]. Un conjunto de clasificadores es empleado para discriminar los estados
de normalidad y falla de las sen˜ales, obteniendo un sistema entrenado para tomar decisiones
acerca del estado de la ma´quina. El problema de clasificacio´n se aborda bajo dos perspecti-
vas: problemas multiclase y problemas de una clase, en el primer caso se busca diferenciar
entre todos los fallos posibles y el segundo caso busca describir de la mejor forma posible
una clase objetivo, estado sin dan˜o de la ma´quina, para separar de e´ste todos los datos que
no pertenezcan a la clase objetivo.
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El segundo enfoque esta´ relacionado con un ana´lisis de la sen˜al de vibracio´n bajo reg´ımenes
variables de carga y velocidad. Este ana´lisis se organiza en dos partes: la primera parte
consiste en un ana´lisis de relevancia basado en representaciones TF, donde se busca reducir
la cantidad de caracter´ısticas que tiene un mapa TF, a trave´s de la remocio´n de caracter´ısticas
que son irrelevantes o redundantes y que no contribuyen al proceso de clasificacio´n de fallas.
Las medidas de relevancia utilizadas, y complementadas con me´todos de descomposicio´n
lineal como PCA, resultan ser una combinacio´n o´ptima para la separabilidad y descripcio´n de
fallas en ma´quinas rotativas; La segunda parte consiste en la separacio´n de ordenes o modos
de oscilacio´n, basada en una te´cnica de procesamiento digital conocida como seguimiento de
orden, la cual es desarrollada de forma experimental para estimar diferentes ordenes. Esta
metodolog´ıa permite inferir cambios de estado del sistema, buscando determinar el cambio
de cada componente espectral de intere´s en el tiempo.
1.2. Procesamiento digital de sen˜ales de vibracio´n
El procesamiento digital de la sen˜al de vibracio´n, para diagno´stico de fallos, puede ser abor-
dado a partir de dos contextos: tradicional y acade´mico e investigativo. La diferencia entre
ambos depende no solo de la posicio´n geogra´fica sino tambie´n de los equipos e instrumenta-
cio´n disponible. Por ejemplo, en pa´ıses desarrollados, con alto nivel de tecnolog´ıa, se encuen-
tran sistemas de monitoreo de condicio´n complejos, que contienen un alto grado de eficiencia
y tienden a realizar un diagno´stico automa´tico. Contrario sucede en pa´ıses en v´ıa de desa-
rrollo, como Colombia, donde se emplea un ana´lisis con base en sistemas simples, que tienen
una capacidad de diagno´stico muy limitada porque solamente proveen una gra´fica (ya sea
en el dominio del tiempo o la frecuencia), de donde un especialista infiere el estado de la
ma´quina. Por cuanto, el diagno´stico es netamente subjetivo a la experiencia de esta persona.
Una descripcio´n ma´s profunda de este tema se relaciona a continuacio´n.
1.2.1. Ana´lisis tradicional
Este tipo de ana´lisis se caracteriza principalmente porque depende de los conocimientos de
un especialista y, por ende, el diagno´stico es subjetivo porque el acierto esta supeditado en
un alto porcentaje, a la capacidad del especialista para interpretar las sen˜ales de vibracio´n
obtenidas y la agudeza de los sentidos (o´ıdo, tacto, visio´n) que e´ste posea, cuando se en-
cuentra en contacto con la ma´quina, dado que la ma´quina manifiesta s´ıntomas de su estado,
desde toda perspectiva. De esta forma, es posible decir que la identificacio´n de una falla
puede estar asociada a un sonido, calentamiento y movimiento particulares de la ma´quina,
incluyendo su modo de vibracio´n correspondiente.
Desde el punto de vista de sen˜ales de vibracio´n, el ana´lisis tradicional se basa en el ana´lisis
de la sen˜al en el dominio del tiempo y la frecuencia, siendo este u´ltimo el ma´s relevante,
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debido a la naturaleza de la sen˜al misma, es decir, por ser la sen˜al de vibracio´n una suma
de sinusoides con distintas frecuencias y amplitudes. Aunque este ana´lisis ha dado buenos
resultados, esta´ sujeto a varias restricciones y no considera situaciones indispensables. Las
restricciones esta´n dadas por las condiciones de operacio´n de la ma´quina, es decir, la ma´qui-
na debe estar operando en las condiciones ma´ximas de trabajo y la velocidad de giro debe
ser constante, incluyendo que se debe tener un conocimiento profundo y exacto de los me-
canismos que la componen (e.g. nu´mero de elementos rodantes de cada rodamiento, nu´mero
de dientes y relacio´n de cada engranaje). La situacio´n no considerada, ma´s fuerte, esta dada
por la suposicio´n de que la carga es constante, lo cual implica que la velocidad de giro no
tendra´ cambios mientras las sen˜ales son adquiridas.
Para obtener el espectro de la sen˜al de vibracio´n, se emplea la FFT o´ densidad espectral
de potencia (PSD), la cual por definicio´n y concepto, no es recomendable que sea utilizada
en sen˜ales no estacionarias o con transitorios fuertes en el tiempo, ya que su precisio´n pa-
ra estimar las frecuencias disminuye considerablemente. A partir del espectro de vibracio´n,
el especialista procede a observar los picos correspondientes con la velocidad de giro y sus
armo´nicos, para determinar el estado de la ma´quina, segu´n la amplitud, comparando con
registros anteriores generando una tendencia y tomando como punto de referencia las nor-
mas ISO o cartas espectrales (proporcionadas por los fabricantes de la ma´quina), donde se
condensan los niveles de vibracio´n permisibles. Estos valores de comparacio´n vienen dados
en funcio´n de la ra´ız media cuadra´tica (RMS), considerado como un valor normalizado de
la vibracio´n para evitar picos debidos a ruido. Luego de este ana´lisis, el especialista procede
a realizar un informe acerca del diagno´stico de la ma´quina, consideraciones en la operacio´n,
posibles correctivos a realizar y lo entrega a la empresa, en algunos casos, presumiendo que
el personal esta´ en la capacidad de interpretar los resultados que e´l entrego´ y tomar los
correctivos pertinentes. Se dice .en algunos casos”porque se tiene conocimiento de empre-
sas en la regio´n que han sufrido grandes dan˜os en su produccio´n, debido a un ana´lisis mal
elaborado o a una mala interpretacio´n del informe generado por el especialista. Segu´n las
condiciones mencionadas arriba, ser´ıa de gran utilidad un sistema de ana´lisis que ofrezca
mayor capacidad de identificacio´n de fallos, as´ı como una mejor interpretabilidad de estos.
1.2.2. Ana´lisis acade´mico e investigativo
Este ana´lisis comprende todo el proceso de reconocimiento y clasificacio´n de patrones en las
sen˜ales de vibracio´n, y es dividido en varias etapas de acuerdo a la teor´ıa de aprendizaje
de ma´quina: espacio de representacio´n, estimacio´n de caracter´ısticas, extraccio´n de carac-
ter´ısticas relevantes y clasificacio´n. El resultado final del sistema de diagno´stico automa´tico
depende del funcionamiento secuencial y coordinado de todas las etapas, en otras palabras, si
el conjunto de caracter´ısticas no representa las propiedades intr´ınsecas de la sen˜al ni genera
buena separabilidad, los resultados de la clasificacio´n no sera´n correctos.
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El espacio de representacio´n implica determinar un espacio transformado, a partir de la sen˜al
en el dominio del tiempo, donde se pueda capturar la dina´mica de la sen˜al de vibracio´n y
la estimacio´n de caracter´ısticas sea posible. La sen˜al cruda en el dominio del tiempo es la
representacio´n por naturaleza, pero la diferenciacio´n de las fallas es complicada porque en
un segmento del tiempo se encuentra concentrado todo el aporte de vibracio´n que ofrece
cada mecanismo presente en la ma´quina. El espacio de representacio´n ma´s utilizado es el
dominio de la frecuencia, donde es posible observar la influencia de cada falla como una
componente individual presente ligada a una amplitud espec´ıfica [41], pero esta representa-
cio´n es susceptible a los cambios de velocidad. A partir de que la velocidad es variable, o las
condiciones de operacio´n son variables debido a cargas no constantes ha surgido la necesidad
de emplear representaciones TF [57], donde es posible observar los cambios de la frecuencia
a medida que transcurre el tiempo. El ana´lisis TF comprende las distribuciones de Cohen
(transformada de Fourier de tiempo corto, transformada de Wigner-Ville, entre otras) y la
Transformada Wavelet Continua (CWT) o tambie´n llamada transformada tiempo-escala, que
presenta ventajas en cuanto al compromiso entre la resolucio´n en el tiempo y en la frecuencia
para calcular el mapa TF [11]. Otra forma de analizar la sen˜al de vibracio´n, es descomponer
la sen˜al cruda en las diferentes funciones sinusoidales o modos de oscilacio´n que lo compo-
nen, donde la te´cnica ma´s empleada es conocida como descomposicio´n en modos emp´ıricos
(EMD), que implica descomponer la sen˜al cruda en funciones de modo intr´ınseco (IMF).
EMD hace uso de la transformada de Hilbert (HT) para convertir la sen˜al adquirida en una
sen˜al anal´ıtica que pueda ser procesada matema´ticamente. EMD es u´til para la estimacio´n
de la frecuencia instanta´nea (IF) del sistema que se encuentra relacionada con la velocidad
de giro de este. Sin embargo, esta te´cnica ha sido disen˜ada para ana´lisis fuera de l´ınea, lo
cual no es atractivo para el sector industrial en nuestro pa´ıs.
La estimacio´n de caracter´ısticas consiste en el ca´lculo de caracter´ısticas que permitan dife-
renciar las posibles fallas que se presentan en la ma´quina y facilite el proceso de clasificacio´n,
este proceso permite obtener de un registro o un mapa TF, un conjunto de caracter´ısticas
que ayudan a la interpretacio´n de las sen˜ales y mejoran el rendimiento de clasificacio´n, ya
que reduce la dimensio´n del espacio de caracter´ısticas, disminuyendo el costo computacional.
La consecuencia de este proceso de estimacio´n es la produccio´n de caracter´ısticas que pue-
den llegar a ser redundantes e irrelevantes. Redundantes son aquellas que son linealmente
dependientes, e irrelevantes son las que no contienen informacio´n que contribuya a la sepa-
rabilidad de los tipos de fallos. Una clase de caracter´ısticas que se pueden estimar son las
estad´ısticas [32], que comprenden momentos estad´ısticos de la sen˜al como el valor medio, la
varianza, la asimetr´ıa y la kurtosis. Otra clase de caracter´ısticas esta´n relacionadas con la
energ´ıa [71] y con la estimacio´n de dina´mica no lineal como el exponente de Lyapunov [27] y
de Lipschitz [40]. Pero esta´s u´ltimas no son consideradas en el trabajo debido a la suposicio´n
que se quiere representar la sen˜al de vibracio´n mediante procesos asociados a la variacio´n de
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la frecuencia en el tiempo, y un ana´lisis bajo dina´mica no lineal no ofrece la interpretacio´n
que se requiere, sin contar con el alto costo computacional que este tipo de caracter´ısticas
requiere.
Como complemento a la estimacio´n de caracter´ısticas se encuentra la extraccio´n de carac-
ter´ısticas, donde mediante ana´lisis estad´ıstico se busca reducir el conjunto de caracter´ısticas
para optimizar el proceso de clasificacio´n en tiempo y precisio´n, donde es indispensable eli-
minar del conjunto de caracter´ısticas todas aquellas que sean redundantes e irrelevantes. Una
de las te´cnicas de extraccio´n de caracter´ısticas es PCA [61], donde mediante descomposicio´n
en valores singulares se busca que las caracter´ısticas cumplan el principio de ortogonalidad,
asegurando independencia lineal para aumentar la diferenciacio´n de las fallas.
Finalmente, con un conjunto de caracter´ısticas reducido que comprende la mayor cantidad
de informacio´n del proceso, se realiza la clasificacio´n de las sen˜ales, donde el ı´ndice de ren-
dimiento determina la capacidad de generalizacio´n y la efectividad para discriminar tipos
de fallos. Se han empleado mu´ltiples clasificadores como Redes Neuronales [1], sistemas di-
fusos [32], y clasificadores basados en densidad y en distancia [47]. El rendimiento de un
clasificador depende en gran medida de una buena estimacio´n y extraccio´n de caracter´ısticas
desarrollada previamente.
Los distintos tipos ana´lisis planteados dejan entrever que existe una alta gama de posibili-
dades para resolver el problema de diagno´stico de fallas en ma´quinas rotativas, pero para
nuestra sociedad actual no existe un relacio´n factible entre los tipos de ana´lisis. El principal
inconveniente lo presentan las industrias debido al escepticismo que se tiene respecto a la
relacio´n costo/beneficio de un ana´lisis de vibraciones. Otro inconveniente se nota en la di-
versidad de te´cnicas de ana´lisis que se pueden utilizar, pero dichas te´cnicas o requieren una
capacidad computacional elevada o requieren de condiciones de operacio´n controladas para
asegurar el diagno´stico. En este trabajo, se considera principalmente el u´ltimo inconvenien-
te, por lo cual es necesario profundizar en el estado del arte, teniendo en cuenta en todo
momento que se busca generar un beneficio para nuestra comunidad.
1.3. Estado del arte
El ana´lisis de vibraciones ha sido abordado por diferentes investigadores desde varios aspec-
tos: el primero es segu´n los tipos de fallos a analizar, ya que el ana´lisis esta enfocado a la
deteccio´n de un conjunto de fallas en particular (e.g. fallas en el eje o en rodamientos o en
ruedas dentadas) y en ningu´n momento se considera la ma´quina o sistema en su totalidad.
El segundo es de acuerdo a la concepcio´n del funcionamiento o condiciones de operacio´n de
la ma´quina, ya sea velocidad constante o condiciones de carga y velocidad variable, llegan-
do a categorizar las sen˜ales de vibraciones en dos regiones, re´gimen permanente y re´gimen
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de carga y velocidad variable respectivamente. A partir del segundo aspecto, se presenta a
continuacio´n una revisio´n bibliogra´fica de algunos trabajos relevantes en el a´rea de proce-
samiento digital de sen˜ales de vibracio´n haciendo hincapie´ en aquellas contribuciones que
toman en cuenta el proceso de aprendizaje de ma´quina descrito en la seccio´n 1.2 y consideran
los problemas de clasificacio´n multiclase y de una clase.
1.3.1. Re´gimen permanente
A partir de la naturaleza de la sen˜al de vibracio´n, se plantean distintos tipos de ana´lisis,
partiendo desde una metodolog´ıa ba´sica hasta niveles de complejidad y precisio´n bastante
altos. El ana´lisis tradicional ... seccio´n 1.2.1 ... ha mostrado buen rendimiento, considerando
la velocidad de respuesta y la tasa de acierto de clasificacio´n. As´ı, en [60] se plantea la forma
natural de concebir la sen˜al de vibracio´n, desde la adquisicio´n de la sen˜al misma hasta la
etapa de proceso que comprende: (1) la tendencia del nivel de vibracio´n global de acuerdo
a normas ISO, (2) las amplitudes y frecuencias de los componentes individuales de la sen˜al
de vibracio´n compuesta, y (3) la fase de la sen˜al de vibracio´n sobre una parte relativa de
la ma´quina a otra medicio´n sobre e´sta, bajo las mismas condiciones de operacio´n. En [22],
se utilizan una serie de momentos estad´ısticos, a partir de la sen˜al en el tiempo, como ca-
racter´ısticas para tipificar los distintos tipos de fallas, pero la interpretacio´n de estos valores
es pobre en comparacio´n con la informacio´n que ofrece el dominio de la frecuencia. Por tal
motivo, se plantea el uso de la FFT bajo los siguientes para´metros: (1) l´ıneas de resolu-
cio´n, (2) frecuencia ma´xima, (3) tipo de promediado, (4) nu´mero de promedios, y (5) tipo
de ventana para calcular la PSD. Todo estos para´metros interactu´an para obtener la salida
deseada, y existe un compromiso entre la calidad de la informacio´n y el tiempo que toma
completar la recoleccio´n de datos. Realizado el proceso de estimacio´n del espectro, algunos
autores utilizan la amplitud de las componentes de frecuencia como caracter´ısticas para el
proceso de clasificacio´n, calculadas con la FFT ([10], [41]) o´ con la PSD, ya sea parame´trica
como Welch [50] o´ no parame´trica como Burg [1], pero el problema de clasificacio´n no ha
sido resuelto en su totalidad.
Por lo mencionado arriba, es necesario estimar caracter´ısticas a partir del espectro como
valor RMS, medio, varianza y kurtosis, donde varios autores han realizado distintos aportes.
En [13] solamente se considera la etapa de ana´lisis de caracter´ısticas. En [61] se considera una
etapa ma´s, que se centra en la extraccio´n de caracter´ısticas v´ıa PCA. En [1] se llega hasta
la clasificacio´n de esta´s caracter´ısticas con redes neuronales artificiales (ANN). En [55], se
encuentra un explicacio´n detallada de las principales caracter´ısticas que pueden ser estima-
das, que tienen interpretacio´n f´ısica fuerte y relacio´n directa con esta´ndares internacionales
de vibracio´n y se realiza un proceso de clasificacio´n multiclase con ANN. Y por u´ltimo, en
[32, 33] se aumenta el conjunto de estad´ısticos obtenidos a partir del dominio tiempo y la
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frecuencia, luego se realiza un proceso de extraccio´n de caracter´ısticas mediante una te´cnica
de distancia mejorada y sistemas de inferencia difusa para clasificar los fallos. No obstante
todas las reformas que se han ido realizando en el proceso de aprendizaje de ma´quina, el
problema de clasificacio´n solo ha sido abordado para problemas multiclase y alcanza un 70%
de eficiencia para diferenciar las fallas, con una poca cantidad de tipos de fallos.
En vista de que las caracter´ısticas estimadas bajo la representacio´n en el dominio del tiem-
po y la frecuencia, no ofrecen suficientes medios de informacio´n para diferenciar distintos
tipos de sen˜ales, se plantea un ana´lisis de preproceso de la sen˜al basado en representaciones
TF para detectar impulsos que se encuentran en la sen˜al y podr´ıan ser determinantes para
diferencia los fallos. En [49] se propone el uso de la transformada Wavelet discreta (DWT),
para realizar la remocio´n de ruido o de-noising y obtener una sen˜al de vibracio´n ma´s limpia,
donde sea posible estimar caracter´ısticas como valor RMS y kurtosis que permitan caracte-
rizar fallas en rodamientos. En [6] se realiza un proceso de de-noising, mediante la CWT,
tomando regiones del escalograma y extrayendo los segmentos de mayor intere´s, basado en
una te´cnica de umbralizacio´n, para reconstruir la sen˜al con una identificacio´n de un impulso
o pico, el cual es un ı´ndice temprano de fallo en rodamientos. Debido a la falta de precisio´n
en los ana´lisis realizados, en [66], se presenta una CWT de segunda generacio´n (DTCWT)
para realizar de-noising e identificar firmas de rodamientos espec´ıficos. En los trabajos men-
cionados anteriormente, solo se utiliza un conjunto de sen˜ales de vibracio´n en rodamientos,
lo cual limita el diagno´stico a una parte de la ma´quina, y es bien conocido que las transfor-
madas Wavelet tienen un proceso sintonizacio´n complejo para seleccionar la Wavelet madre
y los niveles de descomposicio´n o escalas utilizados.
Existen otro conjunto de trabajos que utilizan las representaciones TF para calcular carac-
ter´ısticas a partir de estas. En [9] mediante la CWT se estiman caracter´ısticas como nivel de
magnitud mayor, las frecuencias del primer y segundo armo´nico y el per´ıodo entre los picos
de magnitud mayores en la tercera regio´n de frecuencia ma´s alta, aplicado a un motor ele´ctri-
co DC. En [73], se obtiene el primer momento grey de la CWT para diferenciar fallos como
desbalanceo y desalineacio´n, y para conformar un conjunto de caracter´ısticas balanceado se
parte el mapa en bandas de frecuencia y en cada banda se calcula el primer momento grey,
mostrando que los tipos de falla analizados son separables, pero siempre existe una regio´n
de traslape entre las observaciones. Sin embargo, a partir de la CWT es dif´ıcil tener una
interpretacio´n directa, por lo que se requiere una transformacio´n de escala a frecuencia, lo
cual implica un trabajo adicional y fuera de l´ınea. Para brindar mayor interpretabilidad a
los coeficientes wavelet, se utiliza una variacio´n de la CWT para determinar los coeficientes
wavelet armo´nicos (HWC), los cuales permiten identificar la frecuencia de giro y sus armo´ni-
cos para ser asociados, posteriormente, a las frecuencias donde se presentan fallas espec´ıficas
en mecanismos como rodamientos o ruedas dentadas. As´ı, en [1], se presenta una forma de
identificar estos armo´nicos y acompan˜ado de un clasificador basado en (ANN), es posible cla-
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sificar distintos tipos de falla, y en [17] se muestra una versio´n mejorada de HWC escogiendo
una funcio´n de ventana suave, que ajuste de forma ma´s precisa el rango de frecuencias y la
atenuacio´n de la velocidad generada en la construccio´n. Estos ana´lisis no reportan etapas
de clasificacio´n por lo que la tarea de aprendizaje de ma´quina queda incompleta. En [59] y
[25], haciendo uso de los coeficientes wavelet obtenidos como caracter´ısticas de la sen˜al de vi-
bracio´n mediante la transformada Wavelet y la transformada Wavelet por paquetes (WPT),
respectivamente, son ingresados a una ANN con buenos resultados de clasificacio´n, pero es
importante considerar que las ANN no solo requieren un tiempo de computo alto, sino que
tambie´n conllevan una implementacio´n compleja y prestan una interpretacio´n de´bil de los
resultados.
Para disminuir el tiempo de computo existen aplicaciones basadas en la transformada Wave-
let como ana´lisis mediante funciones multiescala y multiwavelet [29], donde la combinacio´n
de varias funciones wavelet madre permite analizar una sen˜al de vibracio´n bajo distintas
para´metros como forma, amplitud, oscilacio´n, transitorios fuertes y suaves para detectar fa-
llos, y considerando un ana´lisis en tiempo real, en [76], se propone un ana´lisis multiwavelet
adaptativo. Aunque esta´s aplicaciones logran el mayor rendimiento para clasificar distintos
tipos de fallos, se encuentra limitado a un problema multiclase con poca cantidad de clases
(sesgado a una parte de la ma´quina) y reg´ımenes permanentes.
Con respecto al problema de clasificacio´n de una clase, en [69] se propone un algoritmo de
seleccio´n de clon negativa evaluada sobre valores reales, donde se busca describir los datos
a partir de caracter´ısticas estad´ısticas. Este algoritmo se encuentra basado sobre distribu-
ciones de probabilidad normales y obtiene buenos rendimientos, pero la cantidad de clases
son limitadas y requiere un costo computacional elevado. Otro esquema propuesto y el ma´s
utilizado para este tipo de problemas esta basado en la descripcio´n de los datos v´ıa vectores
de soporte (SVDD), lo cual utiliza medidas de distancia sobre hiperesferas para fronterizar
los datos. En [51] utilizan la WPT para representar la sen˜al y extraer bandas de frecuencia
que son clasificadas posteriormente por SVDD alcanzando un resultado notable, del 84%
usando SVDD de base polinomial, mientras que en [78] seleccionan un conjunto de bandas
de frecuencia a priori (relacionadas con las fallas consideradas), para realizar extraccio´n de
caracter´ısticas mediante un algoritmo de c-medias posibil´ıstico y clasifican con SVDD. Aun-
que el rendimiento se aumenta de manera considerable con respecto al anterior, el hecho de
seleccionar las bandas de frecuencia a priori, introduce subjetividad en el proceso de apren-
dizaje de ma´quina.
La revisio´n bibliogra´fica para condiciones de operacio´n de la ma´quina bajo re´gimen perma-
nente deja ver el amplio´ espectro de metodolog´ıas que pueden han sido empleadas, as´ı como
limitaciones en cada una de las etapas del proceso de aprendizaje de ma´quina para la de-
teccio´n automa´tica de fallas en ma´quinas rotativas. Las limitaciones ma´s importantes se
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encuentran en etapas como la estimacio´n de caracter´ısticas, debido a que los clasificado-
res empleados ya sea para el problema multiclase o de una clase a pesar de ser altamente
elaborados requieren que los distintos tipos de fallos sean caracterizados adecuadamente.
1.3.2. Re´gimen de carga y velocidad variable
La sen˜al de vibracio´n presenta transitorios cortos, los cuales indican la presencia de una falla
incipiente, que de ser identificados a tiempo mejoran el rendimiento de la ma´quina, en la
medida en que se tomen las respectivas correcciones. Con base en lo anterior, el procesa-
miento digital de sen˜ales se ha enfocado en detectar esta clase de transitorios, y evitar que
el diagno´stico este´ afectado por variaciones de carga y/o velocidad, ya sea programadas o
inesperadas.
En este sentido, las representaciones TF permiten realizar un ana´lisis simultaneo en el domi-
nio del tiempo y la frecuencia, realzando la informacio´n espectral para identificar todo tipo
de fallos en ma´quinas rotativas. As´ı, se encuentran numerosas contribuciones acade´micas que
aplican la transformada Wavelet, tanto en su forma continua como en la discreta. Partiendo
de la CWT, en [48] es utilizado el escalograma reasignado, con el fin que sea geome´trica-
mente sime´trica la distribucio´n de energ´ıa en el mapa tiempo-escala, ya que la resolucio´n
de la CWT es no lineal. De igual forma, en [68] es utilizado el mapa tiempo-escala para
diferenciar las formas de falla en motores de combustio´n interna, siendo este ana´lisis, de los
primeros aportes en este tipo de ma´quinas. Algunos autores prefieren utilizar la DWT, para
descomponer la sen˜al en varios niveles, y realizar un proceso de de-noising y aplicar la FFT
([54]), otras contribuciones utilizan estos niveles para calcular caracter´ısticas estad´ısticas co-
mo kurtosis ([34]), media, varianza y asimetr´ıa ([58]); sin embargo, esta metodolog´ıa solo es
efectiva para sen˜ales de mı´nima distorsio´n. En [53], se plantea un procedimiento ma´s elabo-
rado, donde las sen˜ales de la coleccio´n de datos son sincronizadas, y posteriormente se aplica
CWT con 324 wavelets madre diferentes. Luego, mediante la varianza ma´s alta se escoge
la mejor wavelet y la autocorrelacio´n es calculada para conseguir un conjunto de sen˜ales
depuradas y que contengan la informacio´n ma´s relevante. Despue´s se calcula la PSD y se
observan caracter´ısticas en frecuencia donde sean separables las fallas de cajas de reduccio´n
analizadas. Un ana´lisis distinto, pero que utiliza las bondades de la CWT es mostrado en
[65], donde se determina un para´metro conocido como crecimiento de falla (FGP) a partir
de la CWT de la sen˜al residual y la sen˜al s´ıncrona promediada; El FGP se mide mediante
la kurtosis de los mapas tiempo-escala. Otras transformaciones wavelet son la transformada
wavelet armo´nica ([35]) y la WPT, que es empleada como un complemento de te´cnicas como
HT y EMD. As´ı, en [15], se aplica HT para remover la portadora de la sen˜al, mientras se
retiene la sen˜al modulada que refleja fallos en engranajes y luego se aplica WPT a la en-
volvente para visualizar la incidencia de la falla a trave´s del tiempo. Es evidente que por
representativos que sean los coeficientes wavelet, utilizar un mapa 2D para separar fallos es
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costoso computacionalmente y se requieren etapas de reduccio´n de dimensio´n. Los aportes
presentados anteriormente, permiten distinguir los tipos de falla mediante una visualizacio´n
de comportamientos t´ıpicos de fallos en rodamientos o caja de reduccio´n en el tiempo. Sin
embargo, la distincio´n de tipos de fallos no es suficiente porque solo abarca una etapa del
proceso de aprendizaje de ma´quina, por lo que es necesario completar el sistema hasta la
decisio´n final y aumentar la cantidad de estados del sistema para abarcar ma´s tipos de fallos.
De esta forma, la CWT es empleada para que sirva como puente o etapa de preproceso para
obtener caracter´ısticas que revelen ma´s informacio´n del sistema. En [70] se considera la CWT
como preproceso, donde el mapa tiempo-escala representa las caracter´ısticas de la sen˜al de
vibracio´n y empleando el me´todo de descomposicio´n en valores singulares (SVD), para ex-
traer caracter´ısticas, se logra reducir el espacio de caracter´ısticas para disminuir el tiempo
de computo y aumentar el rendimiento de clasificacio´n, pero los resultados no son muy bue-
nos. En [33] se propone un me´todo de diagno´stico inteligente donde se extraen para´metros
de la sen˜al cruda, la WPT y la EMD. Luego, se combinan las caracter´ısticas para entrenar
una ANN con funcio´n de base radial (RBF), y el algoritmo determina el nu´mero de carac-
ter´ısticas relevantes mediante la te´cnica de distancia estad´ıstica. Mediante esta metodolog´ıa
se logra aumentar la tasa de acierto en clasificacio´n logrando obtener un 90% de eficiencia
con un conjunto de fallos reducidos. Considerando el formato discreto de la WPT, en [77]
se discute la te´cnica de mejores bases (best basis). Comenzando con un a´rbol binario de
bases, pertenecientes a la WPT, considerando un plano 2D, y mediante la distancia mı´nima
se seleccionan las mejores bases, donde son calculadas la energ´ıa y la kurtosis, y se estiman
las densidades de probabilidad para llevar el conjunto de caracter´ısticas a un clasificador
de inferencia bayesiana. Como el aporte anterior estaba limitado por el nu´mero de datos
y la longitud de los registros para un buen funcionamiento, en [72] se propone la te´cnica
de bu´squeda de bases (basis pursuit), donde se representa la sen˜al con una aproximacio´n
adaptativa, dependiendo de un diccionario de WPT, y la bu´squeda es optimizada mediante
el producto interno, logrando una diferenciacio´n gra´fica de fallos en rodamientos y remocio´n
de perturbaciones. Otras te´cnicas, no menos importantes, consisten en tomar la sen˜al de
vibracio´n a segmentos o tramos, y extraer caracter´ısticas mediante estad´ıstica descriptiva
([42], [63]). Entre las te´cnicas ma´s recientes se encuentra EMD, que consiste en descomponer
la sen˜al de vibracio´n en un conjunto de IMFs, donde han sido u´tiles caracter´ısticas como la
energ´ıa ([75], [32]), y acompan˜ar esta te´cnica de HT para suavizar las IMFs y aumentar la
tasa de clasificacio´n ([36]), o calcular el espectro marginal de las IMFs para diferenciar fallos
en rodamientos. Recientemente, EMD fue ensamblado con PCA para controlar el espacio de
caracter´ısticas, que contiene IMFs, y a partir de comparaciones entre un registro plantilla y
datos actuales se determina la falla presente [80]. Existen otras te´cnicas como las transforma-
ciones TF basadas en la transformada de Fourier de tiempo-corto (STFT). En [16] se hace
uso del espectro completo en cascada, que relaciona la medicio´n horizontal y vertical, permi-
tiendo obtener caracter´ısticas orbitales claves, que corresponden con firmas de rodamientos,
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para la construccio´n de un plano TF donde se muestran las amplitudes de la aceleracio´n a
diferentes niveles de intensidad, y aplicando SVM se clasifican las sen˜ales. Otro tipo de carac-
ter´ısticas utilizadas son la frecuencia instanta´nea y la concentracio´n de energ´ıa ([57]), pero
la funcionalidad de estas caracter´ısticas depende fuertemente de la aplicacio´n que la acom-
pan˜a. Estas metodolog´ıas mejoran en cuanto a la realizacio´n de un diagno´stico automa´tico,
debido a que consideran las etapas pertinentes para discriminar diferentes tipos de fallos ba-
jo reg´ımenes variables de carga y velocidad, pero su tasa de clasificacio´n no supera el 90%,
y al ser disen˜adas para clasificacio´n multiclase, su aplicabilidad en ambientes reales es pobre.
El problema de clasificacio´n de una clase ha sido abordado por varios autores, bajo metodo-
log´ıas de alta complejidad y con logros bastante interesantes para el estado del arte. En [46]
se presenta un ana´lisis basado en la WPT mejorada, donde las caracter´ısticas corresponden
a las energ´ıas nodales y la clasificacio´n es rendida bajo SVDD. Este trabajo en particular es
rendido bajo un rodamiento que se lleva de su estado normal a fallo y se estima el punto de
fractura de este en el tiempo. Este resultado es interesante en la medida que permite identifi-
car en que momento se fractura el rodamiento, pero deja abierta la pregunta si ese momento
de fractura se detecta en una edad temprana o cuando ya el rodamiento se ha dan˜ado por
completo. En [37] se presenta una metodolog´ıa bastante rigurosa sobre un conjunto amplio
de fallos. En este trabajo se calculan una serie de distribuciones parame´tricas basadas en la
media y la matriz de covarianza de las sen˜ales adquiridas y luego se genera una frontera de
decisio´n con un modelo de auto-regresivo. Mediante esta frontera se clasifican los distintos
tipos de fallos obteniendo tasas de acierto bastante bajas. Para mejorar el rendimiento y el
tiempo de computo, recientemente en [38] es mejorado el esquema presentado anteriormente
incluyendo una etapa de segmentacio´n de la sen˜ales asumiendo tramos estacionarios y una
etapa de extraccio´n de caracter´ısticas empleando PCA basado en nu´cleo (kernel) y ana´lisis
discriminante de Fisher basado en kernel para reducir la dimensio´n. Este ana´lisis es llevado
a cabo sobre sen˜ales a tres velocidades distintas, lo cual se puede interpretar como discon-
tinuidades en el cambio de la velocidad a trave´s del tiempo y, adema´s, realizar el ana´lisis a
distintas velocidades e interpolar los resultados obtenidos no es igual para cuando se analiza
el cambio de velocidad continua en el tiempo.
Basado en la informacio´n presentada, se concluye que no existen reportes ni registros de una
metodolog´ıa robusta, que permita diferenciar todo tipo de fallas, sin que la aplicacio´n sea
tan relevante, y que no requiera el uso de clasificadores complejos que dificultan la tarea de
diferenciacio´n.
1.3.3. Seguimiento de orden
El ana´lisis de vibracio´n moderno logra seguir cambios de comportamiento durante condi-
ciones de operacio´n y carga variable. El principal reto es reducir la influencia de esas va-
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riaciones en sistemas meca´nicos bajo carga perio´dica causada por la operacio´n rotatoria.
El seguimiento de orden order tracking - OT es una te´cnica de procesamiento de sen˜ales
que permite obtener las caracter´ısticas de los componentes espectrales que son armo´nicos
de la velocidad del eje de referencia (llamado orden ba´sico), y capturar las dina´micas de las
sen˜ales de vibracio´n medidas. Adema´s, OT muestra un rendimiento adecuado en el ana´lisis
de sen˜ales de vibracio´n no estacionarias, monitoreo de condicio´n y diagno´stico de fallas [5].
Esta te´cnica permite identificar la velocidad de giro de la ma´quina y los componentes de
orden/espectrales, los cuales son fundamentales para determinar el estado de la ma´quina y
los mecanismos que la conforman, durante reg´ımenes de carga y velocidad variables (e.g.
arranque y parada de la ma´quina) [21], [44]. Las metodolog´ıas OT ma´s usadas esta´n ba-
sadas sobre enfoques convencionales como son la transformada de Gabor [79] y estimacio´n
de la frecuencia instanta´nea basada en representaciones tiempo-frecuencia [19], [21], donde
la velocidad de referencia del eje no es requerida, permitiendo analizar ma´quinas rotativas
empleando una pequen˜a cantidad de sensores, o donde no es posible hacer la medicio´n. No
obstante, es ampliamente conocido que las transformadas de Fourier enventanadas tienen
una resolucio´n limitada en los ejes del tiempo y frecuencia, y sufre de incrementos en el
costo computacional y procesamiento fuera de l´ınea [45].
Por otro lado, metodolog´ıas OT basadas en modelos parame´tricos muestran una respuesta
adecuada cuando se computan componentes de orden/espectrales tanto en condiciones fuera
de l´ınea como en l´ınea. Algunas estrategias de estimacio´n como filtrado Vold-Kalman VKF
[44], [45], mı´nimos cuadrados recursivos RLS, y filtro de Kalman KF [5], presentan un in-
cremento de precisio´n en comparacio´n con los me´todos convencionales. Sin embargo, estas
te´cnicas requieren la medicio´n de la velocidad del eje, lo cual hace del ana´lisis de orden algo
complejo. La medicio´n de la velocidad del eje implica instalar equipo adicional cerca de la
ma´quina, que en ciertas situaciones es inconveniente. Por tanto, ambos enfoques parame´tri-
cos son dif´ıciles de implementar.
El problema de determinar la frecuencia fundamental de una sen˜al de vibracio´n es dif´ıcil
debido a su no estacionariedad inherente asociada a varias partes de la ma´quina. En este
punto, se requiere de un seguidor de frecuencia que permita capturar la dina´mica intr´ınseca de
la sen˜al. En [3] se presenta un enfoque basado en algoritmos de mı´nimos cuadrados no lineal,
el cual estima la amplitud, frecuencia y fase de una sinusoide no estacionaria; en este trabajo
se tiene un inconveniente dado por su atraso en el procedimiento de estimacio´n. As´ı es como,
en [56] y [7] se introduce un seguidor de frecuencia basado en un modelo oscilatorio cuyos
para´metros pueden ser calculados v´ıa filtro de Kalman extendido, obteniendo los para´metros
ma´s importantes como lo son amplitud, fase y frecuencia. Sin embargo, el ajuste de los
para´metros del modelo es complejo y requiere experticia. No obstante, si el operador delta
es aplicado, la robustez del modelo es mejorada para el procesamiento digital de la sen˜al [4].
Pero estos modelos son muy susceptibles al ruido y al proceso de inicializacio´n de para´metros
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que requieren los filtros de Kalman.
1.4. Planteamiento del problema
El ana´lisis de vibraciones meca´nicas es una de las te´cnicas de mantenimiento preventivo ma´s
utilizada debido al bajo costo en relacio´n con otras te´cnicas, a la posibilidad de efectuarlo
sin necesidad de hacer una parada en el proceso de produccio´n, y a sus buenos resultados en
el diagno´stico de fallas en ma´quinas rotativas. No obstante todas estas cualidades, el ana´lisis
de vibraciones es un me´todo en continuo desarrollo (como se observa en la seccio´n 1.3), el
cual podr´ıa aportar mayor informacio´n al te´cnico encargado del mantenimiento de la planta
industrial sin la necesidad que e´ste posea una amplia experiencia en este campo. En la ma-
yor´ıa de los casos, un diagno´stico acertado de la falla esta´ directamente relacionado con la
experiencia del te´cnico en el ana´lisis del espectro obtenido. Un error en la interpretacio´n del
espectro de vibracio´n generalmente conlleva el cambio inadecuado de piezas. Los me´todos
tradicionales para el ana´lisis de vibraciones emplean la transformada de Fourier como prin-
cipal herramienta, debido al alto contenido de informacio´n que e´sta representa. Pero esta
informacio´n no refleja los cambios producidos por fallas tempranas presentes en los estados
transitorios (arranque, parada), los reg´ımenes variables de carga y velocidad, y el re´gimen
permanente de carga.
En los estados transitorios, la sen˜al de vibracio´n de la ma´quina presenta un comportamiento
no estacionario, debido a las caracter´ısticas mismas de la ma´quina y el ruido introducido por
el entorno de trabajo. Durante los cambios de velocidad de la ma´quina se generan puntos
de resonancia en las diferentes piezas que la conforman, que al combinarse con el cambio
mismo de velocidad, hacen imposible el diagno´stico de fallas por medio del espectro obtenido
mediante de las transformaciones de Fourier. Los reg´ımenes de carga variable presentan la
particularidad de introducir altos componentes de ruido y cambios fuertes en la velocidad,
que enmascaran la informacio´n, desplazan el espectro en el tiempo y reducen las probabili-
dades de acierto de una falla. Por otra parte, en el re´gimen permanente, el reto es identificar
la falla en un estado temprano de formacio´n, lo cual es dif´ıcil por la aleatoriedad de la com-
ponente espectral de la falla en la sen˜al de vibracio´n. Las sen˜ales de vibracio´n en modos
tempranos de falla cuentan con alta variabilidad de la dina´mica del comportamiento aleato-
rio en el dominio del tiempo, lo que implica la no estacionariedad de estos procesos.
Otro aspecto a considerar, esta derivado del hecho de realizar estudios para diagno´stico de
fallas considerando que se encuentran disponibles registros de vibracio´n con diferentes tipos
de dan˜os, lo que favorece el entrenamiento de un clasificador. Sin embargo, esta´ clase de
suposiciones son sesgadas y poco practicas, debido a que el sector industrial asume que las
ma´quinas se encuentran en buen estado y, para una ma´quina en particular, resulta complica-
do obtener registros de vibracio´n de dan˜o con alta confiabilidad. Por tanto, la incertidumbre
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debida a la presencia de una falla en la ma´quina es incalculable, y entrenar un clasificador
bajo esta´s condiciones implica tener no solo clases desbalanceadas (en el mejor de los casos),
sino tambie´n una baja probabilidad de que un registro desconocido pueda ser catalogado
como estado normal o con dan˜o.
1.5. Objetivos
1.5.1. Objetivo general
Desarrollar una metodolog´ıa para el diagno´stico de estados tempranos de falla en ma´quinas
rotativas mediante sen˜ales de vibracio´n, empleando te´cnicas de ana´lisis de variabilidad es-
toca´stica junto con ana´lisis no supervisado, para mejorar el plan de mantenimiento predictivo
en la industria.
1.5.2. Objetivos espec´ıficos
Desarrollo de una metodolog´ıa de extraccio´n de la dina´mica de caracter´ısticas para
condiciones de entrenamiento no supervisado (debido a la falta de etiquetamiento de
los datos), y que adema´s tenga en cuenta el desbalanceo fuerte de las observaciones de
cada clase de falla a reconocer.
Desarrollo de algoritmos de clasificacio´n no supervisada, que permitan validar la meto-
dolog´ıa empleada y contribuyan al mejoramiento en la interpretacio´n de los resultados.
Desarrollo de una metodolog´ıa de preproceso robusta, que permita mantener la sufi-
ciente calidad informativa de los registros, tal que contribuyan a la identificacio´n de
fallas en estados tempranos, considerando la no estacionariedad de la sen˜al de vibra-
cio´n.
1.6. Organizacio´n del trabajo
El presente trabajo se encuentra organizado como sigue: el Cap´ıtulo 2 relaciona la informa-
cio´n acerca de las sen˜ales de vibraciones y los distintos tipos de fallos que se analizan en este
trabajo. De igual forma presenta el conjunto de herramientas que se utilizan en este traba-
jo, considerando todas las etapas de reconocimiento de patrones y aprendizaje de ma´quina
definidas como espacios de representacio´n ... Seccio´n 2.2 ... que incluye representacio´n en
el dominio del tiempo, en el dominio de la frecuencia y en el dominio TF; estimacio´n de
caracter´ısticas ... Seccio´n 2.3 ... donde se muestra un conjunto de caracter´ısticas estad´ısticas
que han sido propuestas en el estado del arte son consideradas como la l´ınea base debido
a su interpretacio´n directa sobre el feno´meno de vibracio´n y un conjunto de caracter´ısticas
dina´micas que son propuestas en el trabajo por la buena representacio´n que ofrecen sobre
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la sen˜al de vibracio´n de acuerdo a los cambios de la frecuencia en el tiempo; extraccio´n de
caracter´ısticas ... Seccio´n 2.4 ..., donde se relacionan dos medidas de relevancia y un me´todo
de descomposicio´n lineal como PCA, que permiten eliminar del conjunto de caracter´ısticas
obtenido, aquellas caracter´ısticas irrelevantes y redundantes; y la etapa de clasificacio´n ...
Seccio´n 2.5 ... que contiene la descripcio´n de clasificadores multiclase y clasificadores de una
clase; Y por u´ltimo, se presenta un seccio´n adicional y exploratoria denominada seguimiento
de orden ... Seccio´n 2.6 ... donde se muestra un modelo oscilatorio empleado para descom-
poner la sen˜al de vibracio´n en sus modos de oscilacio´n y estimar la frecuencia instanta´nea.
En el Cap´ıtulo 3 se encuentran descritos los recursos empleados para desarrollar la metodo-
log´ıa, lo cual significa, la presentacio´n de las base de datos utilizadas ... Seccio´n 3.1 ..., que
en su totalidad son tres. Dos a velocidad constante bajo distintas velocidades que contienen
mu´ltiples fallos y una a velocidad variable con mu´ltiples fallos tambie´n. En la Seccio´n 3.2
se presenta la metodolog´ıa desarrollada para cumplir los objetivos propuestos. Con el fin de
dar cumplimiento a los objetivos, en esta Seccio´n se llevan a cabo 3 tipos de experimentos,
donde los dos primeros esta´n asociados a los objetivos y el tercer experimento es expuesto
para mostrar la l´ınea de trabajo que se desarrolla actualmente.
El Cap´ıtulo 4 presenta los resultados y la discusio´n por cada uno de los experimentos rea-
lizados. Finalmente, las conclusiones del trabajo y las perspectivas con mostradas en los
Cap´ıtulos 5 y 6 respectivamente.
2 Marco Teo´rico
La sen˜al de vibracio´n meca´nica en ma´quinas rotativas permite definir un conjunto de para´me-
tros que esta´n relacionados con el feno´meno f´ısico asociado al comportamiento de la ma´quina,
por tanto, es de gran importancia definir tanto la concepcio´n de la sen˜al misma as´ı como la
contribucio´n que ofrece cada componente de la ma´quina a la sen˜al. En el presente Cap´ıtulo
se presenta toda la descripcio´n f´ısica relacionada con el feno´meno de la sen˜al de vibracio´n
en relacio´n con los tipos de fallos considerados en este trabajo y el soporte matema´tico que
define el conjunto de herramientas necesarias para la realizacio´n del mismo.
2.1. Contexto Meca´nico
Las ma´quinas rotativas son un grupo de mecanismos disen˜ados para cumplir una funcio´n
espec´ıfica (e.g. reductores, bombas, agitadores, etc). As´ı, todas las ma´quinas se componen
de una parte generadora de movimiento (motor, biela), y otra parte que se encarga de llevar
la energ´ıa a todos los mecanismos que la conforman (eje). Principalmente este u´ltimo, es
quien rige el funcionamiento y es la pieza principal, ya que este componente determina la
velocidad de giro de la ma´quina y es el encargado de transmitir las vibraciones a todos los
mecanismos presentes como elementos rodantes o rodamientos, ruedas dentadas, acoples y
soportes.
La velocidad del eje o giro de la ma´quina, en te´rminos de frecuencia, significa la frecuencia
fundamental del sistema y cada mecanismo que hace parte de ella contribuye con una onda
sinusoidal cuya frecuencia resulta ser un armo´nico de la frecuencia fundamental. Por ejemplo,
la frecuencia de giro de los rodamientos es igual al nu´mero de elementos rodantes que lo
componen multiplicado por la velocidad de giro. Por tanto, es posible decir que la sen˜al de
vibracio´n de una ma´quina es un conjunto de sinusoides superpuestas con diversas amplitudes
y frecuencias que implican y determinan un estado general (ver Figura 2-1). La amplitud
determina la severidad de la vibracio´n y la frecuencia indica el mecanismo vibrante. A
partir de estos dos para´metros, los expertos determinan como se encuentra la ma´quina y si
esta´ requiere algu´n tipo de reparacio´n.
El nivel de vibracio´n puede estar dado en te´rminos de la aceleracio´n (g), velocidad (mm/s)
o desplazamiento (µm), y la intensidad de vibracio´n esta´ determinada por el fabricante
mediante cartas espectrales y en casos generales rigen las normas ISO-10816, en la que los
niveles de vibracio´n general se clasifican de acuerdo con la velocidad de vibracio´n. De acuerdo
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Figura 2-1: Composicio´n de la sen˜al de vibracio´n de acuerdo a las contribuciones espectrales
a lo anterior, las ma´quinas rotativas se agrupan dependiendo de las condiciones de operacio´n
y fabricacio´n de las mismas. Por tanto, las ma´quinas rotativas se pueden categorizar en dos
grandes grupos segu´n su comportamiento, ya sea rotor flexible o r´ıgido (ver Figura 2-2). Un
rotor flexible implica que la frecuencia de giro ma´xima de la ma´quina esta´ por encima de
la frecuencia fundamental del sistema (e.g. turbinas, motores de combustio´n interna) ya sea
la ma´quina como tal o la cimentacio´n donde esta´ se encuentra, lo cual implica que existen
velocidades de funcionamiento para los cuales el sistema entra en resonancia, conocidas como
velocidades cr´ıticas, y son de gran cuidado debido a que en el momento de pasar por ellas,
la intensidad de vibracio´n presentan un aumento considerable.
Figura 2-2: Comportamiento de una ma´quina rotativa de acuerdo a la velocidad de giro
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En el caso de sistemas donde su frecuencia natural siempre esta´ por encima de la frecuencia de
funcionamiento de la ma´quina se denomina rotor r´ıgido, donde no se presenta el feno´meno de
resonancia porque las frecuencias en mencio´n no se cruzan en ningu´n momento. La resonancia
no es catalogada como una falla de la ma´quina, pero sus implicaciones sobre el nivel de
vibracio´n de esta´ pueden llegar a ser muy altas. As´ı, una ma´quina que opera en condiciones
de resonancia presenta un alto nivel de vibracio´n y puede causar dan˜os muy ra´pidamente.
En una ma´quina que produce un espectro ancho de energ´ıa de vibracio´n, la resonancia se
podra´ ver en el espectro, como un pico constante aunque varie´ la velocidad de la ma´quina.
Durante pruebas de arranque, la forma de onda de tiempo indicara´ un ma´ximo cuando las
RPM igualan las frecuencias naturales. El comportamiento de rotor tambie´n implica una
cambio de fase de la sen˜al de vibracio´n de la ma´quina (parte superior de la Figura 2-2), el
cual cambia la forma en que se debe analizar la ma´quina. La categorizacio´n de la ma´quina
en los estados mencionados influye directamente en la forma como se debe realizar el ana´lisis
de esta´ y en la interpretacio´n de la sen˜al de vibracio´n.
Figura 2-3: Niveles de vibracio´n permisible - Tomado de la Norma ISO 10816
Considerando esta´ informacio´n, el especialista en vibraciones realiza el calculo del espectro
de la sen˜al de velocidad de vibracio´n y es en este dominio donde determina la intensidad de
vibracio´n global, a partir del valor RMS del espectro de vibracio´n. Este valor se compara
con los niveles que se encuentran en la norma (Figura 2-3) para dar un diagno´stico acerca
de la ma´quina. La Figura 2-3, muestra las categor´ıas de severidad de dan˜o segu´n el com-
portamiento del rotor o eje, sea flexible o r´ıgido, y las categor´ıas dependen de acuerdo con
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la potencia de la ma´quina. Segu´n la norma, las ma´quinas se agrupan en 4 niveles:
Grupo 1: Ma´quinas rotatorias grandes con potencia superior a 300 kW. Ma´quinas
ele´ctricas con altura de eje H ≥ 315 mm.
Grupo 2: Ma´quinas rotatorias medianas con potencia entre 15 y 300 kW. Ma´quinas
ele´ctricas con altura de eje 160 ≤ H ≤ 315 mm.
Grupo 3: Bombas con impulsor de mu´ltiples alabes y con motor separado (flujo centr´ıfu-
go, axial o mixto) con potencia superior a 15 kW.
Grupo 4: Bombas con impulsor de mu´ltiples alabes y motor integrado (flujo centr´ıfugo,
axial o mixto) con potencia superior a 15 kW.
La sen˜al de velocidad de vibracio´n puede ser obtenida directamente con un sensor de velo-
cidad de vibracio´n o mediante la integracio´n de la sen˜al de aceleracio´n de vibracio´n. Otra
forma de realizar el diagno´stico es sobre el espectro de la sen˜al de aceleracio´n de vibracio´n,
y al igual que en el caso anterior, el valor RMS es calculado para determinar la vibracio´n
global de la ma´quina. Para llevar este nivel de vibracio´n, dado en gravedades, a un valor
comparable con la norma se utiliza la siguiente conversio´n:
V =
86,75A
f
(2-1)
Donde V y A denotan las amplitudes de velocidad y aceleracio´n de vibracio´n respectivamen-
te, y f denota la frecuencia de giro de la ma´quina. Esta´ conversio´n tiene sentido si y solo
si, la velocidad de giro de la ma´quina es constante durante la recoleccio´n de las sen˜ales [67].
Para detectar un tipo de fallo en especifico se evalu´a cada uno de los armo´nicos presentes
en el espectro y estima su relacio´n con la condicio´n general de la ma´quina obtenida previa-
mente. Los armo´nicos que se encuentran en el espectro de vibracio´n son correspondientes a
mu´ltiplos de la frecuencia de giro de la ma´quina y de acuerdo a la amplitud de uno o varios
armo´nicos de esta, se clasifican varios tipos de fallos. Los distintos armo´nicos que contiene la
sen˜al pueden son conocidos tambie´n como ordenes, y se denotan en forma resumida median-
te una ”x¨ındicando que es un mu´ltiplo de la frecuencia de giro fundamental. Un para´metro
que resulta indispensable en el ana´lisis de vibraciones es el punto de medida (ubicacio´n del
sensor), que puede ser radial (horizontal o vertical), donde el sensor se ubica perpendicular
al eje, y axial, donde el sensor se ubica paralelo al eje. Cada punto de medida permite valorar
el nivel de vibracio´n bajo ciertas amplitudes, es decir, una medida axial permite observar
un nivel de vibracio´n diferente a una medida radial, y la clasificacio´n de la severidad de
vibracio´n depende en gran parte de este para´metro. Con base en el punto de medida, es
posible determinar la incidencia de un tipo de falla en particular, por ejemplo, un punto de
medicio´n axial permite valorar con mayor precisio´n fallas como excentricidad mientras fa-
llas como desbalanceo y desalineacio´n se pueden notar mejor con un punto de medicio´n radial.
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A continuacio´n se describe el feno´meno que atan˜e a cada tipo de fallo considerado en este
trabajo, y la interpretacio´n que se puede inferir a partir del dominio espectral.
2.1.1. Desbalanceo
Se denomina desbalanceo en una pieza, cuando su eje inercial se encuentra desplazado del eje
geome´trico de rotacio´n. El origen de un desbalanceo puede darse por varias causas, entre las
cuales se encuentran la deformacio´n del material, desgaste de partes, mal ensamble, golpes,
desprendimiento de partes, etc.
Las caracter´ısticas que predominan en la vibracio´n por desbalanceo son:
Altos niveles de vibracio´n radial y bajos niveles de vibracio´n en la direccio´n axial.
Componente 1x estable en el espectro y la forma de onda en el tiempo. Esto implica
que sea una sen˜al sinusoidal pura.
El nivel de amplitud del componente 1x se incrementa con la velocidad.
Bajos niveles de vibracio´n en los componentes de 2x, 3x, 4x, 5x, etc.
El desbalanceo se puede presentar de dos tipos principalmente: esta´tico y par de fuerzas.
Para que el desbalanceo del tipo esta´tico se hace necesario que la posicio´n del a´ngulo de fase
tomado en los extremos de apoyo del rotor marque el mismo valor. La forma de onda de
un desbalanceo esta´tico puro, siempre sera´ de tipo sinusoidal pura, aspecto que favorece la
distincio´n de este tipo de dan˜o. Por otra parte, el desbalanceo de par de fuerzas se distingue
por ser un desbalanceo un dos planos donde las amplitudes de la vibracio´n pueden ser iguales
o diferentes en estos, y el a´ngulo de fase es de 180◦ entre los extremos de medicio´n, para una
misma direccio´n de medicio´n. Existe otro tipo de desbalanceo que es la combinacio´n de los
presentados anteriormente y es conocido como desbalanceo dina´mico, el cual se caracteriza
porque la posicio´n del a´ngulo de fase entre los extremos de apoyo del rotor puede generar
una diferencia entre 45◦, 90◦ o 135◦. Algo caracter´ıstico del desbalanceo es que muestra un
cambio de fase de 90◦ entre la direccio´n horizontal y vertical de cada plano [20].
2.1.2. Desalineacio´n
La desalineacio´n se genera cuando dos ejes no se encuentran perfectamente colineales uno
con respecto al otro, es decir desde un solo sitio se puede observar la presencia de una l´ınea
inclinada a partir del centro (desalineacio´n angular), dos puntos separados (desalineacio´n
paralela), un punto y una l´ınea inclinada, pero separada de la l´ınea de rotacio´n (desalinea-
cio´n combinada).
Desalineacio´n angular
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La desalineacio´n angular se caracteriza por pun predominio de la frecuencia de giro de la
ma´quina (1x), la cual puede ser manifestada en la direccio´n horizontal o vertical, dependien-
do de donde este ocurriendo con mayor intensidad. Si las mayores amplitudes ocurren en la
direccio´n axial, es muy factible que se generen tambie´n frecuencias en 2x y 3x, as´ı como la
frecuencia de trabajo de los elementos de unio´n del acople llamada FAT (nu´mero de elemen-
tos de unio´n del acople ”x”del eje), lo que implicar´ıa problemas por alta desalineacio´n y que
esta´n afectado el acople, debido a que si una ma´quina que tiene desalineacio´n y el acople
esta absorbiendo parte de esta; es poco comu´n que refleje altas amplitudes en direccio´n axial
pero mostrara vibraciones mayores en las direcciones horizontal y/o vertical [20]. Al realizar
la medicio´n de fase entre la direccio´n horizontal y vertical de un mismo apoyo, existe una
diferencia de fase de 0◦ o´ 180◦, lo cual diferencia este tipo de fallo de un desbalanceo.
Desalineacio´n paralela
La desalineacio´n paralela posee s´ıntomas de vibracio´n similares a la angular, sin embargo la
frecuencia que entra a predominar es la 2x, y donde el comportamiento del ana´lisis de fases
entre los dos extremos del acople muestra una diferencia de 180◦ en la direccio´n horizontal
o vertical. Es normal encontrar presencia de la frecuencia de 1x y 3x, pero de menores
amplitudes, debido que el efecto de movimiento paralelo del eje puede producir desgaste en
el elemento de acoplamiento, o incluso de los mismo rodamientos de apoyo del equipo.
2.1.3. Soltura meca´nica
La soltura meca´nica esta clasificada en tres categor´ıas llamadas tipo ’A’, ’B’ o´ ’C’.
Tipo ’A’
Este tipo de soltura meca´nica es causada por soltura o debilitamiento estructural de las
patas de amarre de la ma´quina o tambie´n por una cimentacio´n deteriorada. Para esta clase
de problema, la frecuencia predominante es la de giro de la ma´quina (1x), y puede mostrar
mayor amplitud en direccio´n vertical, aunque en algunos casos puede ser en la direccio´n
horizontal. Una manera de verificar cual de las partes (tornillos de amarre, placa de mon-
taje o cimentacio´n) es el elemento que esta causando la soltura meca´nica, consiste en hacer
mediciones de fase en la direccio´n vertical en cada una de las partes de la base y un cambio
de 90◦ o 180◦ entre las partes indica cual es el elemento portador del problema [20].
Tipo ’B’
Este tipo de soltura genera vibracio´n a la dos veces la frecuencia de giro de la ma´quina (2x), y
normalmente la ocasiona un aflojamiento en los tornillos de amarre de la ma´quina, aumento
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en la holgura de los cojinetes de apoyo, o la presencia de una grieta o fisura en el equipo y/o
en la base de apoyo. Normalmente la soltura meca´nica no viene sola, en la gran mayor´ıa de
los casos esta acompan˜ada o incrementada por otras fuerzas de excitacio´n como puede ser un
desbalanceo y/o una desalineacio´n, pero puede darse el caso que la ma´quina por no poseer
un buen sistema de fijacio´n genera altos niveles de vibracio´n, sin necesidad que intervengan
otros elementos para excitarla. En general, se debe sospechar la soltura meca´nica como la
causante del problema cada vez que la fuerza de la vibracio´n a 2x supere la mitad de la
fuerza de vibracio´n a la velocidad rotatoria (1x).
Tipo ’C’
Esta clase normalmente es generada por un ajuste inadecuado entre las partes de los elemen-
tos (rodamiento - eje), que puede causar la presencia de numerosas frecuencias armo´nicas o
subarmo´nicas del a velocidad de giro del eje (0.5x, 1x, 1.5x, 2x, 2.5x, 3x, etc.). Normalmente
es causada por el aflojamiento de un cojinete en su caja, por un espacio excesivo en la camisa
o en los elementos rodantes del rodamiento. Al hacer un ana´lisis de fase, se encuentra con
frecuencia que esta es inestable y puede variar ampliamente de un arranque de la ma´quina
a otro. La soltura meca´nica es a menudo altamente direccional y puede causar variacio´n
notable de amplitudes efectuando cambio de medicio´n cada 30◦ en direccio´n radial alrededor
de la carcaza del rodamiento.
2.1.4. Rodamientos
Los rodamientos son elementos fundamentales en las ma´quinas rotativas ya que son los en-
cargados de permitir la rotacio´n del eje sobre los soportes de la ma´quina. Estos elementos
se sujetan a los soportes de la ma´quina y en el medio contiene partes que permiten el movi-
miento giratorio. Dichas partes pueden ser bolas o rodillos, pero el tratamiento de ambos se
realiza de forma similar.
Los problemas en rodamientos con elementos rodantes son las fallas ma´s comunes que se
diagnostican en ana´lisis de vibraciones. En la mayor´ıa de los casos, ocurren debido a una
lubricacio´n inadecuada del elemento y a un montaje incorrecto, lo cual implica desalineacio´n.
Un rodamiento defectuoso producira´ componentes de vibracio´n que no son mu´ltiplos exactos
de 1x, en otras palabras, son componentes no s´ıncronos. La existencia de componentes no
s´ıncronos en un espectro de vibraciones es el indicador ma´s claro de problemas en los roda-
mientos y permite excluir otras posibles fuentes que originan la vibracio´n. Los problemas en
los rodamientos al igual que los problemas mencionados anteriormente, se pueden observar
en el espectro por un pico en frecuencias espec´ıficas. Pero en este caso, las frecuencias de
fallo se calculan a partir de la geometr´ıa del rodamiento y de las partes que lo componen
(ver Figura 2-4), y por lo general, corresponden a un rango de alta frecuencia [67].
Empleando las ecuaciones de la Tabla 2-1 es posible encontrar las frecuencias asociadas a
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Figura 2-4: Partes de un rodamiento
Tabla 2-1: Frecuencias en los rodamientos
BPFI = f ∗ n
2
(
1 + d
D
cos θ
)
BPFO = f ∗ n
2
(
1− d
D
cos θ
)
BSF = f ∗ D
2d
(
1− ( d
D
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)2)
FTF = f ∗ 1
2
(
1− d
D
cos θ
)
las posibles fallas en rodamientos. Donde cada frecuencia indica una falla en una parte en
particular: frecuencia de paso de bola por pista interna (BPFI ), frecuencia de paso de bola
por pista externa (BPFO), frecuencia de giro de bola (BSF ) y frecuencia fundamental del
tren o canastilla de rodadura (FTF ). Las variables d y D esta´n asociadas a la geometr´ıa
del rodamiento correspondiendo con el dia´metro de las bolas y el rodamiento; Y n y θ son
el nu´mero de elementos rodantes o bolas y el a´ngulo de contacto en la direccio´n radial,
respectivamente. Debido a que en muchos casos resulta dif´ıcil conocer el a´ngulo de contacto
del rodamiento, el ca´lculo de las frecuencias de falla de un rodamiento se pueden realizar de
la siguiente manera:
Frecuencia de la canastilla (FTF) = 0,4× f .
Frecuencia de pista externa (BPFO) = 0,4× f × n.
Frecuencia de pista interna (BPFI) = 0,6× f × n.
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Frecuencia de giro de las bolas (BSF) = 0,23× f × n (n < 10)
o´ (BSF) = 0,18× f × n (n ≥ 10).
A partir de estas frecuencias caracter´ısticas de las partes de los rodamientos, un problema
en estos se puede identificar por la presencia de armo´nicos siendo los picos predominantes a
las frecuencias 1x y 2x de la frecuencia del elemento afectado (BPFI, BPFO, BSF o´ FTF).
Adema´s, el contacto metal - metal entre los elementos rodantes y las pistas producen pulsos
en el dominio del tiempo (forma de onda) del orden de 1 a 10 kHz [20].
2.1.5. Caja de engranes
Los engranes son otro elemento que puede ser analizado por medio de vibraciones, ya que se
encuentran en movimiento permanente y al ser de cara´cter so´lido permiten que la vibracio´n
que se experimenta en el eje se transmita a trave´s de ellos. Una caja de engranes genera picos
bastante prominentes en la frecuencia del engranaje (GMF), que es el nu´mero de dientes de
los engranes por la velocidad de giro del engrane [67].
En una caja nueva, a medida que se desgastan los dientes, el componente del engranaje
disminuira´ en nivel cuando los dientes se hacen ma´s suaves y se adaptan. Despue´s, a medida
que va progresando el desgaste, el engranaje incrementara´ el nivel. El nivel del componente
del engranaje depende tambie´n de la alineacio´n del eje que carga los engranes. Si la caja
tiene ejes mu´ltiples, cada par de engranes generara´ sus propios componentes de engranaje.
Engranes con diferentes tipos de dientes generara´n niveles diferentes de vibracio´n. Engranes
rectos son los ma´s ruidosos, seguidos por engranes co´nicos, engranes helicoidales, engranes
doble helicoides y engranes helicoidales sin fin en orden descendiente de nivel de vibracio´n.
El principal problema en estos elementos es el desgaste, cuyo indicador clave es la excitacio´n
de la frecuencia natural del engranaje, apareciendo junto a el las bandas laterales en ambos
extremos y con una diferencia igual a la velocidad de giro del engranaje que presenta la
anormalidad. Tambie´n pueden presentarse grandes amplitudes en 2x y 3x GMF, au´n si la
amplitud del 1x GMF es de niveles aceptables. Lo anterior significa que entre ma´s armo´nicos
de la frecuencia del engranaje se presenten, mayor desgaste se origina en los pin˜ones. Otro
indicador se puede observar cuando la sen˜al en el tiempo es modulada, donde el per´ıodo de
modulacio´n da origen a la frecuencia del engranaje que contiene el problema.
Los tipos de fallos mencionados anteriormente muestran que para identificarlos se requiere
un amplio conocimiento tanto de la ma´quina como del ana´lisis de vibraciones, de aqu´ı la
necesidad de personas expertas que puedan realizar este tipo de ana´lisis. Otro aspecto de
mayor importancia, esta´ relacionado a las condiciones de como se deben adquirir las sen˜ales
de vibracio´n, debido a que todo el marco de identificacio´n de fallas presentado esta basado
en el hecho de que las condiciones de operacio´n son constantes y en ningu´n momento existe
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algu´n cambio de velocidad o carga. En situaciones sencillas y experimentales se puede decir
que este tipo de ana´lisis tiene sentido, pero en casos pra´cticos la suposicio´n de estacionariedad
de la sen˜al y estabilidad de las condiciones de adquisicio´n no son del todo ciertas. Por tal
motivo, en este trabajo se busca identificar fallos bajo distintas situaciones y reg´ımenes
considerando todos los tipos de fallos explicados.
2.2. Espacios de representacio´n
Los espacios de representacio´n constituyen el desarrollo de la sen˜al bajo una variable espacial
determinada (tiempo, frecuencia, TF). La sen˜al x en el dominio del tiempo es la sen˜al de
vibracio´n adquirida del sistema e involucra la naturaleza del funcionamiento de la ma´quina.
La sen˜al de vibracio´n puede ser analizada como una suma de funciones seno con distintas
frecuencias, f , amplitudes, A, y fases, ϕ, donde cada sinusoide representa un mecanismo en
particular.
x(t) =
∑
i
Ai sin (2pifit + ϕi) (2-2)
donde el sub´ındice i denota cada componente o mecanismo presente en la ma´quina.
Para pasar del dominio del tiempo a otro espacio de representacio´n se hace uso de funciones
ortogonales o funciones base que permitan transformar la sen˜al x(t) a otro espacio. De esta
manera se presenta a continuacio´n, el espacio de representacio´n de la frecuencia, donde cada
punto es asociado a una frecuencia en particular o tipo de dan˜o y su respectiva amplitud
indica el aporte que hace este componente a la vibracio´n general de la ma´quina.
2.2.1. Frecuencia
La representacio´n en el dominio de la frecuencia es ideal para las sen˜ales de vibracio´n por
su naturaleza misma. Pero para calcular la densidad espectral de potencia se requiere el uso
de transformadas como FFT, donde la sen˜al resultante, es un conjunto de componentes de
frecuencia que comprende un rango desde la frecuencia 0 hasta fs/2, donde fs es la frecuencia
de muestreo de la sen˜al. Lo anterior es definido mediante el teorema de Nyquist, el cual dice
que una sen˜al discreta en tiempo sera´ bien representada si la frecuencia de muestreo es igual
o superior a la frecuencia ma´xima del sistema. Para llevar la sen˜al en el tiempo al dominio
espectral, en este trabajo, es empleada la FFT la cual se describe como abajo.
Transformada ra´pida de Fourier
La transformada integral de Fourier, o transformada de Fourier, se obtiene asumiendo las
siguientes funciones base:
φ(s, t) = φ(t, s) = e−jst (2-3)
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para t ⊂ (−∞,∞) y s ⊂ (−∞,∞).
El para´metro s caracteriza la frecuencia de cada funcio´n base, y usualmente, se nota por
alguna de las variables de frecuencia angular ω, o bien, de frecuencia lineal 2pif . Sustituyendo
el valor de s en la Ec. 2-3, se obtiene la representacio´n integral de Fourier,
X(f) =
∞∫
−∞
x(t)e−j2piftdt ∆= F{x(t)} (2-4)
donde la transformada dada en la Ec. 2-4 representa la sen˜al x(t) como una suma continua
de funciones exponenciales cuyas frecuencias esta´n en el intervalo (−∞,∞). La amplitud
relativa de los componentes a cualquier frecuencia f es proporcional a X(f) [11].
Cabe anotar, que cuando la sen˜al x(t) representa voltaje, entonces, X(f) tiene las dimen-
siones de voltaje por tiempo. Como la frecuencia tiene unidades de tiempo inverso, luego,
puede considerarse a X(f) como un espectro de densidad de voltaje o, en forma ma´s general,
como la funcio´n densidad espectral de x(t). En el a´rea de procesamiento digital de sen˜ales,
la transformada de Fourier no es posible implementarla por el hecho de ser una funcio´n con-
tinua, para lo cual existe una algoritmo conocido como la transformada ra´pida de Fourier,
que es una aproximacio´n nume´rica a la transformada de Fourier.
En el caso particular de la sen˜al de vibracio´n, las unidades de la sen˜al en el tiempo y la
frecuencia esta´n determinadas segu´n el tipo de sensor que se emplee para la medicio´n. As´ı,
para la sen˜al de aceleracio´n se tiene la unidad de gravedades g, para la velocidad mm/seg y
para el desplazamiento µm. Aunque el dominio espectral ofrece una buena interpretacio´n de
las sen˜ales de vibracio´n, solo es u´til para casos de reg´ımenes permanentes. Por tal motivo es
necesario realizar una ana´lisis del comportamiento de la frecuencia a trave´s del tiempo.
2.2.2. Tiempo-frecuencia
Una representacio´n TF consiste en una superficie tridimensional cuyos ejes son el tiempo
y la frecuencia, y en la que cada par t-f se dispone de un valor de amplitud al que se le
puede llamar energ´ıa del punto, pero sin que ello implique que su significado sea el cla´sico, ya
que en muchos casos los valores de amplitud obtenidos no se corresponden con la definicio´n
teo´rica de energ´ıa, pero sirve para conocer la forma de la sen˜al en el plano TF y obtener el
valor de la concentracio´n de intensidad en cada punto de la distribucio´n global para apreciar
la evolucio´n de dicha amplitud tanto en el tiempo com en la frecuencia. As´ı se pueden apro-
vechar las caracter´ısticas producidas por la concentracio´n de la energ´ıa en dos dimensiones
(tiempo y frecuencia) en vez de solo una (tiempo o frecuencia) [8]. Las transformaciones TF
se distribuyen en parame´tricas y no parame´tricas. Parame´tricas son las que utilizan la infor-
macio´n de la sen˜al junto con modelos de regresio´n para obtener el mapa 2D. No parame´tricas
son aquellas que realizan una transformacio´n de la sen˜al por tramos, mediante ventanas de
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seleccio´n. En este trabajo solo se consideran las transformaciones no parame´tricas debido a
que requieren un menor tiempo de computo que las parame´tricas, con la desventaja de que
la seleccio´n de la ventana adecuada es un para´metro que se debe ajustar eur´ısticamente.
En los u´ltimos an˜os se han desarrollado diferentes representaciones TF puesto que depen-
diendo de la aplicacio´n resulta conveniente que se satisfagan diferentes propiedades o tengan
caracter´ısticas de resolucio´n y te´rminos de interferencia concretos. Inicialmente se desarro-
llaron las representaciones TF lineales y luego se amplio´ a una conjunto de representaciones
TF que son categorizadas en clase Af´ın y clase de Cohen. Se dice que una distribucio´n TF
pertenece a la clase Af´ın cuando cumple la propiedad de ser invariante ante cambios de es-
cala y ante traslaciones temporales. Por otra parte, una distribucio´n pertenece a la clase de
Cohen si satisface las propiedades de invarianza ante desplazamiento temporales e invarianza
ante desplazamientos frecuenciales. En este trabajo se considera un distribucio´n de la clase
de Cohen debido a la interpretacio´n directa que ofrece sobre la sen˜al de vibracio´n. El espec-
trograma es la distribucio´n escogida en este trabajo porque pertenece a la clase de Cohen y
permite una representacio´n adecuada de la concentracio´n de la energ´ıa en funcio´n del tiempo
y la frecuencia. Como el espectrograma es una representacio´n TF cuadra´tica se debe partir de
una representacio´n TF lineal como la STFT para comprender su principio de funcionamiento.
Transformada de Fourier en tiempo corto (STFT – Short Time Fourier Trans-
form)
La STFT es el me´todo cla´sico de ana´lisis tiempo-frecuencia. El concepto principal de es-
ta transformada es multiplicar la sen˜al x (t), a ser analizada, por una ventana de ana´lisis
g (τ − t) trasladada τ veces en el tiempo, y luego se calcula la transformada de Fourier de
la sen˜al ventaneada [12]:
SSTFT (t, f) =
∞∫
−∞
x (τ)g (τ − t) e−j2piτfdτ (2-5)
donde SSTFT (t, f) denota la energ´ıa de la sen˜al x(t). La ventana de ana´lisis g (τ − t) suprime
a x (τ) fuera de determinada regio´n, y la transformada de Fourier produce un espectro local.
T´ıpicamente se elige una ventana real con respuesta al impulso de un filtro pasa bajas;
sin embargo, es posible aplicar ventanas complejas. Si se elige una funcio´n gaussiana como
ventana, la STFT se convierte en la transformada de Gabor, puesto que Gabor introdujo la
STFT con este tipo particular de ventana.
La STFT tambie´n se puede definir en el dominio de la frecuencia [12]:
SSTFT (t, f) = e
−j2piτf
∞∫
−∞
X (θ)G (θ − f) e−j2piθtdθ (2-6)
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As´ı, segu´n la Ec. 2-6, al ventanear la sen˜al en el dominio del tiempo con una ventana g (τ − t),
simulta´neamente se produce un ventaneo en el dominio espectral con la ventana G (θ − f),
siendo G (f) = F{g(t)}. Asumiendo que g(t) y G(f) se encuentran concentrados en tiempo
y frecuencia [39]:
[t + t0 −∆t, t+ t0 +∆t] (2-7)
[f + f0 −∆f , f + f0 +∆f ] (2-8)
respectivamente. Entonces Sx(t, f) dara´ informacio´n de la sen˜al x(t) y de su espectro X(f)
en la ventana tiempo-frecuencia:
[t + t0 −∆t, t+ t0 +∆t]× [f + f0 −∆f , f + f0 +∆f ] (2-9)
La posicio´n de la ventana tiempo-frecuencia es determinada por los para´metros t y f . La
forma de la ventana es independiente de t y f , as´ı se obtiene una resolucio´n uniforme en el
plano TF, tal como se puede observar en la Figura 2-5.
(a) Ventana g(τ − t) (b) Ventana tiempo-frecuencia
Figura 2-5: Ventaneo y resolucio´n en la STFT
Los requerimientos ba´sicos para que g(t) se considere una ventana en el tiempo son:
g(t) ∈ L2(R)
tg(t) ∈ L2(R)
donde L2(R) es el espacio de los reales donde las funciones de norma L2 conforman el conjunto
de funciones de cuadrado integrables. De forma similar, para que G(f) se considere como
una ventana de frecuencia
G(f) ∈ L2(R)
fG(f) ∈ L2(R)
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El centro t0, y la duracio´n ∆t de la ventana g(t) se definen ana´logamente al valor medio y
la desviacio´n esta´ndar de una variable aleatoria as´ı:
t0 =
∞∫
−∞
t |g(t)|2 dt
∞∫
−∞
|g(t)|2 dt
(2-10)
∆t =

∞∫
−∞
(t− t0)2 |g(t)|2 dt
∞∫
−∞
|g(t)|2 dt

1
2
(2-11)
Asimismo, el centro f0 y el ancho de banda ∆f de la ventana de frecuencia G(f) se definen
como:
f0 =
∞∫
−∞
f |G(f)|2 df
∞∫
−∞
|G(f)|2 df
(2-12)
∆f =

∞∫
−∞
(f − f0)2 |G(f)|2 df
∞∫
−∞
|G(f)|2 df

1
2
(2-13)
En el ana´lisis TF es deseable tener la mejor resolucio´n posible tanto en tiempo como en
frecuencia, es decir, se busca que la ventana tiempo-frecuencia sea lo ma´s pequen˜a posible.
Sin embargo, el principio de incertidumbre se aplica en este caso, estableciendo un l´ımite
para el a´rea mı´nima de la ventana tiempo-frecuencia [52]. As´ı, al elegir una ventana corta
en el tiempo es posible obtener una buena resolucio´n en el tiempo, e inevitablemente, una
resolucio´n muy baja en frecuencia. Por otro lado, una ventana de tiempo muy larga produ-
cira´ baja resolucio´n en el tiempo, pero buena resolucio´n en frecuencia. Lo anterior se conoce
como el principio de incertidumbre de Heisenberg [39].
Espectrograma (SP)
Puesto que la STFT en general no es del conjunto de los reales, usualmente se usa el espec-
trograma para visualizacio´n o para etapas posteriores de procesamiento. El espectrograma
es el cuadrado de la magnitud de la STFT:
SSPEC(t, f) =
∣∣∣∣∣∣
∞∫
−∞
x (τ)g (τ − t) e−j2piτfdτ
∣∣∣∣∣∣
2
(2-14)
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El espectrograma pertenece a la clase de Cohen, mientras que la STFT no pertenece, puesto
que no cumple con las propiedades de invarianza al desplazamiento en tiempo y frecuencia.
Esto se debe a que la fase de la STFT no cumple con estas propiedades pero su magnitud
s´ı lo hace y por eso el espectrograma es invariante a desplazamientos en tiempo y frecuencia
[39].
Los diferentes espacios de representacio´n de la sen˜al x(t), permiten mostrar la dina´mica de la
sen˜al bajo diferentes condiciones de operacio´n de la ma´quina. As´ı, en regimen permanente es
posible utilizar los dominios del tiempo y la frecuencia por separado obteniendo una buena
capacidad de interpretacio´n de las sen˜ales de vibracio´n, siempre y cuando se asuma que la
sen˜al es estacionaria. Por otra parte, si se considera reg´ımenes de carga y velocidad variable
resulta de mayor utilidad el espacio tiempo-frecuencia ya que captura la dina´mica intr´ınseca
de la sen˜al bajo condiciones de no estacionariedad. Aunque los espacios de representacio´n
pueden ofrecen caracterizacio´n de la sen˜al de acuerdo a la amplitud o concentracio´n de
energ´ıa, este tipo de caracter´ısticas son insuficientes para clasificar distintos tipos de fallos
satisfactoriamente, por lo que se hace necesario realizar una etapa de estimacio´n de carac-
ter´ısticas adicionales que representen de manera ma´s adecuada la dina´mica de la sen˜al de
vibracio´n.
2.3. Estimacio´n de Caracter´ısticas
Aunque los diferentes espacios de representacio´n permiten analizar y observar comportamien-
tos en las sen˜ales que se quieren analizar, comu´nmente estos espacios producen conjuntos
de datos de alta dimensionalidad que afectan el desarrollo computacional del proceso dis-
minuyendo la velocidad de convergencia. Y adema´s, en algunos casos, los datos del espacio
de representacio´n no son lo suficientemente discriminantes o se requiere un conjunto de ca-
racter´ısticas que se estiman a partir del espacio de representacio´n. Es as´ı, como se conforma
un espacio de caracter´ısticas que representan de la manera ma´s adecuada una sen˜al que
tiene una gran cantidad de puntos. A continuacio´n se presentan diversas formas de estimar
caracter´ısticas dependiendo del espacio de representacio´n en que se encuentren los datos, con-
siderando desde la sen˜al en el dominio del tiempo hasta la sen˜al en el dominio TF pasando
por el espectro de la sen˜al.
2.3.1. Estad´ısticas - Dominio del tiempo
Las caracter´ısticas descritas a continuacio´n, comprenden un conjunto de estad´ısticos que se
reportan en la literatura y con consideradas como las mejores caracter´ısticas debido a la
simplicidad para calcularlas y a la interpretacio´n que brindan (en su mayor´ıa) al proceso de
discriminacio´n de fallas en ma´quinas rotativas. Para el calculo de los estad´ısticos se asume
que durante la adquisicio´n de la sen˜al de vibracio´n se pasa de un tiempo continuo t a un
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tiempo discreto n, el cual es finito y n ∈ R.
Valor Medio (MV o´ T1 - Mean Value)
El valor medio es el primer momento estad´ıstico. Con este valor se identifica el punto medio
de la sen˜al, pero es bastante sensible a interferencias o valores at´ıpicos que se obtienen en la
adquisicio´n de la sen˜al. El valor medio se define como la suma de todas las amplitudes de la
sen˜al x(n), entre la longitud de la sen˜al N ,
T1 =
∑N
n=1 x(n)
N
(2-15)
Desviacio´n esta´ndar (STD o´ T2 - Standard Deviation)
Es el segundo momento estad´ıstico de la sen˜al y permite cuantificar el nivel de variabilidad
y dispersion que presentan las amplitudes con respecto a T1.
T2 =
√∑N
n=1 (x(n)− T1)2
N − 1 (2-16)
Ra´ız media cuadra´tica (RMS o´ T3 - Root Mean Square)
El valor RMS de una sen˜al de vibracio´n es un caracter´ıstica que mide el contenido de potencia
en la firma de vibracio´n. Esta caracter´ıstica es muy efectiva en la deteccio´n de desbalanceo en
maquinaria rotativa. La aproximacio´n ma´s ba´sica para la medicio´n de defectos en el dominio
del tiempo es usar la aproximacio´n RMS, pero esta´ no es bastante sensible para la deteccio´n
de fallas incipientes en particular [71].
T3 =
√∑N
n=1 (x(n))
2
N
(2-17)
Pico positivo ma´ximo (MPP o´ T4 - Maximum Positive Peak)
Particularmente u´til para el monitoreo del cambio en la cantidad de impulsividad, posible-
mente debido al incremento de dan˜o ocasionado por impulsos. Esta caracter´ıstica no es 100%
confiable, ya que existen otros efectos que pueden incrementar el nivel pico de la sen˜al, como
movimientos bruscos del sensor o interferencias cercanas [22].
T4 = ma´x |x(n)| (2-18)
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Kurtosis (T5)
La kurtosis es definida como el cuarto momento de la distribucio´n y mide los picos o valles
relativos de la distribucio´n comparada a una distribucio´n normal (e.g. nu´mero y amplitud de
picos presentes en la sen˜al). Provee una medida del taman˜o de las colas de la distribucio´n y
es usada como un indicador de picos mayores en el conjunto de datos [31]. Esta caracter´ıstica
tiene la ventaja mayor de que le valor calculado es independiente de las variaciones de carga
y velocidad [22]. Por tanto, la kurtosis es definida como
T5 =
∑N
n=1 (x(n)− T1)4
(N − 1)T24 (2-19)
Asimetr´ıa (T6 - Skewness)
El tercer momento estad´ıstico normalizado puede ser tan efectivo como la kurtosis si los
datos son rectificados inicialmente. La ventaja de este momento sobre el valor de kurtosis
tradicional es su menor susceptibilidad a vibraciones espurias, la cual es considerada uno
de los inconvenientes de los momentos estad´ısticos de alto orden. La sensibilidad de este
momento al cambio de carga y velocidad es menor que la de la kurtosis [26].
T6 =
∑N
n=1 (x(n)− T1)3
(N − 1)T23 (2-20)
Factor de cresta (CF o´ T7 - Crest Factor)
La aproximacio´n ma´s simple para la medicio´n de defectos en el dominio del tiempo es usando
la aproximacio´n RMS. Sin embargo, el nivel RMS no muestra cambios apreciables en etapas
tempranas de dan˜o en engranes y rodamientos [31]. Una mejor medida es usar el CF, el cual
es definido como el radio del MPP de la sen˜al de entrada al nivel RMS. Por lo tanto, los
picos en las series de tiempo dara´n como resultado un incremento en el CF. Para operaciones
normales, el CF puede estar entre 2 y 6. Un valor superior a 6 es usualmente asociado con
problemas en la maquinaria. Esta caracter´ıstica es usada para detectar cambios en el patro´n
de la sen˜al debido a fuentes de vibracio´n impulsivas como un diente roto en un engranaje o
un defecto en la pista externa de un rodamiento. El CF no es considerado una te´cnica muy
sensible. As´ı el CF es,
T7 =
MPP
RMS
(2-21)
Factor de forma (SF o´ T8- Shape Factor)
El SF es el valor normalizado del nivel RMS mediante la media de la magnitud de la sen˜al.
Este para´metro permite centralizar el valor RMS para reducir la imprecisio´n ocasionada por
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problemas en la adquisicio´n.
T8 =
RMS
1
N
∑N
n=1 |x(n)|
(2-22)
Otro conjunto de estad´ısticos que contribuyen a la identificacio´n de fallos en ma´quinas ro-
tativas esta´n relacionados en la Tabla 2-2.
Tabla 2-2: Otras caracter´ısticas en el dominio del tiempo [32].
T9 =
(∑N
n=1
√
|x(n)|
N
)2
T10 = T6
T3
T11 = T61
N
∑N
n=1 |x(n)|
2.3.2. Estad´ısticas - Dominio de la frecuencia
Las caracter´ısticas que conservan la informacio´n frecuencial son obtenidas a partir del es-
pectro de la sen˜al de vibracio´n. Estas caracter´ısticas pueden generalmente indicar fallas en
maquinaria mejor que las caracter´ısticas de vibracio´n en el dominio del tiempo porque los
componentes de frecuencia caracter´ısticos como frecuencia de resonancia o componentes de
frecuencia de defectos pueden ser relativamente fa´cilmente detectados y concurrentes con
fallas. A partir de esto se define un conjunto de caracter´ısticas estad´ısticas donde X(k) es el
k-e´simo valor del espectro obtenido con la FFT, K es el nu´mero total de l´ıneas o componen-
tes de frecuencia que tiene el espectro, donde k = 1, 2, ..., K y fk es la k-e´sima componente
de frecuencia.
Frecuencia Media (MF o´ F1 - Mean Frequency)
La frecuencia media representa el nivel de vibracio´n medio de la sen˜al en te´rminos de la
frecuencia. Indica la energ´ıa de vibracio´n de la sen˜al en el dominio de la frecuencia [33]. No
es una caracter´ıstica muy representativa porque su valor es afectado por el ruido de la sen˜al.
Representa un promedio aritme´tico del espectro de vibracio´n,
F1 =
∑K
k=1X(k)
K
(2-23)
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Varianza (Var o´ F2 - Variance)
La varianza definida como el segundo momento estad´ıstico, es un indicador de la variabilidad
de la amplitud de la vibracio´n en el espectro con respecto a la MF. Esta caracter´ıstica se
define como
F2 =
∑K
k=1 (X(k)− F1)2
K − 1 (2-24)
La media y la varianza del espectro son momentos de inercia con el a´rea de la forma de onda
definida mediante la funcio´n de densidad de probabilidad.
Asimetr´ıa (Sf o´ F3)
Es el tercer momento estad´ıstico de la distribucio´n de las frecuencias y mide la estabilidad
del espectro con medida a la MF.
F3 =
∑K
k=1 (X(k)− F1)3
K(
√
F2)3
(2-25)
Kurtosis (Kf o´ F4)
Es el cuarto momento estad´ıstico de la sen˜al de vibracio´n y es u´til para caracterizar fallas
en rodamientos y engranajes.
F4 =
∑K
k=1 (X(k)− F1)4
KF24
(2-26)
En general, los momentos impares relacionan la informacio´n sobre la posicio´n del pico de
la funcio´n de distribucio´n de probabilidad en relacio´n con el valor medio, mientras que los
momentos pares indican las caracter´ısticas de la propagacio´n de la distribucio´n. Tanto la
kurtosis como la asimetr´ıa son usados para monitoreo de condicio´n de elementos rodantes y
rodamientos respectivamente [42].
Frecuencia central (FC o´ F5)
La frecuencia central muestra los cambios de posicio´n de las frecuencias principales [33]. Es
u´til como referente de normalizacio´n del rango de frecuencias presentes en la sen˜al.
F5 =
∑K
k=1 fkX(k)∑K
k=1X(k)
(2-27)
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Desviacio´n esta´ndar (STDF o´ F6)
La STDF describe el grado de convergencia del espectro de potencia.
F6 =
√√√√√ K∑
k=1
(fk − F5)2X(k)
K
(2-28)
Ra´ız media cuadra´tica (RMSF o´ F7)
La RMSF, al igual que la FC, muestra los cambios de posicio´n de las frecuencias principales.
Es un para´metro que define el nivel de vibracio´n global de la ma´quina, y es la medida
utilizada con las normas internacionales de vibracio´n.
F7 =
√√√√√ K∑k=1 f 2kX(k)∑K
k=1X(k)
(2-29)
Existe un conjunto adicional de caracter´ısticas estad´ısticas (ver Tabla 2-3), donde las frecuen-
cias fk son normalizadas con respecto a FC, multiplicadas por su amplitud correspondiente
y referenciadas con base en la STDF.
Tabla 2-3: Otras caracter´ısticas en el dominio de la frecuencia [32].
F8 =
√
∑K
k=1 f
4
k
X(k)
∑K
k=1 f
2
k
X(k)
F9 =
∑K
k=1 f
2
k
X(k)√∑K
k=1X(k)
∑K
k=1 f
4
k
X(k)
F10 = F6
F5
F11 =
∑K
k=1 (fk−F5)3X(k)
F63
F12 =
∑K
k=1 (fk−F5)4X(k)
F64
F13 =
∑K
k=1 (fk−F5)1/2X(k)
K
√
F6
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Las caracter´ısticas estad´ısticas en el dominio del tiempo y frecuencia solo son va´lidas si se
asume que la sen˜al analizada es de cara´cter estacionario, lo cual implica que este tipo de
caracter´ısticas son u´tiles bajo regimen permanente. Por tanto, en condiciones de operacio´n
variables rendir una caracterizacio´n empleando las caracter´ısticas mencionadas anteriormente
no es recomendable, ya que este proceso ser´ıa sesgado, de poca confiabilidad e interpretabi-
lidad nula al no conservarse las condiciones de estacionariedad de una sen˜al.
2.3.3. Dina´micas - dominio TF
Si se considera que la sen˜al de vibracio´n es de cara´cter no estacionario, ya sea por reg´ımenes
de carga y velocidad variable o por los transitorios causados por problemas en rodamientos,
es necesario ampliar el espectro de te´cnicas de ana´lisis. Teniendo en cuenta que las repre-
sentaciones TF permiten capturar la dina´mica de la sen˜al de vibracio´n en funcio´n de sus
componentes frecuenciales a trave´s del tiempo, es ideal utilizar este tipo de representaciones.
Sin embargo, los mapas TF tienen una alta dispersion de la informacio´n de la sen˜al, por lo
que es dif´ıcil definir zonas donde se encuentre informacio´n discriminante acerca de los tipos
de fallas. As´ı, las caracter´ısticas dina´micas descritas en esta seccio´n son estimadas a partir
de las representaciones TF y esta´n enfocadas en obtener un valor representativo de la energ´ıa
de la sen˜al por segmentos del mapa TF.
Las caracter´ısticas utilizadas son los centroides de subbanda espectral (SSC) y los coefi-
cientes cepstrales, los cuales son calculados empleando un banco de filtros Hm(f) (donde
m = 1, ...,M , siendo M el nu´mero de subbandas), que ba´sicamente, se definen como ven-
tanas que seleccionan una subbanda de frecuencia. Existen varios tipos de ventanas como
gaussianas, triangulares y rectangulares. En este trabajo solo se utiliza una ventana gaus-
siana, espec´ıficamente la ventana de Hamming. Estos filtros se consideran de forma lineal
porque todos tienen la misma amplitud, forma y traslape entre las subbandas seleccionadas.
Centroides de subbanda espectral - SSC
Con el fin de definir los centroides de subbanda espectral, se divide la banda de frecuencia
(desde 0 a fs/2 donde fs es la frecuencia de muestreo) en un nu´mero fijo de subbandas, y
se calcula el centroide de cada subbanda usando el espectro de potencia de la sen˜al. Esta
definicio´n involucra la eleccio´n de diversos para´metros, como el nu´mero de subbandas a usar,
la forma en la cual se divide el espectro en subbandas (las frecuencias centrales y de corte de
cada filtro de subbanda, o si debe haber algu´n solapamiento entre las subbandas), la forma
de los filtros de subbanda, entre otros.
Asumiendo que el espectro de frecuencia se divide en M subbandas, utilizando los filtros
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Hm(f), se define el m-e´simo centroide de subbanda espectral κm como sigue [43],
κm =
∞∫
−∞
fHm(f)X
γ(f)df
∞∫
−∞
Hm(f)Xγ(f)df
(2-30)
en donde X(f) es el espectro de potencia y γ es una constante que controla el rango dina´mico
del espectro de potencia. Ajustando γ < 1, el rango dina´mico del espectro de potencia se
puede reducir, y si γ → 0, el centroide se ubicara´ en el centro de la subbanda y no con-
tendra´ informacio´n alguna. Por otro lado si γ → ∞, el centroide se correspondera´ con la
ubicacio´n del pico mayor del espectro de potencia en la subbanda, y puede producir estima-
dos ruidosos [18].
Los filtros Hm(f) se pueden distribuir linealmente a lo largo del dominio de la frecuencia,
o se pueden ubicar de acuerdo a escalas de frecuencia perceptuales, tales como la escala
Bark o la escala Mel. En cualquier caso, es importante que la distribucio´n de los puntos en
el dominio de la frecuencia este´ de acuerdo con la distribucio´n de los filtros, con el fin de
obtener histogramas no sesgados [18].
La expresio´n 2-30 se puede generalizar para el caso no estacionario, e implementar en tiempo
discreto as´ı,
κm [n] =
∑
k
kHm [k]S
γ
x [n, k]∑
k
Hm [k]S
γ
x [n, k]
(2-31)
donde Hm[k] es la versio´n discreta del banco de filtros Hm(f). Aunque la ubicacio´n de los
centroides puede ser una caracter´ıstica relevante para diferenciar sen˜ales pertenecientes a
diferentes clases, tambie´n puede ser importante tener en cuenta la energ´ıa que se encuentra
concentrada alrededor de dichos centroides en un ancho de banda fijo, y menor al ancho de
banda del filtro Hm(f) correspondiente al centroide bajo ana´lisis. As´ı, la energ´ıa alrededor
de los centroides se puede calcular as´ı,
ξm [n] =
κm[n]+∆k∑
k=κm[n]−∆k
Tx [n, k] 1 ≤ m ≤M (2-32)
en donde ∆k corresponde al ancho de banda alrededor del centroide sobre el cual se calcula
la energ´ıa.
Coeficientes cepstrales - LFCC
El cepstrum es una transformacio´n homomo´rfica, la cual permite separar la respuesta de
un filtro de la sen˜al de entrada, teniendo solamente a disposicio´n la sen˜al de salida. Una
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transformacio´n homomo´rfica x̂[n] = D{x[n]} es una transformacio´n que convierte una con-
volucio´n x[n] = e[n] ∗ h[n] en una suma x̂[n] = ê[n] + ĥ[n].
El cepstrum real de una sen˜al digital x[n] se define como,
c[n] =
∞∫
−∞
ln |X(f)| ej2pifndf (2-33)
Si la sen˜al x[n] es real, entonces su cepstrum tambie´n sera´ una sen˜al real [2].
Es posible extender la definicio´n de coeficientes cepstrales en 2-33 para que pueda ser apli-
cada a sen˜ales no estacionarias mediante representaciones TF. En primer lugar, se divide
el espectro de la sen˜al en M subbandas utilizando los filtros pasa-banda Hm[k], los cuales
pueden estar distribuidos de forma lineal o segu´n alguna escala perceptiva ,
cm [n] = log
(∑
k
Sx [n, k]Hm [k]
)
, 1 ≤ m ≤ M (2-34)
La transformada inversa de Fourier en 2-33 se convierte en transformada discreta del coseno
en 2-35, ya que cm[n] es una funcio´n par en m, pues proviene de la representacio´n espectral
de una sen˜al real. As´ı, se obtienen P coeficientes cepstrales en cada instante de tiempo n
mediante la expresio´n,
Cp[n] =
M∑
m=1
cm[n] cos
[
p
(
m− 1
2
pi
P
)]
, 1 ≤ p ≤ P (2-35)
Es importante notar que la representacio´n 2-35 no es una transformacio´n homomo´rfica, la
cual ser´ıa homomo´rfica si se invirtiera el orden de la sumatoria y del operador de logaritmo
en 2-34,
cm [n] =
∑
k
log (Sx [n, k]Hm [k]), 1 ≤ m ≤M (2-36)
En la pra´ctica, sin embargo, la representacio´n cepstral es aproximadamente homomo´rfica
para filtros que tienen una funcio´n de transferencia suave. La ventaja de calcular la repre-
sentacio´n cepstral usando 2-34 en vez de 2-36 consiste en que las energ´ıas de los filtros son
ma´s robustas al ruido y a errores de estimacio´n espectral [2].
Las caracter´ısticas dina´micas ofrecen una condensacio´n de la informacio´n de la sen˜al de
vibracio´n en te´rminos de la concentracio´n de energ´ıa por instante de tiempo, lo que permite
una relacio´n directa entre el tipo de falla y como se desarrolla esta´ a trave´s del tiempo.
Es notorio que la limitacio´n de este tipo de caracterizacio´n es el tiempo de computo que
requiere de acuerdo a la cantidad de puntos que tenga la sen˜al en el tiempo y a la resolucio´n
en frecuencia, pero sin duda alguna, resulta ser una alternativa novedosa para un ana´lisis de
vibraciones bajo condiciones no estacionarias.
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2.4. Extraccio´n-Seleccio´n de caracter´ısticas
Un conjunto de caracter´ısticas es presentado en la Seccio´n anterior, considerando reg´ımenes
permanentes y de velocidad variable, lo que da al lector una amplia gama de opciones para
realizar un proceso de caracterizacio´n adecuado, teniendo en cuenta las ventajas y limitacio-
nes de cada caracter´ıstica, segu´n el espacio de representacio´n y complejidad computacional
requerida para el calculo. Especialmente, cuando se emplean las representaciones TF y la
caracterizacio´n dina´mica el tiempo de computo aumenta, al igual que la cantidad de carac-
ter´ısticas redundantes y relevantes. Por tal motivo, resulta adecuado realizar una etapa de
extraccio´n de caracter´ısticas que mejore los tiempos de ana´lisis y el rendimiento de clasifi-
cacio´n de fallos en ma´quinas rotativas.
Esta Seccio´n relaciona las medidas y transformaciones necesarias para conformar un conjunto
de caracter´ısticas relevantes Xr, a partir del conjunto de caracter´ısticas original X , donde
Xr ⊆ X . En la primera parte ... Seccio´n 2.4.1... se encuentran dos medidas de relevancia que
son utilizadas para reducir el nu´mero de caracter´ısticas considerando que el conjunto X es un
mapa TF. Una te´cnica de descomposicio´n lineal, como ana´lisis de componentes principales
(PCA) es mostrada en la segunda parte ... Seccio´n 2.4.2...
2.4.1. Medidas de relevancia
Las representaciones TF obtenidas contienen una gran cantidad de informacio´n irrelevante
y redundante la cual degrada la calidad y aumenta la carga computacional para aproxima-
ciones de descomposicio´n lineal, como PCA. En orden de determinar el mejor conjunto de
puntos t− f , es necesaria una etapa de seleccio´n de variable.
La seleccio´n de variable consiste en encontrar el subconjunto mı´nimo Xr tal que P (c|X) ∼=
P (c|Xr), donde P (c|X) es la funcio´n de distribucio´n de probabilidad de las clases c dado un
conjunto de datos completo X , y P (c|Xr) es la funcio´n de distribucio´n de probabilidad de c
dado un subconjunto de caracter´ısticas Xr. Una aproximacio´n, para encontrar este subcon-
junto de datos es usar te´cnicas de filtrado, donde las variables son seleccionadas de acuerdo
a alguna medida de relevancia asignada a cada variable. Las medidas de relevancia evalu´an
la calidad de prediccio´n de cada variable en relacio´n con las clases [74].
Correlacio´n lineal - LC
Esta medida determina la predictibilidad lineal de las etiquetas dadas de la variable x:
LC(x, c) =
∑
i
(xi − x)(ci − c)∑
i
(xi − x)2
∑
i
(ci − c)2
(2-37)
Esta medida puede tomar valores en el rango [−1, 1], donde un valor de LC(x, c) = 0 significa
2.4 Extraccio´n-Seleccio´n de caracter´ısticas 41
que la variable y la etiqueta no esta´n correlacionadas, mientras que un valor de LC(x, c) = ±1
significa relacio´n directa o inversa.
Incertidumbre sime´trica - SU
Esta medida es una generalizacio´n de la medida de la correlacio´n lineal, y determina cuan
dependiente es la distribucio´n de etiquetas de clase de la distribucio´n de la variable. Esta
medida esta determinada mediante
SU(x, c) = 2
H(x)−H(x|c)
H(x) +H(c)
(2-38)
donde H(x) es la entrop´ıa de la funcio´n de distribucio´n de la variable x, H(c) es la entrop´ıa
de la funcio´n de distribucio´n de las etiquetas de clases c, y H(x|c) es la entrop´ıa condicional
de la distribucio´n condicional de x dada la etiqueta de clase c. Las definiciones de entrop´ıa
son
H(x) = −
∑
i
P (xi) logP (xi) H(x|c) = −
∑
j
P (cj)
∑
i
P (xi|cj) logP (xi|cj) (2-39)
El ana´lisis de relevancia es llevado fuera mediante la transformacio´n de cada representacio´n
TF Sx(t, f), dentro de un vector, y entonces son evaluadas las medidas de relevancia ya sea
por 2-37 o´ 2-38. Una vez la medida de relevancia es computada, un vector de caracter´ısticas
Xr es formado con aquellos puntos t−f que tiene un valor de relevancia mayor a un umbral,
α, el cual indica el porcentaje de relevancia deseado. Esto es
Xr = {Sx(t, f)∀t ∈ T, f ∈ F : g(Sx(t, f)) ≥ α} (2-40)
donde g(·) es la medida de relevancia considerada.
Las medidas de relevancia esta´n disen˜adas para problemas bi-clase, por lo que en nuestro
caso, la medida de relevancia es calculada agrupando cada estado de la ma´quina con respecto
al resto. Lo que permite definir la relevancia de un estado en comparacio´n con todos los
posibles estados de la ma´quina. Esta´s medidas son de cara´cter supervisado debido a que
requieren el conocimiento de la etiqueta de clase asociada al estado que se esta´ analizando.
Esto puede llegar a ser un impedimento, si no se tiene una etiqueta confiable.
2.4.2. Ana´lisis de componentes principales - PCA
Mediante PCA se busca reducir la dimensionalidad de un conjunto de datos X , el cual
consta de un gran numero de variables interrelacionadas, manteniendo tanto como sea posible
su variabilidad. Esto se logra transformando los datos originales a un nuevo conjunto de
variables, las componentes principales, las cuales no son correlacionadas, y se ordenan de tal
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forma que las primeras componentes mantengan la mayor parte de la variacio´n presente en
todas las variables originales.
Sea z un vector de J variables aleatorias, PCA se concentra en las varianzas de las J variables
aleatorias. El primer paso es encontrar una funcio´n lineal wT1 z (T denota la transpuesta de
w) de los elementos de z, con ma´xima varianza, donde w1 es un vector de J constantes
[w11, w12, ..., w1J ]
T , se tiene entonces,
wT1 z = w11z1 + w12x2 + · · ·+ w1JzJ =
j∑
m=1
w1jzj (2-41)
Luego, se busca una funcio´n lineal wT2 z, no correlacionada con w
T
1 z, con la varianza ma´xima,
y as´ı sucesivamente, hasta que en la m-e´sima etapa se encuentre la funcio´n lineal wTk z con la
ma´xima varianza, sujeto a que no sea correlacionada con wT1 z, w
T
2 z, ... , w
T
k−1z. La m-e´sima
variable derivada, wTk z es el m-e´simo componente principal. Se pueden encontrar hasta M
componentes principales, pero se espera, en general, que la mayor parte de la variacio´n de z
se encuentre en los primeros q componentes principales, donde q ≪ M .
Luego de haber definido los componentes principales, la forma de calcularlos se basa en la
matriz de covarianza ΣX cuyo elemento (i, j) corresponde a la covarianza entre los elementos
i y j de X cuando i 6= j. Para m = 1, 2, ...,M , el k-e´simo componente principal esta´ dado
por ςm = w
T
mz, donde wm es el vector propio de ΣX correspondiente al m-e´simo mayor valor
propio λm [28].
El conjunto de variables wm conforman una matriz de transformacio´n W ∈ Rn×q que mapea
el conjunto original X ∈ Rn×m en un subconjunto
Y =WX (2-42)
donde Y ∈ Rn×q y es correspondiente con el conjunto de caracter´ısticas relevantes Xr. La
variable n denota la cantidad de muestras o prototipos que componen el conjunto de datosX .
Las te´cnicas de extraccio´n de caracter´ısticas mostradas rinden satisfactoriamente una reduc-
cio´n de dimensio´n del espacio de caracter´ısticas, mejorando sustancialmente la velocidad de
computo y la tasa de acierto para clasificar diferentes estados de la ma´quina.
2.5. Clasificacio´n
Un conjunto de clasificadores de distinta naturaleza para realizar la discriminacio´n de las
sen˜ales de vibracio´n, ya sea cuando se tienen un conjunto de datos de fallos tipificados (clasi-
ficacio´n multiclase) o un conjunto de datos bajo una condicio´n conocida (e.g. estado normal
de la ma´quina) que requieren ser confrontados con un conjunto de datos de procedencia
desconocida (clasificacio´n de una clase), es presentado en esta Seccio´n.
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La clasificacio´n multiclase supone el hecho de tener una cantidad de registros de vibracio´n
etiquetados, los cuales contienen distintos tipos de estados de la ma´quina y facilita la tarea de
discriminacio´n de estos. Por otra parte, y en un ambiente mucho ma´s practico, la clasificacio´n
de una clase o mono-clase sugiere tener un conjunto de registros conocidos y abundante, en
el mejor de los casos registros de la ma´quina en un estado normal y construir una frontera de
decisio´n donde sea posible clasificar registros nuevos y desconocidos. Este u´ltimo, implica que
la clasificacio´n del nuevo prototipo pertenece o no, al estado de la ma´quina que es conocido.
2.5.1. Clasificadores multiclase
Cuando se tiene un problema de clasificacio´n donde se cuenta con un conjunto de caracter´ısti-
cas X , es indispensable conocer si para X existen un conjunto de etiquetas c, que permitan
asociar cada una de las observaciones x a un estado en particular. Si c > 2, el problema
de clasificacio´n es considerado multiclase y la tarea principal es definir una funcio´n objetivo
que permita discriminar todas las posibles clases. El conjunto X debe ser fraccionado en dos
bloques, un conjunto de entrenamiento X tr para entrenar el clasificador y generar la funcio´n
objetivo, y un conjunto de prueba X te para validar la capacidad de generalizacio´n y el ren-
dimiento del clasificador para discriminar las distintas clases. En este tipo de problemas los
conjuntos X tr y X te contienen observaciones pertenecientes a todas las clases posibles.
Clasificador de k vecinos ma´s cercanos (k-NN) - k Nearest Neighbors
El clasificador k-NN pertenece a la familia de clasificadores no parame´tricos, los cuales pue-
den ser usados con distribuciones de probabilidad arbitrarias, y sin asumir que las formas de
las densidades son conocidas. Para el caso de k-NN, el estimado de la funcio´n de probabilidad
p(x) se hace a partir de k muestras de entrenamiento o prototipos centrados alrededor de la
observacio´n x, y que se puede hacer mayor a medida que se capturen ma´s muestras k, las
cuales son los vecinos ma´s cercanos de x. La probabilidad a posteriori p(ci|x) a partir de un
conjunto de k muestras, ki con etiqueta ci se muestra a continuacio´n,
p(ci|x) = ki
k
(2-43)
Esto es, el estimado de la probabilidad a posteriori que ci sea el estado de la naturaleza, es
u´nicamente la fraccio´n de las muestras etiquetadas como ci.
La regla de decisio´n de k-NN para k = 1 se formula de la siguiente forma: Sea Dn =
{x1, ..., xn} el conjunto de n prototipos etiquetados, y x′ ∈ Dn el prototipo ma´s cercano al
punto de prueba x con respecto a una me´trica dada, la cual generalmente es la distancia
eucl´ıdea. Entonces, la regla del vecino ma´s cercano para clasificar x, es asignarlo a la etiqueta
asociada con x′. Para k > 1 se generaliza la regla de decisio´n, clasificando x con la etiqueta
asociada con la clase con mayor nu´mero de prototipos dentro de los k vecinos ma´s cercanos
a x, los cuales se localizan en un vecindario cuyo centro es el punto de evaluacio´n x. Para
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el caso de 2 clases, siempre es recomendable tomar un nu´mero de vecinos impar para evitar
tener p(c1|x) = p(c2|x) lo cual impide tomar una decisio´n [14].
Clasificador discriminante lineal (LDC - Linear Discriminant Classifier)
Se define el clasificador lineal como el clasificador de error mı´nimo (Bayes) para clases dis-
tribuidas normalmente con matrices de covarianza iguales. LDC es simple para calcular a
partir de los datos y es razonablemente robusto (e.g. los resultados pueden llegar a ser sor-
prendentemente bueno au´n cuando las clases no tienen distribucio´n normal).
Cualquier conjunto de funciones discriminantes obtenida mediante una transformacio´n mono´to-
na a partir de la probabilidad a posteriori P (ci|x) constituye un conjunto o´ptimo en te´rminos
del error mı´nimo. Para formar tal conjunto tomamos,
gi(x) = log[P (ci)p(x|ci)], i = 1, ..., c (2-44)
donde P (ci) es la probabilidad a priori ci clases y p(x|ci) es la funcio´n de densidad de
probabilidad condicional de clase. Suponga que todas las clases son normalmente distribuidas
con medias µi y matrices de covarianza Σi, que es, p(x|ci) ∼ N(µi,Σi), i = 1, ..., c. Entonces
la Ec. 2-44, toma la forma
gi(x) = log[P (ci)] + log
{
1
(2pi)n/2
√|Σi| exp
[
−1
2
(x− µi)TΣ−1i (x− µi)
]}
= log[P (ci)]− n
2
log (2pi)− 1
2
log (|Σi|)
− 1
2
(x− µi)TΣ−1i (x− µi)
(2-45)
Asumiendo que todas las matrices de covarianza de clase son las mismas, esto es, Σi = Σ y
p(x|ci) ∼ N(µi,Σ). Abriendo el pare´ntesis en el u´ltimo te´rmino de la Ec. 2-45 y desechando
todos los te´rminos que no depende de ci, as´ı se obtiene un nuevo conjunto de funciones
discriminantes
gi(x) = log[P (ci)]− 1
2
µTi Σ
−1µi + µTi Σ
−1x = wi0 + wTi x (2-46)
donde wi0 ∈ R y wi ∈ R son los coeficientes de la funcio´n discriminante lineal gi.
En realidad, las clases no son normalmente distribuidas ni son valores reales de µi y Σi cono-
cidos. Incluso, pudiendo calcular los coeficientes wi0 y wi desde los datos usando estimados
de las medias y las matrices de covarianza, el clasificador obtenido puede no ser equivalente
a un clasificador (Bayes) de error mı´nimo [30].
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Clasificador discriminante cuadra´tico (QDC - Quadratic Discriminant Classifier)
Asumiendo que las clases son normalmente distribuidas, pero no con matrices de covarianza
de clase espec´ıfica p(x|ci) ∼ N(µi,Σi). El conjunto de funciones discriminantes o´ptimas son
obtenidas de la Eq. 2-45 mediante el desecho de todos los te´rminos que no dependen de la
etiqueta de clase ci,
gi(x) = wi0 + w
T
i + x
TWix (2-47)
donde
wi0 = log[P (ci)]− 1
2
µTi Σ
−1µi − 1
2
log(|Σ−1|) wi = Σ−1i µi Wi = −
1
2
Σ−1i (2-48)
La estimacio´n de los para´metros para LDC y QDC son calculados de los datos. Sea Ni el
nu´mero de objetos en el conjunto de datos Z de clases ci, i = 1, ..., c y l(zj) ∈ Ω sean las
etiquetas de clase de zj ∈ Z. Las medias son obtenidas,
µ̂i =
1
Ni
∑
l(zj)=cj
zj (2-49)
y las matrices de covarianza, mediante
Σ̂i =
1
Ni
∑
l(zj)=cj
(zj − µ̂i)(zj − µ̂i)T (2-50)
La matriz de covarianza comu´n para LDC es obtenida como el promedio ponderado de las
matrices de covarianza condicional de clase separadamente estimadas [30].
Σ̂ =
1
N
c∑
i=1
NiΣi (2-51)
2.5.2. Clasificadores de una clase
El problema de clasificacio´n de una clase consiste en distinguir una clase de prototipos de
presentes en el sistema. Aunque el objetivo de diferenciar clases de comportamientos es igual
que en problemas de clasificacio´n multiclase, esta clase de problemas difiere en la condicio´n
de entrenamiento del clasificador. Por tanto, el clasificador es entrenado a partir de un con-
junto X tr que solamente contiene prototipos pertenecientes a una clase, y el rendimiento es
validado usando el conjunto X te, el cual contiene todos los prototipos restantes e incluye
prototipos conocidos como desconocidos (lo ideal es que la cantidad de prototipos conocidos
sea mucho mayor que los prototipos desconocidos). As´ı, este tipo de clasificadores buscan
describir los datos de la mejor manera posible mediante prototipos conocidos, llamados clase
objetivo (target class en ingle´s), definiendo el espacio que estos datos conforman mediante
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una funcio´n f(x;w), donde w denota los para´metros o pesos de la funcio´n. Los prototipos
que no pertenecen a la clase objetivo son denominados at´ıpicos (outliers), y constituyen todo
tipo de prototipos que no cumplen la condicio´n de la clase objetivo, es decir, su procedencia
es desconocida de forma tal que no es posible referenciarlos con algu´n tipo de fallas espec´ıficas.
Para una clasificacio´n de una clase, se han propuesto varios modelos f(x;w) [62]. La ma-
yor´ıa de estos enfocados sobre la deteccio´n de at´ıpicos, debido a que es ma´s simple generar
at´ıpicos alrededor de la clase objetivo. Los principales aproximaciones a la funcio´n f(x;w),
son denominadas me´todos de densidad y me´todos frontera. En este trabajo se aplicaron dos
aproximaciones pertenecientes a los me´todos mencionados arriba y un clasificador basado en
distancias que es k -NN.
Modelo Gaussiano (GM - Gaussian model)
El modelo ma´s simple de todos es la normal o densidad Gaussiana. La distribucio´n de
probabilidad para un prototipo x esta´ dada por
p(x;µ,Σ) =
1
(2pi)n/2
√|Σi| exp
[
−1
2
(x− µi)TΣ−1i (x− µi)
]
(2-52)
donde µ es la media y Σ es la matriz de covarianza. El me´todo es muy simple e impone un
modelo de densidad convexo y unimodal estricto. As´ı, el nu´mero de para´metros libres en el
modelo normal es
dfree = n +
1
2
n(n− 1) (2-53)
con n para´metros para la media µ y n(n − 1)/2 para la matriz de covarianza. El principal
esfuerzo computacional en este me´todo es la inversio´n de la matriz de covarianza. Debido
a que si Σ es singular, la inversa de la matriz no puede ser calculada y se deben utilizar
aproximaciones como la pseudo-inversa Σ+ = ΣT (ΣΣT )−1 o aplicar alguna regularizacio´n
(sumando una pequen˜a constante λ a la diagonal, i.e. Σ′ = Σ+λI). El para´metro de regula-
rizacio´n λ es el u´nico para´metro ma´gico que presenta el modelo normal, ya que este modelo
utiliza la estructura de covarianza completa de los datos.
Descripcio´n de datos por vectores de soporte (SVDD - Support Vector Data
Description)
SVDD se basa en la definicio´n de un modelo f(x;w) el cual da una frontera cerrada a los
datos: una hiperesfera. La esfera es caracterizada por un centro a y un radio R, considerando
que la esfera contiene todos los prototipos de entrenamiento Xtr. Ana´logo a los clasificadores
de vectores de soporte [64], se define el error estructural
ε(R, a) = R2 (2-54)
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el cual debe ser minimizado con las restricciones
‖xi − a‖2 ≤ R2, ∀i (2-55)
Para permitir la posibilidad de at´ıpicos en el conjunto de entrenamiento,y por tanto ha-
cer el me´todo ma´s robusto, la distancia desde los prototipos xi al centro a no deber´ıa ser
estrictamente ma´s pequen˜o que R2, pero distancias amplias deben ser penalizadas [62]. A
partir de lo anterior, es necesario introducir unas variables de flexibilidad ξ, ξi ≥ 0, ∀i (slack),
cambiando el problema de minimizacio´n 2-54 y permitiendo un ajuste de xi sobre a.
ε(R, a, ξ) = R2 + C
∑
i
ξ (2-56)
Considerando las restricciones impuestas, el problema de minimizacio´n puede ser resulto
empleando multiplicadores de Lagrange αi ≥ 0, obteniendo el Lagrangiano
L =
∑
i
αi(xi · xi)−
∑
ij
αiαj(xi · xj) (2-57)
con 0 ≤ αi ≤ C.
Mediante del proceso de minimizacio´n, el centro de la esfera a puede ser expresado como
una combinacio´n lineal de los prototipos con pesos αi. Por tanto, para la computacio´n de
a prototipos con 0 pesos (αi = 0) pueden ser descartados. Solamente prototipos con peso
positivo αi > 0 son necesarios para la descripcio´n del conjunto de datos, y esos prototipos
son llamados prototipos soporte de la descripcio´n o vectores de soporte.
Pro tanto, si se tiene un nuevo prototipo z, la distancia del prototipo al centro de la hiper-
esfera a debe ser calculada. Dicha distancia es la funcio´n objetivo que permite clasificar la
nueva observacio´n
g(z;α,R) = I(‖xi − a‖2 ≤ R2) = I((z · z)− 2
∑
i
αi(z · xi)−
∑
ij
αiαj(xi · xj) ≤ R2 (2-58)
donde la funcio´n indicador I(A) es 1 si A es verdad y 0 en otro caso. La expresio´n (x · y)
implica el producto interno entre los prototipos x, y, y puede ser reemplazada mediante un
funcio´n kernel para obtener descripciones ma´s flexibles.
Esta Seccio´n mostro´ 6 distintos clasificadores, organizados dependiendo del tipo de problema
que se quiera considerar. Tres clasificadores esta´n orientados a la discriminacio´n de varias
clases, y aunque tienen la ventaja de determinar cual es el estado de la ma´quina en particular,
es dif´ıcil encontrar en la practica, ma´quinas que presenten diferentes estados y en menor
opcio´n, ocasionar dan˜os a una ma´quina o parar la produccio´n para obtener registros de
fallos. Mientras que los clasificadores de una clase esta´n orientados a aplicaciones practicas,
pero el resultado de la clasificacio´n no permite inferir a que clase de dan˜o hacer referencia,
por cuanto la discriminacio´n es muy limitada.
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2.6. Seguimiento de orden
El seguimiento de orden (tracking order), implica obtener a partir de la sen˜al en el tiempo
y(t), los diferentes modos de oscilacio´n y au´n ma´s, la amplitud que presenta cada modo de
oscilacio´n en el tiempo. La palabra orden esta´ asociada a la velocidad de giro de la ma´quina,
siendo esta el orden ba´sico [5]. Y los ordenes superiores se asocian a los armo´nicos de la
velocidad de giro. La velocidad de giro se encuentra asociada a la frecuencia fundamental
giro de la ma´quina mediante η = 60 × f , siendo η la velocidad en te´rminos de revoluciones
por minuto y f en ciclos por segundo. Diferentes soluciones se han presentado al problema
de seguimiento de orden, pero cuentan con una serie de limitaciones asociadas a la medicio´n
de la frecuencia de giro o costo computacional elevado. En este trabajo, se propone utilizar
un seguidor de frecuencia propuesto en [7], el cual es adaptado y mejorado para la tarea de
seguimiento de orden y adicionalmente, estimar la frecuencia instanta´nea de la ma´quina a
partir de la sen˜al vibracio´n.
2.6.1. Modelo oscilatorio
La sen˜al de vibracio´n generada por una ma´quina rotativa puede generalmente ser represen-
tada como una superposicio´n de sinusoides. Por tanto, la Ec. 2-2 puede ser redefinida como
una sen˜al y(n) ∈ R que contiene K ordenes y puede ser escrita como
y(n) =
K∑
k=1
ak(n) cos[kω(n)× n + ϕk(n)] (2-59)
donde ak(n) y ϕk(n) denotan la amplitud y la fase, respectivamente, del k-th orden y
ω(n) = 2 × pi × f0(n) es la frecuencia de oscilacio´n siendo f0(n) la frecuencia de rotacio´n
del eje. Las variables ak(n), ϕk(n) y ω(n) son variantes en el tiempo, y dado a que deben
tener transiciones suaves a lo largo del tiempo (i.e. la velocidad no puede cambiar de forma
intempestiva ni tener comportamientos discontinuos). La Ec. 2-59 puede ser simplificada
para una obtener un modelo mono-componente (solamente una frecuencia en la sen˜al) as´ı
y(n) = a(n) cos[ω(n)× n + ϕ(n)] (2-60)
trasladando la Ec. 2-60 en el tiempo se obtiene
y(n+ 1) = a(n + 1) cos[ω(n+ 1)× (n+ 1) + ϕ(n+ 1)] (2-61)
reorganizando la Ec. 2-61 se obtiene
y(n+ 1) = a(n + 1) cos[ω(n+ 1)× (n) + ϕ(n+ 1) + ω(n+ 1)] (2-62)
usando la identidad trigonome´trica
cos(P +Q) = cos(P )cos(Q)− sin(P )sin(Q)
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asumiendo que P = ω(n+1)×(n)+ϕ(n+1) y Q = ω(n+1), la Ec. 2-62 se puede descomponer
en
y(n+ 1) = a(n + 1) cos[ω(n+ 1)× (n) + ϕ(n+ 1)] cos[ω(n+ 1)]
−a(n + 1) sin[ω(n+ 1)× (n) + ϕ(n+ 1)] sin[ω(n+ 1)]. (2-63)
Como la amplitud, la fase y la frecuencia deben tener transiciones suaves a lo largo del tiempo,
se puede asumir que a(n+ 1) ∼= a(n), ϕ(n+ 1) ∼= ϕ(n) y ω(n+ 1) ∼= ω(n), respectivamente.
As´ı, reescribiendo la Ec. 2-63 se obtiene que
y(n+ 1) = a(n) cos[ω(n)× (n) + ϕ(n)] cos[ω(n)]
−a(n) sin[ω(n)× (n) + ϕ(n)] sin[ω(n)]. (2-64)
La Ec. 2-64 puede ser representada por medio de un modelo en espacio de estados, definiendo
las variables de estado del modelo como sigue
x1(n) = a(n) cos[ω(n)× (n) + ϕ(n)]
x2(n) = a(n) sin[ω(n)× (n) + ϕ(n)].
(2-65)
Por tanto, reemplazando en la Ec. 2-64, las variables de estado x1(n) y x2(n), se puede llegar
al siguiente modelo en espacio de estados
x(n + 1) =
 cosω(n) sinω(n)
− sinω(n) cosω(n)
x(n) +
 1
0
w(n) (2-66)
y(n) =
[
1 0
]
x(n) + v(n) (2-67)
donde x(n) ∈ R2×1 es el vector de estados, w(n) ∈ R2×1 y v(n) representa respectivamente
el ruido de proceso y medicio´n. La matriz que multiplica a x(n) en la Ec. 2-66 es llamada
la matriz de transicio´n de estados y se denota mediante M(ω) ∈ R2×2. Las Ecs. 2-66 y
2-67 pueden ser usadas para definir un componente sinusoidal con una frecuencia ω(n). La
amplitud de la sen˜al y(t) puede ser obtenida asumiendo que las variables de estado son las
componentes en fase aI(n) y cuadratura aQ(n) de la sen˜al. De ese modo,
a(t) =
√
aI(n)2 + aQ(n)2 (2-68)
de donde se obtiene que aI(n) = x1(n) y aQ(n) = x2(n).
Para multiples componentes sinusoidales (ordenes), cada bloque definido mediante las Ecs.
2-66 y 2-67 puede ser aumentado en la siguiente forma:
x1(n+ 1)
x2(n+ 1)
...
xK(n+ 1)
 =

M(ω1) 0 · · · 0
0 M(ω2) · · · 0
...
...
. . .
...
0 0 · · · M(ωK)


x1(n)
x2(n)
...
xK(n)
+

w1(n)
w2(n)
...
wK(n)
 (2-69)
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donde xk(n) representa el k -th vector de estados correspondiente al k -th componente de
orden. La Ec. 2-69 puede ser reescrita en forma corta como:
X(n+ 1) = F(n + 1, n)X(n) +w(n) (2-70)
donde X(n) ∈ R2K×1 es el vector de estados que contiene los componentes en fase y cua-
dratura para cada orden k(k = 1, 2, ..., K). La matriz F(n + 1, n) ∈ R2K×2K es la matriz de
transicio´n de estados, la cual define como cambia el vector de estados a trave´s del tiempo.
w(n) ∼ N (0,Q(n)) ∈ R2K×1. es el ruido de proceso, donde Q(n) ∈ R2K×2K es la matriz de
covarianza del ruido en el proceso.
Asimismo, la Ec. 2-67 puede ser reescrita como
y (n) =
[
h h · · · h
]

x1 (n)
x2 (n)
...
xk (n)
+ v (n) (2-71)
o la forma simbolizada de la ec. 2-71
y (n) = HX (n) + v (n) (2-72)
donde h =
[
1 0
]
conforma la matriz de medicio´n de estados H ∈ R1×2K y el ruido de
medicio´n es v(n) ∼ N (0, r(n)) ∈ R donde r (n) ∈ R es la varianza de la medicio´n.
2.6.2. Estimacio´n de frecuencia instanta´nea
La frecuencia instanta´nea IF asociada a y(n) puede ser estimada a partir del modelo si un
estado es adherido al final del modelo en espacios de estados de las Ecs. 2-69 y 2-71, es
posible estimar la IF [23]. Asumiendo que ωk (n) = xK+1 (n), las Ecs. 2-69 y 2-71 pueden ser
aumentadas como sigue
x1 (n+ 1)
x2 (n+ 1)
...
xk (n+ 1)
xK+1 (n+ 1)
 =

M(n, xK+1)
0
...
0
0
0
M(n, 2xK+1)
...
0
0
· · ·
· · ·
. . .
· · ·
· · ·
0
0
...
M(n,KxK+1)
0
0
0
...
0
1


x1 (n)
x2 (n)
...
xK (n)
xK+1 (n)
+

w1 (n)
w2 (n)
...
wK (n)
wK+1 (n)

(2-73)
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y (n) =
[
h h · · · h 0
]

x1 (n)
x2 (n)
...
xK (n)
xK+1 (n)

+

v1 (n)
v2 (n)
...
vK (n)
vK+1 (n)

(2-74)
donde la matrizM(n, kxk+1) depende del instante n. Por tanto la Ec. 2-73 puede ser reescrita
como
X (n + 1) = f (n,X (n)) +w (n) (2-75)
donde f (n,X (n)) es la funcio´n no lineal de transicio´n de estados. En este caso, la estimacio´n
del vector de estados implica un conjunto de ecuaciones no lineales, y por tanto la solucio´n
puede ser aproximada mediante el uso del filtro de Kalman. La aproximacio´n ma´s simple
consiste en el uso del filtro de Kalman mediante un procedimiento de linealizacio´n, conocido
como filtro de Kalman extendido (EKF). La idea ba´sica de EKF es linealizar la Ec. 2-75, para
cada instante de tiempo alrededor del estado ma´s reciente, el cual es llevado a ser X (n). Una
vez el modelo lineal es obtenido, las ecuaciones del filtro de Kalman esta´ndar son aplicadas.
Por tanto, la matriz de transicio´n no lineal es linealizada mediante
F (n + 1, n) =
∂f (n,X (n))
∂X (n)
∣∣∣∣
X(n)=
∧
X(n)
(2-76)
donde
∧
X (n) es el estimado del vector de estados definido en la recursio´n del filtro de Kalman
[24].
El modelo de seguimiento de orden presentado requiere un proceso de inicializacio´n bastante
riguroso y el principal problema es determinar cuantos y cuales ordenes son los que se desean
seguir. Al respecto existen dos soluciones, la primera implica conocer la conformacio´n de la
ma´quina de forma tal que se puedan asignar los ordenes, sin embargo, si se considera esta
opcio´n no hay forma de estar seguro que esos ordenes son los que presentaran problemas y
adema´s, la cantidad de estos puede ser muy elevada. La segunda opcio´n consiste en estimar a
partir de la sen˜al, los ordenes que mayor influencia ejercen sobre la vibracio´n de la ma´quina
e inicializar el modelo con estos. Por tal motivo se propone una te´cnica para encontrar los
ordenes de mayor aporte a la vibracio´n de la ma´quina que se describe a continuacio´n.
2.6.3. Modelo oscilatorio adaptativo
El modelo mostrado en las Ecs. 2-73 y 2-74 es insuficiente para capturar los distintos ordenes
presentes en la sen˜al, por cuanto los ordenes K esta´n cambiando a trave´s del tiempo y en
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este modelo son constantes para todo n. De esta forma se propone un modelo de seguimiento
de orden adaptativo que se ajusta en cada instante de tiempo de acuerdo a una etapa de
ana´lisis de ordenes.
Los distintos K ordenes son estimados a partir de una representacio´n TF Sy(n, f), de modo
tal que en cada instante de tiempo existe un conjunto de K ordenes. Para cada instante de
tiempo n se define el conjunto de ordenes K(n) como
K(n) = {Sy(n, f)∀n ∈ N, f ∈ F : Sy(n, f) ≥ β} (2-77)
Luego de obtener los componentes frecuenciales superiores a un umbral β, se realiza un
conteo de cada uno de los ordenes considerando el residuo de cada orden con respecto a
los otros. Luego, se reorganizan los ordenes en el instante n de acuerdo al que tenga mayor
cantidad de residuos cero. Que el residuo sea cero indica que un nu´mero x es divisible entre
z obteniendo un resultado entero.
Estos K(n) se llevan al modelo de la Ec. 2-73, y esta puede ser reescrita como
x1 (n + 1)
x2 (n + 1)
.
.
.
xk (n + 1)
xK+1 (n + 1)
 =

M(n, k1(n)xK+1)
0
.
.
.
0
0
0
M(n, k2(n)xK+1)
.
.
.
0
0
· · ·
· · ·
.
.
.
· · ·
· · ·
0
0
.
.
.
M(n,K(n)xK+1)
0
0
0
.
.
.
0
1


x1 (n)
x2 (n)
.
.
.
xK (n)
xK+1 (n)
+

w1 (n)
w2 (n)
.
.
.
wK (n)
wK+1 (n)

(2-78)
Considerar que los ordenes cambian a trave´s del tiempo, implica que en cada instante de
tiempo puede variar el nu´mero de ordenes que aportan a la sen˜al. Por tal motivo, la de-
signacio´n del umbral β debe ser tan grande como sea posible para considerar ordenes que
en un instante de tiempo aportan de manera significativa a la sen˜al, pero no debe exceder
ciertos limites, ya que una cantidad inadecuada de ordenes hace que el ana´lisis sea lento, lo
cual es una complicacio´n para aplicaciones en l´ınea. La susceptibilidad del filtro de Kalman
a los para´metros propios del filtro es otro aspecto fundamental, ya que lo convierte en un
esquema sensible al ruido y esto afecta de manera ta´cita la convergencia del mismo.
El modelo de seguimiento de orden propuesto presenta una buena adaptacio´n a las sen˜ales de
vibracio´n y es una herramienta que provee un esquema inicial para superar de manera con-
junta los inconvenientes que tienen los esquemas de seguimiento de orden que se encuentran
en la literatura.
3 Marco experimental
Un conjunto de sen˜ales de vibracio´n obtenidas en ma´quinas rotativas son necesarias para
probar las diferentes metodolog´ıas y te´cnicas mostradas la Seccio´n 2. De igual forma, es
indispensable tener una cantidad de registros que permita mostrar que se pueden identificar
diferentes tipos de fallos en ma´quinas rotativas y la deteccio´n en modos tempranos se pueda
notar al emplear fallos con un nivel de intensidad mı´nimo.
En este Capitulo se muestran las bases de datos utilizadas ... Seccio´n 3.1 ..., que en total
constituyen condiciones de operacio´n en regimen permanente y regimen de velocidad y carga
variable conteniendo los distintos comportamientos que se pueden presentar en una ma´quina
rotativa. En la Seccio´n 3.2 se describen detalladamente los procedimientos y metodolog´ıas
empleadas para detectar fallas en ma´quinas rotativas bajo diferentes condiciones de opera-
cio´n. El reconocimiento de diferentes estados bajo distintas perspectivas ofrece al lector una
cantidad de opciones para analizar las sen˜ales de vibracio´n y diagnosticar un posible dan˜o
con e´xito.
3.1. Bases de datos
El disen˜o de los montajes de los bancos de prueba estuvieron a cargo del personal del la-
boratorio de vibraciones meca´nicas de la Universidad Tecnolo´gica de Pereira y tanto las
sen˜ales como las pruebas fueron realizadas bajo la supervisio´n y colaboracio´n de los ingenie-
ros meca´nicos que all´ı trabajan. Tres bases de datos son disen˜adas y montadas bajo diferentes
tipos de fallos y condiciones de operacio´n.
3.1.1. Base de datos 1 - DB1
Las sen˜ales de desbalanceo, desalineacio´n y falla en rodamientos, son adquiridas en el banco
de pruebas (ver Figura 3-1), permitiendo valorar las caracter´ısticas meca´nicas y las posibles
fallas presentes. El banco de pruebas esta´ conformado por un motor trifa´sico SIEMENS de
2HP y velocidad ma´xima de 1800 rpm. En la salida del motor se encuentra conectado un
eje mediante un acople r´ıgido, que facilita la propagacio´n de la vibracio´n en el motor en
el eje. Dos rodamientos SKF 6005NR son ubicados en el eje, dentro de los soportes, para
permitir la rotacio´n de este de acuerdo con la velocidad del motor. Entre los dos soportes se
encuentran unas volantes con agujeros, para emular un estado de desbalanceo en el eje.
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Figura 3-1: Diagrama del banco de pruebas de balanceo y rodamientos
Las sen˜ales de vibracio´n son adquiridas utilizando cuatro acelerometros ACC102, que cuentan
con un rango de medicio´n de 0-10kHz y una sensibilidad de 100mV/g. Los sensores esta´n
dispuestos en los dos soportes del eje de forma radial, tanto en direccio´n horizontal (X) como
vertical (Y). Para la diferenciacio´n de los puntos de medida se asume que el soporte 1 es el
ma´s pro´ximo al motor, y el soporte 2 es el ma´s distante (ver Tabla 3-1).
Tabla 3-1: Asignacio´n de puntos de medida de la Figura 3-1
Direccio´n
Soporte Horizontal Vertical
1 X1 Y1
2 X2 Y2
Para construir la base de datos, cada sen˜al es adquirida durante un segundo, con una frecuen-
cia de muestreo de 20000 muestras por segundo y a distintas velocidades (desde 200 hasta
1800rpm, aumentando cada 200 rpm). Para cada velocidad se adquieren 20 registros en los
4 puntos de medida disponibles. A continuacio´n se describen los tipos de estados analizados:
Balanceo
Entre los soportes del banco de pruebas se dispone de dos volantes (ver Figura 3-1) que
permiten introducir fallas de desbalanceo ya sea de forma compuesta (en dos planos) o de
forma simple (en un plano). Para esto se introduce una masa de 5gr en un agujero de las
volantes, generando un conjunto de 4 tipos de configuraciones del sistema:
Tipo I: Sistema normal, sin masas (Figura 3-2).
Tipo II: Con una masa en la volante 1 (Figura 3-3).
Tipo III: Con una masa en la volante 2.
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Tipo IV: Sistema con una masa en la volante 1 y una masa en la volante 2 (simultaneas).
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Figura 3-2: Sen˜al Tipo I (BD1) a 1800rpm
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Figura 3-3: Sen˜al Tipo II (BD1) a 1800rpm
Las Figuras 3-2 y 3-3 muestran las configuraciones Tipo I y Tipo II en el dominio del tiempo
y la frecuencia respectivamente. Por la forma de onda de la sen˜al Tipo II, se puede decir que
se trata de un desbalanceo esta´tico debido a que la sen˜al es de tipo sinusoidal pura. Y en
el dominio de la frecuencia se observa que las sen˜ales cuentan con alto grado de periodicidad.
Alineacio´n
En este experimento se ha hecho uso de la parte mo´vil del sistema (motor), dando movimiento
a las placas que tiene el motor en sus bases. De esta forma, es posible cambiar el nivel
del motor en sentido horizontal, vertical o angular, para obtener as´ı otros seis tipos de
configuraciones:
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Tipo V: (angular) Un desnivel en un soporte delantero de 4,5 mils y en el otro de 2,5
mils (Figura 3-4).
Tipo VI: (angular) Un desnivel en los dos soportes delanteros de 7 mils.
Tipo VII: (vertical) Un desnivel en los cuatro soportes de 7 mils.
Tipo VIII: (vertical) Un desnivel en los cuatro soportes de 2,5 mils.
Tipo IX: (horizontal) El motor se mueve a la derecha acople 4 mils.
Tipo X: (horizontal) El motor se mueve a la izquierda del acople 2 mils.
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Figura 3-4: Sen˜al Tipo V (BD1) a 1800rpm
En la Figura 3-4 se observa que difiere de los otros tipos de sen˜ales, por presentar otros
componentes (armo´nicos de la velocidad de giro) con amplitud considerable.
Ajuste Meca´nico y Lubricacio´n
Para este estado de la ma´quina se aflojan los tornillos de ajuste que se encuentran en la base
del motor. Tomando en cuenta las siguientes configuraciones para obtener dos tipos de fallos
ma´s:
1. Tipo XI: los tornillos delanteros (los mas cercanos al acople), fueron aflojados (Figura
3-5).
2. Tipo XII: los tornillos traseros (los mas lejanos al acople), fueron aflojados.
Tambie´n, es posible introducir la falta de lubricacio´n disminuyendo las cualidades del aceite,
afectando la suavidad de los elementos rodantes, pero este proceso solo es aplicado al roda-
miento del soporte 1, obteniendo la falla de ”Tipo XIII”, se puede ver en la Figura 3-6, que
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Figura 3-5: Sen˜al Tipo XI (BD1) a 1800rpm
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Figura 3-6: Sen˜al Tipo XIII (BD1) a 1800rpm
un alto grado de friccio´n aporta componentes de alta frecuencia a la sen˜al de vibracio´n.
Rodamientos
Para generar este tipo de dan˜o, se produjeron dan˜os en varios rodamientos, tipificando un
conjunto de posibles fallas presentes en estos elementos (Figura 3-7). De forma tal que se
obtienen 3 tipos de falla adicional: pista interna (Tipo XIV), pista externa (Tipo XV) y ele-
mentos rodantes y canastilla (Tipo XVI). El rodamiento con dan˜o es ubicado en el soporte
2 u´nicamente, para cada una de las posibles configuraciones.
Las sen˜ales de fallos en rodamientos implican unos componentes frecuenciales que son armo´ni-
cos de la velocidad de giro de la ma´quina y su ubicacio´n dependen de la geometr´ıa del meca-
nismo. En la Figura 3-7 se observan dos posibles dan˜os de un rodamiento, y en el dominio
de la frecuencia se puede notar que existe un gran contribucio´n de componentes de alta
frecuencia en comparacio´n con los otro tipos de estados mencionados anteriormente.
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Figura 3-7: Sen˜al a) Tipo XIV y b) Tipo XV (BD1) a 1800rpm
En resumen, la BD 1 esta conformada por 20 registros por cada uno de los 13 tipos de
estados tomados en el soporte 1, tanto en el eje horizontal (X1) como en el vertical (Y1),
y son adquiridos en el mismo instante de tiempo. Y de igual forma 20 registros por cada
uno de los 16 tipos de estados tomados en el soporte 2, en las direcciones horizontal (X2) y
vertical (Y2), simulta´neamente.
3.1.2. Base de datos 2 - DB2
Esta base de datos esta´ conformada por sen˜ales de vibracio´n de ruedas dentadas. El banco
de pruebas, donde fueron adquiridas estas sen˜ales, esta´ conformado por un motor trifa´sico
SIEMENS de 2HP y velocidad ma´xima de 1800rpm. A la salida del motor se encuentra una
caja reductora de tres ruedas dentadas de cilindro recto cuyos ejes esta´n acoplados mediante
un acople flexible, el cual amortigua levemente la propagacio´n de vibracio´n del motor a la
caja reductora y viceversa.
Las sen˜ales son adquiridas por medio de acelerometros ACC102, que tienen un rango de
medicio´n de 0-10kHz y una sensibilidad de 100mV/g. Los puntos de medida esta´n dispuestos
sobre la caja reductora de forma radial, tanto en direccio´n horizontal (X) como en direccio´n
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Figura 3-8: Diagrama del banco de pruebas de ruedas dentadas
vertical (Y).
Para construir la base de datos, cada sen˜al es adquirida durante un segundo, con una fre-
cuencia de muestreo de 20000 muestras por segundo y a distintas velocidades (desde 800
hasta 1800rpm, aumentando cada 200 rpm). Para cada velocidad se adquieren 20 registros
en los 2 puntos de medida disponibles.
Para generar los diferentes tipos de estados del sistema se considera el estado normal (Tipo
I) y se realiza una fisura en uno de los dientes de una rueda dentada, a tres diferentes niveles
de profundidad (Tipo II, Tipo III y Tipo IV, respectivamente). Adicionalmente, se incluye
un quinto estado (Tipo V) que implica un estado de Tipo IV sin aceite en la reca´mara de la
caja reductora.
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(a) Sen˜al Tipo I (BD2)
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(b) Sen˜al Tipo II (BD2)
Figura 3-9: Sen˜ales de ruedas dentadas a 1800rpm
Las sen˜ales de ruedas dentadas aportan componentes espectrales de alta frecuencia, que
esta´n asociados a la velocidad de giro de la ma´quina segu´n el nu´mero de dientes que tenga
cada rueda dentada. En la Figura 3-9 se observan dos tipos de estados, tanto en el dominio
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del tiempo como en el dominio de la frecuencia; es posible observar que hay un alto grado de
informacio´n entre 250 y 1500Hz. Lo cual es notablemente diferente a los componentes que
aportan los estados considerados en la BD1.
3.1.3. Base de datos 3 - DB3
El conjunto de datos adquiridos es tomado del banco de pruebas de la Figura 3-1. Pero, a
diferencia de la base de datos BD1, para esta base de datos se considero´ el funcionamiento
de la ma´quina en re´gimen no estacionario, es decir, a velocidad variable. De esta manera, se
realizan dos clases de pruebas: arranque y parada. En el arranque se asume que el sistema
se encuentra en reposo y se enciende, incrementando la velocidad ma´xima (1800rpm), este
proceso tarda alrededor de 5 segundos, pero se adquieren registros de 10 segundos para dar
tiempo suficiente a la ma´quina para que se estabilice en su ma´xima velocidad. De forma
similar, en las sen˜ales de parada se asume que la ma´quina se encuentra a velocidad ma´xima
y se disminuye hasta llegar a cero o estado de reposo.
Las sen˜ales para cada prueba son adquiridas a una tasa de muestreo de 20kHz durante 10
segundos. Los puntos de medicio´n considerados son X1 y Y1 segu´n la Tabla 3-1.
Cada prueba (arranque y parada), es llevada a cabo bajo 8 diferentes estados de la ma´quina,
que en concordancia con la BD1, son categorizados desde el Tipo I hasta el Tipo IV y del
Tipo VII hasta el Tipo X, lo que significa estado normal, tres tipos de desbalanceo y 4 tipos
de desalineacio´n (2 vertical y 2 horizontal).
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(b) Sen˜al Tipo II
Figura 3-10: Sen˜ales de arranque (BD3)
En la Figura 3-10 es posible observar que a medida que aumenta la velocidad de giro de la
ma´quina, los armo´nicos y componentes frecuenciales van cambiando a razo´n de la velocidad
de giro. En el proceso de arranque de la ma´quina existe alta concentracio´n de energ´ıa, lo
cual dificulta el ana´lisis de la sen˜al en estos segmentos.
A diferencia del arranque, el proceso de parada es mucho ma´s suave (Figura 3-11), de forma
tal que el desvanecimiento de los componentes frecuenciales no presentan un alto grado de
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Figura 3-11: Sen˜ales de parada (BD3)
energ´ıa.
Como se puede notar en las Figuras 3-10 y 3-11, durante el tiempo de adquisicio´n de las
sen˜ales lo u´nico que se busco´ fue tener el proceso completo, ya sea de arranque o parada. Lo
anterior implica que las sen˜ales no esta´n sincronizadas en el tiempo, dificultando el posterior
ana´lisis.
3.2. Metodolog´ıa
Considerando las bases de datos obtenidas y la amplia variedad de los datos a analizar,
se realizan dos experimentos para mostrar la capacidad discriminante entre los multiples
estados de la ma´quina, y un experimento para analizar el comportamiento dina´mico bajo
reg´ımenes de velocidad variable.
3.2.1. Experimento 1
Demostrar la separabilidad de los distintos tipos de fallos bajo un sistema de aprendizaje de
ma´quina, es decir, un sistema de ana´lisis y clasificacio´n de fallos automa´tico que no dependa
en gran medida de la experticia de una persona (lo cual es subjetivo), es el reto en este
experimento, el cual para llevar a cabo se plantea la metodolog´ıa de la Figura 3-12.
Este experimento es implementado en las tres bases de datos, con el fin de evaluar las bon-
dades y debilidades del me´todo propuesto, tanto para sistemas de velocidad constante como
de velocidad variable. Para BD1 se realiza el procedimiento a varias velocidades (1800, 1000
y 200 rpm) considerando los puntos de medida X1, X2, Y1 y Y2. La primera prueba se
realizo´ a una velocidad de 1800rpm debido a que la mayor´ıa de ana´lisis de vibraciones que
se realizan en la pra´ctica son llevados a cabo bajo la velocidad ma´xima de la ma´quina. Para
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Figura 3-12: Esquema de experimento 1
BD2 se realizaron pruebas considerando las velocidades de 1000 y 1800rpm, en los puntos
de medida X y Y, al igual que las pruebas con BD3.
Representacio´n
Cada registro de la base de datos es analizado en el dominio del tiempo, el dominio de la
frecuencia y a trave´s de mapas TF. En el dominio del tiempo se considera la sen˜al cruda y
se utiliza un proceso de normalizacio´n para estandarizar las sen˜ales quitar componentes de
corriente directa u off-set que esta´n impl´ıcitos en la adquisicio´n. El dominio de la frecuen-
cia es obtenido mediante la FFT de las sen˜ales normalizadas en el tiempo, y se aplica una
normalizacio´n en la frecuencia para asegurar que la amplitud no es un factor determinante
en el proceso de discriminacio´n. Esto es requirido hacerlo para no sesgar el clasificador en
el momento de entrenar el sistema. El espectro obtenido para cada sen˜al es de 2000 l´ıneas,
debido a que componentes por encima de 2kHz no aporta informacio´n al problema de cla-
sificacio´n (e.g. la velocidad ma´xima de la ma´quina es de 30Hz y sus armo´nicos no superan
1kHz). Por tanto, los componentes por encima de 2kHz suelen ser armo´nicos del ruido de
alta frecuencia.
El otro espacio de representacio´n es el dominio TF, el cual es analizado debido a que la sen˜al
de vibracio´n puede experimentar ligeros cambios en sus componentes frecuenciales a trave´s
del tiempo, ya sea por reg´ımenes de carga variable o por cambios de velocidad suministrados
por el usuario de la ma´quina. Para el calculo del mapa TF se utiliza el espectrograma con
una ventana de Hamming de varias longitudes (11, 61, 101, 133 para BD1 y BD2, y 1023 para
BD3), debido a que en las estimaciones no parame´tricas no existe un criterio unificado para
escoger el taman˜o de la ventana. El mapa TF obtenido es de 256 frecuencias por instante
de tiempo durante la duracio´n de la sen˜al, pero para casos como la BD3 fue necesario sub-
muestrear la sen˜al antes de calcular el mapa TF a un 10% del nu´mero de muestras originales.
3.2 Metodolog´ıa 63
Estimacio´n de caracter´ısticas
A partir de los espacios de representacio´n se estimaron caracter´ısticas, con el fin de enri-
quecer y facilitar el proceso de clasificacio´n. Para los dominios de tiempo y frecuencia se
calculan las caracter´ısticas estad´ısticas ... Seccio´n 2.3.1 y 2.3.2 ..., 24 en total. Y en el domi-
nio TF se estiman las caracter´ısticas dina´micas ... Seccio´n 2.3.3. ..., sin embargo la cantidad
de caracter´ısticas a usar es un para´metro libre que debe ser ajustado antes de realizar la
clasificacio´n. Por tal motivo, se realiza un procedimiento de sintonizacio´n de para´metros que
permita definir cual es el nu´mero o´ptimo de caracter´ısticas dina´micas, ya sea LFCC o´ SSC.
El proceso de sintonizacio´n del nu´mero de caracter´ısticas se define mediante la capacidad de
representacio´n que tiene cada conjunto de caracter´ısticas para aportar a la clasificacio´n de
los datos y adicionalmente, como se consideran cuatro posibles longitudes de la ventana en
el calculo del espectrograma, se define cual es la mejor longitud de ventana de acuerdo al
nu´mero de caracter´ısticas empleadas. Este procedimiento es realizado solamente para BD1
y se resume a continuacio´n (ver tambie´n Algoritmo 1):
1. Son escogidos varios taman˜os de ventana con (11, 61, 101 y 133), teniendo en cuenta
que la longitud de ventana ideal es aquella que represente la menor frecuencia presente
en la sen˜al.
2. Se genera un ciclo donde se aumenta el nu´mero de caracter´ısticas dina´micas estimadas
g, variando de 2 a 20 para LFCC y SSC.
3. Para cada estimacio´n se realiza una extraccio´n de caracter´ısticas con PCA, particio-
nando los datos en 70% para entrenamiento y 30% para validacio´n, y finalmente se
evalu´a la capacidad de representacio´n a trave´s de un clasificador k -NN, con k = 3,
aplicando validacio´n cruzada con 10-particiones (10-fold).
4. La combinacio´n del nu´mero de caracter´ısticas dina´micas (LFCC o´ SSC) y nu´mero
de caracter´ısticas relevantes p con respecto al mejor rendimiento de clasificacio´n η
define cual es relacio´n o´ptima entre cantidad de caracter´ısticas dina´micas/longitud de
ventana.
Extraccio´n de caracter´ısticas y clasificacio´n
Luego de tener estimadas las caracter´ısticas estad´ısticas y dina´micas bajo las condiciones
mencionadas anteriormente para cada base de datos, se procede a clasificar teniendo en
cuenta dos tipos de problemas. El primero es un problema multiclase donde se evalu´a el
rendimiento de clasificacio´n η aplicando validacio´n cruzada con 10-fold al conjunto de ca-
racter´ısticas X y utilizando los clasificadores de la seccio´n 1.3.3. El segundo es un problema
de una clase donde se evalu´a el rendimiento de clasificacio´n η aplicando validacio´n cruzada
10-fold a X y utilizando los clasificadores de la seccio´n 1.3.4. La diferencia entre los dos
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Algoritmo 1 Sintonizacio´n de Caracter´ısticas Dina´micas
for g = 2 to 20 do
TF = Espectrograma(X)
Xˆ = CE(TF, g) o CC(TF, g)
Xˆ = media(Xˆ)
[X tr, X te] = Particion(Xˆ, 70%)
[X trr , X
te
r ] = PCA(X
tr, X te, g)
for j = 1 to g do
eficienciaent(g, j) = knn(X
tr
r (:, 1 : j), X
tr
r (:, 1 : j), k)
eficienciaval(g, j) = knn(X
te
r (:, 1 : j), X
tr
r (:, 1 : j), k)
end for
end for
µent = media(eficienciaent, j)
µval = media(eficienciaval , j)
problemas de clasificacio´n radica en la forma de entrenamiento del clasificador, en el primer
caso el clasificador es entrenado con una X tr que tiene registros de todas las clases y η denota
la eficiencia del clasificador para discriminar entre las distintas clases. Mientras que, en el
segundo caso X tr esta compuesta de registros de la clase normal (Tipo I para todas las bases
de datos), y el η denota la capacidad del clasificador para separar los registros normales de
cualquier otro tipo de estado de la ma´quina.
PCA es utilizado para reducir la cantidad de caracter´ısticas seleccionando un conjunto de
caracter´ısticas relevantes Xr, que mejoran considerablemente el resultado de la clasificacio´n
(ver Algoritmo 2).
Algoritmo 2 Extraccio´n de caracter´ısticas y clasificacio´n
for i = 1 to 10 do
[X tr, X te] = particion(X, 70%)
P = pesos(X tr)
[P, indices] = ordenar(P )
for j = 1 to longitud(indices) do
[X tr, X te] = seleccionar(train(indices(1 : j)), test(indices(1 : j)))
[X trr , X
te
r ] = PCA(X
tr, X te, longitud(indices))
eficienciaent(i, j) = clasificador(X
tr
r (:, 1 : j), X
tr
r (:, 1 : j))
eficienciaval(i, j) = clasificador(X
te
r (:, 1 : j), X
tr
r (:, 1 : j))
end for
end for
µent = media(eficienciaent, i)
µval = media(eficienciaval , i)
3.2 Metodolog´ıa 65
3.2.2. Experimento 2
En este experimento se busca analizar sen˜ales de vibracio´n no estacionarias, para lo cual se
utiliza solamente la BD3. El ana´lisis consiste en encontrar las caracter´ısticas ma´s relevan-
tes en un proceso no estacionario, tomando como punto de partida la representacio´n en el
dominio TF. La Figura 3-13, muestra el procedimiento a seguir.
Figura 3-13: Esquema de expermiento 2
En primera medida, se calcula el mapa TF empleando el espectrograma con una ventana
de Hamming de longitud 1023, para las sen˜ales de la BD3. El mapa TF obtenido consta de
256 puntos en frecuencia por cada instante de tiempo y la sen˜al en tiempo es submuestreada
al 10%, para reducir el costo computacional; posterior a esto, el mapa TF se decima en
20. Aunque el proceso de submuestreo consiste en reducir el taman˜o de la sen˜al para ser
procesada, en te´rminos generales, no existe una perdida de informacio´n significativa. A par-
tir del mapa TF se asume que las caracter´ısticas se corresponden con los puntos t-f del mapa.
Ana´lisis de relevancia
Al considerar que las caracter´ısticas son los puntos t-f del mapa 2D, se tiene una gran can-
tidad de caracter´ısticas (en total 256x1000); adema´s, considerando que para cada registro se
tiene un mapa 2D, el espacio de caracter´ısticas resultante es de (256x1000)x160. De todas
las caracter´ısticas obtenidas, solamente algunas aportan realmente informacio´n para la ca-
racterizacio´n de los diferentes tipos de falla. Por tanto, es necesario encontrar un conjunto
de caracter´ısticas Xr que representan de una mejor forma cada tipo de fallo, reduciendo la
dimensio´n del espacio de caracter´ısticas y el costo computacional. El conjunto Xr es denomi-
nado caracter´ısticas relevantes y para hallar el nu´mero de caracter´ısticas relevantes se realiza
el siguiente procedimiento:
Se calculan las medidas de relevancia propuestas ... Seccio´n 2.4 ... al mapa TF en el eje de
frecuencias, es decir, de las 256 bandas de frecuencia se obtiene un conjunto de bandas menor
para todos los instantes de tiempo. Como las medidas de relevancia propuestas son medidas
supervisadas (i.e. requieren las etiquetas de cada tipo de fallo) y son disen˜adas para proble-
mas bi-clase, es necesario considerar un tipo de estado como la clase objetivo y los estados
restantes como otra clase, de forma tal, que la relevancia se calcula para cada tipo de estado
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de la ma´quina. La relevancia es normalizada de acuerdo con el porcentaje de caracter´ısticas
que la conforman, luego, es posible definir una cantidad α de relevancia y obtener un espacio
Xr.
Extraccio´n de caracter´ısticas y clasificacio´n
A partir del conjunto de caracter´ısticas relevantes, se puede reducir au´n ma´s el espacio de
caracter´ısticas eliminando de e´ste caracter´ısticas redundantes, empleando PCA. Sin embargo,
para utilizar este me´todo es necesario convertir Xr en una matriz de solo dos dimensiones.
Para lo cual se realiza el proceso de vectorizacio´n descrito en la Figura 3-14, donde de
acuerdo con la medida de relevancia g(x, y) se reduce la cantidad de filas del mapa 2D y
posteriormente se apilan todos los mapas 2D para generar una matriz de caracter´ısticas de
2 dimensiones que se pueda procesar.
Figura 3-14: Vectorizar un mapa TF - 2D en 1D
Luego de tener la matriz de caracter´ısticas se procede a clasificar utilizando un clasificador
de vecinos ma´s cercanos k-NN). En este punto, solamente se usa un clasificador de los
expuestos en la seccio´n 2.5 porque los otros clasificadores esta´n basados en densidades, y el
costo computacional es muy elevado en comparacio´n con los resultados que se obtienen.
3.2.3. Experimento 3
Los comportamientos no estacionarios en la sen˜al de vibracio´n, como cambios de velocidad
hacen necesario realizar una estimacio´n de los diferentes ordenes que componen la sen˜al. De
esta forma, se requiere estimar la velocidad de giro de la ma´quina y las amplitudes asociadas
a cada orden de la sen˜al es requerido. Para realizar este tipo de ana´lisis se hace uso los
me´todos de la seccio´n 2.6.
Utilizando la BD3, se analizan sen˜ales de arranque y parada para probar la capacidad de
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seguimiento bajo cambios de velocidad y, adicionalmente, la estimacio´n de la frecuencia
instanta´nea. El procedimiento a seguir se describe a continuacio´n:
Se parte de la representacio´n TF de la sen˜al de vibracio´n, calculada con una ventana
de Hamming de 1023 puntos y obteniendo un mapa TF de 256 frecuencias y 1000
puntos en el tiempo (debido a que la sen˜al es submuestreada a un 10% y el mapa TF
es decimado en 20).
Bajo el mapa TF se calculan los K ordenes de mayor amplitud, y el umbral β es
ajustado a 50 para asegurar que la cantidad de ordenes sea igual para cada instante
de tiempo.
La sen˜al en el tiempo y los K ordenes estimados se ingresan al modelo en espacio de
estados de la seccio´n 2.6.3 y se estiman los estados en cada instante del tiempo a trave´s
de EKF.
Se visualizan los diferentes ordenes encontrados en la sen˜al y la IF estimada por el
me´todo propuesto.
4 Resultados y Discusio´n
4.1. Experimento 1
4.1.1. Sintonizacio´n de las caracter´ısticas dina´micas
El nu´mero de caracter´ısticas dina´micas (LFCCs y SSCs) y la longitud de la ventana o´pti-
mos para cada representacio´n TF se determinan a partir del proceso de sintonizacio´n. As´ı,
para los LFCCs, la ventana que ofrece mayor confiabilidad para representar los datos es la
ventana de Hamming de 61 puntos (Figura 4-1), con una tasa de rendimiento del 98, 9%
en entrenamiento y 97, 6% en validacio´n, requiriendo 17 y 16 LFCCs respectivamente (Fig.
4.1(a)).
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Figura 4-1: Sintonizacio´n de caracter´ısticas dina´micas con ventana de Hamming de 61 puntos para X1
Para los centroides de energ´ıa, la longitud de ventana que ofrece mayor nivel de representa-
cio´n es 61 (Fig. 4.1(b)), utilizando 14 centroides en el entrenamiento con un rendimiento del
98, 9%, y 20 en la validacio´n con 96, 2%.
En la tabla 4-1, donde η representa la eficiencia y p la cantidad de caracter´ısticas relevantes
usadas, se muestra el nu´mero de SSCs y LFCCs que alcanzaron mayor rendimiento de clasi-
ficacio´n para las respectivas longitudes de ventana (11, 61, 101 y 133 puntos). Comparando
los rendimientos obtenidos en la validacio´n, se observa que los LFCC, independientemente
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del taman˜o de la ventana, resultan ser ma´s eficientes en la clasificacio´n que los SCC. Adema´s,
el tiempo de computo es menor cuando se utilizan los LFCCs.
Tabla 4-1: Sintonizacio´n de nu´mero de caracter´ısticas dina´micas en X1
Caracter´ıstica Entrenamiento Validacio´n
-ventana p η (%) p η (%)
LFCC-11 13 99,1 13 97,2
LFCC-61 17 98,8 16 97,6
LFCC-101 13 98,5 16 96,7
LFCC-133 16 99 16 97,5
SSC-11 17 98,6 19 95,5
SSC-61 14 98,9 20 96,2
SSC-101 20 98,5 17 95,4
SSC-133 20 99 20 95,8
Con base en el proceso de sintonizacio´n, es posible inferir que la cantidad o´ptima de LFCC
y centroides, estimados a partir del espectrograma es de 16 y 20, respectivamente.
4.1.2. Ana´lisis a BD1 - velocidad ma´xima
Los resultados mostrados desde la Tabla 4-2 hasta la Tabla 4-16, presentan indices de ren-
dimiento de clasificacio´n en porcentaje, cuyos valores representan la media y la desviacio´n
esta´ndar para cada una de las iteraciones de la validacio´n cruzada 10-fold.
Al realizar los pasos del experimento 1 en cuanto a las sen˜ales de vibracio´n bajo veloci-
dad ma´xima de operacio´n se encuentra que, para el punto de medicio´n X1 (Tabla 4-2) las
caracter´ısticas dina´micas superan a las caracter´ısticas estad´ısticas cuando se emplean cla-
sificadores multiclase como k -NN y LDC. Para el problema de clasificacio´n de una clase el
resultado con k -NND es notable y sorprendente, debido que se espera que no sea muy alta
la tasa de clasificacio´n debido a la poca cantidad de datos con que se esta´n entrenando los
clasificadores.
Los datos en blanco en los clasificadores de una clase sugieren que debido a la poca canti-
dad de datos el clasificador no converge a una funcio´n de decisio´n, imposibilitando asignar
prototipos ya sea a la clase objetivo o la clase de at´ıpicos. En este caso, las caracter´ısticas
dina´micas, en especial SSC, ofrecen una caracterizacio´n existosa de los posibles estados de
la ma´quina.
En el punto de medida X2 (Tabla 4-3), se evidencia una disminucio´n muy leve en el rendi-
miento de clasificacio´n para el caso multiclase, donde la combinacio´n SSC61/LDC presenta
el mejor resultado. Es de notar que el proceso de sintonizacio´n realizado presenta un buen
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Tabla 4-2: Rendimiento de clasificacio´n - X1 BD1 a 1800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 98.6 ± 1.3 99.4 ± 0.7 98.6 ± 1.3 27.8 ± 4.9 34.0 ± 3.9
Est-f 89.0 ± 2.1 94.2 ± 1.4 92.1 ± 3.3 59.0 ± 8.0 26.7 ± 9.0 14.3 ± 1.1
Est-tf 99.2 ± 0.9 99.6 ± 0.9 99.0 ± 0.8 91.0 ± 9.7 31.2 ± 4.7 32.4 ± 2.3
LFCC-11 70.1 ± 2.9 80.1 ± 3.0 75.6 ± 4.4 75.0 ± 21.1 35.5 ± 15.9 18.1 ± 5.2
LFCC-61 97.2 ± 1.5 99.6 ± 0.6 93.6 ± 3.5 27.5 ± 6.9 12.5 ± 2.3
LFCC-101 96.7 ± 1.7 99.7 ± 0.8 93.1 ± 3.2 84.7 ± 11.2 46.0 ± 3.5 17.3 ± 6.5
LFCC-133 96.0 ± 1.6 98.6 ± 0.9 96.5 ± 2.2 88.9 ± 12.4 20.5 ± 6.3 19.1 ± 2.7
SSC-11 74.9 ± 2.6 85.3 ± 3.5 61.5 ± 7.6 81.0 ± 13.3 50.8 ± 17.8 25.6 ± 4.1
SSC-61 96.8 ± 1.5 100.0 ± 0.0 85.5 ± 7.8 54.5 ± 17.0 64.3 ± 8.1
SSC-101 98.3 ± 1.6 99.7 ± 0.5 83.8 ± 4.9 98.9 ± 3.5
SSC-133 99.0 ± 0.8 99.6 ± 0.6 86.7 ± 4.7 65.1 ± 15.7 79.0 ± 8.6
resultado debido a que la mejor longitud de ventana al momento de calcular la representacio´n
TF es de 61 puntos. A diferencia del punto de medicio´n X1, el caso de clasificacio´n de una
clase no arroja buenos resultados, aproximando a un 88.3% de eficiencia cuando se utiliza la
combinacio´n LFCC-101/GM, pero se debe resaltar que la desviacio´n esta´ndar tiene un valor
muy alto, por tanto, la eficiencia oscila entre 80 y 96.3%, lo cual es bueno en este caso, pero
en el caso de las caracter´ısticas estad´ısticas no es nada confiable.
Tabla 4-3: Rendimiento de clasificacio´n (%) - X2 BD1 a 1800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 98.5 ± 1.2 99.0 ± 1.2 97.9 ± 1.7 87.4 ± 14.4 82.5 ± 20.1 60.5 ± 4.6
Est-f 90.0 ± 1.7 94.5 ± 2.1 92.1 ± 2.4 55.6 ± 9.2 43.8 ± 11.8 29.6 ± 6.2
Est-tf 99.2 ± 0.9 99.6 ± 0.6 98.2 ± 1.1 79.0 ± 14.1 15.4 ± 3.4 13.0 ± 1.2
LFCC-11 70.0 ± 2.7 80.0 ± 2.6 74.6 ± 5.5 73.3 ± 16.3 56.8 ± 13.2 22.4 ± 4.6
LFCC-61 97.3 ± 2.0 99.7 ± 0.5 92.1 ± 3.4 70.0 ± 22.1 27.7 ± 8.0 16.0 ± 2.6
LFCC-101 96.8 ± 1.4 99.6 ± 0.6 93.3 ± 2.7 88.3 ± 8.4 42.4 ± 6.6 15.7 ± 0.8
LFCC-133 96.7 ± 1.7 99.0 ± 1.0 94.7 ± 1.8 83.8 ± 19.0 29.1 ± 7.0 25.3 ± 5.3
SSC-11 74.6 ± 3.5 86.0 ± 2.8 61.0 ± 4.3 39.4 ± 10.6 46.2 ± 13.5
SSC-61 96.5 ± 1.2 99.9 ± 0.4 86.0 ± 3.8 44.5 ± 10.2
SSC-101 97.9 ± 1.4 99.7 ± 0.5 84.4 ± 5.5 67.3 ± 21.3 67.5 ± 11.6 66.0 ± 7.3
SSC-133 98.5 ± 1.2 99.7 ± 0.5 87.2 ± 2.3 76.0 ± 18.3 40.6 ± 8.8 26.4 ± 3.8
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Las caracter´ısticas estad´ısticas pueden llegar a presentar un buen rendimiento cuando el
clasificador k -NN es empleado. Sin embargo, comparando los puntos de medida evaluados
anteriormente, el punto de medida X1 supera a X2, siendo ma´s notoria la superioridad en
los problemas de una clase. Pero se debe tener en cuenta que el punto de medida X2 tiene
3 tipos de estados ma´s para diferenciar.
Al analizar el punto de medida Y1 (Tabla 4-4), se observa que en el caso multiclase, nue-
vamente la combinacio´n SSC-61/LDC presenta un desempen˜o formidable, pero existe una
mayor tendencia hacia buenas tasas de clasificacio´n empleando las caracter´ısticas estad´ısti-
cas cualquiera de los clasificadores. Lo anterio implica que la representacio´n de las sen˜ales
tomadas en Y1 son lo suficientemente representativas, para arrojar buenos resultados ante
cualquier clasificador multiclase. Sin embargo, para el caso de una clase el rendimiento es
muy pobre, por lo cual no ser´ıan una buena opcio´n en una aplicacio´n real. En este caso, el
mejor rendimiento lo presenta la combinacio´n SSC-133/k -NND, con un nivel muy alto de
acierto en comparacio´n con otras caracter´ısticas y clasificadores.
Tabla 4-4: Rendimiento de clasificacio´n (%) - Y1 BD1 a 1800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 85.0 ± 2.3 96.0 ± 1.1 95.5 ± 1.8 51.2 ± 8.4 37.9 ± 2.6
Est-f 97.2 ± 0.8 98.3 ± 1.5 98.5 ± 1.6 30.9 ± 2.7 16.3 ± 4.8 19.1 ± 2.3
Est-tf 97.7 ± 1.3 99.5 ± 0.7 99.4 ± 0.9 35.2 ± 7.4 33.6 ± 11.4 32.2 ± 2.4
LFCC-11 94.9 ± 1.4 98.5 ± 1.3 96.4 ± 2.2 63.8 ± 9.5 5.2 ± 2.0 6.9 ± 1.6
LFCC-61 92.8 ± 3.7 98.8 ± 1.3 95.6 ± 3.3 8.2 ± 1.5
LFCC-101 91.8 ± 1.8 98.5 ± 1.5 96.3 ± 2.2 12.2 ± 2.9 7.3 ± 0.7
LFCC-133 92.7 ± 2.3 97.2 ± 1.9 95.0 ± 2.0 13.0 ± 3.4 6.7 ± 0.7
SSC-11 94.2 ± 1.9 99.4 ± 0.7 96.0 ± 1.8 48.5 ± 13.9 14.0 ± 2.0
SSC-61 94.2 ± 2.3 99.6 ± 0.6 94.7 ± 2.7 63.3 ± 15.5 80.4 ± 13.3
SSC-101 94.0 ± 2.0 99.1 ± 1.4 95.8 ± 2.3 70.4 ± 13.7 70.8 ± 19.8 70.3 ± 4.3
SSC-133 92.1 ± 2.5 99.2 ± 0.9 95.8 ± 1.7 65.2 ± 21.8 76.6 ± 14.5 93.6 ± 9.1
En comparacio´n con los otros puntos de medida (X1 y X2), el resultado se encuentra por
debajo, aunque sea por pocos puntos. Por lo que se considera que este punto puede es de´bil
para discriminar sen˜ales en comparacio´n con los dema´s. El resultado del punto de medida Y2
no es mostrado debido a que ofrece un buen rendimiento de clasificacio´n y si se considera que
Y1 con menos estados de falla, esta´ por debajo de X2 que tiene 3 estados de falla adicionales,
es de esperarse que en Y2 los rendimientos de clasificacio´n disminuyan considerablemente.
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4.1.3. Ana´lisis a BD1 - distintas velocidades
Dado que el rendimiento de clasificacio´n a la velocidad ma´xima de operacio´n presenta tan
buenos resultados en los distintos puntos de medicio´n. Surge la pregunta ¿Es posible analizar
una ma´quina que trabaja a una velocidad menor de la velocidad de operacio´n ma´xima con-
servando tasas de clasificacio´n de fallas altas?. Para responder esta pregunta se muestran los
resultados de clasificacio´n (multiclase y una clase), considerando los puntos de medida X1 y
X2 solamente, dado que tuvieron mejor respuesta en la prueba anterior. Para cada punto se
consideran dos velocidades 200 y 1000rpm, que se podr´ıan considerar las velocidades mı´nima
e intermedia teniendo en cuenta la configuracio´n del banco de pruebas.
En la Tabla 4-5 se observan los resultados de clasificacio´n para el punto de medida X1 a
200rpm. Se puede notar que lo rendimientos de clasificacio´n disminuyeron en comparacio´n
con la velocidad de 1800rpm (ver Tabla 4-2), pero independiente de eso, el rendimiento en
el caso multiclase empleando caracter´ısticas dina´micas se mantiene sobre el 85% de acierto,
mientras que para las caracter´ısticas dina´micas decae de forma abrupta. Adicionalmente, en
el caso de una clase, todas las caracter´ısticas tienen un rendimiento pobre sin importar cual
clasificador se utilice.
Tabla 4-5: Rendimiento de clasificacio´n (%) - X1 BD1 a 200 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 56.7 ± 4.1 66.8 ± 4.5 58.6 ± 5.0 13.8 ± 0.9 9.3 ± 3.7 9.0 ± 1.4
Est-f 71.7 ± 4.3 79.5 ± 3.5 77.9 ± 2.9 12.5 ± 1.4 15.3 ± 4.4 10.8 ± 0.9
Est-tf 77.6 ± 3.5 87.8 ± 3.7 74.7 ± 6.2 11.8 ± 2.8 7.8 ± 1.3
LFCC-11 90.0 ± 1.2 94.9 ± 2.2 90.0 ± 2.2 29.0 ± 11.3 21.9 ± 6.0 16.0 ± 5.2
LFCC-61 91.5 ± 2.1 95.1 ± 1.6 89.1 ± 3.1 27.6 ± 6.3 17.0 ± 2.7
LFCC-101 91.5 ± 1.8 95.9 ± 2.5 88.1 ± 2.6 42.4 ± 6.7 18.5 ± 1.9
LFCC-133 90.1 ± 2.3 95.0 ± 1.1 86.7 ± 3.2 31.0 ± 6.6 23.0 ± 5.5
SSC-11 89.2 ± 2.1 95.3 ± 2.3 88.8 ± 2.5 26.7 ± 5.8 19.6 ± 4.9 19.7 ± 1.8
SSC-61 92.7 ± 2.3 95.3 ± 1.8 91.3 ± 1.8 23.2 ± 3.0 26.9 ± 5.6 20.2 ± 1.4
SSC-101 94.7 ± 1.5 94.0 ± 1.4 90.4 ± 3.2 35.5 ± 12.6 20.3 ± 7.5 16.8 ± 1.1
SSC-133 94.4 ± 1.6 94.7 ± 1.6 88.5 ± 5.6 34.6 ± 12.9 28.7 ± 7.2 19.5 ± 2.8
Estos resultados permiten pensar que a velocidades bajas el nivel de no estacionariedad au-
menta, lo cual hace que las caracter´ısticas empleadas no tengan la capacidad de caracterizar
adecuadamente los estados de falla considerados, y la no estacionariedad se puede funda-
mentar en el hecho de que el motor debe realizar ma´s esfuerzo para trabajar a velocidades
bajas, lo cual implicar´ıa un regimen de carga variable en el sistema.
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Al aumentar la velocidad a 1000rpm, para el mismo punto de medicio´n (X1), los rendimientos
de clasificacio´n aumentan nuevamente, pero solamente para el caso multiclase (Tabla 4-6).
Se puede notar que en el caso multiclase hubo un incremento casi proporcional en las tasas
de acierto para el conjunto de caracter´ısticas utilizadas, de forma tal que se mantiene la
superioridad de las caracter´ısticas dina´micas sobre las estad´ısticas. En el caso de una clase,
hubo igualmente un incremento en las tasas de acierto, pero este incremento es ficticio debido
a que los mejores resultados presentan una desviacio´n esta´ndar de al menos el 30% de su
eficiencia, lo que significa una confiabilidad demasiado baja.
Tabla 4-6: Rendimiento de clasificacio´n (%) - X1 BD1 a 1000 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 80.1 ± 4.2 88.7 ± 3.2 83.6 ± 2.9 13.4 ± 2.7 14.6 ± 2.6 14.4 ± 1.9
Est-f 81.0 ± 1.9 90.8 ± 2.1 87.6 ± 2.6 20.7 ± 5.4 27.6 ± 3.0
Est-tf 91.8 ± 2.3 94.6 ± 1.6 89.9 ± 3.9 15.0 ± 1.0 14.1 ± 4.0 14.0 ± 1.0
LFCC-11 91.2 ± 3.4 96.2 ± 1.9 90.3 ± 3.3 23.6 ± 4.1 18.5 ± 2.1
LFCC-61 96.7 ± 2.3 99.0 ± 0.8 95.1 ± 2.5 61.9 ± 20.9 64.2 ± 25.1 76.1 ± 19.3
LFCC-101 96.0 ± 1.3 98.3 ± 1.2 94.7 ± 1.8 62.0 ± 20.2 54.9 ± 19.5 56.3 ± 19.1
LFCC-133 96.0 ± 2.1 98.2 ± 0.9 95.0 ± 2.4 61.0 ± 23.6 20.9 ± 8.5 25.1 ± 6.3
SSC-11 94.6 ± 1.9 99.4 ± 0.9 91.4 ± 1.8 20.0 ± 1.7
SSC-61 90.8 ± 1.2 99.2 ± 0.9 89.4 ± 3.4 34.2 ± 11.5 22.3 ± 1.9
SSC-101 88.6 ± 2.7 96.8 ± 1.4 86.9 ± 2.5 23.9 ± 9.6 19.3 ± 2.5
SSC-133 87.7 ± 2.4 98.3 ± 1.1 87.4 ± 2.7 26.8 ± 10.8 20.0 ± 1.8
Para el caso del punto de medicio´n X2 a 200rpm (Tabla 4-7), se conserva en mismo compor-
tamiento que para el caso de X1 en el problema multiclase, a bajas velocidades disminuye
la capacidad de discriminacio´n entre diferentes tipos de fallos. Aunque, a diferencia del caso
anterior, en el problema de una clase las tasas de acierto presentan un nivel aceptable pa-
ra unas pocas caracter´ısticas en combinacio´n con algunos clasificadores. El mejor resultado
lo presenta la combinacio´n LFCC-133/k -NND, y en general, las caracter´ısticas dina´micas
superan a las caracter´ısticas estad´ısticas.
Cuando la velocidad pasa a 1000rpm (Tabla 4-6), sorprendentemente las tasas de acierto
disminuyen en comparacio´n con la velocidad de 200rpm, aunque se mantiene el buen rendi-
miento de las caracter´ısticas dina´micas y el clasificador LDC, en comparacio´n con los dema´s.
Para el caso de una clase, tambie´n bajan los rendimientos de clasificacio´n en comparacio´n
con la prueba anterior. Este comportamiento resulta interesante porque mientras en un pun-
to de medida (X1) disminuye el rendimiento a medida que disminuye la velocidad, en otro
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Tabla 4-7: Rendimiento de clasificacio´n (%) - X2 BD1 a 200 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 55.6 ± 4.8 65.2 ± 2.2 62.3 ± 5.4 9.0 ± 1.8 7.3 ± 0.9 4.6 ± 0.1
Est-f 79.1 ± 2.8 84.6 ± 1.8 87.2 ± 2.5 51.1 ± 7.2 17.8 ± 4.7 16.3 ± 1.5
Est-tf 77.3 ± 3.4 87.3 ± 2.6 81.7 ± 2.5 16.1 ± 2.6 17.6 ± 3.8 15.6 ± 1.3
LFCC-11 86.5 ± 1.9 89.1 ± 1.8 87.9 ± 2.8 84.5 ± 16.3 13.6 ± 3.6 9.4 ± 1.8
LFCC-61 92.9 ± 2.2 95.8 ± 1.8 90.5 ± 2.5 81.3 ± 18.3 27.3 ± 4.9 23.0 ± 2.5
LFCC-101 92.2 ± 2.2 96.7 ± 1.1 88.4 ± 2.0 52.4 ± 13.5 43.9 ± 11.8 50.0 ± 4.6
LFCC-133 91.5 ± 2.2 95.3 ± 1.6 86.7 ± 3.6 68.3 ± 17.1 68.4 ± 22.8 93.2 ± 6.2
SSC-11 84.1 ± 2.3 92.9 ± 2.4 86.3 ± 2.4 70.2 ± 14.7 77.7 ± 15.9 84.8 ± 5.1
SSC-61 89.7 ± 1.2 92.8 ± 1.2 89.0 ± 3.0 30.3 ± 4.2 27.5 ± 7.7 17.8 ± 1.6
SSC-101 88.1 ± 1.4 93.0 ± 1.1 86.3 ± 1.6 84.2 ± 7.1 46.2 ± 6.6
SSC-133 90.1 ± 2.3 92.9 ± 1.5 86.5 ± 3.8 75.1 ± 10.2 65.2 ± 16.7 45.4 ± 4.0
Tabla 4-8: Rendimiento de clasificacio´n (%) - X2 BD1 a 1000 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 62.2 ± 4.2 73.8 ± 4.4 77.6 ± 3.2 9.4 ± 1.2 12.3 ± 3.5 7.8 ± 0.6
Est-f 69.2 ± 3.2 78.0 ± 3.5 79.1 ± 2.6 15.2 ± 4.8 19.0 ± 5.3 10.9 ± 1.1
Est-tf 71.5 ± 2.4 87.5 ± 4.6 82.4 ± 2.3 22.9 ± 4.1 23.5 ± 4.9 12.5 ± 2.0
LFCC-11 74.3 ± 3.7 87.0 ± 2.3 72.5 ± 3.4 13.3 ± 3.1 6.6 ± 0.5
LFCC-61 88.1 ± 2.5 93.0 ± 1.8 86.8 ± 3.9 29.9 ± 5.9 11.1 ± 2.5 6.0 ± 0.4
LFCC-101 85.8 ± 3.0 92.9 ± 1.8 85.3 ± 3.2 47.4 ± 10.5 19.0 ± 3.4 7.6 ± 1.4
LFCC-133 85.5 ± 2.9 94.0 ± 2.0 86.5 ± 2.5 36.5 ± 4.4 20.1 ± 3.7 9.4 ± 1.5
SSC-11 75.5 ± 3.2 95.8 ± 2.3 84.7 ± 3.3 14.3 ± 3.5 13.6 ± 4.1 10.4 ± 1.8
SSC-61 80.2 ± 2.6 94.0 ± 1.8 75.4 ± 3.7 28.1 ± 6.6 21.3 ± 7.7 19.5 ± 3.5
SSC-101 79.7 ± 3.2 93.0 ± 2.0 75.9 ± 4.3 34.3 ± 9.4 25.6 ± 3.4
SSC-133 80.5 ± 3.7 92.6 ± 2.5 74.0 ± 4.1 30.9 ± 5.8
punto de medida (X2) aumenta el rendimiento a velocidades bajas pero mas no intermedias.
Es posible que este comportamiento se pueda dar debido a que para los tipos de falla conside-
rados en el punto de medicio´n X1, pueden ser categorizados en baja frecuencia (a excepcio´n
de lubricacio´n), y los espacios de representacio´n utilizados permiten incluir una cantidad de
caracter´ısticas que no aportan a la tarea de clasificacio´n, es decir, se contempla un espacio
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Tabla 4-9: Rendimiento de clasificacio´n (%) - X BD2 a 800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 97.0 ± 3.3 98.7 ± 2.3 96.7 ± 2.7 92.1 ± 14.8 97.8 ± 4.7
Est-f 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 83.8 ± 13.2 94.2 ± 8.5
Est-tf 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 96.4 ± 8.3 96.4 ± 8.3
LFCC-11 99.0 ± 1.6 100.0 ± 0.0 93.7 ± 2.9 76.5 ± 26.3 71.0 ± 19.2 94.4 ± 5.9
LFCC-61 97.0 ± 1.9 100.0 ± 0.0 97.3 ± 3.4 83.1 ± 16.5 77.1 ± 11.0 95.6 ± 5.7
LFCC-101 98.3 ± 2.4 100.0 ± 0.0 98.3 ± 2.4 81.5 ± 10.8 79.0 ± 27.3 95.3 ± 8.5
LFCC-133 97.3 ± 2.6 100.0 ± 0.0 99.7 ± 1.1 82.7 ± 12.1 79.9 ± 11.9 95.6 ± 5.7
SSC-11 95.3 ± 3.6 100.0 ± 0.0 96.7 ± 2.7 83.1 ± 16.5 57.5 ± 23.4 95.6 ± 5.7
SSC-61 100.0 ± 0.0 100.0 ± 0.0 97.7 ± 2.7 62.0 ± 20.2 63.5 ± 22.6 96.7 ± 5.4
SSC-101 99.3 ± 1.4 100.0 ± 0.0 97.3 ± 3.1 59.2 ± 23.1 64.5 ± 18.8 95.3 ± 8.5
SSC-133 99.7 ± 1.1 100.0 ± 0.0 98.3 ± 2.8 67.5 ± 11.6 92.4 ± 13.4
demasiado amplio para un conjunto de fallas que se agrupan en una pequen˜a porcio´n de
este. En cambio, en el punto de medida X2, los tres tipos de falla adicionales pertenecen a
una regio´n del espacio de representacio´n mayor, disminuyendo la cantidad de informacio´n
irrelevante a ser caracterizada.
4.1.4. Ana´lisis a BD2
Los resultados mostrados a continuacio´n corresponden a las sen˜ales tomadas en el banco de
ruedas dentadas. Se analizan los puntos de medida X y Y a dos velocidades diferentes, 800
y 1800rpm, intermedia y ma´xima respectivamente.
Los resultados de clasificacio´n del punto de medicio´n X a 800rpm es mostrado en la Tabla
4-9. Es posible observar que casi todas las caracter´ısticas estimadas arrojan un rendimiento
perfecto cuando se emplea un clasificador LDC, en el caso multiclase. Esto indica que la dis-
criminacio´n de los tipos de falla considerados depende u´nicamente del clasificador empleado,
debido a que es claro que las caracter´ısticas estimadas permiten caracterizar los tipos de falla
exitosamente. En el caso de clasificacio´n de una clase el clasificador k -NND ofrece una muy
buena descripcio´n de la clase objetivo, empleando cualquiera de las caracter´ısticas utiliza-
das. Confirmando as´ı, que el rendimiento de clasificacio´n depende del clasificador empleado.
Aunque para el clasificador GM los resultados son buenos, la confiabilidad de estos es baja
dada su desviacio´n esta´ndar.
Al analizar los rendimientos en el punto de medida Y a 800rpm (Tabla 4-10), se observa que
en el caso multiclase las caracter´ısticas estad´ısticas basadas en el dominio de la frecuencia
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Tabla 4-10: Rendimiento de clasificacio´n (%) - Y BD2 a 800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 88.3 ± 8.4 60.9 ± 18.1 93.1 ± 8.4
Est-f 76.1 ± 7.0 92.8 ± 5.3 87.2 ± 5.3 96.7 ± 5.4 68.9 ± 26.4 97.8 ± 4.7
Est-tf 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 93.5 ± 13.6 83.1 ± 18.4 95.7 ± 13.6
LFCC-11 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 86.3 ± 13.7 60.6 ± 7.9 38.0 ± 13.6
LFCC-61 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 90.6 ± 9.7 42.3 ± 6.2 56.9 ± 31.1
LFCC-101 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 84.3 ± 22.8 79.2 ± 15.3 76.5 ± 32.2
LFCC-133 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 83.6 ± 20.8 72.4 ± 16.7 35.0 ± 28.5
SSC-11 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 92.5 ± 12.1
SSC-61 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 70.6 ± 12.8 95.3 ± 8.5
SSC-101 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 94.2 ± 8.5
SSC-133 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 58.7 ± 25.2 65.2 ± 21.8 98.9 ± 3.5
(Est-f) no ofrecen una tasa de clasificacio´n perfecta, pero para el caso de clasificacio´n de una
clase resultan ser las caracter´ısticas con mejor promedio de acierto bajo los tres clasificadores.
El resto de caracter´ısticas estimadas presentan un rendimiento perfecto con clasificadores
multiclase, pero en problemas de una clase solamente SSC-133 y Est-tf conservan los valores
de clasificacio´n.
Es posible deducir de este resultado que para la BD2 las mejores caracter´ısticas son las es-
tad´ısticas, ya que para un problema multiclase, las caracter´ısticas basadas en el dominio el
tiempo aportan mayor informacio´n, mientras que un problema de una clase son las carac-
ter´ısticas basadas en el dominio de la frecuencia quienes resultan discriminantes. As´ı pues,
una combinacio´n de ellas ofrece los mejores resultados en cualquiera de los casos de clasifi-
cacio´n.
Al aumentar la velocidad a 1800rpm, el punto de medida X conserva los resultados de la
prueba anterior (Tabla 4-11), incluso aumenta el rendimiento para el problema de una clase
utilizando LFCC-133 como caracter´ıstica. Mientras que el rendimiento para Est-t disminuye,
y este resultado se puede ver afectado en el hecho de que al aumentar la velocidad de giro de la
ma´quina, los niveles de vibracio´n en el dominio del tiempo se incrementan considerablemente,
pero en te´rminos generales todas las caracter´ısticas aumentan su tasa de acierto cuando se
incrementa la velocidad.
El resultado ma´s particular se presenta con el punto de medicio´n Y a 1800rpm (Tabla 4-12),
debido a que el caso multiclase arroja un rendimiento exitoso para todas las caracter´ısti-
cas, indicando as´ı que todas las caracter´ısticas estimadas permiten caracterizar este tipo de
sen˜ales con una gran capacidad. Y para el caso de una clase sucede algo similar, debido a
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Tabla 4-11: Rendimiento de clasificacio´n (%) - X BD2 a 1800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 99.0 ± 1.6 99.0 ± 1.6 99.7 ± 1.1 90.7 ± 15.7 78.1 ± 19.5 93.5 ± 13.6
Est-f 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 84.9 ± 14.1 68.7 ± 22.3 95.7 ± 13.6
Est-tf 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 91.0 ± 14.5 76.1 ± 23.7 93.9 ± 10.5
LFCC-11 96.3 ± 2.9 100.0 ± 0.0 98.3 ± 2.4 76.0 ± 18.3 95.6 ± 5.7
LFCC-61 96.3 ± 3.7 99.7 ± 1.1 96.0 ± 4.1 81.8 ± 22.3 59.5 ± 16.2 98.9 ± 3.5
LFCC-101 98.7 ± 2.3 100.0 ± 0.0 97.7 ± 2.7 79.1 ± 16.3 68.3 ± 17.1 95.3 ± 8.5
LFCC-133 98.7 ± 1.7 100.0 ± 0.0 96.7 ± 5.0 77.8 ± 21.9 68.8 ± 13.3 100.0 ± 0.0
SSC-11 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 76.4 ± 21.6 61.0 ± 23.6 96.7 ± 5.4
SSC-61 100.0 ± 0.0 100.0 ± 0.0 99.0 ± 1.6 57.1 ± 24.2 96.4 ± 8.3
SSC-101 100.0 ± 0.0 100.0 ± 0.0 99.3 ± 1.4 74.9 ± 21.8 87.5 ± 20.8
SSC-133 100.0 ± 0.0 100.0 ± 0.0 99.7 ± 1.1 79.9 ± 18.2 67.5 ± 11.6 96.7 ± 5.4
Tabla 4-12: Rendimiento de clasificacio´n (%) - Y BD2 a 1800 rpm
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 88.9 ± 12.4 95.6 ± 5.7
Est-f 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 87.7 ± 13.1 66.5 ± 17.2 83.3 ± 5.3
Est-tf 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 89.6 ± 15.4 94.6 ± 13.6
LFCC-11 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 86.7 ± 17.6 68.8 ± 26.9 97.8 ± 4.7
LFCC-61 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 86.3 ± 13.7 77.1 ± 19.5 54.1 ± 26.0
LFCC-101 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 88.8 ± 13.7 91.0 ± 14.5 55.6 ± 11.2
LFCC-133 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 82.0 ± 15.5 93.1 ± 8.4
SSC-11 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 90.8 ± 7.6 95.6 ± 5.7
SSC-61 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 70.0 ± 15.5 71.8 ± 16.1 93.3 ± 5.7
SSC-101 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 78.2 ± 20.5 76.0 ± 16.3 96.9 ± 5.1
SSC-133 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 76.7 ± 20.9 73.9 ± 19.9 89.7 ± 9.4
que en comparacio´n con los otros puntos de medida y velocidades consideradas los resultados
son bastante estables para el clasificador k -NND, mientras que para los dema´s clasificadores
(GM y SVDD) no son confiables.
Los resultados en esta prueba muestran un aspecto curioso, y es que es mucho mejor el
rendimiento en el punto de medida Y que en X, para cualquier velocidad, lo cual significa
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que las sen˜ales de ruedas dentadas pueden ser descritas de mejor forma bajo puntos de
medicio´n verticales.
4.1.5. Ana´lisis a BD3
Utilizando las caracter´ısticas presentadas anteriormente, en modo general presentan un buen
rendimiento cuando de sen˜ales a velocidad constante (consideradas estacionarias) se trata.
Pero es necesario probar sus bondades bajo sen˜ales de vibracio´n con velocidad variable.
En esta prueba se consideran las sen˜ales de la BD3, y la representacio´n TF es calculada con
una ventana de Hamming de 1023 puntos, debido a que los resultados con las longitudes de
ventana consideradas para pruebas anteriores no daban buenos resultados. El primer resul-
tado en ser mostrado es el punto de medida X para el caso de arranque seguido del punto
de medida Y bajo las mismas condiciones de operacio´n .
En la Tabla 4-13 se puede observar para un caso multiclase las caracter´ısticas dina´micas
dominan los rendimientos de clasificacio´n, siendo los SSC-1023, las caracter´ısticas ma´s sobre-
salientes, y dada la continuidad en los buenos resultados se podr´ıa decir que la discriminacio´n
de los tipos de falla depende del clasificador empleado. Como era de esperarse, las carac-
ter´ısticas estad´ısticas no dieron muy buenos resultados, aunque en ciertos casos presentan
una buena respuesta. Se dice que era de esperarse porque al tener una sen˜al no estacionaria,
los estad´ısticos por lo general no se mantienen, adema´s las sen˜ales de arranque tienen un
comportamiento altamente no estacionario en la etapa de aumento de velocidad, debido a
que el motor debe realizar esfuerzos grandes durante este tiempo.
Tabla 4-13: Rendimiento de clasificacio´n (%) - X BD3 arranque
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 73.8 ± 3.7 73.5 ± 4.2 74.0 ± 5.9 56.4 ± 9.7 38.8 ± 8.2 35.8 ± 2.0
Est-f 90.8 ± 4.6 91.5 ± 3.7 92.5 ± 2.0 56.9 ± 5.2 42.2 ± 16.9 51.6 ± 3.3
Est-tf 94.4 ± 2.0 95.0 ± 2.0 90.2 ± 4.1 54.8 ± 7.8 41.9 ± 9.8 31.9 ± 5.3
LFCC-1023 97.5 ± 2.4 99.8 ± 0.7 97.9 ± 1.7 83.5 ± 21.5 61.4 ± 15.5 10.3 ± 1.4
SSC-1023 100.0 ± 0.0 100.0 ± 0.0 99.2 ± 1.5 82.7 ± 12.1 97.8 ± 4.7
A diferencia de los resultados mostrados a velocidad constante, el punto de medicio´n Y
supera al punto de medicio´n X (teniendo en cuenta el banco de pruebas 1) empleando las
caracter´ısticas estad´ısticas (ver Tabla 4-14). Pero, considerando las caracter´ısticas dina´micas
es mucho mejor el punto de medicio´n X.
De acuerdo a los resultados mostrados para la etapa de arranque, las caracter´ısticas SSC
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Tabla 4-14: Rendimiento de clasificacio´n (%) - Y BD3 arranque
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 75.2 ± 5.6 73.3 ± 5.4 72.7 ± 4.2 73.6 ± 12.7 20.7 ± 8.9 45.4 ± 4.2
Est-f 94.8 ± 2.3 96.0 ± 1.5 92.1 ± 4.3 93.5 ± 9.5 93.5 ± 13.6 13.9 ± 21.5
Est-tf 89.8 ± 2.5 94.8 ± 2.0 86.9 ± 4.3 43.6 ± 6.6 21.2 ± 6.2 20.2 ± 1.4
LFCC-1023 95.8 ± 2.2 99.0 ± 1.5 96.9 ± 3.7 80.0 ± 19.2 38.5 ± 15.0 11.9 ± 3.5
SSC-1023 100.0 ± 0.0 100.0 ± 0.0 99.0 ± 1.1 93.3 ± 5.7
superan a las otras caracter´ısticas estimadas, pero su rendimiento depende altamente del cla-
sificador utilizado debido a que en el caso de GM no converge para ambos puntos de medicio´n.
Los resultados para las condiciones de parada difieren un tanto para el caso multiclase, donde
se observa un aumento en el rendimiento de las caracter´ısticas estad´ısticas. Esto se debe a
que durante el proceso de parada, los esfuerzos del motor son nulos, por tanto no hay carga
ni incremento de energ´ıa que genere transitorios fuertes. En la Tabla 4-15 y la Tabla 4-16
se puede ver que el caso de una clase disminuye en comparacio´n con arranque, por cuanto
la descripcio´n de los clasificadores es pobre. Sin embargo, para el caso de las caracter´ısticas
dina´micas, especialmente SSC-1023, se mantienen buenos resultados.
Tabla 4-15: Rendimiento de clasificacio´n (%) - X BD3 parada
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 97.3 ± 2.6 98.3 ± 1.6 96.0 ± 2.9 22.1 ± 6.8 29.1 ± 10.0 14.4 ± 11.3
Est-f 90.0 ± 4.1 91.5 ± 3.2 90.6 ± 3.8 19.2 ± 22.0 15.9 ± 17.5 7.0 ± 0.8
Est-tf 98.8 ± 1.5 98.8 ± 1.1 97.3 ± 1.4 24.2 ± 1.9 27.5 ± 5.6 16.0 ± 0.6
LFCC-1023 98.5 ± 1.4 99.6 ± 1.3 99.2 ± 1.1 93.1 ± 8.4 56.9 ± 9.7 39.4 ± 4.5
SSC-1023 100.0 ± 0.0 100.0 ± 0.0 98.3 ± 2.4 67.6 ± 19.1 92.4 ± 13.4
Adicionalmente, se puede observar que las caracter´ısticas estad´ısticas no ofrecen una buena
descripcio´n de los datos, por tanto, de ser una aplicacio´n real, donde se tienen los dos
problemas ma´s grandes, reg´ımenes estacionarios y pocos o ningu´n dato de la clase atip´ıca,
esta´s caracter´ısticas no son una buena opcio´n para determinar el estado de la ma´quina.
4.1.6. Discusio´n
Los resultados obtenidos con el experimento 1 permiten resaltar grandes hallazgos, as´ı como
contrastes interesantes entre los distintos tipos de pruebas realizados, los puntos de medi-
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Tabla 4-16: Rendimiento de clasificacio´n (%) - Y BD3 parada
Caracter´ıstica Multiclase Una clase
k-NN LDC QDC GM SVDD k-NND
Est-t 99.4 ± 1.4 99.4 ± 1.0 97.3 ± 1.4 22.7 ± 19.0 29.4 ± 10.0 15.2 ± 11.9
Est-f 91.5 ± 4.4 96.0 ± 3.2 95.4 ± 3.1 19.9 ± 29.0 18.5 ± 25.4 19.9 ± 29.0
Est-tf 99.0 ± 1.5 99.6 ± 0.9 97.9 ± 2.0 84.0 ± 23.5 36.1 ± 33.5
LFCC-1023 99.2 ± 1.5 99.8 ± 0.7 99.2 ± 1.1 89.2 ± 10.9 36.4 ± 7.3 23.7 ± 2.4
SSC-1023 99.8 ± 0.7 100.0 ± 0.0 99.2 ± 2.0 68.1 ± 23.3 95.6 ± 5.7
da analizados, los tipos de falla considerados, las distintas caracter´ısticas estimadas y los
problemas de clasificacio´n.
En primer lugar, los tres tipos de pruebas pueden ser categorizados de acuerdo con la
estacionariedad y no estacionariedad de las sen˜ales de vibracio´n. Cuando se habla de
estacionariedad es muy comu´n caer en el concepto que la sen˜al de vibracio´n es de na-
turaleza cicloestacionaria, es decir, presenta un comportamiento estacionario a tramos,
lo cual implica que existen mecanismos que tienen una dina´mica estacionaria (como
ruedas dentadas) y otros que tienen una dina´mica no estacionaria (como rodamientos).
El ana´lisis realizado permite inferir que mecanismos como rodamientos (BD1), generan
en la sen˜al de vibracio´n dina´micas no estacionarias, debido a que cuando se emplean
caracter´ısticas estad´ısticas el rendimiento disminuye en comparacio´n con caracter´ısti-
cas dina´micas. Mientras que el ana´lisis a ruedas dentadas (BD2) permite evidenciar un
aumento importante en la tasa de clasificacio´n utilizando caracter´ısticas estad´ısticas.
Otro aspecto que se relaciona con la estacionariedad de la sen˜al de vibracio´n, viene
dado por condiciones de operacio´n en reg´ımenes variables de velocidad y carga (BD3),
donde si se considera nuevamente el rendimiento de clasificacio´n obtenido con carac-
ter´ısticas estad´ısticas, se puede notar que efectivamente el cambio de velocidad y carga
actu´a de forma dina´mica sobre el comportamiento de la sen˜al.
Los diferentes puntos de medida, ya sea X o´ Y, afectan directamente la clasificacio´n
dependiendo del mecanismo que se quiere considerar. As´ı, para ruedas dentadas se
puede decir que la discriminacio´n de varios tipos de falla mejora notablemente si se tiene
en cuenta un punto de medicio´n en Y; Para otro tipo de mecanismo o fallos, un punto
de medicio´n en X aporta mayor calidad informativa al proceso de clasificacio´n. Cuando
se consideran reg´ımenes variables de carga y velocidad, tanto el punto de medida en
Y como en X contribuyen de manera significativa al proceso de discriminacio´n de los
tipos de falla. Por tanto, a pesar que un punto de medicio´n es suficiente para distinguir
entre tipos de fallos, es necesario realizar un complemento entre ambos para aumentar
la tasa de acierto en clasificacio´n y realizar un ana´lisis integral de la ma´quina, ya que
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cada uno aporta informacio´n para diferentes mecanismos.
Los distintos fallos considerados permiten realizar varios ana´lisis. Cuando se trata de
fallos de baja frecuencia lo ma´s recomendable es realizar un ana´lisis de vibraciones con
la mayor velocidad de operacio´n posible, con el fin de abarcar un amplio espacio del
espectro, mientras que para fallas como fisuras en ruedas dentadas o en rodamientos
es indistinto el cambio de velocidad.
Las caracter´ısticas analizadas muestran que la mejor opcio´n para diferenciar tipos de
fallos en una ma´quina rotativa son las caracter´ısticas dina´micas, debido a que presentan
una buena caracterizacio´n de la sen˜al, sin importar si la ma´quina presenta dina´micas
estacionarias o no estacionarias, ya sea debido a los mecanismos que la conforman o
a las condiciones de operacio´n. Las caracter´ısticas estad´ısticas son u´tiles, debido a su
bajo costo computacional, pero presentan una restriccio´n al momento de analizar sis-
temas con dina´mica fuertemente no estacionaria. Adema´s, como descriptores de datos
para aplicaciones reales, donde no se cuenta con prototipos at´ıpicos, estas caracter´ısti-
cas tienen una baja confiabilidad, sin tener en cuenta que el rendimiento no es muy
acertado. Mientras que las caracter´ısticas dina´micas son un poco ma´s estables y ma´s
recurrentes hac´ıa una descripcio´n adecuada de los datos.
Los problemas de clasificacio´n considerados, muestran que en la mayor´ıa de los casos
su influencia es bastante alta, es decir, escoger el clasificador adecuado implica realizar
varias pruebas. Sin embargo, bajo las pruebas realizadas, un clasificador LCD es la
mejor opcio´n en problemas multiclase, indicando que los tipos de falla considerados se
encuentran aglomerados de acuerdo con sus densidades de probabilidad y una funcio´n
discriminante lineal permite separar los tipos de falla. Mientras que en problemas de
una clase resulta ma´s adecuado un clasificador k -NND, debido a que no requiere calcu-
lar densidades de probabilidad, que resultan costosas dependiendo de la cantidad de los
datos y utiliza una regla bastante sencilla para asignar etiquetas a nuevos prototipos,
en pocas palabras, su baja complejidad para describir la clase objetivo lo convierte en
la mejor opcio´n.
4.2. Experimento 2
Realizar un ana´lisis de relevancia para un conjunto de sen˜ales de vibracio´n, resulta ser una
etapa importante para diferenciar varios tipos de fallos, pero su conveniencia esta fundamen-
tada en la medida que sea posible extraer de la sen˜al aquellas caracter´ısticas que permitan
tipificar los tipos de fallos y as´ı obtener un pequen˜o grupo de caracter´ısticas que aporten de
manera significativa a la clasificacio´n, cuando se quieren analizar dina´micas no estacionarias.
Este experimento es llevado a cabo para la BD3, debido a que se desea explorar regiones
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de una mapa tiempo-frecuencia que permitan caracterizar un tipo de fallo por su informa-
cio´n y como se relaciona este con otros tipos de fallos. Este experimento se lleva a cabo
de la siguiente forma: primero se estiman las caracter´ısticas relevantes para cada uno de
los tipos de falla empleando las medidas propuestas en la seccio´n 2.4. Luego se aplica PCA
para eliminar del conjunto de caracter´ısticas todas aquellas que presenten redundancia entre
si. Finalmente se entrena un clasificador k -NN y se evalu´a la capacidad de discernir entre
los distintos tipos de falla. El orden del ana´lisis para las sen˜ales de la BD3 es como sigue:
en primer lugar se considera las sen˜ales de arranque para los puntos de medida X y Y, y
posteriormente se analizan las sen˜ales de parada en los mismos puntos de medida.
4.2.1. Ana´lisis de relevancia
Las medidas de relevancia consideradas para este experimento, buscan obtener un subgrupo
de caracter´ısticas relevantes a partir del espacio de representacio´n calculado sin importar que
su naturaleza sea distinta, es decir, la medida de LC esta basada en la correlacio´n presente
entre cada uno de los tipos de fallos en comparacio´n con el resto y la medida de SU se basa
en la capacidad informativa de cada tipo de fallo en relacio´n con los tipos de fallos restantes.
En las Figuras 4-2, 4-4, 4-3 y 4-5, se muestra el porcentaje de relevancia para cada uno
de los tipos de fallos contra el porcentaje de caracter´ısticas utilizadas. Cuando el eje de por-
centaje de relevancia se aproxima a 100, indica que los pesos asociados a cada caracter´ıstica
son altos en comparacio´n con los dema´s, por lo que se puede decir que representan la mayor
variabilidad de los datos. El umbral de relevancia α, es utilizado para seleccionar el porcen-
taje de caracter´ısticas que presentan mayor peso, es decir tiene mayor relevancia .
Para las sen˜ales de arranque en el punto de medida X, los resultados muestran (Figura
4.2(a)) que las medidas de relevancia ofrecen una gran capacidad de representacio´n de los
datos, debido a que presentan una gran variabilidad de la dina´mica de la sen˜al con menos
del 20% de las caracter´ısticas.
En el caso de la medida de LC (Figura 4.2(a)), se observa que la falla de Tipo X, es posi-
ble representarla con una cantidad mı´nima de caracter´ısticas, au´n cuando la relevancia sea
poca, adema´s es importante notar que por debajo del 40% de relevancia, el porcentaje de
caracter´ısticas necesarias cambia para cada tipo de falla, mientras que utilizando la medida
de SU, la relevancia por tipos de falla es uniforme. El caso que sea uniforme implica que
cada tipo de falla tiene una cantidad de puntos t-f limitada que los diferencia de los dema´s.
El caso del punto de medida Y, es bastante diferente al punto de medida X, dado que cuando
se emplea la medida de LC existen tipos de falla como desalineacio´n vertical (Tipo VII), que
sin importar el porcentaje de caracter´ısticas, la relevancia se conserva. Lo anterior significa
que todos los puntos t-f de esta clase tienen igual relevancia con respecto a las otras fallas.
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Figura 4-2: Medidas de relevancia ordenadas para cada clase de la BD3 en X-arranque
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Figura 4-3: Medidas de relevancia ordenadas en Y-arranque
Cuando los puntos t-f tienen igual relevancia se dice que estos tienden a ser redundantes.
En cambio, al utilizar la medida de SU (Figura 4.3(b)) se observa que el porcentaje de rele-
vancia decae exponencialmente, lo cual permite asegurar que para este punto de medida los
datos se encuentran correlacionados de acuerdo con la distribucio´n de las etiquetas.
El comportamiento del punto de medida X en el caso de parada (Figura 4-4), es similar al
del punto de medida Y para arranque, debido a que para la medida de LC las caracter´ısticas
consideradas tienen la misma relevancia dentro de cada clase, por cuanto se podr´ıa decir que
la predictibilidad de una etiqueta de clase dadas las caracter´ısticas consideradas es baja. Y
en el caso de la medida de SU se conserva una buena caracterizacio´n de cada tipo de falla
con una cantidad mı´nima de puntos t-f.
Segu´n la Figura 4.4(b), tener una relevancia del 100% con una cantidad tan baja de carac-
ter´ısticas implica que existe una cantidad de informacio´n en el mapa TF, que no necesita ser
84 4 Resultados y Discusio´n
20 40 60 80 100
0
20
40
60
80
100
Porcentaje de características
Po
rc
en
ta
je
 d
e 
re
le
va
nc
ia
 
 
Tipo I
Tipo II
Tipo III
Tipo IV
Tipo VII
Tipo VIII
Tipo IX
Tipo X
(a) LC
20 40 60 80 100
0
20
40
60
80
100
Porcentaje de características
Po
rc
en
ta
je
 d
e 
re
le
va
nc
ia
 
 
Tipo I
Tipo II
Tipo III
Tipo IV
Tipo VII
Tipo VIII
Tipo IX
Tipo X
(b) SU
Figura 4-4: Medidas de relevancia ordenadas en X-parada
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Figura 4-5: Medidas de relevancia ordenadas en Y-parada
procesada, llevando a un menor tiempo de computo y una toma de decisio´n ma´s confiable
respecto al tipo de falla que se este´ analizando.
Para el caso del punto de medida Y en parada (Figura 4-5), el resultado es similar al punto
de medida X en parada, nota´ndose que en ambos casos, utilizando la medida de LC la falla
Tipo X presenta la mayor relevancia con respecto a las dema´s.
4.2.2. Extraccio´n y clasificacio´n
A partir de las caracter´ısticas relevantes estimadas con las medidas de relevancia de la Seccio´n
2.4, se seleccionan del mapa TF aquellas bandas de frecuencia donde existen caracter´ısticas
con un alto grado de relevancia. Para determinar la cantidad de caracter´ısticas relevantes
necesarias para diferenciar los tipos de fallos, se parte el rango de frecuencias en 10 interva-
los, teniendo particiones del 10% de acuerdo al grado de relevancia, de esta forma, el primer
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intervalo sera´n aquellas caracter´ısticas con mayor relevancia y el intervalo siguiente sera´ un
conjunto de caracter´ısticas ma´s ampl´ıo que contiene las caracter´ısticas del primer intervalo
junto con las caracter´ısticas del intervalo en consideracio´n.
El ana´lisis previamente descrito permite reducir el conjunto de caracter´ısticas original, a un
conjunto de caracter´ısticas relevantes, reduciendo as´ı la dimensio´n del espacio. En vista de
que en algunos casos, como para la medida de LC, se tiene una gran cantidad de caracter´ısti-
cas redundantes, se aplica PCA para obtener un conjunto mı´nimo que permita una buena
tasa de clasificacio´n.
En las Figuras 4-6 y 4-7 se observan las bandas de frecuencia seleccionadas para los fallos
Tipo I y Tipo VIII utilizando las medidas de relevancia propuestas. Para el caso de la medida
de LC (Figura 4-6), se observa que las bandas de frecuencia se encuentran dispersas en todo
el mapa TF, y considerando la sen˜al que se esta´ analizando se puede inferir que esta me-
dida de relevancia determina las caracter´ısticas relevantes bajo los reg´ımenes estacionarios.
Mientras que la medida de relevancia SU (Figura 4-7), selecciona bandas de frecuencia en
el rango de aceleracio´n de la ma´quina, por cuanto tiende a caracterizar de mejor forma los
comportamientos no estacionarios.
Luego de seleccionar el conjunto de caracter´ısticas relevantes, se procede a clasificar los dis-
tintos tipos de fallos teniendo en cuenta la informacio´n que aporta cada uno. Para comprobar
las bondades y utilidad de las medidas de relevancia, se realiza el proceso de clasificacio´n
utilizando solamente el mapa TF. Luego se tiene en cuenta la seleccio´n de caracter´ısticas
relevantes solamente y por u´ltimo, caracter´ısticas irrelevantes y redundantes son extra´ıdas
del conjunto de caracter´ısticas.
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Figura 4-6: Medida de relevancia LC en X - arranque
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Figura 4-7: Medida de relevancia SU en X - arranque
La Tabla 4-17muestra el rendimiento de clasificacio´n η, para las combinaciones de relevancia
expuestas arriba. Se puede observar que para obtener la mejor tasa de clasificacio´n solamente
fue necesario utilizar el primer intervalo de caracter´ısticas relevantes para ambas medidas de
relevancia. El resultado empleando la medida LC es llamativo, debido a que logra la mayor
tasa de clasificacio´n con el mapa y con PCA.
Tabla 4-17: Rendimiento de clasificacio´n (%) - X BD3 arranque
Medida de relevancia α # Caracteristicas η
No relevancia 256000 62.7 ± 2.2
Mapa LC 10 25000 100.0 ± 0.0
SU 10 25000 99.9 ± 0.5
No relevancia 129 67.2 ± 7.3
PCA LC 10 90 100.0 ± 0.0
SU 10 125 99.7 ± 2.1
El que no haya diferencia entre ambos resultados se hace claro observando la Figura 4.2(a),
debido a que con un pequen˜o conjunto de caracter´ısticas se obtiene un gran porcentaje de
relevancia, indicando que la cantidad de caracter´ısticas redundantes es poco. Sin embargo,
al utilizar PCA se observa que el nu´mero de caracter´ısticas disminuye en una proporcio´n
considerable, lo que da pie para pensar que de las bandas de frecuencia seleccionadas, solo
un pequen˜o grupo de caracter´ısticas aportan a la clasificacio´n. Es importante mencionar que
la medida de SU tiene tiene un rendimiento muy alto, por cuanto se puede decir que el punto
de medida X permite una caracterizacio´n adecuada de los tipos de fallos analizados.
En las Figuras 4-8 y 4-9 se observan las bandas de frecuencia seleccionadas con un α del
10%, para la sen˜al de arraque adquirida desde el punto de medida Y. En ellas se observa que
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la medida de LC encuentra alta relevancia entre las bandas frecuencia por encima de 500Hz
para el fallo Tipo I (Figura 4.12(a)), mientras que para el fallo Tipo VIII solo hay un poco
de bandas relevantes por debajo de 500Hz. Esto contribuye a dar sentido a los porcentajes
de relevancia mostrados en la Figura 4-3, ya que presenta bandas de frecuencia agrupadas,
que vistas bajo su respectivo mapa TF, se puede decir que tienen la misma informacio´n.
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Figura 4-8: Medida de relevancia LC en Y - arranque
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Figura 4-9: Medida de relevancia SU en Y - arranque
Mientras que para la medida de SU (Figura 4-9), las bandas de frecuencia se encuentran en
el segmento transitorio y con mayor nivel de energ´ıa. Tambie´n, es posible observar que la
bandas de frecuencia seleccionadas tienden a ser las mismas para los tipos de fallos mostra-
dos, lo cual permite pensar que en este punto de medida los resultados de clasificacio´n sera´n
muy buenos porque existira´ un conjunto de caracter´ısticas redundantes bastante alto.
La Tabla 4-18 muestra el rendimiento de clasificacio´n obtenido para cada medida de rele-
vancia. Los resultados indican que las medidas de relevancia no tienen un buen desempen˜o
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para este punto de medida, debido a que no seleccionan de manera adecuada un conjunto
de caracter´ısticas relevantes, sin embargo, al aplicar el ana´lisis de redundancia con PCA, el
rendimiento aumenta unos puntos.
Tabla 4-18: Rendimiento de clasificacio´n (%) - Y BD3 arranque
Medida de relevancia α # Caracteristicas η
No relevancia 256000 53.0 ± 1.4
Mapa LC 10 25000 86.6 ± 3.4
SU 10 25000 83.4 ± 2.3
No relevancia 106 65.0 ± 1.9
PCA LC 10 55 93.1 ± 1.9
SU 10 116 94.9 ± 4.2
El resultado anterior permite concluir que el punto de medida Y no es adecuado para dife-
renciar los tipos de fallos considerados porque las caracter´ısticas t-f son ma´s redundantes
que relevantes.
Al realizar el ana´lisis presentado a la sen˜al de parada se obtienen los resultados mostrados a
continuacio´n. Para el punto de medida X, las bandas seleccionadas con la medida de LC no
presentan informacio´n relevante alguna, y al observar la Figura 4-10 es posible darse cuenta
que las bandas seleccionadas no esta´n correlacionadas con los tipos de fallos considerados.
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Figura 4-10: Medida de relevancia LC en X - parada
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Figura 4-11: Medida de relevancia SU en X - parada
A diferencia de la medida de LC, la medida SU selecciona un pequen˜o conjunto de bandas
que pueden ser asociadas a los tipos de fallos. Se puede inferir que dichas bandas son seleccio-
nadas de acuerdo con el comportamiento estacionario de la sen˜al de vibracio´n. Esto implica
un aporte interesante, porque sugiere que a pesar que la sen˜al tiene un comportamiento no
estacionario, la caracterizacio´n de cada tipo de fallos se realiza bajo los tramos estacionarios.
Los resultados de clasificacio´n mostrados en la Tabla 4-19, permiten evidenciar lo descrito
anteriormente, porque no solo el mejor rendimiento se obtiene con la medida de SU sino
que para las pruebas con el mapa se obtiene mejor promedio que utilizando PCA. Lo cual
indica que la presencia de una gran cantidad de caracter´ısticas redundantes no implica que
se pueda llevar a cabo una buena discriminacio´n de los tipos de fallos. Adema´s, que existe un
pequen˜o grupo de caracter´ısticas que no logran ser detectados y resultan contener un grado
de informacio´n definitivo para la clasificacio´n.
Tabla 4-19: Rendimiento de clasificacio´n (%) - X BD3 parada
Medida de relevancia α # Caracteristicas η
No relevancia 256000 92.4 ± 3.3
Mapa LC 10 25000 97.7 ± 2.1
SU 10 25000 99.6 ± 2.1
No relevancia 30 81.2 ± 3.4
PCA LC 10 30 95.2 ± 2.5
SU 10 49 99.7 ± 0.4
Finalmente, el ana´lisis del punto de medida Y, revela una concordancia con los ana´lisis
anteriores, en el sentido que las bandas de frecuencia seleccionadas con la medida de LC,
pertenecen a un grupo de alta frecuencia y las bandas seleccionadas con SU en su mayor´ıa
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se encuentran en baja (Figuras 4-12 y 4-13, respectivamente). Aunque la seleccio´n de ca-
racter´ısticas es consistente para los puntos de medida Y, en el caso de sen˜ales de parada,
el mapa TF muestra componentes de informacio´n a alta frecuencia, que contribuyen a una
clasificacio´n exitosa.
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Figura 4-12: Medida de relevancia LC en Y - parada
Comparando las medidas de relevancia se puede observar que SU realiza una seleccio´n ma´s
integral, debido a toma en cuenta bandas de alta y baja frecuencia. Lo anterior tiene sentido
si se considera que las sen˜ales de parada poseen informacio´n en todo el mapa TF y las bandas
seleccionadas para cada tipo de fallo tienden a ser las mismas. Este tipo de seleccio´n indica
que los tipos de fallos tienen puntos t-f caracter´ısticos en comu´n, y la correlacio´n entre estos
es bastante alta, dando sentido a la Figura 4-5 donde un poco porcentaje de caracter´ısticas
tiene un alto grado de relevancia.
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Figura 4-13: Medida de relevancia SU en Y - parada
Los resultados de clasificacio´n muestran que la medida de SU presenta un rendimiento su-
perior a LC. En comparacio´n con los rendimientos de clasificacio´n del punto de medida X,
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se debe resaltar que son superiores debido a que la sen˜al de parada adquirida en el punto de
medida Y tiene una alta dispersion de sus componentes frecuenciales, permitiendo un mejor
reconocimiento de los tipos de fallos considerados.
Tabla 4-20: Rendimiento de clasificacio´n (%) - Y BD3 parada
Medida de relevancia α # Caracter´ısticas η
No relevancia 256000 90.0 ± 1.8
Mapa LC 10 25000 93.3 ± 1.4
SU 10 25000 98.5 ± 1.2
No relevancia 49 89.8 ± 2.3
PCA LC 10 62 99.3 ± 1.0
SU 10 108 99.8 ± 0.8
4.2.3. Discusio´n
El objetivo fundamental de este experimento es analizar el comportamiento de diferentes
tipos de fallos bajo reg´ımenes de velocidad variable, identificando los puntos y zonas de
mayor intere´s durante los transitorios de la sen˜al de vibracio´n. Desde este punto de vista, se
pueden plantear varios aspectos como la validez de las medidas de relevancia utilizadas, la
relevancia que tienen los puntos de medicio´n en contraste tanto con las pruebas realizadas
como con los tipos de fallos analizados, determinando el aporte que esta metodolog´ıa ofrece
en el ana´lisis de vibraciones.
El ana´lisis de relevancia realizado sobre las pruebas de arranque y parada, permite aso-
ciar un conjunto de puntos t-f del mapa TF, con los comportamientos no estacionarios
que implican los cambios de velocidad de operacio´n de la ma´quina. Evidenciando que,
aunque la velocidad cambie´, es posible determinar ciertas bandas de frecuencia que con-
tribuyen a la separacio´n de tipos de fallos. En la mayor´ıa de los casos, y considerando
las tipos de fallas de la BD3, el rango de baja frecuencia es quien aporta la informacio´n
ma´s discriminante, y los puntos t-f que all´ı se encuentran son caracter´ısticos en cada
tipo de fallo.
Las medidas de relevancia consideradas permiten extraer un subconjunto de puntos
caracter´ısticos para cada tipo de falla. Aunque la medida LC tiene el mejor rendimiento
de clasificacio´n para sen˜ales de arranque, el resultado se encuentra sesgado debido a
que las bandas de frecuencia que selecciona pertenecen a una regio´n de alta frecuencia,
donde se espera que no haya informacio´n alguna debido a la naturaleza de la sen˜al. Este
resultado se puede considerar no apropiado, debido a que la medida de LC, determina
la correlacio´n entre las variables (puntos t-f ) y sus respectivas etiquetas, tomando
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principalmente regiones del mapa TF que no contienen informacio´n frecuencial. Lo
cual explica que en puntos de medida como Y, el porcentaje de relevancia se conserve
sin importar el nu´mero de caracter´ısticas. Por otra parte, la medida de SU tiene en
cuenta las regiones donde existe mayor cambio de energ´ıa y por consiguiente, determina
la relevancia de las bandas de frecuencia de acuerdo con su distribucio´n por tipo de
fallo, lo que significa que cada tipo de fallo se encuentra agrupado en regiones espec´ıficas
y los cambios de velocidad no afectan su aglomeracio´n. Por tanto, la medida de SU
permite tipificar cada tipo de falla por las regiones en el mapa TF donde tienen mayor
fuerza.
Los distintos puntos de medicio´n utilizados, no presentan mayor diferencia en cuanto
a clasificacio´n de tipos de fallos, pero el punto de medida X sigue mostrando, al igual
que en el experimento anterior, que es ideal para caracterizar fallos de baja frecuencia.
Adema´s, es importante notar que en pruebas de arranque el punto de medicio´n X es
ma´s selectivo, mientras que en pruebas de parada, el punto de medida Y resulta ser
significativo para detectar zonas de intere´s en el mapa TF.
4.3. Experimento 3
En este experimento se realiza una estimacio´n de los o´rdenes presentes en la sen˜al de vi-
bracio´n bajo variaciones de velocidad, se analizan dos sen˜ales de parada para probar las
bondades y debilidades de la metodolog´ıa propuesta. Sen˜ales de arranque no son mostradas
debido a que la estimacio´n de para´metros v´ıa filtro de Kalman extendido, es bastante sus-
ceptible a la inicializacio´n del modelo mostrado en la Seccio´n 2.6.
Al analizar la sen˜al de parada en el punto de medida X, se realiza un estimacio´n de los
armo´nicos presentes en la sen˜al, que para este caso en particular es de 50, para asegurar que
en cada instante de tiempo se tenga la misma cantidad de armo´nicos. El modelo propuesto
utiliza los armo´nicos estimados para actualizar en cada instante de tiempo la estimacio´n de
los distintos ordenes presentes en la sen˜al.
La Figura 4-14 muestra los primeros seis o´rdenes estimados bajo el modelo propuesto. En
color gris se muestra la sen˜al asociada al orden estimado y la l´ınea gruesa representa la en-
volvente del orden, que en u´ltimas es el objetivo de las te´cnicas de seguimiento de orden (i.e.
estimar la amplitud de cada orden a trave´s del tiempo para determinar si existen transitorios
que permitan identificar varios tipos de fallos).
Los ordenes mostrados en la Figura 4-14 corresponden con una falla de Tipo I, por lo que
se espera que el primer orden presente una mayor amplitud, es decir, el nivel de vibracio´n es
mayor. Al comparar los diferentes ordenes se puede deducir que cada orden tiene un com-
portamiento no estacionario, y presentan grandes cambios en su forma de onda a medida
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Figura 4-14: Estimacio´n de o´rdenes para la sen˜al de parada en X - Tipo I. (L´ınea gruesa: envolvente)
que la velocidad disminuye. As´ı, los ordenes 3 y 4 son fuertemente afectados por el cambio
de velocidad, mientras que los ordenes 1 y 2 no tienen cambios significativos.
La estimacio´n de la IF es otro punto que se considera en el modelo utilizado, permitiendo
reducir la cantidad de sensores necesario para realizar un ana´lisis de vibraciones de alta
calidad. La estimacio´n de la IF se puede observar en la Figura 4-15, donde se muestra como
cambia la velocidad en el tiempo, en comparacio´n con la sen˜al de vibracio´n obtenida del
acelerometro.
Tambie´n se puede notar que a pesar que la velocidad de giro es cero despue´s del segundo
7, la frecuencia estimada no converge a cero debido a que existe un ruido (presente en la
adquisicio´n) que permanece en el tiempo aunque la ma´quina no se encuentre en funciona-
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Figura 4-15: Estimacio´n de IF la sen˜al de parada en X - Tipo I.
miento. Este ruido no puede ser eliminado porque se encuentra en un rango de frecuencias
de intere´s, que puede ser definitivo para diferenciar tipos de fallos.
Un fallo de Tipo VII es tambie´n descompuesto en sus diferentes ordenes (Figura 4-16). Co-
mo se trata de una dan˜o asociado a la desalineacio´n del acople, es de esperar que la ma´xima
amplitud se experimente en el segundo orden. Aunque se puede notar este tipo de respuesta,
resulta de mayor intere´s analizar el primer orden, debido a que presenta un conjunto de
impulsos que no se notan en la Figura 4-14, y es interesante ver como a partir del primer
impulso, durante los pro´ximos ordenes se propaga con mayor fuerza y de forma altamente
no estacionaria.
Estos resultados permiten corroborar las teor´ıas que la sen˜al bajo reg´ımenes de velocidad
variable tiene transitorios fuertes, y que sea posible determinar un tipo de dan˜o en bajo estos
estados.
La estimacio´n de la IF presenta mejor comportamiento que en el caso del fallo Tipo I. Sin
embargo, al observar la Figura 4-17 es notable que la frecuencia no alcanza el cero a pesar
de que la velocidad de giro de la ma´quina es cero.
La metodolog´ıa propuesta para seguimiento de orden permite descomponer la sen˜al de vi-
bracio´n en diferentes ordenes, y puede llegar a ser de gran utilidad en la localizacio´n de fallos
en estado temprano.
4.3.1. Discusio´n
El experimento 3 es una pequen˜a muestra de la capacidad de seguimiento que tiene el mo-
delo propuesto. Cabe notar que esta metodolog´ıa se encuentra en etapa de desarrollo, pero
un resultado preliminar permite mostrar las bondades en cuanto a seguimiento y estimacio´n
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Figura 4-16: Estimacio´n de o´rdenes para la sen˜al de parada en X - Tipo VII. (L´ınea gruesa: envolvente)
de IF. Es posible comprobar que los ordenes estimados para diferentes tipos de dan˜o mues-
tran un resultado que sugieren los expertos. Tambie´n permite mostrar que un ana´lisis en
reg´ımenes variables de carga y velocidad es necesario emplear te´cnicas de seguimiento que
contrarresten dichos cambios, ya sea para normalizar el espectro de la sen˜al con respecto a
la velocidad de giro de la ma´quina o para estimar las amplitudes asociadas a cada orden de
operacio´n.
Las debilidades de esta´ metodolog´ıa se fundamentan en la inicializacio´n de los para´metros
del EKF, debido a que estas te´cnicas parame´tricas son muy sensibles a cualquier cambio en
la sen˜al. Otro aspecto a mejorar es la estimacio´n de los armo´nicos porque de estos depende
en gran medida la adaptacio´n y precisio´n del modelo a cambios de velocidad.
Los resultados muestran un conjunto de metodolog´ıas y te´cnicas orientadas al procesamiento
de la sen˜al de vibracio´n bajo comportamientos variables, las cuales permiten extraer la
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Figura 4-17: Estimacio´n de IF la sen˜al de parada en X - Tipo VII.
dina´mica intr´ınseca de la sen˜al a pesar de la no estacionariedad que esta contiene. Igualmente,
la caracterizacio´n de distintos tipos de fallos bajo los reg´ımenes considerados es de gran ayuda
y aporte para la comunidad cient´ıfica y en especial, para la industria colombiana, ya que se
expone una solucio´n al problema de diagno´stico de ma´quina y mantenimiento preventivo que
se viene presentado con mayor recurrencia. Aunque el conjunto de experimentos en cierta
medida son aislados o desarrollados de forma independiente, esto permite mostrar que cada
uno de los me´todos tiene caracter´ısticas u´tiles y valiosas para el ana´lisis de vibraciones de
una ma´quina rotativa. Seguro que si se emplean todos los me´todos en cadena se puede llegar
a una metodolog´ıa asertiva y precisa.
5 Conclusiones
Por medio de este trabajo se logran obtener, comprobar y generar propuestas metodolo´gicas
que contribuyen al ana´lisis de vibraciones en ma´quinas rotativas, con la finalidad de ofrecer
un diagno´stico confiable al jefe de mantenimiento de la ma´quina y dar una interpretacio´n ma´s
amplia bajo diferentes perspectivas o puntos de vista que permitan enriquecer el conocimiento
y la discusio´n acade´mica que gira alrededor del ana´lisis de vibraciones. Los resultados del
trabajo se pueden resumir en forma global de la siguiente manera:
Se presenta un metodolog´ıa de ana´lisis de caracter´ısticas relevantes y redundantes que
se encuentran intr´ınsecas en la dina´mica de la sen˜al de vibracio´n. Los resultados de este
ana´lisis permiten determinar cuales son los componentes frecuenciales que aportan en
forma mayoritaria a la descripcio´n de la sen˜al para un tipo de fallo considerado. Por
lo que se puede decir que esta metodolog´ıa sirve para un ana´lisis de relevancia, donde
se escogen las caracter´ısticas relevantes sin afectar si el proceso es estacionario o no.
Una comparacio´n entre distintas formas de estimar caracter´ısticas en la sen˜al de vi-
bracio´n, permite relacionar un conjunto de variables - como los puntos de medida, la
velocidad en que opera la ma´quina (sea variable o constante)- que influyen de ma-
nera dra´stica sobre el resultado. De acuerdo a los resultados de clasificacio´n para los
distintos experimentos, la metodolog´ıa propuesta basada en caracter´ısticas dina´micas
permite mostrar que este tipo de caracterizacio´n es discriminante en todas las combi-
naciones y experimentos posibles, debido a que tienen en cuenta la energ´ıa de la sen˜al
para representar cada tipo de fallo.
Se desarrollo una metodolog´ıa con diferentes clasificadores, considerando problemas
multiclase y problemas de una clase, mostrando que es posible obtener buenos resulta-
dos de discriminacio´n. En el caso de clasificadores multiclase es claro que un clasificador
lineal tiene una capacidad de generalizacio´n muy buena sin tener gran influencia de
la caracterizacio´n empleada. Mientras que el caso de una clase existen factores deter-
minantes como las caracter´ısticas utilizadas y en gran medida, la cantidad de datos
necesarios para lograr una clasificacio´n estable.
La te´cnica de seguimiento de orden propuesta, comprende y da solucio´n de una forma
unificada a los inconvenientes de las te´cnicas que existen actualmente para esta tarea.
Aunque su rendimiento para separar ordenes es muy bueno, la susceptibilidad de los
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estimadores utilizados - al ruido y a la inicializacio´n - hace que la tasa de convergencia
disminuya.
6 Perspectivas
Las metodolog´ıas propuestas presentan un buen rendimiento para las bases de datos consi-
deradas. Sin embargo, la validacio´n de estas con otro tipo de sen˜ales permitir´ıa determinar
la capacidad de la metodolog´ıa para extrapolar su funcionamiento a otras configuraciones
de ma´quinas rotativas.
La implementacio´n de las te´cnicas de caracterizacio´n y clasificacio´n en sistemas embebidos
es un reto que se debe superar, permitiendo al personal de mantenimiento flexibilidad, fa-
cilidad y versatilidad en la manipulacio´n e interpretacio´n de los resultados obtenidos con
estas te´cnicas. Adema´s, es indispensable mostrar, que aunque las normas para ana´lisis de
vibraciones son muy claras, las condiciones bajo las cuales se cumplen son muy estrictas, por
cuanto es necesario utilizar otro tipo de te´cnicas como las expuestas en este trabajo.
La metodolog´ıa de seguimiento de orden au´n posee un conjunto ampl´ıo de variables que
dejan problemas abiertos. El primero de ellos es la estimacio´n automa´tica de la cantidad
de armo´nicos, debido a que se quiere representar de forma adecuada los principales ordenes
de intere´s. Pero, asociado al nu´mero de armo´nicos existe el problema de estimar cuales son
los principales y en el caso hipote´tico de presentarse un nuevo armo´nico a causa de una
falla no considerada, como se puede incluir este´ en el modelo. Otra variable importante y
que en la literatura se ha buscado respuesta, es como asignar o calcular los para´metros de
inicializacio´n del filtro de Kalman extendido, debido a la alta susceptibilidad que tiene al
ruido y a los cambios de potencia de la sen˜al. La solucio´n a este interrogante generar´ıa un
impacto bastante alto, en la sociedad industrial.
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