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L-series values of sextic twists for elliptic curves over Qr?´3s
Eugenia Rosu
Abstract
We prove a new formula for the central value of the L-function LpEDα, 1q corresponding
to the family of sextic twists over Qr?´3s of elliptic curves EDα : y2 “ x2 ` 16D2α3 for
D an integer and α P Qr?´3s. The formula generalizes the result of cubic twists over Q
of Rodriguez-Villegas and Zagier for a prime D ” 1p9q and of Rosu for general D. For
Nmα ” 1 mod 4 prime and for D ” ˘1, or D ” 2 and α ” ´1 mod ?´3, we also show
that the expected value from the Birch and Swinnerton-Dyer conjecture of the order of
the Tate-Shafarevich group is an integer square.
1 Introduction
In this paper we will consider the family of elliptic curves:
EDα : y
2 “ x2 ` 16D2α3,D P Z
where D P Z, α “ a` bω P Zrωs, ω “ ´1`
?´3
2
. The elliptic curves EDα are sextic twists over
K “ Qr?´3s of the familiar elliptic curve E1 : y2 “ x3 ` 1.
In the current paper we are computing a formula for the L-function LpEDα{K , 1q. From
the Birch and Swinnerton-Dyer (BSD) conjecture, we expect, when LpEDα{K , 1q ‰ 0, to have:
LppEDαq{K , 1q “
ΩDαΩDα
ś
p|6DNmα
cp
p#EDαpKqtorq2 #XEDα{K ,
where cp are the Tamagawa numbers, EDαpKqtor is the group of torsion points over K,
#XED{K is the order of the Tate-Shafarevich group of EDα over K, and ΩDα P Cˆ is a
period of EDα, more precisely ΩDαΩDα “ 1m1{2 p
Γp1{3q3?3
6piD1{3 q2. Moreover, when LpEDα{K , 1q ‰ 0,
XED{K is known to be finite, and from work of Cassels ([C]) its order is a square. Thus we
would like to compute:
SDα “ p#EDαpKqtorq
2
ΩDαΩDα
LpEDα{K , 1q.
Note that SDα should be an integer square up to Tamagawa numbers when SDα ‰ 0.
The elliptic curves EDα have complex multiplication (CM) by OK , the ring of integers of the
number field K. Then from CM theory we can find a Hecke characters χ defined over AˆK , the
ideles of K, such that:
LpEDα{K , sq “ Lps, χqLps, χq.
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We also note that the L-function LpEDα{K, sq has a functional equation from s to 2´s that
is expected to have constant global root number w “ 1 (see [BK]). Thus, unlike over Q, we do
not have cases for which the root number is negative, where we would expect immediately from
BSD that the set of rational points EDαpKq is non-empty. Instead, computing SDα explicitly
should be a first step towards settling this problem.
For D a cube free integer, D prime to 6α, we compute:
Theorem 1.1. Fix α “ a` bω P Zrωs prime to 3 and D a cube-free integer, pD, 6αq “ 1. Let
m “ Nmpa` bωq, M “ Qr?´3ms of discriminant ´3m˚. We have:
SDα “
ˇˇˇ
ˇcTrH3Dm˚ {K ΘM pDωqΘKpωq α1{2D1{3
ˇˇˇ
ˇ
2
,
and SDα{|c|2 P Z. Here ΘM pzq “
ř
rAsPClpMq
ř
λPA
e
2pii Nmλ
NmpAq z, ΘKpzq “
ř
m,nPZ
e2piipm2`n2´mnqz,
H3m˚D is the ring class field over K corresponding to the order O3Dm˚ “ Z` 3Dm˚OK , and
c “ 16|Lαp1,χq|2
m˚ , where Lαp1, χq “
ś
p|pαqp1´ χppqNm p´1q´1.
In the second part of the paper, using Theorem 1.1, we prove a stronger result:
Theorem 1.2. Let α in OK such that Nmα ” 1p4q and any integer D prime to 6α such that
• D ” ˘1p9q, or
• D ” ˘4p9q and α ” ´1p?´3q.
Then
SDα “
ˆ
sαTrH3Dm{KpTrH3Dm˚ {K
ΘM pDωq
ΘKpωq D
1{3α1{2
˙2
where sα “ 4ωl Lαp1,χqα for a cubic root of unity ωl. For c1 “
`
D
m
˘ pα
α
q2, where pα¨ q2 is the
quadratic character over Qr?´3s, then, when D is prime to m{Lαp1, χq, we have:
• SDα is an integer square, if c1 “ 1
• SDα is 3 times an integer square, if c1 “ ´1.
In order to show Theorem 1.2, we relate TDα “ TrH
3Dm˚{K
ΘM pDωq
ΘKpωq D
1{3α1{2 to its complex
conjugate. This requires relating TDα to the traces of various modular functions using prop-
erties of the theta function ΘM . The method should work for general m and D, however this
is very technical and quite involved. In order to simplify the computations, we treated only
the cases of Theorem 1.2.
The proof of Theorem 1.1 is similar to that of Theorem 3 of [Ro] and consists of computing
a formula for Lps, χq by using Tate’s thesis. We obtain a finite linear combination of Eisenstein
series and characters and by further applying a variation of the Siegel-Weil theorem we get
a linear combination of ratios of theta functions evaluated at CM points. These CM points
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corresponding to the ideal classes of the ring class group ClpO3Dm˚q. We finish up the proof
by applying Shimura reciprocity law to show that all terms are conjugate to each other over
H3Dm˚ .
Acknowledgements. The author would like the thank the Max Planck Institute for
Mathematics for hospitality.
2 Computing Lp1, χq
In this section we use the method of Rosu [Ro] to compute the value of Lp1, χq using Tate’s
thesis, giving us in Proposition 2.1 that Lp1, χq is a linear combination of values of Eisenstein
series and Hecke characters.
Let K “ Qr?´3s, OK its ring of integers, Kv the completion of K at the place v. We
denote Kp “ K bQ Qp and OKp “ OK bZ Zp the semilocal ring of integers.
2.1 Hecke characters
We can write explicitly the Hecke character χ : AˆK Ñ Cˆ as a product of Hecke characters
ϕ,χD, ε over K:
χ “ ϕχDε
Here the characters ϕ,χD, ε are defined in classical language as:
• ϕ : Ip3q Ñ Cˆ, where Ip3q is the space of ideals prime to 3. For an ideal A, we have
ϕpAq “ α, where α is the unique generator of A such that α ” 1 mod 3. The character
ϕ has conductor 3.
• The cubic character χD : Ip3Dq Ñ t1, ω, ω2u is defined for the space of ideals prime to
3D to be χD “
`
D
¨
˘
3
the complex conjugate of the cubic character defined in Ireland
and Rosen [IR]. More precisely,
`
D
¨
˘
3
is the unique cubic root of unity for which we have
χDppq ” D
Nm p´1
3 mod p. Moreover, χD is well-defined on ClpO3Dq, the class group for
the order O3D “ Z` 3DOK .
• The quadratic character εα : Ip2pa ` bω2qq Ñ t˘1u is defined on the space of ideals
prime to 2α. We have εα “
`
α
¨
˘
2
, the complex conjugate of the quadratic character
`
α
¨
˘
2
defined in Ireland and Rosen [IR]. The quadratic character is defined
´
α
p
¯
2
” αNm p´12
mod p for a prime ideal p. We also write
´
α
β
¯
2
“
´
α
pβq
¯
2
.
The character εα has conductor pa ` bω2q for m ” 1 mod 4 and conductor 4pa ` bω2q
for m ” 3 mod 4. Moreover, εα is defined on ClpOmq, respectively ClpO4mq, the class
groups for the orders Om “ Z`mOK and O4m “ Z` 4mOK , respectively.
We also note the properties:
3
–
´
β
a
¯
2
“
´
Nmβ
a
¯
, and
´
a
β
¯
2
“
´
a
Nm β
¯
, for a P Z, β P OK where
` ¨
a
˘
,
`
a
¨
˘
are the
usual quadratic characters over Q.
– εαpβq “ εαpβq
If β P OK such that β ” ωpDq, β ” 1p3q we will write χDpβq “ χDpωq and this equals
ω
D2´1
3 , thus explicitly we have:
χDpωq “
$’&
’%
1 if D ” ˘1p9q
ω if D ” ˘4p9q
ω2 if D ” ˘2p9q.
We also remark that we can write primitive idealsA inOK as a Z-moduleA “
”
a, ´b`
?´3
2
ı
,
where a “ NmA and b is chosen such that b2 ” ´3 mod 4a.
2.2 Schwartz-Bruhat functions
We choose the Schwartz-Bruhat function Φf P SpAK,f q such that Tate’s zeta function Zps,Φ, χq
defined below to be nonzero. More precisely, Φf “
ś
v∤8
Φv, where:
• Φv “ charOKv for v ∤ 3D,
• Φp “
ř
pa,pq“1
´
a
p
¯
charpa`pOKpq for p|Dm,
• Φv “ charp1`3OKv q´ charp2`3OKv q for v “
?´3.
• Φ2 “
#
charZ2rωs for m ” 1 mod 4
char1`4Z2rωs´ char3`4Z2rωs for m ” 3 mod 4.
2.3 Tate’s zeta function
For a Hecke character χ : AˆK{Kˆ Ñ Cˆ and a Schwartz-Bruhat function Φ P SpAKq, Tate’s
zeta function is defined locally as Zvps, χv,Φvq “
ż
Kvˆ
χvpαvq|αv|svΦvpαvqdˆαv, and globally as
Zps, χ,Φq “ś
v
Zvps, χv,Φvq. As a global integral this is
Zps, χ,Φq “
ż
Aˆ
K
χpαq|α|sΦpαqdˆα.
Here we choose the self-dual Haar measure as in Tate’s thesis (see [Bu]). Tate’s zeta
function Zps, χ,Φq has meromorphic continuation to all s P C and in our case it is entire.
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We will compute Zf ps, χf ,Φf q for χ and the Schwartz-Bruhat function Φf chosen above.
From Tate’s thesis (see [Bu], Proposition 3.1.4), we have the equality of local factors Lvps, χq “
Zvps, χq at all the unramified places, and thus
Lps, χq “ Zf ps, χ,Φq
ź
v|3Dm˚
Lvps, χq
Zvps, χ,Φvq .
At the ramified places , when Φv is nonzero we have Φvpxqχpxq “ 1, thusź
v|p
Zvps, χ,Φpq “ volpZ` pOKpqˆq
and furthermore we get
ś
v|3m˚D
Zvps, χ,Φpq “
ś
p|3Dm˚
volp`Z` 3Dm˚OKp˘ˆq.
The terms Lvps, χq “ 1 for v|3Dα by definition, and for the unramified places v, where
v|α, we have
Lvps, χq “ p1´ εαppvqχDppvq̟vq´sv q´1,
where ̟v is the unique generator of pv such that ̟v ” 1p3q, and qv “ Nmαv.
Thus for all s and for Φ the Schwartz-Bruhat function chosen above, we have:
Lps, χq “ Zf ps, χf ,Φf qV3Dm˚ , (1)
where V3Dm˚ “
ś
p|3Dm˚
volp`Z` 3Dm˚OKp˘ˆq.ś
v|αp1´ εαppvqχDppvq̟vq´sv q
.
Next we compute the value of Zf ps, χf ,Φf q as a linear combination of Hecke characters
and use (1) to get the value of Lps, χD,fϕf q:
Lemma 2.1. For all s P C and the Schwartz-Bruhat function Φf P SpAK,fq chosen above, we
have:
Lps, χq “ Lαps, χq
ÿ
βfPUp3Dm˚qzAˆK,f {Kˆ
Ips, αf ,Φf qϕpβq,
where Ips, αf ,Φf q “
ÿ
kPKˆ
k
|k|2sC
Φf pkαf q and Up3Dm˚q “
ś
p|3Dm˚
pZ` 3Dm˚OKpqˆ
ś
v∤3D
O
ˆ
Kv
and Lαps, χq “
ś
v|α Lvps, χq
.
Proof: We take the quotient by Kˆ in the integral defining Zf ps, χDϕ,Φf q and get:
Zf ps, χ,Φf q “
ż
Aˆ
K,f
{Kˆ
ÿ
kPKˆ
χf pkβf q|kβf |sfΦf pkβf qdˆβf .
We have χD,f pkβf q “ χ´1D,8pkqχD,f pβf q “ χD,f pβf q, εα,f pkβf q “ χ´1α,8pkqχα,f pβf q “
χα,f pβf q, ϕf pkβf q “ ϕ´18 pkqϕf pβf q “ kϕf pβf q and |kβf |sf “ |k|´s8 |βf |sf “ |k|´2sC |βf |sf , where
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| ¨ |C is the usual absolute value over C. Then the integral reduces to:
Zf ps, χDϕ,Φf q “
ż
Aˆ
K,f
{Kˆ
˜ ÿ
kPKˆ
k
|k|2sC
Φf pkβf q
¸
χD,f pβf qεα,f pβf qϕf pβf q|βf |sf dˆβf .
As ϕ and | ¨ | are unramified on Up3m˚Dq, and Φf pkβf qχD,f pβf qεα,f pβf q “ 1 as well on
Up3m˚Dq, we get a finite sum :
Zf ps, χDϕ,Φf q “ volpUp3m˚Dqq
ÿ
Up3m˚DqzAˆ
K,f
{Kˆ
˜ ÿ
kPKˆ
k
|k|2sC
Φf pkβf q
¸
χD,f pβf qεα,f pβf qϕf pβf q|βf |sf
As volpUp3m˚Dqq “ ś
p|3Dm˚
volp`Z` 3Dm˚OKp˘ˆq and using (1), we get:
Lps, χq “ Lαps, χq
ÿ
Up3m˚DqzAˆ
K,f
{Kˆ
˜ ÿ
kPKˆ
k
|k|2sC
Φf pkβf q
¸
χD,f pβf qεα,f pβf qϕf pβf q|βf |sf .
2.4 Representatives
We rewrite for representatives βf P
ś
vO
ˆ
Kv
, β3 ” 1p3q:
ÿ
βPUp3m˚DqzAˆ
K,f
{Kˆ
1
β
˜ ÿ
kPKˆ
βk
|βk|2sC
Φf pkβf q
¸
χD,f pβf qεα,f pβf q
Moreover, this equals:
ÿ
βPUp3m˚DqzAˆ
K,f
{Kˆ
1
β
˜ ÿ
kPOK
βk
|βk|2sC
Φ3Dm˚pkβf q
¸
χD,f pβf qεα,f pβf q
We take β0 P OK such that β0 ” β mod 3Dm˚. Let A “ pβ0q be the corresponding
ideal. We write A “
”
a, ´b`
?´3
2
ı
and Φ3Dm˚pkβq ‰ 0 for k P OK , it implies kβ P A and
kβ P pZ` 3Dm˚OKqˆ. Then we have
ÿ
kPOK
βk
|βk|2sC
Φ3m˚Dpβkq “
ÿ
c,dPZ
`
da
3m˚
˘ pd` 3Dm˚c´b`?´3
2a
q
|da` 3m˚Dc´b`
?´3
2
|2s
.
Moreover, we have χD,fpβf q “ χD,f ppβ0qp|3Dq “ χ´1D,vppβ0qv|β0q “ χDpAq and similarly
εα,f pβf q “ ε´1α pAq “ εαpAq. Note further that
`
a
m
˘ “ ` a
α
˘ “ εαpNmAq “ εαpAqεαpAq.
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We have Up3m˚DqzAˆK,f{Kˆ » ClpO3m˚Dq, the ring class field corresponding to the order
O3m˚D “ Z` 3m˚DOK . Taking as representatives the ideals A above, we have:
ÿ
rAsPClpO
3m˚Dq
ÿ
c,dPZ
`
d
3m˚
˘
pd` 3Dm˚c b`
?´3
2a
q|d` 3m˚Dc b`
?´3
2a
|2s´2
χDpAqεαpAqβa´2s
We denote the Eisenstein series
E3m˚ps, zq “
ÿ
c,dPZ
`
d
3m˚
˘
pd` czq|d ` cz|s ,
thus we got above:
Lps, χq “ Lαps, χq
ÿ
rAsPClpO
3m˚Dq
E3m˚p2s ´ 2, 3m˚Db`
?´3
2a
qχDpAqεαpAqβa´2s
For A “ ra, ´b`
?´3
2
s we denote by τA “ ´b`
?´3
2
and by kA the unique generator of A
such that kA ” 1 mod 3. In our case we have β0 “ kA. Then we got above:
Lps, χq “ Lαps, χq
ÿ
rAsPClpO
3m˚Dq
E3m˚p2s ´ 2, 3m˚DτAqχDpAqεαpAqkAa´2s
Changing A to A in ClpO3m˚Dq we get:
Lps, χq “ Lαps, χq
ÿ
rAsPClpO
3m˚Dq
E3m˚p2s ´ 2, 3m˚DτAqχDpAqεαpAqkAa´2s
For s “ 1, we get:
Lp1, χq “ Lαp1, χq
ÿ
rAsPClpO
3m˚Dq
E3m˚p0, 3m˚DτAqχDpAqεαpAq 1
kA
We recall Lemma 3.8 from [Ro]. For A “
”
a, ´b`
?´3
2
ı
, we have:
ΘK
ˆ´b`?´3
2a
˙
“ ϕpAqΘKpωq (2)
Thus we get:
Proposition 2.1.
Lp1, χq “ Lαp1, χqΘKpωq
D1{3α1{2
ÿ
rAsPClpO
3m˚Dq
E3m˚p0, 3m˚DτAq
ΘKpτAq χDpAqεαpAqD
1{3α1{2.
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3 Eisenstein series
In this section we find the explicit Fourier expansion of E3m˚ps, zq at s “ 0 using the work
of Hecke [H], and relate E3m˚p0, zq to the value of a theta function ΘM , corresponding to the
number field M “ Qr?´3ms. We also present some properties of ΘM pzq that we will later
use in Section 5.
3.1 Fourier expansion of E1pz; a1, a2, mq
We consider the following function:
Espz; a1, a2, Nq “
ÿ
c”a1pmod Nq
d”a2pmod Nq
1
pcz ` dq|cz ` d|s ,
we can further get the Fourier expansion at s “ 0 (see [H]):
E0pz; a1, a2, Nq “ Cpa1, a2, Nq ´ 2πi
N
ÿ
cną0,
c”a1pmod Nq
psgnpnqqe2piina2{Ne2piincz{N ,
where the constant part is:
Cpa1, a2, Nq “ δpa1{Nq
ÿ
d”a2pmod Nq
sgnpdq
|d|s`1 |s“0 ´
πi
N
ÿ
c”a1pmod Nq
sgnpcq
|c|s |s“0,
for δpa1{Nq “
#
1, if N |a1;
0, if m ∤ a1.
Using the above, we compute:
Lemma 3.1. Let L “ Qr?´N s the number field of discriminant ´N , OL its ring of integers
and define ΘN pzq “
ř
rasPClpOLq
Θapzq “ hN2 `
ř
Ně1
př
d|n
`
d
N
˘qe2piinz. Then for N ‰ 3, we have:
(i)
ÿ
c,dPZ
`
d
N
˘
Ncz ` d “
4π?
N
ΘN pzq,
(ii)
ÿ
c,dPZ
`
c
N
˘
cz ` d “ ´4πiΘN pzq.
Proof: Note that
`´1
N
˘ “ ´1, as N is the discriminant of Qr?´N s. We compute the
Fourier expansion of (i) using Hecke’s Eisenstein series Epz; a1, a2, Nq:
ÿ
c,dPZ
`
d
N
˘
Ncz ` d “
N´1ÿ
a1,a2“0
ÿ
c,dPZ
c”a1 mod N
d”a2 mod N
`
d
N
˘
Ncz ` d “
N´1ÿ
a1,a2“0
´a2
N
¯
E1pz; a1, a2, Nq.
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We write the Fourier expansion of each term E1pz; a1, a2, Nq and compute the constant
term:
N´1ÿ
a1,a2“0
´a2
N
¯
Cpa1, a2, Nq “ 2
8ÿ
d“1
`
d
N
˘
|d|s`1 |s“0 ´
2π
N
N´1ÿ
a2“0
8ÿ
c“1
´a2
N
¯ 1
|c|s |s“0 “ 2Lp1,
´ ¨
N
¯
q.
We also compute the non-constant terms:
N´1ÿ
a1,a2“0
´a2
N
¯ ÿ
cną0,
c”a1pmod Nq
psgnpnqqe2piina2{Ne2piincz{N “ 2
N´1ÿ
a1,a2“0
´a2
N
¯ ÿ
n,cą0,
c”a1pmod Nq
e2piina2{Ne2piincz{N .
Furthermore, we can rewrite this as:
2
8ÿ
T“1
ÿ
n|T
N´1ÿ
a2“0
´a2
N
¯
e2piina2{Ne2piiTz{N “ 2
8ÿ
T“1
¨
˝ÿ
n|T
´ n
N
¯˛‚e2piiTz{N .
As Lp1, ` ¨
N
˘q “ pihN?
N
, where hN is the class number of Qr
?´Ns, we get:
2Lp1,
´ ¨
N
¯
q´4π
N
8ÿ
T“1
¨
˝ÿ
n|T
´ n
N
¯˛‚e2piiTz{N “ 4π?
N
˜
hN
2
`
8ÿ
T“1
#pideals of norm T qqT {N
¸
, q “ e2piiz .
For (ii), we write similarly
ÿ
c,dPZ
`
c
N
˘
cz ` d “
N´1ÿ
a1,a2“0
´a1
N
¯
E1pz; a1, a2, Nq. We compute the
constant term:
N´1ÿ
a1,a2“0
´a1
N
¯
Cpa1, a2, Nq “ ´2π
8ÿ
c“1
`
c
N
˘
|c|s |s“0 “ ´2πLp0,
´ ¨
N
¯
q “ ´2πihN .
We also compute the non-constant part:
´2πi
N
N´1ÿ
a1,a2“0
´a1
N
¯ ÿ
cną0,
c”a1pmod Nq
psgnpnqqe2piina2{Ne2piincz{N “ ´4πi
8ÿ
T“1
¨
˝ÿ
n|T
´ n
N
¯˛‚e2piiTz{N ,
which gives us the result.
ForM “ Qr?´3ms, let ´3m˚ be its discriminant, and we define Θapzq “
ř
λPa
e2piiNmλ{Nm a
and
ΘM pzq “
ÿ
rasPClpOM q
Θapzq.
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Moreover, it has the Fourier expansion:
ΘM pzq “ hM
2
`
ÿ
Ně1
p
ÿ
d|n
ˆ
d
3m˚
˙
qe2piinz .
For N “ 3m˚, Lemma 3.1 gives us:
E3m˚p0, 3m˚zq “ 4π?
3m˚
ΘM pzq, (3)
Thus we get in Proposition 2.1:
Proposition 3.1.
Lp1, χq “ Lαp1, χq4πΘKpωq?
3m˚D1{3α1{2
ÿ
rAsPClpO
3m˚Dq
ΘM pDτAq
ΘKpτAq χDpAq
´ α
A
¯
2
D1{3α1{2.
Recall that from [Ro] we have ΘK pωq “ Γ
`
1
3
˘3 {p2π2q. We denote:
TDα “
ÿ
rAsPClpO
3m˚Dq
ΘMpDτAq
ΘKpτAq χDpAq
´ α
A
¯
2
D1{3α1{2. (4)
Then we get:
Corollary 3.1. LpEDα{K , 1q “ ΩDαΩDα
16|Lαp1, χq|2
m˚
|TDα|2.
3.2 Properties of ΘM
We also present now several properties of ΘM that will be used in Section 4 and Section 5.
Lemma 3.2. For γ “ ` a bc d ˘ P Γ0p3m˚q, we have the transformation:
ΘM pγzq “
ˆ
d
3m˚
˙
pcz ` dqΘM pzq.
Proof: Note first that for γ “ ` A BC D ˘ P Γ0p3m˚q, we have E3m˚ps, γzq “ ř
c,dPZ
p d
3m˚ q
pc Az`B
CZ`D`dq|c Az`BCZ`D`d|s
“ ` C
3m˚
˘ pcz ` dq|cz ` d|s ř
c,dPZ
p ca`dC
3m q
ppcA`dCqz`cB`dDq|pcA`dCqz`cB`dD|s “
`
C
3m˚
˘ pcz ` dq|cz `
d|sE3m˚ps, zq. Taking the limit s Ñ 0 as in [Ro], we get: E3m˚p0, γzq “
`
C
3m˚
˘ pcz ` dq|cz `
d|sE3m˚ps, zq and together with (3), we get the result of the lemma.
Lemma 3.3. We have:
3ΘM p3zq “ ΘMpzq `ΘMpz ` 1{3q `ΘM pz ´ 1{3q.
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Proof: Recall that ΘMpzq “ hM2 `
ř
Ně1 cNe
2piiNz, where cN is the number of ideals of
norm N in Qr?´m˚s. Then we have:
ΘM pzq `ΘM pz ` 1{3q `ΘM pz ´ 1{3q. “ 3hM
2
`
ÿ
Ně1
cNe
2piiNzp1` e2piiN{3 ` e2pii2N{3q,
which further equals
ř
3c3N e
2pi3Nz “ 3ΘM p3zq.
Using Proposition 3.1, we show
Lemma 3.4. We have the transformation
ΘM pzq “ ´1
3m˚z
?
3m˚
i
ΘM
ˆ
´ 1
3m˚z
˙
(5)
Proof: We rewrite forN “ 3m˚, we have
ÿ
c,dPZ
`
d
N
˘
pNcz ` dq|Ncz ` d|s “
´1
Nz|Nz|s
ÿ
c,dPZ
`
d
N
˘
pc` d´1
Nz
q|c` d´1
Nz
|s .
Taking the limit to s “ 0, we get from Lemma 3.1:
4π?
3m˚
ΘMpzq “ ´4πi ´1
3m˚z
Θ
ˆ ´1
3m˚z
˙
,
which gives us the result.
Recall from [Ro], we also have:
ΘKpzq “ ´1
3z
?
3
i
ΘM
ˆ
´ 1
3z
˙
. (6)
4 Galois conjugates
Our final step in showing Theorem 1.1 is to show that the individual terms in the sum TDα
in (4) are Galois conjugates to each other, using Shimura’s reciprocity law.
We recall an explicit version of Shimura’s reciprocity law. For more details see [Ro]. Let
A “ ra, ´b`
?´3
2
s be a primitive ideal and kA “ sa` t´b`
?´3
2
a generator. Let c “ b2`3
4a
. Then
for σA the Galois action corresponding to the ideal A via the Artin map and for f a modular
function of level dividing 3Dm˚, we have for τ “ ´b`
?´3
2
:
pfpτqqσ´1A “ f
´
ta´sb ´sca
s ta
¯
p|3Dm˚ pτq, τ “ ´b`
?´3
2
,
Moreover, if f has rational coefficients at 8, we have:
pfpτqqσ´1A “ f
´
ta´sb ´sc
s t
¯
p|3Dm˚ pτq “ fp` ta´sb ´sc
s t
˘
τq. (7)
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We also recall Lemma 5.4 from [Ro] for a modular function f and an ideal A “ ra, ´b`
?´3
2
s,
a “ NmA, b2 ” ´3 mod 4a. Let τ “ ´b`
?´3
2
, τA “ ´b`
?´3
2a
. Then we have the Galois
action:
F pτqσ´1A “ F pτAq. (8)
We define
F pzq “ ΘMpDzq
ΘKpzq .
Using Shimura’s reciprocity law we compute the Galois conjugates of F pωq below:
Lemma 4.1. For A “ ra, ´b`
?´3
2
s a primitive ideal with generator kA “ ta ` s´b`
?´3
2
,
3m˚D|s, t ” 1p3q, we have:
pF pωqqσ´1A “
ˆ
t
m
˙
F pτq.
Proof: Using the remarks, above, for c “ b2`3
4a
, and τ “ ´b`
?´3
2
we need to compute:
F p` ta´sb ´scs t ˘ τq “ ΘMp
´
ta´sb ´3m˚sc
s{D t
¯
Dτq
ΘKp
`
ta´sb ´sc
s t
˘
τq
Using Lemma 3.2 for 3m˚|s, we get
F p` ta´sb ´sc
s t
˘
τq “
ˆ
t
3m˚
˙
ΘM pDτq
ΘKpτq ,
which proves the lemma.
Lemma 4.2. F pωqα1{2D1{3 P H3m˚D.
Proof: Let A “ ra, ´b`
?´3
2
s a primitive ideal with generator kA “ ta`s´b`
?´3
2
, 3m˚D|s,
t ” 1p3q. Then pα1{2qσ´1A “
´
kA
α
¯
2
α1{2 and by definition
´
α
kA
¯
2
“ ` α
ta
˘
2
“ ` ta
m˚
˘
. Combining
this with the lemma above, we get:
pF pωqα1{2qσ´1A “
´ a
m˚
¯
F pωqα1{2
Note that as 3m|s, we have a “ Nm kA ” t2a2 mod 3m˚, thus t2 ” a mod 3m˚, implying`
a
m˚
˘ “ 1. As D1{3 P H3Dm, this finishes our proof.
Moreover, using (8) for the modular function F pzq “ ΘM pDzq
ΘKpzq , we have for τA “
´b`?´3
2a
:
F pτqσ´1A “ F pτAq.
Then we can rewrite (4):
TDα “
ÿ
rAsPClpO
3m˚Dq
pF pτqD1{3α1{2qσ´1A . (9)
Then combining with Lemma 4.2, we get:
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Proposition 4.1. We have:
TDα “ TrH
3Dm˚ {KpF pωqD1{3α1{2q.
and TDα P OK .
To see that TDα P OK , it is enough to show that F pωq is an algebraic integer. This follows
from the fact that ω is a CM point and F is a modular function that has integer coefficients
in its Fourier expansion at 8.
This together with Corollary 3.1 implies:
Theorem 4.1. For all cube-free D ‰ 2, 3 prime to α, we have:
LpEDα{K , 1q “ ΩDαΩDαc
ˇˇˇ
ˇTrH3Dm˚{K
ˆ
ΘM pDωq
ΘKpωq D
1{3α1{2
˙ˇˇˇ
ˇ
2
,
where c “ 16|Lαp1,χq|2
m˚ .
5 Value as a square
To simplify the calculations, we consider the case of m “ m˚, i.e. m ” 1p4q. Using Theorem
4.1, we will show:
Theorem 5.1. Let α in OK such that Nmα ” 1p4q and any integer D such that
• D ” ˘1p9q, or
• D ” ˘4p9q and α ” ´1p?´3q.
Then for SDα “ LpEDα{K ,1q
ΩDαΩDα
we have:
SDα “ X2Dα,
where XDα “ 4Lαp1, χq
α
χDpαqε
1p?´3qα
ϕpαq TrH3Dm{Kp
ΘM pDωq
ΘKpωq D
1{3α1{2q we have
XDα “ c1XDα,
where c1 “
`
D
m
˘
εαpαq and for D prime to m{Lαp1, χq, we have XDα P Z if c1 “ 1, XDα{
?´3 P
Z if c1 “ ´1. Otherwise XDα, respectively XDα{
?´3, is an integer up to a divisor of D for
c1 “ 1, c1 “ ´1 respectively.
We choose b0,j such that b0,j ”
?´3 mod α, b0,j ” jp3q and b0,j ” 1pDq for j “ 0, 1, 2.
Let τ0,j “ ´b0,j`
?´3
2
.
We will also use the following notation:
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X “ TrH3Dm{K
ΘM
´
D b0`
?´3
2
¯
ΘKpωq α
1{2D1{3 Xi “ TrH3Dm{K
ΘM
´
b0,i`
?´3
6mD
¯
ΘK
´
b0,i`
?´3
6
¯α1{2D1{3, i “ 1, 2
T “ TrH3Dm{K
ΘM
´
b0,1`
?´3
6D
¯
ΘM
´
b0,1`
?´3
6
¯α1{2D1{3 Y0 “ TrH3Dm{K ΘM
´
b0,0`
?´3
6mD
¯
ΘK pωq α
1{2D1{3
Z “ TrH3Dm{K
ΘM
´
D
b0,i`
?´3
2m
¯
ΘKpωq α
1{2D1{3, all i Y “ TrH3Dm{K
ΘM
ˆ
b0,i`
?´3
2Dm
˙
ΘKpωq α
1{2D1{3, all i
Yi “ TrH
3Dm˚ {K
ΘM
´
b0,i`
?´3
6mD
¯
ΘKpωq α
1{2D1{3, i “ 1, 2
Note that we use the notationX for TDα. We recall from Lemma 4.2 that
ΘM
´
D
b0`
?´3
2
¯
ΘK
´
b0`
?´3
2
¯ α1{2D1{3 P
H3Dm. One can show similarly that, for e, e
1, e2 “ 0, 1, f “ ˘1, we have
ΘM
ˆ
Df
b0,i`
?´3
2¨3eme1
˙
ΘK
ˆ
b0,i`
?´3
2¨3e2
˙ α1{2D1{3 P
H3Dm by computing the Galois actions using 7, thus the traces above are well defined.
In order to show Theorem 5.1, we want to change Lαp1, χqX by a sixth root of unity and
show that this is an integer or
?´3 times an integer.
In section 5.1, we compute several relations between Xi, Yj and Z, and their complex
conjugates, which leads to showing in Proposition 5.1 that X1{α is real or purely imaginary
up to a sixth root of unity.
In Section 5.2 we compute two formulas that relate X and T to X1, showing in Corollary
5.3 that:
X “ 1pm´ 1qD
ˆ
D
m
˙
X1
Lαp1, χq ,
which together with Proposition 5.1 implies that X1Lαp1χq{α is also real or purely imaginary
up to a sixth root of unity, proving Theorem 5.1.
5.1 Results about X1, Y0 and Z
In this section we want to relate X1 to its complex conjugate X1.
In Lemma 5.2 we relate Y0 to its complex conjugate and show that in certain cases Y0 “ 0
and in Lemma 5.3, we relate the values of X1 to Z and Y . Combining these results with
Lemma 3.3, in Lemma 5.1 we show that X1{α is real or purely imaginary up to a sixth root
of unity.
To simplify notation, we will write ε1 :“ εα “
`
α
¨
˘
. We first show the following useful
Lemma:
Lemma 5.1. Let A0 “ pk0q be the ideal generated by k0 “ tAa ` 3s1m´b0`
?´3
2
, a “ NmA,
b2
0
” ´3pDq and such that D|tA.
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Let fpzq “ ΘMp τ
3eme
1 q for e, e1 “ 0, 1. For fpzqΘKpzq a modular function for Γp6mDq as above,
we have :
fpDτq
ΘKpτq “
1
D
ˆ
tAD
m
˙ˆ
fpτ{Dq
ΘKpτq
˙σ´1
A0
Proof: Let c “ b20`3
4am
and sA “ 3s1m. For Gpzq “
ΘM p z
3eme
1 q
ΘKpzq a modular function of level
dividing 6Dm, from Shimura reciprocity law (7), we have:
Gpτqσ´1A0 “ Gp
´
tAa´sAb ´sAcm
sA t
¯
τq.
Explicitly, we compute:
ΘM p
´
D 0
0 3eme
1
¯ `
ta´sb ´scm
s t
˘
τq “ ΘM p
ˆ
ptAa´sAbqD ´sAc{3e1
´sAme13e tA{D
˙´
1 0
0 D3eme
1
¯
τq.
As sA “ 3ms1, using Lemma 3.2, this equals
´
tA{D
3m˚
¯
1
D
psAτ ` tAq. Similarly we get
ΘKp
´
tAa´sAb ´sAcm
sA tA
¯
τq “
ˆ
tA
3
˙
psAτ ` tAqΘKpτq.
Thus we have:
Gp
´
tAa´sAb ´sAcm
sA t
¯
τ0q “ 1
D
ˆ
DtA
m
˙
fpτ{Dq
ΘKpτq .
We relate below Y0 to its complex conjugate:
Lemma 5.2. If b0 ” 0p3q and b0 ”
?´3pαq, b0 ” 1pDq we have:
(i) Y0 “ 0, if D ” ˘1,˘4p9q.
(ii) Y0 “ ´
`
D
m
˘
χDpωqϕpαqα χDpαqε1pαqY 0, if D ” ˘2p9q.
Proof: We let C0 “
´´b0,0`?´3
2
¯
{pα?´3q and c0 “ NmpC0q. Note that b
2
0,0`3
4
“ 3mc0
and ε1pC0qε1pαqε1p
?´3q “ ε1pb0q “ ε1p
?´3q, thus ε1pC0q “ ε1pαq.
We make several transformations:
•
ΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2
¯ “ ϕpαqΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2m
¯ , from (2).
•
ΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2m
¯ “ D
3
?
m
ΘM
´
´b0`
?´3
6c0m
D
¯
ΘK
´
´b0`
?´3
18c0
¯ , using (5).
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•ΘM
´
´b0`
?´3
6c0m
D
¯
ΘK
´
´b0`
?´3
18c0
¯ “
¨
˝ΘM
´
´b0`
?´3
6m
D
¯
ΘK
´
´b0`
?´3
18
¯
˛
‚
σ´1
C0
, from (8).
•
ΘM
´
´b0`
?´3
6m
D
¯
ΘK
´
´b0`
?´3
2
¯ “ 1
D
ˆ
DtA
m
˙¨˝ΘM
´
´b0`
?´3
6mD
¯
ΘK
´
´b0`
?´3
2
¯
˛
‚
σ´1
A0
,
where A0 “ tAa` 3ms1τ0,0, and tA “ Dt1 and where we have used 5.1.
Thus we got:
ΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2
¯ “ 3ϕpαq?
m
ˆ
DtA
m
˙ ΘK ´´b0`?´32 ¯
ΘK
´
´b0`
?´3
18
¯
¨
˝ΘM
´
´b0`
?´3
6mD
¯
ΘK
´
´b0`
?´3
2
¯
˛
‚
σ´1
C0
σ´1
A0
Furthermore, this implies:
ΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2
¯α1{2D1{3 “ 3ϕpαq
α
ˆ
DtA
m
˙ ΘK ´´b0`?´32 ¯
ΘK
´
´b0`
?´3
18
¯
¨
˝ΘM
´
´b0`
?´3
6mD
¯
ΘK
´
´b0`
?´3
2
¯
˛
‚
σ´1
C0
σ´1
A0
α1{2D1{3,
or equivalently:
ΘM
´
b0`
?´3
6Dm
¯
ΘK
´
b0`
?´3
2
¯α1{2D1{3 “ 3ϕpαq
α
ˆ
DtA
m
˙ ΘK ´´b0`?´32 ¯
ΘK
´
´b0`
?´3
18
¯
¨
˝ΘM
´
´b0`
?´3
6mD
¯
ΘK
´
´b0`
?´3
2
¯α1{2D1{3
˛
‚
σ´1
C0
σ´1
A0
χDpA0C0qε1pA0C0q,
We have ε1αpC0q “ ε1pαq and χDpC0qχDpαq “ χDp
´
b0,0{3
?´3`1
2
¯
q. We also have χDpA0q “
χDpωq, as tAa ` 3ms1 ´b0,0`
?´3
2
” 1p3q and ” 3ms1ωpDq. We also have ε1pA0q “ ε1pA0q “`
tA
m
˘
.
Thus
Y0 “
ˆ
D
m
˙
3ϕpαq
α
ΘK
´
´b0`
?´3
2
¯
ΘK
´
´b0`
?´3
18
¯χDpαqχDp
ˆ´b0,0{3?´3` 1
2
˙
qε1pαqχDpω2qY 0.
Moreover, if we choose b0,0 ” 3p9q and b10,0 “ b0,0 ” ´3p9q such that b0,0 ” b10,0p4mDq, we
get
ΘM pD τ0,03m q
ΘKpτ0,0q “
ΘM pD
τ 1
0,0
3m
q
ΘKpτ0,0q which from above implies, if Y0 ‰ 0:
χDp´b0,0{3
?´3`1
2
q
ΘKpτ0,0{9q “
χDp´b
1
0,0{3
?´3`1
2
q
ΘKpτ 10,0{9q
.
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As ΘKpτ0,0{9q “ ´3ωΘpωq, this implies:
χDp´b0,0{3
?´3`1
2
q
ω
“ χDp
´b1
0,0{3
?´3`1
2
q
ω2
.
Finally, we have:
´b0,0{3
?´3`1
2
” ωp3q and ´b0,0{3
?´3`1
2
”
?´3
3
ω2pDq, thus χDp´b0,0{3
?´3`1
2
q “
χDpωq. On the other hand ´b
1
0,0{3
?´3`1
2
” ´ω2p3q and ´b
1
0,0{3
?´3`1
2
”
?´3
3
ω2pDq, thus
χDp´b
1
0,0{3
?´3`1
2
q “ 1. So we get, if Y0 ‰ 0:
χDpωq “ ω2.
If χDpωq “ 1, ω, we have Y0 “ 0, while for χDpωq “ ω2, we got:
Y0 “ ´
ˆ
D
m
˙
ϕpαq
α
χDpαqε1pαqχDpωqY 0.
Recall Z “
ΘM
´
D b0`
?´3
2m
¯
ΘM
´
b0`
?´3
2
¯ α1{2D1{3. We relateX1 (and more generally TrH3Dm{K ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3)
to Y and Z below:
Lemma 5.3. For b0 ”
?´3pαq, b0 ” ˘1p6q and let b0`
?´3
2
” ξpDq. We have:
(i) TrH3Dm{K
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ D α
ϕpαqχDpαqε
1pαqε1p?´3qχDpb0 `
?´3
2
qZ.
(ii) TrH3Dm{K
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ `D
m
˘
ε1p?´3qχDpξqχD
´
b0`
?´3
2
¯
α
ϕpαqχDpαqε1pαqY ,
(iii) Y “ D `D
m
˘
χD pξqZ.
Proof: Let C0 “ p´b0`
?´3
2
q{pαq and c0 “ Nm C0. We compute:
•
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯ “ D?mΘM
´
D´b0`
?´3
2mc0
¯
ΘM
´
´b0`
?´3
2mc0
¯ from (5)
•
ΘM
´
D
´b0`
?´3
2mc0
¯
ΘM
´´b0`?´3
2mc0
¯ “
˜
ΘM
´
D
´b0`
?´3
2m
¯
ΘM
´´b0`?´3
2m
¯
¸σ´1
C0
using (8) for the ideal C0
•
˜
ΘM
´
D
´b0`
?´3
2m
¯
ΘM
´´b0`?´3
2m
¯
¸σ´1
C0
“ 1
ϕpαq
˜
ΘM
´
D
´b0`
?´3
2m
¯
ΘM
´´b0`?´3
2
¯
¸σ´1
C0
, from 2
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Thus we got:
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ D α
ϕpαq
¨
˝ΘM
´
D´b0`
?´3
2m
¯
ΘM
´
´b0`
?´3
2
¯ α1{2D1{3
˛
‚
σ´1
C0
ε1pC0qχDpC0q.
We have ε1pC0αq “ ε1p
?´3q, thus we get ε1pC0q “ ε1pαq. We also have χDpC0q “
χDpαqχDp b0`
?´3
2
q, which implies (i):
TrH3Dm{K
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ D α
ϕpαqχDpαqε
1pαqε1p?´3qχDpb0 `
?´3
2
qZ.
To get (ii), we use Lemma 5.1 to rewrite
•
ΘM
´
D
´b0`
?´3
2m
¯
ΘM
´´b0`?´3
2
¯ “ 1
D
´
tAD
m
¯˜
ΘM
´´b0`?´3
2mD
¯
ΘM
´´b0`?´3
2
¯
¸σ´1
A0
, where A0 “ ptAa ` 3s1m´b0`
?´3
2
q,
D|tA.
Thus we have:
TrH3Dm{K
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ ˆ tAD
m
˙
α
ϕpαq
¨
˝ΘM
´
´b0`
?´3
2mD
¯
ΘM
´
´b0`
?´3
2
¯α1{2D1{3
˛
‚
σ´1
C0A0
ε1pC0A0qχDpC0A0q.
We have ε1pA0q “
`
tA
m
˘
and, as ptAa` 3s1m b0`
?´3
2
q ” 1p3q and D|tA, we have χDpA0q “
χDp b0`
?´3
2
mod Dq. Then χDpA0C0q “ χDpξqχD
´
b0`
?´3
2
¯
, where ´b0`
?´3
2
” ˘ξpDq.
Thus we got:
TrH3Dm{K
ΘM
´
b0`
?´3
6mD
¯
ΘM
´
b0`
?´3
6
¯α1{2D1{3 “ ˆD
m
˙
ε1p?´3qχDpξqχD
ˆ
b0 `
?´3
2
˙
α
ϕpαqχDpαqε
1pαqY .
Using the above Lemmas, we get further:
Proposition 5.1. For b0,1 ”
?´3 mod α, b0,1 ” 1p6q, b0,1 ” 1pDq, we have for X1 “
TrH3Dm{K
ΘM
ˆ
b0,1`
?´3
6Dm
˙
ΘK
ˆ
b0,1`
?´3
6
˙α1{2D1{3:
X1
α
“ cαX1
α
,
where cα “ tα
`
D
m
˘
ε1pαqχDpαqε
1p?´3qα
ϕpαq , for tα “
$’&
’%
1 if D ” ˘1p9q
´1 if D ” ˘4p9q
´ε1p?´3q if D ” ˘2p9q.
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Proof: We apply Lemma 3.3 for τ0{3Dm and get:
3ΘM
ˆ
b0,1 `
?´3
2Dm
˙
“ ΘM
ˆ
b0,0 `
?´3
6Dm
˙
`ΘM
ˆ
b0,1 `
?´3
6Dm
˙
`ΘM
ˆ
b0,2 `
?´3
6Dm
˙
,
where b0,0 ” b0,1 ” b0,2 ” 1pDq, b0,0 ” b0,1 ” b0,2p2mq and b0,i ” ip3q, i “ 0, 1, 2.
From Lemma 5.3, we get
TrH3Dm{K
ΘM
´
b0,i`
?´3
6Dm
¯
ΘM
´
b0,i`
?´3
6
¯D1{3α1{2 “ χDpb0,i `
?´3
2
qχDpω2qε1p
?´3q
ˆ
D
m
˙
αε1pαqχDpαq
ϕpαq Y
As
´
b0,i`
?´3
2
¯
” ´ω2p3Dq for i “ 1 and” ´ω2pDq, ” ωp3q for i “ 2, thus χDpp
´
b0,1`
?´3
2
¯
q “
1, χDp
´
b0,2`
?´3
2
¯
q “ χDpωq, we get:
• X1 “ χDpω2qε1p
?´3q `D
m
˘ ε1pαqχDpαqα
ϕpαq Y ,
• X2 “ ε1p
?´3q `D
m
˘ ε1pαqχDpαqα
ϕpαq Y
Recall Yi “ TrH
3Dm˚{K
ΘM
´
b0,i`
?´3
6Dm
¯
ΘM
´
b0,i`
?´3
2
¯D1{3α1{2. We have ΘM
´
b0,i`
?´3
6
¯
ΘM
´
b0,i`
?´3
2
¯ “ p´ωqj?´3 and
this gives us:
• Y1 “ p´ω
?´3qχDpω2qε1p
?´3q `D
m
˘ ε1pαqχDpαqα
ϕpαq Y ,
• Y2 “ pω2
?´3qε1p?´3q `D
m
˘ ε1pαqχDpαqα
ϕpαq Y ,
Then Y1`Y2 “ p´ωχDpω2q`ω2q
?´3ε1p?´3q `D
m
˘ ε1pαqχDpαqα
ϕpαq Y . Recall Y0 “ TrH3Dm{K
ΘM
´
b0`
?´3
6Dm
¯
ΘM
´
bi`
?´3
2
¯D1{3α1{2.
Thus we have:
3Y “ Y0 ` c0c α
ϕpαqε
1pαqχDpαqY ,
where c0 “
`
D
m
˘
ε1p?´3q and c “ p´ωχDpω2q ` ω2q
?´3.
We compute c “
$’&
’%
3 if χDpωq “ 1
´3ω if χDpωq “ ω
0 if χDpωq “ ω2.
Moreover, we know from Lemma 5.2 that Y0 “ 0
for χDpωq “ 1, ω, thus in these cases
3Y “ c0c α
ϕpαqε
1pαqχDpαqY ,
Thus we have:
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• χDpωq “ 1: Y “ c0 ε
1pαqχDpαqα
ϕpαq Y
• χDpωq “ ω: Y “ ´c0χDpωqε
1pαqχDpαqα
ϕpαq Y
Then we get:
• χDpωq “ 1: X1 “ Y which implies X1 “ pcε
1pαqχDpαqα
ϕpαq q´1X1 “ cε
1pαqχDpαqϕpαq
α
X1,
• χDpωq “ ω: X1 “ ´χDpωqY , which impliesX1 “ ´χDpω2qY and thusX1 “ ´χDpωqε
1pαqχDpαqα
ϕpαq cX1.
For χDpωq “ ω2, we have:
3Y “ Y0,
thus 3Y “ Y0 and as Y0 “ ´
`
D
m
˘
χDpωqϕpαqα χDpαqε1pαqY 0, we get:
Y “ ´
ˆ
D
m
˙
χDpωqϕpαq
α
χDpαqε1pαqY .
This further implies X1 “ ´χDpωqε1p
?´3qY and it implies X1 “ ´
`
D
m
˘ ϕpαq
α
χDpαqε1pαqX1.
5.2 Computing X
In this section we want to relate X to X1 and in order to do that we show two formulas that
relate X and T to X1, in Lemmas 5.4 and 5.5, which combined give us Corollary 5.3 in which
we show that XLαp1, χq is real or purely imaginary up to a cubic root of unity.
Lemma 5.4. For all D and m prime, m ” 1p4q, we have:
pm´ 2q
ˆ
D
m
˙
DX ` T “ pX1 ´ ε1p
?´3q
ˆ
D
m
˙
1
α
X1q.
Proof: Let bi,1 such that ´bi,1 ` b0,1 ” i mod m and b1,i ” b0,1 ” 1 mod 6D. Denote
by Ai “ p´bi,1`
?´3
2
q. When Ai is prime to m, let ai “ NmpAiq. Then for zi “ ´bi,1`
?´3
2ai
, we
have ´ 1
zi
“ bi,1`
?´3
2
and we compute using (5):
ÿ
i
ΘMpDziq
ΘKpziq ε
1pAiq “
ÿ
i
1
D
?
m
ΘM
´
bi,1`
?´3
6mD
¯
ΘM
´
bi,1`
?´3
6
¯ε1pAiq
Let C0 “ p b0,1`
?´3
2
q{pαq. Define b˚ such that b˚ ” 1p3Dq, b˚ ” ´?´3pαq. We also have
ε1pAiq “
´ p´bi,1`b0,1q{2q
m
¯
, then we want to sum up:
1?
m
ÿ
i
ΘM
´
bi,1`
?´3
6mD
¯
ΘM
´
b0,1`
?´3
6
¯ ˆp´bi,1 ` b0,1q{2q
m
˙
` 1?
m
ΘM p b˚`
?´3
6Dm
q
ΘKp b0,1`
?´3
6
q
ε1p?´3q
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Using the Fourier expansion of ΘM , we rewrite:
1?
m
1
ΘM
´
b0,1`
?´3
6
¯
¨
˝ÿ
Ně0
cN
ÿ
bi,1
e2piiN
bi,1`
?´3
6mD
ˆp´bi,1 ` b0,1q{2
m
˙˛‚
“ 1?
m
1
ΘM
´
bi,1`
?´3
6
¯
˜ ÿ
Ně0
cNe
2piiN
b0,1`
?´3
6mD
ÿ
bi
e2piiN
´b0,1`bi,1
6mD
ˆp´bi,1 ` b0,1q{2
m
˙¸
“
`´3D
m
˘
?
m
1
ΘM
´
bi,1`
?´3
6
¯
˜ ÿ
Ně0
cNe
2piiN
b0,1`
?´3
6mD
m´1ÿ
u“1
e2piiN
u
m
´ u
m
¯¸
We have
m´1ř
u“1
e2piiN
u
m
`
u
m
˘
is 0 when pm,Nq ‰ 1 and equal to `N
m
˘?
m when m ∤ N .
Moreover, when cN ‰ 0, we have
`
N
m
˘ “ 1. Also, note that cN “ cNm1 for m1|m. Also note:
•
ÿ
m|N
cNe
2piiNz “
ÿ
N 1ě0
cN 1e
2piiN 1mz “ ΘMpmzq
•
ÿ
m∤N
cNe
2piiNz “ ΘM pzq ´ΘM pmzq.
Thus we get
`
D
m
˘ pΘM
ˆ
b0,1`
?´3
6mD
˙
ΘK
ˆ
b0,1`
?´3
6
˙ ´ ΘM
ˆ
b0,1`
?´3
6D
˙
ΘK
ˆ
b0,1`
?´3
6
˙ q. Thus we computed:
D
ÿ
i
ΘM pDziq
ΘKpziq α
1{2ε1pAiq ` 1
α
ε1p?´3q
ΘM
´
b˚`?´3
6mD
¯
ΘM
´
b˚`?´3
6
¯α1{2 “
ˆ
D
m
˙ ΘM ´ b0,1`?´36mD ¯
ΘK
´
b0`
?´3
6
¯ α1{2 ´ ˆD
m
˙ ΘM ´ b0,1`?´36D ¯
ΘK
´
b0`
?´3
6
¯ α1{2
Using Lemma 5.3, as b˚ ” ´?´3pαq, we have:
TrH3Dm{K
ΘM
´
b˚`?´3
6mD
¯
ΘM
´´b0,2`?´3
6
¯α1{2D1{3 “ D α
ϕpαqε
1pαqε1p?´3qχDpαqχD
ˆ
b˚ `?´3
2
˙
Z
Similarly, also from Lemma 5.3 we have:
TrH3Dm{K
ΘM
´
b0,1`
?´3
6mD
¯
ΘM
´
b0,1`
?´3
6
¯α1{2D1{3 “ D α
ϕpαqε
1pαqε1p?´3qχDp
ˆ
b0,1 `
?´3
2
˙
qZ
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Noting that χDp
´
b0,1`
?´3
2
¯
q “ χDp
´
b˚`?´3
2
¯
q “ 1, this implies:
TrH3Dm{K
ΘM
´
b˚`?´3
6mD
¯
ΘM
´
b˚`?´3
6
¯α1{2D1{3 “ TrH3Dm{K ΘM
´´b0,1`?´3
6mD
¯
ΘM
´´b0,1`?´3
6
¯α1{2D1{3 “ X1.
Taking the traces, we get:
pm´ 2q
ˆ
D
m
˙
DX ` T “ pX1 ´ ε1p
?´3q
ˆ
D
m
˙
1
α
X1q.
Using Proposition 5.1, we get immediately:
Corollary 5.1. For m,D as in Theorem 5.1, we have:
pm´ 2q
ˆ
D
m
˙
DX ` T “ X1
Lαp1, χq
Proof: Recall from Proposition 5.1 X1 “ c0 ε
1pαqχDpαqα
ϕpαq X1, c0 “ ε
1p?´3q `D
m
˘
thus we
have:
pm´ 2q
ˆ
D
m
˙
DX ` T “ X1 ´ ε
1pαqχDpαq
ϕpαq X1 “
X1
Lαp1, χq .
Lemma 5.5. For all D and m prime, m ” 1p4q, we have:
pm´ 2qT `
ˆ
D
m
˙
DX “ ε1p?´3q
ˆ
D
m
˙
χDpαqε1pαqα
ϕpαq X1 ´
χDpαqε1pαq
ϕpαq X1.
Proof: Note first that ΘM p b0,1`
?´3
6D
q “ ΘMp bi`
?´3
6D
q if b0,1 ” bi ” 1p6Dq. We pick bi such
that bi ` b0,1 ” i mod m. Denote Ci “
´
bi`
?´3
2
¯
and ci “ Nm Ci.
Then we have
ΘM p bi`
?´3
6Dci
q
ΘKp bi`
?´3
6ci
q
“ ΘM pD
´bi`
?´3
2m
q
ΘKp´bi`
?´3
2
q
D?
m
, and thus
˜
ΘM p bi`
?´3
6D
q
ΘKp bi`
?´3
6
q
α1{2D1{3
¸σ´1
Ci
“ ΘM pD
´bi`
?´3
2m
q
ΘKp´bi`
?´3
2
q
Dα1{2?
m
ε1pCiqD1{3
Recall b0 ”
?´3pαq and then ε1p bi`
?´3
2
q “
´ pbi`b0q{2
m
¯
. We sum up over all bi:
ΘM pD´b0,1 `
?´3
2m
q
ˆ
b0
m
˙
`
ÿ
bi
ΘM pD´bi `
?´3
2m
q
ˆpbi ` b0,1q{2
m
˙
“
ˆ
D
m
˙?
mpΘM pDb0,1 `
?´3
2m
q ´ΘMpDb0,1 `
?´3
2
qq
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Then we get:
ÿ
i
˜
ΘMp bi`
?´3
6D
q
ΘKp bi`
?´3
6
q
α1{2
¸σ´1
Ci
“ ΘM pD
b0,1`
?´3
2m
q
ΘKp b0,1`
?´3
2
q
α1{2´ΘM pD
b0,1`
?´3
2
q
ΘKp b0,1`
?´3
2
q
α1{2´ε1p?´3q 1?
m
ΘMpD´b0,1`
?´3
2m
q
ΘKp´b0,1`
?´3
2
q
α1{2
As all Ci are in the same class
´
b0`
?´3
2
¯
in ClpO3Dq, we have χDpCiq “ 1. Thus if we take
the traces, we get:
1
D
ˆ
D
m
˙
pm´ 2qT “ Z ´X ´
ˆ
D
m
˙
ε1p?´3q 1
α
Z.
From Lemma 5.3, as χDp b0,1`
?´3
2
q “ 1, we have Z “ ε
1p?´3q
D
χDpαqε1pαqα
ϕpαq X1, thus by
plugging in above we get:
pm´ 2qT `
ˆ
D
m
˙
DX “ ε1p?´3q
ˆ
D
m
˙
χDpαqε1pαqα
ϕpαq X1 ´
χDpαqε1pαq
ϕpαq X1
We immediately get:
Corollary 5.2. For m,D as in Theorem 5.1, we have:
pm´ 2qT `
ˆ
D
m
˙
DX “ X1
Lαp1, χq
Proof: From Proposition 5.1, we have X1 “ c0 ε
1pαqχDpαqα
ϕpαq X1, c0 “ ε
1p?´3q `D
m
˘
. Thus
we have above:
pm´ 2qT `
ˆ
D
m
˙
DX “ pX1 ´ χDpαqε
1pαq
ϕpαq X1q “
X1
Lαp1, χq .
Finally, we get the following Corollary which implies Theorem 5.1:
Corollary 5.3. For X 1 “ XLαp1, χq
α
χDpαqε
1p?´3qα
ϕpαq we have
X 1 “ c1X 1,
where c1 “
`
D
m
˘
εαpαq. Moreover, for D prime to χDpαqεαpαqϕpαq ´ 1 we have 2X 1 P Z if
c1 “ 1 or 2X 1{
?´3 P Z if c1 “ ´1.
Proof: From Corollary 5.1 and Corollary 5.2, we get:
pm´ 1qDX “
ˆ
D
m
˙
X1
Lαp1, χq .
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From Proposition 5.1 we have
X1
α
“ cαX1
α
, which can be rewritten as
X1
α
χDpαqε
1p?´3qα
ϕpαq “
c1
X1
α
χDpαqε
1p?´3qα
ϕpαq , where c1 “
`
D
m
˘
ε1pαq. Thus for X 1 “ X Lαp1,χq
α
χDpαqε
1p?´3qα
ϕpαq we get
X 1 “ c1X 1.
Also note that X1 “ TrH3Dm{K
ΘM
ˆ
b0,1`
?´3
6Dm
˙
ΘK
ˆ
b0,1`
?´3
6
˙α1{2D1{3 is in OK . This can be easily seen
from CM theory, as
ΘM
ˆ
b0,1`
?´3
6Dm
˙
ΘK
ˆ
b0,1`
?´3
6
˙ is the value of a modular function, with integral Fourier
coefficients, evaluated at a CM point, thus it is an alegebraic integer. Then when multiplying
by algebraic integers and taking the trace we get a value in OK . This implies that pm ´
1q `D
m
˘
DLαp1, χqX P OK , and thus pm ´ 1qD
`
D
m
˘
X 1 is in OK and is either real or purely
imaginary, thus of the form X 1 “
?´3tS
pm´1qD , S P Z, t “ 0, 1 and thus X is of the form:
X “ ˘ωl
?´3tSpϕpαq ´ χDpαqε1pαqq
pm´ 1qD ,S P Z
As X P OK as well, we have pm ´ 1qD|S if we make sure that χDpαqεαpαqϕpαq ´ 1 is
prime to m´ 1 and D. Let β “ χDpαqεαpαqϕpαq “ A`B
?´3 and note that Nmβ “ m. If
d “ gcdpβ´1,m´1q, then d|β´1, as well, thus it divides 2Repβq “ 2A and 2Impβq “ 2B. As
m´ 1 “ pA´ 1q2 ` 3B2, then d also divides A´ 1, thus d P t1, 2u. Thus we got 2S 1pm´1q P Z.
Assuming for example D is prime to m{Lαp1, χq, we have 2X 1 P Z or 2X 1{
?´3 P Z .
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