INTRODUCTION
============

Quantum Monte Carlo (QMC) techniques are central to our understanding of the equilibrium physics of many-body quantum systems. They provide arguably one of the most powerful workhorses for efficiently calculating expectation values of observables in ground and thermal states of various classes of many-body Hamiltonians ([@R1]--[@R4]). For a Hamiltonian *H* in dimension *D*, the idea at the heart of the most prominent variant of QMC is to sample out world lines in a corresponding (*D* + 1)-dimensional system, where the additional dimension is the (Monte Carlo) time dimension. These world lines correspond to paths through an *m*-fold expansion of e^−β*H*^ = (e^−β*H*/*m*^)*^m^*, where an entry of e^−β*H*/*m*^ in a local basis is selected in each step. Each such path is associated with a probability that is proportional to the product of the selected entries. To sample from the resulting distribution, one can construct a suitable Markov chain of paths satisfying detailed balance, which, if gapped, eventually converges to its equilibrium distribution representing the thermal state. Generally speaking, concentration-of-measure phenomena often make such a procedure efficient.

In the classical variant of Monte Carlo, the Hamiltonian is always diagonal, giving rise to positive weights. In QMC, in contrast, positive (in general even complex) off-diagonal matrix elements of *H* potentially give rise to negative weights of the paths. This leads to what is famously known as the sign problem of QMC, namely, that now one is faced with the task of sampling a quasi-probability distribution (normalized but potentially nonpositive), as opposed to a nonnegative probability distribution. This task can be achieved by introducing a suitable probability distribution that reproduces the desired sampling averages but typically comes at the cost of an exponential increase in the sampling complexity and hence the runtime of the algorithm. For example, in world-line Monte Carlo, one takes the absolute value of the quasi-probability distribution and then computes the average sign, which is given by the expectation value of the signs of the quasi-probabilities with respect to the new distribution. The sign problem is particularly severe for fermionic Hamiltonians, as the particle-exchange anti-symmetry forces their matrix elements to have alternating signs in the standard basis. Naturally, though, it also appears for bosonic or spin Hamiltonians. The sign problem therefore severely limits our understanding of quantum materials. One can go as far as seeing it to divide strongly correlated systems into easy and intractable cases.

A basic but fundamental insight is that the QMC sign problem is a basis-dependent property ([@R5], [@R6]). For this reason, saying that "a Hamiltonian does or does not exhibit a sign problem" is meaningless without specifying a basis. Because physical quantities of interest are independent of the basis choice, the observation that the sign problem is basis dependent gives immediate hope to actually mitigate the sign problem of QMC by expressing the Hamiltonian in a suitable basis. This is not guaranteed to improve the overall runtime of QMC, as governed not only by the sampling complexity but also by the computational complexity of producing an individual sample. Nonetheless, mitigating the sign problem is widely expected to render QMC efficient in many situations.

In this work, we establish a comprehensive novel framework for assessing, understanding, and optimizing the sign problem computationally, asking the questions: What is the optimal computationally meaningful local basis choice for a QMC simulation of a Hamiltonian problem, can we find it, and how hard is this task in general?

It is known that one can completely cure the sign problem using basis rotations in certain situations. For specific models, sign-problem free bases can be found analytically, involving nonlocal bases, for example, by using so-called auxiliary-field ([@R7]), Jordan-Wigner ([@R8]), or Majorana ([@R9], [@R10]) transformations. One can also exploit specific known properties of the system such as that the system dimerizes ([@R11]--[@R14]). These findings motivate the quest for a more broadly applicable systematic search for basis changes that avoid the sign problem, in a way that does not depend on the specific physics of the problem at hand. After all, in a QMC simulation, one wants to learn about the physics of a system in the first place and the optimal basis choice may very well be closely related to that physics.

A useful notion of curing has to restrict the set of allowed basis transformation such that expressing the Hamiltonian in the new basis is still computationally tractable. For example, in its eigenbasis, every Hamiltonian is diagonal and thus sign problem free, but even writing down this basis typically requires an exponential amount of resources. The intrinsic sign problem of a Hamiltonian is thus a property of its equivalence classes under conjugation with some suitable subgroup of the unitary group. The simplest examples of these choices include local Hadamard, Clifford, or unitary transformations. Most generally, one can allow quasi-local circuits that are efficiently computable ([@R6]), including not only short circuits and matrix product unitaries ([@R15], [@R16]) but also invertible transformations ([@R17]).

A both useful and simple sufficient condition for the absence of a sign problem, independent of the specifics of a simulation, is that the Hamiltonian matrix is stoquastic, i.e., has only nonpositive off-diagonal entries. Stoquasticity provides a useful framework to assess the computational complexity of a systematic approach to curing the sign problem ([@R18]). Only recently has the curing problem, to decide whether a stoquastic local basis exists, been shown to be an NP-complete task under on-site unitary transformations for two-local Hamiltonians with additional local fields ([@R19], [@R20]), while it remains efficiently solvable for strictly two-local Hamiltonians ([@R20], [@R21]). But any such approach is faced with the question: Is all hope lost for simulating a Hamiltonian problem via QMC more efficiently even when a stoquastic basis cannot be found in polynomial time?

RESULTS
=======

A pragmatic approach: Easing the sign problem
---------------------------------------------

This leads us to the first part of the initially posed question: What is the optimal computationally meaningful choice of basis? In any Monte Carlo algorithm, computational hardness due to a sign problem is manifested in a super-polynomial increase in its sample complexity as the system size grows. Intuitively speaking, the sample complexity increases because the variance of the Monte Carlo estimator does. In this mindset, finding a QMC algorithm with feasible runtime for Hamiltonians with a sign problem does not require the much stronger task of finding a basis in which the Hamiltonian is fully stoquastic. In many cases, such a basis may not even exist within a given subgroup of the unitaries. Rather, it is often sufficient to merely find a basis in which the Hamiltonian is approximately stoquastic so that the scaling of the variance of the corresponding estimator with the system size is more favorable---ideally polynomial. More pragmatically still, practitioners in QMC are increasingly less worried about small sign problems for which simulations are still feasible for reasonable system sizes using state-of-the-art computing power. This remains true even if the sampling effort may, strictly speaking, diverge exponentially with the system size. Consequently, we argue that practical computational approaches toward the sign problem, rather than focusing on exactly curing it, should target the less ambitious yet practically meaningful task of approximately solving or easing it in the best possible way.

Here, we propose a systematic, generally applicable, and practically feasible methodology for easing the sign problem via basis rotations that allows a meaningful rigorous assessment of this task. An appealing feature of our framework is that it neither requires any a priori knowledge about the physics of a problem nor depends on specifics of a given simulation procedure, in contrast to other known refinements of QMC. At the heart of our approach lies a formulation of the easing problem in terms of a simple, efficiently computable measure of approximate stoquasticity that generically quantifies the sampling complexity.

The sample complexity of a QMC algorithm can be linked to the size of the inverse average sign, which directly bounds the variance of the QMC estimator ([@R18]). In an attempt to ease the sign problem of a given Hamiltonian, it is therefore natural to try and improve the average sign. For a few specific models, these improvements have been achieved by different means: For example, one can exploit known physics to find bases with improved average sign ([@R14], [@R22]) that are often induced by sparse representations ([@R17], [@R23], [@R24]). For particular observables, one can also exploit clever decompositions of the Monte Carlo estimator into clusters with nonnegative sign ([@R25]--[@R31]).

However, the sample complexity of computing the average sign via QMC is given by its very value and typically scales exponentially in the system size. Ironically, easing the sign problem by optimizing the average sign is therefore typically infeasible whenever there is a sign problem. One would hence like to quantify the severeness of the sign problem in terms of a quantity that is efficiently computable for physical Hamiltonians---a crucial property to be practically useful in a general approach to easing the sign problem.

Building on the notion of stoquasticity, for a real *D* × *D* Hamiltonian matrix *H*, we propose the sum of all nonstoquastic matrix entries$$\nu_{1}(H) ≔ D^{- 1} \parallel H_{\neg} \parallel_{\ell_{1}}$$as a natural measure of non-stoquasticity to quantify the sampling complexity of a QMC algorithm in generic instances. Here, as throughout this work, we denote the nonstoquastic part of the Hamiltonian by *H*~¬~, which is defined by (*H*~¬~)~*i*,\ *j*~ = *h*~*i*,\ *j*~ for *h*~*i*,\ *j*~ \> 0 and *i* ≠ *j*, and zero otherwise. Moreover, ∥*H*∥~ℓ~1~~ = ∑~*i*,\ *j*~ ∣*h*~*i*,\ *j*~∣ is the vector-ℓ~1~-norm.

For local Hamiltonians on bounded-degree graphs such as regular lattices, this measure can be efficiently computed from the nonstoquastic entries of the local terms themselves---for translation-invariant Hamiltonians even with constant effort. However, we can also go beyond that and prove that, for two-local Hamiltonians acting on any graph, the measure ν~1~ can be efficiently approximated up to any inverse polynomial error (see section S2D in the Supplemental Materials for details). This result renders our measure applicable to problems with long-range and low-degree interactions as they arise, for example, in quantum chemistry.

In principle, one can also conceive of other measures of non-stoquasticity such as the 𝓁~1\ →\ 1~-norm or the 𝓁~2~-norm of the nonstoquastic part of *H*. We argue that the 𝓁~1~-norm is the most meaningful measure that is agnostic to any particular structure of the Hamiltonian matrix and, therefore, the most versatile measure for a general approach to easing the sign problem. In addition, it acts as a natural regularizer promoting a sparse representation ([@R32]) in the spirit of ([@R17], [@R23], [@R24]).

But how does the non-stoquasticity relate to the sample complexity of a QMC simulation? We find that it is impossible to directly connect a continuous measure of non-stoquasticity to the average sign, which takes on its maximal value at unity and achieves this value for stoquastic Hamiltonians: We can construct exotic examples of highly nonstoquastic Hamiltonians with large positive off-diagonal entries, which also have unit average sign. Conversely, we provide an example of a Hamiltonian with an arbitrarily small non-stoquasticity for which the average sign nearly vanishes.

On the one hand, our examples demonstrate a high sensitivity of the average sign to the Monte Carlo parameters. On the other hand, they also require a malicious interplay between the Hamiltonian matrix entries and highly fine-tuned Monte Carlo parameters. We therefore expect that, in generic situations, the non-stoquasticity measure ν~1~ meaningfully quantifies the sample complexity of QMC. We give analytical arguments that this is actually the case and numerically find that the average sign of generic two-local Hamiltonians scales exponentially in ν~1~ (see section S2 in the Supplemental Materials for details). Thus, we provide evidence that the non-stoquasticity of a local Hamiltonian meaningfully quantifies its sign problem.

Easing in practice
------------------

This leads us to the question: Can we practically ease the sign problem of physical Hamiltonians by minimizing non-stoquasticity? To study this second question, we consider translation-invariant nearest-neighbor Hamiltonians in a quasi--one-dimensional geometry ([@R33]). Quasi--one-dimensional systems, such as anti-ferromagnetic Heisenberg Hamiltonians on ladder geometries ([@R34], [@R35]), are the simplest nontrivial systems that exhibit a sign problem because they admit the phenomenon of geometric frustration ([@R36]). Frustration gives rise to a plethora of phenomena arising in quasi--one-dimensional systems such as the emergence of quantum spin liquids ([@R37], [@R38]) and the interplay of spin-1/2 and spin-1 physics ([@R39]). They are also somewhat more realistic descriptions of actual low-dimensional experimental situations than simple one-dimensional chains, serving as a model for small couplings in the transverse direction ([@R35], [@R40], [@R41]). Therefore, quasi--one-dimensional systems are often seen as a stepping stone toward studying higher dimensions ([@R42]), where the sign problem inhibits QMC simulations ([@R43]), and thus serve as the perfect playground for a proof of principle.

As a meaningful simple ansatz class, we consider on-site orthogonal transformations *O* ∈ *O*(*d*) of the type$$\left. H = \sum\limits_{i = 1}^{n}T_{i}(h)\mapsto O^{\otimes n}H{(O^{T})}^{\otimes n} \right.$$for Hamiltonians *H* acting on *n* qudits with local dimension *d*. Here, *T~i~*(*h*) denotes the translation of a two-local term *h* to site *i*. On-site transformations can be handled particularly well as they preserve locality and translation-invariance of local Hamiltonians. In particular, for these transformations, the global non-stoquasticity measure can be expressed locally in terms of the transformed term *O*^⊗2^*h*(*O^T^*)^⊗2^ so that the optimization problem has constant complexity in the system size. This constitutes an exponential improvement over approaches that directly optimize the average sign.

To optimize the non-stoquasticity in this setting, we have implemented a geometric optimization method suitable for group manifolds, namely, a conjugate gradient descent algorithm over the orthogonal group *O*(*d*) (see section S3 in the Supplemental Materials for details) ([@R44], [@R45]). In [Fig. 1A](#F1){ref-type="fig"}, we show that, generically, the algorithm accurately recovers an on-site stoquastic basis for random Hamiltonians, which are known to admit such a basis a priori. This shows that the heuristic algorithm successfully minimizes the non-stoquasticity and thus serves as a benchmark for its functioning.

![We optimize the non-stoquasticity ν~1~ of translation-invariant, two-local Hamiltonians over on-site orthogonal transformations $\mathcal{O} = O^{\otimes n}$ using a conjugate gradient method for manifold optimization ([@R44], [@R45]).\
(**A**) Relative non-stoquasticity improvement of random two-local Hamiltonians that are known to admit an on-site stoquastic basis. For each local dimension, 100 instances are drawn and the results are displayed as a box plot according to \[([@R63]), 2.16\], where whiskers are placed at 1.5 times the interquartile range and circles denote outliers. This serves as a benchmark of our algorithm, which, for almost all instances, accurately recovers a stoquastic on-site basis. (**B**) Optimized non-stoquasticity of the anti-ferromagnetic *J*~0~-*J*~1~-*J*~2~-*J*~3~-Heisenberg model relative to the computational basis as a function of *J*~2~/*J*, *J*~3~/*J*, where *J*~0~ = *J*~1~ = *J*. The algorithm is initialized in a Haar random orthogonal on-site basis. This model is known to admit a nonlocal stoquastic basis for *J*~3~ ≥ *J*~0~ + *J*~1~ ([@R11]). (**C**) Optimized non-stoquasticity of the anti-ferromagnetic Heisenberg ladder illustrated in the inset with couplings *J*~∥~, *J*~⊥~, *J*~×~ relative to the computational basis as a function of *J*~⊥~/*J*~∥~ and *J*~×~/*J*~∥~. We initialized the algorithm at the identity matrix (which was randomly perturbed by a small amount). The phase diagram of the non-stoquasticity qualitatively agrees with the findings of ([@R14]), where the stochastic series expansion QMC method was studied. There, it was found that the sign problem can be completely eliminated for a completely frustrated arrangement where *J*~×~ = *J*~∥~, while the sign problem remains present for partially frustrated couplings *J*~×~ ≠ *J*~∥~. However, throughout the parameter regime, the stoquasticity remains nontrivial, which may be due to the fact that the optimization algorithm converges to local minima.](abb8341-F1){#F1}

We now apply the algorithm to frustrated anti-ferromagnetic Heisenberg Hamiltonians on different ladder geometries (see [Fig. 1, B and C](#F1){ref-type="fig"}). Ladder geometries are interesting not only for the reasons described above but also because, in spite of frustration effects, they often admit sign-problem free QMC methods ([@R11], [@R13], [@R14]). For both the *J*~0~-*J*~1~-*J*~2~-*J*~3~ model studied in ([@R11]) and the frustrated Heisenberg ladder studied in ([@R13], [@R14]), we find a rich optimization landscape in which a relative improvement of the non-stoquasticity by a factor of 2 to 5 can be achieved depending on the region in the phase diagram. Importantly and in spite of those seemingly moderate improvements of non-stoquasticity, we find that the sample complexity of QMC as governed by the inverse average sign is greatly diminished to approximate unity in large regions of the parameter space for the frustrated ladder model (see [Fig. 2](#F2){ref-type="fig"}).

![Improvement of the inverse average sign 〈sign〉^−1^ concomitant with the improvement in non-stoquasticity of [Fig. 1C](#F1){ref-type="fig"} for the frustrated ladder model, as measured by the ratio of its logarithm before optimization compared to that after optimization.\
We compute the average sign via exact diagonalization for a ladder of **2** × **4**-sites, *m* = 100 Monte Carlo steps, and inverse temperature β = 1.](abb8341-F2){#F2}

It may well be the case that no stoquastic dimer basis exists, although other variants of QMC do not incur a sign problem for such basis choices: In ([@R11]), a stoquastic but nonlocal basis of the *J*~0~-*J*~1~-*J*~2~-*J*~3~ model is identified for values of *J*~2~ ≥ *J*~0~ + *J*~1~, indicating that more general ansatz classes may well help to further improve the non-stoquasticity. We also observe that first-order optimization algorithms such as the used conjugate gradient method encounter obstacles due to the rugged non-stoquasticity landscape. Intuitively, this landscape is governed by the combinatorial increase of possible assignments of signs to the Hamiltonian matrix elements.

The findings of our proof-of-principle study are twofold: On the one hand, they show that one can efficiently optimize the non-stoquasticity for translation-invariant problems that admit a stoquastic basis lying within the ansatz orbit. They also further substantiate the claim that optimizing non-stoquasticity typically eases the sign problem and dampens the increase in sampling complexity. In addition, they indicate that more general ansatz classes such as quasi-local circuits yield the promise to further reduce the non-stoquasticity of ladder models. We therefore expect that optimizing non-stoquasticity is a feasible and promising means to reduce the sign problem for many different systems, including two-dimensional lattice systems, by exploiting the flexibility offered by larger ansatz classes within our framework. On the other hand, already in our small study, we encountered obstacles preventing efficient optimization of the non-stoquasticity in the guise of a complicated and rugged optimization landscape.

The computational complexity of SignEasing
------------------------------------------

Fundamentally, our findings thus raise the third question: How far can an approach to easing the sign problem using optimization over local bases carry in principle? In our main complexity-theoretic result, we systematically study the fundamental limits of minimizing non-stoquasticity as a means to ease the sign problem. To do so, we complement the pragmatic mindset of this work with the rigorous machinery of computational complexity theory, asking the question: What is the computational complexity of optimally easing the sign problem? To formalize this question, we introduce the corresponding decision problem:

**Definition 1** (SignEasing). Given an *n*-qubit Hamiltonian *H*, constants *B* \> *A* ≥ 0 with *B* − *A* ≥ 1/poly(*n*), and a set of allowed unitary transformations U, decide which of the following is the case$$\text{YES}:~\exists U \in U:\nu_{1}(\textit{UHU}^{\dagger}) \leq A,\text{or}$$$$\text{NO}:~\forall U \in U:\nu_{1}(\textit{UHU}^{\dagger}) \geq B$$

We derive the computational complexity of the sign easing problem in simple settings, namely, for two-local Hamiltonians, allowing on-site orthogonal Clifford operations and on-site general orthogonal transformations. We prove that under both classes of transformations, SignEasing is NP-complete. Intriguingly, this holds true even in cases in which the curing problem can be decided efficiently, namely, for strictly two-local *XYZ* Hamiltonians of the type considered in ([@R20], [@R21]).

**Theorem 2** (Complexity of SignEasing). SignEasing is NP-complete for 2-local (*XYZ*) Hamiltonians under

\(i\) on-site orthogonal Clifford transformations and

\(ii\) on-site general orthogonal transformations.

From a practical perspective, our results pose limitations on the worst-case runtime of algorithms designed to find optimal QMC bases for the physically relevant case of two-local Hamiltonians. From a complexity-theoretic perspective, they manifest a sign-problem variant of the dichotomy between the efficiently solvable 2SAT-problem to decide whether there exists a satisfying assignment for a two-local sentence, and the NP-complete MAX2SAT-problem asking what is the least possible number of broken clauses. They thus complete the picture drawn by ([@R19]--[@R21]) regarding the connection between satisfiability problems and the problems of curing and easing the sign problem on arbitrary graphs, a state of affairs that we illustrate in [Table 1](#T1){ref-type="table"}. It is natural to ask the question how far this connection extends and what we can learn from it about efficiently solvable instances. For example, one may ask whether results about the hard regions of 3SAT and MAX2SAT carry over to the problems of curing and easing the sign problem.

###### Analogy between satisfiability problems and curing/easing the sign problem.

The satisfiability equivalent of curing the sign problem is to decide whether a given sentence is satisfiable, while the equivalent of easing is to find the minimal number of clauses that are violated by a sentence. Similarly, results on the computational complexity of curing and easing the non-stoquasticity of a local Hamiltonian *H* are in one-to-one correspondence with the hardness of satisfiability problems.

  ----------------------------------------------------------------------------
  **Satisfiability**   **Stoquasticity**   **Complexity**   **References**
  -------------------- ------------------- ---------------- ------------------
  3SAT                 Curing\             NP-complete      ([@R19], [@R20])
                       2 + 1-local *H*                      

  2SAT                 Curing strictly\    In P             ([@R20], [@R21])
                       2-local *H*                          

  MAX2SAT              Easing strictly\    NP-complete      Here
                       2-local *H*                          
  ----------------------------------------------------------------------------

MATERIALS AND METHODS
=====================

We prove Theorems 2i and 2ii as Theorems 8 and 9 in the Supplementary Materials. The essential idea of our proof, sketched below and illustrated in [Fig. 3](#F3){ref-type="fig"}, is to design a corresponding Hamiltonian such that if the sign problem could be optimally eased for this Hamiltonian under the respective ansatz class, then one could also find the ground-state energy of the original anti-ferromagnetic Ising Hamiltonian, a task that is NP-hard to begin with. It is straightforward to prove versions of Theorem 2 for any 𝓁*~p~*-norm of the nonstoquastic part of *H*, with finite *p* as a measure of non-stoquasticity. Our result is therefore independent of the particular choice of (𝓁*~p~*) non-stoquasticity measure.

![Constructing a Hamiltonian whose sign problem is NP-hard to ease under orthogonal on-site transformations.\
(**A**) To prove NP-completeness of SignEasing, we reduced it to the MAXCUT-problem, which asks for the ground-state energy of an anti-ferromagnetic Ising Hamiltonian *H* on a graph *G*. (**B**) In our encoding, we map *H* to a Hamiltonian *H*′, in which all *ZZ* interactions are replaced by *XX* interactions and translate the spin configurations (*s*~1~, ..., *s~n~*) ∈ {0,1}*^n^* of the anti-ferromagnetic Ising model to on-site transformations $Z_{1}^{s_{1}}\cdots Z_{n}^{s_{n}}$. To achieve this restriction, we penalize all other transformations by adding an ancilla qubit ξ~*i*,\ *j*~ for every edge (*i*, *j*) of *G* and adding the interaction term *C*(*Z~i~Z~j~* − *Z~i~Z*~ξ~*i*,*j*~~ − *Z~j~Z*~ξ~*i*,*j*~~) with a suitably chosen constant *C* \> 0. We obtain that ν~1~(*H*′) can be eased below a certain value if and only if the ground-state energy of *H* is below that value to begin with, thus establishing the reduction.](abb8341-F3){#F3}

Proof sketch
------------

SignEasing for arbitrary two-local Hamiltonians is contained in NP---given a basis transformation, we can approximate the measure of non-stoquasticity from the transformed local terms up to any inverse polynomial error and hence verify the YES-case ([Eq. 3](#E3){ref-type="disp-formula"}) (see Theorem 6 in the Supplementary Materials).

The key idea of the harder direction of the proof is to encode the promise version of the MAXCUT-problem into the SignEasing problem. An instance of MAXCUT is given by a graph *G* = (*V*, *E*), and the problem is to decide whether the ground-state energy of the anti-ferromagnetic Ising Hamiltonian$$H = \sum\limits_{(i,j) \in E}Z_{i}Z_{j}$$is below a constant *A* or above *B*. Here, *Z~i~* is the Pauli-*Z* operator acting on site *i*. We now define a Hamiltonian *H*′ in which we replace every *Z~i~Z~j~* interaction of *H* by an *X~i~X~j~* interaction, as we illustrate in [Fig. 3](#F3){ref-type="fig"}. To understand our embedding, suppose that we perform basis changes only by applying *Z* or 1 at every site. In this case, a Hamiltonian term can be made stoquastic if and only if *X~i~X~j~* ↦ −*X~i~X~j~*, which is achieved by a transformation *Z^s~i~^Z^s~j~^* with (*s~i~*, *s~j~*) = (0,1) ∨ (1,0). A term remains stoquastic for (*s~i~*, *s~j~*) = (1,1) ∨ (0,0). This provides a direct mapping between spin configurations (1,0) and (0,1), which do not contribute to the ground-state energy of the anti-ferromagnetic Ising model and transformations that make local terms in *H*′ stoquastic and thus decrease the non-stoquasticity.

To prove the theorem for arbitrary on-site Clifford and orthogonal transformations, we introduce an additional qubit ξ~*i*,\ *j*~ for every edge (*i*, *j*) and add interaction terms *C*(*Z~i~Z~j~* − *Z~i~Z*~ξ~*i*,\ *j*~~ − *Z~j~Z*~ξ~*i*,*j*~~) to *H*′ with constant *C* = 2 deg(*G*), where deg(*G*) is the degree of the interaction graph *G* (see [Fig. 3B](#F3){ref-type="fig"}). These terms penalize all other transformations such that the optimal non-stoquasticity of *H*′ is always achieved for transformations of the form $Z_{1}^{s_{1}}\cdots Z_{n}^{s_{n}}$ with (*s*~1~, ..., *s~n~*) ∈ {0,1}*^n^*. For example, suppose that we apply Hadamard transformations to all sites *i*, *j*, ξ~*i*,\ *j*~, then the *ZZ* interactions and *XX* interactions change roles so that the non-stoquasticity cannot be decreased by such a transformation. Showing this for all possible transformations constitutes the main technical part of the proof.

Because MAXCUT is a variant of the MAX2SAT-problem, our results not only manifest but also crucially use the 2SAT-MAX2SAT dichotomy. Notice that because the MAXCUT-problem is NP-hard already on subgraphs of the double-layered square lattice ([@R46]), which has degree six, hard instances of the sign-easing problem occur already for low-dimensional lattices with small (constant) interaction strength.

In our complexity-theoretic analysis, we have focused on the computational complexity of easing the sign problem as the size of an arbitrary input graph is scaled up, in the same mindset as ([@R18]--[@R21]). We expect, however, that the complexity of SignEasing scales similarly in the size of the lattice unit cell and the local dimension of translation-invariant systems such as those discussed above.

DISCUSSION
==========

Summary
-------

Our work introduces the sign easing methodology as a systematic novel paradigm useful for assessing and understanding the sign problem of QMC simulations. We ask and answer three central questions using complementary methods from theoretical and applied computer science as well as from physics. First, we define a measure of non-stoquasticity suitable for easing the sign problem and extensively discussed its relation to the average sign. Second, we demonstrate that one can feasibly optimize this measure over local bases in simple settings by applying geometric optimization methods. Last, we establish the computational complexity of sign easing in a broader but still simple setting. In this way, our work not only identifies a means of easing the sign problem and demonstrates its feasibility and potential but also shows up its fundamental limitations in terms of computational complexity. Even more so, we are confident that the framework of our work provides both valuable guidance and the practical means for future research on systematically easing the sign problem of Hamiltonians that are particularly interesting and relevant in condensed matter and material science applications.

Outlook
-------

As a first general and systematic attempt to easing the sign problem, we have restricted the focus of this work in several ways. Hence, a number of questions, generalizing our results in different directions, are left open.

First, we have restricted our discussion to the prominent world-line Monte Carlo method to maintain clarity throughout the article. We are confident, however, that our results find immediate application for other Monte Carlo methods such as stochastic series expansion Monte Carlo and determinantal Monte Carlo ([@R36], [@R47]) as well as diffusion Monte Carlo techniques such as full-configuration interaction Monte Carlo ([@R48]). Similar sign problems involving the sampling from quasi-probability distributions also appear in different contexts, for example, in approaches to the classical simulation of quantum circuits ([@R49]--[@R51]) or high-energy physics ([@R52]). In these contexts, too, the problem of finding better bases in which to perform the sampling appears. While the framework developed in this work uses the specific features of QMC, the general idea and mindset behind it applies to all basis-dependent sign problems. Our work thus paves the way toward easing sign problems in a plethora of contexts.

Second, we have only considered real-valued Hamiltonians and transformations that preserve this property. For general complex-valued Hamiltonians, the sign problem takes the form of a complex phase problem. A natural follow-up of our work is to explore how our results on easing the sign problem generalize to the complex phase problem.

Third, we have put an emphasis on the conjugation of Hamiltonians under on-site Clifford and orthogonal circuits. In principle, one may also allow arbitrary quasi-local circuits, as long as the conjugation can be efficiently computed, albeit of exponentially increasing effort with the support of the involved unitaries. This leads to the interesting insight that within the trivial phase of matter, one can always remove the sign problem: One has to conjugate the Hamiltonian with the quasi-local unitary that brings a given Hamiltonian into an on-site form of a fixed-point Hamiltonian. For given Hamiltonians, this may be impractical, of course. In this sense, one can identify trivial quantum phases of matter as efficiently computable phases of matter, an intriguing state of affairs from a conceptual perspective. Conversely, for topologically ordered systems, there may be topological obstructions to curing the sign problem by any quasi-local circuit ([@R6], [@R53]), giving rise to an entire phase of matter that exhibits an intrinsic sign problem. For example, the fixed-point Hamiltonians of the most general class of nonchiral topologically ordered systems, the Levin-Wen models ([@R54]), are associated with 12-local Hamiltonians, many of which are expected to not be curable from their sign problem. This insight further motivates to study the sign easing problem for efficiently computable subgroups of local unitaries from a perspective of topological phases of matter.

Our work also opens up several paths for future research. The immediate and practically most relevant direction is, of course, to find the best possible way of minimizing the non-stoquasticity and to explore how well the sign problem can be eased in systems that are not yet amenable to QMC. We have already introduced a flexible optimization approach, which can be straightforwardly applied to a wide range of translation-invariant systems and ansatz classes in any dimensionality. In this respect, it will be interesting to compare possible ways of optimizing the sign problem via different measures ([@R55]) and optimization algorithms ([@R56]) in various systems ([@R57]).

Furthermore, in our hardness proof, we have shown that the easing problem is intricately related to satisfiability problems. Building on this connection, an exciting direction of research is to combine highly efficient SAT-solvers that are capable of exploring combinatorically large sets, with manifold optimization techniques that are able to handle rich geometrical structures, in the spirit of recent work ([@R58]). While our hardness result shows up fundamental limitations of SignEasing in the general case, it thus also opens the door to potentially solve the sign easing problem in relevant instances by applying methods well known in computer science to relaxed versions of the easing problem. One may thus hope that for large classes of relevant instances minimizing the non-stoquasticity is actually tractable.

A question closely related to the sign easing problem is the following: How hard is it to find the ground-state energy of a stoquastic Hamiltonian---a subproblem of the so-called local Hamiltonian problem. The computational complexity of this stoquastic local Hamiltonian problem poses fundamental limitations on the classical simulatability of Hamiltonians, which do not suffer from a sign problem and are therefore amenable to QMC simulations. It has been shown that the two-local stoquastic Hamiltonian problem is complete for the class StoqMA ([@R59], [@R60]), a class intermediate between AM and MA that also functions as a genuinely intermediate class in the complexity classification of local Hamiltonian problems ([@R61]), even when extending to the full low-energy spectrum ([@R62]). The results of ([@R59]) also imply that we cannot expect to efficiently find a stoquastic local basis for arbitrary local Hamiltonians unless the unlikely complexity-theoretic equality AM = QMA holds.

For efficiently curable Hamiltonians, the local Hamiltonian problem is reduced to a stoquastic local Hamiltonian problem. Conversely, both the easing problem and the stoquastic local Hamiltonian problem contribute to the hardness of a QMC procedure. For a given Hamiltonian, QMC may thus be computationally intractable for two reasons: it is hard to find a basis in which the Hamiltonian is stoquastic, or cooling to its ground state is computationally hard in its own right. In a QMC algorithm, the latter hardness is manifested as a Markov chain Monte Carlo algorithm not converging in polynomial time. This may be the case even for classical models such as Ising spin glasses ([@R46]).

An important open question is how the hardness of easing the sign problem and the hardness of sampling from the estimator distribution are related in specific cases. For example, when improving the average sign, the hardness of a problem that was manifest in an increased sample complexity of the Monte Carlo estimator might be "transferred" to the hardness of sampling from the resulting distribution. On the other hand, there might be instances in which the only obstacle in the way of an efficient simulation is to find a certain basis in which the corresponding Hamiltonian has a large average sign, but, given that basis, QMC runs efficiently.
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