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Abstract.
We present formulas for the Clebsch-Gordan coefficients and the Racah
coefficients for color representations (N -dimensional representations with
q2N = 1) of Uq(sl(2)). We discuss colored vertex models and colored IRF (In-
teraction Round a Face) models from the color representations of Uq(sl(2)).
We construct invariants of trivalent colored oriented framed graphs from color
representations of Uq(sl(2)).
1
1 Introduction
Recently a new hierarchy of N -state colored braid matrices (N = 2, 3, · · ·)
has been constructed which have color variables α and β. [1, 2, 3, 4] We
regard colored braid as a braid on strings with colors. From the colored
braid matrices a new series of isotopy invariants of colored links generalizing
the multivariable Alexander polynomial has been obtained. [5] Using the
limit q2 → ω, we have derived the N -state colored braid matrices from
infinite dimensional representations of Uq(sl(2)). [6] Here ω is a primitive
N -th root of unity. Thus the colored braid matrices are derived from the
N -dimensional representations [7] of Uq(sl(2)) with q
2N = 1. We call the N -
dimensional representation as (finite dimsional) color representation. We call
infinite dimensional representation with a free parameter infinite dimensional
color representation. We note that representation theory of quantum groups
with q roots of unity is given in Refs. [8, 9].
In this paper we present formulas for the Clebsch-Gordan coefficients and
the Racah coefficients of the color representations of Uq(sl(2)). We introduce
colored IRF models and colored vertex models from the color representations
of Uq(sˆl(2)). We construct invariants of trivalent colored oriented graphs from
the Clebsch-Gordan coefficients of the color representations. The new graph
invariants give generalizations of the multivariable Alexander polynomial of
links.
There are various viewpoints associated with the colored vertex models.
The N = 2 case of the colored vertex model corresponds to the trigonomet-
ric limit of the Felderhof’s solution [10] of the free fermion model. [11] The
non-colored case of the trigonometric limit is related to the Lie superalge-
bra gl(1|1) (sl(1|1)). [12] [13, 14, 15] It has been pointed out [16] that the
colored case of the trigonometric limit is related to Uq(gl(1|1)). From the
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different viewpoint it has also been shown [17] that the colored case of the
trigonometric limit is related to Uq(sl(2)).
The free fermion model and the colored vertex models are related to the
link polynomials, which vanish for disconnected links. From the gl(m|m)
model we have the Alexander polynomial. [12] A state model for the multi-
variable Alexander polynomial was constructed from the trigonometric limit
of the free fermion model. [18] Several examples of braid matrices with the
vanishing property were calculated by Lee, Couture and Schmeing, by di-
rectly solving the braid relation up to the 6 state case. [19]
The outline of this paper is given in the following. In §2 we give the
Clebsch-Gordan coefficents and the Racah coefficients of infinite dimensional
representations of U(sl(2)). In §3 we present formulas for the Clebsch-Gordan
coefficients and the Racah coefficients for infinite-dimensional color represen-
tations of Uq(sl(2)). By taking the limit q
2 → ω we derive formulas for the
Clebsch-Gordan coefficients and the Racah coefficients of finite-dimensional
color representations of Uq(sl(2)). In §4 we discuss the colored vertex models
from the viewpoint of color representations of the Uq(sˆl(2)). In §5 we con-
struct IRF models associated with color representations of Uq(sl(2)), which
we have called colored IRF models. In §6 we obtain new invariants of trivalent
colored graphs from the Clebsch-Gordan coefficients of color representations.
2 CGC of infinte dimensional representations
of U(sl(2))
Let us discuss representations of the universal enveloping algebra U(sl(2)).
The defining relations of the algebra U(sl(2)) are given by the following.
[H,X±] = ±2X±,
3
[X+, X−] = H. (2.1)
The comultiplication is given by
∆(X±) = X± ⊗ I + I ⊗X±,
∆(H) = H ⊗ I + I ⊗H. (2.2)
Let us define infinite dimensional representation (πp, V (p)) of sl(2). Let V (p)
be an infinite dimensional vector space over C with basis e0, e1, · · ·, where ea
is a basis vector in V (p) with the property (ea)b = δba. We define the matrix
elements of the generators as follows.
(
πp(X+)
)a
b
=
√
(2p− a)(a + 1) · δa+1,b,(
πp(X−)
)a
b
=
√
a(2p− a + 1) · δa−1,b,
(πp(H))ab = (2p− 2a) · δa,b. (2.3)
The variable a takes a nonnegative integer; a = 0, 1, · · ·. The basis vectors
for the infinite dimensional representation are labeled by (p, z), where p ∈ C
and z ∈ Z≥0. Here the symbol Z≥0 denotes the set of nonnegative integers.
We write the representation (πp, V (p)) simply by V (p), and the basis vector ez
by |p, z >. In terms of the basis vector the representation (2.3) is expressed
as follows.
X+|p, z > =
√
(2p− z + 1)z|p, z − 1 >,
X−|p, z > =
√
(2p− z)(z + 1)|p, z + 1 >,
H|p, z > = (2p− 2z)|p, z > . (2.4)
Let us discuss decomposition of the tensor product V (p1) ⊗ V (p2). We
assume the following
|p1, p2; p3, z3 >=
∑
z1,z2
C(p1, p2, p3; z1, z2, z3)|p1, z1 > ⊗|p2, z2 > . (2.5)
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From the comultiplication rule ∆(H) = H ⊗ I + I ⊗H (Htot = H1 +H2) we
can show
C(p1, p2, p3; z1, z2, z3) = 0, unless p1 − z1 + p2 − z2 = p3 − z3. (2.6)
The relation (2.6) gives the charge conservation law. Using (2.6) and the
condition zi ∈ Z≥0, we can show
C(p1, p2, p3; z1, z2, z3) = 0, unless p3 = p1 + p2 − n, n ∈ Z≥0. (2.7)
Thus we have for n ∈ Z≥0
|p1, p2; p1 + p2 − n, z3 >
=
z3+n∑
z1=0
C(p1, p2, p1 + p2 − n; z1, z3 + n− z1, z3)|p1, z1 > ⊗|p2, z3 + n− z1 > .
(2.8)
The fusion rules for the tensor product V (p1) ⊗ V (p2) are summarized as
follows.
V (p1) ⊗ V (p2) =
∑
p3
Np3p1p2V
(p3) (2.9)
where
Np3p1p2 = 1 for p3 = p1 + p2 − n, n ∈ Z≥0,
= 0, otherwise. (2.10)
We assume the following convention of the phase factors of the CG coeffi-
cients.
C(p1, p2, p1 + p2 − n; 0, n, 0) = 1. (2.11)
Then the Clebsch-Gordan coefficients for infinite dimensional representations
are given by the following.
C(p1, p2, p1 + p2 − n; z1, z2, z3) = δ(z3, z1 + z2 − n)
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×
√
(2p1 + 2p2 − 2n+ 1)
(
(2p1 − n)!(2p2 − n)!(n)!
(2p1 + 2p2 − n+ 1)!
)1/2
×
√
(2p1 − z1)!(2p2 − z2)!(2p1 + 2p2 − 2n− z3)!(z1)!(z2)!(z3)!
×
∑
ν
(−1)ν
(ν)!(n− ν)!
1
(z1 − ν)!(z2 − n+ ν)!
×
1
(2p1 − n− z1 + ν)!(2p2 − z2 − ν)!
. (2.12)
Here we have defined the symbol (p)! through the Gamma function
(p)! = Γ(p+ 1). (2.13)
The sum over the integer ν in (2.12) is taken under the following condition
max{0, n− z2} ≤ ν ≤ min{n, z1}. (2.14)
We can derive the Clebsch-Gordan coefficients (2.12) following Racah’s deriva-
tion [20] (see also Appendix A).
Hereafter we assume that the symbols p and pj denote complex parame-
ters (p, pj ∈ C), and 2j and 2jk denote nonnegative integers (2j, 2jk ∈ Z≥0).
We also assume that 2µj (j = 1, 2, 3) denote either non-negative integers
(2µj ∈ Z≥0) or complex parameters (µj ∈ C).
Let V (j) denote the representation with dimension 2j+1 (spin j represen-
tation). Let us consider the following decomposition of the tensor product.
V (µ1) ⊗ V (µ2) =
∑
p3
Np3µ1µ2V
(p3), p3 ∈ C. (2.15)
Here we consider the two cases, (1) (µ1, µ2) = (p1, j2) (p1 ∈ C , 2j2 ∈ Z≥0);
(2) (µ1, µ2) = (j1, p2) (2j1 ∈ Z≥0, p2 ∈ C).
Then we have the following fusion rules.
Case (1) (µ1, µ2) = (p1, j2) (p1 ∈ C , 2j2 ∈ Z≥0);
Np3p1j2 = 1 if p3 = p1 + j2 − n, 0 ≤ n ≤ 2j2, n ∈ Z≥0,
= 0, otherwise. (2.16)
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Case (2) (µ1, µ2) = (j1, p2) (2j1 ∈ Z≥0, p2 ∈ C)
Np3j1p2 = 1 if p3 = j1 + p2 − n, 0 ≤ n ≤ 2j1, n ∈ Z≥0,
= 0, otherwise. (2.17)
The Clebsch-Gordan coefficients are given by the following.
C(µ1, µ2, µ1 + µ2 − n; z1, z2, z3) = δ(z3, z1 + z2 − n)
×
√
(2µ1 + 2µ2 − 2n+ 1)
(
(µ1 − n)!(2µ2 − n)!(n)!
(2µ1 + 2µ2 − n+ 1)!
)1/2
×
√
(2µ1 − z1)!(2µ2 − z2)!(2µ1 + 2µ2 − 2n− z3)!(z1)!(z2)!(z3)!
×
∑
ν
(−1)ν
(ν)!(n− ν)!
1
(z1 − ν)!(z2 − n + ν)!
×
1
(2µ1 − n− z1 + ν)!(2µ2 − z2 − ν)!
(2.18)
Here the sum over the integer ν is taken under the following conditions:
Case (1) µ1 = p1, µ2 = j2,
max{0, n− z2} ≤ ν ≤ min{n, z1, 2j2 − z2}. (2.19)
Case (2) µ1 = j1, µ2 = p2,
max{0, n− z2, n+ z1 − 2j1} ≤ ν ≤ min{n, z1}. (2.20)
We note that the formula (2.18) can be derived from (2.12) by taking the
limit p2 → j2. The branching rule (2.17) can be shown through this limiting
procedure.
The Clebsch-Gordan coefficients satisfy the orthogonality relations for the
cases (µ1, µ2) = (p1, p2), (p1, j2), and (j1, p2).
δnn′ =
∑
z1
C(µ1, µ2, µ1 + µ2 − n; z1, τ − z1, τ − n)
×C(µ1, µ2, µ1 + µ2 − n
′
; z1, τ − z1, τ − n
′
). (2.21)
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Let us discuss the Racah coefficients for finite and infinite dimensional
representations. Using the formulas for the Clebsch-Gordan coefficients (2.12),
and (2.18) we can calculate the Racah coefficients. We recall that 2µi
(i = 1, 2, 3) is either a nonnegative integer (2µi ∈ Z≥0) or a complex pa-
rameter (µi ∈ C). We introduce µ, µ
′
, µ
′′
by
µ = µ1 + µ2 + µ3 − n, µ
′
= µ1 + µ2 − n
′
, µ
′′
= µ2 + µ3 − n
′′
, (2.22)
where n, n
′
, n
′′
∈ Z≥0.
The Racah coefficients W (µ1, µ2, µ, µ3;µ
′
, µ
′′
) are defined by [20]
|µ1µ2(µ
′
)µ3µz >=
=
∑
µ′′
√
(2µ′ + 1)(2µ′′ + 1)W (µ1, µ2, µ, µ3;µ
′
, µ
′′
)|µ1, µ2µ3(µ
′′
)µz > .
(2.23)
We note that the Racah coeffcients do not depend on z by the definition
(2.23). From the definition of the Racah coefficients, we have
C(µ1, µ2, µ
′
;w1, w2, w1 + w2 − n
′
)C(µ
′
, µ3, µ;w1 + w2 − n
′
, w3, w1 + w2 + w3 − n)
=
∑
µ′′
Rµ′′µ′C(µ1, µ
′′
, µ;w1, w2 + w3 − n
′′
, w1 + w2 + w3 − n)
×C(µ2, µ3, µ
′′
;w2, w3, w2 + w3 − n
′′
). (2.24)
Here w1, w2, w3,∈ Z≥0. Applying the orthogonality relation (2.21) to (2.24)
we have a formula for the Racah coefficients. The derivation of the Racah
coefficients consists of the following procedures. (1) Let us set w2+w3 = z
′′
.
(2) Then multiply both the left hand side and right hand side of (2.24) by∑
w2 C(µ2, µ3, µ2 + µ3 − N
′′
;w2, z
′′
− w2, z
′′
− N
′′
) . (3) Rewrite N
′′
by n
′′
,
and introduce z = w1 + z
′′
= w1 + w2 + w3. (4) Multiply both sides by∑
w1 C(µ1, µ2 + µ3 − n
′′
, µ1 + µ2 + µ3 − n;w1, z − w1, z + n
′′
− n).
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Thus we have the Racah coefficients W (µ1, µ2, µ, µ3;µ
′
, µ
′′
) as follows.
Rµ′′µ′ =
√
(2µ′ + 1)(2µ′′ + 1)W (µ1, µ2, µ, µ3;µ
′
, µ
′′
)
=
∑
w1
∑
w2
C(µ1, µ2, µ
′
;w1, w2, w1 + w2 − n
′
)
×C(µ
′
, µ3, µ;w1 + w2 − n
′
, z − w1 − w2, z − n)
×C(µ2, µ3, µ2 + µ3 − n
′′
;w2, z − w1 − w2, z − w1 − n
′′
)
×C(µ1, µ
′′
, µ;w1, z − w1, z + n
′′
− n). (2.25)
3 CGC of color representations of Uq(sl(2))
3.1 Infinite dimensional case
The generators of the algebra are {X+, X−, H} with the defining relations
[21, 22]
[H,X±] = ±2X±,
[X+, X−] =
qH − q−H
q − q−1
. (3.1)
The comultiplication is given by
∆(H) = H ⊗ I + I ⊗H,
∆(X±) = X± ⊗ qH/2 + q−H/2 ⊗X±. (3.2)
We use the following symbols for q-analogs.
[n]q =
qn − q−n
q − q−1
, [n]q! =
n∏
k=1
[k]q, [p;n]q! =
n−1∏
k=0
[p− k]q. (3.3)
Here n is a positive integer. For the case n = 0 we assume
[0]q! = [p; 0]q! = 1. (3.4)
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Let us define an infinite dimensional representation (πpq , V
(p)) of Uq(sl(2)).
We recall that p is a complex parameter. Let V (p) be an infinite dimensional
vector space overC with basis e0, e1, · · ·, where ea is a basis vector in V
(p) with
the property (ea)b = δba. We define matrix elements of the representations
of the generators X+, X− and K = qH for (πpq , V
(p)) as follows.
(
πp(X+)q
)a
b
=
√
[2p− a]q[a + 1]q · δa+1,b,(
πp(X−)q
)a
b
=
√
[2p− a+ 1]q[a]qδa−1,b,
(πp(H)q)
a
b = (2p− 2a) · δa,b. (3.5)
Here a,b are nonnegative integers (a, b = 0, 1, · · ·), and p ∈ C. It is easy to
see that the operators defined in (3.5) satisfy the defining relations of the
algebra Uq(sl(2)) with q generic. We call the representation in (3.5) infinite
dimensional color representation. We write the basis vector ea(p) by |p, z >q,
and the representation (πpq , V
(p)) by V (p)q .
Let us discuss decomposition of the tensor product V p1q ⊗V
(p2)
q . We define
the Clebsch-Gordan coefficients by the following
|p1, p2; p3, z3 >q=
∑
z1,z2
C(p1, p2, p3; z1, z2, z3)q|p1, z1 >q ⊗|p2, z2 >q . (3.6)
From the comultiplication rule we can show
C(p1, p2, p3; z1, z2, z3)q = 0, unless p1 − z1 + p2 − z2 = p3 − z3. (3.7)
The relation (3.7) leads to the charge conservation law. Using (3.7) and the
condition zi ∈ Z≥0, we can show
C(p1, p2, p3; z1, z2, z3)q = 0, unless p3 = p1 + p2 − n, n ∈ Z≥0. (3.8)
Thus we have following.
|p1, p2; p1 + p2 − n, z3 >q
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=
z3+n∑
z1=0
C(p1, p2, p1 + p2 − n; z1, z3 + n− z1, z3)q|p1, z1 >q ⊗|p2, z3 + n− z1 >q .
(3.9)
Here n ∈ Z≥0. The Clebsch-Gordan coefficients for infinite dimensional
representations are given by the following.
C(p1, p2, p1 + p2 − n; z1, z2, z3)q = δ(z3, z1 + z2 − n)
×
√
[2p1 + 2p2 − 2n+ 1]q
√
[n]q![z1]q![z2]q![z3]q!
×q(n−n
2)/2+(n−z2)p1+(n+z1)p2
×
∑
ν
(−1)νq−ν(2p1+2p2−n+1)
[ν]q![n− ν]q![z1 − ν]q![z2 − n+ ν]q!
×
√√√√ [2p1 − n; z1 − ν]q![2p1 − z1;n− ν]q![2p2 − n; z2 + ν − n]q![2p2 − z2; ν]q!
[2p1 + 2p2 − n + 1; z1 + z2 + 1]q!
.
(3.10)
Here p3 = p1 + p2 − n, n ∈ Z≥0, and the sum over the integer ν in (3.10) is
taken under the following condition
max{0, n− z2} ≤ ν ≤ min{n, z1}. (3.11)
We shall derive the symmetric expression (3.10) of the Clebsch-Gordan co-
efficients (3.10) in Appendix A.
Let V (j)q be the spin j representation of Uq(sl(2)). Let us discuss decom-
position of the tensor product V (p1)q ⊗ V
(j2)
q and V
(j1)
q ⊗ V
(p2)
q . It is easy to
see the following rules.
C(µ1, µ2, p3; z1, z2, z3)q = 0,
unless µ1 − z1 + µ2 − z2 = p3 − z3, p3 = µ1 + µ2 − n (n ∈ Z≥0),
and

 0 ≤ n ≤ 2j2, 0 ≤ z2 ≤ 2j2, if (µ1, µ2) = (p1, j2),0 ≤ n ≤ 2j1, 0 ≤ z1 ≤ 2j1, if (µ1, µ2) = (j1, p2).
(3.12)
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The Clebsch-Gordan coefficients are given by
C(µ1, µ2, µ1 + µ2 − n; z1, z2, z3)q = δ(z3, z1 + z2 − n)
×
√
[2µ1 + 2µ2 − 2n+ 1]q
√
[n]q![z1]q![z2]q![z3]q!
×q(n−n
2)/2+(n−z2)µ1+(n+z1)µ2
×
∑
ν
(−1)νq−ν(2µ1+2µ2−n+1)
[ν]q![n− ν]q![z1 − ν]q![z2 − n+ ν]q!
×
(
[2µ1 − n; z1 − ν]q![2µ1 − z1;n− ν]q![2µ2 − n; z2 + ν − n]q![2µ2 − z2; ν]q!
[2µ1 + 2µ2 − n + 1; z1 + z2 + 1]q!
)1/2
.
(3.13)
Here the sum over the integer ν in (3.13) is taken under the following condi-
tions.
Case (1): µ1 = p1, µ2 = j2
max{0, n− z2} ≤ ν ≤ min{n, z1, 2j2 − z2}. (3.14)
Case (2): µ1 = j1, µ2 = p2
max{0, n− z2, n+ z1 − 2j1} ≤ ν ≤ min{n, z1}. (3.15)
For convenience we give the Clebsch-Gordan coefficients for finite dimen-
sional representations V (ji), (i = 1, 2, 3) in the following [23] (see also [24]).
C(j1, j2, j3; z1, z2, z3)q = δ(z3, z1 + z2 − n)
×([2j3 + 1]q)
1/2∆q(j1j2j3)
×qj1(j1+1)+j2(j2+1)−j3(j3+1)+2(j1j2+j1(j2−z2)−j2(j1−z1))/2
×([2j1 − z1]q![z1]q![2j2 − z2]q![z2]q![2j3 − z3]q![z3]q!)
1/2
×
∑
ν
(−1)ν
[ν]q!
q−ν(j1+j2+j3+1)
[j1 + j2 − j3 − ν]q![z1 − ν]q!
×
1
[2j2 − z2 − ν]q![j3 + j1 − j2 − z1 + ν]q![j3 − j1 − j2 + z2 + ν]q!
.
(3.16)
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Here the sum over the integer ν is such that
max{0, j2 − j3 − j1 + z1, j1 + j2 − j3 − z2} ≤ ν ≤ min{z1, j1 + j2 − j3, 2j2 − z2}.
(3.17)
The symbol ∆q(abc) has been defined by
∆q(abc) = (
[a+ b− c]q![c+ a− b]q![b+ c− a]q!
[a + b+ c+ 1]q!
)1/2. (3.18)
If we replace pi by ji (i = 1, 2, 3), then the formal expression of the Clebsch-
Gordan coefficients for infinite dimensional representations is consistent with
the finite dimensional one (3.16).
The Clebsch-Gordan coefficients satisfy the orthogonality relations for the
cases (µ1, µ2) = (p1, p2), (p1, j2), and (j1, p2).
δnn′ =
∑
z1
C(µ1, µ2, µ1 + µ2 − n; z1, τ − z1, τ − n)q
×C(µ1, µ2, µ1 + µ2 − n
′
; z1, τ − z1, τ − n
′
)q, (3.19)
We can calculate the Racah coefficients using the Clebsch-Gordan coeffi-
cients and the orthogonality relations (3.19) as in §2. The Racah coefficients
are given by
Rµ′′µ′ (q) =
√
[2µ′′ + 1]q[2µ
′ + 1]qW (µ1, µ2, µ, µ3;µ
′
, µ
′′
)q
=
∑
w1
∑
w2
C(µ1, µ2, µ
′
;w1, w2, w1 + w2 − n
′
)q
×C(µ
′
, µ3, µ;w1 + w2 − n
′
, z
′′
− w2, w1 + z
′′
− n)q
×C(µ2, µ3, µ2 + µ3 − n
′′
;w2, z
′′
− w2, z
′′
− n
′′
)q
×C(µ1, µ
′′
, µ;w1, z
′′
, w1 + z
′′
+ n
′′
− n)q. (3.20)
Here we have assumed that 2µi(i = 1, 2, 3) is either a nonnegative integer
(2µi ∈ Z≥0) or a complex parameter (µi ∈ C). We have defined µ, µ
′
, µ
′′
by
µ = µ1 + µ2 + µ3 − n, µ
′
= µ1 + µ2 − n
′
, µ
′′
= µ2 + µ3 − n
′′
. (3.21)
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where n, n
′
, n
′′
∈ Z≥0.
3.2 Finite dimensional cases
Let ω be a primitive N -th root of unity:
ω = exp(
2πis
N
), (N, s) = 1. (3.22)
Here the symbol (a, b) = 1 denotes that the integers a and b have no com-
mon divisor except 1. We write by ǫ a square root of ω: ǫ = ω1/2 =
exp(πis/N), (N, s) = 1.
We take the limit q → ǫ in the infinite dimensional representation (3.5).
Then we have
lim
q→ǫ
(
πp(X−)q
)N
N−1
= 0. (3.23)
From the property (3.23) we can restrict the infinite dimensions into N di-
mensions: V (p)q (∞) → V
(p)
ǫ (N), where V
(p)
ǫ (N) is an N -dimensional vector
space with basis e0, · · · , eN−1. For a, b = 0, 1, · · ·N − 1 we have the following
matrix representations
(
πp(X+)q=ǫ
)a
b
= ([2p− a]ǫ[a + 1]ǫ)
1/2 · δa+1,b,(
πp(X−)q=ǫ
)a
b
= ([2p− a + 1]ǫ[a]ǫ)
1/2 · δa−1,b,
(πp(K)q=ǫ)ab = ǫ
(2p−2a) · δa,b. (3.24)
We write the finite dimensional color representation {πpǫ , V
(p)} by V (p)ǫ . We
write the basis vector ea by |p, z >ǫ. The basis vectors for V
(p)
ǫ are {|p, z >ǫ
, z = 0, · · · , N − 1}.
Let us discuss decomposition of the tensor product V (p1)ǫ ⊗V
(p2)
ǫ . We take
the limit q → ǫ in the expression of the Clebsch-Gordan coefficients (3.10).
Since there is no singularity in the limiting process in the expression of the
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Clebsch-Gordan coefficients, we have the fusion rule in the following.
V (p1)ǫ ⊗ V
(p2)
ǫ =
∑
p3
Np3p1,p2V
(p3)
ǫ , (3.25)
where
Np3p1,p2 = 1, for p3 = p1 + p2, p1 + p2 − 1, · · · , p1 + p2 −N + 1.
= 0, otherwise. (3.26)
We note that the condition 0 ≤ n ≤ N − 1 is derived from the factor
√
[n]q!
in (3.10). In terms of the Clebsch-Gordan coefficients we have
C(p1, p2, p3; z1, z2, z3)ǫ = 0,
unless p1 − z1 + p2 − z2 = p3 − z3, p3 = p1 + p2 − n,
0 ≤ zi ≤ N − 1 for i = 1, 2, 3, and 0 ≤ n ≤ N − 1, n ∈ Z≥0.
(3.27)
By taking the limit q → ǫ in (3.10) we obtain the Clebsch-Gordan coeffi-
cients for finite dimensional color representations. Let us set p3 = p1+p2−n,
where n is an integer with 0 ≤ n ≤ N − 1, and 0 ≤ zi ≤ N − 1, for i=1,2,3.
The Clebsch-Gordan coefficients for V (pi)ǫ for i = 1, 2, 3 are given as follows.
C(p1, p2, p1 + p2 − n; z1, z2, z3)ǫ = δ(z3, z1 + z2 − n)
×
√
[2p1 + 2p2 − 2n+ 1]ǫ
√
[n]ǫ![z1]ǫ![z2]ǫ![z3]ǫ!
×ǫ(n−n
2)/2+(n−z2)p1+(n+z1)p2
×
∑
ν
(−1)νǫ−ν(p1+p2+p3+1)
[ν]ǫ![n− ν]ǫ![z1 − ν]ǫ![z2 − n+ ν]ǫ!
×
√√√√ [2p1 − n; z1 − ν]ǫ![2p1 − z1;n− ν]ǫ![2p2 − n; z2 + ν − n]ǫ![2p2 − z2; ν]ǫ!
[2p1 + 2p2 − n + 1; z1 + z2 + 1]ǫ!
.
(3.28)
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Here the sum over the integer ν in (3.28) is taken under the following condi-
tion
max{0, n− z2} ≤ ν ≤ min{n, z1}. (3.29)
Let V (j)ǫ be the spin j representation of Uǫ(sl(2)). When q is a root of
unity (q2N = 1), the spin j representations of Uq(sl(2)) has the following
constraint. [25, 7]
0 ≤ 2j ≤ N − 2, 2j ∈ Z≥0. (3.30)
Let us discuss decomposition of the tensor product
V (µ1)ǫ ⊗ V
(µ2)
ǫ =
∑
p3
Np3µ1µ2V
(p3)
ǫ (3.31)
where (µ1, µ2) = (p1, j2), (j1, p2). By taking the limit q → ǫ in (3.13) we have
the following fusion rule.
Case (1): µ1 = p1, µ2 = j2 (2j2 < N − 1)
Np3p1j2 = 1 for p3 = p1 + j2 − n, 0 ≤ n ≤ 2j2, n ∈ Z,
= 0, otherwise. (3.32)
Case (2): µ1 = j1, µ2 = p2 (2j1 < N − 1 )
Np3j1p2 = 1 for p3 = j1 + p2 − n, 0 ≤ n ≤ 2j1, n ∈ Z,
= 0, otherwise. (3.33)
By taking the limit: q → ǫ in (3.13), we have the Clebsch-Gordan coef-
ficients. Let us set p3 = µ1 + µ2 − n. When (µ1, µ2) = (p1, j2), we assume
that 0 ≤ zi ≤ N − 1 ( i=1,3), 0 ≤ z2 ≤ 2j2 and 0 ≤ n ≤ 2j2. When
(µ1, µ2) = (j1, p2), we assume that 0 ≤ zi ≤ N −1 ( i=2,3), 0 ≤ z1 ≤ 2j1 and
0 ≤ n ≤ 2j1. The Clebsch-Gordan coefficients are given in the following.
C(µ1, µ2, µ1 + µ2 − n; z1, z2, z3)ǫ = δ(z3, z1 + z2 − n)
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×
√
[2µ1 + 2µ2 − 2n+ 1]ǫ
√
[n]ǫ![z1]ǫ![z2]ǫ![z3]ǫ!
×ǫ(n−n
2)/2+(n−z2)µ1+(n+z1)µ2
×
∑
ν
(−1)νǫ−ν(2µ1+2µ2−n+1)
[ν]ǫ![n− ν]ǫ![z1 − ν]ǫ![z2 − n+ ν]ǫ!
×
(
[2µ1 − n; z1 − ν]ǫ![2µ1 − z1;n− ν]ǫ![2µ2 − n; z2 + ν − n]ǫ![2µ2 − z2; ν]ǫ!
[2µ1 + 2µ2 − n + 1; z1 + z2 + 1]ǫ!
)1/2
.
(3.34)
Here the sum over the integer ν in (3.34) is taken under the following condi-
tion.
Case (1): µ1 = p1, µ2 = j2
max{0, n− z2} ≤ ν ≤ min{n, z1, 2j2 − z2}. (3.35)
Case (2): µ1 = j1, µ2 = p2
max{0, n− z2, n+ z1 − 2j1} ≤ ν ≤ min{n, z1}. (3.36)
The Clebsch-Gordan coefficients have the following orthogonality rela-
tions for the cases (µ1, µ2) = (p1, p2), (p1, j2), (j1, p2).
δnn′ =
∑
z1
C(µ1, µ2, µ1 + µ2 − n; z1, τ − z1, τ − n)ǫ
×C(µ1, µ2, µ1 + µ2 − n
′
; z1, τ − z1, τ − n
′
)ǫ, (3.37)
δz1z′1
=
∑
n
C(µ1, µ2, µ1 + µ2 − n; z1, z + n− z1, z)ǫ
×C(µ1, µ2, µ1 + µ2 − n; z
′
1, z + n− z
′
1, z)ǫ. (3.38)
Recall that 2µi (i = 1, 2, 3) be either a nonnegative integer (2µi ∈ Z≥0)
or a complex parameter (µi ∈ C). We introduce µ, µ
′
, µ
′′
by
µ = µ1 + µ2 + µ3 − n, µ
′
= µ1 + µ2 − n
′
, µ
′′
= µ2 + µ3 − n
′′
. (3.39)
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where n, n
′
, n
′′
∈ Z≥0. In terms of the Clebsch-Gordan coefficients the Racah
coefficients W (µ1, µ2, µ, µ3;µ
′
, µ
′′
)ǫ are given by the following.
Rµ′′µ′ (ǫ) =
√
[2µ′ + 1]ǫ[2µ
′′ + 1]ǫW (µ1, µ2, µ, µ3;µ
′
, µ
′′
)ǫ
=
∑
w1
∑
w2
C(µ1, µ2, µ
′
;w1, w2, w1 + w2 − n
′
)ǫ
×C(µ
′
, µ3, µ;w1 + w2 − n
′
, z
′′
− w2, w1 + z
′′
− n)ǫ
×C(µ2, µ3, µ2 + µ3 − n
′′
;w2, z
′′
− w2, z
′′
− n
′′
)ǫ
×C(µ1, µ
′′
, µ;w1, z
′′
, w1 + z
′′
+ n
′′
− n)ǫ. (3.40)
Finally we give comments. (1) The finite dimensional color representation
in this section is equivalent to the N dimensional representation of Uq(sl(2))
with q2N = 1 in the reference [7]. We have discussed the representation
from the view point of the infinite dimensional representation of Uq(sl(2))
and the limit q → ǫ introduced in the reference [6], and then through the
limit we have obtained the formulas for the Clebsch-Gordan coefficients and
the Racah coefficients. (2) Fusion rules similar to (3.26) and (3.32) have
been given in the reference [26]. The fusion rules are for the m dimensional
representations (semi-periodic representations) of Uq(sl(2)) with q
m = 1,
which are different from the finite dimensional color representations (the N
dimensional representation with q2N = 1).
4 Colored vertex models
4.1 Quantum affine algebra Uq( ˆsl(2))
We express the Boltzmann weights of the colored vertex models in terms
of the Clebsch-Gordan coefficients of color representations. Let us consider
the q-analog of the universal enveloping algebra Uq(sˆl(2, C)) of the affine
18
Kac-Moody algebra sˆl(2). [22] The generators {X±i , Hi; i = 0, 1} satisfy the
following defining relations (i, j = 0, 1).
[Hi, Hj] = 0,
[Hi, X
±
i ] = ±2X
±
i , [Hi, X
±
j ] = ∓2X
±
j (i 6= j),
[X+i , X
−
j ] = δij
qHi − q−Hi
q − q−1
,
3∑
ν=0
(−1)ν
[3]q!
[3− ν]q![ν]q!
(X±)3−νX±j (X
±
i )
ν = 0 (i 6= j). (4.1)
The comultiplication is given by
∆(Hi) = Hi ⊗ I + I ⊗Hi,
∆(X±i ) = X
±
i ⊗ q
Hi/2 + q−Hi/2 ⊗X±i . (4.2)
We denote by R the universal R matrix of Uq(sˆl(2, C)). The universal R
matrix satisfie the following
R∆(a) = τ ◦∆(a)R, a ∈ Uq(sˆl(2, C)), (4.3)
where τ is the permutation operator τ(t1⊗t2) = t2⊗t1, for t1, t2 ∈ Uq(sˆl(2, C)).
For simplicity we sometimes write Uq(sˆl(2,C)) and Uq(sl(2,C)) by Uˆq and
Uq, respectively.
Let us discuss solvable models from the viewpoint of Uˆq. We define a ho-
momorphism φ: Uˆq → Uq by φ(X
±
0 ) = X
∓, φ(X±1 ) = X
±, and φ(H0) = −H
, φ(H1) = H . We introduce an automorphism Tx : Uˆq → Uˆqby Tx(X
±
0 ) =
x±1X±0 , Tx(X) = X , for X = X
±
1 , H0, H1 .
We define an operator R(x) by R(x) = φ((Tx⊗I(R)). Then the operator
R(x) satisfies the following for i = 0, 1.
R(x)qHˆi/2 ⊗ qHˆi/2 = qHˆi/2 ⊗ qHˆi/2R(x), (4.4)
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R(x)(xδ(i,0)Xˆ+i ⊗ q
Hˆi/2 + q−Hˆi/2 ⊗ Xˆ+i )
= (xδ(i,0)Xˆ+i ⊗ q
−Hˆi/2 + qHˆi/2 ⊗ Xˆ+i )R(x), (4.5)
R(x)(x−δ(i,0)Xˆ−i ⊗ q
Hˆi/2 + q−Hˆi/2 ⊗ Xˆ−i )
= (x−δ(i,0)Xˆ−i ⊗ q
−Hˆi/2 + qHˆi/2 ⊗ Xˆ−i )R(x). (4.6)
Here Xˆ±i = φ(X
±
i ), Hˆi = φ(Hi) for i = 0, 1.
Let us take arbitrary two representations µ1, µ2 of Uq. We can take as µ1
and µ2 the spin j representations of Uq(sl(2)), or the (infinite dim. or finite
dim. ) color representations of Uq(sl(2)). We define R matrix and its matrix
elements for the representations by
Rµ1µ2(x) = π
µ1 ⊗ πµ2(R(x)),
Rµ1µ2(x)
a1a2
b1b2
= (πµ1 ⊗ πµ2(R(x)))a1a2b1b2 . (4.7)
Then the relations (4.4), (4.5) and (4.6) give linear equations for the Rmatrix
elements. It is easy to see that if the matrix elements satisfy the linear
equations, then the matrix elements satisfy the Yang-Baxter equations. [27]
∑
c1c2c3
Rp1p2(u)
c1c2
b1b2
Rp1p3(u+ v)
a1c3
c1b3
Rp2p3(v)
a2a3
c2c3
=
∑
c1c2c3
Rp1p2(u)
a1a2
c1c2
Rp1p3(u+ v)
c1a3
b1c3
Rp2p3(v)
c2c3
b2b3
. (4.8)
Here we have defined the spectral parameter u by x = exp u. In operator
formalism, solutions of the linear equations (R matrix) can be written as
R(q; u) =
∑
µ
|µ1µ2;µ > g(µ1, µ2, µ; u) < µ1µ2;µ| (4.9)
Here the sum is taken over all µ appearing in the decomposition of the tensor
product µ1 ⊗ µ2 (µ ⊂ µ1 ⊗ µ2) , and g(µ1, µ2, µ; u) is some function of the
spectral parameter x = exp u.
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4.2 Infinite dimensional case
Let us introduce the colored vetex models. [3, 6] The Boltzmann weights of
the colored vertex model Xαβ(u)
ab
cd is defined for the configuration {a, b, c, d}.
(Fig. 1) The Yang-Baxter relation for the colored vertex model reads
∑
c1,c2,c3
Xα1,α2(u1 − u2)
a1a2
c2c1
Xα1,α3(u1 − u3)
c1a3
c3b1
Xα2,α3(u2 − u3)
c2c3
b3b2
=
∑
c1,c2,c3
Xα2,α3(u2 − u3)
a2a3
c3c2
Xα1,α3(u1 − u3)
a1c3
b3c1
Xα1,α2(u1 − u2)
c1c2
b2b1
.
(4.10)
We construct the colored vertex models by calculating the matrix ele-
ments of the Rmatrix (4.9) on the color representations. Let us consider color
representations (π(pi)q , V
(p)) (i = 1, 2) of Uq(sl(2)). We define Rp1p2(q; u) and
its matrix elements by
Rp1p2(q; u) = π
(p1)
q ⊗ π
(p2)
q (R(x)),
Rp1p2(q; u)
a1a2
b1b2
=
(
π(p1)q ⊗ π
(p2)
q (R(x))
)a1a2
b1b2
. (4.11)
Here a1, a2, b1, b2 = 0, 1, · · · ,∞.
We can show that the follwoing gives a solution of the linear equations
(4.4), (4.5) and (4.6).
Rp1p2(q; u)
a1a2
b1b2
=
∞∑
n
g(p1, p2, n; u)q
C(p1, p2, p1 + p2 − n; b1, b2, b1 + b2 − n)q
C(p2, p1, p1 + p2 − n; a2, a1, a1 + a2 − n)q. (4.12)
where
g(p1, p2, n; u)q = (−1)
n
n−1∏
k=0
[u− p1 − p2 + k]q
[u+ p1 + p2 − k]q
, for n ∈ Z≥0. (4.13)
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We assume g(p1, p2, n = 0; u)q = 1. For the fixed values of ai, bi(i = 1, 2),
the sum in (4.12) reduces to a finite sum. Therefore the sum in (4.12) is
well defined. Thus we have an explicit formula for the R matrix elements
for the infinite dimensional color representation. It is remarked that the
case p1 = p2, the infinite dimensional representation of the R matrix with a
spectral parameter were discussed by Jimbo by using projection operators.
[22]
Through the R matrix (4.12) the Boltzmann weights of the colored vertex
model are written as follows
X
(∞)
αβ (u)
ab
cd = Rp1p2(q; u)
ba
cd, (4.14)
where α = qp2 and β = qp1. Thus we obtain the colored vertex model of the
infinite state case introduced in the reference [6].
Using the Clebsch-Gordan coeffcients we can calculate R matrix for the
representations V j and V (∞). We define Rp1j2(x) and its matrix elements by
Rp1j2(x) = π
(p1)
q ⊗ π
(j2)
q (R(x)),
Rp1j2(x)
a1a2
b1b2
=
(
π(p1)q ⊗ π
(j2)
q (R(x))
)ab
cd
. (4.15)
Here a1, b1 = 0, 1, · · · , N − 1, and a2, b2 = 0, 1, · · ·2j2. The matrix elements
are given by the following.
Rp1j2(x)
a1a2
b1b2
=
2j2∑
n=0
g(p1, j2, n; u)q
C(p1, j2, p1 + p2 − n; b1, b2, b1 + b2 − n)q
C(j2, p1, p1 + p2 − n; a2, a1, a1 + a2 − n)q. (4.16)
Here g(p1, j2, n; u)q is given by (4.13) with p2 = j2.
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4.3 Finite dimensional case
Let us consider color representations (π(pi)ǫ , V
(N)) (i = 1, 2) of Uq(sl(2))
with q = ǫ. We define Rp1p2(ǫ; x) and its matrix elements by
Rp1p2(ǫ; x) = π
(p1)
ǫ ⊗ π
(p2)
ǫ (R(x)),
Rp1p2(ǫ; x)
a1a2
b1b2
=
(
π(p1)ǫ ⊗ π
(p2)
ǫ (R(x))
)a1a2
b1b2
. (4.17)
Then we have the following.
Rp1p2(ǫ; u)
a1a2
b1b2
=
N−1∑
n=0
g(p1, p2, n; u)ǫ
×C(p1, p2, p1 + p2 − n; b1, b2, b1 + b2 − n)ǫ
×C(p2, p1, p1 + p2 − n; a2, a1, a1 + a2 − n)ǫ,(4.18)
where
g(p1, p2, n; u)ǫ = (−1)
n
n−1∏
k=0
[u− p1 − p2 + k]ǫ
[u+ p1 + p2 − k]ǫ
, for n ∈ Z≥0. (4.19)
We assume g(p1, p2, n = 0; u)ǫ = 1.
Through the R matrix (4.12) the Boltzmann weights weights of the col-
ored vertex model are written as follows
X
(N)
αβ (u)
ab
cd = Rp1p2(ǫ; u)
ba
cd, (4.20)
where α = ǫp2 and β = ǫp1 . Thus we obtain the colored vertex model of the
finite state case given in the reference [3].
Using the Clebsch-Gordan coeffcients we can calculate R matrix for the
representations V j and V (N). We define Rp1j2(x) and its matrix elements by
Rp1j2(ǫ; x) = π
(p1)
ǫ ⊗ π
(j2)
ǫ (R(x)),
Rp1j2(ǫ; x)
a1a2
b1b2
=
(
π(p1)q ⊗ π
(j2)
ǫ (R(x))
)ab
cd
. (4.21)
23
Here a1, b1 = 0, 1, · · · , N − 1, and a2, b2 = 0, 1, · · ·2j2. The matrix elements
are given by the following.
Rp1j2(ǫ; x)
a1a2
b1b2
=
2j2∑
n
g(p1, j2, n; u)ǫ
C(p1, j2, p1 + p2 − n; b1, b2, b1 + b2 − n)ǫ
C(j2, p1, p1 + p2 − n; a2, a1, a1 + a2 − n)ǫ. (4.22)
Here the function g(p1, j2, n; u)ǫ is given by (4.19) with p2 = j2. It is easy to
show that the R matrix (4.22) gives a solution of the linear equation (4.5).
5 Colored IRF models
5.1 Infinite dimensional case
Using the Racah coefficients for color representations we define colored IRF
(Interaction Round a Face) models. Let the symbol w(a, b, c, d; p1, p2; u)q
denotes the Boltzmann weight of colored IRF model for the configuration
{a, b, c, d; p1, p2}. (Fig. 2) The admissible condition is determined by the
fusion rules. In the configuration {a, b, c, d; p1, p2}, a is admissble to d if a
⊂ p1⊗ d, i.e., N
a
p1,d
6= 0. We denote this condition by a ∼ d. The Boltzmann
weight w(a, b, c, d; p1, p2; u)q is defined to be zero, unless a ∼ d, b ∼ a , c ∼ d
and b ∼ c.
The Yang-Baxter relation for the colored IRF model is given by the fol-
lowing.
∑
g
w(g1, g2, g, g0; p1, p2; u)w(g2, g3, g
′
2, g; p1, p3; u+ v)
w(g, g
′
2, g
′
1, g0; p2, p3; v)
=
∑
g
w(g2, g3, g, g1; p2, p3; v)w(g1, g, g
′
1, g0; p1, p3; u+ v)
24
w(g, g3, g
′
2, g
′
1; p1, p2; u). (5.1)
The Boltzmann weights of the colored IRF models are given as follows.
w(g12, g1, g21, g0; p1, p2; u)q
=
∞∑
n=0
g(p1, p2, n; u)q[2p+ 1]q
√
[2g12 + 1]q[2g21 + 1]q
W (p2, p1, g1, g0; p, g12)qW (p2, g1, p1, g0; g21, p)q, (5.2)
where p = p1 + p2 − n, n ∈ Z≥0, and the function g(p1, p2, n; u)q is given by
(4.13) . We recall that the symbols W and w denote the Racah coefficient
and the Boltzmann weight of the IRF model, respectively.
The expression (5.2) can be derived from (4.12) by using the definition
of the Racah coefficients [28] (see also [29] for the cases of the spin j rep-
resentations). Therefore the Boltzmann weights given in (5.2) satisfy the
Yang-Baxter relation for the IRF models (5.1).
We can discuss hybrid type colored IRF models, i.e., 2µ1 ∈ Z≥0 or 2µ2 ∈
Z≥0. For simplicity we consider only the case p1 ∈ C and 2µ2 = 2j2 ∈ Z≥0.
The Boltzmann weights of the colored IRF models are given as follows.
w(g12, g1, g21, g0; p1, j2; u)q
=
2j2∑
n=0
g(p1, j2, n; u)q[2p+ 1]q
√
[2g12 + 1]q[2g21 + 1]q
W (j2, p1, g1, g0; p, g12)qW (p1, j2, g1, g0; g21, p)q, (5.3)
where p = p1 + j2 − n, 0 ≤ n ≤ 2j2, n ∈ Z≥0, and the function g(p1, p2, n; u)q
is given by (4.13).
5.2 Finite dimensional case
Using the Racah coefficients for color representations we define colored IRF
(Interaction Round a Face) models. Let the symbol w(a, b, c, d; p1, p2; u)ǫ
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denote the Boltzmann weight of colored IRF model associated with finite
dimensional color representations of Uq(sl(2)).
The Boltzmann weights of the colored IRF model are given by the fol-
lowing.
w(g12, g1, g21, g0; p1, p2; u)ǫ
=
N−1∑
n=0
g(p1, p2, n; u)ǫ[2p+ 1]q
√
[2g12 + 1]ǫ[2g21 + 1]ǫ
×W (p2, p1, g1, g0; p, g12)ǫW (p1, p2, g1, g0; p, g21)ǫ (5.4)
Here the function g(p1, p2, n; u)ǫ is given by (4.19).
We can discuss hybrid type colored IRF models, i.e., 2µ1 ∈ Z≥0 or 2µ2 ∈
Z≥0. For simplicity we consider only the case p1 ∈ C and 2µ2 = 2j2 ∈ Z≥0.
The Boltzmann weights of the colored IRF models are given as follows.
w(g12, g1, g21, g0; p1, j2; u)ǫ
=
2j2∑
n=0
g(p1, j2, n; u)ǫ[2p+ 1]ǫ
√
[2g12 + 1]ǫ[2g21 + 1]ǫ
W (j2, p1, g1, g0; p, g12)ǫW (p1, j2, g1, g0; p, g21)ǫ (5.5)
where p = p1 + j2 − n, 0 ≤ n ≤ 2j2, n ∈ Z≥0, and the function g(p1, j2, n)ǫ is
given by (4.19).
6 Invariants of trivalent colored oriented graphs
6.1 Basic relations for the colored braid matrices
We construct new invariants of colored oriented graphs using the Clebsch-
Gordan coefficients for finite dimensional color representations given in §3.
Let us define the N -state colored braid matrix. We assume the charge
conservation: Gabcd(pα, pβ;±) = 0 unless a+ b = c+ d (α = q
−4pα, β = q−4pβ).
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Furthermore we assume Gabcd(pα, pβ; +) = 0 if a < d, and G
ab
cd(pα, pβ;−) = 0 if
a > d. We define (z; q)n by (z; q)n = (1− z)(1− zq) · · · (1− zq
n−1) for n > 0
and (z; q)0 = 1 for n = 0. The nonzero elements are written as follows.
Ga,bc,d(pα, pβ; +) = ǫ
−2bpα−2dpβǫ2bdǫ2pαpβ(
(ǫ2; ǫ2)c
(ǫ2; ǫ2)b(ǫ2; ǫ2)c−b
(ǫ2; ǫ2)a
(ǫ2; ǫ2)d(ǫ2; ǫ2)a−d
(ǫ−4pα; ǫ2)a
(ǫ−4pα; ǫ−2)d
(ǫ−4pβ ; ǫ2)c
(ǫ−4pβ ; ǫ2)b
)1/2
,
Ga,bc,d(pα, pβ;−) = ǫ
2apα+2cpβǫ−2acǫ−2pαpβ(
(ǫ−2; ǫ−2)b
(ǫ−2; ǫ−2)b−c(ǫ−2; ǫ−2)c
(ǫ−2; ǫ−2)d
(ǫ−2; ǫ−2)d−a(ǫ−2; ǫ−2)a
(ǫ4pα; ǫ−2)b
(ǫ4pα ; ǫ−2)c
(ǫ4pβ ; ǫ−2)d
(ǫ4pβ ; ǫ−2)a
)1/2
.
(6.1)
Then the colored braid matrix satisfies the following relation.
∑
c1,c2,c3
Ga1,a2c2,c1 (p1, p2; +)G
c1,a3
c3,b1
(p1, p3; +)G
c2,c3
b3,b2
(p2, p3; +)
=
∑
c1,c2,c3
Ga2,a3c3,c2 (p2, p3; +)G
a1,c3
b3,c1
(p1, p3; +)G
c1,c2
b2,b1
(p1, p2; +). (6.2)
Here p1, p2, p3 denote the colors of the strings.
It has been explicitly shown that the colored braid matrix is equivalent
to the R matrix of the color representations of Uq(sl(2)). [6]
Let us introduce basic relations for the colored braid matrix and the
Clebsch-Gordan coefficients. We note they are related to the Reidemeister
moves.
(i) First inversion relation:
∑
e,f
Gabef(p1, p2; +)G
ef
cd(p1, p2;−) =
∑
e,f
Gabef(p1, p2;−)G
ef
cd(p1, p2; +) = δ
a
c δ
b
d.
(6.3)
(ii) Second inversion relation:
∑
e,f
Gaecf(p1, p2; +)G
df
be(p1, p2;−)ω
d−e = δab δ
c
d,
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∑
e,f
Gaecf(p2, p1;−)G
df
be(p2, p1; +)ω
d−e = δab δ
c
d.
(6.4)
(iii) Markov trace property:
∑
b
Gabab(p, p;±)ω
−b = ǫ2p(N−1)±2p(N−1)±2p
2
. (6.5)
(iv)
∑
c1c2
Ga1c3b3c1 (p1, p3; +)G
a2a3
c3c2
(p2, p3; +)C(p1, p2, p; c1, c2, b)ǫ
=
∑
c
C(p1, p2, p; a1, a2, c)ǫG
ca3
b3b
(p, p3; +),
∑
c1c2
Ga1c3b3c1 (p3, p1;−)G
a2a3
c3c2 (p3, p2;−)C(p1, p2, p; c1, c2, b)ǫ
=
∑
c
C(p1, p2, p; a1, a2, c)ǫG
ca3
b3b
(p3, p;−). (6.6)
6.2 Invariants of colored oriented framed tangle graphs
with trivalent vertices
We consider trivalent graphs, which have vertices with three edges. Framed
graphs have framing vector fields. We assume that all three edges have
common tangent vector in the trivalent vertex, and the framing vector field
is always normal to the tangent vector to the vertex. (Fig. 3)
We introduce ”tangle graph”. We define (k, l)-oriented tangle graph T by
a finite set of disjoint oriented arcs, oriented trivalent vertices, and oriented
circles properly embedded in R2 × [0, 1] such that
∂T = {(i, 0, 0); i = 1, 2, · · · , k} ∪ {(j, 0, 1); j = 1, · · · , l}, (6.7)
where ∂T denotes the upper and lower boundaries of the tangle graph. (Fig.
4) We define colored oriented tangle graphs (T,α) by assigning colors on
edges, arcs and circles of tangle graphs.
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We can express trivalent framed tangle graph by plane diagram. [30, 31,
32] We can choose the diagram such that the framing vector field is normal
to the plane of projection and directed ”up”.
Proposition 6.1 [30] The isotopy invariants of framed tangle graphs are
functions on their plane diagrams, invariant under the following local moves
D1 ∼ D7.
(Fig. 5)
We introduce weights for diagrams. We assign the colored braid ma-
trices, the Clebsch-Gordan coefficients, and the weights Ui to the braiding
diagrams, trivalent vertex diagrams, and the creation-annihilation diagrams,
respectively. (Fig. 6)
We define φ(T,α) for a tangle graph T by the summation over all possible
configurations of variables zi on the edges (or segments) of the graph. In the
summation we fix the colors pi. The sum corresponds to partition function
in statistical mechanics. Then from the relations (6.2), (6.3), (6.4), (6.5) the
sum φ(T,α) for the tangle graph T is invariant under the moves D1 ∼ D7.
Thus we have isotopy invariants of trivalent colored oriented framed tangle
graphs.
6.3 Invariants of trivalent framed graphs
We construct invariants of trivalent colored oriented framed graphs by an
approach parallel to that for the colored link invariants. [5] Through (1, 1)-
tangle graph we introduce another invariant of a framed graph. [5]
Let T be a (1, 1)- tangle graph. We denote by Tˆ the graph obtained by
closing the open strings of T . It is easy to show the following proposition.
[5]
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Proposition 6.2 Let T1 and T2 denote two (1, 1)-tangle graph. If Tˆ1 is iso-
topic to Tˆ2 as a graph in S
3 by an isotopy which carries the closing component
of Tˆ1 to that of Tˆ2. Then T1 is isotopic to T2 as a (1, 1)-tangle graph.
Let T be a (1, 1)-tangle graph. We put F = Tˆ and s is the color of the
closing component (or edge) of Tˆ . We denote by φ(T,α)ab the value φ for
the tangle graph with variables a and b on the closing component (or edge).
(Fig. 7)
Then from the discussion given in the reference [5] we can show that
φ(T,α)ab = λδab. (6.8)
The value of φ(T,α)ab do not depend on a or b.
For a colored graph (F,α) and a color s of closing component (or edge),
we define Φ by Φ(F, s,α) = λ where F, T, s are above and φ(T,α)ab = λδab.
By the basic relations given in §6.2, Φ is well-defined, i.e. Φ(F, s,α) does
not depend on a choice of T .
Further we have the next proposition, to obtain invariants which do not
depend on s.
Proposition 6.3 [5] For a graph F and its color α = (p1, · · · , pn), we have
the next formula.
Φ(F, s,α)([ps;N − 1]ǫ!)
−1 = Φ(F, s′,α)([ps′;N − 1]ǫ!)
−1. (6.9)
The proof of this proposition is equivalent to that given in Appendix C of
the reference [5]. By this proposition we obtain the next definition.
Definition 6.4 For a trivalent colored oriented framed graph (F,α), we de-
fine an isotopy invariant Φˆ of (F,α) by
Φˆ(F,α) = Φ(F, s,α)([ps;N − 1]ǫ!)
−1. (6.10)
30
Thus we obtain new invariants Φ(F,α) of trivalent colored oriented framed
graphs (F,α).
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A Appendix A
We give derivation of the Clebsch-Gordan coefficients for infinite dimensional
representations of Uq(sl(2)). We calculate the Clebsch-Gordan coefficients
following Racah’s approach [20]. For simplicity we denote C(p1, p2, p1+ p2−
n; z1, z2, z)q by C(n; z1, z2, z).
Applying ∆(X±) on |p1, p2; p, z > (p = p1 + p2 − n), we have√
[z][2p + 1− z]C(n; z1, z2 − 1, z − 1)
=
√
[z1 + 1][2p1 − z1]q
p2−z2+1C(n; z1 + 1, z2 − 1, z)
+q−(p1−z1)
√
[z2][2p2 + 1− z2]C(n; z1, z2, z), (A.1)√
[z + 1][2p− z]C(n; z1, z2 + 1, z + 1)
=
√
[z1][2p1 + 1− z1]q
p2−z2−1C(n; z1 − 1, z2 + 1, z)
+q−(p1−z1)
√
[z2 + 1][2p2 − z2]C(n; z1, z2, z). (A.2)
We introduce f(n; z1, z2, z) by
C(n; z1, z2, z) = (−1)
z1q(p1−z1)(p−z+1)
×
(
[2p1 − z1;n− z1]![2p2 − z2;n− z2]!
[2p; z]![z1]![z2]![z]!
)1/2
f(n; z1, z2, z). (A.3)
Then we have the following recurrence relations.
f(n; z1, z2 + 1) = −[z1][2p1 + 1− z1]q
2p−2zf(n; z1 − 1, z2 + 1, z)
+[2p2 − z2][z2 + 1]f(n; z1, z2), (A.4)
[z][2p− z + 1]q2(p1−z1)f(n; z1, z2 − 1)
= −f(n; z1 + 1, z2 − 1, z) + f(n; z1, z2, z). (A.5)
Setting z = 0 in (A.5) we have f(n; z1, z2, 0) = f(n; z1+1, z2−1, 0). Therefore
we write f(n; z1, z2, 0) as fn. From (A.4) we have
f(n; z1, z2, z) = fn[z1]![z2]!
∑
t
(−1)tqt(2p+1−z)
[
z
t
]
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×
[2p1 − z1 + t; t]![2p2 − z2 + z − t; z − t]!
[z1 − t]![z2 − z + t]!
. (A.6)
By using (B.3) it is easy to show that (A.6) satisfies the recurrence relation
(A.4).
Now we consider fn. If we assume the following expression of C(n; z1, z2, 0)
C(n; z1, z2, 0) = (−1)
z1qn(1−n)/2−z1(p+1)+np2
×
(
[n]![2p1 − z1;n− z1]![2p2 − z2;n− z2]!
[2p+ n+ 1;n]![z1]![z2]!
)1/2
,(A.7)
we can show the orthogonality relation
∑
z1
C(m; z1, n− z1, n−m)C(n; z1, n− z1, 0) = δnm, 0 ≤ m ≤ n. (A.8)
We prove (A.8) in the following. When m = n, we show (A.8) using (B.6)
where α = 2p1−n and β = 2p2−n. When m < n, we prove (A.8) putting the
expression (A.6) and (A.7) in the relation (A.8), transforming the variables
{z1, t} into {t, ν} (z1 − t = ν) and then taking the sum over t using (B.4).
Then we see that the sum vanishes.
From the relation (A.8) and the convention of phase factor, the expression
(A.7) is shown. We obtain fn as follows.
fn = q
n(1−n)/2+np2−p1(p+1)
√√√√ [n]!
[2p+ n+ 1;n]!
. (A.9)
Thus we have the following expression for the Clebsch-Gordan coefficients.
C(n; z1, z2, z) = δ(z1 + z2 − n, z)q
n(1−n)/2+np2−z1(p+1)−(p1−z1)z
×
(
[2p1 − z1;n− z1]![2p2 − z2;n− z2]![n]![z1]![z2]![z]!
[2p+ n + 1;n]![2p; z]!
)1/2
∑
t
(−1)t+z1qt(2p+1−z)
[2p1 − z1 + t; t]![2p2 − z2 + z − t; z − t]!
[t]![z − t]![z1 − t]![z2 − z + t]!
.
(A.10)
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Finally we transform the expression (A.10) of the Clebsch-Gordan coef-
ficients into the symmetric one (3.10) given in the section 3. We apply the
formula (B.5) to the expression (A.10) ( α = 2p1 − z1, β = t, c = n− z1 + t),
and replace the variable k by k = t − u. We apply the formula (B.7)
(α = 2p2 + z − z2 − u, s = t − u, a = z1 − u, b = z − u). Then we re-
place the variable u by ν = z1−u. We thus obtain the symmetric expression
(3.10).
We have considered only the case pi ∈ C. The Clebsch-Gordan coeffi-
cients for the other cases such as (µ1, µ2) = (p1, j2) can be derived in the
same way.
B Appendix B
We define q-analog of combinatorial for m ≥ k, m, k ∈ Z≥0 and α ∈ C as
follows. [
m
k
]
=
[m]!
[m− k]![k]!
,
[
α
k
]
=
[α; k]!
[k]!
. (B.1)
(1) For m,n ∈ Z≥0 (n ≥ m) , we have the following useful formulas.
m∏
k=1
(1− zq2k−2) =
∑
k
(−z)kqk(m−1)
[
m
k
]
, (B.2)
[
n− 1
m
]
+
[
n− 1
m− 1
]
q±n =
[
n
m
]
q±m, (B.3)
n−m∑
k=0
(−1)k
[
n−m
k
]
qk(n−m−1) = δmn. (B.4)
(2) For α, β ∈ C, and m,n, a, b, c ∈ Z≥0, we have the following.
∑
k
[
α
c− k
][
β
k
]
q±k(α+β) =
[
α + β
c
]
q±cβ, (B.5)
∑
k
[
α + n− k
n− k
][
β + k
k
]
q−k(α+β+2) =
[
α + β + n+ 1
n
]
q−n(1+β), (B.6)
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∑
s
(−1)s
[
α− s
b− s
][
a
s
]
q−s(−α+a+b−1) =
[
α− a
b
]
q−ab. (B.7)
We can derive (B.2) induction on m. We derive the relation (B.3) from
(B.2). The relation (B.4) follows (B.2).
We show the relation (B.5) first for the case α = m1, β = m2 (m1, m2 ∈
Z≥0) by using (B.2). Since m1, m2 are arbitrary positive integers, and (B.5)
is equivalent to a polynomial relation in terms of qα and qβ, the relation (B.5)
holds also for complex parameters α, β. From (B.5) we derive the relations
(B.6) and (B.7) using the following
[
α
n
]
= (−1)n
[
−α − 1 + n
n
]
, for α ∈ C, n ∈ Z≥0. (B.8)
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Figure Captions
Fig. 1
(a) Boltzmann weight Xαβ(u)
ab
cd and (b) R matrix Rp1p2(u)
a1a2
b1b2
Fig. 2
Boltzmann weight w(a, b, c, d; p1, p2; u)
Fig. 3
Trivalent vertex. The edges have colors p1, p2, p and variables z1, z2, z
Fig. 4
(2,3)-tangle graph. Each segment in the graph has a color pj.
Fig. 5
Relations D1 ∼ D7.
Fig. 6
We assign the follwoing weights to the diagrams.
(a) Identity diagram. Iab = δab, (I
∗)ab = δab
(b) Creation-annihilation diagrams.
(Ur)ab = q
−p(N−1)ǫ−bδa+b,N−1
(Ul)ab = q
p(N−1)ǫaδa+b,N−1
(U¯r)ab = q
p(N−1)ǫaδa+b,N−1
(U¯l)ab = q
−p(N−1)ǫ−bδa+b,N−1
(c) Braiding diagrams
G(p1, p2; +)
ab
cd and G(p1, p2;−)
ab
cd
(d) Vertex diagrams.
We assign the Clebsch-Gordan coefficient C(p1, p2, p; z1, z2, z). both to
the two vertex diagrams V and V
′
.
Fig. 7
The color s of the closing edge (or component) is p3.
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