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Abstract—An information-theoretic approach is described to
estimate the determinant of the covariance matrix of a random
vector sequence (a common task in a wide range of estimation
and detection problems in signal processing for communications).
The method is based on a prior entropy-based processing of the
data using kernels and offers robustness against small-entropy
contamination. The trade-off between optimality, accuracy and
robustness is analyzed, along with the impact of the relative
kernel bandwidth and data size.
Index Terms—Rényi entropy, Information Potential, U-
Statistics, Hadamard Ratio, Kernel Methods, Cramér-Rao Bound
(CRB), Spectrum Sensing, Cognitive Radio.
I. INTRODUCTION
The need for robust signal processing arises in those ap-
plications where the distributional assumptions on the data
do not hold in practice [1]. The goal is to develop methods
capable of trading-off some efficiency at the nominal model to
gain resistance against the effects of deviations. In particular,
robust estimation of the covariance matrix of a vector sequence
has been a research topic for decades. In the specific context
of communications, efficient spectrum sensing algorithms for
cognitive radio systems should be robust against impulsive
mad-made noises that are present in practical communications
systems (see [2] and references therein). A possible way to ad-
dress this issue is to assume that the underlying distribution is
some heavy-tailed elliptical distribution (see [3] and the semi-
nal works [4] and [5]). In some situations, only the determinant
of the covariance matrix is needed. For example, the Hadamard
ratio, i.e. the determinant of the sample covariance matrix
over the product of its diagonal elements, is the Generalized
Likelihood Ratio Test (GLRT) of whether or not a composite
covariance matrix is block diagonal in the case of Gaussian
data [6]. For spectrum sensing using uncalibrated multiantenna
secondary receivers in the context of cognitive radio, detecting
the block-diagonal structure of a covariance matrix becomes
a crucial task. Moreover, the Hadamard ratio is the core of
the generalized coherence [7], a natural generalization of the
magnitude-squared coherence (MSC) statistic that is widely
used for non-parametric detection of a common signal on two
noisy communications channels.
In a different research direction, the estimation of entropy,
mutual information and divergence (jointly with their many
different variants), have found numerous applications [8] apart
from their prominent role in information theory. For example,
information theory descriptors can be used in machine learning
as non-parametric cost functions for the design of adaptive
systems [9]. In this context, universal estimates, i.e. those
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which do not assume knowledge of the statistical properties
of the observed data, are usually required. Most of these
estimates are based on non-parametric density estimates. In
particular, Parzen density estimation (see [9] and references
therein) clearly links information theory with kernel methods,
which have become established techniques in the last fifteen
years to perform nonlinear signal processing. This link is
evident in the case of estimating Rényi second-order entropy
(a generalized notion of Shannon differential entropy that
still satisfies important properties of the former) from Parzen
density estimates.
In this paper, kernel methods are proposed as a tool for
robust estimation. The main motivation is that the entropy
depends mainly on the probabilities of the events and not on
the magnitude of them. The focus is on those cases where
the observed random signal is contaminated by other signal
showing much less entropy than the former although probably
a higher variance. This is typical in practice in those applica-
tions where large-valued impulsive outliers or abrupt changes
on the mean could be observed. The main novelty with respect
to other robust methods for estimating the covariance matrix
is that here the interest is to estimate its determinant and not
the overall matrix, opening the possibility of estimating the
determinant from the entropy, extracted directly from the data.
II. INFORMATION POTENTIAL ESTIMATION
The Information Potential (IP) [9] (the argument of the
log in the second order Rényi entropy) of a continuous
M -dimensional random vector x with Probability Density




In the case that the samples are distributed as CN (0,Σ)
(referred to as nominal conditions) it can be easily shown that
V = (2π)−M |Σ|−1 (2)
i.e. the IP is inversely proportional to the determinant |Σ| of
the covariance matrix and insensitive to the mean (a property
inherent to any entropy measure).
If a Parzen density estimator with Gaussian kernel function
is used to estimate the p.d.f. from N i.i.d. samples of x
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where k(z) = e−z
HW−1z is a Gaussian kernel with W a






k (xi − xj) (3)
is a U-statistics [10] [11] (i.e. an unbiased estimate of
E[k (xi − xj)]) computed from the data, very similar to the
kernelized energy detection proposed in [2] in the context of
cognitive radio. Although a direct computation of Û would
imply a complexity of O(N2), well-known techniques such
as the incomplete Cholesky decomposition [12][9], which
exploits the reduced Gram matrix band structure, can be used
to achieve a computation complexity of O(N), just the same
as the sample covariance.
The following result (see Appendix VII-1) will be used for






E [k(u)] = |W| |W + C|−1 (4)
E [k(u)k(v)] =
|W|2
|W + (1− |γ|) C| |W + (1 + |γ|) C| (5)





= E [k(z)] = |W| |W + 2Σ|−1 (6)




















Note that, for any finite value of a and b, Û will be consistent
given the impact of b in (7) becomes asymptotically negligible.
However, b cannot be neglected (as proposed in [9]) to
characterize σ2
Û
because it tends to zero more slowly than
a for |W| → 0, as seen in (9), and small bandwidth values
will precisely be more adequate to gain robustness against
contamination.
III. COVARIANCE DETERMINANT ESTIMATION
The direct approach would be estimating the covariance
matrix as the Σ̂S = 1N−1
∑N





i=1 xi is the sample mean. The U-statistics [11]








(xi − xj) (xi − xj)H , (10)
which has the advantage of avoiding any explicit estimation
of the sample mean, and highlighting the link with (3). The
determinant would be finally estimated as D̂K =
∣∣∣Σ̂S
∣∣∣.
Alternatively, a second possibility is proposed: estimat-
ing first Û and then estimating the determinant directly as
D̂K = gW(Û), where gW(.) is a kernel-dependent monotonic
decreasing function. Using this rationale, and focusing to the
univariate case for clarity and space reasons, we obtain from
(6) the following monotonic relationship between Ū and the
variance Σ:
Ū = (W/Σ) (W/Σ + 2)
−1 (11)
from which, assuming that a sample moment Û has been
obtained from the U-statistics in Eq. (3), we can apply the




















W/2− Σ = 0, (13)
which means that the bias of Σ̂ is strictly positive. However,
as Û is consistent and unbiased, it converges in probability to
Ū , which implies that Σ̂ converges in probability to Σ, i.e., Σ̂
is asymptotically unbiased.
Defining the relative bandwidth as w = W/Σ, the relative
























w−1(w + 4)−1 − (w + 2)−2
)
. (16)
Note that when w → 0 the variance of the proposed estimator
tends to infinity, irrespective of the fact that a→ 0 and b→ 0.
The reason is that b goes to zero as O(w) (instead of O(w2))
and this is why we didn’t neglect it in (7).
A. Asymptotic performance and CRB
For any w > 0, we have from (7) that limN→∞Nσ2Û = 4a.
Therefore, using (14), (15) and (16), we can state that
1 ≤ limN→∞Nσ̄2Σ̂ =
(w + 2)2




with lower and upper-bounds achieved for w → 0 and
w → ∞, respectively. The previous equation quantifies the
asymptotic penalty on the estimator variance as a function of
the kernel bandwidth. Note that the sample mean estimator
of variance (Σ̂S) in the nominal conditions is efficient and
fulfills that limN→∞Nσ̄2Σ̂S = 1. Therefore, the previous
equation shows in particular that the proposed estimator is
asymptotically efficient as the kernel size tends to infinity
(w → ∞). As w decreases, the asymptotic variance of the
proposed estimator is increased with respect to the CRB, but
never more than 4/3 (the maximum asymptotic penalty).
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B. Threshold effect
From (7) it is clear that the asymptotic analysis assumes
that:
bN(N − 1)/2 < aN(N − 1)(N − 2)/L (18)










which establishes the condition for the asymptotic analysis to
be valid. The previous equation shows the interplay between N
and w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that
the estimator reaches the asymptotic regime. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine
the minimum value of w that can be used as a function of N .
If we fix, for example, L = 10 and assume very small w, we
obtain that a rough value of the minimum allowable relative
kernel size is
wmin ≈ 15/N (20)
We can then assure that for w > 15/N the estimator vari-
ance in nominal conditions will not be more amplified than
(roughly) a factor of 4/3 with respect to the CRB1.
C. Robustness
Let us assume an ε-contaminated additive model [13] given
by
xεi = xi + ziyi. (21)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ε, yi is a white contamination
process (independent of xi) representing the outlier, and
P (yi = Yk) = pk with k = 1, . . . ,K. It is noted that this
model, which embraces also the continuous case as K →∞,
is assumed only for concreteness and for providing insights
later on. In essence, we are modeling a contamination charac-
terized with a heavy-tailed distributions, which are those most
susceptible to have a huge impact on the sample covariance.








|xεi − xεj |2
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where µy and σ2y are the mean and variance of yi, respectively.
The variance is therefore overestimated with an additive bias
term proportional to the mean, variance and rate of the
contamination process.
However, the p.d.f. of the contaminated data can be written
as a weighted sum of shifted replicas of the original one:




1It is worth noting that, in the real data case, wmin turns out to be
inversely proportional to N2 (the proof is omitted), thus improving the
efficiency/robustness trade-off and giving more tolerance in fixing w.
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Fig. 1. Iterative procedure for determining the kernel bandwidth, W .
Using (1), we obtain the following lower and upper bound
for the IP (see Appendix VII-5):





is the IP of the contaminated data and
Col (zy) = (1− ε)2 + ε2
K∑
k=1
p2k ≤ 1 (26)
is the collision probability [14] of the additive contamination.
The IP is therefore underestimated, which leads to overesti-
mating as well the resulting variance. However, the impact
of the contamination is now much smaller. Note that the IP
of the contaminated data is lower-bounded in a multiplicative
manner by the collision probability Col (zy) (see the left hand
inequality in (24)). This probability depends solely on the
contamination rate ε and on the probabilities pk associated to
the additive outlier values. Remarkably, the values Yk of the
contamination process have now no impact on the IP. The main
advantage is then that the impact on the estimation is governed
solely by the collision probability of the outliers values, and
not by how large the outliers values are. This proves why small
kernel bandwidths are interesting to achieve robustness.
D. Kernel bandwidth determination
Kernel bandwidth W operates as an scale parameter that de-
pends on the data dynamic range. As the variance is precisely
the parameter we want to estimate, the possibility of using
an iterative method to estimate the bandwidth from the data
arises naturally, as summarized in Fig. 1. The sample variance
is first estimated, which is known to be optimal in nominal
conditions but inflated in the presence of contamination. This
value is used to fix the bandwidth W to a conservative value
as a function of the available number of samples. Using this
value, we estimate the entropy-based variance which is used
to fix the relative kernel bandwidth for the next iteration, and
this procedure is repeated until no significant relative change
(δ) of the estimated variance value is observed.
V. NUMERICAL RESULTS
Fig. 2 shows the normalized variance of Û in nominal con-
ditions a function of w for increasing values of N , analytical
2017 IEEE 18th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)
584 Copyright 2006 IEEE. Personal use of this material is permitted. However, permission 
to reprint/republish this material for advertising or promotional purposes or for creating 
new collective works for rescale or redistribution to servers or lists, or to reuse any 
copyrighted component of this work in other works must be obtained from the IEEE.

























The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in










|x"i   x"j |2
i




y (1   ")
 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
the probabilities of the outlier values, and not by how large
the outlier values are.
A final remark on the kernel bandwidth size is in order. The
kernel-based variance estimator proposed in Eq. (19) is based
on the scaled and shifted IP estimate given in Eq. (10). It is
well-known ([6]) that the kernel-based IP estimate converges
in mean to the IP when the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
scaling) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative kernel bandwidths for the purpose of robustness.
D. Kernel bandwidth determination
In general, determining the kernel bandwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
selected according to the data dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 2. Normalized variance of Û a a function of the relative ker el
ba dwidth w for different values of th data size, N .
(Eqs. (7), (15) an (16)) and numerical. Th influence of
in (7) is manifested as a arianc pena ty wit respect to the
asymptotic cas (N →∞), and this occurs for moderate and
small w.
Fig. 3 shows th variance of the estimator in no inal
conditions as a f nction of w for increasing valu s of N ,
analytical (Eqs. (14), (15) and (16)) and numerical. According
to (17), as N is increased, the ma imum penalty with respect
to the CRB tends to 4/3 when using moderately small relative
kernel bandwidths. The larger is N , the larger is t e margin for
the use of small kernel bandwidths, which are those interesting
for achieving robustness without trading-off too much the esti-
mator accuracy in nominal conditions. Moreover, the existence
of this margin for large N is what provides insensitivity to the
used outlier model ssumptio s. Therefore, the larger is N , the
less critical is to fix the adequate kernel bandwidth in order
to achieve sufficiently high accuracy in nominal conditions.
The threshold phenomenon is confirmed (indicated by dashed
vertical arrows). For example, for N = 105, w can be as
small as wmin = 1.5 × 10−4 for the purpose of improving
robustness, without scarifying significantly the performance
in nominal conditions.
Fig. 4 shows the robust e s of t prop sed ntropy-based
variance estimator in the presence of outliers. The relative bias
of the variance estimate is shown as a function of the variance
of a zero-mean binary outlier process, for two different values
of the contamination rate, ε. At each point, the average number
of iterations required by the algorithm is shown. While for
small contamination a pair of iterations roughly suffices, more
iterations are needed in the case of large-valued outliers and
contaminations, specially for moderate N where the determi-
nation of the kernel bandwidth at every iteration becomes
more critical. While the sample variance exhibits a non-
robust behavior with an unbounded relative bias as the outlier
variance increases, the proposed estimator exhibits a floor. The
asymptotic value obtained from an analytic computation of the
IP is indicated as dashed (red) horizontal lines, whose floor
for large outliers is given by 1/vε (see (26)).























The previous equation shows the interplay between N and
w. In p rticular, the lower is the relative kernel bandwidth
w, th higher s ould be th value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w vi lating the condition, the estimator variance will be
highly amplified. Th condition is also useful to determine the
minimum valu f w that can be used as a function of N . For
th t purpose, we ca white a simplified condition assuming a





If we fix, for xample, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As een in the asymptotic analysis, w can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Ap endix VI-D for details) from its U-statistic expression in










|x"i   x"j |2
i




y (1   ")
 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, e analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
the probabilities of the outlier values, and not by how large
the outlier values are.
A final remark on the kernel bandwidth size is in order. The
kernel-based variance estimator proposed in Eq. (19) is based
on the scaled and shifted IP estimate given in Eq. (10). It is
well-known ([6]) that the kernel-based IP estimate converges
in mean to the IP when the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
scaling) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative kernel bandwidths for the purpose of robustness.
D. Kernel bandwidth determination
In general, determining the kernel bandwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
selected according to the data dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, n that sense, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers













2) Threshold effect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in th original condition n Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will n t be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P ( i = Yk) = pk with k = 1, . . . , K.
Fi st consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in
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(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of co taminatio
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the i verse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no imp ct on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the as mptotic
variance of the proposed estim tor is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers













2) Threshold effect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the varia ce of
t e MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate c n be easily co puted (see
Appendix VI-D for detail ) from its U-stati tic expression in
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where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the c tamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust b haviour. Th p.d.f. of the contaminat d
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequalit in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asympt tic
varian e of the proposed estimator is increased with r sp ct
to the CRB, but never more than 4/3, which represe ts the
maximum asymptotic penalty. As will be s own later on,
small kernel bandwidths re interesting for the purpose of
robustness and, in that se se, Eq. (24) is us ful to understand
the trade-off between robustness in th presence of outli rs













2) Threshold effect: The asymptotic analysis developed
efore assumes that N is large eno gh such that t e v lue
of b in Eq. (14) has no significant effect on t e varian e of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kern l bandwidth
w, the higher should be the v lue of N to guarante that th
estimator reaches t asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The c ndition is also useful to deter ine the
minimum value of w that can be us d as a fu ction of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator v riance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contamin ted additiv model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by th zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (in pen ent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in
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where µy and  2y are the mean and variance of yi, respectively.
The key observation is th t the v riance is overestimated with
an additive bias term which is pr portional to the contamina-
tion rate, as well s proportional to both mean and vari nce
of the contamination process.
Next, w analyze the impact of the c ntamination model n
the k rnel-based estimator, with the intenti f ighlighting
the root of its robust behaviour. The p.d.f. of the contami ated
data can be writt n as a weighted sum of shifted replicas f
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand in quality in (32)) and, as a consequenc
of the inverse proportionality given in Eq. (9), the co tam-
ination results in a positiv bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (se the left han
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on t e prob bilities pk associated to the additive
outlier values. Remark bly, the values Yk of the contamination
process have o impact on the IP, contrarily to the behavi r of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior e tropy-
based processing of th data for the purpose of achi ving
robust ess: the impact on the estimation is governed solely by
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers













2) Threshold effect: The asymptotic analysis developed
bef re assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator r aches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to deter ine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contamin ted additive mod l [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ina ion process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First c nsider the sample variance estimator. The mean of
the resulting variance e timate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in
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where µy and  2y are the mean and variance of yi, respectively.
The key observatio is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze t e impact of the contamination model on
the kernel-ba ed estimator, with the intention of highlighting
the roo of its robust behaviour. The p.d.f. f the contaminated
da a n be written as a weig ted sum of shifted replicas of
the original o e:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The eaning is that contamination causes the IP to decrease
(se the right h nd inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contam nation and it depends solely on the contamination
rate " and on the probabilities pk associ ted to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator a seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). A w ecreases, the asympt tic
variance of the proposed stimator is increased with sp ct
to the CRB, but never more than 4/3, which represe ts the
maximum asymptotic penalty. As will b s own later on,
small kernel bandwidths re interesting for the purpose of
robustness and, in that sense, Eq. (24) i us ful to understand
the trade-off between robustness in th presence of outli rs













2) Threshold effect: The asympt tic analysis developed
before assumes that N i large enou h such that the v lue
of b in Eq. (14) has no significan effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










Th previou equation shows the interplay between N and
w. In particul r, the lower is the relative kern l bandwidth
w, th higher should be he value of N to guarantee that th
estimator reaches asymptotic varianc . For small values
of w violating the condition, the estimator variance will be
ighly amplified. The c nd tion is also useful to deter ine the
minimum value of w that can be us d as a fu ction f N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later o with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contamin ted additiv model [11]:
x✏i = xi + ziyi (29)
The conta ination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is white contam-
ination process (in pen ent of x ) representing the outlier.
For si plicity, we will assume that yi is discrete, such tha
P (yi = Yk) = pk with k = 1 . . . , K.
Fir consider the sample variance estimator. The m an of
the resulting variance estimate can be asily computed (s e
Appendix VI-D for deta ls) from its U-statistic expression in














y (1   ")
 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is th t the v iance is overestimated with
an additive bias term which is pr portional to the contamina-
tion rate, as well s proportional to both mean and variance
of th contamination process.
Next, we analyze the impact of the c ntamination model on
the kernel-based estimator, with the intention f ighlighting
the root of its robust behaviour. The p.d.f. of the conta inated
data an be writt n as a weighted sum of shifted replicas of
th igi al o e:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous exp ession into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meani g is that contamination causes the IP to decrease
(see he right h nd in q li y in (32)) and, as a consequenc
of t e inverse proportionali y given in Eq. (9), the contam-
ination results in a positiv bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left han
inequality in (32)). This quantity is just the (discr te) IP of
the contamina ion and it depends solely on the contamination
r te " and on prob bilities pk associat d to th additive
outlier values. Remark bly, the valu s Yk of the contamina ion
process have no impact on the IP, contrarily to the behavi r of
the sample-variance e timator as seen in Eq. (30). This s the
key property that justifies the IP as an adequate prior e tropy-
based processing of th da a for he purpose of achi ving
robust ess: the impact on the estimation is governed solely by
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], pr perty 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased ith respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that se se, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers













2) Threshold eff ct: Th asymptotic analysis developed
before ass mes that N i large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. Fro Eq. (14) it is clear that the asymptotic analysis
ssumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equatio shows the int rplay between N and
w. I p rticular, the lower is t e relative kernel bandwidth
w, e hig er hould be the value of N t guarantee that the
esti ator reaches the asympt tic variance. For small values
of w vi lating the condition, the estimator variance will be
highly amplified. The condition is als useful to determine the
minimum v lue f w that ca be used as a function of N . For
th t purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditio s
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a w ite con am-
ination process (indepe dent of xi) representing the outlier.
For simplicity, e will assume that yi is discrete, such t at
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance e timat r. Th mean f
the resulting variance estimate can be asily computed (see
Appendix VI-D for details) rom its U-stati ic expression in
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where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the conta ina-
tion rate, as well as proportional to both mean a d variance
of the contamination process.
N xt, we analyze the impact of the contamination m del on
the kernel-based estimator, with the intention of highlighting
the oot of it robust beh viour. The p.d.f. of the contami ated
data can be written s a weighted sum of shifted replicas of
the riginal one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The mea i g is that contamina ion causes the IP to decrease
(see the right han i equality i (32)) and, as a conseq ence
of the inverse proportio al ty given Eq. (9), the co tam-
ination results in a positive bias n the variance estimate
inferred from it. The IP of the contaminated dat is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contaminatio and it depends solely on the contamination
rate " and on th pr babilities pk associated to the additive
outlier values. Remarkably, th values Yk of the contamination
process have no impact on the IP, contrarily to the behavi r of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
4
logari hm of an scaled and biased vers on of the sample vari-
ance (se [6], property 2.8). As w decreases, the asymptotic
varia ce f t ro sed stimator is increased with respect
to the CRB, but ever more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers













2) Threshold effect: The asympt tic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the con iti , the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be s d as a function of N . For
that purp se, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the or ginal condi ion in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For si plicity, w will s ume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the r sulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in
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 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appen ix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(se the right hand inequality in (32)) and, as a consequence
of the nverse proportionality giv in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contami ated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving















where M is the dimensionality of u and v.
Proof: See App ndix VI-B.
Using Lemm 1, and taking into account that the second
term in Eq. 10 is a U-statistics (i.e. unbiased) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), the mean of
estimator Û is given by
Ū =
|W|
|2⌃ + W| (13)
Using Eq. (10), and following an analysis similar to [6]2, the























whose derivation is detailed in Appendix VI-B0a. Note that,
for any finite value of a and b, Û will be consiste t (i.e.
Û ! Ū in probability) and in particular its var ance will
decrease i v rsely proportional to N as N ! 1 ([6]),
because the impact of the value of b in Eq. (14) becomes
asymptotically negligible. However, the term b cannot be
neglected to charact rize th variance of the MIP because it
goes to ze o more slowly than a as |W| g e to zero. Thi
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here on the univari te c se, M = 1, which
provides clarity and insights into the core idea. From Eq. (13)
we obtain the following monotonic relations ip b tween the










As a consequence, we can design a composite consistent
estimator of varianc from an unbiased es imate of Ū as:









2With respect to [6], our an lysis refers to Û instead of V̂ and does not
make the assumption of large data size. The te m that is ignored in [6]
is maintained here as it will prove to dominate the variance value of the
res lting estimator for the case of very small kernel bandwith values, which
are precise y the o es we are interested on for the purpose of r bustness.
Note that Eq. (19) is an special case of Eq. (5), where
now function gW (x) = (x 1   1)W/2. In the sequel, the
bias and varianc of the estimator proposed in Eq. (19) is
analyzed u der nominal conditions, paying special attention to
the interplay between N , W and estimator efficiency. Finally,
we will pay the attentio to ts robustness to outliers.
A. Bias
In virtue of the Jensen’s inequality and the concavity of
function 1/x for x > 0, the expectation of the variance














which means that the bias of ⌃̂ (given by E[⌃̂] ⌃) is strictly
positive. However, as Û is consistent, if fulfills that Û ! Ū in
probability, which means that ⌃̄ ! ⌃ in probability as well.
i.e., ⌃̂ s asymptotically unbiased.
B. Variance
The variance of estimator ⌃̂ in Eq. (19) can be ch racter-
ized from the variance of Û following an small pert rbation
























where the variance of the MIP is given in Eq. (14) with

















It is noted from the previous equations that, when w ! 0, the
variance of the proposed estimator tends to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The re son for this s
that b goes to zero as O(w) (instead of O(w2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get in ights into the previous
results, let us consider the case of large ata size N . For any
w > 0, we have from Eq. (14) that limN!1N 2Û = 4a.
Therefore, using Eqs. (21), (22) n (23), w can state t at
4
3
  limN!1N  ̄2⌃̂ =
(w + 2)2
(w + 1)(w + 3)
  1 (24)
with the aximu and minimum values achiev d for w ! 0
and w ! 1, respectively. The previous equation quantifies
the asymptotic penalty o the estimat r variance as a functi n
of th kernel bandwid h. It is noted that the sample mean es-
timator of variance (⌃̂S) in the nom nal co ditions is effic ent
(it reach s the CRB) and fulfill that limN!1N  ̄2⌃̂S = 1.
Therefore, the previous equation shows in particular that the
propos d estimator is asymp otically effici nt as the kern l size
tends to infinity. This is a ons quence of the fact th t, for large












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































for q = 1 : Q
W 15⌃̂[q   1]/N




f q = 1 : Q
15⌃̂[q   1]/N




fo q = : Q
W = 15⌃̂[q   1]/




for q 1 :
15⌃̂[q 1]/N








Fig. 2. Iterative procedure for determini g the k rnel b ndwidth.
in mean to the IP when t e kernel bandwidth tend to z ro,
and converges to the sample variance (ig oring s ifting d
scaling) hen th ndwid h t nds to infinity. In tha s n e, the
previous anal sis of the IP xpl i s why we r i t rest d n
small relative kernel bandwidt s for th p r se of r b stness.
D. Kernel bandwidth determina ion
In general, determining the kern l bandwidth is cruci l
problem in d nsity and IP estimation. It is clea ly seen in Eq.
(18) that W operates as an s ale param te that needs to be
selected according to th data dynamic range. In the specific
problem of variance estimation we have shown which
manner the bandwidth d termines a trade-off between t e
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an it rative t od to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, e sample v riance is first stimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contam nation. This value is used to fix the
bandwidth W to a conservative value as a function of the
available number of samples according to Eq. (28). Using this
value, we estimate the kernel-based variance which is us to
fix the next relative kernel bandwidth, and this procedure is
repeated Q times.
IV. MAGNITUDE SQUARED COHERENCE ESTIMATION
Next, we extend the main idea by focusing on the bivariate
case, M = 2. Let us consider a composite vector sequence of










The determinant f this matrix, which will e estimated
after the prior entropy-based pr cessing already described, is




, where |⇢|2 is the magnitude
squared coherence (MSC) parameter to be estimated. For the
problem of estimating |⇢|2, we will assume for simplicity that
the marginal variances ⌃1 and ⌃2 are known. Otherwise, they
can be estimated by the procedure exposed in the previous




















(w + 1)(w + 3)




The pr v ous quat on shows the interplay bet een N and
w. In p rticular, t lower is the relative kernel band idth
w, th i h r s ould b the value of N o guarantee that he
estim tor r h s t symptotic vari ce. For small val s
f w vi lati g the c ndition, the esti ator variance will be
highl amplified. The c nd tion is also useful to deter ine the
ini um alu f that can be used as a function of N . F r
that pur os , w an whit a implified condition as uming a





If e fix, for exa ple, L = 10 in t ori inal con i ion in Eq.
(25), we obtain that a rough value of th mini um allowable





As seen in th asym otic a alysis, c n en assure ha
for w > 15/N , th sti at varia ce n n mi l conditi n
will not be o e amplifi d than (roughly) a factor f 4/3 with
respect to the CRB. This iss will be confirmed later on with
computer simulations.
C. Robustness
To quan ify th sensitivity of the estimator to outlie s, we
focus on an "-contamina ed a di ive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sa ple variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in
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where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
T g t nsights, let us first analyze the impact of contamination
t the IP by ins rting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" =   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequali y in (32)) and, as a consequence
o the inv rse proportionality given in Eq. (9), the contam-
ination r sults in a positive bias on the variance estimate
inf red from it. T IP of the contaminated data is lower-
b unded in a ulti licative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends sol ly on the ontamination
rate " nd on the probabilities pk associated t the additive
ou lier valu s. Rem rkably, the values Yk of the contamination
process have no impact on the IP, ontrarily to the behavior of
the sample-v riance stimator as seen in Eq. (30). This is the
k y proper y that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
the probabilities of the outlier values, and not by how large
th outlier v lues are.
A final remark on the kernel bandwidth size is in order. The
kernel-based variance estimator proposed in Eq. (19) is based
on the scaled and shifted IP estimate given in Eq. (10). It is
well-known ([6]) that the kernel-based IP estimate converges
i mean to the IP wh n the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
scaling) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative k rnel bandwidths for th purpose of robustness.
D. Kernel bandwidth determination
In genera , d termining the kern l b ndwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
select d accordi g to the ata dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 3. Nor alized variance of t e Mod fied IP a a fu ct o of th l t ve
kernel bandwi th w for different valu s of t e d t iz , N .
section. From Eq. (13) w ob ain t follo ing m no onic
relatio s ip bet een th MIP an the MSC:
Ū =
w1w2
(w1 + 2) (w2 + 2)   |⇢|2
(35)
As a consequenc , we can design a compo ite co sistent






w1 2 + 2 (w1 + w2) + 1 (36)
The bias and variance of ĉ can be analyzed using a similar
procedure as exposed in the previous section. On the one hand,
in virtue of the Jense inequality and the consistency of Û , ĉ
has a negative bias although it is asympttically unbiased. On
the other hand, the varaince of ĉ can be characterized by an




















where the variance of the MIP is given in Eq. (14) with

















V. GENERALIZED COHERENCE ESTIMATION
VI. NUMERICAL RESULTS
Fig. 3 shows the normalized variance of the modified IP
as a function of w for increasing values of N , verifying the
analytical result in Eqs. (14), (22) and (23). It is seen that the
influence of b in Eq. (14) is manifested for moderate and small
values of N and moderate and small values of w, respectively.
Fig. 4 shows the variance of the estimator in nominal
conditions as a function of w for increasing values of N .
Fig. 3. V rianc a pli atio i h r p ct t th CRB as a f ction f th
r la iv k rne band idth for diff rent valu o t dat siz , N .
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Proof: See App ndix VII-A.



















wh r M is the dimensionali y of u and v.
Proof: See A pendix VII-B.
Using Lemma 1, nd t king into cc u t that the seco d
term in Eq. 10 is a U-statistics ( .e. nbiased) for estimati g
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), th mean of





Using Eq. (10), and following an analysis s mil r to [6]
2, th


























whose derivation is detailed in Appendix VII-B0a. Note that,
for any finite value of a and b, Û will be consistent ( .e.
Û ! Ū in probability) and in pa ticular its variance will
decrease inversely proportional to N as N ! 1 ([6]),
because the impact of the v lue of b in Eq. (14) becomes
asymptotically negligible. However, the term b cannot be
neglected to characterize the var ance of the MIP because it
goes to zero more slowly than a as |W| goes to zero. This
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here on the univariate case, M = 1, which
provides clarity and insights into the core idea. From Eq. (13)
w obtain the following monotonic relationship between the










2With respect to [6], our analysis refers to Û instead of V̂ and
does not
make the assumption of large data size. The term that is ig
nored in [6]
is maintained her as it will prove to dominate the variance
value of the
resulting estimator for the case of very small kernel bandwith
values, which
are precisely the ones we are interested on for the purpose of r
obustness.
As a cons quence, we ca design a comp site c nsistent
stimator of varianc from n unbiased est mate of Ū as:









Note that Eq. (19 is an special case of Eq. (5), where
now function gW (x) = (x
 1   1)W/2. I the equel, the
bias and variance of the esti ator proposed i Eq. (19) is
analyzed under nomi al c dit s, paying special atte tio to
the interplay between N , W and stimator efficiency. Finally,
we will pay th attention to its robustness to outliers.
A. Bias
In virtue of the Jensen’s inequality and the concavity of
fu ctio 1/x for x > 0, the expect tion of th arianc














which means that t e ias f ⌃̂ (given by E[⌃̂] ⌃) is strictly
positive. H wever, a Û is consistent, if fulfills that Û ! Ū in
probab lity, hich means tha ⌃̄ ! ⌃ in probability as well.
i.e., ⌃̂ is asymptotically unbiased.
B. Variance
Th variance of estimator ⌃̂ in Eq. (19) ca be character-
ized from the variance of Û following n small perturbation
























here the varia ce of the MIP is given in Eq. (14) with

















It is noted from the previous equations that, when w ! 0, the
variance of the proposed estimator tends to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The reason for this is
that b goes to zero as O(w) (instead of O(w
2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get insights into the previous
results, let us co sider the case of large data size N . For any




Therefore, using Eqs. (21), (22) and (23), we can stat that
4
3
  limN!1N  ̄2⌃̂ =
(w + 2)2
(w + 1)(w + 3)
  1 (24)
with the maximum and minimum values achieved for w ! 0
and w ! 1, respectively. The previous equation quantifies
the asymptotic penalty on the estimator variance as a function
of the kernel bandwidth. It is noted that the sample mean es-
timator of variance (⌃̂S) in the nominal conditions is efficient
4
logarith of an s aled and biased version of the sampl vari-
ance (see [6], prop rty 2.8). As w d creases, the asymptotic
v riance of he proposed es imator i incr as d with espect
to the C B, but never more than 4/3, which repre e ts the
maximum asympto ic pen lty. A will be shown later on,
small kernel bandwidths are inter sting f r the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
th trade-off between obustness in the presence of outliers













2) Threshold effect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The co diti n is also useful to etermine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robu tness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contaminati n rat is determined by the z ro-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for d tails) from its U-statistic expression in










|x"i   x"j |2
i




y (1   ")
 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The ey obs rvation is that the variance is ov restimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance sti ator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
='
3
Pr of: See Appendix VII-A.



















where M is the dim nsionality of u and v.
Proof: S e Appendix VII-B.
Using Lemma 1, and taking into ccount that the seco d
term in Eq. 10 is a U-statistics (i.e. unbias d) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), the mean of





Using Eq. (10), nd following an an lysi sim lar to [6]
2, the


























whose derivatio is detailed in Appendix VII-B0a. N te that,
for any finite value of a and b, Û will be consistent (i.e.
Û ! Ū in probability) and i particular its variance will
decrease inversel proportional t N as N ! 1 ([6]),
because the impact f the value f b in Eq. (14) becomes
asymptotically negligible. However, the term b cannot be
neglected to characterize the variance of the MIP becau e it
goes to zero more slowly than a as |W| goes to zero. This
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here on the univariate case, M = 1, which
provides clarity and insights into th core idea. Fr m Eq. (13)
we obtain the following monotonic r lati nship between the










2With respect to [6], our analysis refers to Û instead of V̂ and
does not
make the assumption of large data size. The term that is ig
nored in [6]
is maintained here as it will prove to dominate the variance
value of the
resulting estimator for the case of very small kernel bandwith
values, which
are precisely the ones we are interested on for the purpose of r
obustness.
As a consequence, w can d sign a composite onsistent
estimator of v r ance from an unbiased estimate f Ū as:









Note that Eq. (19) is an special case of Eq. (5), where
now function gW (x) = (x
 1   1)W/2. In the sequel, the
bias and variance of the esti ator proposed in Eq. (19) is
a alyzed under nomin l conditions, paying special attentio to
th interplay b tween N , W and estimator efficiency. Finally,
we w ll ay t e a t ntio to its robustn s to outliers.
A. Bias
In virtue of the Jensen’s in quality and the concavity of
function 1/x for x > 0, th expectati n of the varianc














which mea s that the bias of ⌃̂ (given by E[⌃̂] ⌃) is strictly
positive. However, as Û is consist nt, if fulfills that Û ! Ū in
pr bability, which means th t ⌃̄ ! ⌃ in probability as well.
i.e., ⌃̂ is a ymptotically unbiase .
B. Variance
The variance of estimator ⌃̂ in Eq. (19) can be character-
ized from the variance of Û following an small perturbation
























where the variance of the MIP is given in Eq. (14) with












w w + 4)
  1
(w + 2 2
◆
(23)
It is noted from the previous equations that, when w ! 0, the
variance of the proposed estimator tends to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The reason for this is
that b goes to zero as O(w) (instead of O(w
2)) and th s why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get insights into the previous
results, let us consider the case of large data size N . For any




Therefore, using Eqs. (21), (22) and (23), we can state that
4
3
  limN!1N  ̄2⌃̂ =
(w + 2)2
(w + 1)(w + 3)
  1 (24)
with the maximum and minimum values achieved for w ! 0
and w ! 1, respectively. The previous equation quantifies
t asymptotic penalty on the estimator variance as a function
of the ker el bandwidth. It is not d that the sample mean es-
timator of var ance (⌃̂S) in the nominal conditions is efficient
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the roposed estimator is incr ased with respect
to the CRB, but n ver more than 4/3, which represents the
maximum asymptotic p nalty. As will be shown later on,
small kernel bandwidths are nteresting for the p rp se of
robustness and, in that sense, Eq. (24) is useful to un erstand
the trade-off between robustness i the presence of outliers













2) Threshold ffect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the low r is the relative kernel ba dwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, f r example, L = 10 in the original con ition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination proc s (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . , K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for d tails) from its U-statistic expression in










|x"i   x"j |2
i




y (1   ")
 
(30)
where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bi s term which is proportional to the contamina-
tion rate, as w ll as proportional to both mean and variance
of the contamination process.
Next, we an lyze the impact of the contamination model on
the kernel-bas d estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:
f"(x) = (1   ")f(x) + "
KX
k=1
pkf(x   Yk) (31)
To get insights, let us first analyze the impact of contamination
to the IP by inserting th previous expression into Eq. (7). By
doing so (see Appendix VI-E) w obtain the following two
inequalities:





v" = (1   ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving












































































Fig. 4. Relative bias of the variance estima ors vs. relative outlier variance,
for different contamination rates, ε, and data sizes, N .
VI. CONCLUSIONS
We considered the problem estimating the de minant
of the covariance matrix without expl ci ly estimating hat
matrix. We have shown that by first estimating an entropy-
based measure and applying the Gaussian assumption in a
second stage, we get robustness to the verall esti te in the
presence of outliers typically associated to man-mad nois in
communications systems. The resulting estimator is affected
by the collision probability of the contamination (insensitive
to their values), instead of its variance. A procedure for
estimating the ker l bandwidth from the dat has been
provided, understanding its interplay with the data size and
the department from optimality. An open research l e is he
extension to robust generalized coherence estimati n.
VII. APPENDICES
1) Proof of (4) & (5):












∣∣−1 = |W| |W + C|−1





, with W̃ = IM ⊗W, which yields (5).
2) a and b in (7): Defining di,j = xi−xj , the variance of











E [kW (di,j) kW (di′,j′)]− (E [kW (di,j)])2
)
with i < j and i′ < j′. In the summation we have:










, use (5) with γ = 1, which yields the first
term of (9). For the term E [kW (u)] we use use (4) to
obtain the second term of (9);
• (N(N − 1)/2) (N − 2) terms with i = i′ and j 6= j′;
• (N(N − 1)/2) (N − 2) terms with j = j′ and i 6= i′.
Therefore, we have N(N − 1)(N − 2) terms all equal to a =
E [kW (u) kW (v)] − (E [kW (u)])2 with Cu = Cv = 2Σ
and Cuv = Σ. For E [kW (u) kW (v)] use (5) with γ =
1/2, which yields the first term of (8). The second term has
been proved before. The remaining terms are such that i 6= i′
and j 6= j′ and there are zero as kW (u) and kW (v) are
independent.
3) Small perturbation analysis for σ2
Σ̂
: Defining dU = Û−











− Ū−2dU + Ū−3dU2
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|ziyi − zjyj |2
])
/2








− |E [zi]|2 |E [yi]|2







































































0 ≤ g(z) =
∫
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