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Abstract. The protein folding prediction problem is one of the most challenging
problem in Bioinformatics. Hence, it is necessary to use robust methods to solve
it. This paper proposes a parallel hybrid model based on Ant Colony Optimi-
zation to solve the 2D-HP protein folding problem. Experiments are done and
the results obtained shown to be acceptable concerning the computational cost.
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Resumo. O problema da predic¸a˜o de estruturas prote´icas e´ um dos problemas
mais desafiadores da Bioinforma´tica. Sendo assim, se faz necessa´rio o uso de
me´todos robustos para sua soluc¸a˜o. Este trabalho propo˜e a utilizac¸a˜o de um
modelo hı´brido paralelo baseado em Otimizac¸a˜o por Coloˆnia de Formigas para
buscar soluc¸o˜es para o problema de predic¸a˜o de estruturas prote´icas dentro
do modelo 2D-HP. Alguns testes sa˜o realizados e os resultados obtidos pelo
modelo sa˜o aceita´veis em relac¸a˜o ao ganho computacional, devido o tempo de
processamento exibido nestes experimentos.
Palavras-chave: Enovelamento de Proteı´nas, modelo 2D-HP, Otimizac¸a˜o por
Coloˆnia de Formigas, paralelismo.
1. Introduc¸a˜o
O problema de predic¸a˜o de estruturas prote´icas e´ um dos problemas mais desafiadores da
Bioinforma´tica [Shmygelska and Hoos 2005], se encontrando na classe de problemas NP-
completos, possuindo um vasto e complexo espac¸o de busca. Tal problema envolve um
processo fı´sico-quı´mico conhecido como enovelamento, onde uma cadeia de aminoa´cidos
e´ articulada de forma a definir a estrutura (formato) de uma proteı´na em seu estado nativo
[Lehninger 1982, Devlin 1999]. O modelo Bidimensional Hidrofo´bico/Polar (2D-HP), a
ser abordado neste artigo, considera a propriedade de hidrofobicidade1 dos aminoa´cidos,
classificando-os em hidro´fobos (H), que sa˜o repelidos pela a´gua, e polares (P), que sa˜o
atraı´dos pela a´gua [Lehninger 1982, Devlin 1999]. Pelo fato do problema do enovela-
mento de proteı´nas ser um problema NP-completo, na˜o e´ via´vel a utilizac¸a˜o de algoritmos
de buscas tradicionais ou de forc¸a bruta, dada a ineficieˆncia frente a ambientes complexos.
Para esta classe de problemas existem algumas abordagens mais robustas que se propo˜em
a realizar uma busca mais otimizada. Abordagens como Algoritmos Evoluciona´rios
1Propriedade que indica a atrac¸a˜o ou repulsa˜o dos aminoa´cidos pela a´gua.
[Eiben and Smith 2003] e Otimizac¸a˜o por Coloˆnia de Formigas (Ant Colony Optimiza-
tion - ACO) [Dorigo and Stu¨tzle 2004] ja´ se mostraram eficientes quando aplicadas ao
modelo 2D-HP [Perreto 2005, Lopes and Scapin 2005, Shmygelska and Hoos 2005].
A meta-heurı´stica ACO e´ bastante utilizada na soluc¸a˜o de problemas complexos
das mais diversas a´reas de aplicac¸a˜o [Dorigo and Stu¨tzle 2004]. Por ser uma abordagem
inspirada no comportamento de busca por alimento das formigas, esta e´ naturalmente
paraleliza´vel, considerando a natureza descentralizada de seus componentes. Sendo as-
sim, este trabalho implementa um modelo hı´brido paralelo baseado em ACO para buscar
soluc¸o˜es para o problema de predic¸a˜o de estruturas de proteı´nas utilizando o modelo 2D-
HP.
Na Sec¸a˜o 2 sa˜o descritas algumas caracterı´sticas das proteı´nas e a complexidade
do problema de predic¸a˜o considerando o modelo 2D-HP; na Sec¸a˜o 3 e´ explicado o funci-
onamento da meta-heurı´stica ACO; na Sec¸a˜o 4 e´ apresentado o modelo desenvolvido; na
Sec¸a˜o 5 sa˜o apresentados resultados obtidos; e na Sec¸a˜o 6 sa˜o apresentadas as concluso˜es
e trabalhos futuros.
2. Enovelamento de Proteı´nas
Apesar de serem essenciais para o funcionamento dos organismos vivos, as proteı´nas na˜o
conseguem desempenhar as func¸o˜es designadas se sua estrutura na˜o estiver em seu for-
mato correto. Qualquer alterac¸a˜o em sua forma pode fazer com que a proteı´na perca a
sua capacidade de executar a tarefa para a qual ela esta´ destinada, podendo ate´ mesmo
tornar-se nociva para o organismo ao qual ela pertence [Lehninger 1982]. Quando o eno-
velamento e´ executado, em condic¸o˜es normais, a proteı´na deve sempre encontrar uma
estrutura u´nica, conhecida como estrutura nativa2.
No modelo 2D-HP, para se alcanc¸ar a conformac¸a˜o de energia mı´nima de uma
proteı´na, a forc¸a considerada e´ a polaridade. Sendo assim, os vinte aminoa´cidos essen-
ciais conhecidos sa˜o divididos em dois grupos. Os aminoa´cidos que possuem afinidade
com a a´gua (representados pela letra P – polares), e os que sa˜o repelidos por ela (re-
presentados pela letra H – hidro´fobos). Dessa forma, uma proteı´na passa a ser uma
sequ¨eˆncia composta por apenas duas letras [Dill 1999]. Na Figura 1(a) esta´ demons-
trada uma possı´vel representac¸a˜o de uma proteı´na utilizando o modelo 2D-HP para 53
aminoa´cidos. O ca´lculo da energia livre neste modelo e´ feita com base na quantidade
de ligac¸o˜es na˜o locais3. O ca´lculo da energia livre pode ser feito por meio da equac¸a˜o 1
[Perreto 2005].
E =
∑
i<j
∆(ri − rj) (1)
Onde: ∆(ri − rj): e´ igual a − 1 caso a ligac¸a˜o entre ri e rj seja uma ligac¸a˜o na˜o
local e 0 caso contra´rio.
Do modelo implementado neste trabalho, as ligac¸o˜es na˜o adjacentes analisa-
das sa˜o do tipo H − H . No exemplo da Figura 1(b), a energia computada para esta
conformac¸a˜o possui valor de -22 unidades, como pode ser visto nas linhas pontilhadas.
2O estado nativo de uma proteı´na e´ o estado que possui o menor valor de energia livre.
3Sa˜o ligac¸o˜es feitas entre aminoa´cidos que na˜o sa˜o adjacentes dada sua sequ¨eˆncia.
Figura 1. Exemplo de conformac¸a˜o do modelo 2D-HP: (a) Possı´vel conformac¸a˜o
para 53 aminoa´cidos; (b) Linhas pontilhadas indicam as ligac¸o˜es na˜o adjacentes
H −H.
3. Otimizac¸a˜o por Coloˆnia de Formigas
A Otimizac¸a˜o por Coloˆnia de Formigas (Ant Colony Optimization - ACO) surgiu na
de´cada de 90 e foi proposta por [Dorigo et al. 1996] como uma meta-heurı´stica para
resolver problemas de otimizac¸a˜o combinatorial. Um algoritmo ACO constitui um sis-
tema baseado em agentes que simula o comportamento natural das coloˆnias de formi-
gas na procura por alimentos, desenvolvendo mecanismos de cooperac¸a˜o e aprendizado
[Dorigo and Stu¨tzle 2004].
Para compreender como que animais quase cegos, tais como as formigas, conse-
guem encontrar o caminho mais curto entre sua coloˆnia e uma fonte de alimento, e´ ne-
cessa´rio entender o conceito de feromoˆnio4. O movimento das formigas deixa uma certa
quantidade de feromoˆnio no cha˜o, marcando o caminho com uma trilha desta substaˆncia.
O comportamento coletivo que emerge e´ uma forma de processo autocatalı´tico que,
quanto mais formigas seguirem uma trilha, mais atrativa esta trilha se tornara´ para ser
seguida por outras formigas [Dorigo et al. 1996]. As formigas tomam a sua decisa˜o de
acordo com uma regra de decisa˜o probabilı´stica. Esse ca´lculo e´ feito pela equac¸a˜o 2
[Dorigo and Stu¨tzle 2004].
P (i, j) =
[τ(i, j)]α ∗ [η(i, j)]β
∑
l∈Nk
i
[τ(i, j)]α ∗ [η(i, j)]β
(2)
Onde:
• η(i, j): e´ um valor heurı´stico relacionado a natureza do problema;
• Nki : e´ o conjunto de no´s conectados a i que ainda na˜o foram visitados;
• τ(i, j): e´ o valor da trilha de feromoˆnio que existe entre i e j;
• α e β: sa˜o paraˆmetros que ponderam a importaˆncia relativa da trilha de feromoˆnio
e do valor heurı´stico, respectivamente, no processo de decisa˜o.
A arquitetura paralela do algoritmo do ACO pode ser explorada por meio da
acelerac¸a˜o do processo de construc¸a˜o das soluc¸o˜es, da decomposic¸a˜o do domı´nio do
problema ou do espac¸o de busca, ou atrave´s do projeto de um ACO distribuı´do (ACO
multicolony) [Ellabib et al. 2007]. A
4Feromoˆnio e´ uma substaˆncia quı´mica utilizada como meio de comunicac¸a˜o entre indivı´duos de uma
mesma espe´cie.
[Bullnheimer et al. 1998] descreve duas implementac¸o˜es de algoritmos paralelos,
chamados de Implementac¸a˜o Paralela Sı´ncrona (SPI, Synchronous Parallel Implementa-
tion) e Implementac¸a˜o Paralela Parcialmente Assı´ncrona (PAPI, Partially Asynchronous
Parallel Implementation). O SPI e´ baseado no paradigma Mestre-Escravo no qual to-
das as formigas encontram uma soluc¸a˜o no escravo e enviam o resultado para o mestre.
Ja´ no PAPI as informac¸o˜es sa˜o trocadas entre os processos em um determinado nu´mero
de iterac¸o˜es, sendo esta a ide´ia do ACO multi-colony onde sa˜o utilizadas mais de uma
coloˆnia de formigas para buscar a soluc¸a˜o para o problema.
4. Descric¸a˜o do Modelo Implementado
Para o enovelamento 2D-HP, os componentes de cada possı´vel soluc¸a˜o e´ representado por
dois grupos de aminoa´cidos, H e P. O processo de construc¸a˜o de soluc¸o˜es consiste em
elaborar modelos conformacionais (situac¸o˜es de enovelamento) de acordo com a leitura
de cadeias formadas sob o alfabeto {H, P}+.
No caso do modelo 2D-HP, a formiga possui treˆs graus de liberdade
de movimento: seguir em frente (S), dobrar a` esquerda (L) ou a` direita (R)
[Chu et al. 2005][Shmygelska and Hoos 2005]. O esquema de movimentac¸a˜o pelos graus
de liberdade esta´ ilustrado na Figura 2
Figura 2. Esquema de movimentac¸a˜o das formigas. A formiga pode escolher
uma das treˆs possibilidades [Shmygelska and Hoos 2005].
Enquanto a formiga leˆ a cadeia de entrada, ela constro´i a soluc¸a˜o pelo espac¸o
de busca matricial. A memo´ria da formiga associa para cada componente da cadeia de
entrada E uma posic¸a˜o da cadeia de movimentac¸a˜o T. Esta cadeia de movimentac¸a˜o e´
formada pelo alfabeto {S, L,R}+. A determinac¸a˜o da movimentac¸a˜o e´ essencial para
que a formiga possa definir a vizinhanc¸a dos componentes da cadeia de soluc¸a˜o. A
definic¸a˜o da vizinhanc¸a e´ utilizada para definir o nu´mero de contatos na˜o adjacentes en-
tre os aminoa´cidos hidrofo´bicos, para que seja possı´vel calcular o valor da energia livre.
Quanto mais contatos H-H adjacentes tiver, menor o valor da energia livre final.
A matriz de feromoˆnio deste modelo e´ mantida pela estrate´gia Max-Min
[Stu¨tzle and Hoos 2000]. Esta estrate´gia consiste em fazer um controle dos valores
ma´ximos e mı´nimos que o feromoˆnio pode alcanc¸ar na matriz de feromoˆnio. Estes valores
ficam dentro de um intervalo, [fermin, fermax], garantindo que nenhuma posic¸a˜o seja ex-
cluı´da do processo de busca. Isto permite um aumento da explorac¸a˜o do espac¸o de busca,
eliminando iterac¸o˜es desnecessa´rias, pois a estrate´gia verifica soluc¸o˜es estaciona´rias (sem
melhoramentos de qualidade dentro de n iterac¸o˜es), e a convergeˆncia total, caso em que
as posic¸o˜es da matriz de feromoˆnio marcam somente os valores fermax e fermin.
A utilizac¸a˜o da visa˜o expandida das formigas exploradoras permite que estas to-
mem uma decisa˜o com base em uma maior quantidade de informac¸a˜o sobre o espac¸o de
busca [Perreto 2005]. Para isto, o nu´mero de combinac¸o˜es locais a ser analisado e´ sempre
o nu´mero de movimentos possı´veis elevado ao nu´mero de nı´veis que a formiga tera´ de
visa˜o. No caso de uma formiga normal, onde se analisa apenas o pro´ximo aminoa´cido,
tem-se no ma´ximo treˆs combinac¸o˜es distintas de movimento a serem analisados. Ao se
expandir a visa˜o da formiga em mais um nı´vel a quantidade ma´xima de combinac¸o˜es a
serem analisadas e´ de no ma´ximo nove. Na Figura 3 (a) e´ possı´vel se ter uma ide´ia de
como e´ a visa˜o padra˜o. Na Figura 3 (b), esta´ mostrado um exemplo da visa˜o extendida
que possui uma formiga exploradora. Neste exemplo, a a´rvore de decisa˜o e´ ampliada e
a formiga passa a possuir uma visa˜o de dois nı´veis, aumentando assim a quantidade de
informac¸o˜es a serem analisadas para se tomar uma decisa˜o.
Figura 3. (a) Visa˜o tradicional e (b) visa˜o expandida.
O que pode ser visto na Figura 4 e´ a a´rvore de decisa˜o da visa˜o extendida vista na
Figura 3 (b). Nesta a´rvore de busca e´ possı´vel observar a existeˆncia dos no´s c’ e e’. Estes
no´s sa˜o iguais aos no´s c e e, pore´m, eles sa˜o originados de no´s pais diferentes e por isso
acabam gerando resultados diferentes, tornando assim necessa´rio a separac¸a˜o desses no´s
para que um na˜o interfira no resultado do outro.
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Figura 4. ´Arvore de busca da Visa˜o extendida.
Como visto na equac¸a˜o 2, e´ necessa´rio que o usua´rio defina os valores dos
paraˆmetros α e β. Sabe-se tambe´m que este ajuste e´ de suma importaˆncia visto que e´
onde se estabelece o balanc¸o entre busca local e busca global do algoritmo. Por esta
raza˜o, neste trabalho e´ implementada a utilizac¸a˜o de um me´todo adaptativo a` utilizac¸a˜o
destas varia´veis, deixando a cargo do algoritmo a escolha dos valores de α e de β. Isto per-
mite que estes valores sejam adaptados para cada formiga da coloˆnia. Desta forma, cada
formiga podera´ ter um comportamento diferente dentro da coloˆnia e ajustara´ os valores
para sua melhor adaptac¸a˜o ao ambiente.
Na Figura 5 pode-se ver como esta´ estruturada a matriz α e β. Neste modelo
as formigas artificiais, antes de comec¸arem a percorrer o espac¸o de busca do problema,
devem escolher os valores das varia´veis α e β, para so´ assim comec¸ar a fazer a busca pelo
ambiente.
Figura 5. Modelo de funcionamento do α e β adaptativos.
O me´todo de busca local que sera´ utilizado nesse modelo e´ uma variac¸a˜o do
me´todo de busca local utilizado em [Shmygelska and Hoos 2005]. Neste me´todo e´ feita
uma reconfigurac¸a˜o em sua cadeia de navegac¸a˜o. Essa reconfigurac¸a˜o e´ realizada uma
u´nica vez e e´ feita escolhendo-se um ponto aleato´rio na cadeia e alterando a direc¸a˜o ori-
ginal.
A diferenc¸a entre o me´todo desenvolvido por [Shmygelska and Hoos 2005] e o
me´todo utilizado neste trabalho e´ que ao inve´z de se escolher apenas um ponto na cadeia
sa˜o feitas treˆs buscas locais escolhendo-se treˆs pontos aleato´rios diferentes, localizados
em regio˜es distintas da cadeia de navegac¸a˜o: um ponto e´ localizado no inicio da cadeia,
outro no meio e o u´ltimo no fim da cadeia. Com isso e´ possı´vel fazer uma ana´lise por
regio˜es diferentes da cadeia de navegac¸a˜o, aumentando a chance de se melhorar a quali-
dade da soluc¸a˜o encontrada.
No modelo e´ criado um processo mestre que possuira´ a matriz de feromoˆnios, e
a matriz α e β. Este processo mestre sera´ o responsa´vel por: Inicializar os x processos
escravos que sera˜o utilizados; Receber a resposta dos processos escravos; Analisar a me-
lhor soluc¸a˜o entre as soluc¸o˜es recebidas; Atualizar a matriz de feromoˆnio e a matriz α e
β; e Repassar as informac¸o˜es atualizadas para os escravos.
Os processos escravos recebem a matriz de feromoˆnio e a matriz α e β como
informac¸a˜o para iniciar o seu processo. Eles sa˜o responsa´veis por executar uma quanti-
dade z = n/x de formigas, onde cada formiga e´ responsa´vel por montar uma soluc¸a˜o e
fazer um refinamento dela utilizando-se o me´todo de busca local. Os processos escravos
tambe´m sa˜o responsa´veis por fazer a escolha da melhor soluc¸a˜o encontrada e envia´-la
para o mestre.
5. Experimentos Realizados e Resultados Obtidos
Nesta sec¸a˜o esta˜o descritos os resultados obtidos. As cadeias de aminoa´cidos para testes
foram retiradas de [Shmygelska and Hoos 2005] e esta˜o na Tabela 1. Os testes iniciais fo-
ram realizados em uma ma´quina com processador Pentium de 1.5 GHz, 1 GB de memo´ria
RAM, executando sobre o sistema operacional Microsoft Windows XP. O algoritmo ACO
utilizou a seguinte configurac¸a˜o de paraˆmetros: nu´mero de iterac¸o˜es = 100; tamanho da
coloˆnia = 100 formigas; proporc¸a˜o de formigas exploradoras igual a 40% da quantidade
de formigas; evaporac¸a˜o de feromoˆnio = 0.08.
Tabela 1. Cadeias utilizadas para os testes. A u´ltima coluna indica a quantidade
de aminoa´cidos de cada cadeia.
co´digo cadeia Tam
c1 (HP )2PH2PHP2HPH2P2HPH 20
c2 H2(P2H)7H 24
c3 P3H2P2H2P5H7P2H2P4H2P2HP2 36
c4 P2H(P2H2)2P5H10P6(H2P2)2HP2H5 48
c5 P2H3PH8P3H10PHP3H12P4H6PH2PHP 60
c6 H4P4H12P6(H12P3)3HP2(H2P2)2HPH 85
c7 P6HPH2P5H3PH5PH2P4H2P2H2PH5PH10PH2PH7P11H7P2HPH3P6HPH2 100
Na Tabela 2 sa˜o apresentados os resultados obtidos executando o modelo de forma
sequencial inserindo uma rotina proposta de cada vez. Nesta tabela, os resultados da
coluna da esquerda sa˜o os obtidos utilizando-se apenas o ACO padra˜o (ACO-1), apo´s
sa˜o apresentados os resultados utilizando-se o ACO com a estrate´gia Max-Min (ACO-
2), depois o ACO com o Max-Min e o α e β adaptativos (ACO-3), depois o ACO com
o Max-Min e as Formigas Exploradoras (ACO-4), na coluna seguinte sa˜o apresentados
os resultados utilizando-se o ACO com o Max-Min, α e β adaptativos e as Formigas
Exploradoras (ACO-5), e por fim sa˜o apresentados os resultados para o ACO com o Max-
Min, α e β adaptativos, Formigas Exploradoras e busca local. Para a realizac¸a˜o dos testes
onde na˜o se aplicavam a te´cnica do α e β adaptativos foram utilizados os valores α = 1 e
β = 2 [Dorigo and Stu¨tzle 2004].
Tabela 2. Resultado dos testes com cada rotina inserida gradualmente.
Energia
cadeia ACO-1 ACO-2 ACO-3 ACO-4 ACO-5 ACO-6
c1 -9 -9 -9 -9 -9 -9
c2 -8 -8 -9 -9 -9 -9
c3 -11 -12 -13 -12 -13 -13
c4 -17 -18 -18 -20 -23 -23
c5 -29 -29 -29 -20 -33 -34
c6 -40 -40 -41 -46 -48 -48
c7 -34 -36 -36 -40 -45 -45
Analisando a Tabela 2 pode-se ver que a utilizac¸a˜o das rotinas de forma separada
conseguem melhorar a qualidade os resultados encontrados, pore´m e´ com a utilizac¸a˜o de
todas as rotinas juntas que se consegue obter uma melhora considera´vel nos resultados
analisados – ACO-6.
Para cada sequ¨eˆncia da Tabela 1 foram realizadas 20 execuc¸o˜es do sistema ACO-6
implementado sequencialmente. Na Tabela 3, esta˜o os resultados dos testes sequ¨encias
realizados. Nesta tabela existem duas colunas que descrevem os valores me´dios de tempo
e de energia. O valor entre pareˆnteses representa a quantidade de vezes que foi alcanc¸ado
o melhor resultado.
Tabela 3. Resultado dos testes com o modelo sequ¨encial.
Melhor Resultado Valores Me´dio
cadeia Energia Tempo α β Energia Tempo
c1 -9 (x 15) 30s 2 3 -8,75 31s
c2 -9 (x 11) 57s 4 4 -8,75 54s
c3 -13 (x 4) 03m:50s 3 4 -12 03m:40s
c4 -23 (x 6) 14m:44s 1 3 -20,55 14m:25s
c5 -34 (x 1) 21m:25s 3 4 -31,5 20m:57
c6 -48 (x 5) 53m:05s 2 5 -45,2 52m:56s
c7 -45 (x 4) 73m:14s 1 5 -37,7 73m:03s
Para a realizac¸a˜o dos testes do modelo paralelo, foi utilizada uma rede isolada,
sem conexa˜o com a internet e sem outros computadores atuando nela, e foi utilizado um
roteador D-Link DI-524 para se montar a rede. Para cada sequ¨eˆncia o sistema ACO-6 foi
executado 20 vezes implementado de forma paralela. Foram utilizados treˆs computadores
com as seguintes configurac¸o˜es: Notebook com um processador Pentium IV de 1.5 GHz,
1 GB de memo´ria RAM, rodando sobre sistema operacional da Microsoft Window XP;
Notebook com um processador Pentium IV de 1.5 GHz, 1 GB de memo´ria RAM, rodando
sobre sistema operacional da Microsoft Window XP e; Computador com um processador
Pentium IV de 3.1 GHz, 2 GB de memo´ria RAM, rodando sobre sistema operacional da
Microsoft Window XP.
Os resultados obtidos com o modelo hı´brido paralelo sa˜o apresentados na Tabela
4. Nela percebe-se que os resultados sofreram uma pequena variac¸a˜o de valores, sendo
que apenas na cadeia c6 houve uma evoluc¸a˜o do melhor valor. Apesar de na˜o haver uma
significativa melhoria nos resultados encontrados se comparados com os resultados dos
testes sequ¨enciais, o modelo paralelo conseguiu uma reduc¸a˜o considera´vel no tempo de
processamento, tornando-se mais interessante de ser utilizado.
Tabela 4. Resultado dos testes paralelos.
Melhor Resultado Valores Me´dio
cadeia Energia Tempo α β Energia Tempo
c1 -9 (x 17) 29s 2 3 -8,85 31s
c2 -9 (x 12) 52s 4 4 -8,73 54s
c3 -13 (x 4) 02m:31s 3 4 -12 02m:28s
c4 -23 (x 5) 05m:44s 1 3 -20,65 05m:54s
c5 -34 (x 2) 10m:22s 3 4 -32,2 10m:46
c6 -49 (x 1) 28m:45s 2 5 -45,4 28m:57s
c7 -45 (x 3) 35m:54s 1 5 -37,72 31m:54s
Na Tabela 4 pode-se observar que nos tempos de processamento das cadeias c1
e c2, na˜o houveram diferenc¸as significativas quando comparados com o tempo do mo-
delo sequ¨encial. Pore´m a partir da cadeia c3 a diferenc¸a no tempo de processamento e´
significativa, demonstrando assim que o modelo hı´brido paralelo e´ mais eficiente.
Na Tabela 5 esta´ demonstrado um comparativo dos resultados obtidos com o mo-
delo proposto neste trabalho, ACO-hı´brido-paralelo (ACO-HP), com o modelo estado-
da-arte proposto por [Shmygelska and Hoos 2005], ACO-HPPFP. Analisando a quali-
dade das soluc¸o˜es encontradas pelo modelo proposto nesse trabalho, pode-se perceber
que nem todas conseguiram alcanc¸ar os resultados obtidos pelo ACO-HPPFP. Entre-
tanto, quando observado os valores de tempo, e´ possı´vel ver que o tempo gasto por
[Shmygelska and Hoos 2005], e´ maior do que o tempo gasto no modelo proposto.
Tabela 5. Comparativo de Resultado.
Energia Tempo
cadeia ACO-HPPFP ACO-HP ACO-HPPFP ACO-HP
c1 -9 -9 < 1s 29s
c2 -9 -9 < 1s 52s
c3 -14 -13 4s 02m:31s
c4 -23 -23 1m 05m:44s
c5 -36 -34 20m 10m:22s
c6 -53 -49 4,5h 28m:45s
c7 -48 -45 10h 35m:54s
Com isso pode-se observar que o modelo desenvolvido no decorrer deste trabalho
e´ um modelo bastante eficaz conseguindo alcanc¸ar resultados aceita´veis, pois ate´ o mo-
mento os resultados obtidos por [Shmygelska and Hoos 2005] sa˜o os melhores encontra-
dos para estas cadeias. O fato do modelo hı´brido paralelo conseguir alcanc¸ar os resultados
de [Shmygelska and Hoos 2005] em algumas cadeias e chegar bem perto dos valores obti-
dos por ele nas outras demonstra que o modelo hı´brido e´ um modelo va´lido e interessante
para ser utilizado e melhorado. Outra questa˜o importante a ser observada e´ o tempo dis-
pendido para se chegar nessas soluc¸o˜es. O tempo gasto por [Shmygelska and Hoos 2005]
para se encontrar as soluc¸o˜es so´ e´ melhor que os tempos gastos por este modelo nas
cadeias c1, c2, c3 e c4, ou seja, o algoritmo ACO-HP demonstra melhores resultados
de tempo para cadeias maiores, podendo ate´ melhora´-los aumentando a quantidade de
computadores utilizados para processar a cadeia. Logo, o modelo ACO-HP e´ mais inte-
ressante para ser utilizado para cadeias reais uma vez que tais cadeias possuem mais de
200 aminoa´cidos.
6. Concluso˜es e Trabalhos Futuros
Neste trabalho aplicou-se um modelo hı´brido paralelo baseado em ACO para resoluc¸a˜o
do problema da predic¸a˜o de estruturas prote´icas para o modelo 2D-HP. Da hibridizac¸a˜o
foram inseridas treˆs rotinas no algoritmo ACO padra˜o: as formigas exploradoras; um
me´todo de busca local; e tambe´m um tratamento adaptativo dos paraˆmetros α e β. Com o
aumento do custo computacional ocasionado pela inserc¸a˜o de tais estrate´gias, principal-
mente a busca local e a visa˜o expandida das formigas, foi implementada uma abordagem
paralela do tipo mestre-escravo.
Dos resultados obtidos, verificou-se que, com a hibridizac¸a˜o do ACO, os resul-
tados sofreram uma melhora significativa. Com a paralelizac¸a˜o do sistema obteve-se
uma reduc¸a˜o do tempo de processamento, gerando tambe´m uma maior escalabilidade do
sistema, permitindo processar cadeia maiores. Como trabalhos futuros podemos citar a
utilizac¸a˜o de outros tipos de formigas, como por exemplo as formigas com dobramento
em U e as formigas com dobramento em C. Outra sequ¨eˆncia interessante seria a extensa˜o
deste modelo para a predic¸a˜o de estruturas 3D-HP.
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