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REPRESENTATION THEORY OF W -ALGEBRAS
TOMOYUKI ARAKAWA
Abstract. We study the representation theory of the W -algebra Wk(g¯) asso-
ciated with a simple Lie algebra g¯ at level k. We show that the “−” reduction
functor is exact and sends an irreducible module to zero or an irreducible mod-
ule at any level k ∈ C. Moreover, we show that the character of each irreducible
highest weight representation of Wk(g¯) is completely determined by that of the
corresponding irreducible highest weight representation of affine Lie algebra g
of g¯. As a consequence we complete (for the “−” reduction) the proof of the
conjecture of E. Frenkel, V. Kac and M. Wakimoto on the existence and the
construction of the modular invariant representations of W -algebras.
Contents
1. Introduction 3
2. Quantum Reduction for Finite-Dimensional Simple Lie Algebras 7
2.1. The Setting 7
2.2. Kostant’s Theorems 8
2.3. Superspaces and Superalgebras 9
2.4. The BRST Construction of the Center Z(g¯) 9
2.5. Whittaker Functor 13
2.6. Identification with Soergel’s Functor 16
3. Filtration of Vertex (Super)Algebras and BRST Cohomology 16
3.1. Some Notation 16
3.2. Vertex Algebras 17
3.3. Mo¨bius conformal Vertex Algebras and Conformal Vertex Algebras 18
3.4. Filtration of Vertex Algebras 18
3.5. Standard Filtration 19
3.6. PBW Basis of Vertex Algebras 19
3.7. Vacuum Subalgebras 20
3.8. Strict Filtration 20
3.9. Lie Algebras Attached to Vertex Algebras 21
3.10. Filtration of L(V) 22
3.11. Current Algebras of Vertex Algebras and V-Modules 23
3.12. V-Modules and Zhu Algebras 24
3.13. Filtration of U(V) 25
3.14. The PBW Theorem for Current Algebras and Zhu Algebras 25
3.15. BRST Construction of Vertex Algebras 27
3.16. Filtration of Vertex Algebras and Spectral Sequences 27
1991 Mathematics Subject Classification. 17B68, 81R10.
Key words and phrases. W-algebras, VOA, Conformal field theory.
The author is partially supported by the JSPS Grant-in-Aid for Young Scientists (B) No.
17740006.
1
2 TOMOYUKI ARAKAWA
3.17. BRST Cohomology of Attached Lie Algebras 28
3.18. BRST Cohomology of Current Algebras 29
3.19. Our Favorite Cases 30
4. W -Algebras 32
4.1. Affine Lie Algebras 33
4.2. Graded Duals 34
4.3. Universal Affine Vertex Algebras Associated with Lie Algebras 34
4.4. Affine Clifford Algebras and the Corresponding Vertex Algebras 35
4.5. The BRST Complex of Quantized Drinfeld-Sokolov Reduction 36
4.6. Change of Hamiltonian 38
4.7. Definition of W -Algebras 39
4.8. The Tensor Product Decomposition of the Complex Ck(g¯) 39
4.9. The Filtration F of Ck(g¯)
′′ 41
4.10. The Vertex Algebra H•(Ck(g¯)
′′, χ+) 42
4.11. The Filtration F of Wk(g¯) 43
4.12. Quasi-Primary Generators of Wk(g¯) 43
4.13. The Lie Algebra L(Wk(g¯)) 44
4.14. The Current Algebra of Wk(g¯) 45
4.15. A Realization of U(Ck(g¯)) and U(Wk(g¯)) 47
4.16. New Grading vs Old Grading, and a Realization of Zh(Wk(g¯)) 48
4.17. The Conformal Vector at Non-Critical Level 51
5. Irreducible Highest Weight Representations of W -Algebras 52
5.1. Verma Modules of W -Algebras 52
5.2. A Realization of M(γλ¯) 53
5.3. Irreducible Highest Weight Representations of W -Algebras 55
5.4. The Simple Quotient of Wk(g¯) is L(γvack) 56
5.5. Duality Functor D 56
5.6. Critical Level Cases vs Non-Critical Level Cases 58
6. Functors H•+(?) and H
•
−(?) 59
6.1. Category Ok 59
6.2. Category O△k 59
6.3. Truncated Category O≤λk 60
6.4. Functor Hi+(?) 60
6.5. Functor Hi−(?) 61
7. Representation Theory of W -Algebras Through the Functor H0−(?) 62
7.1. Category O˙k 62
7.2. Cohomology of Top Parts 63
7.3. A Technical Lemma 64
7.4. Estimate of D-Eigenvalues 64
7.5. Images of Verma Modules and their Duals by the “−” Reduction 66
7.6. Results for the “−” Reduction 66
7.7. Characters 69
8. Proof of Theorem 7.5.3 69
8.1. Preliminaries 70
8.2. Identification with Duals 71
8.3. The First Reduction of the Computation of H•−(M(λ)
∗) 71
8.4. The Assertion to Be Proved 72
8.5. The Filtration F 74
REPRESENTATION THEORY OF W -ALGEBRAS 3
8.6. Computation of the Term (E1)top 76
8.7. Computation of the Term E1 76
8.8. Computation of the Term Er 77
9. Results for the Functor H0+(?) 78
9.1. Results for the “+” Reduction 78
9.2. Proof of Theorem 9.1.4 80
Appendix A. Compatible Degreewise Complete Algebras 81
A.1. Linear Topology 81
A.2. Compatible Degreewise Complete Algebras 81
References 82
1. Introduction
This paper is a continuation of the author’s earlier work [2] in which we proved
(completely for the “−” reduction and partially for the “+” reduction) the vanishing
conjecture of E. Frenkel, V. Kac and M. Wakimoto [27].
Let g¯ be a finite-dimensional Complex simple Lie algebra, g¯ = n¯−⊕ h¯⊕ n¯+ its
triangular decomposition, g the Kac-Moody affinization of g¯, k the level of g. Then
the corresponding W -algebra Wk(g¯) ([59, 17, 50, 16, 51, 21]), which is a Mo¨bius
conformal vertex algebra, can be constructed by the method of B. Feigin and E.
Frenkel [21] (see Section 4). Let h∨ be the dual Coxeter number of g¯. It is known
[21] that for k 6= −h∨ the vertex algebra Wk(g¯) is conformal (or a vertex operator
algebra) of central charge c(k), where
c(k) = rank g¯− 12
(
(k + h∨)|ρ¯∨|2 − 2〈ρ¯, ρ¯∨〉+ 1
k + h∨
|ρ¯|2
)
,
while W−h∨(g¯) coincides with the center of the universal affine vertex algebra
V−h∨(g¯) associated with g¯ at level −h∨ (see Section 4.3). Here ρ¯ is the half sum of
positive roots of g¯ and ρ¯∨ is the half sum of positive coroots of g¯.
The simplest W -algebra Wk(sl2) is the Virasoro vertex algebra, whose represen-
tation theory is well-studied ([31, 22, 35, 23]). However, W -algebras associated with
other simple Lie algebras are not generated by Lie algebras, and hence one cannot
apply the Lie algebra theory to W -algebras directly. As a consequence, surprisingly
little is known about their representation theory (see eg. [9]).
Let Zh(Wk(g¯)) be the Zhu algebra [29, 60] of Wk(g¯) (see Section 3.12). Then,
by construction [21], Zh(Wk(g¯)) is isomorphic to the center Z(g¯) of the universal
enveloping algebra U(g¯) of g¯ (Theorem 4.16.3 (ii)). Therefore, by Zhu’s theorem
[60], irreducible highest weight representations of Wk(g¯) are parameterized
1 by the
central characters of Z(g¯) ∼= S(h¯)W¯ . Let γλ¯ : Z(g¯) → C be the evaluation at
the Verma module M¯(λ¯) of g¯ with highest weight λ¯ ∈ h¯∗. Denote by L(γλ¯), with
λ¯ ∈ −ρ¯+ W¯\h¯∗, be the corresponding irreducible highest weight representation of
Wk(g¯). Here W¯ is the Weyl group of g¯. Then L(γλ¯) is the simple quotient of the
Verma module M(γλ¯) with highest weight γλ¯ (see Section 5). As in the case of Lie
algebras, one has a simple character formula for M(γλ¯) (see Proposition 5.6.6).
1To be precise, in the case that the level k is critical, “irreducible highest weight represen-
tations” should be replaced by “graded irreducible highest weight representations”, see Section
4.17.
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One of the aim of this paper is to find the character formula of each irreducible
highest weight representation L(γλ¯), that is, to determine the integer mλ¯,µ¯ in the
expression chL(γλ¯) =
∑
µ¯mλ¯µ¯ chM(γµ¯).
To this end we study the method of quantum reduction [21, 27], in particular the
“−” reduction functor [27], which is the modified version of the reduction functor
originally introduced in [21] (the original reduction functor is referred to as the “+”
reduction functor): Fix the triangular decomposition g = g−⊕ h⊕ g+ of the affine
Lie algebra g in the standard manner. Then, one has the corresponding Bernstein-
Gelfand-Gelfand category Ok of g at level k (see Section 6.1). Let h∗k ⊂ h∗ be the
set of weights of level k, M(λ) ∈ Ok the Verma module of g with highest weight
λ ∈ h∗k, L(λ) ∈ Ok the unique simple quotient of M(λ). Denote by H•−(M) the
cohomology with coefficient in M ∈ Ok associated with the quantized Drinfeld-
Sokolov “−” reduction [21, 27] (see Section 6.5). Then the correspondence
M 7−→ H0−(M)
defines a functor from Ok to the category of Wk(g¯)-modules2.
Now recall that if λ ∈ h∗ is admissible [38] then L(λ) is called an Kac-Wakimoto
admissible representation3. Conjecturally, Kac-Wakimoto admissible representa-
tions exhaust all modular invariant representations of g. In [27], E. Frenkel, V.
Kac and M. Wakimoto conjectured that, for an admissible weight λ ∈ h∗, one has
Hi−(L(λ)) = 0 with i 6= 0 and H0−(L(λ)) is an irreducible Wk(g¯)-module if λ is non-
degenerate [39]. (They showed that H0−(L(λ)) is zero if λ is a degenerate admissible
weight4.) The remarkable consequence of this conjecture is that the existence and
the construction of modular invariant representations of W -algebras. Namely, one
can obtain (non-trivial) modular invariant representations of W -algebras as the im-
age of non-degenerate Kac-Wakimoto admissible representations of g by the functor
H0−(?). In the case that g¯ = sl2, this conjecture is known to be true ([27]), and the
corresponding modular invariant representations are the minimal series representa-
tions [5] of the Virasoro (vertex) algebra.
Of this conjecture the part concerning the vanishing of cohomology is proved in
[2]. Therefore, it is remains to prove the irreducibility. It turns out that the method
of quantum reduction produces not only modular invariant representations but also
all the highest weight irreducible representations of W -algebras, determining their
characters.
Let h∗ ∋ λ 7→ λ¯ ∈ h¯∗ be the restriction. We refer to λ¯ as the classical part of λ.
The weight λ¯ ∈ h¯∗ is called anti-dominant if M¯(λ¯) is irreducible over g¯. One knows
that this condition is equivalent to
〈λ¯+ ρ¯, α¯∨〉 6∈ {1, 2, . . .} for each element α¯ of positive roots ∆¯+ of g¯.(1)
2The action of Wk(g¯) on H
•
−
(M) is slightly changed, see Section 6.4.
3This should not confused with the notion of admissible modules in the theory of vertex
algebras [1], which also appears in this paper.
4A dominant integral weights of g is a degenerate admissible weight. Therefore, an integrable
representation of g goes to zero by the functor H0
−
(?) .
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It is clear that any central character of Z(g¯) is of the form γλ¯ for some anti-
dominant λ¯ ∈ h¯∗. Note that if λ ∈ h∗ an admissible weight then by definition it is
non-degenerate if and only if its classical part λ¯ is anti-dominant5.
Let D(L(γλ¯)) be the restricted dual of L(γλ¯) in the sense of [26]. Then
D(L(γλ¯))
∼= L(γ−w0(λ¯))
as Wk(g¯)-modules, where w0 is the longest element of W¯ (Theorem 5.5.4 (i)).
Main Theorem 1. Let k be an arbitrary complex number.
(i) (Theorem 7.6.1) For any object M of Ok, the cohomology Hi−(M) is zero
unless i = 0.
(ii) (Theorem 7.6.3) For any λ ∈ h∗k, there is an isomorphism
H0−(L(λ))
∼=
{
D(L(γλ¯)) if the classical part λ¯ is anti-dominant,
0 otherwise.
By Main Theorem 1 (1), which generalizes the result obtained in [2], it follows
that the correspondenceM 7→ H0−(M) defines an exact functor from Ok to the cat-
egory of Wk(g¯)-modules at any k ∈ C. Also, it holds that H0−(M(λ)) ∼=M(γ−w0(λ¯))
(Theorem 7.5.1). Therefore, if we choose λ so that its classical part λ¯ is anti-
dominant, then we have
chL(γλ¯) =
∑
µ
[L(λ) : M(µ)] chM(γµ¯)
(Theorem 7.7.1). Here [L(λ) : M(µ)] ∈ Z is determined by the formula chL(λ) =∑
µ[L(λ) : M(µ)] chM(µ). This integer [L(λ) : M(µ)] is known
6 and written in
terms of Kazhdan-Lusztig polynomials [41, 13, 42, 43, 44]. Therefore the above
formula gives the character of each irreducible highest weight representation L(γλ¯).
The above explained conjecture of E. Frenkel, V. Kac and M. Wakimoto [27]
follows immediately from Main Theorem 1 (Corollary 7.6.4).
Next we describe our results for the “+” reduction. In [27], E. Frenkel, V. Kac
and M. Wakimoto gave the similar conjecture also for the “+” reduction functor.
The “+” reduction can be defined more directly using the vertex algebra theory and
in fact W -algebras themselves are defined through the “+” reduction (see Section
4.7 and Section 6.4)). However, as observed in [27], the “+” reduction is in general
not as simple as the “−” reduction (in particular if we consider the whole category
Ok). This is basically due to the fact that the “+” reduction is not compatible with
the degree operatorD of g, as opposed to the “−” reduction (however see [3] for the
case that g¯ = sl2). Nevertheless, we have the following result: Let H
i
+(V ) be the
cohomology associated to the quantized Drinfeld-Sokolov “+” reduction ([21, 25],
see Section 6.4). Denote by O[λ]k the block of Ok corresponding to a weight λ ∈ h∗k.
5But a non-degenerate admissible weight λ is by no means “anti-dominant” as a weight of
affine Lie algebra g, see [39, 27]. (Indeed it is “regular dominant” so that the Weyl-Kac type
character formula holds for L(λ) ([37]).)
6The character formula of L(λ) is not known if the level of λ is critical. However, since W
−h∨ (g¯)
is a commutative vertex algebra [21], in this case one knows that each L(γλ¯) is one-dimensional,
see Section 4.17.
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Main Theorem 2. Suppose that λ ∈ h∗ is non-critical and satisfies the following
condition:
〈λ, α∨〉 6∈ Z for all α ∈ {−β¯ + nδ; β¯ ∈ ∆¯+, 1 ≤ n ≤ ht β¯},
where ht β¯ is the height of β¯.
(i) ([2]) Let M be any object of O[λ]k . Then the cohomology Hi+(M) is zero
for all i 6= 0.
(ii) (Theorem 9.1.4) There is an isomorphism H0+(L(λ))
∼= L(γλ¯−(k+h∨)ρ¯∨).
Let k be a rational number such that there exists a non-degenerated principal
admissible weight [38] at level k. Then the condition of Main Theorem 2 is satisfied
for λ = kΛ0 and all the minimal series representations of Wk(g¯) at level k can be
obtained as the image of the functor H0+(?) (see Remark 9.1.8). This proves the
conjecture of E. Frenkel, V. Kac and M. Wakimoto for the “+” reduction partially
(Corollary 9.1.7).
This paper is organized as follows. In Section 2, we collect some fundamen-
tal results concerning the quantum reduction for finite-dimensional Lie algebras
[45, 46, 55]. We remark that the finite-dimensional version of the functor H0−(?) is
identical to Soergel’s functor [58] ([4], see Theorem 2.6.1 and Remark 6.5.1). In Sec-
tion 3, we prepare some general theory about filtration of vertex superalgebras and
BRST cohomology. In particular the notion of strict filtration of vertex algebras is
introduced (Section 3.8). The definition of the current algebra [54](=the universal
enveloping algebra in the sense of I. Frenkel and Y. Zhu [29]) and the Zhu algebra
of a vertex algebra is also recalled. Some technical notion needed for this is summa-
rized in Appendix A. In section 4, we recall the definition of W -algebras and collect
necessary information about its structure, following [25]. In particular we define an
important strict filtration of Wk(g¯) arising from the argument of [25] (Section 4.11).
We also describe the current algebra and the Zhu algebra of Wk(g¯) (Theorems 4.14.1
4.14.2 and 4.16.3). Theorem 4.16.3 should be compared with Kostant’s Theorem
[45] (Theorem 2.2.1) through Kostant-Sternberg’s Theorem [46] (Theorem 2.4.2).
In Section 5, we define the Verma module M(γλ¯) of Wκ(g¯) with highest weight γλ¯
and its simple quotient L(γλ¯). The duality structure of modules over W -algebras
is also discussed (Theorem 5.5.4). In Section 6, we recall the definition of the cat-
egory Ok and two reduction functors H•+(?) and H•−(?). We also recall some of
the structure of the category Ok for the later purpose. Section 7 is the main part
of this paper: we study the representation theory of W -algebras through the “−”
reduction functor H0−(?). Section 8 is devoted to the proof of Theorem 7.5.3, which
is the most crucial assertion in the proof of Main Theorem 1. In Section 9 we prove
Main Theorem 2.
In view of [14, 36, 40], the W -algebras Wk(g¯) considered in this article are the
W -algebras associated with principal nilpotent orbits of g¯. There has been rapidly
growing interest in W -algebras associated with other nilpotent orbits (see eg. [57,
30, 12])7. The method developed in the present paper works for general W -algebras
as well (cf. [3]). The detail will appear in our forthcoming papers.
7While the present article was being refereed, the paper [De Sole, A., Kac, V., Finite vs
affine W-algebras, Japanese J. Math. 1, No. 1, April, 2006, 137–261] appeared, which studies the
relationship between affine W -algebras and finite W -algebras in full generality.
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Notation. Throughout this paper the ground field is the complex number C and
tensor products and dimensions are always meant to be as vector spaces over C if
not otherwise stated.
2. Quantum Reduction for Finite-Dimensional Simple Lie Algebras
2.1. The Setting. Let g¯ be a complex finite dimensional simple Lie algebra, l =
rank g¯. Let (·|·) the normalized invariant inner product of g¯, that is, (·|·) =
1
2h∨×Killing form where h∨ is the dual Coxeter number of g¯.
For x ∈ g¯ we write g¯x for the centralizer of x in g¯.
Let e be a principal nilpotent element of g¯, so that dim g¯e = l. One knows that
g¯e is commutative. By the Jacobson-Morozov theorem, there exists an sl2-triple
{e, h0, f} associated e, that is,
[h0, e] = 2e, [h0, f ] = −2f, [e, f ] = h0.
Set
g¯j := {x ∈ g¯; [h0, x] = 2jx} for j ∈ Z.(2)
This gives a triangular decomposition g¯ = n¯−⊕ h¯⊕ n¯+, where
h¯ = g¯0, n¯+ =
⊕
j>0
g¯j , n¯− =
⊕
j<0
g¯j .(3)
We often identify the Cartan subalgebra h¯ with its dual h¯∗ using the form (·|·).
Let b¯− = n¯−⊕ h¯. Then there is an exact sequence
0 −→ g¯f −֒→ b¯− ad f−→ n¯− −→ 0.(4)
Let ∆¯ be the set of roots of g¯. We have the decomposition ∆¯ =
⊔
j∈Z ∆¯j , where
∆¯j = {α ∈ ∆¯; 〈α, h0〉 = 2j}. The set
Π¯ := ∆¯1(5)
is a basis of ∆¯, ∆¯+ := ⊔j>0∆¯j is the set of positive roots and ∆¯+ := ⊔j<0∆¯j is
the set of negative roots. Let Q¯ be the roots lattice, P¯ the weight lattice, Q¯∨ the
coroot lattice, P¯∨ the coweight lattice. We write W¯ for the Weyl groups of g¯ and
w0 for the longest element of W¯ .
Let ρ¯ be the half sum of positive roots, ρ¯∨ the half sum of positive coroots. For
α ∈ ∆¯+, the number 〈α, ρ¯∨〉 is called the height of α and denote by htα. We have
h0 = 2ρ¯
∨,(6)
and so ∆¯j = {α ∈ ∆¯+; htα = j} for j > 0.
Fix an anti-Lie algebra involution
g¯ ∋ X 7→ Xt ∈ g¯(7)
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such that et = f , f t = e and ht = h for all h ∈ h¯. Choose root vectors {Jα} such
that J tα = J−α and (Jα, J−α) = 1. Let {Ji; i ∈ I¯}, where
I¯ = {1, 2, . . . , l},(8)
be a basis of h¯. Then the set {Ja; a ∈ I¯ ⊔ ∆¯} forms a basis of g¯. Let cda,b be
the structure constant with respect to this basis: [Ja, Jb] =
∑
d c
d
a,bJd. We have
cγα,β = −c−γ−α,−β for α, β, γ ∈ ∆¯+.
Let d1, d2, . . . , dl be the exponents of g¯. There exists a basis {Pi; i ∈ I¯} of g¯f
such that that is,
Pi ∈ g¯−di, or equivalently, [ρ¯∨, Pi] = −diPi.(9)
By (4) for α ∈ ∆¯+ there exists an element I−α ∈ b¯− such that
[f, I−α] = J−α.(10)
The set {Pi, I−α; i ∈ I¯ , α ∈ ∆¯+} form a basis of b¯−.
2.2. Kostant’s Theorems. Define an element χ¯+ ∈ n¯∗+ by
χ¯+(x) = (f |x) for x ∈ n¯+.(11)
Then χ¯+ is a character of n¯+, that is, χ¯+([n¯+, n¯+]) = 0. The character χ+ is
non-degenerate in the sense of [45]: χ¯+(Jα) 6= 0 for all α ∈ Π¯. Set
χ¯∗+ = −χ¯+.
Then χ¯∗+ also defines a non-degenerate character of n¯+. Let ker χ¯
∗
+ = ker(χ¯
∗
+ :
U(n¯+)→ C) and set
Cχ¯∗+ = U(n¯+)/ ker χ¯
∗
+.(12)
This defines a one-dimensional representation of n¯+.
Let M be a g¯-module. Define
Wh(M) := {m ∈M ;xm = χ¯∗+(x)m for all x ∈ n¯+},(13)
Whgen(M) := {m ∈M ; (ker χ¯∗+)rm = 0 for r ≫ 0}.(14)
Then Wh(M) ⊂Whgen(M) and Whgen(M) is a g¯-submodule of M . An element of
Wh(M) is called a Whittaker vector.
Let H•(n¯+,M) be the Lie algebra cohomology of n¯+ with coefficient in a n¯+-
module M . By definition we have
Wh(M) = H0(n¯+,M⊗Cχ¯+),(15)
where n¯+ acts on V⊗Cχ¯+ by the tensor product action.
Define a g¯-module Y by
Y := U(g¯)⊗U(n¯+)Cχ¯∗+ .(16)
Then Y = Whgen(Y). By the Frobenius reciprocity, we have an isomorphism
Wh(M) ∼= Homg(Y,M) for any g¯-module M .
In particular Wh(Y) ∼= Endg(Y). We consider Wh(Y) as a C-algebra through the
identification
Wh(Y) = Endg(Y)
op.(17)
Let Z(g¯) be the center of the universal enveloping algebra U(g¯) of g¯. The fol-
lowing theorem is well-known.
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Theorem 2.2.1 (B. Kostant [45]). The correspondence
Z(g¯) −→ Wh(Y) = H0(n¯+,Y⊗Cχ¯+)
z 7−→ z⊗1
gives an algebra isomorphism.
Let C˜ be the Serre full subcategory of the category of g¯-modules consisting of
objects M such that M =Whgen(M).
Theorem 2.2.2 (B. Kostant [45], see also [57, Appendix by S. Skryabin]).
(i) Let M be any object of C˜. Then Hi(n¯+, V⊗Cχ¯+) = 0 for all i 6= 0.
(ii) The functor M 7→Wh(M) gives an equivalence of the category C˜ and the
category of left Z(g¯)-modules. The inverse functor is given by the functor
E 7→ Y⊗Z(g¯)E.
Let C be the full subcategory of C˜ consisting of objects V satisfying (1) M is
finitely generated over U(g¯), and (2) M is locally finite over Z(g¯). Let FinZ(g¯)
be the category of finite-dimensional Z(g¯)-modules. Then, Y⊗Z(g¯)E ∈ C for E ∈
FinZ(g¯). Therefore, by Theorem 2.2.2, we have an equivalence of categories
C ∼= FinZ(g¯).(18)
2.3. Superspaces and Superalgebras. A superspace is a Z2-graded vector space
V = V0¯⊕V1¯. We set p(v) = j¯ if v ∈ Vj¯ . The p(v) is called the parity of v. We use
the convention that if we write p(v) then the vector v is assume to be homogeneous.
A vector v is called even if p(v) = 0¯, and odd if p(v) = 1¯. Also, in this paper we write
V even for V0¯ and V
odd for V1¯. A supersubspace W of V is a Z2-graded subspace of
V : W =W even⊕W odd, W even =W ∩ V even, W odd =W ∩ V odd.
A superalgebra is a Z2-graded algebra A = Aeven⊕Aodd. For a, b ∈ A we set
[a, b] = ab− (−1)p(a)p(b)ba.
Any superalgebra can be viewed as a Lie superalgebra with respect to this bracket.
The tensor product A⊗B of two superalgebras A and B is considered as a su-
peralgebra by p(a⊗1) = p(a), p(1⊗b) = p(b),
(a1⊗b1) · (a2⊗b2) = (−1)p(b1)p(a2)(a1a2)⊗(b1b2).
If no confusion can arise we often omit the tensor symbol for elements, e.g. we
write ab for a⊗b.
2.4. The BRST Construction of the Center Z(g¯). The form (·|·) of g¯ restricts
to a non-degenerate symmetric bilinear form on n¯−⊕ n¯+. Let C¯l be the associated
Clifford algebra. The C¯l may be defined as the superalgebra with
odd generators: ψα with α ∈ ∆¯,
relations: [ψα, ψβ ] = δα+β,0 with α, β ∈ ∆¯.
Here ψα is regarded as the element of C¯l corresponding to the root vector Jα ∈ g¯.
The algebra C¯l contains the Grassmann algebra Λ(n¯±) of n¯± as its subalgebra:
Λ(n¯±) = 〈ψα;α ∈ ∆¯±〉 ⊂ C¯l.(19)
Also, there is an isomorphism of linear spaces
C¯l ∼= Λ(n¯+)⊗Λ(n¯−).
10 TOMOYUKI ARAKAWA
The space Λ(n¯+) and Λ(n¯−) can be considered as C¯l-modules through the identifi-
cation
Λ(n¯+) = C¯l/(C¯l · n¯−), Λ(n¯−) = C¯l/(C¯l · n¯+).
These are irreducible C¯l-modules.
Define a superalgebra C¯(g¯) by
C¯(g¯) := U(g¯)⊗C¯l,(20)
where U(g¯) is considered as a purely even superalgebra. Let Q¯+ ∈ C¯(g¯) be an odd
element defined by
Q¯+ = Q¯
st
+ + χ¯+,(21)
where Q¯st+ :=
∑
α∈∆¯+
Jαψ−α − 1
2
∑
α,β,γ∈∆¯+
cγα,βψ−αψ−βψγ .(22)
Here the character χ¯ ∈ n¯∗+ is considered as an element of C¯l, that is,
χ¯+ =
∑
α∈Π¯
χ¯+(Jα)ψ−α.
The following assertion can be checked by a direct calculation.
Proposition 2.4.1. We have
[Q¯st+, Q¯
st
+] = [χ¯+, χ¯+] = [Q¯
st
+, χ¯+] = 0 in C¯(g¯).
In particular, (Q¯st+)
2 = 0, χ¯2+ = 0 and Q¯
2
+ = 0.
By Proposition 2.4.1 we have
(ad Q¯+)
2 = 0 in End C¯(g¯),(23)
where ad Q¯+(c) = [Q¯+, c]. This follows from the relation
[Q¯+, [Q¯+, c]] = [[Q¯+, Q¯+], c]− [Q¯+, [Q¯+, c]] for c ∈ C¯(g¯).(24)
Let
degψα = −1, degψ−α = 1 for α ∈ ∆¯+ and deg u = 0 for u ∈ U(g¯).(25)
Then this defines a Z-grading of C¯(g¯):
C¯(g¯) =
⊕
n∈Z
C¯n(g¯), C¯m(g¯) · C¯n(g¯) ⊂ C¯m+n(g¯).(26)
We have deg Q¯+ = 1. Thus, by (23), (C¯(g¯), ad Q¯+) is a cochain complex. The
corresponding cohomology is denoted by H•(C¯(g¯)):
H•(C¯(g¯)) =
⊕
i∈Z
Hi(C¯(g¯)).(27)
The space H•(C¯(g¯)) inherits the Z-graded superalgebra structure from C¯(g¯).
Theorem 2.4.2 (B. Kostant and S. Sternberg [46]).
(i) The cohomology Hi(C¯(g¯)) is zero for all i 6= 0.
(ii) The correspondence
Z(g¯) → H0(C¯(g¯))
z 7→ z⊗1
gives an algebra isomorphism.
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Proof. We identify Λ(n¯−) with Λ(n¯
∗
+) via (·|·) and set ψ∗α = ψ−α ∈ Λ(n¯∗+) for
α ∈ ∆¯+. For convenience we put C¯ = C¯(g¯) = U(g¯)⊗C¯l, C¯n = C¯n(g¯). Then
C¯n =
∑
i−j=n
U(g¯)⊗Λi(n¯∗+)⊗Λj(n¯+).(28)
The following assertion can be checked by a direct calculation.
Claim 1. We have
ad Q¯+ = d¯+ + d¯−(29)
on C¯, where d¯± ∈ End C¯(g¯) is defined by
(30)
d¯+(u⊗ω1⊗ω2) =
∑
α∈∆¯+
{(ad Jα(u))⊗ψ∗αω1⊗ω2 + u⊗ψ∗αω1⊗ ad Jα(ω2)}
−1
2
∑
α,β,γ∈∆¯+
cγα,βu⊗ψ∗αψ∗β(adψγ(ω1))⊗ω2,
(31)
(−1)id¯−(u⊗ω1⊗ω2) =
∑
α∈∆¯+
u(Jα + χ¯(Jα))⊗ω1⊗ adψ∗α(ω2)
−1
2
∑
α,β,γ∈∆¯+
cγα,βu⊗ω1⊗ψγ adψ∗β(adψ∗α(ω2))
for u ∈ U(g¯), ω1 ∈ Λi(n¯∗+), ω2 ∈ Λ(n¯+).
Note that
(32)
d¯+(U(g¯)⊗Λi(n¯∗+)⊗Λj(n¯+)) ⊂ U(g¯)⊗Λi+1(n¯∗+)⊗Λj(n¯+),
d¯−(U(g¯)⊗Λi(n¯∗+)⊗Λj(n¯+)) ⊂ U(g¯)⊗Λi(n¯∗+)⊗Λj−1(n¯+).
Thus we have
d¯2+ = d¯
2
− = [d¯+, d¯−] = 0.(33)
Define
F pC¯ :=
∑
i≥p
U(g¯)⊗Λi(n¯∗+)⊗Λ•(n¯+) ⊂ C¯.(34)
Then
C¯ = F 0C¯ ⊃ F 1C¯ ⊃ · · · ⊃ F dim n¯++1C¯ = 0,(35)
d¯+F
pC¯ ⊂ F p+1C¯, d¯−F pC¯ ⊂ F pC¯.(36)
Hence there is a corresponding converging spectral sequence Er ⇒ H•(C¯). By
definition and (31), we have
Ep,q1 = H
p+q(F pC¯/F p+1C¯, ad Q¯) = Hq(U(g¯)⊗Λp(n¯∗+)⊗Λ•(n¯+), d¯−).
The formula (31) shows that the cochain complex (C¯, d¯−) is identical to the
Chevalley complex for calculating the n¯+-homology H•
(
n¯+,
(
U(g¯)⊗Cχ¯+
)⊗Λ(n¯∗+))
(equipped with the opposite homological gradation). Here
(
U(g¯)⊗Cχ¯+
)⊗Λ(n¯∗+)
is regarded as a right U(n¯+)-module on which U(n¯+) acts only on the first factor
U(g¯)⊗Cχ¯.
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Obviously the right n¯+-module U(g¯) is free over n¯+, and thus, so is U(g¯)⊗Cχ¯+ .
Therefore
(37)
Ep,q1 =
{((
U(g¯)⊗Cχ¯+
)
/
(
U(g¯)⊗Cχ¯+
)
n¯+
)⊗Λp(n¯∗+) for q = 0,
0 for q 6= 0
=
{(
U(g¯)⊗U(n¯+)Cχ¯∗+
)
⊗Λp(n¯∗+) for q = 0,
0 for q 6= 0.
Next we calculate the term E2. From (16), (30) and (37) it follows that
Ep,q2 =
{
Hp(n¯+,Y⊗Cχ¯+) for q = 0,
0 for q 6= 0.
But then by Theorem 2.2.2 (i) we have Ep,q2 = 0 unless (p, q) = (0, 0) and our
spectral sequence collapses at E2 = E∞. This proves (i). Because the term E
p,q
∞
lies entirely in E0,02 the corresponding filtration of H
0(C¯(g¯)) is trivial: H0(C¯(g¯)) ∼=
Wh(Y). Thus Theorem 2.2.1 proves (ii). 
Let
C¯l ∋ a 7→ at ∈ C¯l(38)
be the anti-superalgebra automorphism defined by ψtα = ψ−α for α ∈ ∆¯. This
induces the anti-superalgebra automorphism
C¯(g¯) ∋ c 7→ ct ∈ C¯(g¯)(39)
defined by (u⊗a)t = ut⊗at for u ∈ U(g¯) and a ∈ C¯l.
Set
Q¯st− := (Q¯
st
+)
t =
∑
α∈∆¯−
Jαψ−α − 1
2
∑
α,β,γ∈∆¯−
cγα,βψ−αψ−βψγ ,(40)
χ¯− := (χ¯+)
t =
∑
α∈∆¯−
χ¯−(Jα)ψ−α,(41)
Q¯− := (Q¯+)
t = Q¯st− + χ¯−.(42)
The element χ¯− can be considered as a character of n¯− such that
χ¯−(Jα) = (e|Jα) for α ∈ ∆¯−.(43)
It is clear that (Q¯st−)
2 = (χ¯−)
2 = Q¯2− = 0, (ad Q¯−)
2 = 0 and ad Q¯− · C¯i(g¯) ⊂
C¯i−1(g¯). Thus (C¯(g¯), Q−) is a chain complex. Put
H•(C¯(g¯)) := H•(C¯(g¯), Q¯−).
The anti-automorphism (39) induces an isomorphism Hi(C¯(g¯)) ∼= H−i(C¯(g¯)) for
all i ∈ Z. Therefore by Theorem 2.4.2 we have Hi(C¯(g¯)) = 0 for all i 6= 0 and the
following algebra isomorphism:
Z(g¯) ∼→ H0(C¯(g¯))
z 7→ z⊗1(44)
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2.5. Whittaker Functor. Let O(g¯) be the Bernstein-Gelfand-Gelfand category
[6] of g¯, that is, a full subcategory of the category of left g¯-modules consisting of
objects M such that the following hold:
• M is finitely generated over g¯;
• h¯ acts semisimply on M ;
• n¯+ acts locally nilpotently on M .
Let M¯(λ¯) ∈ O(g¯) be the Verma module of g¯ with highest weight λ¯ ∈ h¯∗, L¯(λ¯) ∈ O(g¯)
its unique simple quotient. Then every simple object of O(g¯) is isomorphic to
exactly one of the L¯(λ¯) with λ¯ ∈ h¯∗. Every object of O(g¯) has finite length. It is
known that M¯(λ¯) = L¯(λ¯) if and only if λ¯ is anti-dominant, that is,
〈λ¯+ ρ¯, α¯∨〉 6∈ {1, 2, 3, . . .} for all α¯ ∈ ∆¯+.(45)
Let O△(g¯) be the full subcategory of O(g¯) consisting of objects M that admit a
Verma flag, that is, a finite filtrationM =M0 ⊃M1 ⊃ · · · ⊃Mr = 0 such that each
successive subquotient Mi/Mi+1 is isomorphic to some Verma module M¯(λ¯i) with
λ¯i ∈ h¯∗. Let P¯ (λ¯) be the projective cover of L¯(λ¯). It is known that P¯ (λ¯) ∈ O△(g¯)
for any λ¯ ∈ h¯∗.
For a g¯-module M set
C¯(M) :=M⊗Λ(n¯−).(46)
The space C¯(M) can be viewed naturally as a module over the superalgebra C¯(g¯) =
U(g¯)⊗C¯l. Let C¯i(M) =M⊗Λi(n¯−), so that C¯(M) =
⊕
i≥0 C¯i(M). Then,
Q¯− · C¯i(M) ⊂ C¯i−1(M).
One sees that the chain complex (C¯(M), Q¯−) is identically the Chevalley complex
for the Lie algebra homology H•(n¯−,M⊗Cχ¯−). Put
H¯i(M) := Hi(n¯−,M⊗Cχ¯−) = Hi(C¯(M), Q¯−).(47)
Note that the center Z(g¯) = H0(U(g¯)⊗C¯l, ad Q¯−) acts on H¯i(M) naturally:
[c] · [m] = [c ·m] for c ∈ U(g¯)⊗C¯l, v ∈ C¯i(M) such that [Q¯+, c] = Q¯+m = 0.
By definition we have
H¯0(M) =M/(ker χ¯
∗
−)M.(48)
Here, χ¯∗− = −χ¯− and ker χ¯∗− = ker(χ¯∗− : U(n¯−)→ C).
Lemma 2.5.1. Let M be any object of O△(g¯).
(i) The homology H¯i(M) is zero for all i > 0.
(ii) The space M/(ker χ¯∗−)
rM is finite-dimensional for all r ∈ Z≥1. In partic-
ular H¯0(M) is finite-dimensional.
Proof. (i) Since an object M of O△(g¯) is free of finite rank over U(n¯−), we have
M⊗Cχ¯− ∼=M as n¯−-modules.(49)
Hence, H¯i(M) ∼= Hi(n¯−,M). This gives H¯i(M) = 0 for i > 0 because M is free
over n¯−. (ii) By (49) we have
M/(ker χ¯∗−)
rM ∼=M/(n¯−)rM.(50)
Hence the assertion follows. 
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Lemma 2.5.2. Let M be any object of O(g¯). Then the space M/(ker χ¯∗−)rM is
finite-dimensional for all r ∈ Z≥1. In particular H¯0(M) is finite-dimensional.
Proof. The assertion follows from Lemma 2.5.1 because O(g¯) has enough projec-
tives. 
Let M∨ the full dual space of M :
M∨ := HomC(M,C).
We regardM∨ as a g¯-module on which g¯ acts by (xf)(v) = f(xtv) for f ∈M∨, v ∈
M . Then by definition we have
Wh(M∨) = HomC(M/(ker χ¯
∗
−)M,C) = HomC(H¯0(M),C).(51)
Hence, by Lemma 2.5.2, Wh(M∨) is finite-dimensional for any object M of O(g¯).
Remark 2.5.3. By Theorem 2.2.2 (ii) we have Whgen(M∨) = Y⊗Z(g¯)Wh(M∨) and
Whgen(M∨) belongs to C.
Theorem 2.5.4 (B. Kostant [45]). The cofunctor
O(g¯) → FinZ(g¯)
M 7→ Wh(M∨)
is exact.
Theorem 2.5.5. The functor
O(g¯) → FinZ(g¯)
M 7→ H¯0(M)
is exact.
Proof. Let M ∈ O(g¯). By Lemma 2.5.2 and (51), H¯0(M) = HomC(Wh(M∨),C).
Hence by Theorem 2.5.4 and Lemma 2.5.2, H¯0(?) is exact because it is the compo-
sition of two exact functors M 7→Wh(M∨) and M 7→ HomC(M,C). 
Theorem 2.5.6. Let M be any object of O(g¯). Then the homology H¯i(M) is zero
for all i 6= 0.
Proof. We prove the assertion by induction on i ≥ 1. Because the category O(g¯)
has enough projectives, there exists a projective object P ∈ O(g¯) and an exact
sequence
0→ N → P →M → 0(52)
in O(g¯). Consider the corresponding long exact sequence
· · · →H¯i(P )→ H¯i(M)→ H¯i−1(N)→ · · ·
· · · →H¯1(P )→ H¯1(M)→ H¯0(N)→ H¯0(P )→ H¯0(M)→ 0.(53)
By Lemma 2.5.1, we have
H¯i(P ) = 0 for i > 0(54)
because P is an object of O∆(g¯). Hence, from Theorem 2.5.5 it follows that
H¯1(M) = 0. Let i ≥ 2. Then from (53) and (54) we see that the vanishing of
H¯i−1(N) for any object N of O(g¯) implies the vanishing of H¯i(M). This completes
the proof. 
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Let
γ : Z(g¯) ∼→ S(h¯)W¯(55)
be the Harish-Chandra isomorphism with respect to the triangular decomposition
g¯ = n¯−⊕ h¯⊕ n¯+. For λ¯ ∈ h¯∗ let
γλ¯ := (evaluation at λ¯+ ρ¯) ◦ γ : Z(g¯)→ C.(56)
Then γλ¯ is the infinitesimal character of M¯(λ¯), that is, zm = γλ¯(z)m for z ∈ Z(g¯)
and m ∈ M¯(λ¯). We have
γλ¯ = γw¯◦λ¯ for all w¯ ∈ W¯ .(57)
Here,
w¯ ◦ λ¯ = w¯(λ¯+ ρ¯)− ρ¯.(58)
Let
Cγλ¯ := Z(g¯)/ ker γλ¯.(59)
Theorem 2.5.7 ([55, Corollary 3.4.6, Theorem 3.4.7]). Let λ¯ ∈ h¯∗. There are the
following isomorphisms of Z(g¯)-modules:
(i) H¯0(M¯(λ)) ∼= Cγλ¯ ;
(ii) H¯0(L¯(λ¯)) =
{
Cγλ¯ if λ¯ is anti-dominant,
0 otherwise;
(iii) H¯0(M¯(λ)
∗) ∼= Cγλ¯ .
Proof. (i) The assertion follows from the fact that M¯(λ¯)⊗Cχ− ∼= M¯(λ¯) as n¯−-
modules. (See the proof of Lemma 2.5.1 (i).) (ii) Suppose that λ¯ is anti-dominant.
Then L¯(λ¯) = M¯(λ¯), and hence the assertion follows from the first assertion. Next
suppose that λ¯ is not anti-dominant. Then there exist exact sequences
0→ M¯(µ¯)→ M¯(λ¯)→ M¯(λ¯)/M¯(µ¯)→ 0
and M¯(λ¯)/M¯(µ¯)→ L¯(λ¯)→ 0
with some µ¯ ∈ W¯ ◦ λ¯. By applying the exact functor H¯0(?) we get the exact
sequences
0→ H¯0(M¯(µ¯))→ H¯0(M¯(λ¯))→ H¯0(M¯(λ¯)/M¯(µ¯))→ 0
and H¯0(M¯(λ¯)/M¯(µ¯))→ H¯0(L¯(λ¯))→ 0.
But H¯0(M¯(µ¯)) ∼= H¯0(M¯(λ¯)) by the first assertion. Therefore, H¯0(M¯(λ¯)/M¯(µ¯)) =
0, and hence, H¯0(L¯(λ¯)) = 0. (iii) Let K0(O(g¯)) and K0(FinZ(g¯)) denote the
Grothendieck groups of O(g¯) and FinZ(g¯), respectively. Then, by Theorem 2.5.5,
H¯0(?) defines a well-defined map fromK0(O(g¯)) toK0(FinZ(g¯)). Because [M(λ)∗] =
[M(λ)] in K0(O(g¯)), we have [H¯0(M(λ)∗)] = [H¯0(M(λ))] = [Cγλ¯ ] in K0(FinZ(g¯)).
Because Cγλ¯ is simple, this completes the proof. 
By Theorem 2.5.7, we see in particular that any simple object of FinZ(g¯) is
isomorphic to H¯0(L¯(λ¯)) for some anti-dominant weight λ¯.
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2.6. Identification with Soergel’s Functor. For λ¯ ∈ h¯∗, let W¯ (λ¯) := 〈sα¯; 〈λ +
ρ¯, α¯∨〉 ∈ Z〉 ⊂ W¯ . It is known that W¯ (λ¯) is a Coxeter group and it is called the
integral Weyl group of λ¯ ∈ h¯∗. Let O(g¯)[λ¯] be the block of O(g¯) corresponding to
λ¯, that is, O(g¯)[λ¯] is the Serre full subcategory of O(g¯) whose objects have all their
local composition factors isomorphic to L¯(w ◦ λ¯) with w ∈ W¯ (λ¯). Then we have
O(g¯) =
⊕
λ¯∈h¯∗
λ¯ is anti-dominant
O(g¯)[λ¯].
Let λ¯ be anti-dominant. For an object M of O(g¯)[λ], we regard Homg¯(P¯ (λ¯),M)
as a Z(g¯)-module by (zf)(v) = zf(v) for z ∈ Z(g¯), f ∈ Homg¯(P¯ (λ¯),M) and v ∈M .
Then, both Homg¯(P¯ (λ¯), ?) and H¯0(?) define functors fromO(g¯)[λ] to FinZ(g¯). They
are both exact functors. Indeed, Homg¯(P¯ (λ¯), ?) is exact because P¯ (λ¯) is projective
and H¯0(?) is exact by Theorem 2.5.5.
The functor Homg¯(P¯ (λ¯), ?) : O(g¯)[λ¯] → FinZ(g¯) was studied by W. Soergel
[58]. By a result of E. Backelin [4] it follows that the functor H¯0(?) coincides
the Soergel’s functor Homg¯(P¯ (λ¯), ?). Indeed one can describe the corresponding
natural transformation in the following manner:
Let v˜λ ∈ P¯ (λ¯) be any inverse image of the highest weight vector of L¯(λ) by the
canonical homomorphism P¯ (λ¯)։ L¯(λ¯). Define a natural transformation
Φ : Homg¯(P¯ (λ¯), ?)→ H¯0(?)(60)
by
ΦM : Homg¯(P¯ (λ¯),M) → H¯0(M) =M/(ker χ¯∗−)
f 7→ [f(v˜λ)](61)
with M ∈ ObjO(g¯)[λ¯]. (It is clear that ΦM is a homomorphism of Z(g¯)-module.)
Theorem 2.6.1 (E. Backelin [4]). For each anti-dominant λ¯ ∈ h¯∗, Φ defines a
natural isomorphism Homg¯(P¯ (λ¯), ?) ∼= H¯0(?) of functors from O(g¯)[λ] to FinZ(g¯).
Proof. We have to show that ΦM is isomorphism for each object M of O(g¯)[λ¯].
We prove this by induction on the length l(M) of the composition series of M .
Let l(M) = 1, that is, M = L(µ¯) for some µ¯ ∈ W¯ (λ) ◦ λ¯. If µ¯ 6= λ¯, then both
Homg¯(P¯ (λ¯), L¯(µ¯)) and H¯0(L¯(µ¯)) are zero (see Theorem 2.5.7). On the other hand,
if µ¯ = λ¯, then the map ΦL¯(λ¯) is clearly an isomorphism by Theorem 2.5.7. Next let
l(M) > 1. Then we have an exact sequence 0 → M1 → M → M2 → 0 in O(g¯)[λ¯]
such that l(M1), l(M2) < l(M). This induces a commutative diagram
0 −→ Homg¯(P¯ (λ¯),M1) −→ Homg¯(P¯ (λ¯),M) −→ Homg¯(P¯ (λ¯),M2) −→ 0yΦM1 yΦM yΦM2
0 −→ H¯0(M1) −→ H¯0(M) −→ H¯0(M2) −→ 0.
The upper row is obviously exact and the lower row is exact by Theorem 2.5.5.
Hence we are done by the induction hypothesis and the five-lemma. 
3. Filtration of Vertex (Super)Algebras and BRST Cohomology
3.1. Some Notation. Let V be any superspace. We set
L(V ) := V⊗C[t, t−1].(62)
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This is considered as a superspace such that L(V )even = L(V even) and L(V )odd =
L(V odd). For any subring R of C[t, t−1] we consider V⊗R as a supersubspace of
L(V ).
The symmetric algebra S(V ) of a superspace V is the superalgebra
S(V ) = S(V even)⊗Λ(V odd),(63)
where S(V even) is the (usual) symmetric algebra of U and Λ(V odd) is the Grassmann
algebra of V odd.
A filtration F = {FpV ; p ∈ Z} of a superspace V is a Z2-graded filtration of
the vector space V : FpV = (FpV )
even⊕(FpV )odd, where (FpV )even = FpV ∩V even,
(FpV )
odd = FpV ∩ V odd.
A filtration F of V is called exhaustive if V =
⋃
p FpV and separated if
⋂
p FpV =
0.
For an increasing filtration {FpV } of a superspace V , we set grF V =
⊕
p gr
F
p V ,
where grFp V = FpV/Fp−1V . For any filtration F we write σp for the symbol map
FpV → grFp V = FpV/Fp−1.
Below up until the end of Section 3 we treat superspaces, supersubspaces, Lie
superalgebras, vertex superalgebras etc., unless otherwise stated. However for con-
vention we shall often drop the prefix “super”.
3.2. Vertex Algebras. (see [33, 25].) Let V be a vertex algebra,
Y (v, z) =
∑
n∈Z
v(n)z
−n−1 ∈ (EndV)[[z, z−1]](64)
the field associated with v ∈ V, |0〉 the vacuum so that Y (|0〉, z) = idV, T the
translation operator:
[T, Y (v, z)] = Y (Tv, z) =
d
dz
Y (v, z) ∀v ∈ V.(65)
We have
[u(m), v(n)] =
∑
i≥0
(
m
i
)
(u(i)v)(m+n−i),(66)
(u(m)v)(n)
=
∑
i≥0
(
m
i
)
(−1)i(u(m−i)v(n+i) − (−1)p(u)p(v)(−1)mv(m+n−i)u(i))(67)
for u, v ∈ V. The sum in the right hand side of (66) is finite because the axiom of
vertex algebras requires that u(n)v = 0 for sufficiently large n. The relations (67)
is called the Borchards identity.
A subspace U of V is said to strongly generate V if V is spanned by the vectors
aj1(−n1) . . . a
jr
(−nr)
|0〉
with ajs ∈ U , r ≥ 0, js ∈ J , ns ≥ 1.
An even element H of EndV is called a Hamiltonian if H acts semisimply on H
satisfying
[H,Y (v, z)] = Y (Hv, z) + zY (Tv, z) ∀v ∈ V.(68)
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If v ∈ V is an eigenvector of H then its eigenvalue ∆ is called the conformal weight
of v and denoted by ∆v. We use the convention that when we write ∆v the vector
v is assumed to be an eigenvector of H . By (68) one has
∆|0〉 = 0,(69)
∆u(n)v = ∆u +∆v − n− 1.(70)
Set
V−∆ = {v ∈ V;H · v = ∆v},(71)
so that V =
⊕
∆∈CV−∆. The V is called Z-graded (by H) if V−∆ = 0 unless ∆ ∈ Z;
V is called Z≥0-graded if V−∆ = 0 unless ∆ ∈ Z≥0.
Let V be a Z-graded vertex algebra, H the Hamiltonian. We say that V is
compatibly Z≥0-gradable if V admits a Hamiltonian H ′ which gives a Z≥0-grading
of V and satisfies [H,H ′] = 0.
The vertex algebra V is called commutative if [u(m), v(n)] = 0 for all u, v ∈ V,
m,n ∈ Z. It is well-known that V is commutative if and only if u(m)v = 0 for all
u, v ∈ V, m ≥ 0.
3.3. Mo¨bius conformal Vertex Algebras and Conformal Vertex Algebras.
Let V be a Z-graded vertex algebra, H the Hamiltonian. Suppose there exists an
even operator T ∗ on V satisfying the following:
[T ∗, H ] = T ∗,(72)
[T ∗, Y (v, z)] = Y (T ∗v, z) + 2zY (Hv, z) + z2Y (Tv, z) ∀v ∈ V.(73)
Then V is called a Mo¨bious conformal vertex algebra [33, Section 4.9]. In this case
the triplet {T ∗, H, T } forms the Lie algebra sl2(C) in EndV:
[H,T ∗] = −T ∗, [T ∗, T ] = 2H, [H,T ] = T.
A vector which is annihilated by T ∗ is called a quasi-primary vector.
A conformal vector of V is an even vector ω ∈ V such that the corresponding
field Y (ω, z) =
∑
n∈Z L(n)z
−n−2 has the following properties:
(i) [L(m), L(n)] = (m−n)L(m+n)+ m3−m12 δm+n,0cV idV for m,n ∈ Z, where
cV ∈ C (the central charge);
(ii) T = L(−1);
(iii) the action of L(0) is semisimple and a Hamiltonian (i.e. satisfies (68))
In this case V has the Mo¨bious conformal vertex algebra structure with T ∗ = L(1)
and H = L(0). A vertex algebra with a conformal vector is called conformal (or
vertex operator algebra).
3.4. Filtration of Vertex Algebras. A vertex algebra V is called filtered if there
exists an increasing filtration F = {FpV} of V as a superspace which is compatible
with the vertex algebra structure in the following sense:
|0〉 ∈ F0V\F−1V,(74)
T · FpV ⊂ FpV;(75)
v(n) · FqV ⊂ Fp+qV for all p, q ∈ Z, v ∈ FpV and n ∈ Z .(76)
Also, unless otherwise stated, we require a filtration of a vertex algebra V to be
separated and exhaustive.
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A filtration of a Z-graded vertex algebra V is a filtration F of V which is com-
patible with the action of the Hamiltonian: H · FpV ⊂ FpV.
If (V, F ) is a filtered vertex algebra (resp. a filtered Z-graded vertex algebra)
then grF V is naturally a vertex algebra (resp. a Z-graded vertex algebra), see e.g.
[49]. The vertex algebra grF V is called the graded vertex algebra associated with
the filtered vertex algebra V.
A filtered vertex (super)algebra (V, F ) is called quasi-commutative if grF V is
commutative. If (V, F ) is quasi-commutative then grF V is naturally a vertex Pois-
son algebra ([49, Proposition 4.2]). However we do not use this fact in this article.
3.5. Standard Filtration.
Theorem 3.5.1 ([49]). Let V be a vertex algebra, which is Z-graded by H, and
compatibly Z≥0-gradable by H ′. Take a strongly generating H, H ′-invariant sub-
space U of V. Let {aj; j ∈ J} be a basis of U , ∆i = ∆ai . Let GpV, with p ∈ Z, be
the subspace of V spanned by all the vectors
aj1(−n1)a
j2
(−n2)
. . . ajr(−nr)|0〉
with r ≥ 0, js ∈ J , ns ≥ 1 satisfying the relation
∆j1 +∆j2 + · · ·+∆jr ≤ p.
Here by convention |0〉 ∈ G0V\G−1V. Then
(i) G = {GpV} gives a filtration of the Z-graded vertex algebra V;
(ii) (V, G) is quasi-commutative;
(iii) G is the finest filtration of V such that V−∆ ⊂ G∆V for all ∆. In particular
the filtration G is independent of the choice of a strongly generating H, H ′-
invariant subspace U of V.
Remark 3.5.2. In [49] it was assume that V is Z≥0-graded and V0 = C|0〉. However
it is easy to see that Theorem 3.5.1 follows from the the assertion in the case that V
is Z≥0-graded. Also, in the case that V is Z≥0-graded, it is not difficult to remove
the condition that V0 = C|0〉 .
The filtration G given in Theorem 3.5.1 is called the standard filtration of a
Z-graded, compatibly Z≥0-gradable vertex algebra V.
3.6. PBW Basis of Vertex Algebras. Let V be a vertex algebra, F a filtration
of V such that (V, F ) is quasi-commutative. Let U be a subspace of V such that
the its image U¯ in grF V strongly generates grF V. Then U strongly generates V.
We have the following surjective linear map
S(U¯⊗C[t−1]t−1) −→ grF V
(a¯1⊗t−n1) . . . (a¯r⊗t−nr) 7−→ a¯1(−n1) . . . a¯r(−nr)|0〉
(77)
with a¯i ∈ U¯ , ai ≥ 1.
We say that a subspace U ⊂ V generates a PBW basis of V if there exists a
filtration F of V such that (V, F ) is quasi-commutative and the map (77) is a linear
isomorphism; In this case we say that V admits a PBW basis.
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3.7. Vacuum Subalgebras. For a vertex algebra V, let
VacV := {v ∈ V;T · v = 0}.(78)
Then |0〉 ∈ VacV. The VacV is a vertex subalgebra of V and called the vacuum
subalgebra of V ([33, Remark 4.4b]).
Suppose that V is filtered, F its filtration. Then F induces a filtration of VacV:
FpVacV = VacV ∩ FpV. There is a natural embedding of vertex algebras
grF VacV →֒ Vac(grF V)(79)
which is given by the correspondence σp(v) 7→ σp(v) with v ∈ Fp VacV.
Proposition 3.7.1. Let V be a vertex algebra that admits a PBW basis. Then
VacV = C|0〉.
Proof. By assumption there exist a subspace U of V and a filtration F of V such
that grF V commutative and the map (77) is a linear isomorphism. By (79) it is
sufficient to show that Vac(grF V) = C|0〉.
By assumption grF V is isomorphic to the space of the following form:
R = C[x(j)(−n); j ∈ J0¯, n ≥ 1]⊗Λ(y(j)(−n); j ∈ J1¯, n ≥ 1),
where Λ(y
(j)
(−n); j ∈ J1¯, n ≥ 1) is the Grassmann algebra with generators y(j)(−n),
j ∈ J1¯, n ≥ 1. Under this identification T acts as the following even derivation:
[T, x
(j)
(−n)] = nx
(j)
(−n−1), [T, y
(j)
(−n)] = ny
(j)
(−n−1)
Define the even derivations [H, ?], [T ∗, ?] on R by the following:
[H,x
(j)
(−n)] = nx
(j)
(−n), [H, y
(j)
(−n)] = ny
(j)
(−n)
[T ∗, x
(j)
(−n)] = nx
(j)
(−n+1), [T
∗, y
(j)
(−n)] = ny
(j)
(−n+1).
Here by convention x
(j)
(0) = y
(j′)
(0) = 0 for all j, j
′. This gives the well-defined action
of sl2(C) on R. Therefore by [33, Proposition 4.9(a)] we have Vac(grF V) = {v ∈
R;H · v = 0} = C|0〉. 
Remark 3.7.2. In general if V is a Z≥0-graded Mo¨ious conformal vertex algebra
then VacV ⊂ V0, see [33, Proposition 4.9].
3.8. Strict Filtration. Let V be a filtered vertex algebra, F its filtration. Then
TFpV ⊂ FpV ∩ TV. We call F strict if
FpV ∩ TV = TFpV for all p.(80)
Lemma 3.8.1.
(i) The filtration F is strict if and only if the natural embedding grF VacV →֒
Vac(grF V) is an isomorphism of vertex algebras.
(ii) If Vac(grF V) = C|0〉, then VacV = C|0〉 and F is strict.
Proof. (i) Let Vac(grFp V) = Vac(gr
F V)∩ grFp V = {v ∈ FpV;Tv ∈ Fp−1V}/Fp−1V.
Then
Vac(grFp V)/ gr
F
p VacV = {v ∈ FpV;Tv ∈ Fp−1V}/(Fp−1V+ FpVacV).
One sees that the correspondence v 7→ Tv induces an isomorphism
Vac(grFp V)/ gr
F
p Vac(V )
∼→ (Fp−1V ∩ TFpV)/TFp−1V.(81)
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But as easily seen F is strict if and only if Fp−1V ∩ TFpV = TFp−1V for all p.
Therefore the assertion follows. (ii) The first assertion is obvious. The second
assertion follows from (i). 
Proposition 3.8.2. Let V be a vertex algebra, F its filtration. Suppose that grF V
admits a PBW basis. Then VacV = C|0〉 and F is strict.
Proof. By assumption and Proposition 3.7.1, Vac(grF V) = C|0〉. Therefore Lemma
3.8.1 (ii) gives the assertion. 
Proposition 3.8.3. Let V be a Z-graded, compatibly Z≥0-gradable vertex algebra
that admits a PBW basis. Then the standard filtration G is strict.
Proof. Under the assumption of Proposition, grG V admits a PBW basis. Thus the
assertion follows from Proposition 3.8.2. 
3.9. Lie Algebras Attached to Vertex Algebras. Let V be a vertex algebra.
Define
L(V) := L(V)/ Im ∂−1(82)
(see (62)), where
∂−1 := T⊗ id+ id⊗ d
dt
.(83)
Then L(V) has the Lie algebra structure [8], whose the commutation relation is
given by
[u{m}, v{n}] =
∑
r≥0
(
m
r
)
(u(r)v){m+n−r},(84)
where v{n} denotes the image of v⊗tn with v ∈ V and n ∈ Z in L(V). By (66) the
correspondence v{n} 7→ v(n) defines a representation of L(V) on V.
Define the adjoint action adT of T on L(V) by the following.
adT · v{n} = [T, v{n}] := (Tv){n} = −nv{n−1}.(85)
If V is graded by a Hamiltonian H , then there is a adjoint action adH of the
Hamiltonian H on L(V) in view of (68):
adH · u{n} = [H,u{n}] := (Hu){n} + (Tu){n+1}.(86)
This gives a Z-grading of L(V): L(V) =
⊕
d∈Z L(V)d, [L(V)d,L(V)d′ ] ⊂ L(V)d+d′,
where
L(V)d = {u ∈ L(V); adH · u = −du}.(87)
Set
vn := v{n+∆v−1}.(88)
Then adH · vn = −nvn and L(V)d is spanned by vd with homogeneous vectors
v ∈ V. One has
[um, vn] =
∑
r≥0
(
m+∆u − 1
r
)
(u(r)v)m+n.(89)
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Next suppose that V is Mo¨bius conformal. Then we also have the following
adjoint action of T ∗ on L(V):
adT ∗ · v{n} = [T ∗, v{n}] := (T ∗v){n} + 2(Hv){n+1} + (Tv){n+2}.(90)
Thus sl2(C) = span{T ∗, H, T } acts on L(V) by even derivation.
The same proof of [52, Proposition 4.1.1] applies for the following assertion be-
cause only the Mo¨bius conformal structure of V is used in the argument (cf. [26,
Section 2.8]).
Proposition 3.9.1 ([52, Proposition 4.1.1], cf. [26, Section 5]). Let V be a Z-graded
Mo¨bius conformal vertex algebra on which T ∗ acts locally nilpotently. Set
θ(vn) =
{
(−1)∆v(eT∗v)−n if p(v) = 0¯√−1(−1)∆v(eT∗v)−n if p(v) = 1¯
for v ∈ V, n ∈ Z. Then θ defines a well-defined anti-Lie algebra isomorphism of
L(V) such that θ2(v) = (−1)p(v)v.
If V is purely even then θ is an anti-Lie algebra involution of L(V).
3.10. Filtration of L(V). Let V be a filtered vertex algebra, F its filtration. Define
an increasing filtration on L(V) by
FpL(V) = L(FpV)
(notation (62)). This gives the quotient filtration {FpL(V)} of the Lie algebra L(V).
Proposition 3.10.1. Let V be a filtered vertex algebra, F = {FpV} its filtration.
Then there is a natural surjective Lie algebra homomorphism L(grF V)→ grF L(V)
given by the correspondence
(σp(v)){n} 7→ σp(v{n}) for p ∈ Z, v ∈ V, n ∈ Z.(91)
Moreover if F is strict then this is an isomorphism.
Proof. By definition L(grF V) =
⊕
p∈Z L(gr
F
p V), where
L(grFp V) = gr
F
p L(V)/∂−1(gr
F
p L(V)) = FpL(V)/ (Fp−1L(V) + ∂−1FpL(V)) .
On the other hand
grFp L(V) = FpL(V)/Fp−1L(V) = FpL(V)/ (Fp−1L(V) + ∂−1L(V) ∩ FpL(V)) .
Clearly ∂−1FpL(V) ⊂ ∂−1L(V) ∩ FpL(V). Thus (91) is well-defined and surjective.
It is straightforward to see that it is a Lie algebra homomorphism.
Next assume that F is strict. It is sufficient to show that the opposite corre-
spondence
σp(v{n}) 7→ (σp(v)){n} for p ∈ Z, v ∈ V, n ∈ Z.(92)
is well-defined. For this we need to show that
∂−1L(V) ∩ FpL(V) ⊂ ∂−1FpL(V).(93)
Let w ∈ ∂−1L(V) ∩ FpL(V). Then w has the form
w =
r∑
i=1
∂−1(vi⊗fi) =
r∑
i=1
((Tvi)⊗fi + vi⊗f ′i)
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with vi ∈ V, fi ∈ C[t, t−1]. We have to show that each vi belongs to FpV. We may
assume that {fi} are linearly independent homogeneous elements of C[t, t−1], and
deg fi ≥ deg fi+1 for all i. Because f1 has the largest degree, it follows that Tv1
must belong to FpV. Therefore v1 must belong to FpV since F is strict. Repeating
this argument, we get vi ∈ FpV for all i. 
3.11. Current Algebras of Vertex Algebras and V-Modules. Let V be a Z-
graded vertex algebra, H its Hamiltonian. Following [54], we associate with V the
current algebra U(V), which is essentially the universal enveloping algebra of V in
the sense of I. Frenkel and Y. Zhu [29]: Let U(V) be the quotient of the universal
enveloping algebra U(L(V)) of L(V) by the two-sided ideal generated by (|0〉)0− 1.
The action adH naturally extends to U(V). Let U(V)d = {u ∈ U(V); adH · u =
−du}. This makes U(V) a graded algebra:
U(V) =
⊕
d∈Z
U(V)d, U(V)d ·U(V)d′ ⊂ U(V)d+d′ .
Denote by U˜(V) =
⊕
d∈Z U˜(V)d the standard degreewise completion (see Section
A.2) of U(V). The U˜(V) is equipped with the left linear topology defined by the
decreasing sequence of the left ideals
IN (U˜(V)) = ker
(
U˜(V)։ U(V)/(
⊕
d∈Z
∑
r>N
U(V)d−rU(V)r)
)
with N ≥ 0. Let B(V) =⊕d∈ZB(V)d be the ideal of U˜(V) corresponding to the
Borchards identity, i.e. the Z-graded two-sided ideal generated by
(u(m)v){n} −
∑
i≥0
(
m
i
)
(−1)i(u{m−i}v{n+i} − (−1)p(u)p(v)(−1)mv{m+n−i}u{i})
(94)
with u, v ∈ V, m,n ∈ Z. Let B˜(V) = ⊕d∈Z B˜(V)d be the degreewise closure (see
Section A.2) of B(V) in U˜(V). Now one can define the current algebra U(V) of V
is as
U(V) := U˜(V)/B˜(V).(95)
By definition the U(V) is graded by adH :
U(V) =
⊕
d∈Z
U(V)d, U(V)d = {u ∈ U(V); adH · u = −du}.
The U(V) is equipped with the left linear topology induced by that of U˜(V). Its
topology is defined by the decreasing sequence of left ideals IN (U(V)), where
IN (U(V)) is the image of IN (U˜(V)) in U(V). The space IN (U(V)) coincides
with the degreewise closure of U(V) ·∑r>N U(V)r in U(V).
The U(V) is a compatible degreewise complete algebra [54]: Each U(V)d is com-
plete with respect to the relative topology:
U(V)d = lim←
N
UN (V)d, where UN (V)d := U(V)d/IN (U(V))d,(96)
and the multiplication map U(V)d × U(V)d′ → U(V)d+d′ is continuous, see [54] for
details. Here IN (U(V))d = {u ∈ IN (U(V)); adH · u = −du}. We set UN (V) =⊕
d∈Z UN(V)d.
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The image of vn, with v ∈ V, n ∈ Z, by the natural map L(V)→ U(V) is denoted
also by vn, and so is its image in UN(V).
Proposition 3.11.1 ([54, Proposition 6.4.1]). The image of L(V) in U(V) is dense,
that is, the natural map L(V) ∋ vn 7→ vn ∈ UN (V) is surjective for all N ≥ 0.
Set
U(V)≥0 :=
⊕
d≥0
U(V)d, U(V)>0 :=
⊕
d>0
U(V)d.(97)
These are subalgebras of U(V).
Suppose that V is Mo¨bius conformal. Then, by [28, Section 5], the anti-Lie
algebra isomorphism θ : L(V) → L(V) induces a anti-algebra isomorphism θ :
U(V)→ U(V) such that θ(U(V)d) = U(V)−d.
3.12. V-Modules and Zhu Algebras. Let V be a Z-graded vertex algebra, H its
Hamiltonian. A V-module is by definition a U(V)-module. A graded V-module is a
U(V)-module M which carries a C-grading M =
⊕
d∈C Md such that U(V)n ·Md ⊂
Md+n for all n, d. Let V-grMod be the category of graded V-modules: the objects of
V-grMod are graded V-modules and the morphisms of V-grMod are all the graded
U(V)-module homomorphisms. Here a U(V)-module homomorphism φ :M → N is
called graded if for each d ∈ C there exists d′ ∈ C satisfying φ(Md+n) ⊂ Nd′+n for
all n ∈ Z.
An admissible V-module [1] is a graded V-module such that Md+n = 0 for n≫ 0
with a fixed d. If M is a admissible V-module then the action U(V) ×M → M
is continuous with respect to the topology on U(V) and the discrete topology on
M . Let V-adMod be the full subcategory of the category of graded V-modules
consisting of admissible V-modules. If V is Z≥0-graded then V belongs to V-adMod
when considered as a V-module.
Let V be a Z-graded vertex algebra. With it one associated the Zhu Algebra
Zh(V) [60] of V, which is the unital associative algebra in the usual sense. As
remarked in [29] one may define Zh(V) as
Zh(V) = U0(V)0(= {a ∈ U0(V); adH · a = 0}),(98)
or equivalently,
Zh(V) = U(V)0/
∑
r>0
U(V)−rU(V)r(99)
(see [52, Theorem A.2.11] for the proof of the equivalence with the usual definition).
For a gradedV-moduleM , letMtop be the sum of nonzero homogeneous subspace
Md with Md+n = 0 for all n > 0. Then Mtop is naturally a module over Zh(V). If
M is a simple object of V-adMod then Mtop =Md for some d.
Theorem 3.12.1 (Zhu [60]). Let V be a Z≥0-graded vertex algebra. The corre-
spondence M 7→Mtop gives a bijection between equivalence classes of simple objects
of V-adMod and the equivalence classes of irreducible representations of Zh(V).
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3.13. Filtration of U(V). Let V be a Z-graded vertex algebra, F its filtration.
Then F induces a filtration {FpU(V)} of U(V):
FpU(V) =
∑
p1+p2+···+pr≤p
Fp1L(V) · Fp2L(V) · · · · · FprL(V).
The following assertion follows from Proposition 3.10.1.
Lemma 3.13.1. There is a natural surjective homomorphism U(grF V)→ grF U(V)
of graded algebra, given by the correspondence
(σp1(v
1))n1 · · · · · (σpr (vr))nr 7→ σp1+···+pr (v1n1 · · · · · vrnr )
with vi ∈ V, ni ∈ Z. This is an isomorphism if F is strict.
Let FpU˜(V) be the degreewise closure of the image of FpU(V) in U˜(V). This
gives a filtration of U˜(V). Let {FpU(V)} be the quotient filtration: FpU(V) =
FpU˜(V)/FpB˜(V), where FpB˜(V) = B˜(V)∩FpU˜(V). The union
⋃
p FpU(V) is dense
in U(V). Let {FpUN (V)} with N ≥ 0 be the quotient filtration of UN(V). This is
an exhaustive filtration.
Remark 3.13.2. If F−1V = 0 then {FpUN (V)} is obviously separated. Let V be a
Z-graded, compatibly Z≥0-gradable vertex algebra, G the standard filtration. Then
from Proposition 3.11.1 one sees that the filtration {GpUN (V)} is separated.
The following assertion follows from Proposition 3.10.1.
Theorem 3.13.3. Let V be a Z-graded vertex algebra, F its filtration. Then there
is a natural surjective linear map UN(gr
F V)→ grF UN (V) given by the correspon-
dence
(σp1 (v
1))n1 · · · · · (σpr (vr))nr 7→ σp1+···+pr (v1n1 · · · · · vrnr)
with vi ∈ V, ni ∈ Z for each N . Moreover if the filtration F is strict then this is
an isomorphism.
Let g˜rFU(V) denote the degreewise completion of grF U(V). Then the surjection
in Theorem 3.13.3 extends to the surjective homomorphism U(grF V) → g˜rFU(V)
of compatible degreewise complete algebras, which is an isomorphism if F is strict.
Let Fp Zh(V) = Zh(V)∩FpU0(V). This gives the filtration Zh(V). The following
assertion is obvious from Theorem 3.13.3 and the definition (98).
Theorem 3.13.4. Let V be a Z-graded vertex algebra, F its filtration. Then there
is a natural surjective algebra homomorphism Zh(grF V)→ grF Zh(V) given by the
correspondence
(σp1(v
1))0 · · · · · (σpr (vr))0 7→ σp1+···+pr(v10 · · · · · vr0)
with vi ∈ V. Moreover if the filtration F is strict then this is an isomorphism.
3.14. The PBW Theorem for Current Algebras and Zhu Algebras. Let V
be a Z-graded vertex algebra, H its Hamiltonian, F its filtration such that (V, F )
is quasi-commutative. Take a H-invariant subspace U of V such that its image U¯
in grF U strongly generates grF V.
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We define the adjoint action on L(U¯) (notation 3.9) by adH ·u⊗tn = (Hu)⊗tn−
(n+ 1)u⊗tn. This action extends naturally to the symmetric algebra S(L(U¯)):
S(L(U¯)) =
⊕
d∈Z
S(L(U¯))d, S(L(U¯))d = {a ∈ S(L(U¯)); adH · a = −da}.
Let S(U¯) denote the standard degreewise completion of S(L(U¯)):
S(U¯) = lim
←
N
SN (U¯),(100)
where SN (U¯) = S(L(U¯))/
(⊕
d∈Z
∑
r>N
S(L(U¯))d−rS(L(U¯))r
)
.(101)
The space SN (U¯) can be identified with the subalgebra of S(L(U¯)) spanned by
the elements of the form
σp1 (u
1)⊗tn1+∆u1−1 · · · · · σpr (ur)⊗tnr+∆ur−1(102)
with pi ∈ Z, ui ∈ U , ni ∈ Z satisfying
n1 + · · ·+ nr ≤ N.(103)
Theorem 3.14.1. Let V, F , U , U¯ be as above. Then the map
SN (U¯) → grF UN (V)
σp1(u
1)⊗tn1+∆u1−1 · · · · · σpr (ur)⊗tnr+∆ur−1 7→ σp1+···+pr(u1n1 · · · · · urnr )
is surjective for each N ≥ 0. Further, if U¯ generates a PBW basis of grF V then
this is an isomorphism.
Proof. First, the map
SN (U¯) → UN (grF V)
σp1(u
1)⊗tn1+∆u1−1 · · · · · σpr (ur)⊗tnr+∆ur−1 7→ σp1(u1n1) · · · · · σpr (urnr)
is surjective, and bijective if U¯ generates a PBW basis of grF V. To show this, the
proof of [25, Lemma 4.3.2] applies. (In fact the proof is easier because grF V is
supercommutative.) Second, if U¯ generates a PBW basis of grF V then F is strict
by Proposition 3.8.2. Therefore the assertion follows from Theorem 3.13.3. 
The map in Theorem 3.14.1 extends to the surjective homomorphism S(U¯) →
g˜rFU(V) of compatible degreewise complete algebra, which is an isomorphism if F
is strict.
If V is compatibly Z≥0-gradable then one can take the standard filtration as the
filtration in Theorem 3.14.1.
The following immediately follows from Theorem 3.14.1.
Theorem 3.14.2. Let V, F , U , U¯ be as above. Then the map
S(U¯) → grF Zh(V)
σp1 (u
1) · · · · · σpr (ur) 7→ σp1+···+pr (u10 · · · · · ur0)
is a surjective algebra homomorphism. Further, if U¯ generates a PBW basis then
this is an isomorphism.
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3.15. BRST Construction of Vertex Algebras. Let V =
⊕
i∈Z V
i be a a vertex
algebra with an additional Z-gradation, which is shown by the upper index: v(n) ·
Vj ⊂ Vi+j for v ∈ Vi, n ∈ Z, Vi =⊕∆∈ZVi−∆, where Vi−∆ = Vi ∩ V−∆.
Suppose there exists an odd operator Q ∈ End(V) satisfying the following:
Q2 = 0,(104)
Q · Vi ⊂ Vi+1, Q|0〉 = 0, [Q, T ] = 0,(105)
[Q, Y (v, z)] = Y (Qv, z), ∀v ∈ V.(106)
Then (V, Q) is a cochain complex. Let
H•(V) := H•(V, Q) =
⊕
i∈Z
Hi(V, Q).
From (106) it follows that the action of the field Y ([v], z) with [v] ∈ H•(V) is
well-defined on H•(V). Therefore H•(V) is a vertex algebra and H0(V) is a vertex
subalgebra of H•(V). We call (V, Q) a weak BRST complex of vertex algebras, and
Q the corresponding BRST operator. If Q is compatible with a Hamiltonian H of
V, that is, if
[Q,H ] = 0,(107)
then H•(V) is graded by the Hamiltonian H . In this case (V, Q) is called weak
BRST complex of Z-graded vertex algebras. Further, if V is Mo¨bius conformal and
the BRST operatorQ commutes also with T ∗ then H•(V) is also Mo¨bius conformal.
A BRST complex of vertex algebras is a weak BRST complex (V, Q) of vertex
algebras such that Q coincides with the residue A(0) of the filed Y (A, z) associated
with some odd element A ∈ V1. In this case the conditions (105) and (106) are
automatically satisfied.
3.16. Filtration of Vertex Algebras and Spectral Sequences. Let (V, Q) be
a weak BRST complex of vertex algebras. Let F be a filtration of V such that
F−1V = 0 and Q · FpV ⊂ FpV for all p.(108)
Then the action of Q on grF V is well-defined and (grF V, Q) is a weak BRST
complex of vertex algebras. Also, F induces a filtration of H•(V ):
FpH
•(V) = Im : (H•(FpV)→ H•(V)).(109)
This is an increasing, separated, exhaustive filtration compatible with the vertex
algebra structure of H•(V). Further, there is a natural vertex algebra homomor-
phism
grF H•(V)→ H•(grF V)(110)
given by the correspondence σp([v]) 7→ [σp(v)].
An increasing filtration {FpV} can be transformed into a decreasing filtration by
setting F pV = F−pV. Thus we have the following.
Proposition 3.16.1. Let V, Q, F be as above. Then there exists a converging
spectral sequence Ep,q1 ⇒ H•(V) such that
Ep,q1 = H
p+q(grF−pV), E
p,q
∞ = gr
F
−pH
p+q(V).
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If Hi(grF V) = 0 for all i 6= 0 then the spectral sequence collapses at E1 = E∞, and
consequently Hi(V) = 0 for i 6= 0, and the natural map grF H0(V)→ H0(grF V) is
an isomorphism of vertex algebras.
3.17. BRST Cohomology of Attached Lie Algebras. Let (V, Q) be a weak
BRST complex of vertex algebras. The action of Q on V induces the adjoint action
adQ on L(V):
adQ · v{n} = (Qv){n} for v ∈ V, n ∈ Z.
We have (adQ)2 = 0 and (L(V), adQ) can be viewed as a cochain complex. The
cohomology H•(L(V)) =
⊕
i∈Z H
i(L(V)) is naturally a Lie algebra. If V is graded
by H and Q is compatible with H then H•(L(V)) is Z-graded by adH .
There is a natural Lie algebra homomorphism
L(H•(V))→ H•(L(V))(111)
given by the correspondence [v]{n} 7→ [v{n}] with v ∈ V, n ∈ Z. Here [v]{n} denotes
the image of [v]⊗tn in L(H•(V)), where [v] is the cohomology class of a cocycle
v ∈ V, and [v{n}] denotes the cohomology class of a cocycle v{n} ∈ L(V). (We shall
use similar convention throughout the paper).
Theorem 3.17.1. Suppose that VacV = C|0〉, VacH•(V) = C|0〉, H0(V) 6= 0
and Hi(V) = 0 for all i 6= 0. Then Hi(L(V)) = 0 for i 6= 0 the natural map
L(H0(V))→ H0(L(V)) is an isomorphism of Lie algebras.
The following assertion is easily seen.
Lemma 3.17.2. Let V be a vertex algebra such that VacV = C|0〉. Then ker(∂−1 :
L(V)→ L(V)) = C(|0〉⊗1).
Proof of Theorem 3.17.1. First, considering L(V) as a cochain complex with the
differential Q⊗ id, we have
Hi(L(V)) =
{
L(H0(V)) for i = 0
0 for i 6= 0.(112)
Second, consider the long exact sequence associated with the short exact se-
quence of cochain complexes
0→ C(|0〉⊗1)→ L(V)→ L(V)/C(|0〉⊗1)→ 0.
Then by (112) we obtain the exact sequences
0→ Hi(L(V)/C(|0〉⊗1))→ Hi+1(C(|0〉⊗1))→ 0 for i 6= −1, 0,(113)
0→ H−1(L(V)/C(|0〉⊗1))→ H0(C(|0〉⊗1))→ L(H0(V))
→ H0(L(V)/C(|0〉⊗1))→ 0.(114)
We obviously have that Hi(C(0〉⊗1)) = 0 for i 6= 0 and
H0(C(0〉⊗1)) = C(|0〉⊗1).(115)
By (115) it follows that the middle map H0(C(|0〉⊗1)) → L(H0(V)) in (114) is
injective. Therefore (113) and (114) give
Hi(L(V)/C(|0〉⊗1)) =
{
L(H0(V))/C(|0〉⊗1) for i = 0
0 for i 6= 0.(116)
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Third, by assumption and Lemma 3.17.2, we have the following exact sequences:
0→L(V)/C(|0〉⊗1) ∂−1→ L(V)→ L(V)→ 0,(117)
0→ L(H0(V))/C(|0〉⊗1) ∂−1→ L(H0(V ))→ L(H0(V))→ 0.(118)
The (117) is an exact sequence of cochain complexes. Thus we have the correspond-
ing long exact sequence. This together with (112), (116) gives Hi(L(V)) = 0 for
i 6= 0,−1 and the exact sequence
0→ H−1(L(V))→ L(H0(V))/C(|0〉⊗1)→ L(H0(V))→ H0(L(V))→ 0.
However the middle map L(H0(V))/C(|0〉⊗1) → L(H0(V)) is the derivation ∂−1.
Therefore by (118) this is exact. Hence H−1(L(V)) is zero and that L(H0(V)) is
isomorphic to H0(L(V)). This completes the proof. 
3.18. BRST Cohomology of Current Algebras. Let (V, Q) be a weak BRST
complex of Z-graded vertex algebras. The action of adQ extends to a degree-
preserving derivation of U(V) such that (adQ)2 =0 because Q is odd (cf. (24)).
Thus each (UN (V), adQ) is a cochain complex, which is Z-graded by adH :
H•(UN(V)) =
⊕
d∈Z
H•(UN (V))d,
H•(UN(V))d = {[v] ∈ H•(UN (V)); adH · [v] = −d[v]}.
This makes a projective system {H•(UN (V))d} of linear spaces for each d. Set
H•(U(V)) =
⊕
d∈Z
H•(U(V))d, where H
•(U(V))d = lim←
N
H•(UN (V))d.(119)
There is a natural linear map
UN(H
•(V))→ H•(UN (V))(120)
for each N given by the correspondence[
v1
]
n1
. . . [vr]nr 7→
[
v1n1 . . . v
r
nr
]
.
Let F a filtration of V which is compatible with H such that F−1V = 0 and
Q · FpV ⊂ FpV for all p. Then the corresponding filtration {FpUN (V)} satisfies
F−1UN (V) = 0, adQ · FpUN (V) ⊂ FpUN (V).(121)
Thus we have the following.
Proposition 3.18.1. Let V, Q, F be as above. There exists a converging spectral
sequence Ep,q1 ⇒ H•(UN (V)) such that
Ep,q1 = H
p+q(grF−p UN (V)), E
p,q
∞ = gr
F
−pH
p+q(UN (V)).
If Hi(grF UN (V)) = 0 for all i 6= 0 then the spectral sequence collapses at E1 = E∞,
and consequently Hi(UN(V)) = 0 for i 6= 0, and the natural map
grF H0(UN (V))→ H0(grF UN (V))
given by the correspondence σp([a]) 7→ [σp(a)] is a linear isomorphism.
Proposition 3.18.2. Let V, Q, F be as above. Assume that
• the filtration F of V is strict;
• the filtration of H•(V) induced by F is also strict;
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• the natural map grF H•(V) → H•(grF V) is an isomorphism of vertex
algebras;
• the natural map grF H•(UN (V)) → H•(grF UN (V)) is an linear isomor-
phism;
• the natural map UN (H•(grF V)) → H•(UN (grF V)) is a linear isomor-
phism.
Then the natural map UN(H
•(V))→ H•(UN (V)) is also a linear isomorphism.
Proof. The filtration {FpH•(V)} of H•(V) induces a filtration {FpUN(H•(V))} of
UN(H
•(V)). The natural map UN(H•(V)) → H•(UN(V)) preserves the filtration.
Therefore it is sufficient to show that the induced homomorphism grF UN(H
•(V))→
grF H•(UN(V)) is an isomorphism.
We have
grF UN(H
•(V)) ∼= UN (grF H•(V)) ∼= UN (H•(grF V)),(122)
grF H•(UN (V)) ∼= H•(grF UN (V)) ∼= H•(UN (grF V))(123)
by assumption and Thereon 3.13.3. By chasing the isomorphisms one finds that it
is enough to show that UN(H
•(grF V)) ∼= H•(UN (grF V)). But this is contained in
the assumption. 
3.19. Our Favorite Cases.
Theorem 3.19.1. Let (V, Q) be a weak BRST complex of Z-graded vertex algebras,
H the Hamiltonian. Assume that there exists an H-invariant subspace U and a
filtration F of V (compatible with H) satisfying the following:
(a) F−1V = 0;
(b) (V, F ) is quasi-commutative;
(c) Q · FpV ⊂ FpV for all p;
(d) The image U¯ of U in grF V is preserved by the action of Q. Further,
Hi(U¯) = 0 for i 6= 0;
(e) U¯ generates a PBW basis of the commutative vertex algebra grF V, so that
U generates a PBW basis of V.
Then we have the following:
(i) Hi(V) = 0 and Hi(grF V) = 0 for i 6= 0.
(ii) F induces a strict filtration {FpH0(V)} of the Z-graded vertex algebra
H0(V) such that (H0(V), F ) is quasi-commutative.
(iii) The natural map grF H0(V) → H0(grF V) is an isomorphism of vertex
algebras.
(iv) The natural map H0(U¯ )→ H0(grF V) is injective and its image generates
a PBW basis of H0(grF V) = grF H0(V).
(v) For each N , Hi(UN (V)) = 0 with i 6= 0.
(vi) For each N , the natural map grF H0(UN (V)) → H0(UN(grF V)) is an
isomorphism.
(vii) For each N , the natural map UN (H
0(V)) → H0(UN (V)) is an isomor-
phism.
Proof. First, we calculate H•(grF V). By assumption, there is the isomorphism
S(U¯⊗C[t−1]t−1) ∼→ grF V(124)
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given by (77). Consider U¯⊗C[t−1]t−1 as a cochain complex with the differential
Q⊗1. Extend the action of Q to an odd derivation of S(U¯⊗C[t−1]t−1). Then (124)
is a cochain map. Because
Hi(U¯⊗C[t−1]t−1) =
{
H0(U¯)⊗C[t−1]t−1 (i = 0),
0 (i 6= 0)(125)
by assumption, it follows that
Hi(grF V) = Hi(S(U¯⊗C[t−1]t−1)) =
{
S(H0(U¯)⊗C[t−1]t−1) (i = 0),
0 (i 6= 0),(126)
see [40, Lemma 3.2]. Applying Proposition 3.16.1, the assertion (126) for i 6= 0
proves (i) and (iii), while the assertion (126) for i = 0 proves (iv). We have also
proved (ii) because the only non-trivial assertion is the strictness of the filtration
and this follows from (iv) and Proposition 3.8.2.
The assertions (v), (vi) and (vii) remain to be proved. For this we compute the
cohomology H•(grF UN (V)). By Theorem 3.14.1 and (ii), we have
H•(grF UN (V)) = H
•(SN (U¯)).(127)
Here, L(U¯) is considered as a complex with the differential Q⊗1, and its action is
extended to SN (U¯) as an odd derivation. By definition, we have the exact sequence
of cochain maps
0→ S(L(U¯))
∑
r>N
S(L(U¯)r)→ S(L(U¯))→ SN (U¯)→ 0.(128)
But the differential is degree-preserving, therefore by identifying SN (U¯) with the
subalgebra of S(L(U¯)) as in Section 3.14, SN (U¯) can be identified with a subcom-
plex of S(L(U¯)). Namely, the exact sequence (128) splits;
H•(S(L(U¯))) = H•(S(L(U¯))
∑
r>N
S(L(U¯)r))⊕H•(SN (U¯)).(129)
On the other hand we have
H•(S(L(U¯))) =
{
S(L(H0(U¯))) for i = 0,
0 for i 6= 0.(130)
in the same manner as (126). Together with (129), this gives
Hi(SN (U¯)) =
{
SN (H0(U¯)) for i = 0,
0 for i 6= 0.(131)
Thus we can apply Proposition 3.18.1 (ii) to obtain Hi(UN (V)) = 0 for i 6= 0 and
the isomorphism
grF H0(UN (V))
∼→ H0(grF UN (V)) ∼→ H0(UN (grF V)) ∼→ SN (H0(U¯)).(132)
Here the second isomorphism follows from (ii) and Theorem 3.13.3 and the last
isomorphism follows from (131) (iv) and Theorem 3.14.1. We have proved (v) and
(vi). Finally, because H0(U¯) generates a PBW basis of H0(grF V),
UN(H
0(grF V)) ∼= SN (H0(U¯)),
by Theorem 3.14.1. This, together with (132), implies that the natural map
UN(H
0(grF V))→ H0(UN (grF V)) is an isomorphism. Therefore we conclude that
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all the conditions in Proposition 3.18.2 are satisfied. Hence (vii) is proved. This
completes the proof. 
If the assumption of Theorem 3.19.1 is satisfied then the isomorphism in (viii)
extends to the isomorphism
U(H0(V))
∼→ H0(U(V)).(133)
In particular, H0(U(V)) has the compatible degreewise complete algebra structure.
Theorem 3.19.2. Let (V, Q) be a weak BRST complex of Z≥0-graded vertex al-
gebra, H the Hamiltonian. Assume that there exists an H-invariant subspace U
satisfying the following:
(a) U generates a PBW basis of V;
(b) Q ·U ⊂ U , so that U is a subcomplex of V . Further, Hi(U) = 0 for i 6= 0.
Let G be the standard filtration of V. Then we have the following:
(i) Hi(V) = 0 and Hi(grG V) = 0 for i 6= 0.
(ii) The filtration {GpH0(V)} induced by G is the standard filtration of H0(V).
(iii) The natural map
grGH0(V)→ H0(grG V)
is an isomorphism of vertex algebras.
(iv) The natural map H0(U) → H0(V) is injective and its image generates a
PBW basis of H0(V).
(v) For each N , Hi(UN (V)) = 0 with i 6= 0.
(vi) For each N , the natural map grGH0(UN (V)) → H0(UN (grG V)) is an
linear isomorphism.
(vii) For each N , the natural map UN (H
0(V))
∼→ H0(UN (V)) is a linear iso-
morphism.
Proof. If we take G as the filtration F in Theorem 3.19.1 then (U,G) satisfies the
conditions (a)-(e) in Theorem 3.19.1. Indeed, because Q · U ⊂ U , it follows that
Q ·GpV ⊂ GpV, from the definition of the standard filtration (see Theorem 3.5.1).
So we only need to show that the condition (d) is satisfied, that is,
H•(U) ∼= H•(U¯).(134)
Because U generate a PBW basis of V, σ∆u(u) 6= 0 for a nonzero element of u ∈ U .
Because ∆Qu = ∆u, this implies that σ∆u(Qu) = 0 means Qu = 0. Similarly, if
σ∆u(u) = Qσ∆u(u
′) = σ∆u(Qu
′) for u, u′ ∈ U , then u = Qu′. Thus (134) is proved.
Therefore all the assertions except for (ii) follow directly from Theorem 3.19.1. But
(ii) also, follows from (iii), (iv) and the definition of the standard filtration. 
4. W -Algebras
Throughout this paper, k represents a complex number (= the level of the affine
Lie algebra g associated with g¯). There is no restriction on k unless otherwise
stated.
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4.1. Affine Lie Algebras. (see [32] for details) We freely use the notation of
Section 2. Let g be the (non-twisted) affine Lie algebra associated with (g¯,( , )).
This is the Lie algebra given by
g = g¯⊗C[t, t−1]⊕CK ⊕CD
with the commutation relations
[X(m), Y (n)] = [X,Y ](m+ n) +mδm+n,0(X,Y )K,
[D, X(m)] = mX(m), [K, g] = 0
for X,Y ∈ g¯, m,n ∈ Z. Here
X(n) = X⊗tn for X ∈ g¯, n ∈ Z.(135)
The subalgebra g¯⊗C ⊂ g is naturally identified with g¯. The invariant symmetric
bilinear form ( | ) is extended from g¯ to g as follows:
(X(m)|Y (n)) = (X,Y )δm+n,0, (D|K) = 1,
(X(m)|D) = (X(m)|K) = (D|D) = (K|K) = 0.
Fix the triangular decomposition g = g−⊕ h⊕ g+ in the standard way. That is,
h = h¯⊕CK ⊕CD,
g− = n¯−⊗C[t−1]⊕ h¯⊗C[t−1]t−1⊕ n¯+⊗C[t−1]t−1,
g+ = n¯−⊗C[t]t⊕ h¯⊗C[t]t⊕ n¯+⊗C[t].
Let
h∗ = h¯∗⊕CΛ0⊕Cδ(136)
be the dual of h. Here, Λ0 and δ are dual elements of K and D, respectively. For
λ ∈ h∗, the number 〈λ,K〉 is called the level of λ. Let h∗κ denote the set of the
weights of level k:
h∗k := {λ ∈ h∗; 〈λ,K〉 = k}.(137)
Let λ¯ be the restriction of λ ∈ h∗ to h¯∗. We refer to λ¯ as the classical part of λ.
Let ∆ be the set of roots of g, ∆+ the set of positive roots, ∆− = −∆+. Then,
∆ = ∆re ⊔∆im, where ∆re is the set of real roots and ∆im is the set of imaginary
roots. Let Π be the standard basis of ∆re, ∆re± = ∆
re∩∆±, ∆im± = ∆im∩∆±. Then
∆re+ = {α+ nδ;α ∈ ∆¯+, n ≥ 0} ⊔ {−α+ nδ;α ∈ ∆¯+, n ≥ 1}.
Let Q be the root lattice, Q+ =
∑
α∈∆+
Z≥0α ⊂ Q. We define a partial ordering
µ ≤ λ on h∗ by λ− µ ∈ Q+.
Let W ⊂ GL(h∗) be the Weyl group of g generated by the reflections sα with
α ∈ ∆re, where sα(λ) = λ − 〈λ, α∨〉α for λ ∈ h∗. We have W = W¯ ⋉ Q¯∨. Let W˜
be the extended Weyl group of g: W˜ = W¯ ⋉ P¯∨. We write tµ for the element of
W˜ corresponding to µ ∈ P¯∨:
tµ(λ) = λ+ 〈λ,K〉µ−
(
〈λ, µ〉+ 1
2
|µ|2〈λ,K〉
)
δ for λ ∈ h∗.
Let
W˜+ := {w ∈ W˜ ; ∆re+ ∩w−1(∆re−) = ∅}.(138)
Then W˜ = W˜+ ⋉W .
34 TOMOYUKI ARAKAWA
The dot action of W˜ on h∗ is defined by w ◦ λ = w(λ + ρ) − ρ, where ρ =
ρ¯+ h∨Λ0 ∈ h∗.
For λ ∈ h∗, let
∆(λ) := {α ∈ ∆re; 〈λ+ ρ, α∨〉 ∈ Z},(139)
∆+(λ) := ∆(λ) ∩∆+,(140)
W (λ) := 〈sα;α ∈ ∆(λ)〉 ⊂W.(141)
One knows that W (λ) is a Coxeter subgroup ofW and it is called the integral Weyl
group of λ ∈ h∗.
4.2. Graded Duals. Let M be any semisimple h-module. We write Mλ for the
weight space of M of weight λ:
Mλ := {m ∈M ;hm = λ(h)m for all h ∈ h}.(142)
Let P (M) = {λ ∈ h∗;Mλ 6= 0}, the set of weights of M . If dimMλ < ∞ for all
λ ∈ P (M), then we define the graded dual M∗ of M by
M∗ =
⊕
λ
HomC(M
λ,C) ⊂ HomC(M,C).(143)
It is clear that ((M)∗)∗ =M .
4.3. Universal Affine Vertex Algebras Associated with Lie Algebras. De-
fine a g-module Vk(g¯) by
Vk(g¯) := U(g)⊗U(g¯⊗C[t]⊕CK⊕CD)C.(144)
Here, C is considered as a g¯⊗C[t]⊕CK ⊕CD-module on which g¯⊗C[t]⊕CD acts
trivially and K acts as the multiplication by k.
It is well-known that the space Vk(g¯) has the natural vertex algebra structure:
The vacuum vector is given by |0〉 = 1⊗1; The translation operator is defined by
the relations
T |0〉 = 0, [T, J(n)] = −nJ(n− 1) for J ∈ g¯ and n ∈ Z;(145)
The filed corresponding to J(−1)|0〉 with J ∈ g¯ is
J(z) :=
∑
n∈Z
J(n)z−n−1(146)
and the fields corresponding to other vectors determined by (146) in the sense of
the Reconstruction Theorem [33, Theorem 4.5], [25, Theorem 4.4.1]: Explicitly,
they are given by
Y (Ja1(−n1 − 1) . . . Jar (−nr − 1)|0〉, z) =
1
n1! . . . nr!
: ∂n1z Ja1(z) . . . ∂
nr
z Jar(z) :
for ai ∈ I¯ ⊔ ∆¯, ni ≥ 0. Here ∂z = ddz and : a(z)b(z) : is the normally ordered
product [33, Section 3.1].
The vertex algebra Vk(g¯) is Mo¨bius conformal: The Hamiltonian is −D; The
operator T ∗ is defined by the relations
T ∗|0〉 = 0, [T ∗, J(n)] = −nJ(n+ 1) for J ∈ g¯ and n ∈ Z,(147)
see [33, Remark 5.7.d].
The Mo¨bius conformal vertex algebra Vk(g¯) is called the universal affine vertex
algebra at level k associated with g¯.
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It is clear that Vk(g¯) is Z≥0-graded:
Vk(g¯) =
⊕
∆∈Z≥0
Vk(g¯)−∆(148)
Vk(g¯)0 = C|0〉, dimVk(g¯)−∆ <∞ for all ∆.(149)
The standard filtration of Vk(g¯) coincides with the one induced by the standard
filtration of U(g¯⊗C[t−1]t−1) (in the usual sense). The subspace Vk(g¯)−1 generates
a PBW basis of Vk(g¯) (see Section 3.6).
For k 6= −h∨ Vk(g¯) is conformal by the Sugawara construction: The conformal
vector is ωg¯ = 1/2(k + h
∨)
∑
a∈I¯⊔∆¯ Ja(−1)Ja(−1)|0〉, where {Ja; a ∈ I¯ ⊔ ∆¯} is a
basis dual to {Ja}. Its central charge is k dim g¯/(k + h∨). We write
Y (ωg¯, z) = L
g(z) =
∑
n∈Z
Lg(n)z−n−2.(150)
4.4. Affine Clifford Algebras and the Corresponding Vertex Algebras.
Define the nilpotent subalgebra Ln¯± of g by
Ln¯± = n¯±⊗C[t, t−1].(151)
We identify Ln¯± with (Ln¯∓)
∗ through (·|·).
Let Cl be the Clifford algebra associated with Ln¯+⊕Ln¯− and the restriction of
( | ) to Ln¯−⊕Ln¯+. As C¯l (see Section 2.4), Cl may be defined as the superalgebra
with
odd generators: ψα(n) with α ∈ ∆¯, n ∈ Z,
relations: [ψα(m), ψβ(n)] = δα+β,0δm+n,0 with α, β ∈ ∆¯, m,n ∈ Z.
Here ψα(n) is regarded as the element of Cl corresponding to the vector Jα(n) ∈ g.
The algebra Cl contains the Grassmann algebra Λ(Ln¯±) of Ln¯± as its subalgebra:
Λ(Ln¯±) = 〈ψα(n);α ∈ ∆¯±, n ∈ Z〉. One has
Cl = Λ(Ln¯+)⊗Λ(Ln¯−)(152)
as linear spaces.
In view of (152), the adjoint action of h on Ln¯± induces an action of h on Cl. In
particular there is the adjoint action of D on Cl.
Let F be the irreducible representation of Cl generated by a vector 1 such that
ψα(n)1 = 0 if α+ nδ ∈ ∆re+ .(153)
Then
F = Λ(Ln¯− ∩ g−)⊗Λ(Ln¯+ ∩ g−)(154)
as linear spaces. We regard F as an h-module under this identification:
F =
⊕
λ∈−Q+
Fλ,
1 ∈ F0, ψα(n)Fλ ⊂ Fλ+α+nδ for α ∈ ∆¯, n ∈ Z.
(155)
Then Fλ is finite-dimensional for all λ.
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The space F is naturally a conformal vertex superalgebra: The vacuum vector
is 1; The translation operator T is defined by the relations
T1 = 0,
[T, ψα(n)] = −nψα(n− 1) for α ∈ ∆¯+, n ∈ Z,
[T, ψα(n)] = −(n− 1)ψα(n− 1) for α ∈ ∆¯−, n ∈ Z;
The Hamiltonian is −D; The fields are determined by the Reconstruction Theorem
and the following:
Y (ψα(−1)1, z) = ψα(z) :=
∑
n∈Z
ψα(n)z
−n−1 for α ∈ ∆¯+,(156)
Y (ψα(0)1, z) = ψα(z) :=
∑
n∈Z
ψα(n)z
−n for α ∈ ∆¯−;(157)
The conformal vector is chosen as ωF =
∑
α∈∆¯+
ψ−α(−1)ψα(−1)|0〉. We write
Y (ωF , z) = L
f(z) =
∑
n∈Z
Lf (n)z−n−2.(158)
The vertex superalgebra F is Z≥0-graded:
F =
⊕
∆nZ≥0
F−∆, dimF−∆ <∞ for all ∆.(159)
Denote by UF the subspace of F spanned by ψα(−1)1, ψ−α(0)1 with α ∈ ∆¯+.
Then UF generates a PBW basis of F .
4.5. The BRST Complex of Quantized Drinfeld-Sokolov Reduction. Re-
call that a tensor product of vertex superalgebras is naturally a vertex superalgebra
([25, Lemma 1.3.6]).
Define a vertex algebra Ck(g¯) by
Ck(g¯) := Vk(g¯)⊗F .(160)
The vacuum vector |0〉⊗1 is also denoted by |0〉. The vertex algebra Ck(g¯) is
naturally Mo¨bius conformal with the diagonal action of sl2(C).
We consider Ck(g¯) as an h-module by the tensor product action. Then −D is the
Hamiltonian. The vertex superalgebra Ck(g¯) is clearly Z≥0-graded; The subspace
U = Vk(g¯)−1⊕UF(161)
generates a PBW basis of Ck(g¯). Here we have omitted the tensor product symbol:
Vk(g¯)−1 = Vk(g¯)−1⊗C1, UF = |0〉⊗UF . We have
VacCk(g¯) = C|0〉(162)
by Proposition 3.8.2.
Define
Qst+(z) = Q
st
+(z) + χ+(z) ∈ (EndCk(g¯))[[z, z−1]],(163)
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by
Qst+(z) =
∑
n∈Z
Qst+(n)z
−n−1
:=
∑
α∈∆¯+
Jα(z)ψ−α(z)− 1
2
∑
α,β,γ∈∆¯+
cγα,βψ−α(z)ψ−β(z)ψγ(z),(164)
χ+(z) =
∑
n∈Z
χ+(n)z
−n :=
∑
α∈∆¯+
χ¯+(Jα)ψ−α(z),(165)
where χ¯+ is the character of n¯+ defined by (11), and c
γ
α,β is the structure constant
of g¯ as in Section 2.1. The Qst+(z) and χ+(z) are fields corresponding to the vectors
Qst+(−1)|0〉 and χ+(0)|0〉, respectively.
By abuse of notation, we set
Qst+ := (Q
st
+(−1)|0〉)(0) = Qst+(0)(166)
=
∑
α∈∆¯+,n∈Z
Jα(−n)ψ−α(n)− 1
2
∑
α,β,γ∈∆¯+
k+l+m=0
cγα,βψ−α(k)ψβ(l)ψγ(m),
χ+ := (χ+(0)|0〉)(0) = χ+(1) =
∑
α∈∆¯+
χ¯+(Jα)ψ−α(1),(167)
Q+ := (Q
st
+(−1) + χ+(0)|0〉)(0) = Qst+ + χ+.(168)
Lemma 4.5.1. We have (Qst+)
2 = χ2+ = [Q
st
+, χ+] = 0. In particular we have
Q2+ = 0.
Proof. Direct calculation. 
Let F =⊕i∈Z F i be an additional Z-gradation of the vertex algebra F defined
by
deg 1 = 0, degψα(n) =
{
1 for α ∈ ∆¯−
−1 for α ∈ ∆¯+.
Set
Cik(g) = Vk(g)⊗F i with i ∈ Z.
This gives a Z-gradation of Ck(g¯): Ck(g¯) =
⊕
i∈Z C
i
k(g).
By definition,
Q+ · Cik(g¯) ⊂ Ci+1k (g¯).
Therefore, by Lemma 4.5.1, (Ck(g¯), Q+) is a BRST complex of vertex algebras in
the sense of Section 3.15. This complex is called the BRST complex of the quantized
Drinfeld-Sokolov (“+”) reduction [21, 25].
Remark 4.5.2. As in Section 2.4, χ+ may be identified with the character of the
Lie algebra Ln¯+ defined by
χ+(J(n)) = δn,−1χ¯+(J) for J ∈ n¯+ and n ∈ Z.
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4.6. Change of Hamiltonian. The BRST operator Q+ above is not compatible
with the Hamiltonian −D of Ck(g¯). Consider the weight space decomposition
Ck(g¯) =
⊕
λ∈h∗ Ck(g¯)
λ with respect to the action of h. Then one has
Qst+ · Ck(g¯)λ ⊂ Ck(g¯)λ, χ+ · Ck(g¯)λ ⊂
∑
α∈Π¯
Ck(g¯)
λ−α+δ.(169)
Set
Dnew := D+ ρ¯
∨ ∈ h(170)
where ρ¯∨ is as in Section 2.1.
Lemma 4.6.1. The operator −Dnew defines a Hamiltonian on Ck(g¯). The action
of Dnew on Ck(g¯) commutes with that of Q+.
Proof. The first assertion is easy to check. The second assertion follows from (169).

We denote by Ck(g¯)new the vertex algebra Ck(g¯) equipped with the new Hamil-
tonian −Dnew. We write
Ck(g¯)new =
⊕
∆∈Z
Ck(g¯)−∆,new,(171)
where
Ck(g¯)−∆,new = {c ∈ Ck(g¯);Dnew · c = −∆c}.
Note that Ck(g¯)new is no more Z≥0-graded. It is compatibly Z≥0-gradable by −D
(see Section 3.2).
The Mo¨bius conformal structure is changed accordingly: Let T ∗ = T ∗⊗1 +
1⊗Lf(1). Set
T ∗new := T
∗ − 2̂¯ρ∨(1),(172)
where ̂¯ρ∨(1) is the operator on Ck(g¯) such that̂¯ρ∨(1)|0〉 = 0,
[̂¯ρ∨(1), J(n)] = [ρ¯∨, J ](n+ 1) + kδn,−1(ρ¯∨|J) id for J ∈ g¯, n ∈ Z,
[̂¯ρ∨(1), ψα(n)] = α(ρ¯∨)ψα(n+ 1) for α ∈ ∆¯, n ∈ Z.
The triplet {T ∗new,−Dnew, T } gives Ck(g¯) a Mo¨bius conformal structure (cf. Section
4.17). We have
[Q+, T
∗
new] = 0.(173)
Also, the action of T ∗new on Ck(g¯) is locally nilpotent.
Put
r := CT ∗new + CDnew + CT.(174)
We consider r as a Lie algebra isomorphic to sl2(C).
Below if no confusion can arise we write just Ck(g¯) for Ck(g¯)new. We write
Ck(g¯)old for the vertex algebra Ck(g¯) with the (old) Hamiltonian −D.
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4.7. Definition of W -Algebras. The following assertion was proved by B. Feigin
and E. Frenkel [21] for generic k, by J. de Boer and T. Tjin [14] for all k in the case
that g¯ = sln and by E. Frenkel [25] for the general case.
Theorem 4.7.1. The cohomology Hi(Ck(g¯)) is zero for all i 6= 0.
Define
Wk(g¯) := H
0(Ck(g¯)).(175)
This is a Mo¨bius conformal vertex algebra for all k ∈ C, because the action of r on
Ck(g¯) commutes with the BRST operator Q+. The vertex algebra Wk(g¯) is called
the W -algebra associated with g¯ at level k.
For the later purpose we recall the proof of Theorem 4.7.1 given by [25] in next
sections.
4.8. The Tensor Product Decomposition of the Complex Ck(g¯). Following
[25, Chapter 15], we set
Ĵa(z) =
∑
n∈Z
Ĵa(n)z
−n−1 := Ja(z)−
∑
β,γ∈∆¯+
cγa,β : ψ−β(z)ψγ(z) :
for a ∈ I¯ ⊔ ∆¯.
Lemma 4.8.1. We have the following relations for m,n ∈ Z:
(i) [Ĵa(m), Ĵb(n)] =
∑
d c
d
a,bĴd(m+n)+(k+h
∨)m(Ja, Jb)δm+n,0 if a, b ∈ I¯⊔∆¯+
or a, b ∈ I¯ ⊔ ∆¯−.
(ii) [Ĵa(m), ψβ(n)] =
∑
γ c
γ
a,βψγ(m+n) if a ∈ I¯ ⊔ ∆¯+, β ∈ ∆¯+ or a ∈ I¯ ⊔ ∆¯−,
β ∈ ∆¯−.
Proof. Direct calculation. 
Let Ck(g¯)
′ be the subspace of Ck(g¯) spanned by the elements
Ĵαi1 (−n1) . . . Ĵαip (−np)ψαj1 (−m1) . . . ψαjq (−mq)|0〉
with αis , αjs ∈ ∆¯+, ni,mi ∈ Z. Then, by Lemma 4.8.1, Ck(g¯)′ is a vertex subalge-
bra of Ck(g¯). Similarly, let Ck(g¯)
′′ be the vertex subalgebra of Ck(g¯) spanned by
the elements
Ĵa1(−n1) . . . Ĵap(−np)ψαj1 (−m1) . . . ψαjq (−mq)|0〉
with ai ∈ I¯ ⊔ ∆¯−, αji ∈ ∆¯−, ni,mi ∈ Z. Then Ck(g¯)′′ is a vertex subalgebra of
Ck(g¯) by Lemma 4.8.1.
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Lemma 4.8.2. We have the following relations for n ∈ Z:
[Qst+, ψα(n)] = Ĵα(n) and [Q
st
+, Ĵα(n)] = 0 for α ∈ ∆¯+;
[χ+, ψα(n)] = χ+(Jα(n)) and [χ+, Ĵα(n)] = 0 for α ∈ ∆¯+;
[Qst+, ψ−α(n)] = −
1
2
∑
β,γ∈∆¯+
k+l=n
cαβ,γψ−β(k)ψ−γ(l) and [χ+, ψ−α(n)] = 0 for α ∈ ∆¯+;
[Qst+, Ĵa(n)] =
∑
α∈∆¯+,b∈∆¯−⊔I¯
k+l=n
cbα,a : ψ−α(l)Ĵb(k) : n− kaψa(n) for a ∈ ∆¯− ⊔ I¯;
[χ+, Ĵa(n)] =
∑
β∈∆¯+
([f, Ja], Jβ)ψ−β(n+ 1) for a ∈ ∆¯− ⊔ I¯,
where ka =
{
k −∑β,γ∈∆¯− cγa,βc−γ−a,−β for a ∈ ∆¯−,
0 for a ∈ I¯ .
Proof. Direct calculation. 
By Lemma 4.8.2 and the fact that Q+|0〉 = 0, it follows that
Qst+ · Ck(g¯)′ ⊂ Ck(g¯)′, χ+ · Ck(g¯)′ ⊂ Ck(g¯)′ so Q+ · Ck(g¯)′ ⊂ Ck(g¯)′,(176)
Qst+ · Ck(g¯)′′ ⊂ Ck(g¯)′′, χ+ · Ck(g¯)′′ ⊂ Ck(g¯)′′ so Q+ · Ck(g¯)′′ ⊂ Ck(g¯)′′.(177)
Thus both Ck(g¯)
′ and Ck(g¯)
′′ are subcomplexes of Ck(g¯). Hence both (Ck(g¯)
′, Q+)
and (Ck(g¯)
′′, Q+) are weak BRST complexes of vertex algebras (see Section 3.15).
The cohomological gradation takes only non-positive values on Ck(g¯)
′ and only
non-negative values on Ck(g¯)
′′:
Ck(g¯)
′ =
⊕
i≤0
Cik(g¯)
′, Ck(g¯)
′′ =
⊕
i≥0
Cik(g¯)
′′,(178)
where Cik(g¯)
′ = Cik(g¯) ∩ Ck(g¯)′ and Cik(g¯)′′ = Cik(g¯) ∩ Ck(g¯)′′.
Proposition 4.8.3.
(i) Let U ′ be the subspace of Ck(g¯)
′ spanned by the vectors
Ĵα(−1)|0〉, ψα(−1)|0〉 with α ∈ ∆¯+.
Then U ′ generates a PBW basis of Ck(g¯)
′.
(ii) Let U ′′ be the subspace of Ck(g¯)
′′ spanned by the vectors
Ĵa(−1)|0〉, ψ−α(0)|0〉 with a ∈ I¯ ⊔ ∆¯−, α ∈ ∆¯+.
Then U ′′ generates a PBW basis of Ck(g¯)
′′.
(iii) The subspace U ′+U ′′ = U ′⊕U ′′ generates a PBW basis of Ck(g¯), and the
multiplication map
Ĵαi1 (−n1) . . . ψαj1 (−m1) . . . |0〉⊗Ĵa1(−n1) . . . ψαk1 (−m1) . . . |0〉
7→ Ĵαi1 (−n1) . . . ψαj1 (−m1) . . . Ĵa1(−n1) . . . ψαk1 (−m1) . . . |0〉
gives the isomorphism of cochain complexes Ck(g¯)
′⊗Ck(g¯)′′ ∼→ Ck(g¯) . In
particular by the Ku¨nneth theorem one has
Hn(Ck(g¯)) =
⊕
p+q=n
Hp(Ck(g¯)
′)⊗Hq(Ck(g¯)′′)
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for all n ∈ Z.
It is clear that Ck(g¯)
′ and Ck(g¯)
′′ is preserved by the action of r. Therefore
both Ck(g¯)
′ and Ck(g¯)
′′ are Mo¨bius conformal, and thus so are H•(Ck(g¯)
′) and
H•(Ck(g¯)
′′).
Proposition 4.8.4 ([25, 15.2.6]). The cohomology Hi(Ck(g¯)
′) is zero for all i 6= 0
and one has H0(Ck(g¯)
′) = C.
The following assertion follows directly from Propositions 4.8.3 and 4.8.4.
Theorem 4.8.5 ([25, Lemma 15.2.7]). The natural embedding Ck(g¯)
′′ →֒ Ck(g¯)
induces the isomorphism H•(Ck(g¯)
′′)
∼→ H•(Ck(g¯)) of Mo¨bius conformal vertex
algebras. In particular
Wk(g¯) ∼= H0(Ck(g¯)′′)
as Mo¨bius conformal vertex algebras.
Remark 4.8.6. By (178) we have H0(Ck(g¯)
′′) = {c ∈ C0k(g¯)′′;Q+c = 0} ⊂ Ck(g¯)′′.
Therefore, by Theorem 4.8.5 Wk(g¯) can be regarded as a vertex subalgebra of
Ck(g¯)
′′, and thus of Ck(g¯).
4.9. The Filtration F of Ck(g¯)
′′. We keep the notation of previous sections. The
vertex algebra Ck(g¯)
′′ is considered to be equipped with the Hamiltonian −Dnew.
We have
∆ bJ−α(−1)|0〉 = htα+ 1, ∆ψ−α(0)|0〉 = htα for α ∈ ∆¯+,(179)
∆ bJi(−1)|0〉 = 1 for i ∈ I¯.(180)
Thus Ck(g¯)
′′ is Z≥0-graded:
Ck(g¯)
′′ =
⊕
∆∈Z≥0
Ck(g¯)
′′
−∆, Ck(g¯)
′′
0 = C|0〉, dimCk(g¯)′′−∆ <∞ ∀∆.(181)
It is clear that Ck(g¯)
′′ is an h-submodule of Ck(g¯) and we have
Cnk (g¯)
′′ =
⊕
〈λ,ρ¯∨〉≤−n
(Cnk (g¯)
′′)λ(182)
for all n.
Proposition 4.9.1. Define an increasing filtration F = {FpCk(g¯)′′} of Ck(g¯)′′ by
FpCk(g¯)
′′ =
∑
n
FpC
n
k (g¯)
′′, FpC
n
k (g¯)
′′ :=
⊕
λ
〈λ,ρ¯∨〉≥−p−n
(Cnk (g¯)
′′)λ.(183)
Then we have the following:
(i) F is a (separated, exhaustive,) strict filtration of the vertex algebra Ck(g¯)
′′
such that
r · FpCk(g¯)′′ ⊂ FpCk(g¯)′′ ∀p,
F−1Ck(g¯)
′′ = 0.
(ii) grF Ck(g¯)
′′ ∼= Ck(g¯)′′ as Mo¨bius conformal vertex algebras.
(iii) For all p we have Qst+ · FpCk(g¯)′′ ⊂ Fp−1Ck(g¯)′′ and χ+ · FpCk(g¯)′′ ⊂
FpCk(g¯)
′′, and thus Q+ · FpCk(g¯)′′ ⊂ FpCk(g¯)′′.
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Proof. For (i), the strictness of F follows from (ii), together with Proposition 4.8.3
(ii) and Proposition 3.8.2. Other assertions are easily seen. (ii) is easily seen. (iii)
follows from (169). 
The (Ck(g¯)
′′, χ+) is also a weak BRST complex of vertex algebras. By Proposi-
tion 4.9.1,
H•(grF Ck(g¯)
′′) ∼= H•(Ck(g¯)′′, χ+)(184)
as Mo¨bius conformal vertex algebras.
4.10. The Vertex Algebra H•(Ck(g¯)
′′, χ+). According to [25, 15.2.9], the coho-
mology H•(Ck(g¯), χ+) is easy to calculate, in view of Theorem 3.19.2: Let
P̂i(z) =
∑
n∈Z
P̂i(n)z
−n−1,
with i ∈ I¯, be the linear combination of Ĵa(z) corresponding to Pi ∈ g¯f (see
Section 2.1). Similarly, let Î−α(z) =
∑
n∈Z Î−α(n)z
−n−1 with α ∈ ∆¯+ be the linear
combination of Ja(z) corresponding to I−α. Then from the fifth formula of Lemma
4.8.2 it follows that
[χ+, P̂i(n)] = 0 ∀i ∈ I¯ , n ∈ Z,(185)
[χ+, Î−α(n)] = ψ−α(n+ 1) ∀α ∈ ∆¯+, n ∈ Z.(186)
Let Lg¯f = g¯f⊗C[t, t−1] (notation Section 2.1). This is a commutative subalgebra
of g. Set V (g¯f ) = U(Lg¯f ) · |0〉 ⊂ Vk(g¯). This is a commutative Mo¨bius conformal
vertex subalgebra of Vk(g¯). Here, the Mo¨bius conformal structure of V (g¯
f ) is
considered to be given by r.
By (185) there is an embedding of vertex algebras of the following form:
V (g¯f ) → H0(Ck(g¯)′′, χ+) ⊂ Ck(g¯)′′
Pi1 (−n1)Pi2(−n2) . . . Pir (−nr)|0〉 7→ P̂i1(−n1)P̂i2 (−n2) . . . P̂ir (−nr)|0〉.
(187)
One sees that (187) is r-equivalent.
Proposition 4.10.1.
(i) ([25, Lemma 15.2.10]) The cohomologyHi(Ck(g¯)
′′, χ+) is zero for all i 6= 0
and the map (187) gives an isomorphism
V (g¯f )
∼→ H0(Ck(g¯)′′, χ+)
of Mo¨bius conformal vertex algebras.
(ii) Let N ≥ 0. The cohomology Hi(UN (Ck(g¯)′′), adχ+) is zero for all i 6= 0
and the isomorphism V (g¯f )
∼→ H0(Ck(g¯)′′, χ+) in (i) induces an isomor-
phism
UN (V (g¯
f ))
∼→ H0(UN (Ck(g¯)′′), adχ+)
(notation Section 3.11).
Proof. The set {P̂i(−1)|0〉, Î−α(−1)|0〉, ψ−α(0)|0〉; i ∈ I¯ , α ∈ ∆¯+} forms a basis of
U ′′ (defined in Proposition 4.8.3), which generates a PBW basis of Ck(g¯)
′′.
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By (185) and (186), we have
χ+ · P̂i(−1)|0〉 = 0 ∀i ∈ I¯ ,(188)
χ+ · Î−α(−1)|0〉 = ψ−α(0)|0〉, χ+ · ψ−α(0)|0〉 = 0 ∀α ∈ ∆¯+.(189)
Hence
χ+ · U ′′ ⊂ U ′′,(190)
Hi(U ′′, χ+) ∼=
{⊕
i∈I¯ CP̂i(−1)|0〉 (i = 0)
0 (i 6= 0).(191)
Therefore the assertion follows from Proposition 4.8.3 (ii) and Theorem 3.19.2. 
4.11. The Filtration F of Wk(g¯). Let {FpWk(g¯)} be the filtration of Wk(g¯) =
H0(Ck(g¯)
′′) induced by F :
FpWk(g¯) := Im(H
0(FpCk(g¯)
′′)→ H0(Ck(g¯)′′)).(192)
Then F is compatible with the Mo¨bius conformal structure of Wk(g¯): r ·FpWk(g¯) ⊂
FpWk(g¯).
The following assertion proves Theorem 4.7.1:
Theorem 4.11.1 ([25, Theorem 15.1.9]). The cohomology Hi(Ck(g¯)
′′) is zero for
i 6= 0 and there is an isomorphism grF Wk(g¯) ∼= V (g¯f ) of Mo¨bius conformal vertex
algebras.
Proof. By Propositions 3.16.1, the assertion follows from (184) and Proposition
4.10.1 (i). 
By Theorem 4.11.1, (Wk(g¯), F ) is quasi-commutative.
Lemma 4.11.2.
(i) The filtration F = {FpWk(g¯)} of Wk(g¯) is strict.
(ii) We have VacWk(g¯) = C|0〉.
Proof. Because
UV (g¯f ) :=
⊕
i∈I¯
Pi(−1)|0〉(193)
generates a PBW basis of V (g¯f ) = grF Wk(g¯), we have that VacWk(g¯) = C|0〉 and
F is strict, by Proposition 3.8.2. 
Remark 4.11.3. The filtration F differs from the standard filtration of Wk(g¯). One
can characterize F as the finest filtration of Wk(g¯) such that Wk(g¯)−∆ ⊂ F∆−1Wk(g¯)
for all ∆ > 0 (compare Theorem 3.5.1 (iii), cf. Remark 4.12.2). The existence of such
a filtration F can be proved for any Z≥0-graded vertex algebra V with V0 = C|0〉.
4.12. Quasi-Primary Generators of Wk(g¯). Let {FpCk(g¯)′′} be the filtration
of Ck(g¯)
′′ defined in Proposition 4.9.1, {FpWk(g¯)} the induced filtration (192) of
Wk(g¯).
Recall the exponent di of g¯ with i ∈ I¯ , see Section 2.1. By definition P̂i(−1)|0〉 ∈
FdiCk(g¯)
′′.
Proposition 4.12.1.
(i) The action of r = CT ∗new +CDnew +CT on Wk(g¯) is completely reducible.
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(ii) For each i ∈ I¯, there exists a quasi-primary vector Wi ∈ FdiWk(g¯) ⊂
Ck(g¯)
′′ of conformal weight di + 1 such that
Wi = P̂i(−1)|0〉 (mod Fdi−1Ck(g¯)′′).
(iii) Let W1, . . . ,Wl be as in (ii). Then the subspace UW :=
⊕
i∈I¯ CWi gener-
ates a PBW basis of Wk(g¯).
Proof. (i) Because the isomorphism in Theorem 4.11.1 isDnew-equivalent, it follows
that there is no vector of conformal weight 1 in Wk(g¯). This together Lemma 4.11.2
(ii) shows that VacWk(g¯) ∩ ImT ∗new = 0. Thanks to [33, Proposition 4.9 (b)], this
proves the assertion. (ii) Because F is compatible with the action of r,
0 −→ Fdi−1Wk(g¯) −→ FdiWk(g¯)
σdi−→ grFdi Wk(g¯) = V (g¯f ) −→ 0
is an exact sequence of r-modules. Since Wk(g¯) is completely reducible over r
by (i), there exist a r-equivalent linear map sdi : gr
F
di
Wk(g¯) → FdiWk(g¯) such that
σdi◦sdi = id. The vectorWi = sdi(Pi(−1)|0〉) satisfies the desired property, because
Pi(−1)|0〉 is quasi-primary. (iii) is obvious from the fact that UV (g¯f ) (defined in
(193)) generates a PBW basis of V (g¯f ). 
We fix quasi-primary generates W1, . . . ,Wl of Wk(g¯) which appeared in Propo-
sition 4.12.1. We write W¯i for the image of Wi in gr
F Wk(g¯).
Remark 4.12.2. From Proposition 4.12.1 it follows that
FpWk(g¯)
= span
{
(Wi1 )(−n1)(Wi2 )(−n2) . . . (Wir )(−nr)|0〉;
ni ≥ 1, r ∈ Z≥0,
di1 + di2 + · · ·+ dir ≤ p
}
.
One can prove that FpWk(g¯) is spanned by vectors
w1(−n1) . . . w
r
(−nr)
|0〉
with r ≥ 0, ni ≥ 1 and homogeneous vectors w1, . . . wr ∈ Wk(g¯) satisfying
∆w1 + · · ·+∆wr ≤ p− r.
4.13. The Lie Algebra L(Wk(g¯)).
Theorem 4.13.1.
(i) The cohomology Hi(Ck(g¯)
′′) is zero for all i 6= 0 and there is a natural Lie
algebra isomorphism L(Wk(g¯))
∼→ H0(L(Ck(g¯)′′))
(ii) The cohomology Hi(Ck(g¯)) is zero for all i 6= 0 and there is a natural Lie
algebra isomorphism L(Wk(g¯))
∼→ H0(L(Ck(g¯))).
Proof. By applying Theorem 3.17.1, the assertion follows from (162), Lemma 4.11.2
and Theorems 4.8.5 and 4.7.1. 
We write Wi(n) for (Wi)n ∈ L(Wk(g¯)) = H0(L(Ck(g¯)′′)) = H0(L(Ck(g¯))).
Let {FpL(Wk(g¯))} be the filtration of L(Wk(g¯)) induced by (192). Then by
Lemma 4.11.2 (i) and Proposition 3.10.1 we have the isomorphism of Lie algebras
L(grF Wk(g¯))
∼→ grF L(Wk(g¯)).(194)
We write W¯i(n) for (W¯i)n ∈ L(grF Wk(g¯)) = grF L(Wk(g¯)).
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4.14. The Current Algebra of Wk(g¯).
Theorem 4.14.1.
(i) For each N , the cohomology Hi(UN (Ck(g¯)
′′)) is zero for all i 6= 0 and the
natural map UN (Wk(g¯))→ H0(UN(Ck(g¯)′′)) is a linear isomorphism.
(ii) The cohomology Hi(Zh(Ck(g¯)
′′)) is zero for all i 6= 0 and the natural map
Zh(Wk(g¯))→ H0(Zh(Ck(g¯)′′)) is an algebra isomorphism.
Proof. (i) By Proposition 4.10.1 (ii) and (184), one can apply Proposition 3.18.1
(ii) to get:
Hi(UN(Ck(g¯)
′′)) = 0 for i 6= 0,(195)
grF H0(UN (Ck(g¯)
′′))
∼→ H0(UN (grF Ck(g¯)′′)).(196)
Because {FpCk(g¯)′′} is strict, we have UN (grF Ck(g¯)′′) ∼→ grF UN (Ck(g¯)′′) by The-
orem 3.13.3. Thus by (196)
grF H0(UN (Ck(g¯)
′′))
∼→ H0(grF UN (Ck(g¯)′′)).(197)
Also, by Theorem 4.11.1 and Proposition 4.10.1 (ii),
UN (H
0(grF Ck(g¯)
′′)) ∼= UN(V (g¯f )) ∼= H0(UN (grF Ck(g¯)′′)).(198)
Therefore, by Proposition 4.9.1 (i), Lemma 4.11.2 (i), Theorem 4.11.1, (197) and
(198), all the assumption of Proposition 3.18.2 are satisfied. Therefore one has
UN(H
0(Ck(g¯)
′′)) ∼= H0(UN(Ck(g¯)′′)). (ii) The assertion follows directly from (i).
Indeed, Zh(Wk(g¯)) is a direct summand of the complex U0(Wk(g¯)) by definition:
Zh(Wk(g¯)) = {a ∈ U0(Wk(g¯)); adH · a = 0}
= {a ∈ H0(U0(Ck(g¯)′′)); adH · a = 0} = H0(Zh(Ck(g¯)′′)).

By Theorem 4.14.1 (i) it follows that
U(Wk(g¯))
∼→ H0(U(Ck(g¯)′′))(199)
(see (119)). In particular U(Wk(g¯)) can be considered as s subalgebra of U(Ck(g¯)
′′),
and thus of U(Ck(g¯)) by Theorem 3.14.1.
Theorem 4.14.2.
(i) For each N , the cohomology Hi(UN (Ck(g¯))) is zero for all i 6= 0 and the
natural map UN (Wk(g¯))→ H0(UN(Ck(g¯)))) is a linear isomorphism.
(ii) The cohomology Hi(Zh(Ck(g¯))) is zero for all i 6= 0 and the natural map
Zh(Wk(g¯))→ H0(Zh(Ck(g¯))) is an algebra isomorphism.
Proof. Because (ii) follows from (i) (see above), it is sufficient to show (i).
Let N ≥ 0. The embedding Ck(g¯)′′ →֒ Ck(g¯) induces an embedding
UN (Ck(g¯)
′′) →֒ UN(Ck(g¯)),(200)
by Theorem 3.14.1. By Theorem 4.14.1 (i), it is sufficient to show that the map
(200) induces an isomorphism
H•(UN (Ck(g¯)
′′))
∼→ H•(UN (Ck(g¯))).(201)
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To prove this, consider the standard filtrationG = {GpCk(g¯)} of Ck(g¯) with respect
to the (old) grading defined by the Hamiltonian −D. Then
G−1Ck(g¯) = 0.(202)
Also, GpCk(g¯)
′′ = GpCk(g¯) ∩ Ck(g¯)′′ is the standard filtration of Ck(g¯)′′ (with
respect to the old grading). Because
Qst+(−1)|0〉 ∈ G1Ck(g¯), χ+(0)|0〉 ∈ G0Ck(g¯)(203)
and (Ck(g¯), G) is quasi-commutative, we have
Qst+ ·GpCk(g¯) ⊂ GpCk(g¯), χ+ ·GpCk(g¯) ⊂ Gp−1Ck(g¯).(204)
Therefore there are converging spectral sequences
Ep,qr ⇒ H•(UN (Ck(g¯))), (E′′)p,qr ⇒ H•(UN (Ck(g¯)′′)),(205)
see Proposition 3.18.1. Because the restriction of (200) gives a cochain map
GpUN (Ck(g¯)
′′)→ GpUN (Ck(g¯))(206)
for each p, (200) induces a map (E′′)r → Er of spectral sequences. If this is an
isomorphism for r = 1, then this is an isomorphism for all r ≥ 1, inducing the
desired isomorphism (201). So it is suffice to show the following assertion:
Proposition 4.14.3. The natural embedding grG Ck(g¯)
′′ →֒ grG Ck(g¯) induces an
isomorphism H•(UN(gr
GCk(g¯)
′′))
∼→ H•(UN (grG Ck(g¯))) for all N .
Proof. By Proposition 4.8.3 we have
grG Ck(g¯) ∼= grG Ck(g¯)′⊗ grG Ck(g¯)′′
as complexes and as (supercommutative) vertex algebras, where grG Ck(g¯)
′ is the
graded vertex algebra associated with the standard filtration of Ck(g¯)
′ (with respect
to the old grading). For convenience we put V = grGCk(g¯), V1 = grGCk(g¯)′, and
V2 = grGCk(g¯)′′, so that V = V1⊗V2. Let U ′ and U ′′ be as in Proposition 4.8.3.
Denote by U1 (resp. U2) the image of U
′ in V1 (resp. the image of U ′′ in V2). Then
U1, U2 and U1⊕U2 ⊂ V generates PBW basis of V1, V2 and V, respectively. By
(204) the differential Q+ acts as Q
st
+ on V, V1 and V2.
Let F be the filtration defined in Proposition 4.9.1. Let FpV2 be the image of
FpCk(g¯)
′′ in V2. Then {F2V2} gives a filtration of the supercommutative vertex
algebra V2 such that
Q+ · FpV2 ⊂ Fp−1V2(207)
(see Proposition 4.9.1 (iii)). Set
FpV = V1⊗FpV2.
Then this also gives a filtration of the supercommutative vertex algebra V which is
compatible with Q+. By (207) one has
(grF V, Q+) = (V1⊗V2, Qst+⊗ id)(208)
as weak BRST complexes of supercommutative vertex algebras.
Denote by U¯1 (resp. U¯2) the image of U1 in gr
F V1 (resp. the image of U2 in
grF V2). Then U¯2 generates a PBW basis of grF V2 and U¯ := U¯1 + U¯2 = U¯1⊕ U¯2
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generates a PBW basis of the supercommutative vertex algebra grF V. By (207)
and the first formula in Lemma 4.8.2 it follows that
Q+ · U¯2 = 0, Hi(U¯2) =
{
U¯2 (i = 0)
0 (i 6= 0),
Q+ · U¯ ⊂ U¯ , Hi(U¯) =
{
U¯2 (i = 0)
0 (i 6= 0).
Therefore, by Theorem 3.19.1 (i), (iv), it follows that the Hi(V2) = Hi(V) = 0 for
i 6= 0 and the natural embedding V2 →֒ V induces an isomorphism
H0(V2)
∼→ H0(V).(209)
Further, by Theorem 3.19.1 (v), (vii) we have
Hi(UN (V2)) = H
i(UN (V)) = 0 for i 6= 0,(210)
UN (H
0(V2)) ∼= H0(UN (V2)),(211)
UN (H
0(V)) ∼= H0(UN (V)).(212)
Therefore, by (209), (210), (211), and (212), it follows that V2 →֒ V induces an
isomorphism
H•(UN(V2))
∼→ H•(UN(V)).(213)
This completes the proof. 

4.15. A Realization of U(Ck(g¯)) and U(Wk(g¯)). Let
g′ := [g, g] = g¯⊗C[t, t−1]⊕CK ⊂ g,
and denote by Uk(g
′) the quotient of U(g′) by the two-sided ideal generated by
K − k id. There is a diagonal action of adDnew on the superalgebra U(g′)⊗Cl. Let
(Uk(g
′)⊗Cl)d,new := {u ∈ Uk(g)⊗Cl; [Dnew, u] = du}.
This gives Uk(g
′)⊗Cl a graded algebra structure:
Uk(g
′)⊗Clnew =
⊕
d∈Z
(Uk(g
′)⊗Cl)d,new.(214)
There is a natural homomorphism Ψ : Uk(g
′)⊗Cl→ U(Ck(g¯)) of graded algebras
induced by the correspondence
g ∋ J(n) 7→ J(n)(= (J(−1)|0〉){n}) ∈ L(Ck(g¯))(215)
Cl ∋ ψα(n) 7→ ψα(n)(= (ψα(−1)|0〉)){n} ∈ L(Ck(g¯)),(216)
Cl ∋ ψ−α(n) 7→ ψ−α(n)(= (ψ−α(0)|0〉)){n−1} ∈ L(Ck(g¯))(217)
for J ∈ g¯, α ∈ ∆¯+, n ∈ Z. Denote by ΨN the composite of Ψ with the natural
surjection U(Ck(g¯))→ UN(Ck(g¯)).
Set
IN := Uk(g
′)⊗Clnew ·
∑
d>N
(Uk(g
′)⊗Cl)d,new ⊂ Uk(g′)⊗Clnew.(218)
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Proposition 4.15.1. For each N ≥ 0, there is an exact sequence
0 −→ IN −→ Uk(g′)⊗Cl ΨN−→ UN(Ck(g¯)) −→ 0.
Proof. Let {GpUN(Ck(g¯))} be the filtration of UN (Ck(g¯)) induced by the standard
filtration G of Ck(g¯) (with respect to the old grading). Let U be the space as in
(161), which generates a PBW basis of Ck(g¯). Then by Theorem 3.14.1 we have
grG UN (Ck(g¯)) ∼= SN (U).(219)
(Here U is identified with its image in grGCk(g¯).)
Let {Gp(Uk(g′)⊗Clnew)} be the filtration of Uk(g′)⊗Clnew defined by
G−1(Uk(g
′)⊗Clnew) = 0,
G0(Uk(g
′)⊗Clnew) = Λ(Ln¯−) = 〈ψ−α(n);α ∈ ∆¯+, n ∈ Z〉,
Gp(Uk(g
′)⊗Clnew)
=
∑
n∈Z, J∈g¯
J(n) ·Gp−1(Uk(g′)⊗Clnew) +
∑
n∈Z, α∈∆¯+
ψα(n) ·Gp−1(Uk(g′)⊗Clnew)
for p ≥ 1. This defines a filtration of Uk(g′)⊗Clnew such that
grG(Uk(g
′)⊗Clnew) ∼= S(g¯⊗C[t, t−1])⊗Λ(Ln¯+)⊗Λ(Ln¯−).(220)
This can be regarded as an isomorphism
grG(Uk(g
′)⊗Clnew) ∼= S(L(U)).(221)
By construction, Ψ preserves the filtration. Therefore, ΨN induces a map
grG(Uk(g
′)⊗Clnew)→ grG UN (Ck(g¯)).(222)
But under the identification (219) and (221), the map (222) is identical to the
natural surjection S(L(U))→ SN (U). Therefore (222) is surjective, and its kernel
is S(L(U))
∑
r>N S(L(U))r, which is exactly the image of IN in gr
G(Uk(g
′)⊗Clnew).
This completes the proof. 
Let ˜Uk(g′)⊗Clnew be the standard degreewise completion (Section A.2) of Uk(g′)⊗Cl
with respect to the grading (214).
The following assertion immediately follows from Proposition 4.15.1 and (199).
Proposition 4.15.2. There is an isomorphism U(Ck(g¯)new) ∼= ˜Uk(g′)⊗Clnew as
compatible degreewise complete algebras. Thus there is an isomorphism U(Wk(g¯)) ∼=
H0( ˜Uk(g′)⊗Clnew, adQ+).
4.16. New Grading vs Old Grading, and a Realization of Zh(Wk(g¯)). (cf.
[27, Section 2.2]) Let
(Uk(g
′)⊗Cl)d,old := {u ∈ Uk(g)⊗Ck(g¯); [D, u] = du}.
This also gives Uk(g
′)⊗Cl a graded algebra structure:
Uk(g
′)⊗Clold =
⊕
d∈Z
(Uk(g
′)⊗Cl)d,old.(223)
Let ˜Uk(g′)⊗Clold be the standard degreewise completion of Uk(g′)⊗Cl with respect
to the grading (223).
Proposition 4.16.1. We have the following:
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(i) U(Ck(g¯)old) ∼= ˜Uk(g′)⊗Clold as compatible degreewise complete algebras.
(ii) The correspondence g¯ ∋ J 7→ J(0) ∈ U0(Ck(g¯)old), C¯l ∋ ψα 7→ ψα(0) ∈
U0(Ck(g¯)old) gives the algebra isomorphism U(g¯)⊗C¯l ∼→ Zh(Ck(g¯)old).
Proof. The proof of (1) is exactly in the same manner as Proposition 4.15.2. (ii)
follows from (i). 
For each N ≥ 0, UN (Ck(g¯)old) and UN (Ck(g¯)new) admit weight space decompo-
sitions with respect to the adjoint action of h:
UN (Ck(g¯)old) =
⊕
λ∈h∗
UN (Ck(g¯)old)
λ.(224)
UN (Ck(g¯)new) =
⊕
λ∈h∗
UN (Ck(g¯)new)
λ(225)
Let tλ¯ ∈ W˜ with λ¯ ∈ P¯∨. Then its action on h extends to an automorphism of
Uk(g
′)⊗Cl by the following:
tλ¯(Jα(n)) = Jα(n− 〈α, λ¯〉) for α ∈ ∆¯, n ∈ Z;
tλ¯(h) = h− k(λ¯, h) for h ∈ h¯;
tλ¯(Ji(n)) = Ji(n) for i ∈ I¯, n 6= 0;
tλ¯(ψα(n)) = ψα(n− 〈α, λ¯〉) for λ¯ ∈ ∆¯, n ∈ Z.
One has:
tρ¯∨((Uk(g
′)⊗Cl)µd,old) ⊂ (Uk(g′)⊗Cl)
tρ¯∨ (µ)
d,new ,
t−ρ¯∨((Uk(g
′)⊗Cl)µd,new) ⊂ (Uk(g′)⊗Cl)
t−ρ¯∨ (µ)
d,old
This shows that tρ¯∨ and t−ρ¯∨ extends to the mutually inverse isomorphisms
t̂ρ¯ : UN (Ck(g¯)old)
∼→ UN(Ck(g¯)new),(226)
t̂−ρ¯ : UN(Ck(g¯)new)
∼→ UN (Ck(g¯)old)(227)
for all N , inducing isomorphisms
t̂ρ¯ : U(Ck(g¯)old)
∼→ U(Ck(g¯)new),(228)
t̂−ρ¯ : U(Ck(g¯)new)
∼→ U(Ck(g¯)old)(229)
of compatible degreewise complete algebras. In particular, we have
t̂ρ¯ : Zh(Ck(g¯)old)
∼→ Zh(Ck(g¯)new),(230)
t̂−ρ¯ : Zh(Ck(g¯)new)
∼→ Zh(Ck(g¯)old).(231)
The following assertion follows immediately from Proposition 4.16.1,
Proposition 4.16.2. The map t̂−ρ¯∨ induces the algebra isomorphism Zh(Ck(g¯)new)
∼→
U(g¯)⊗C¯l.
We have
t̂−ρ¯∨(Q
st
+) = Q
st
+, t̂−ρ¯∨(χ+) = χ
′
+,(232)
t̂−ρ¯∨(Q+) = Q
′
+ := Q
st
+ + χ
′
+,(233)
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where
χ′+ :=
∑
α∈Π¯
ψ−α(0).(234)
Clearly, we have
[χ′+, Q
st
+] = 0, (χ
′
+)
2 = 0, (Q′+)
2 = 0.(235)
Hence each (UN(Ck(g¯)
′′), adQ′+) is a cochain complex and one can define the cor-
responding cohomology:
H•(U(Ck(g¯)old)) =
⊕
d∈Z
H•(U(Ck(g¯)old))d,
H•(U(Ck(g¯)old))d := lim←
N
H•(UN (Ck(g¯)old)).
In view of Proposition 4.16.1 (i),
H•(U(Ck(g¯)old)) = H
•( ˜Uk(g′)⊗Clold, adQ′+).
By Proposition 4.16.1 (ii), one finds that the subcomplex (Zh(Ck(g¯)
′′
old), adQ
′
+)
of U0(Ck(g¯)
′′
old) is identical to cochain complex (C¯(g¯), ad Q¯+) considered in Section
2.4. Therefore by Theorem 2.4.2 we have
H0(Zh(Ck(g¯))old) ∼= Z(g¯).(236)
By (227) and (233), it is clear that
H•(UN (Ck(g¯))old, adQ
′
+) = H
•(UN (Ck(g¯)new), adQ+) ∀N.(237)
Therefore, Theorem 4.14.2 and (236) give the following assertion.
Theorem 4.16.3. The Hi(U(Ck(g¯)old)) is zero for all i 6= 0 and t̂−ρ¯∨ induces the
following isomorphisms:
(i) U(Wk(g¯))
∼→ H0(U(Ck(g¯)old)) = H0( ˜Uk(g′)⊗Clold, adQ′+) as compatible
degreewise topological algebras;
(ii) (cf. [27, Proposition 3.3 (1)]) Zh(Wk(g¯))
∼→ H0(Zh(Ck(g¯)old)) = Z(g¯) as
algebras.
Below we often identify Zh(Wk(g¯)) with Z(g¯) through the isomorphism t̂−ρ¯∨ .
Similarly as above, let Ck(g¯)
′′
old be the vertex algebra Ck(g¯)
′′ equipped with
the Hamiltonian −D. To avoid confusion we may write Ck(g¯)′′new for the same
vertex algebra with the Hamiltonian −Dnew. By Theorem 3.14.1 and Proposition
4.8.3, U(Ck(g¯)
′′
old) and U(Ck(g¯)
′′
new) are subalgebras of U(Ck(g¯)old) and U(Ck(g¯)new),
respectively.
The restriction of (228) and (229) give the mutually inverse isomorphisms
t̂ρ¯ : U(Ck(g¯)
′′
old)
∼→ U(Ck(g¯)′′new),(238)
t̂−ρ¯∨ : U(Ck(g¯)
′′
new)
∼→ U(Ck(g¯)′′old).(239)
The U(Ck(g¯)
′′
old) is a subcomplex of (U(Ck(g¯)old), adQ
′
+). The following assertion
follows from Theorem 4.14.1.
Theorem 4.16.4. The Hi(U(Ck(g¯)
′′
old)) is zero for all i 6= 0 and t̂−ρ¯∨ induces the
following isomorphisms:
(i) U(Wk(g¯))
∼→ H0(U(Ck(g¯)′′old)) as compatible degreewise topological algebras;
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(ii) Zh(Wk(g¯))
∼→ H0(Zh(Ck(g¯)′′old)) as algebras.
Remark 4.16.5. Let a¯ be the Lie superalgebra such that a¯even is the Lie algebra
b¯−, a¯
odd is the supercommutative Lie superalgebra n¯−, and [x, y] = ad(x)(y) for
x ∈ b¯− = a¯even, y ∈ n¯− = a¯odd. Then similarly as Proposition 4.16.1 (ii) one sees
that the correspondence
a¯even ∋ Ja 7→ Ĵa(0) ∈ Zh(Ck(g¯)′′old),
a¯odd ∋ Jα 7→ ψα(0) ∈ Zh(Ck(g¯)′′old)
with a ∈ I¯ ⊔ ∆¯−, α ∈ ∆¯−, give the isomorphism
U(a¯)
∼→ Zh(Ck(g¯)′′old)(240)
By Theorem 4.16.4 Zh(Wk(g¯)) = Z(g¯) can be identified with the commutative
subalgebra of U(a¯) consisting of elements that commutes with the adjoint action of
Q′+ under the identification (240).
4.17. The Conformal Vector at Non-Critical Level. Assume that k 6= −h∨,
where h∨ is the dual Coxeter number of g¯. Define
L(z) =
∑
n∈Z
L(n)z−n−2 := Lg(z) + Lf (z) +
d
dz
̂¯ρ∨(z),
where ̂¯ρ∨(z) =∑
n∈Z
̂¯ρ∨(n)z−n−1 = ρ¯∨(z) + ∑
α∈∆¯+
htα : ψα(z)ψ−α(z) : .
A short calculation shows that
[Q+, L(z)] = 0.(241)
Thus L(−2)|0〉 defines an element of Wk(g¯). Further, one sees that
T ∗new = L(1), −Dnew = L(0), T = L(−1)(242)
as elements of EndCk(g¯), and that
[L(m), L(n)] = (m− n)L(m+ n) + m
3 −m
12
δm+n,0c(k) id,(243)
where
c(k) = l − 12
(
(k + h∨)|ρ¯∨|2 − 2〈ρ¯, ρ¯∨〉+ 1
k + h∨
|ρ¯|2
)
,(244)
see [21, 27, 25] (Recall that l is the rank of g¯). Therefore L(−2)|0〉 is a conformal
vector of central charge c(k). Thus, the vertex algebra Wk(g¯) is conformal for
k 6= −h∨.
Remark 4.17.1. Write k as k = −h∨+ p/q. Then, as explained in [27], the formula
(244) can be written as
c(k) = l − 12|qρ¯− pρ¯∨|2/pq,
which in the simply laced case becomes
c(k) = l(1− h∨(h∨ + 1)(p− q)2/pq).
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Proposition 4.17.2. Assume that k 6= −h∨. Then under the isomorphism t̂−ρ¯∨ :
Zh(Wk(g¯))
∼→ Z(g¯) in Theorem 4.16.3 (ii), the image of the Hamiltonian L(0) in
Zh(Wk(g¯)) is mapped to the element
1
2(k + h∨)
Ω− 1
2
(
(k + h∨)|ρ¯∨|2 − 2〈ρ¯, ρ¯∨〉) 1 ∈ Z(g¯)
Here Ω is the Casimir element of U(g¯).
Proof. Direct calculation. 
5. Irreducible Highest Weight Representations of W -Algebras
5.1. Verma Modules of W -Algebras. We identify Zh(Wk(g¯)) with the center
Z(g¯) of U(g¯) through Theorem 4.16.3 (ii).
Recall that γλ¯ : Z(g¯) → C with λ¯ ∈ h¯∗ denotes the Harish-Chandra homomor-
phism (with respect to the triangular decomposition g¯ = n¯−⊕ h¯⊕ n¯+), see (56).
The one-dimensional Z(g¯)-module Cγλ¯ can be naturally regarded as a U(Wk(g¯))≥0-
module on which U(Wk(g¯))>0 acts trivially.
Define
M(γλ¯) := U(Wk(g¯))⊗U(Wk(g¯))≥0Cγλ¯ .(245)
The Wk(g¯)-module M(γλ¯) is called the Verma module of Wk(g¯) with highest weight
γλ¯. The canonical vector 1⊗1 ∈M(γλ¯) is called the highest weight vector ofM(γλ¯)
and denoted by |γλ¯〉.
Define a subspace U−(Wk(g¯)) of U0(Wk(g¯)) (notation Section 3.11) by
U−(Wk(g¯)) := span{Wi1(−n1) · · · · ·Wir (−nr); r ≥ 0, is ∈ I¯ , ns ≥ 1}.(246)
Then by Theorem 3.14.1 and Proposition 4.12.1 (iii) there is a linear isomorphism
U−(Wk(g¯))
∼→ M(γλ¯)
u 7→ u|γλ¯〉.
(247)
The Verma module M(γλ¯) is an admissible Wk(g¯)-module (see Section 3.12) by
the natural grading such that
M(γλ¯)top = C|γλ¯〉,(248)
which is unique up to a constant shift. By (247) each subspace M(γλ¯)d is finite-
dimensional.
Let M be any graded Wk(g¯)-module. Denote by S(M) the subspace of M
spanned by the homogeneous vectors m such that Wi(n)m = 0 for all i ∈ I¯,
n > 0. Then S(M) is naturally a Zh(Wk(g¯))-module containing Mtop (notation
Section 3.12). By definition we have the isomorphism
HomWk(g¯)-grMod(M(γλ¯),M)
∼=
⊕
d∈C
HomZ(g¯)(Cγλ¯ , S(M)d),(249)
where S(M)d = S(M) ∩Md.
Let F = {FpWk(g¯)} be the filtration of Wk(g¯) defined by (192), {FpU(Wk(g¯))},
the induced filtration of U(Wk(g¯)). Set
FpM(γλ¯) := FpU(Wk(g¯)) · |γλ¯〉.(250)
This defines an increasing, separated, exhaustive filtration ofM(γλ¯). By definition,
FpU(Wk(g¯)) ·FqM(γλ¯) ⊂ Fp+qM(γλ¯) for all p, q. Thus the graded space grF M(γλ¯)
is naturally a module over the commutative vertex algebra grF Wk(g¯).
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Proposition 5.1.1. We have
grF M(γλ¯)
∼= U(grF Wk(g¯))⊗U(grF Wk(g¯))≥0C
as grF Wk(g¯)-modules, where C is the trivial U(grF Wk(g¯))≥0-module. Namely the
grF Wk(g¯)-module gr
F M(γλ¯) is isomorphic to the polynomial ring
C[W¯i(−ni); i ∈ I¯ , ni ≥ 1]
on which W¯i(n), with n < 0, acts by the multiplication, and W¯i(n), with n ≥ 0,
acts trivially.
Proof. We have the surjective homomorphism U(grF Wk(g¯))⊗U(grF Wk(g¯))≥0C →
grF M(γλ¯) that sends 1⊗1 to the image of |γλ¯〉 in grF M(γλ¯). From (247) it follows
that this is a bijection. 
Remark 5.1.2. Let M¯ †(λ¯) be the lowest weight Verma module of g¯ with lowest
weight λ¯. Denote by γ′
λ¯
: Z(g¯)→ C be the evaluation at M¯ †(λ¯). Then we have
γ′λ¯ = γw0(λ¯),(251)
and hence M(γ′
λ¯
) ∼=M(γw0(λ¯)), where w0 is the longest element of W¯ . Indeed let
P¯++ = {λ¯ ∈ P¯ ; 〈λ, α¯∨〉 ∈ Z≥0 ∀α¯ ∈ ∆¯+}.(252)
Then for λ¯ ∈ P¯++ the irreducible finite-dimensional g¯-module L¯(λ¯) has the lowest
weight w0(λ¯). Thus (251) holds for all λ ∈ w0(P¯++). Hence it must hold for all
λ ∈ h¯∗.
5.2. A Realization of M(γλ¯). Let Cλ = C1λ with λ ∈ h∗ be the one-dimensional
representation of U(Ck(g¯)
′′
old)≥0 such that
Ĵ−α(n)1λ = ψ−α(n)1λ = 0 for α ∈ ∆¯+, n ≥ 0
Ĵi(n)1λ = 0 for i ∈ I¯, n > 0,
Ĵi(0)1λ = λ(Ji)1λ for i ∈ I¯.
We consider Cλ as a cochain complex concentrated in degree 0 on which the differ-
ential Q′+ acts trivially. Let K(λ) be a Ck(g¯)
′′
old-module defined by
K(λ) = U(Ck(g¯)
′′
old)⊗U(Ck(g¯)′′old)≥0Cλ.(253)
This is an admissible U(Ck(g¯)
′′)-module with the natural grading such thatK(λ)top =
C⊗Cλ. We regardK(λ) as a cochain complex with the differentialQ′+, whose action
is defined by the rule Q′+(u⊗1) = [Q′+, u]⊗1 for u ∈ U(Ck(g¯)′′).
By (199) and (239), H•(K(λ)) can be viewed as a Wk(g¯)-module by the following
action:
u · [v] = [t̂−ρ¯∨(u)v] for u ∈ U(Wk(g¯)) and [v] ∈ H•(K(λ)).(254)
Then H•(K(λ)) is an admissible Wk(g¯)-module. By construction,
Hi(K(λ))top = H
i(K(λ)top) =
{
C i = 0,
0 i 6= 0.
This is a Zh(Wk(g¯))-module.
Proposition 5.2.1. There is an isomorphism H0(K(λ))top ∼= Cγλ of Zh(Wk(g¯))-
modules.
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Proof. We shall use the identification
Zh(Wk(g¯)) = H
0(Zh(Ck(g¯)
′′
old), adQ
′
+)(255)
= H0(Zh(Ck(g¯)old), adQ
′
+) = H
0(U(g¯)⊗C¯l, ad Q¯+) = Z(g¯)(256)
through Theorems 4.16.3 and 4.16.4.
Observe that M¯ †(λ¯+ 2ρ¯) has the central character
γ′λ¯+2ρ¯ = γw0(λ¯+2ρ¯) = γw0◦λ¯ = γλ¯(257)
(notation Remark 5.1.2).
The superalgebra Zh(Ck(g¯)old) = U(g¯)⊗C¯l acts on M¯ †(λ¯ + 2ρ)⊗Λ(n¯+) as in
Section 2.5, and by (256) this induces the action of Zh(Wk(g¯)) on the space
H0(n¯+, M¯
†(λ¯+ 2ρ¯)⊗Cχ¯+) = H0(M¯ †(λ¯+ 2ρ¯)⊗Λ(n¯+), Q¯+).
Let |λ¯ + 2ρ¯〉† = v†
λ¯+2ρ¯
⊗1, where v†
λ¯+2ρ¯
is the lowest weight vector of M¯ †(λ¯ + 2ρ¯).
Then C|λ¯ + 2ρ¯〉† is a subcomplex of (M¯ †(λ¯ + 2ρ¯)⊗Λ(n¯+), Q¯+). From (the proof
of) Theorem 2.5.7 (i), it follows that the natural embedding C|λ¯+2ρ¯〉† →֒ M¯ †(λ¯+
2ρ¯)⊗Λ(n¯+) induces an isomorphism
H0(C|λ¯+ 2ρ¯〉†) ∼= H0(n¯+, M¯ †(λ¯+ 2ρ¯)⊗Cχ¯+) = Cγλ¯(258)
as Z(g¯)-modules.
Consider M¯ †(λ¯+ 2ρ¯)⊗Λ(n¯+) as a Zh(Ck(g¯)′′old)-module by the correspondence
Ĵa(0) 7→ Ja −
∑
β,γ∈∆¯+
cγa,βψ−βψγ for a ∈ ∆¯− ⊔ I¯ ,(259)
ψα(0) 7→ ψα for α ∈ ∆¯−(260)
(see Remark 4.16.5). Then a short calculation shows that
Ĵi(0)|λ¯+ 2ρ¯〉† = λ(Ji)|λ¯+ 2ρ¯〉† for i ∈ I¯ ,(261)
Ĵα(0)|λ¯+ 2ρ¯〉† = 0 for α ∈ ∆¯−.(262)
Therefore the correspondence
M¯ †(λ¯ + 2ρ¯)⊗Λ(n¯+) ∋ |λ¯+ 2ρ¯〉† 7→ 1λ ∈ K(λ)top(263)
gives a Zh(Ck(g¯)
′′
old)-equivalent cochain map. Here M¯
†(λ¯+2ρ¯)⊗Λ(n¯+) is considered
as a cochain complex by reversing the homological gradation. Therefore, it follows
that (263) induces an isomorphism
H0(M¯
†(λ¯+ 2ρ¯)⊗Λ(n¯+), Q¯+) ∼→ H0(K(λ))top.
By (258) this completes the proof. 
Proposition 5.2.2. We have Hi(K(λ)) = 0 for i 6= 0 and H0(K(λ)) ∼=M(γλ¯) as
Wk(g¯)-modules.
Proof. By (249) and Proposition 5.2.1 there is a unique Wk(g¯)-module homomor-
phism
φ :M(γλ¯)→ H0(K(λ))
that sends |γλ¯〉 to [1⊗1λ] ∈ H0(K(λ)).
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Let F be the filtration of Ck(g¯)
′′ defined in Section 4.9, {FpU(Ck(g¯)′′old)} the
induced filtration. Define
FpK(λ) := FpU(Ck(g¯)
′′
old) ·K(λ)top.(264)
Then this defines an increasing, separated, exhaustive filtration of K(λ) such that
Qst+ · FpK(λ) ⊂ Fp−1K(λ), χ′+ · FpK(λ) ⊂ FpK(λ), F−1K(λ) = 0.(265)
Thus there is a converging spectral sequence Ep,qr ⇒ H•(K(λ)) such that
Ep,q1 = H
p+q(grF−pK(λ)).(266)
By construction, we have
H•(grF K(λ)) = H•(K(λ), χ′+).(267)
From the commutation relations
[χ′+, Ĵa(−n)] =
∑
β∈∆¯+
([f, Ja], Jβ)ψ−β(−n) for a ∈ ∆¯− ⊔ I¯ ,(268)
[χ′+, ψ−α(−n)] = 0 for α ∈ ∆¯+,(269)
one can show exactly in the same manner as Proposition 4.10.1 that
Hi(K(λ), χ+) = 0 for i 6= 0(270)
and that there is a linear isomorphism
S(g¯f⊗C[t−1]t−1) ∼→ H0(K(λ), χ′+)(271)
given by the correspondence
(Pi1⊗t−n1) . . . (Pir⊗t−nr ) 7→ P̂i1(−n1) . . . P̂ir (−nr)⊗1.
By (267) and (270) it follows that our spectral sequence collapses at E1 = E∞,
and consequently we have Hi(K(λ)) = 0 for i 6= 0 and the isomorphism
grF H0(K(λ)) ∼= S(g¯f⊗C[t−1]t−1).(272)
Finally, φ(FpM(γλ¯) ⊂ FpH0(K(λ)) by construction. Thus we have a grF Wk(g¯)-
module homomorphism
grF M(γλ¯)→ grF H0(K(λ)).(273)
But from (272) and Proposition 5.1.1 it follows that (273) is a bijection. Thus this
completes the proof. 
5.3. Irreducible Highest Weight Representations of W -Algebras. Let λ¯ ∈
h¯∗. Denote byN(γλ¯) the the sum of all proper graded Wk(g¯)-submodules ofM(γλ¯).
Define the graded Wk(g¯)-module L(γλ¯) by
L(γλ¯) :=M(γλ¯)/N(γλ¯).(274)
The image of |γλ¯〉 ∈M(γλ¯) in L(γλ¯) is also denoted by |γλ¯〉. We have L(γλ¯)top =
C|γλ¯〉.
Theorem 5.3.1. The Wk(g¯)-modules L(γλ¯) is a unique simple graded quotient of
M(γλ¯). The set
{L(γλ¯); λ¯+ ρ¯ ∈ W¯\h¯}
is the complete set of the isomorphism classes of simple objects of Wk(g¯)-adMod.
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Proof. It is clear that N(γλ¯) 6∋ |γλ¯〉. Thus it follows that N(γλ¯) is the unique
maximal graded submodule of M(γλ¯). The second assertion follows from Zhu’s
theorem (Theorem 3.12.1). 
Note that we have
S(L(γλ¯)) = C|γλ¯〉(∼= Cγλ¯),(275)
because otherwise L(γλ¯) admits a non-trivial proper graded submodule.
5.4. The Simple Quotient of Wk(g¯) is L(γvack). It is clear that Wk(g¯)top = C|0〉
when Wk(g¯) is considered as a Wk(g¯)-modules. Set
vack := t−ρ¯∨ ◦ kΛ0 = −(k + h∨)ρ¯∨ ∈ h¯∗.(276)
A short calculation shows that
t̂ρ¯∨(Ĵi(0))|0〉 = 〈 vack, Ji〉|0〉 for i ∈ I¯,
t̂ρ¯∨(Ĵα(0))|0〉 = 0, t̂ρ¯∨(ψα(0))|0〉 = 0 for α ∈ ∆¯−
(cf. [2, Proposition 4.2]). Hence by Proposition 5.2.1 it follows that
Wk(g¯)top ∼= Cγvack(277)
as Zh(Wk(g¯))-modules. Thus there exist a unique surjection M(γvack) ։ Wk(g¯) of
Wk(g¯)-modules that sends |γvack〉 to |0〉. Therefore L(γvack) is a simple quotient of
Wk(g¯). By [26, Remark 4.3.2], L(γvack) is a simple vertex algebra.
5.5. Duality Functor D. Let θ : L(Wk(g¯)) → L(Wk(g¯)) be the anti-Lie algebra
involution as in Proposition 3.9.1. We have
θ(Wi(n)) = (−1)di+1Wi(−n)(278)
because Wi is quasi-primary.
The θ is induced by the anti-Lie superalgebra isomorphism L(Ck(g¯))→ L(Ck(g¯))
which is also denoted by θ. We have:
θ(Jα(−〈α, ρ¯∨〉)) = −(−1)〈α,ρ¯∨〉Jα(−〈α, ρ¯∨〉) for α ∈ ∆¯,
θ(h(0)) = −h(0) for h ∈ h¯,
θ(ψα(−〈α, ρ¯∨〉)) = −
√−1(−1)〈α,ρ¯∨〉ψα(−〈α, ρ¯∨〉) for α ∈ ∆¯,
θ(ψ−α(〈α, ρ¯∨〉)) =
√−1(−1)〈α,ρ¯∨〉ψα(〈α, ρ¯∨〉) for α ∈ ∆¯.
Therefore the following hold:
Lemma 5.5.1. The θ induces an anti-algebra isomorphism θ¯ : Zh(Ck(g¯)) →
Zh(Ck(g¯)) with θ¯(a)
2 = (−1)p(a)a for a ∈ Zh(Ck(g¯)), which is given by the fol-
lowing formula under the identification Zh(Ck(g¯)) = U(g¯)⊗C¯l:
θ¯(J±α) = −(−1)htαJ±α for α ∈ ∆¯+, θ¯(h) = −h for h ∈ h¯,
θ¯(ψα) = −
√−1(−1)htαψα for α ∈ ∆¯+,
θ¯(ψ−α) =
√−1(−1)htαψ−α for α ∈ ∆¯+.
Because
θ(Q+) = −
√−1Q+,(279)
θ¯ induces anti-algebra automorphism ofH0(Zh(Ck(g¯))) = Zh(Wk(g¯)) = Z(g¯), which
is also denoted by θ¯.
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Lemma 5.5.2. For λ¯ ∈ h¯∗, we have γλ¯ ◦ θ¯|Z(g¯) = γ−w0(λ¯).
Proof. Let λ ∈ P¯++ (see (252)). Then L¯(λ¯) has the central character γλ¯. Let L¯(λ¯)θ¯
denote L¯(λ¯) viewed as a g¯-module on which J ∈ g¯ acts by J · v = θ¯(J)v. Then the
formulas in Lemma 5.5.1 show that L¯(λ¯) has the central character γ−w0(λ¯). This
proves the assertion for all λ¯ ∈ P¯++. Hence it must hold for all λ¯ ∈ h¯∗. 
Denote by O(Wk(g¯)) the Serre full subcategory of Wk(g¯)-adMod consisting of
graded Wk(g¯)-modules M =
⊕
d∈C Md such that dimMd <∞ for all d. The Verma
module M(γλ¯) belongs to O(Wk(g¯)). Thus by Theorem 5.3.1 any simple object of
Wk(g¯)-grMod belongs to O(Wk(g¯)).
For an object M of O(Wk(g¯)), define
D(M) :=
⊕
d∈C
HomC(Md,C).(280)
Then the formula
〈u · f,m〉 = 〈f, θ(u)m〉 for u ∈ U(Wk(g¯)), f ∈ D(M), m ∈M(281)
gives a Wk(g¯)-module structure on D(M). By definition D(M) is an object of
O(Wk(g¯)).
One has
D(D(M)) =M(282)
for M ∈ O(Wk(g¯)). The correspondence M 7→ D(M) defines an exact cofunctor
from O(Wk(g¯)) to itself (see Lemma 8.1.1).
The following assertion is clear.
Lemma 5.5.3. Let M ∈ O(Wk(g¯)). The correspondence N 7→ D(N) gives a
bijection between the set of graded submodules of M and the set graded quotients of
D(M)
Let |γλ¯〉∗ denote the homogeneous vector of D(M(γλ¯)) dual to |γλ¯〉 ∈ M(γλ¯).
Then D(M(γλ¯))top = C|γλ¯〉∗.
Theorem 5.5.4. Let λ¯, µ¯ ∈ h¯∗.
(i) There is an isomorphism D(L(γλ¯))
∼= L(γ−w0(λ¯)) of Wk(g¯)-modules.
(ii) The Wk(g¯)-submodule of D(M(γλ¯)) generated by D(M(γλ¯))top = C|γλ¯〉∗
is isomorphic to L(γ−w0(λ¯)). This is a unique simple graded submodule of
D(M(γλ¯)).
(iii) A (graded) homomorphic image of M(γλ¯) in D(M(γµ¯))) is zero or iso-
morphic to L(γλ¯). Hence
dimHomO(Wk(g¯))(M(γλ¯), D(M(γµ¯))) =
{
1 if −w0(µ¯) ∈ W¯ ◦ λ¯,
0 otherwise.
Proof. (i) By Lemma 5.5.3 it is clear that D(L(γλ¯)) is a simple object of O(Wk(g¯)).
Thus it is sufficient to show that D(L(γλ¯)) is a quotient of M(γ−w0(λ¯)). Because
its simple, S(D(L(γλ¯))) = D(L(γλ¯))top
∼= Cγ−w0(λ¯) by Lemma 5.5.2. By (249),
this proves the assertion. (ii) By Lemma 5.5.3 and the first assertion of Theorem
5.3.1, it follows that D(M(γλ¯)) has the unique simple graded submodule D(L(γλ¯)),
which is isomorphic to L(γ−w0(λ¯)), by (i). Further we have |γλ¯〉∗ ∈ D(L(γλ¯)),
because it is the vector dual to |γλ¯〉 ∈M(γλ¯). Therefore the assertion follows. (iii)
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Let φ : M(γλ¯) → D(M(γµ¯)) be a homomorphism of graded Wk(g¯)-modules and
suppose that φ(M(γλ¯)) 6= 0. Then φ(M(γλ¯)) must contain |γµ¯〉∗, by (ii). From this
it follows that
φ(M(γλ¯)top) = D(M(γµ¯))top(283)
because M(γλ¯) is generated by M(γλ¯)top and φ is graded. Therefore, by (249),
D(M(γµ¯))top ∼= Cγλ¯ as Z(g¯)-modules. But by (ii) we also have D(M(γµ¯))top =
Cγ−w0(µ¯) , thus −w0(µ¯) ∈ W¯ ◦ λ¯. Conversely, if −w0(µ¯) ∈ W¯ ◦ λ¯ then (283) extends
to the graded Wk(g¯)-module homomorphism M(γλ¯) → D(M(γµ¯)), by (249). This
completes the proof. 
Remark 5.5.5. For k 6= −h∨ one has θ(L(0)) = L(0). Also, it is easy to see that
∆λ¯ = ∆−w0(λ¯).
Because w0(ρ¯
∨) = −ρ¯∨, we have the following assertion.
Proposition 5.5.6. The simple vertex algebra L(γvack) is self-dual, that is, there
is an isomorphism D(L(γvack))
∼= L(γvack).
5.6. Critical Level Cases vs Non-Critical Level Cases. It is known [21] that
the structure of Wk(g¯) drastically changes at the critical level k = −h∨. Thus,
though our argument does not depend on the parameter k, it makes sense to discuss
the difference between the critical level case and non-critical level cases.
First, let k = −h∨. The following remarkable fact is well-known.
Theorem 5.6.1 (Feigin-Frenkel[21]). The vertex algebra W−h∨(g¯) is commutative.
In fact it coincides with the center of V−h∨(g¯) (in the sense of vertex algebras).
Remark 5.6.2. If k 6= −h∨ then the center of Vk(g¯) is trivial. This follows from the
fact that VacVk(g¯) = C|0〉 and [48, Proposition 3.11.2].
Since W−h∨(g¯) is commutative it follows that N(γλ¯) =
∑
d<0M(γλ¯)d and L(γλ¯)
is one-dimensional. Therefore the following assertion immediately follows.
Proposition 5.6.3. Let k = −h∨. Then L(γλ¯) is the one-dimensional W−h∨(g¯)-
module on which Wi(n), with i ∈ I¯ and n 6= 0, acts trivially and Zh(Wk(g¯)) = Z(g¯)
acts by the central character γλ¯.
Next let k 6= −h∨. In this case Wk(g¯) has the conformal vector L(−2)|0〉. By
(244) and Proposition 4.17.2, we have:
L(0)|γλ¯〉 = ∆λ¯|γλ¯〉,(284)
where
∆λ¯ =
|λ¯+ ρ¯|2
2(k + h∨)
− rank g¯
24
+
c(k)
24
.(285)
Because the grading of M(γλ¯) is determined by the action of −L(0) (up to some
constant shift), we have the following assertion.
Proposition 5.6.4. Let k 6= −h∨. Then each L(γλ¯) is the unique irreducible
quotient of the Wk(g¯)-module M(γλ¯).
Remark 5.6.5. In the case that k = −h∨,M(γλ¯) has (many) non-graded irreducible
quotients.
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For a Wk(g¯)-module M , let M[h] be the generalized eigenspace of L(0) of eigen-
value −d ∈ C:
V[d] := {v ∈ V ; (L(0) + d)rv = 0 for r ≫ 0}.
For an object M of O(Wk(g¯)), define the normalized formal character chM of M
by
chM := q−
c(k)
24
∑
d∈C
q−d dimM[d].(286)
One has chM = q−
c(k)
24 trM q
L(0) if L(0) acts on M semisimply.
The following assertion is easily seen from Propositions 4.17.2 and 5.1.1.
Proposition 5.6.6. It holds that
chM(γλ¯) =
q
|λ¯+ρ¯|2
2(k+h∨)
η(q)l
for λ¯ ∈ h¯∗, where η(q) = q 124 ∏i≥1(1− qi).
One of the main purpose of this paper is to determine each of chL(γλ¯).
6. Functors H•+(?) and H
•
−(?)
6.1. Category Ok. Let Ok be the Serre full subcategory of the category of left
g-modules consisting of objects M such that the following hold:
• K acts as k id on M ;
• M = ⊕
λ∈h∗
k
Mλ and dimMλ <∞ for all λ;
• there exists a finite subset {µ1, . . . , µn} ⊂ h∗k such that P (M) ⊂
⋃
i
µi−Q+.
Let M(λ) ∈ ObjOk be the Verma module with highest weight λ ∈ h∗k, vλ ∈ M(λ)
its highest weight vector. Let L(λ) be the unique simple quotient of M(λ). Then
every irreducible object of Ok is isomorphic to exactly one of the L(λ) with λ ∈ h∗k.
The vertex algebra Vk(g¯) is an object of Ok when considered as a g-module;
indeed Vk(g¯) is a quotient of M(kΛ0).
The correspondenceM  M∗, whereM∗ is defined by (143), defines the duality
functor in Ok. Here, g acts on M∗ by
(Xf)(v) = f(Xtv)(287)
where X 7→ Xt is the anti-automorphism of g define by Kt = K, Dt = D and
J(n)t = J t(−n) for J ∈ g¯, n ∈ Z (notation (7)).
6.2. Category O△k . Let O△k be the full subcategory of Ok consisting of objects
M that admit a Verma flag, that is, a finite filtration M = M0 ⊃ M1 ⊃ · · · ⊃
Mr = 0 such that each successive subquotient Mi/Mi+1 is isomorphic to some
Verma module M(λi) with λi ∈ h∗k. The category O△k is stable under taking direct
summands. Dually, let O▽k be the full subcategory of Ok consisting of objects M
such that M∗ ∈ ObjO△k .
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6.3. Truncated Category O≤λk . (see [56, Section 2.10] for details.) For λ ∈ h∗k,
let O≤λk be the Serre full subcategory of Ok consisting of objects M such that
M =
⊕
µ≤λ
Mµ. Then O≤λk is stable under taking (graded) duals. It is known that
every simple object L(µ) ∈ ObjO≤λk , µ ≤ λ, admits an indecomposable projective
cover P≤λ(µ) in O≤λk , and hence, every finitely generated object in O≤λk is an
image of a projective object of the form
⊕r
i=1 P≤λ(µi). It is also known that
P≤λ(µ) ∈ ObjO△k . Dually, I≤λ(µ) = P≤λ(µ)∗ is the injective envelope of L(µ) in
O≤λk . In particular M ∈ ObjO≤λk is a submodule of an injective object of the form⊕r
i=1 I≤λ(µi) if its dual M
∗ is finitely generated.
6.4. Functor Hi+(?). Let M be an object of Ok. Define
C(Ln¯+,M) :=M⊗F =
∑
i∈Z
Ci(Ln¯+,M), where C
i(Ln¯+,M) :=M⊗F i.(288)
Then C(Ln¯+,M) is naturally regarded as a module over the vertex superalgebra
Ck(g¯) = Vk(g¯)⊗F(= C(Ln¯+, Vk(g¯))) (recall Section 4). In particular, Q+ acts on
C(Ln¯+,M) satisfying
Q2+ = 0, Q+ · Ci(Ln¯+,M) ⊂ Ci+1(Ln¯+,M).
Thus (C(Ln¯+,M), Q+) is a cochain complex. Set
Hi+(M) := H
i(C(Ln¯+,M), Q+) for i ∈ Z.(289)
TheH•+(M) is called the cohomology of the BRST complex of the quantized Drinfeld-
Sokolov “+” reduction for Ln¯+ with coefficients in M ([21, 25, 27]).
Remark 6.4.1.
(i) We have H•(Ck(g¯)) = H
•
+(Vk(g¯)) and Wk(g¯) = H
0
+(Vk(g¯)).
(ii) By definition
H•+(M) = H
∞
2 +•(Ln¯+,M⊗Cχ+),
where the right-hand-side is the semi-infinite cohomology [18] of the Lie
algebra Ln¯+ with coefficient in M⊗Cχ+ .
The Ck(g¯)-module structure of C(Ln¯+,M) induces the Wk(g¯)-module structure
on Hi+(M) with i ∈ Z, by Theorem 4.14.2. Further, there is a natural action of
the operator Dnew on C(Ln¯+,M) commuting with Q+. Thus H
•
+(M) is graded by
Dnew:
H•+(M) =
⊕
d∈C
H•+(M)d, H
•
+(M)d = {v ∈ H•+(M);Dnewv = dv}.(290)
Therefore we have a functor form Ok to Wk(g¯)-grMod defined by
M 7→ Hi+(M)
for each i ∈ Z.
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6.5. Functor Hi−(?). Consider the automorphism of Uk(g)⊗Cl defined by
J(n) 7→ −J t(n) for J ∈ g¯, n ∈ Z,
ψα(n) 7→ −(ψtα)(n) for α ∈ ∆¯, n ∈ Z
(291)
(notation (7) and (38)). Because it is degree-preserving, (291) induces an algebra
involution of U(Ck(g¯)old) = ˜Uk(g′)⊗Clold, which we denote by ♯. Then
t̂♯−ρ¯∨ := ♯ ◦ t̂−ρ¯∨(292)
defines an isomorphism U(Ck(g¯)new)
∼→ U(Ck(g¯)old) of compatible degreewise com-
plete algebras. We have:
t̂♯−ρ¯∨(Q+) = Q−, Q− = Q
st
− + χ−,(293)
t̂♯−ρ¯∨(Q
st
+) = Q
st
−, t̂
♯
−ρ¯∨(χ+) = χ−,(294)
where Qst− and χ− are the following elements of U(Ck(g¯)old)0, respectively:
Qst− =
∑
α∈∆¯−, n∈Z
Jα(−n)ψ−α(n)− 1
2
∑
α,β,γ∈∆¯−
k+l+m=0
cγα,βψ−α(k)ψ−β(l)ψγ(m),(295)
χ− =
∑
α∈∆¯−
χ¯−(Jα)ψ−α(0),(296)
where χ¯− is defined by (43). Clearly,
(Qst−)
2 = χ2− = [Q
st
−, χ−] = 0, Q
2
− = 0.(297)
For M ∈ Ok, set
C(Ln¯−,M) :=M⊗F =
∑
i∈Z
Ci(Ln¯−,M), where C
i(Ln¯−,M) :=M⊗F−i(298)
(compare (288)). Then
Q− · Ci(Ln¯−,M) ⊂ Ci+1(Ln¯−,M).
Thus (C(Ln¯−,M), Q−) is a cochain complex. The corresponding cohomology is
denoted by H•−(M):
Hi−(M) := H
i(C(Ln¯−,M), Q−) for i ∈ Z.(299)
Remark 6.5.1. By definition we have
H•−(M) = H
∞
2 +•(Ln¯−,M⊗Cχ−),
where χ− is considered as the character of Ln¯− defined by χ−(J(n)) = χ¯−(J)δn,0
with J ∈ n¯− and n ∈ Z (compare (47)).
By (199) and (239), each Hi−(M) has a Wk(g¯)-module structure:
u · [v] = [t̂♯−ρ¯∨(u)v] for u ∈ U(Wk(g¯)), v ∈ Hi−(M).
Also, there is a natural action of D on C(Ln¯−,M) commuting with Q−. Thus
H•−(M) is graded by D:
H•−(M) =
⊕
d∈C
H•(M)d, H
•(M)d = {v ∈ H•(M);Dv = dv}.(300)
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The correspondence
M 7→ Hi−(M),
with i ∈ Z, defines a functor from Ok to Wk(g¯)-grMod, which is refereed as the “−”
reduction functor. The functor Hi−(?) is essentially the same functor studied by E.
Frenkel, V. Kac and M. Wakimoto [27].
7. Representation Theory of W -Algebras Through the Functor
H0−(?)
In this section we study the representation theory of W -algebras through the
“−” reduction functor H0−(?). As in the previous sections, the complex number k
is arbitrary unless otherwise stated.
7.1. Category O˙k. Let M be an object of Ok. Regarded as a module over Vk(g¯)
with the Hamiltonian D, its grading is given by the operator D:
M =
⊕
d∈Z
Md, Md := {v ∈M ;Dv = dv} =
∑
λ
〈λ,D〉=d
Mλ.
EachMd is naturally regarded as a module over g¯. Let O˙k be the full subcategory of
Ok consisting of objects M such that eachMd, with d ∈ C, belongs to the category
O(g¯) (notation Section 2.5). It is easily seen that O˙k is a Serre full subcategory of
Ok.
Lemma 7.1.1.
(i) Any Verma module M(λ), with λ ∈ h∗k, belongs to O˙k.
(ii) Any simple module L(λ), with λ ∈ h∗k, belongs to O˙k
(iii) Any object of O△k belongs to O˙k.
(iv) Any object of O▽k belongs to O˙k.
Proof. (i) Certainly n¯+ acts locally nilpotently and h¯ acts semisimply onM(λ). We
have to show that each M(λ)d, d ∈ C, is finitely generated over g¯. But this follows
from the PBW theorem. (ii) and (iii) follow from (i). (iv) The category O(g¯)
is closed under taking (graded) duals. Hence O˙k is closed under taking (graded)
duals. Therefore (iv) follows from (ii). 
Let O˙≤λk be the Serre full subcategory of Ok consisting of objects that belong to
both O˙k and O≤λk . Then by Lemma 7.1.1, P≤λ(µ) and I≤λ(µ), with µ ≤ λ, belong
to O˙≤λk .
From the following assertion it follows that every object of Ok can be obtained
as an injective limit of objects of O˙k:
Proposition 7.1.2. Let M be an object of O≤λk with λ ∈ h∗k. Then there exists a
sequence M1 ⊂M2 ⊂M3 . . . of objects of O˙≤λk such that M =
⋃
iMi.
Proof. Finitely generated objects of Ok belong to O˙k since each projective module
P≤λ(µ) does. Let 0 = M0 ⊂ M1 ⊂ M2 ⊂ M3 . . . be a highest weight filtration
of M , so that M =
⋃
iMi and each successive subquotient Mi/Mi−1 is a highest
weight module. In particular each Mi is finitely generated, and hence belongs to
O˙k. 
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Lemma 7.1.3. Fix d ∈ C. Then for any object M of O˙≤λk , with λ ∈ h∗k, there exists
a finitely generated submodule M ′ of M such that (M/M ′)d′ = 0 for all d
′ ≥ d.
Proof. Let P = {v1, v2, . . . } be a set of generators of M such that (1) each vi is a
weight vector of weight µi ∈ h∗, (2) if we set Mi =
∑i
r=1 U(g)vr (and M0 = 0),
then each Mi/Mi−1 is a highest weight module with highest weight µi. (so M1 ⊂
M2 ⊂ . . . is a highest weight filtration of M). Then by definition ♯{j ≥ 1;µj =
µ} ≤ [M : L(µ)] for µ ∈ h∗, where [M : L(µ)] is the multiplicity of L(µ) in the local
composition factor of M . Let
P≥d = {vj ∈ P ; 〈µj ,D〉 ≥ d} ⊂ P .(301)
Then we see from the definition of O˙k that P≥d is a finite set. Thus M ′ =∑
v∈P≥d
U(g)v ⊂M satisfies the desired properties. 
7.2. Cohomology of Top Parts. Let M be an object of Ok such that M =⊕
d≤d0
Md for some d0 ∈ C. Then by (159) we haveC(Ln¯−,M) =
⊕
d≤d0
C(Ln¯−,M)d,
where C(Ln¯−,M)d = {c ∈ C(Ln¯−,M);Dc = d}. Thus one has the following asser-
tion.
Lemma 7.2.1. Let M be an object of Ok. Suppose that M =
⊕
d≤d0
Md for some
d0 ∈ C. Then H•−(M) =
⊕
d≤d0
H•−(M)d. In particular, H
•
−(M) =
⊕
d≤〈λ,D〉
H•−(M)d
for any object M of O≤λk .
Recall that H¯i(M) = Hi(n¯−,M⊗Cχ¯−) = Hi(M⊗Λ(n¯−), Q¯−) (notation Section
2.5).
Lemma 7.2.2. Let M be an object of O≤λk with λ ∈ h∗k. Then, we have
Hi−(M)〈λ,D〉 =
{
H¯−i(M〈λ,D〉) for i ≤ 0,
0 for i > 0.
Proof. Because M is an object of O≤λk , we have
C(Ln¯−,M)〈λ,D〉 =M〈λ,D〉⊗F0.
Since F0 = span{ψ−α1(0) . . . ψ−αr (0)1;αi ∈ ∆¯+} ⊂ F and F0 is naturally identified
with Λ(n¯−). Thus we have
C(Ln¯−,M)〈λ,D〉 =M〈λ,D〉⊗Λ(n¯−) = C¯(M〈λ,D〉)(302)
(see (46)). It is easily seen that the action of Q− on C(Ln¯−,M)〈λ,D〉 = C¯(M〈λ,D〉)
coincides with that of Q¯−. This completes the proof. 
We identify Zh(Wk(g¯)) with Z(g¯) through Theorem 4.16.3 (ii).
Proposition 7.2.3. For each λ ∈ h∗k we have the following isomorphisms of
Zh(Wk(g¯))-modules
(i) Hi−(M(λ))top = H
i
−(M(λ))〈λ,D〉
∼=
{
Cγ−w0(λ¯) if i = 0,
0 if i 6= 0;
(ii) Hi−(L(λ))〈λ,D〉
∼=
{
Cγ−w0(λ¯) if i = 0 and λ¯ ∈ h¯∗ is anti-dominant,
0 otherwise;
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(iii) Hi−(M(λ)
∗)top = H
i
−(M(λ)
∗)〈λ,D〉 ∼=
{
Cγ−w0(λ¯) if i = 0,
0 if i 6= 0.
Proof. First, we have
γλ¯ ◦ ♯|Z(g¯) = γ−w0(λ¯),(303)
which can be shown in the same manner as Lemma 5.5.2.
Next we have M(λ)top = M(λ)〈λ,D〉 = M¯(λ¯), L(λ)top = L(λ)〈λ,D〉 = L¯(λ¯) and
M(λ)∗top =M(λ)
∗
〈λ,D〉 = M¯(λ¯)
∗ as g¯-modules. Therefore the assertion follows from
Theorems 2.5.6, 2.5.7 and Lemma 7.2.2. 
7.3. A Technical Lemma. We need the following assertion for the later argument
(because the category O≤λk is not Artinian in general).
Lemma 7.3.1. Fix λ ∈ h∗k and d ∈ C. For any object M of O˙≤λk we have the
following:
(i) There exists a finitely generated submodule M ′ of M such that H•−(M)d =
H•−(M
′)d.
(ii) There exists a finitely generated submodule N of M∗ such that H•−(M)d =
H•−(N
∗)d.
Proof. (i) Let M ′ be a finitely generated submodule of M as in Lemma 7.1.3, so
that
(M/M ′)d′ = 0 for all d
′ ≥ d.
From the exact sequence 0 → M ′ → M → M/M ′ → 0, we get the following long
exact sequence:
· · · → Hi−1− (M/M ′)→ Hi−(M ′)→ Hi−(M)→ Hi−(M/M ′)→ · · · .(304)
Clearly, the restriction of (304) to a D-eigenspace remains exact. We are done by
Lemma 7.2.1. (ii) Similarly as above, let N be a finitely generated submodule of
M∗ such that (M∗/N)d′ = 0 for all d
′ ≥ d. Then (M∗/N)∗d′ = 0 for all d′ ≥ d.
Therefore H•−((M
∗/N)∗)d′ = 0 for all d
′ ≥ d by Lemma 7.2.1. The assertion
follows by considering the long exact sequence corresponding to the exact sequence
0→ (M∗/N)∗ →M → N∗ → 0. 
7.4. Estimate of D-Eigenvalues. For M ∈ Ok, let H¯•(M) =
⊕
d∈C H¯•(M)d.
where H¯•(M)d = H¯•(Md).
Proposition 7.4.1.
(i) Let M be an object of O˙k. Then H¯i(M) = 0 for i 6= 0 and H¯0(M)d is
finite-dimensional for all d ∈ C.
(ii) For each object M of Ok we have H¯i(M) = 0 with i 6= 0.
Proof. (i) follows from Lemma 2.5.2 and Theorem 2.5.6. (ii) follows from (i) and
Proposition 7.1.2 since a homology functor commutes with injective limits. 
Theorem 7.4.2 (cf. [2, Proposition 7.6]). Let λ ∈ h∗k.
(i) ([27]) Let M be an object or O˙≤λk . Then each eigenspace Hi−(M)d, with
d ∈ C, is finite-dimensional.
(ii) For each object M of O≤λk we have Hi−(M)d = 0 unless |i| ≤ 〈λ,D〉 − d.
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Proof. Because Ln¯− ∩ g− = (n¯−⊗C[t−1]t−1)⊕ n¯−, the space Λn(Ln¯− ∩ g−) decom-
poses as
Λn(Ln¯− ∩ g−) =
⊕
i+j=n
Λi(n¯−⊗C[t−1]t−1)⊗Λj(n¯−) ∀n.
Thus by (154) the space F =⊕n∈ZFn decomposes as
F = Λ∞2 (Ln¯−/n¯−)⊗Λ(n¯−),
Fn =
⊕
p+q=n
p∈Z,q∈Z≤0
Λ
∞
2 +p(Ln¯−/n¯−)⊗Λ−q(n¯−),
where
Λ
∞
2 (Ln¯−/n¯−) =
⊕
p∈Z
Λ
∞
2 +p(Ln¯−/n¯−),(305)
Λ
∞
2 +p(Ln¯−/n¯−) :=
⊕
i−j=p
i,j∈Z≥0
Λi(n¯+⊗C[t−1]t−1)⊗Λj(n¯−⊗C[t−1]t−1).(306)
Let M ∈ O≤λk . Put Cn = Cn(Ln¯−,M) and set
F pCn :=
⊕
i≥p
i−j=n
M⊗Λ∞2 +i(Ln¯−/n¯−)⊗Λj(n¯−).
Then
· · · ⊃ F pCn ⊃ F p+1Cn ⊃ · · · ⊃ Fn+dim n¯−+1Cn = 0,(307)
Cn =
⋃
p
F pCn,(308)
Q−F
pCn ⊂ F pCn+1.(309)
Thus there is a corresponding converging spectral sequence Er ⇒ H•−(M). This is
the semi-infinite analogue of Hochschild-Serre spectral sequence for the subalgebra
n¯− ⊂ Ln¯−.
By definition we have
Ep,q1 =
{
H¯−q(M)⊗Λ∞2 +p(Ln¯−/n¯−) for q ≤ 0,
0 for q > 0.
(310)
Hence by Proposition 7.4.1 it follows that
Ep,q1 =
{
H¯0(M)⊗Λ∞2 +p(Ln¯−/n¯−) for q = 0,
0 for q 6= 0.(311)
Therefore we have
dimHi−(M)〈λ,D〉−d ≤
∑
p+q=i
dim(Ep,q1 )〈λ,D〉−d = dim(E
i,0
1 )〈λ,D〉−d
=
∑
d′+d′′=d
d′,d′′≥0
dim H¯0(M)〈λ,D〉−d′ · dimΛ
∞
2 +i(Ln¯−/n¯−)−d′′ ,(312)
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where Λ
∞
2 +•(Ln¯−/n¯−)d = {ω ∈ Λ∞2 +•(Ln¯−/n¯−);Dω = dω}. But we have
dimΛ
∞
2 +•(Ln¯−/n¯−)−d <∞ for all d,(313)
Λ
∞
2 +i(Ln¯−/n¯−)−d = 0 if d < |i|(314)
which follows immediately from the definition (306).
By (312) and (314) we have Hi(M)〈λ,D〉−d = 0 for d < |i|. This shows (ii).
Further, if M ∈ O˙≤λk then by Proposition 7.4.1 H¯0(M)d is finite-dimensional for all
d. Therefore (312) and (313) give the assertion (i). 
Recall the category O(Wk(g¯)) defined in Section 5.5.
Corollary 7.4.3. The Wk(g¯)-module H
0
−(M), with M ∈ O˙k, belongs to O(Wk(g¯)).
7.5. Images of Verma Modules and their Duals by the “−” Reduction.
The following assertion is essentially due to [25], because its proof is the same as
Theorem 4.11.1.
Theorem 7.5.1 ([2, Theorem 5.7]). Let λ ∈ h∗k. The cohomology Hi−(M(λ)) is
zero for all i 6= 0 and there is an isomorphism H0−(M(λ)) ∼=M(γ−w0(λ¯)).
Remark 7.5.2.
(i) The fact that H0−(M(λ)) =M(γ−w0(λ¯)) is not explicitly stated in [2], but
it easily follows from the proof of [2, Theorem 5.7]. In fact by using exactly
the same argument as Section 4.8, it can be proved in the same manned
as Proposition 5.2.2.
(ii) We have H0−(M(w ◦ λ)) ∼=M(γ−w0(λ¯)) for all w ∈ W¯ .
Theorem 7.5.3. Let λ ∈ h∗k. The cohomology Hi−(M(λ)∗) is zero for all i 6= 0
and there is an isomorphism H0−(M(λ)
∗) ∼= D(M(γλ¯)).
The proof of Theorem 7.5.3 is given in Section 8.
Theorem 7.5.1 in particular implies the following assertion.
Theorem 7.5.4 ([2, Theorem 8.1]). Let λ, µ ∈ h∗k such that µ ≤ λ. The cohomology
Hi−(P≤λ(µ)) is zero for all i 6= 0.
Similarly, the following assertion follows from Theorem 7.5.3.
Theorem 7.5.5. Let λ, µ ∈ h∗k such that µ ≤ λ. The cohomology Hi−(I≤λ(µ)) is
zero for all i 6= 0.
7.6. Results for the “−” Reduction. The following result generalizes [2, Main
theorem (2)].
Theorem 7.6.1. For any object M of Ok, the cohomology Hi−(M) is zero for all
i 6= 0.
Proof. We may assume that M ∈ ObjO≤λk for some λ ∈ h∗k. Also, by Proposition
7.1.2, we may further assume that M ∈ ObjO˙≤λk , since the cohomology functor
commutes with injective limits. Clearly, it is sufficient to show that Hi−(M)d = 0
for i 6= 0 with each d ∈ C.
First, we show that Hi−(M)d = 0 for all i > 0. By Lemma 7.3.1 (1), for a given
d, there exists a finitely generated submodule M ′ of M such that
Hi−(M)d = H
i
−(M
′)d for all i ∈ Z.(315)
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Because M ′ is finitely generated, there exists a projective object P of the form⊕r
i=1 P≤λ(µi) and an exact sequence
0→ N → P →M ′ → 0
in O˙≤λk . As the corresponding long exact sequence we obtain:
· · · → Hi−(P )→ Hi−(M ′)→ Hi+1− (N)→ Hi+1− (P )→ . . . .(316)
Hence, it follows that Hi−(M
′) ∼= Hi+1− (N) for all i > 0, by Theorem 7.5.4. There-
fore, we find
Hi−(M)d
∼= Hi+1− (N)d for all i > 0,(317)
by (315). But then, because N ∈ ObjO˙≤λk , we can repeat this argument to find,
for each r > 0, some object Nr of O˙≤λk such that
Hi−(M)d
∼= Hi+r− (Nr)d for all i > 0.(318)
By Theorem 7.4.2 (ii), this implies that Hi−(M)d = 0 for i > 0.
Next, we show that Hi−(M)d = 0 for all i < 0. (The argument is parallel to the
above.) By Lemma 7.3.1 (ii) there exists a finitely generated submodule V of M∗
such that Hi−(M)d = H
i
−(V
∗)d for all i ∈ Z. Because V is finitely generated, there
exists an injective object I of the form
⊕r
i=1 I≤λ(µi) and an exact sequence
0→ V ∗ → I → L→ 0
in O˙≤λk . Considering the corresponding long exact sequence, Theorem 7.5.5 gives
Hi−(V
∗) ∼= Hi−1− (L) for all i < 0. This shows that Hi−(M)d ∼= Hi−1− (L)d for all
i < 0. By repeating this argument we find that Hi−(M)d = 0 for all i < 0. 
Corollary 7.6.2. The correspondence M  H0−(M) defines an exact functor
from Ok to Wk(g¯)-adMod. Its restriction gives the exact functor H0−(?) : O˙k →
O(Wk(g¯)).
Theorem 7.6.3. Let λ ∈ h∗k. There is an isomorphism
H0−(L(λ))
∼=
{
L(γ−w0(λ¯)) if λ¯ ∈ h¯∗ is anti-dominant,
0 otherwise.
Proof. Because L(λ) is a quotient of M(λ), the exactness of the functor H0−(?)
(Corollary 7.6.2) imply that there is an exact sequence of Wk(g¯)-modules
H0−(M(λ))→ H0−(L(λ))→ 0.(319)
By Theorem 7.5.1 we have
H0−(M(λ))
∼=M(γ−w0(λ¯)).(320)
Thus H0−(L(λ)) is generated by H
0
−(M(λ))top over Wk(g¯). By Proposition 7.2.3 (i)
H0−(M(λ))top = H
0
−(M(λ))〈λ,D〉. Because (319) is D-equivalent, H
0
−(L(λ)) 6= 0 if
and only if H0−(L(λ))〈λ,D〉 6= 0. Hence, by Proposition 7.2.3 (ii), it follows that
H0−(L(λ)) is nonzero if and only if its classical part λ¯ is anti-dominant.
Next suppose that λ¯ is anti-dominant, so that H0−(L(λ)) 6= 0. Because L(λ) is
also a submodule ofM(λ)∗, by Theorem 7.5.3 and Corollary 7.6.2, there is an exact
sequence of Wk(g¯)-modules
0→ H0−(L(λ))→ D(M(γλ¯)).(321)
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By Theorem 5.5.4 (iii), it immediately follows from (319), (320) and (321) that
H0−(L(λ))
∼= L(γ−w0(λ¯)). 
Recall that a weight λ ∈ h∗ is called principal admissible [38] if (1) λ is regular
dominant, that is, 〈λ + ρ, α∨〉 6∈ Z≤0 for all α ∈ ∆re+ , and (2) ∆(λ) ∼= ∆re as root
systems.
Let Prk be the set of principal admissible weights of level k. A principal ad-
missible weight λ is called non-degenerate [39] if 〈λ + ρ, α∨〉 6∈ Z for all α ∈ ∆¯, or
equivalently, if λ¯ is anti-dominant. Let Prnondegk denote the set of non-degenerated
principal admissible weighs of level k.
Corollary 7.6.4 ([27, Conjecture 3.4−]). Let λ ∈ Prnondegk .
(i) ([2]) The cohomology Hi−(L(λ)) is zero for all i 6= 0.
(ii) There is an isomorphism H0−(L(λ))
∼= L(γ−w0(λ¯)).
Remark 7.6.5.
(i) It is clear from Theorems 9.1.3 and 9.1.4 thatH•(L(λ)) = 0 for Prk\Prnondegk ,
as stated in [27] (without a complete proof).
(ii) It is known [39] that Prnondegk 6= ∅ if and only if
k + h∨ = p/q ∈ Q, (p, q) = 1, p ≥ h∨, q ≥ h, (q, r∨) = 1,(322)
where h is the Coxeter number of g¯ and r∨ is the lacing number of g¯. In
this case set
Ip,q = (P
p−h∨
++ × P∨,q−h++ )/W˜+
where w(λ, µ) = (wλ,wµ) for w ∈ W˜+, P p−h
∨
++ is the set of integral weights
of level p− h∨ and P∨,q−h++ is the integral coweights of level q − h:
P p−h
∨
++ = {λ ∈ h∗p−h∨ ; 〈λ, α∨〉 ∈ Z≥0 for all α ∈ ∆re+},
P∨q−h++ = {µ ∈ h∗q−h; (α|µ) ∈ Z≥0 for all α ∈ ∆re+}.
Then there exists a bijection
W¯ × Ip,q ∼→ Prnondegk
(w, (λ, µ)) 7→ w ◦ Λλ,µ,
where
Λλ,µ = λ¯− (k + h∨)(µ¯+ ρ¯∨) + (k + h∨)Λ0.
Note that vack = Λ(p−h∨)Λ0,(q−h)Λ0 .
By Corollary 7.6.4 we have H0−(L(w ◦ Λλ,µ)) ∼= H0−(L(Λλ,µ)) for all
w ∈ W¯ , (λ, µ) ∈ Ip,q. Moreover all the simple modules
{H0−(L(Λλ,µ)); (λ, µ) ∈ Ip,q}(323)
are non-isomorphic. This is all explained in [27].
It is natural to expect that L(γvack) is rational and C2-cofinite, and the
above set (323) are exactly the isomorphism classes of simple L(γvack)-
modules.
(iii) It is clear that our results also apply to non-principal Kac-Wakimoto ad-
missible representations, see [27, Remark 3.4.(c)].
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7.7. Characters. For an object M of Ok, define the integer [M :M(µ)] by
chM =
∑
µ∈h∗
k
[M :M(µ)] chM(µ),(324)
where chM is the formal character ofM : M =
∑
λ∈h∗ e
λ dimMλ. It is well-known
[41, 13, 42, 43] that the coefficient [L(λ) :M(µ)] is expressed in terms of Kazhdan-
Lusztig polynomials provided that k 6= −h∨, see the formula [44, Theoreom 1.1].
The following assertion follows immediately from Proposition 5.6.6, Theorems
7.5.1, 7.6.3, Corollary 7.6.2 and Remark 5.5.5.
Theorem 7.7.1. Let k 6= −h∨ and λ ∈ h∗k. Suppose that the classical part λ¯ of λ
is anti-dominant. Then we have
chL(γ−w0(λ¯)) =
∑
µ
[L(λ) :M(µ)] chM(γ−w0(µ¯)),
or equivalently,
chL(γλ¯) =
∑
µ
[L(λ) :M(µ)] chM(γµ¯),
=
∑
µ
[L(λ) :M(µ)]q|µ¯+ρ¯|
2/2(k+h∨)η(q)−l.
Theorem 7.7.1 gives the character formula of all L(γλ¯).
Remark 7.7.2.
(i) Using the vanishing of cohomology one may also apply the Euler-Poincare
character method [27] to obtain Theorem 7.7.1.
(ii) By setting the formal character c˜hH0−(M) :=
∑
d∈C q
d dimH0−(M)d for
M ∈ O˙k we obtain the formula
c˜hH0−(L(λ)) =
∑
µ
[L(λ) :M(µ)]q〈µ,D〉
∏
i≥1
(1 − q−i)−l
which is valid even at k = −h∨. If k = −h∨ then by Proposition 5.6.3 we
have8 ∑
µ
[L(λ) :M(µ)]q〈µ,D〉
∏
i≥1
(1− q−i)−l = q〈λ,D〉(325)
if if λ¯ is anti-dominant, and
∑
µ[L(λ) : M(µ)]q
〈µ,D〉
∏
i≥1(1 − q−i)−l = 0
if λ¯ is not anti-dominant.
8. Proof of Theorem 7.5.3
In this section we prove Theorem 7.5.3. Fix k ∈ C and λ ∈ h∗k.
8For an application of the formula (325), see [T. Arakawa, A new proof of the Kac-Kazhdan
conjecture, International Mathematics Research Notices Volume 2006 (2006), Article ID 27091, 5
pages], which appeared while the present article was being refereed.
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8.1. Preliminaries. The following elementary fact has been already used in this
article and will be frequently used in the sequel.
Lemma 8.1.1. The correspondence M 7→ HomC(M,C) defines an exact cofunctor
from the category of finite-dimensional vector spaces to itself.
The following assertion will be also often used.
Lemma 8.1.2 (the universal coefficient theorem). Let C =
⊕
i∈Z C
i be a cochain
complex of vector spaces, Q its differential. Let C∨ =
⊕
i∈Z(C
∨)i with (C∨)i =
Hom(C−i,C). Then C∨ can be regarded as a cochain complex with the differential
Q∨, where (Q∨f)(c) = f(Qc) with f ∈ C∨, c ∈ C. If C is finite-dimensional then
Hi(C∨) = Hom(H−i(C),C)(326)
for all i.
For a semisimple CD-module M we set
Md = {m ∈M ;Dm = dm}.(327)
If dimMd <∞ for all d we write
D(M) :=
⊕
d∈C
HomC(Md,C).(328)
Recall the cochain complex (K(λ), Q′+) with λ ∈ h∗ (see Section 5.2). In view
of Lemma 8.1.2, we have
Hi(D(K(λ))) = D(H−i(K(λ))) =
{
D(H0(K(λ))) for i = 0,
0 for i 6= 0(329)
by Proposition 5.2.2, where D(K(λ)) is considered as a subcomplex of the dual
complex (K(λ)∨, (Q′+)
∨).
The space D(K(λ)) is a Ck(g¯)
′′-module through the anti-superalgebra isomor-
phism U(Ck(g¯)
′′
old)
∼→ U(Ck(g¯)′′old) induced by the anti-Lie superalgebra isomor-
phism in Proposition 3.9.1, with respect to the (old) Mo¨bius conformal structure
{T ∗,−D, T }. We write θold for this anti-superalgebra isomorphism. To avoid
confusion we write θnew for the anti-superalgebra isomorphism U(Ck(g¯)
′′
new)
∼→
U(Ck(g¯)
′′
new) with respect to the Mo¨bius conformal structure {T ∗new,−Dnew, T }.
By (199) the Ck(g¯)
′′
old-modules structure on D(K(λ)) gives rise to the Wk(g¯)-
module structure on H0(D(K(λ))) = D(H0(K(λ))) through the map (229). Be-
cause we have
θold ◦ t̂−ρ¯∨ = t̂−ρ¯∨ ◦ θnew,(330)
it follows that
D(H0(K(λ))) ∼= D(M(γλ¯))(331)
as Wk(g¯)-modules.
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8.2. Identification with Duals. For any semisimple h-module M such that Mλ
is finite-dimensional for all λ, we write M∗ for the linear space
⊕
λHomC(M
λ,C),
as in (143).
Let
(·|·)F : F × F → C(332)
be the symmetric bilinear form defined by
(1|1)F = 1,
(ψα(n)ω1|ω2)F = −
√−1(ω1|ψ−α(−n)ω2)F for α ∈ ∆¯+, n ∈ Z, ω1 ∈ F , ω2 ∈ F ,
(ψ−α(n)ω1|ω2)F =
√−1(ω1|ψα(−n)ω2)F for α ∈ ∆¯+, n ∈ Z, ω1 ∈ F , ω2 ∈ F
(recall Section 4.4). Then the form (·|·)F is non-degenerate. Indeed its restriction
to (F i)µ × (F i)µ is non-degenerate for each i ∈ Z and µ ∈ h∗.
Let M be an object of Ok. One may identify C(Ln¯−,M∗) with C(Ln¯+,M)∗ via
the linear isomorphism
C(Ln¯−,M
∗) =M∗⊗F ∼→ C(Ln¯+,M)∗ = (M⊗F)∗
f⊗ω 7→ (m⊗ω′ 7→ f(m)(ω|ω′)F ).(333)
Under the identification (333), we have
(
√−1Q−φ)(c) = φ(Q′+c)(334)
for φ ∈ C(Ln¯+,M)∗ = C(Ln¯−,M∗) and c ∈ C(Ln¯+,M), where Q′+ is defined in
(233). Thus, in view of Lemma 8.1.2, the cochain complex (C(Ln¯−,M
∗), Q−) may
be identified the subcomplex C(Ln¯+,M)
∗ of (C(Ln¯+,M )
∨, (Q′+)
∨).
We would like to apply the formula (326) to the case thatM =M(λ), but unfor-
tunately the complex (C(Ln¯+,M(λ)), Q
′
+) is not a direct sum of finite-dimensional
subcomplexes.
Remark 8.2.1. We have H•(C(Ln¯+,M), Q
′
+) 6= H•+(M) in general. Indeed, the
cohomology Hi(C(Ln¯+,M), Q
′
+) is zero for all i and M ∈ Ok, because Jα(0), with
α ∈ Π¯, acts locally nilpotently on M ([27, Theorem 2.3]).
Under the identification C(Ln¯−,M
∗) = C(Ln¯+,M)
∗, the action of Wk(g¯) of
H•−(M
∗) induced by the following Ck(g¯)
′′
new-module structure of C(Ln¯+,M)
∗:
(u · f)(c) = f(θold(t̂−ρ¯∨ (u))c) = f(t̂−ρ¯∨(θnew(u))c)(335)
for u ∈ U(Ck(g¯)′′new), f ∈ C(Ln¯+,M)∗ and c ∈ C(Ln¯+,M).
8.3. The First Reduction of the Computation of H•−(M(λ)
∗). Below we
mainly consider Ck(g¯)
′′
old, so if no confusion can arise we write just Ck(g¯)
′′ for
Ck(g¯)
′′
old.
The cochain complex C(Ln¯+,M(λ)) = M(λ)⊗F is endowed with the grading
defined by D: C(Ln¯+,M(λ)) =
⊕
dC(Ln¯+,M(λ))d. As a Ck(g¯)-module
C(Ln¯+,M(λ))top = C(Ln¯+,M(λ))〈λ,D〉 ∼= M¯(λ¯)⊗Λ(n¯−).(336)
Let C+(λ) be the Ck(g¯)
′′-submodule of C(Ln¯+,M(λ)) generated by the vector
|λ〉:
C+(λ) = U(Ck(g¯)
′′) · |λ〉,(337)
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where |λ〉 = vλ⊗1 and vλ is the highest weight vector ofM(λ). By definition C+(λ)
is linearly spanned by the vectors
Ĵa1(m1) . . . Ĵar (mr)ψα1(n1) . . . ψαs(ns)|λ〉
with ai ∈ ∆¯− ⊔ I¯, αi ∈ ∆¯−, mi, ni ∈ Z. Clearly,
C+(λ) =
⊕
d≤〈λ,D〉
C+(λ)d,(338)
C+(λ)top = C(Ln¯+,M(λ))top = M¯(λ¯)⊗Λ(n¯−).(339)
Remark 8.3.1. By considering the filtration induced by the standard filtration of
Ck(g¯)
′′, one sees that
C+(λ) ∼= S(n¯−⊗C[t−1]⊕ h¯⊗C[t−1]t−1)⊗Λ(n¯−⊗C[t−1]).(340)
Proposition 8.3.2. We have Qst+ ·C+(λ) ⊂ C+(λ) and χ′+ ·C+(λ) ⊂ C+(λ). Hence
Q′+ ·C+(λ) ⊂ C+(λ), that is, (C+(λ), Q′+) is a subcomplex of (C(Ln¯+,M(λ)), Q′+).
Proof. The assertion that Qst+ · C+(λ) ⊂ C+(λ) follows from the third and the
fourth formulas in Lemma 4.8.2 and the fact that Qst+ · |λ〉 = 0. The fact that
χ′+ · C+(λ) ⊂ C+(λ) is obvious because this is an inner action of Ck(g¯)′′. 
Remark 8.3.3. Note that χ′+ · |λ〉 6= 0.
The space C(Ln¯+,M(λ)) is a direct sum of finite-dimensional weight spaces
C(Ln¯+,M(λ))
µ with µ ∈ h∗, and so is C+(λ). Thus the inclusion C+(λ) →֒
C(Ln¯+,M(λ)) induces the surjection
C(Ln¯−,M(λ)
∗) = C(Ln¯+,M(λ))
∗
։ C+(λ)
∗(341)
by Lemma 8.1.1. The map (341) is a cochain map if we consider C+(λ)
∗ as a cochain
complex with the differential Q−, where (Q−φ)(c) = φ(Q
′
+c) for φ ∈ C+(λ)∗ and
c ∈ C+(λ). The map (341) is also a U(Ck(g¯)′′new)-module homomorphism, whose
action is given by (335). Thus the map (341) induces a homomorphism of Wk(g¯)-
modules
H•(M(λ)∗)→ H•(C+(λ)∗).(342)
Proposition 8.3.4 ([2, Proposition 6.3]). The map (342) gives the isomorphism
H•−(M(λ)
∗)
∼→ H•(C+(λ)∗) of Wk(g¯)-modules.
Remark 8.3.5. One can use the argument of Section 4.8 to prove Proposition 8.3.4.
8.4. The Assertion to Be Proved.
Proposition 8.4.1. There exists an exhaustive, decreasing filtration
F : · · · ⊃ FpC+(λ)∗ ⊃ Fp+1C+(λ)∗ · · · ⊃ F−1C+(λ)∗ ⊃ F0C+(λ)∗ = 0
of C+(λ)
∗ such that
U(Ck(g¯)
′′
new) · FpC+(λ)∗ ⊂ FpC+(λ)∗,
Q− · FpC+(λ)∗ ⊂ FpC+(λ), D · FpC+(λ)∗ ⊂ FpC+(λ)∗
for all p, and the associated spectral sequence Er ⇒ H•(C+(λ)∗) = H•−(M(λ)∗)
satisfies the following: there exists a Wk(g¯)-equivalent isomorphism of cochain maps
Ep,qr
∼= D(M(γλ¯))⊗(Ep,qr )〈λ,D〉 for all r ≥ 1.(343)
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Here D(M(γλ¯))⊗(Ep,qr )〈λ,D〉 is considered as a cochain complex with the differential
1⊗dr and as a Wk(g¯)-module on which Wk(g¯) acts on the first factor D(M(γλ¯)).
Let us show that Proposition 8.4.1 implies Theorem 7.5.3.
Here and after, for a decreasing filtration F = {F pM} of a superspace M we
write grF M =
⊕
p∈Z gr
p
F M , gr
p
F M = F
pM/F p+1M .
Because F is compatible with the action of D, each Er is a direct sum of D-
eigenspaces:
Er =
⊕
d∈C
(Er)d.(344)
Thus (Er)d converges to H
•
−(M(λ)
∗)d:
(Er)d ⇒ H•(C+(λ)∗)d = H•−(M(λ)∗)d for each d ∈ C.(345)
Also, because F is a filtration of Ck(g¯)
′′-modules, it follows that each Ep,qr is a
Wk(g¯)-module. In particular
E∞ ∼= grF H•(C+(λ)∗) as Wk(g¯)-modules.(346)
Here, FpH•(C+(λ)
∗) = Im(H•(FpC+(λ)
∗)→ H•(C+(λ)∗)).
By (345) and (346), we have the linear isomorphism
⊕
p+q=n
(Ep,q∞ )d
∼= Hn−(M(λ)∗)d
for all d. In particular by Proposition 7.2.3 (iii) we have
⊕
p
(Ep,n−p∞ )〈λ,D〉
∼= Hn(M(λ)∗)top =
{
C if n = 0,
0 otherwise.
(347)
Because
⊕
p+q=0(E
p,n−p
∞ )〈λ,D〉 is one-dimensional, it follows that there exists p0 ∈ Z
such that
(Ep,q∞ )〈λ,D〉 =
{
C if p = p0 and q = −p0
0 otherwise.
(348)
But by (343) we have
Ep,q∞
∼= D(M(γλ¯))⊗(Ep,q∞ )〈λ,D〉,(349)
and therefore there is the following isomorphism of Wk(g¯)-modules:
Ep,q∞
∼=
{
D(M(γλ¯)) if (p, q) = (p0,−p0),
0 otherwise.
(350)
This immediately gives Hi−(M(λ)
∗) = 0 for i 6= 0. Also, because the term E∞ lies
entirely in Ep0,−p0∞ , the corresponding filtration of H
0
−(M(λ)
∗) is trivial. Therefore
we conclude that
H0−(M(λ)
∗) ∼= D(M(γλ¯))
as Wk(g¯)-modules.
In next sections we shall construct the filtration F satisfying the conditions of
Proposition 8.4.1.
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8.5. The Filtration F. The space C+(λ)top = M¯(λ¯)⊗Λ(n¯−) is spanned by the
vectors
Ĵα1(0) . . . Ĵαr (0)ψβ1(0) . . . ψβs(0)|λ〉
with αi, βi ∈ ∆¯−.
Note there is a U(Ck(g¯)
′′)-module isomorphism
C+(λ) ∼= U(Ck(g¯)′′)⊗U(Ck(g¯)′′)≥0C+(λ)top.(351)
We shall define a filtration {FpC+(λ)top} of C+(λ)top, and then extend it to a
filtration {FpC+(λ)} of the whole space C+(λ). After that, we define the filtration
{FpC+(λ)∗} of C+(λ)∗.
Set
FpC+(λ)top :=
∑
µ∈h∗
〈µ−λ,ρ¯∨〉≤p
C+(λ)
µ
top ⊂ C+(λ)top for p ≤ 0.(352)
Then, FpC+(λ)top is a subspace of C+(λ)top linearly spanned by the vectors
Ĵα1(0) . . . Ĵαr (0)ψβ1(0) . . . ψβs(0)|λ〉
with
∑
i 〈αi, ρ¯∨〉+
∑
j 〈βj , ρ¯∨〉 ≤ p(≤ 0).
The following assertion is a direct consequence of the definition.
Lemma 8.5.1. Each FpC+(λ)top is preserved by the action of Ĵa(n), ψα(n) with
a ∈ ∆¯− ⊔ I¯, α ∈ ∆¯−, n ≥ 0. Thus FpC+(λ)top is a U(Ck(g¯)′′)≥0-submodule of
C+(λ)top.
Proposition 8.5.2. The following hold:
(i) {FpC+(λ)top} is an increasing filtration of C+(λ)top:
· · · ⊂ FpC+(λ)top ⊂ Fp+1C+(λ)top ⊂ · · · ⊂ F0C+(λ)top = C+(λ)top;
(ii)
⋂
p FpC+(λ)top = 0;
(iii) For each p,
Qst+ · FpC+(λ)top ⊂ FpC+(λ)top,
χ′+ · FpC+(λ)top ⊂ Fp−1C+(λ)top.
Hence FpC+(λ)top is a subcomplex of (C+(λ)top, Q
′
−).
(iv) The space C+(λ)top/FpC+(λ)top is finite-dimensional for each p ≤ 0.
Proof. (i)-(ii) are easily seen. (iii) The first inclusion follows from the fact Qst+
preserves weight spaces with respect to the action of h. The second assertion has
been already seen in Lemma 8.5.1. (iv) is obvious. 
Let FpC+(λ) with p ≤ 0 be the Ck(g¯)′′-submodule of C+(λ) generated by
FpC+(λ)top:
FpC+(λ) := U(Ck(g¯)
′′) · FpC+(λ)top.(353)
By Lemma 8.5.1, FpC+(λ) is spanned by the vectors
Ĵa1(−m1) . . . Ĵar(−mr)ψβ1(−n1) . . . . . . ψβs(−ns)v,
with a ∈ ∆¯− ⊔ I¯, βi ∈ ∆¯− mi, ni > 0, v ∈ FpC+(λ)top. Further, by (351), there is
a Ck(g¯)
′′-module isomorphism
FpC+(λ) ∼= U(Ck(g¯)′′)⊗U(Ck(g¯)′′)≥0FpC+(λ)top.(354)
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The following assertion follows from Proposition 8.5.2 and (354).
Proposition 8.5.3. The following hold:
(i) · · · ⊂ FpC+(λ) ⊂ Fp+1C+(λ) ⊂ · · · ⊂ F0C+(λ) = C+(λ);
(ii)
⋂
p FpC+(λ) = 0.
(iii) Each CpC+(λ) is a subcomplex of (C+(λ), Q
′
+):
Qst+ · FpC+(λ) ⊂ FpC+(λ), χ′+ · FpC+(λ) ⊂ FpC+(λ);
(iv) The space (C+(λ)/FpC+(λ))d is finite-dimensional for all p and d.
Define
FpC+(λ)
∗ := (C+(λ)/FpC+(λ))
∗
.(355)
This is a Ck(g¯)
′′-submodule of C+(λ)
∗. By Proposition 8.5.3 (iii), we have
Q− · FpC+(λ)∗ ⊂ FpC+(λ)∗ for all p.(356)
Also, it is clear that FpC+(λ)
∗ is preserved by the action of D.
The following assertion is a consequence of Proposition 8.5.3 (iv).
Lemma 8.5.4. The space FpC+(λ)
∗
d is finite-dimensional for all p, d and we have
FpC+(λ)
∗ = D(C+(λ)/FpC+(λ)) as subspaces of Hom(C+(λ),C).
By definition we have exact sequences
0→ FpC+(λ)∗ → C+(λ)∗ → (FpC+(λ))∗ → 0,(357)
0→ FpC+(λ)∗ → Fp−1C+(λ)∗ → (FpC+(λ)/Fp−1C+(λ))∗ → 0.(358)
These are cochain maps by Proposition 8.5.3 (iii).
Proposition 8.5.5. The Fp = {FpC+(λ)∗} gives a decreasing, separated, exhaus-
tive filtration of the Ck(g¯)
′′-module C+(λ)
∗:
· · · ⊃ FpC+(λ)∗ ⊃ Fp+1C+(λ)∗ ⊃ · · · ⊃ F0C+(λ)∗ = 0,
C+(λ)
∗ =
⋃
p
FpC+(λ)
∗.
Proof. We need only to show that that Fp is exhaustive. For this, it is enough to
show that
(C+(λ)
∗)
µ
=
⋃
p
(FpC+(λ)
∗)µ(359)
for each µ. By Proposition 8.5.3 (ii),
⋂
p FpC+(λ)
µ = 0. Therefore, there exists p
such that FpC+(λ)
µ = 0, because C+(λ)
µ is finite-dimensional. Thus (C+(λ)
∗)µ =
(FpC+(λ)
∗)
µ
, and this proves (359). 
By Proposition 8.5.5 and (356) we obtain the converging spectral sequence cor-
responding to the filtration {FpC+(λ)∗}:
Er ⇒ H•(C+(λ)∗) = H•−(M(λ)∗)(360)
By definition,
Ep,q1 = H
p+q(grFp C+(λ)
∗, Q−).(361)
We shall show our spectral sequence (360) satisfies the property (343) in Propo-
sition 8.4.1 in next sections.
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8.6. Computation of the Term (E1)top. First we compute (E
p,q
1 )〈λ,D〉. By def-
inition,
(Ep,q1 )〈λ,D〉 = H
p+q(grFp C+(λ)
∗
top).(362)
We have:
FpC+(λ)
∗
top = (C+(λ)/FpC+(λ))
∗
top = (C+(λ)top/FpC+(λ)top)
∗,(363)
grpF C+(λ)
∗
top = (gr
F
p+1 C+(λ)top)
∗,(364)
by (358). By Proposition 8.5.2 (iii),
Qst− · FpC+(λ)∗top ⊂ FpC+(λ)∗top χ− · FpC+(λ)∗top ⊂ Fp+1C+(λ)∗top.(365)
Hence
(Ep,q1 )〈λ,D〉 =
⊕
µ
〈µ,ρ¯∨〉=−p−1
Hp+q(C+(λ)
∗
top, Q
st
−)
µ,(366)
by (352), because Qst− commutes with the action of h. Therefore, we can apply
Lemma 8.1.2 to get:
(Ep,q1 )〈λ,D〉 =
⊕
µ
〈µ,ρ¯∨〉=−p−1
H−p−q(C+(λ)
µ
top, Q
st
+)
∗(367)
On the other hand we have the following assertion, which is easily seen from
(339).
Lemma 8.6.1. The complex (C+(λ)top, Q
st
+) is identical to the Chevalley complex
for calculating the Lie algebra cohomology H•(n¯+, M¯(λ¯)):
Hi(C+(λ)top, Q
st
+)
µ =
{
Hi(n¯+, M¯(λ¯))
µ for i ≥ 0,
0 for i < 0.
As is well-known. H•(n¯+, M¯(λ¯))
µ = 0 unless µ ∈ W¯ ◦ λ¯. Thus by Lemma 8.6.1
it follows that
H•(C+(λ)top, Q
st
+)
µ = 0 unless µ ∈ W¯ ◦ λ¯.(368)
8.7. Computation of the Term E1. By Lemma 8.5.4, each F
pC+(λ)
∗ is a di-
rect sum of finite-dimensional subcomplexes FpC+(λ)
∗
d, and thus so is the complex
grpF C+(λ)
∗. Hence we have
grpF C+(λ)
∗ =
(
grp+1F C+(λ)
)∗
= D
(
grFp+1 C+(λ)
)
,
By (358). Therefore, applying Lemma 8.1.2, we obtain the following assertion.
Proposition 8.7.1. There is an isomorphism
Ep,q1
∼= D(H−p−q(grFp+1 C+(λ)))
of Wk(g¯)-modules for each p and q.
By Proposition 8.7.1 the computation of the term E1 is reduced to the compu-
tation of the cohomology of the cochain complex (grF C+(λ), Q
′
+).
By (354) we have
grFp C+(λ)
∼= U(Ck(g¯)′′)⊗U(Ck(g¯)′′)≥0(grFp C+(λ)top)(369)
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as Ck(g¯)
′′-modules. Under this identification the action of Q′+ is described by the
following formula:
Q′+(u⊗v) = [Q′+, u]⊗v + (−1)p(u)u⊗Qst+v(370)
with u ∈ U(Ck(g¯)′′), v ∈ grF C+(λ)top.
Observe that the U(Ck(g¯)
′′)≥0-module gr
F
p C+(λ)top is a direct sum of one-dimensional
representations. Indeed, for a weight vector v ∈ grFp C+(λ)µtop, we have
Ĵα(n)v = ψα(n)v = 0 for α ∈ ∆¯−, n ≥ 0;(371)
Ĵi(n)v = 0 for i ∈ I¯, n > 0;(372)
Ĵi(0)v = 〈λ, Ji〉v for i ∈ I¯ .(373)
Hence it follows that
grFp C+(λ)
∼=
⊕
µ
〈µ,ρ¯∨〉=−p
K(µ)⊕C+(λ)µtop(374)
(notation Section 5.2) as cochain complexes and Ck(g¯)
′′
old-modules, where the right-
hand-side is considered as a direct sum of tensor products of cochain complexes
(K(µ), Q′+) and (C+(λ)
µ
top, Q
st
+), and as a Ck(g¯)
′′
old-module on which Ck(g¯)
′′
old acts
on the first factor K(µ).
By (374) the following assertion follows from Proposition 5.2.2 and (368).
Proposition 8.7.2. There is an isomorphism
Hi(grFp C+(λ))
∼=M(γλ¯)⊗
⊕
µ∈h∗
〈µ,ρ¯∨〉=−p
Hi(C+(λ)
µ
top, Q
st
+)
of Wk(g¯)-modules for all i. Here H
i(grFp C+(λ)) is considered as a Wk(g¯)-module
via the map t̂−ρ¯∨ .
By (331), (335), (367), (368), Propositions 8.7.1 and 8.7.2 it follows that we have
Ep,q1
∼→ D(M(γλ¯))⊗(Ep,q1 )〈λ,D〉.(375)
as Wk(g¯)-modules for any p, q.
8.8. Computation of the Term Er. The Wk(g¯) is a vertex subalgebra ofCk(g¯)
′′
new
(see Remark 4.8.6). Therefore Wk(g¯) acts on C+(λ) itself, rather than its cohomol-
ogy, and C+(λ)top is a U(Wk(g¯))≥0-submodule of C+(λ). By (199) we have the
cochain map
U−(Wk(g¯))⊗(C+(λ)top/FpC+(λ)top) → C+(λ)/FpC+(λ)
u⊗v 7→ t−ρ¯∨(u) · v(376)
(notation (246)), where U−(Wk(g¯))⊗(C+(λ)top/FpC+(λ)top) is regarded as a cochain
complex with the differential 1⊗Q′+. By Proposition 8.5.2 (iv),
D
(
U−(Wk(g¯))⊗(C+(λ)top/FpC+(λ)top)
) ∼= D(U−(Wk(g¯)))⊗FpC(λ)∗top.
Here U−(Wk(g¯)) is considered as a D-module by D ·u = [Dnew, u]. Therefore (376)
induces a cochain map
FpC+(λ)
∗ → D(U−(Wk(g¯)))⊗FpC+(λ)∗top,(377)
where D(U−(Wk(g¯)))⊗FpC+(λ)∗top is considered as a cochain complex with the dif-
ferential 1⊗Q−.
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It is clear the following diagram commutes:
U−(Wk(g¯))⊗(C+(λ)top/FpC+(λ)top) −−−−→ C+(λ)/FpC+(λ)y y
U−(Wk(g¯))⊗(C+(λ)top/Fp+1C+(λ)top) −−−−→ C+(λ)/Fp+1C+(λ).
(378)
Thus we have the following commutative diagram of cochain complexes:
FpC+(λ)
∗ −−−−→ D(U−(Wk(g¯)))⊗FpC+(λ)∗topx x
Fp+1C+(λ)
∗ −−−−→ D(U−(Wk(g¯)))⊗Fp+1C+(λ)∗top.
(379)
Therefore the map (377) induces the following homomorphism of spectral sequences:
(Er, dr)→ (D(U−(Wk(g¯)))⊗(Er)〈λ,D〉, 1⊗dr)(380)
We claim that the map (380) is an isomorphism for r ≥ 1. To prove this it is
sufficient to show the assertion for r = 1. But for r = 1 (380) is identical to the
isomorphism (375), under the isomorphism (247). Moreover for r ≥ 1 we have
Ep,qr
∼= D(M(γλ¯))⊗(Ep,qr )〈λ,D〉(381)
as Wk(g¯)-modules, where (E
p,q
r )top is considered as the space of multiplicity. Indeed
this is true for r = 1 by (375), and thus must be true for all r ≥ 1.
We have shown that the filtration {FpC+(λ)∗} satisfies the desired property.
Proposition 8.4.1 is proved. Hence Theorem 7.5.3 is proved. .
9. Results for the Functor H0+(?)
In this section we assume that k 6= −h∨.
9.1. Results for the “+” Reduction. For λ ∈ h∗k let O[λ]k be the Serre full
subcategory of Ok whose objects have all their local composition factors isomorphic
to L(w ◦ λ) with w ∈ W (λ). We have
Ok =
⊕
[λ]∈h∗
k
/∼
O[λ]k .(382)
where ∼ is the equivalent relation defined by λ ∼ µ ⇐⇒ µ ∈ W (λ) ◦ λ ([47]).
Consider the following condition on λ ∈ h∗k:
∆+(λ) ∩ tρ¯∨(∆re−) = ∅.(383)
Since
∆re+ ∩ tρ¯∨(∆re−) = {−β + nδ;β ∈ ∆¯+, n = 1, 2, . . . ,htβ},(384)
this condition is equivalent to
〈λ+ ρ, α∨〉 6∈ Z for all α ∈ {−β + nδ;β ∈ ∆¯+, n = 1, 2, . . . ,htβ}.(385)
Because ∆(w ◦ λ) = ∆(λ) for w ∈ W (λ), the condition (383) can be regarded as a
condition on the block O[λ]k .
The following assertion is straightforward from definition.
Lemma 9.1.1. Suppose that λ ∈ h∗k satisfies the condition (383).
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(i) The correspondence α 7→ t−ρ¯∨(α) gives a bijective map from ∆+(λ) to
∆+(t−ρ∨ ◦ λ).
(ii) We have ∆(t−ρ∨ ◦ λ) ∩ ∆¯+ = ∅. That is, the classical part
t−ρ∨ ◦ λ = λ¯− (k + h∨)ρ¯∨ ∈ h¯∗
is anti-dominant.
Lemma 9.1.2. Assume that λ ∈ h∗k satisfies the condition (383), and let M(w ◦
λ) →֒ M(λ), with w ∈ W (λ), be a non-trivial homomorphism of g-modules. Then
we have 〈w ◦ λ,Dnew〉 < 〈λ,Dnew〉.
Proof. See [2, Lemma 7.5]. 
The following result was established in [2].
Theorem 9.1.3. Assume that λ ∈ h∗k satisfies the condition (383). Let M be an
object of O[λ]k . Then the cohomology Hi+(M) is zero for all i 6= 0. The correspon-
dence M 7→ H0+(M) defines an exact functor from O[λ]k to Wk(g¯)-adMod.
Theorem 9.1.4. Assume that λ ∈ h∗k satisfies the condition (383). Then there is
an isomorphism
H0+(L(λ))
∼= L(γt−ρ¯∨◦λ) = L(γλ¯−(k+h∨)ρ¯∨).
Remark 9.1.5.
(i) If λ ∈ h∗k satisfies the condition (383), then any element of W (λ) ◦ λ also
satisfies the condition (383). Thus H0+(L(w ◦ λ)) ∼= L(γt−ρ¯∨w◦λ) for any
w ∈W (λ) under the assumption of Theorem 9.1.4.
(ii) For g¯ = sl2(C) we do not need any condition on the block, see [3].
Corollary 9.1.6.
(i) ([21]) Let k 6∈ Q. Then the cohomology Hi+(M) is zero for all i 6=
0 with any object M of Ok and there is an isomorphism H0+(L(λ)) ∼=
L(γλ¯−(k+h∨)ρ¯∨) for all λ ∈ h∗k.
(ii) Suppose that
r∨jk 6∈ Z for j = 1, 2, . . . , h,
where h is the Coxeter number of g¯. Then the cohomology Hi+(L(kΛ0))
is zero for all i 6= 0 and H0+(L(kΛ0)) is isomorphic to L(γvack) as vertex
algebras.
Suppose that Prnondegk 6= ∅. Then k = p/q − h∨ with some p, q ∈ N satisfying
(322). Let
˙Prk := {λ¯− (k + h∨)µ¯+ kΛ0;λ ∈ P p−h
∨
++ , µ ∈ P∨,q−h++ }(386)
(notation Section 7.6). Then ˙Prk is a subset of Prk containing kΛ0.
One checks that any element of ˙Prk satisfies the condition (383). Thus we have
the following assertion, which proves [27, Conjecture 3.4+(a)] partially.
Corollary 9.1.7. Suppose that there exists a non-degenerate principal admissible
weight of g of level k. Let λ ∈ ˙Prk. Then the cohomology Hi+(L(λ)) is zero for all
i 6= 0 and there is an isomorphism H0+(L(λ)) ∼= L(γλ¯−(k+h∨)ρ¯∨).
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Remark 9.1.8. From Remark 7.6.5 it follows that there is the surjective map
˙Prk ։ Pr
nondeg
k
Λ 7→ t−ρ¯∨ ◦ Λ.
Hence H0−(L(λ))
∼= H0+(L(tρ¯∨ ◦ λ)) for all λ ∈ Prnondegk and all the isomorphism
classes in the set (323) can be obtained as the image of the functor H0+(?).
9.2. Proof of Theorem 9.1.4. For M ∈ Ok, let
H•+(M)d := {[m] ∈ H•+(M);Dnew[m] = d[m]}.(387)
Then we have H•+(M) =
⊕
d∈C H
•
+(M)d.
First, we have the following assertion.
Proposition 9.2.1. For each λ ∈ h∗k we have the following:
Hi+(M(λ)) = 0 for i 6= 0;
H0+(M(λ))top = H
0
+(M(λ))〈λ,Dnew〉 = C|λ〉,
chH0+(M(λ)) = chM(γλ¯−(k+h∨)ρ¯∨),
where |λ〉 = vλ⊗1.
Proof. See [2, Theorem 5.8] and its proof. 
Remark 9.2.2. It is not true thatH0+(M(λ))
∼=M(γλ¯−(k+h∨)ρ¯∨) in general (compare
Theorem 7.5.1). However this is probably true for λ that satisfies the condition
(383).
Proposition 9.2.3. For any λ ∈ h∗k we have H0+(M(λ))top ∼= Cγλ¯−(k+h∨)ρ¯∨ as
Zh(Wk(g¯))-modules.
Proof. The assertion follows by observing that C|λ〉 ∼= K(t−ρ¯∨ ◦λ)top as Zh(Wk(g¯))-
modules, see Proposition 5.2.1, Section 5.4 and [2, Proposition 4.2]. 
Lemma 9.2.4. Assume that λ ∈ h∗k satisfies the condition (383). Then H0+(L(λ))
belongs to O(Wk(g¯)) and there is the following isomorphism of Zh(Wk(g¯))-modules:
H0+(L(λ))top = H
0
+(L(λ))〈λ,Dnew〉
∼= Cγλ¯−(k+h∨)ρ¯∨ .
Proof. By the exactness of the functor H0+(?) (Theorem 9.1.3), we have the exact
sequence of Wk(g¯)-modules
0→ H0+(N(λ))→ H0+(M(λ))→ H0+(L(λ))→ 0,
where N(λ) is the maximal proper submodule of M(λ). Hence H0+(L(λ)) belongs
to O(Wk(g¯)) because H
0
+(M(λ)) does, by Proposition 9.2.1. To show the rest of the
assertion, we need only to show that H0+(N(λ))〈λ,Dnew〉 = 0, by Proposition 9.2.3.
But this follows from Lemma 9.1.2. 
Proposition 9.2.5. Assume that λ ∈ h∗k satisfies the condition (383). Then we
have chH0+(L(λ)) = chL(γλ¯−(k+h∨)ρ¯∨)
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Proof. By the exactness of the functor H0+(?) and Proposition 9.2.1 we have
chH0+(L(λ)) =
∑
µ
[L(λ) :M(µ)] chH0+(M(µ))
=
∑
µ
[L(λ) :M(µ)] chM(γµ¯−(k+h∨)ρ¯∨).
On the other hand one knows from Theorem 7.7.1 and Lemma 9.1.1 that
chL(γλ¯−(k+h∨)ρ¯∨) =
∑
µ′
[L(t−ρ¯∨ ◦ λ) :M(µ′)] chM(γµ¯′).
Hence one needs only to show that
[L(λ) :M(µ)] = [L(t−ρ¯∨ ◦ λ) :M(t−ρ¯∨ ◦ µ)] for any µ(388)
under the condition (383) on λ. But this follow from Lemma 9.1.1 and the character
formula [44, Theorem 1.1] of L(λ). 
Proof of Theorem 9.1.4. By Lemma 9.2.4 there is a non-trivial Wk(g¯)-module ho-
momorphism from M(γλ¯−(k+h∨)ρ¯∨) to H
0
+(L(λ)) that sends |γλ¯−(k+h∨)ρ¯∨〉 to |λ〉.
But then H0+(L(λ)) must be isomorphic to L(γλ¯−(k+h∨)ρ¯∨), by Proposition 9.2.5.

Appendix A. Compatible Degreewise Complete Algebras
A.1. Linear Topology. Let I0 ⊃ I1 ⊃ . . . be a decreasing sequence of linear sub-
spaces of a vector space V . A linear topology define by In is a topology on V such
that the set {v +IN ;N ∈ N} forms a fundamental system of open neighborhoods
of v ∈ V . The closure of a subspace U ⊂ V is given by ⋂N (U +IN ). A completion
V˜ of V with respect to the linear topology defined by In is the projective limit
V˜ = lim
←
N
V/IN
with the projective limit topology induced from the discrete topology on each
V/IN . The topology on V˜ coincides with the linear topology defined by I˜N ,
where I˜N is the kernel of the natural map V˜ → V/IN . The following assertion is
well-known (see e.g. [53])
Theorem A.1.1. Let V a vector space equipped with the linear topology defined
by a decreasing sequence {In} of subspaces. Let U ⊂ V and give U and V/U the
induced topology. Then we have the exact sequence 0 → U˜ → V˜ → U˜/V → 0 and
U˜ coincides the closure of the image of U in V˜ .
A.2. Compatible Degreewise Complete Algebras. Following [54], by a com-
patible degreewise topological algebra we mean a Z-graded algebra A =
⊕
d∈Z Ad
satisfying the following:
(i) each Ad equipped with a topology and the multiplication map Ad×Ad′ →
Ad+d′ is continuous with respect to this topology;
(ii) the topology of Ad coincides with the linear topology define by IN (Ad)
with N ≥ max(0, d), where IN (Ad) is the closure of
∑
r>N Ad−rAr in Ad.
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Further, if A is degreewise complete, that is, if each Ad is complete, then A is called a
compatible degreewise complete algebra. The degreewise completion of a compatible
degreewise topological algebra is A˜ =
⊕
d∈Z A˜d, where each A˜d is the completion
of Ad:
A˜d = lim←
N
Ad/IN(Ad).
Then A˜ is a compatible degreewise complete algebra. By definition A is degreewise
complete if and only if A˜ = A as compatible degreewise topological algebras.
Let A =
⊕
d∈Z Ad be any Z-graded algebra. The standard degreewise topology
of A is the the linear topology defined by the sequence
⊕
d∈Z
(∑
r≥N Ad−rAr
)
.
This makes A a compatible degreewise topological algebra. The corresponding
degreewise completion A˜ of A is called the standard degreewise completion.
Let J =
⊕
d∈Z Jd be a graded subspace of a compatible degreewise topological
algebra A. The sum J˜ of the closures J˜d of Jd in Ad is called the degreewise closure
of J . If J is an ideal then J˜ is also an ideal of A. Further, if A is complete then
J˜ is the degreewise completion of J with respect to the relative topology induced
from A, and the quotient algebra A/J˜ with the quotient topology is also degreewise
complete (Theorem A.1.1).
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