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ON THE CONSTANCY REGIONS FOR MIXED TEST IDEALS
FELIPE PÉREZ
Abstract. In this note we study the partition of Rn≥0 given by the regions
where the mixed test ideals τ(at11 ...a
tn
n ) are constant. We show that each
region can be described as the preimage of a natural number under a p-fractal
function ϕ : Rn≥0 → N. In addition, we give some examples illustrating that
these regions do not need to be composed of finitely many rational polytopes.
1. Introduction
In this note, we study the dependence of mixed test ideals on parameters, and
show that the emerging picture is quite different from that in the case of mixed
multiplier ideals in characteristic zero.
Multiplier ideals have been intensively studied over the last two decades, as
they play an important role in birational geometry, see for example [Laz]. Given
a smooth complex variety X and a nonzero ideal sheaf a, one can define for any
parameter c > 0 an ideal J (ac), called multiplier ideal. This ideal is described via
a log resolution pi : X ′ → X of the pair (X, a), i.e. a proper birational map, with
X ′ smooth, and such that aOX′ = OX′(−E), where E is a simple normal crossing
divisor. Then,
(1.1) J (ac) := pi∗O(KX′/X − bcEc),
where KX′/X is the relative canonical divisor.
Mixed multiplier ideals extend the previous definition to the case of several ideals:
for nonzero ideals a1, . . . , an and positive numbers c1, . . . , cn we take a log resolution
for the pair (X, a1 · · · an) and set the mixed multiplier ideal to be
J (ac11 · · · acnn ) := pi∗O(KX′/X − bc1E1 + . . .+ cnEnc),
where OX′(−Ei) = aiOX′ .
Test ideals were introduced by Hara and Yoshida in [HY] as an analogue of
multiplier ideals in positive characteristic. One question that was studied since
[HY] is which properties of multiplier ideals have analogues for test ideals. For
example, for multiplier ideals the jumping numbers of a are defined as the positive
real numbers c such that J (ac) 6= J (ac−) for every  > 0 (cf. [ELSV]). It is
easy to see from the definition (1.1) that for each a these numbers are discrete and
rational. Thus it was expected that this was the case also in positive characteristic.
Blickle, Mustaţă and Smith proved discreteness and rationality of the analogous
positive characteristic invariants in [BMS], but the proof was more involved.
In the mixed multiplier ideal setting, it follows from the above description in
terms of a log resolution that for every b1, . . . , bn the region
{(c1, . . . , cn) ∈ Rn≥0| ci ≤ bi for all i}
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can be decomposed in a finite set of rational polytopes with nonoverlapping inte-
riors, such that on the interior of each face of each polytope the mixed multiplier
ideal J (ac11 · · · acnn ) is constant. It was expected that in the positive characteristic
setting we would have a similar picture.
In the present note we prove that this is not the case, but we can still get
a nice decomposition. This decomposition depends on a p-fractal function, that
is, a function ϕ : Rn≥0 → N satisfying the following property. If we restrict ϕ to a
bounded domainD, then the vector space generated by the functions φ(t1, . . . , tn) =
ϕ((t1+b1)/p
e, . . . , (tn+bn)/p
e) with bi integers and ((t1+b1)/pe, . . . , (tn+bn)/pe) ∈
D , is finite dimensional (Definition 4.1). Explicitly, we show:
Theorem. [Theorem 4.6] For an F -finite, regular ring R essentially of finite type
over a finite field of positive characteristic and non zero ideals a1, . . . , an of R, there
is a p-fractal function ϕ : Rn≥0 → N such that
τ(ac11 ...a
cn
n ) = τ(a
d1
1 ...a
dn
n )⇐⇒ ϕ(c1, . . . , cn) = ϕ(d1, . . . , dn),
and therefore the constancy regions are of the form ϕ−1(i) for i ∈ N.
Roughly speaking, this shows that each constancy region has a p-fractal structure
that, as we see in the examples in Section 5, can be intricate.
This note is structured as follows. In section 2 we recall the definition of test
ideals and mixed test ideals following [BMS] and state some of the theorems that
were proved there. In section 3 we give our main definitions and deduce some basic
consequences of these definitions. We prove our main theorem in section 4. In the
last section, we give an example of a constancy region that is not a finite union of
polyhedral regions.
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2. Preliminaries
Recall that a ring R of positive characteristic is F-finite if the Frobenius mor-
phism F : R → R is finite. Throughout this note we let R be a regular ring
essentially of finite type over an F -finite field k of positive characteristic p. In
particular, R is F -finite as well.We now recall the basic definitions and properties
related to test ideals and refer to [BMS] for proofs and details.
Given an ideal b in R, we denote by b[1/p
e] the smallest ideal J such that b ⊆
J[p
e] := (fp
e |f ∈ J). The existence of a smallest such ideal is a consequence of the
flatness of the Frobenius map in the regular case. The following proposition gives
an explicit description of b[1/p
e] when R is free over Rp
e
.
Proposition 2.1. [BMS, Proposition 2.5] Suppose that R is free over Rq, for
q = pe, and let e1, . . . , eN be a basis of R over Rq. If h1, . . . , hn are generators of
an ideal b of R, and if for every i = 1, . . . , n we write
hi =
N∑
j=1
aqi,jej
ON THE CONSTANCY REGIONS FOR MIXED TEST IDEALS 3
with ai,j ∈ R, then
b[1/p
e] = (ai,j |i ≤ n and j ≤ N).
Test ideals were introduced by Hochster and Huneke [HH] as a tool in their tight
closure theory , and were later generalized by Hara and Yoshida [HY] in the context
of pairs (R, ac), where a is an ideal in R and c is a real parameter. Blickle, Mustaţă,
and Smith [BMS] gave an elementary description of these ideals in the case of a
regular F -finite ring R . It is this description which we take as our definition.
Definition 2.2. Given a non-negative number c and a nonzero ideal a, we define
the generalized test ideal of a with exponent c to be
τ(ac) =
⋃
e>0
(adcp
ee)[1/p
e],
where dce stands for the smallest integer ≥ c.
The ideals in the above union form an increasing chain of ideals; therefore as R
is Noetherian, they stabilize. Hence for e large enough τ(ac) = (adcp
ee)[1/p
e]. In the
principal ideal case we can say more.
Proposition 2.3. [BMS2, Lemma 2.1] If λ = mpe for some positive integer m, then
τ(fλ) = (fm)[1/p
e].
It can be shown that as the parameter c varies over the reals, only countably
many different test ideals appear; moreover, we have:
Theorem 2.4. [BMS, Proposition 2.14] For every nonzero ideal a and every non-
negative number c, there exists  > 0 such that τ(ac) = τ(ac
′
) for c < c′ < c+ .
Definition 2.5. A positive real number c is an F-jumping exponent of a if τ(ac) 6=
τ(ac−) for all  > 0
The F -jumping exponents of an ideal a form a discrete set of rational numbers,
that is, there are no accumulation points of this set. In fact, they form a sequence
with limit infinity (see [BMS, Theorem 3.1]).
As in the case of one ideal, one can define the mixed test ideal of several ideals
as follows.
Definition 2.6. Given nonzero ideals a1, ..., an of R and non-negative real numbers
c1, ..., cn, we define the mixed generalized test ideal with exponents c1, . . . , cn as:
τ(ac11 · · · acnn ) =
⋃
e>0
(a
dc1pee
1 · · · adcnp
ee
n )
[1/pe].
As in the case of τ(ac), we have τ(ac11 · · · acnn ) = (adc1p
ee
1 · · · adcnp
ee
n )[1/p
e] for all e
large enough.
Theorem 2.7. Let a1, . . . , an be nonzero ideals in the polynomial ring R = k[x1, . . . , xr],
and let c1 = r1/ps, . . . , cn = rn/ps be such that r1, . . . , rn are natural numbers.
If each ai can be generated by polynomials of degree at most d, then the ideal
τ(ac11 · · · acnn ) can be generated by polynomials of degree at most bd(c1+ . . .+ cn)c.
Here brc stands for the biggest integer ≤ r.
ON THE CONSTANCY REGIONS FOR MIXED TEST IDEALS 4
Proof. We argue as in [BMS, Proposition 3.2], where the result was proven for the
case of one ideal. We know that R is free over Rp
e
with basis
{βjxα11 · · ·xαrr |0 ≤ αi < pe and βjpart of a basis for kover kp
e}.
The ideal adp
ec1e
1 · · · adp
ecne
n can be generated by polynomials of degree at most
ddpec1e + . . . + ddpecne. Hence taking e > s large enough by Proposition 2.1 the
ideal
τ(ac11 · · · acnn ) = (adp
ec1e
1 · · · adp
ecne
n )
[1/pe]
is generated by polynomials of degree at most (ddpec1e + . . . + ddpecne)/pe =
(dpe−sr1 + . . .+ dpe−srn)/pe = d(r1 + ...+ rn). 
3. Some Sets Associated to mixed test ideals
In this section we introduce the definitions needed for our study of mixed test
ideals, and derive some basic properties. Recall that R denotes a regular ring
essentially of finite type over an F -finite field k of positive characteristic.
Remark 3.1. In order to simplify notation we denote ac11 ...a
cn
n by ac, where a =
(a1, ..., an), c = (c1, ..., cn) ∈ Rn≥0. We similarly denote the vector (dr1e, ..., drne)
by dre, where r = (r1, . . . , rn) ∈ Rn≥0.
Definition 3.2. Given nonzero ideals a1, . . . , an, and I in R, we define
V I(a, pe) =
{
1
pe
c =
(
c1
pe
, . . . ,
cn
pe
)
∈ 1
pe
Zn≥0| ac 6⊆ I [p
e]
}
and
BI(a, pe) =
⋃
[0, l1]× . . . .× [0, ln] ⊂ Rn,
where the union runs over all (l1, . . . , ln) ∈ V I(a, pe).
From this definition it follows that if e′ ≥ e then V I(a, pe) ⊆ V I(a, pe′) and
BI(a, pe) ⊆ BI(a, pe′). Indeed, if ac 6⊆ I [pe], then there is an element f ∈ ac with
f /∈ I [pe], and by the flatness of the Frobenius morphism we get fpe′−e ∈ ape′−ec
but fp
e′−e
/∈ I [pe′ ]. Therefore ape′−ec 6⊆ I [pe′ ], hence we get the first inclusion. The
second one is then straightforward.
Definition 3.3. Let BI(a) =
⋃
e>0B
I(a, pe) and define χIa : Rn → N to be the
characteristic function of the set BI(a). That is, χIa(c) is 1 if c is in BI(a) and it
is 0 otherwise.
In order to study the sets BI(a) it is crucial to understand how they intersect
any increasing path. This motivates the following definition.
Definition 3.4. Let a1, . . . , an, and I 6= R be nonzero ideals as before and let
r = (r1, . . . , rn) ∈ Zn≥0 be such that that ar ⊆ rad(I). We denote
V Ir (a, p
e) = max{m ∈ Z≥0| amr 6⊆ I [pe]}.
Remark 3.5. While in the definition of V I(a, pe) one does not require any relation
between a and I, observe that we require that ar ⊆ rad(I) when we consider
V Ir (a, p
e).
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Note that if amr 6⊆ I [pe] then apmr 6⊆ I [pe+1]. Therefore pV Ir (a, pe) ≤ V Ir (a, pe+1),
hence
(3.1)
(
V Ir (a, p
e)
pe
)
e≥1
is a non-decreasing sequence.
Proposition 3.6. The sequence 3.1 is bounded, hence it has a limit.
Proof. If ar is generated by s elements, then a(s(p
e−1)+1)r ⊆ (ar)[pe]. For l large
enough such that alr ⊆ I, we have V Ir (a, pe) ≤ l(s(pe−1)+1)−1 for all e. Therefore
V Ir (a, p
e)/pe ≤ ls, thus the sequence is bounded. 
Definition 3.7. We call this limit the F -threshold of a associated to I in direction
r = (r1, . . . , rn), and we denote it by CIr(a).
Remark 3.8. In the case n = 1 we recover the usual definition of F -threshold
[MTW], [BMS, Section 2.5].
Lemma 3.9. Let 1pe b = (
b1
pe , . . . ,
b1
pe ) and
1
pe′
c = ( c1
pe′
, . . . , cn
pe′
) be two elements in
Rn≥0. If
bi
pe ≤ cipe′ , for every i, and e′ ≤ e then (ac)[1/p
e′ ] ⊆ (ab)[1/pe].
Proof. It follows as in [BMS, Lemma 2.8]. The condition bi ≤ cipe−e′ implies that
abii ⊇ acip
e−e′
i for every i. Therefore
(ab)[1/p
e] ⊇ (ape−e
′
c)[1/p
e] ⊇ (ac)[1/pe
′
].

Proposition 3.10. Given any c = (c1, . . . , cn) ∈ Rn≥0, there is  = (1, . . . , n) ∈
Rn>0 such that for every r = (r1, . . . , rn) with 0 < ri < i, we have τ(ac) = τ(ac+r).
Proof. We argue as in the proof of [BMS, Proposition 2.14]. We first show that
there is a vector  = (1, . . . , n), with i > 0 for all i, such that for all vectors
r = (r1, . . . , rn) ∈ Zn with ci < 1pe ri < ci + i we have that (ar)[1/p
e] is constant.
Indeed, otherwise there are sequences rm = (rm,1, . . . , rm,n) ∈ Zn≥0 and em ∈ Z≥0
such that 1pem rm converges to c,
(
1
pem rm,i
)
m
is a decreasing sequence for every i,
em ≤ em+1, and (arm)[1/pem ] 6= (arm+1)[1/pem+1 ]. It follows from Lemma 3.9 that
(arm)[1/p
em ] ( (arm+1)[1/p
em+1 ] for all m, but this contradicts the fact that R is
Noetherian.
Assume now that  = (1, . . . , n) is as above and let I = (ar)[1/p
e] for all
r = (r1, ..., rn) ∈ Zn with ci < 1pe ri < ci + i. We show that I = τ(ac). Take
e large enough such that τ(ac) = (adp
ece)[1/p
e] and dp
ecie
pe < ci + i for every i.
If all peci are non-integers then
dpecie
pe > ci and τ(a
c) = I. Let us suppose that
peci is an integer precisely when i = i1, ..., il. Let d = (d1, . . . , dn) be the vector
whose ij coordinates are 1 and all the other are 0. As e is arbitrarily large we
may also assume that ci < ci + 1pe di < ci + i for all i ∈ {i1, . . . , il}, hence I =
(adp
ece+d)[1/p
e] ⊆ (adpece)[1/pe] = τ(ac).
The reverse inclusion follows by showing adp
ece ⊆ I [pe]. Let u ∈ adpece. If e′ > e
and e′ is large enough, then ci < ci + 1pe′ < ci + i, hence a
dpe′ce+1 ⊆ I [pe′ ]. Here
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1 denotes the vector whose coordinates are all 1. Thus, for v a nonzero element in
a1 · · · an we have
vup
e′−e ∈ ape
′−edpece+1 ⊆ adpe
′
ce+1 ⊆ (I [pe])[pe
′−e].
This implies that u is in the tight closure of I [p
e], but as R is a regular ring, the
tight closure of I [p
e] is equal to I [p
e](see [HH]). This gives adp
ece ⊆ I [pe] hence, by
definition, τ(ac) = (adp
ece)[1/p
e] ⊆ I. 
Definition 3.11. A positive real number c is called an F -jumping number of a
in the direction r 6= 0 ∈ Zn≥0, if c is such that τ(acr) 6= τ(a(c−)r) for every real
number  > 0.
Proposition 3.12. If r ∈ Zn≥0 and λ ∈ R≥0, then
τ(aλr1 · · · aλrn) = τ(Jλ),
where J = ar11 · · · arnn .
Proof. By Propostion 3.10, we may assume λ = s
pe′
with s ∈ Z≥0. For e sufficiently
large, we have
τ(aλr1 · · · aλrn) = (adλr1pee · · · adλrnpee)[1/pe] = (asr1pe−e
′
· · · asrnpe−e
′
)[1/p
e]
= ((ar1 · · · arn)spe−e
′
)[1/p
e] = ((ar1 · · · arn)λpe)[1/pe] = τ(Jλ).

Corollary 3.13. The F -threshold of a associated to I in the direction r = (r1, . . . , rn)
is equal to the F -threshold of ar11 · · · arnn associated to I.
Corollary 3.14. The set of F -jumping numbers of a in direction r is equal to the
set of F -jumping numbers of ar.
Therefore [BMS, Corollary 2.30] implies the following.
Corollary 3.15. The set of F -jumping numbers of a in the direction r is equal to
the set of F -thresholds of a, associated to various ideals I, in the direction r.
Given l1, . . . , ln positive real numbers we denote by [0, l] the set [0, l1]×. . .×[0, ln].
Proposition 3.16. Given nonzero ideals a1, . . . , an of R, where R is a regular,
F -finite ring essentially of finite type over a finite field, the set {τ(ac)| c ∈ [0, l]} is
finite.
Proof. Since R is assumed to be essentially of finite type over k, arguing as in the
proof of [BMS, Theorem 3.1], one can see that the assertion for all such R follows
if we know it for R = k[x1, . . . xr], with r ≥ 1. We will therefore assume that we
are in this case.
By Lemma 3.10, we may assume that c = (α1pe , ...,
αn
pe ) with αi ∈ N and e ≥ 1.
Let d be an upper bound for the degrees of the generators of ai, for all i. By
Theorem 2.7 we have that τ(ac) is generated by polynomials of degree ≤ ndL,
where L = max{li}. Since k is finite, there are only finitely many sets consisting of
polynomials of bounded degree and therefore only finitely many ideals τ(ac) where
c ∈ [0, l].

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Definition 3.17. The constancy region for a test ideal τ(ac) is defined as the set
of points c′ ∈ Rn≥0 such that τ(ac) = τ(ac
′
).
Lemma 3.18. BJ(a) consist of the points c ∈ Rn≥0 such that τ(ac) 6⊆ J.
Proof. Assume first that c = (α1pe , . . . ,
αn
pe ) with αi ∈ N. Choose a representation of
c with e large enough such that τ(ac) = (aα)[1/p
e]. In this case we have
c ∈ BJ(a)⇐⇒ aα 6⊆ J [pe] ⇐⇒ (aα)[1/pe] 6⊆ J ⇐⇒ τ(ac) 6⊆ J.
For the general case, let c ∈ BJ(a), this implies that c ∈ BJ(a, pe) for some e.
Therefore we can find r = (α1pe , . . . ,
αn
pe ) ∈ BJ(a, pe) ⊆ BJ(a), with αi ∈ N, αipe ≥ ci.
By the first part this implies τ(ar) 6⊆ J , but as αipe ≥ ci for all i, we have that
τ(ar) ⊆ τ(ac) hence τ(ac) 6⊆ J .
For the reverse inclusion, let c ∈ Rn≥0 be such that τ(ac) 6⊆ J. By Proposition
3.10 there is a point r = (α1pe , . . . ,
αn
pe ) with αi ∈ N, αipe ≥ ci and τ(ac) = τ(ar),
therefore τ(ar) 6⊆ J . We use the first part again and conclude r ∈ BJ(a), but as
αi
pe ≥ ci for all i, we deduce that c ∈ BJ(a). 
Theorem 3.19. If a1, ..., an are all contained in a maximal ideal m and the base
field k is finite, then for each c ∈ Rn≥0, there exist ideals I1, ..., Id and J such that
the constancy region for the test ideal τ(ac) is given by
⋂
i=1,...,d
BIi(a)\BJ(a).
Proof. We first show that this constancy region is bounded. As ai ⊆ m for all i we
have that for any c′ ∈ Rn≥0and e sufficiently large
τ(ac
′
) = (a
dc′1pee
1 · · · adc
′
np
ee
n )
[1/pe] ⊆ (mdc′1pee+...+dc′npee)[1/pe]
⊆ (mdc′1pe+...+c′npee−n)[1/pe] ⊆ mdc′1+...+c′ne−n+1.
Since ∩sms = 0, there is L such that τ(ac) 6⊆ mL, we deduce that for any c′ in
the constancy region τ(ac
′
) = τ(ac) 6⊆ mL, hence c′1 + . . . + c′n ≤ L. This implies
that the constancy region for τ(ac) is bounded.
To deduce our description consider a sufficiently large hypercube [0, l] containing
the constancy region for τ(ac). By Proposition 3.16, we know that the set A =
{τ(ac)|c ∈ [0, l]} is finite. Let I1, . . . , Id be the ideals inA that are strictly contained
in τ(ac) and let J = τ(ac). We claim that the constancy region for τ(ac) is equal to⋂
i=1,...,d
BIi(a)\BJ(a). Lemma 3.18 implies that the set ⋂
i=1,...,d
BIi(a)\BJ(a) is equal
to the set of all r such that τ(ar) 6⊆ Ii for all i and τ(ac) ⊆ τ(ar), or equivalently,
τ(ar) = τ(ac) by our choice of Ii. 
Remark 3.20. We can remove the condition that all ideals ai are contained in a
maximal ideal and still get a similar description. Explicitly, in each hypercube [0, l]
the constancy region is given by
⋂
i=1,...,d
(
BIi(a)\BJ(a))∩[0, l], for suitable I1, . . . , Id
and J .
We now give a version of Skoda’s theorem for mixed test ideals (see [BMS,
Proposition 2.25] for the case of one ideal). This theorem allows us to describe the
constancy regions in the first octant by describing only the constancy regions in a
sufficiently large hypercube [0, l] = [0, l1]× . . .× [0, ln].
ON THE CONSTANCY REGIONS FOR MIXED TEST IDEALS 8
Theorem 3.21. (Skoda’s Theorem) Let e1, ..., en be the standard basis for Rn, and
assume 1 ≤ i ≤ n. If ai is generated by mi elements, then for every s = (s1, . . . , sn)
with si ≥ mi, we have
τ(as) = aeiτ(as−ei).
Proof. We only need to prove (adp
ese)[1/p
e] = aei(adp
e(s−ei)e)[1/p
e] for e large enough.
Let d = (d1, .., dn) be a vector with integer coordinates and di ≥ pesi. We want
to show that
(ad)[1/p
e] = aei(ad−p
eei)[1/p
e],
from which the result follows.
Since ad−p
eei · a[pe]i ⊆ ad ⊆ ((ad)[1/p
e])[p
e], we have
ad−p
eei ⊆ (((ad)[1/pe])[pe] : a[pe]i ) = ((ad)[1/pe] : ai)[pe],
where the equality is consequence of the flatness of Frobenius. Therefore
(ad−p
eei)[1/p
e] ⊆ ((ad)[1/pe] : ai),
that is,
aei(ad−p
eei)[1/p
e] ⊆ (ad)[1/pe].
For the reverse inclusion, note that since di ≥ mi(pe − 1) + 1, in the product of di
of the generators of ai at least one should appear with multiplicity ≥ pe. Therefore
ad = a
[pe]
i · ad−p
eei , hence
ad ⊆ a[pe]i · ad−p
eei ⊆ a[pe]i ·
(
(ad−p
eei)[1/p
e]
)[pe]
=
(
aei · (ad−peei)[1/pe])[pe],
which clearly implies (ad)[1/p
e] ⊆ aei(ad−peei)[1/pe]. 
Proposition 3.22. If c is an F -jumping number in the direction r = (r1, . . . , rn)
then also cp is an F -jumping number in the direction r.
Proof. Note that V Ir (a, pe+1) = V I
[p]
r (a, p
e), hence pCIr(a) = CI
[p]
r (a). 
4. The constancy regions
In this section we prove our main result, Theorem 4.6 below. We begin by
recalling our definition of p-fractals.
Let F be the algebra of functions φ : Rn≥0 → Q. For each q = pe and every
b = (b1, . . . , bn) ∈ Zn with 0 ≤ bi < q we define a family of operators Tq|b : F → F
by
Tq|bφ(t1, . . . , tn) = φ((t1 + b1)/q, . . . , (tn + bn)/q).
Definition 4.1. Let φ : [0, l]n → Q be a map and let denote also by φ its extension
by zero to Rn≥0. We say that φ is a p-fractal if all the Tq|bφ span a finite dimensional
Q-subspace V of F . Furthermore, we say that an arbitrary φ ∈ F is a p-fractal if
its restriction to each hypercube [0, l] is a p-fractal.
Remark 4.2. This definition is similar to the one in [MT, Definition 2.1]. The
only difference is that in [MT, Definition 2.1] the domain of the functions is the
hypercube [0, 1]× . . .× [0, 1].
In this section we assume that R is a regular, F -finite ring essentially of finite
type over a finite field of characteristic p > 0, and ai ⊆ R are nonzero ideals.
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Lemma 4.3. Let c = (c1, . . . , cn) ∈ Rn≥0, and a1, . . . an be nonzero ideals of R then
τ(ac)[1/p
e] = τ(a
1
pe c).
Proof. Taking k large enough
τ(ac)[1/p
e] =
(
(a
dc1pke
1 · · · adcnp
ke
n )
[1/pk]
)[1/pe]
and by [BMS, Lemma 2.4] the later contains
(a
dc1pke
1 · · · adcnp
ke
n )
[1/pk+e] = (a
d c1pe pk+ee
1 · · · a
d cnpe pk+ee
n )
[1/pk+e]
= τ(a
1
pe c).
Therefore τ(ac)[1/p
e] ⊇ τ(a 1pe c).
For the other inclusion note that
τ(ac) = (a
dc1pke
1 · · · adcnp
ke
n )
[1/pk]
= (a
d c1pe pk+ee
1 · · · a
d cnpe pk+ee
n )
[pe/pk+e]
that by [BMS, Lemma 2.4] is contained in(
(a
d c1pe pk+ee
1 · · · a
d cnpe pk+ee
n )
[1/pk+e]
)[pe]
= τ(a
1
pe c)[p
e]
but this is equivalent to say
τ(ac)[1/p
e] ⊆ τ(a 1pe c).

Lemma 4.4. Let l = (l1, . . . ln) ∈ Zn be such that li is the minimum number of
generators of the ideal ai. Let b ∈ Zn such that li − 1 ≤ bi . For all e, we have
Tpe|bχIa = Tp0|(l−1)χ
(I[p
e]:ab−l+1)
a ,
where χIa denotes the characteristic function introduced in Definition 3.3.
Proof. We have that
Tpe|bχIa(t) = χ
I
a
(
1
pe
(t+ b)
)
is equal to 1 if and only if, by Lemma 3.18, to
τ(a
1
pe (t+b)) 6⊆ I,
and by Lemma 4.3 this is
τ(at+b)[1/p
e] 6⊆ I,
but the later is equivalent to
τ(at+b) 6⊆ I [pe].
As bi ≥ li − 1 by Skoda’s Theorem the previous expresion becomes
ab−l+1 · τ(at+l−1) 6⊆ I [pe]
Wich in turn is equivalent to
τ(at+l−1) 6⊆ (I [pe] : ab−l+1)
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but this is the case if and only if
Tp0|(l−1)χ
(I[p
e]:ab−l+1)
a (t) = χ
(I[p
e]:ab−l+1)
a (t+ l− 1)
is equal to 1
Note that a point of the form 1
pk
r+ (l− 1) with r ∈ Zn is in B(I[pe]:ab−l+1)(a) if
and only if ar+p
k(l−1) 66⊆ (I [pe] : ab−l+1)[pk] if and only if ar ·apk(l−1) · (ab−l+1)[pk] 6⊆
I [p
e+k] this by Lemma 4.3 occurs if and only if ar+p
kb 6⊆ I [pe+k], or equivalently
1
pe+k
r + 1pe b ∈ BI(a). From this the result follows easily. 
This lemma is especially useful when the ideals are principal, as we will see in
the examples of Section 5.
Lemma 4.5. In each hypercube [0, l] there are only finitely many functions χIa.
That is, the set {χIa|[0,l]; I ⊆ R} is finite.
Proof. By Lemma 3.18, BI(a) is the set of all points c = (c1, . . . , cn) ∈ Rn≥0 such
that τ(ac) 6⊆ I, hence BI(a) is a union of constancy regions. By Lemma 3.16, we
know that there are only finitely many constancy regions for bounded exponents,
therefore there are only finitely many functions χIa|[0,l]. 
Theorem 4.6. There is a p-fractal function ϕ : Rn≥0 → N for which
τ(ac11 ...a
cn
n ) = τ(a
d1
1 ...a
dn
n )⇐⇒ ϕ(c1, ..., cn) = ϕ(d1, ..., dn),
and therefore the constancy regions are of the form ϕ−1(i) for some number i.
Proof. We first show that the functions χIa are p-fractal. We want to prove that all
the Tpe|bχIa span a finite dimensional space. Lemma 4.4 states that all but finitely
many of these functions have the form Tp0|(l−1)χJa for different ideals J . Lemma
4.5 ensures that there are only finitely many of those in each hypercube [0, l]. From
this it follows that χIa is a p-fractal.
For c ∈ Rn≥0, let ηc be the characteristic function associated to the constancy
region τ(ac). Remark 3.20 implies that that in each hypercube [0, l], ηc|[0,l] =(
χI1a · · ·χIda − χJa
) ∣∣
[0,l] for some ideals I1, . . . , Id and J , therefore ηc is p-fractal.
Clearly there are countably many constancy regions, so we can numerate them.
For every i, let ci = (ci1, . . . , cin) a point in the i-th constancy region, and we define
ϕ =
∑
i∈N
i · ηci .
This function satisfies the desired conditions. 
Corollary 4.7. Let ηc be the characteristic function associated to the constancy
region of τ(ac), then ηc is a p- fractal.
5. An Example
In section 4 we showed that the characteristic functions of the constancy regions
are p-fractal functions, Corollary 4.7. We use this fact and Proposition 2.1 to
compute an explicit example. Throughout this section we use a subscript ∗p to
denote that the number is written in base p. One of the main tools for computing
examples is the following theorem:
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Theorem 5.1. (Lucas’ Theorem [E]) Fix non-negative integers m ≥ n ∈ N and a
prime number p. Write m and n in their base p expansions: m =
∑r
j=0mjp
j and
n =
∑r
j=0 njp
j .Then modulo p,(
m
n
)
=
(
m0
n0
)
·
(
m1
n1
)
· · ·
(
mr
nr
)
,
where we interpret
(
a
b
)
as zero if a < b. In particular,
(
m
n
)
is non-zero mod p if and
only if mj ≥ nj for all j = 1, . . . r.
Remark 5.2. In particular if m = pk − 1 all the coefficients in the expansion of
(x+ y)m are nonzero.
Example 5.3. (The Devil’s Staircase) Let R = F3[x, y], f1 = x+ y, and f2 = xy.
We want to describe the constancy regions for the test ideals τ(fc).
We first show that there are five different test ideals in the region [0, 1] × [0, 1].
More precisely, we show that
τ(fc) =

R or (x, y), c ∈ [0, 1)× [0, 1)
(x+ y), c ∈ {1} × [0, 1)
(xy), c ∈ [0, 1)× {1}
(xy(x+ y)), c = (1, 1).
We want to compute the test ideal at ( 13 ,
2
3 ) . By Proposition 3.12
τ(f (0.13,0.23)) = τ((f1 · f22 )
1
3 ).
By Proposition 2.3,
τ((f1 · f22 )
1
3 ) = ((x+ y)(xy)2)[
1
3 ] = (x3y2 + x2y3)[
1
3 ].
Finally, Proposition 2.1 gives
(x3y2 + x2y3)[
1
3 ] = (x, y),
and therefore
τ(f c11 · f c22 ) ⊆ (x, y) if c1 ≥ 1/3and c2 ≥ 2/3.
In particular, the test ideal associated to the points (1− 1
3k
, 1− 1
3k
) is contained in
(x, y). Now
τ(f (1−
1
3k
,1− 1
3k
)) = ((x+ y)3
k−1(xy)3
k−1)[
1
3k
]
= ((x2y + xy2)3
k−1)[
1
3k
].
Since the terms x2(3
k−1)y3
k−1and x3
k−1y2(3
k−1)appear in the expansion of (x2y+
xy2)3
k−1 with nonzero coefficient, Remark 5.2. We conclude that τ(f (1−
1
3k
,1− 1
3k
)) ⊇
(x, y). Therefore
τ(f (1−
1
3k
,1− 1
3k
)) = (x, y).
Thus there are only two test ideals in the region [0, 1) × [0, 1), these are R and
(x, y).
Clearly τ(f (1,0)) = (x+ y), and by Skoda’s Theorem
τ(f (1,1−
1
3k
)) = f1 · τ(f (0,1−
1
3k
))
= (x+ y) · ((xy)3k−1)[ 13k ]
= (x+ y),
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hence the only test ideal in the region [0, 1)× {1} is (x+ y).
In a similar way, τ(f (0,1)) = (xy) and
τ(f (1−
1
3k
,1)) = f2 · τ(f (1−
1
3k
,0))
= (xy) · ((x+ y)3k−1)[ 13k ]
= (xy).
Thus (xy) is the only test ideal that appears in the region{1} × [0, 1).
Lastly, note that the test ideal at (1, 1) is
τ(f (1,1)) = ((x+ y)xy).
We now show that ( 13 ,
2
3 ) is a point in the boundary of B
(x,y)(f) and then use
the p-fractal structure to sketch the constancy regions.
For every k
τ(f (
1
3− 13k ,
2
3− 13k ))
= ((x+ y)3
k−1−1(xy)2·3
k−1−1)[
1
3k
].
But in the expansion of (x+ y)3
k−1−1 every term appears with nonzero coefficient,
Remark 5.2. In particular the term (xy)
3k−1−1
2 (xy)2·3
k−1−1 appears with non-zero
coefficient when expanding the product (x+y)3
k−1−1(xy)2·3
k−1−1. Since the degrees
in x and y of this monomial are smaller than 3k, by Proposition 2.1 we conclude
that τ(f (
1
3− 13k ,
2
3− 13k )) = R . Thus
χ
(x,y)
f (
1
3
,
2
3
) = 0
and
χ
(x,y)
f ([0,
1
3
)× [0, 2
3
)) = 1.
The later shows that the point ( 13 ,
2
3 ) is in the boundary of constancy regions
for R and (x, y). We can use the p-fractal structure to find more points in this
boundary. The idea is to break the region [0, 1] × [0, 1] into squares of length 1/3
and find which of these must contain a boundary point. Then we apply the p-fractal
structure to these squares to find the points.
For the points (0, 23 ), (
2
3 ,
1
3 ), (
1
3 , 1), and (1,
2
3 ) we have:
τ(f (0,
2
3 )) = ((xy)2)[
1
3 ] = R,
τ(f (
2
3 ,
1
3 )) = ((x+ y)2xy)[
1
3 ] = (x3y − x2y2 + xy3)[ 13 ] = R
and
τ(f (
1
3 ,1)) = ((x+ y)(xy)3)[
1
3 ] = (xy) ⊂ (x, y),
τ(f (1,
2
3 )) = ((x+ y)3x2y2)[
1
3 ] = (x+ y) ⊂ (x, y).
Therefore there should be boundary points in the squares [0, 1/3)× [2/3, 1) and
[2/3, 1)×[0, 1/3). Is easy to check that there are not boundary points in all the other
squares. From this and lemma 4.4 we know that T3|(0,2)χ
(x,y)
f = T3|(2,1)χ
(x,y)
f =
χ
(x,y)
f , since χ
(x,y)
f is the only characteristic function that is non constant in [0, 1)×
[0, 1). Moreover,
χ
(x,y)
f (0.013, 0.223) = χ
(x,y)
f (03 + 0.013, 0.23 + 0.023)
= χ
(x,y)
f (
03 + 0.13
3
,
23 + 0.23
3
) = T3|(0,2)χ
(x,y)
f (0.13, 0.23)
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= χ
(x,y)
f (0.13, 0.23) = χ
(x,y)
f (
1
3
,
2
3
) = 0
in a similar way
χ
(x,y)
f (0.213, 0.123) = 0
and
χ
(x,y)
f ([0, 0.013)× [0, 0.223)) = χ(x,y)f ([0, 0.213)× [0, 0.123)) = 1.
This is the points (0.013, 0.223) and (0.213, 0.123) are also in the boundary. We
can repeat the proccess by subdividing the squares [0, 1/3)× [2/3, 1) and [2/3, 1)×
[0, 1/3) into smaller squares of length 1/9 and obtain more points of the boundary.
This process can be sumarized as follows. Let A is the set of points obtained from
(0.13, 0.23) by successively applying the operations
(0.a1 . . . an13, 0.b1 . . . bn23) 7→
{
(0.a1 . . . an013, 0.b1 . . . bn223)
(0.a1 . . . an21, 0.b1 . . . bn123)
then
χ
(x,y)
f (p) = 0
and
χ
(x,y)
f ([0,p)) = 1
for all p ∈ A. This is, the points of A are points in the boundary. We can now
sketch the regions of constancy in [0, 1]× [0, 1]:
Using Skoda’s theorem, we can describe the whole diagram of test ideals:
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Remark 5.4. We choose the name Devil’s Staircase for this example, because the
resemblance to the Devil’s Staircases or Cantor functions that appear in the basic
courses of analysis.
Example 5.5. In a similar way, it can be shown that for any characteristic p the
same polynomials give a staircase that has infinitely many steps. Indeed,
τ(f
( 1
pk
,1− 1
pk
)
) = ((x+ y)(xy)p
k−1)[
1
pk
]
= (x, y)
but
τ(f
( 2
pk
,1− 2
pk
)
) = ((x+ y)2(xy)p
k−2)[
1
pk
]
= R
and so we have many different points in the line x+2y = 2 with test ideal equal to
(x, y) and infinitely many with test ideal equal to R. Therefore we can not expect
that there are characteristics for which the region given by the test ideals will be
the same as the one given by the multiplier ideals
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