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SUMMARY
For the solution of practical ﬂow problems in arbitrarily shaped domains, simple Schwarz domain
decomposition methods with minimal overlap are quite efﬁcient, provided Krylov subspace methods, e.g.
the GMRES method, are used to accelerate convergence. With an accurate subdomain solution, the
amount of time spent solving these problems may be quite large. To reduce computing time, an
inaccurate solution of subdomain problems is considered, which requires a GCR-based acceleration
technique. Much emphasis is put on the multiplicative domain decomposition algorithm since we also
want an algorithm which is fast on a single processor. Nevertheless, the prospects for parallel implemen-
tation are also investigated. © 1998 John Wiley & Sons, Ltd.
KEY WORDS: domain decomposition; GCR; Krylov–Schwarz; incompressible Navier–Stokes; boundary-ﬁtted co-
ordinates; ﬁnite volume
1. INTRODUCTION
For the solution of the incompressible Navier–Stokes equations in domains of arbitrary shape,
we use a ﬁnite volume method on structured boundary ﬁtted grids. References [1–6] describe
the discretization in detail and [7,5] discuss the capability of the method to accurately solve a
number of laminar and turbulent ﬂows. A Schwarz-type domain decomposition iteration [8] in
combination with GMRES [9] acceleration is used. In [10,11], signiﬁcant reductions in
computing time can be obtained using the GMRES acceleration procedure.
However, since the method described in [12] requires accurate solutions of subdomain
problems, it appears that the computing time can be much larger than that using single-block
solutions for the same number of unknowns. Also, it is not known beforehand how accurately
the subdomain problems must be solved. The required subdomain solution accuracy may be
quite high, especially when grid cells are stretched near block interfaces, and a too low
accuracy generally gives wrong results. A possible solution to both problems is to abandon the
assumption of exact subdomain solutions and to allow (very) inaccurate subdomain solutions.
Since the preconditioner may now vary in each iteration, GMRES acceleration may no longer
be applied. Instead, a method based on GCR [13] is used.
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Considerable reductions in computing time can be obtained in this way for a two-dimen-
sional advection–diffusion equation, see [14]. Approximate subdomain solutions using a single
iteration with ILUD factorization reduced multiblock computing time to almost that of
single-block computing time. This encouraged us to extend this approach to the Navier–
Stokes equations. Theoretical results and numerical experiments are presented to illustrate the
effect of inaccurate solutions of subdomain problems for the incompressible Navier–Stokes
equations.
Parallel computing is of increasing importance. This makes it important to compare the
parallel (additive) domain decomposition algorithms with the best multiplicative algorithms;
which are known to be faster than additive algorithms. Thus, it is also important to give
attention to multiplicative algorithms.
2. DISCRETIZATION
For the spatial discretization, a ﬁnite volume method employing a staggered grid and central
discretization was used. The normal velocity components are located at the center of the faces
of the cells and the pressure unknowns are located in the center of the cells, see Figure 1.
For the time discretization, the implicit Euler method is used. With V
n and P
n representing
the algebraic vectors of velocity and pressure unknowns at time t
n, respectively, we get
V
n1V
n
Dt
M(V
n, P
n)V
n1GP
n1, (1)
DV
n10, (2)
where (1) represents the momentum equations and (2) represents the incompressibility condi-
tion div u0. The matrix M represents the linearized spatial discretization of the Navier–
Stokes equations around time level n, G is the discretized gradient operator and D is the
discretized divergence operator on a staggered grid. Figure 2 shows the discretization stencils.
To solve (1) and (2) with the pressure correction method [15–17], these equations are
approximated by the following variant of the Peaceman–Rachford scheme
V*V
n
Dt
M(V
n, P
n)V*GP
n (3)
and
V
n1V
n
Dt
M(V
n, P
n)V*GP
n1, (4a)
DV
n10. (4b)
Figure 1. Arrangement of unknowns in a staggered grid.
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Figure 2. Discretization stencils: discretization of divergence operator D; x-component of momentum equations, M1;
and x-component of gradient matrix, G1.
Subtraction of (3) from (4a) gives
V
n1V*
Dt
G(P
n1P
n). (5)
Substitution of (4b) into (5) results in
DG DP
DV*
Dt
, (6)
where DPP
n1P
n. This is the pressure correction equation. Because the boundary
conditions are already implied in Equations (1) and (2), with corresponding boundary
modiﬁcations of the operators D and G, no boundary conditions are required for the pressure
correction equation. This is fortunate, since such conditions are not available.
After the pressure correction DP has been computed from Equation (6), it is substituted into
Equation (5), which leads to
V
n1V*DtG DP. (7)
In summary, the pressure correction method consists of three steps: (i) computation of V*
from Equation (3), (ii) computation of DP (and P
nl) from Equation (6), and (iii) computation
of V
n1 from Equation (7).
3. DOMAIN DECOMPOSITION
A basic approach to handle ﬂow problems in geometrically complicated domains while still
maintaining structured grids is called domain decomposition. The domains can have large or
small overlaps. For practical reasons, domain decomposition with minimal overlap prevails in
industry, and is used here so that the analysis and numerical experiments shed light on and
suggest easy-to-apply improvements to approaches common in engineering applications. Given
this type of geometrically inspired domain decomposition, fast iterative convergence is desired.
If fast convergence is the sole purpose, a large overlap could be used and a global coarse grid
correction could be employed.
It is known from theory [18] and experiment [19] that both a constant overlap in physical
space and a multilevel acceleration are required to keep the iteration count constant as the
mesh is reﬁned. Examples of constant overlap in physical space can be found in References
[20–22]. However, as observed in [19,23,24], algorithms with small overlaps can be quite
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effective, even for large and ill-conditioned problems. Although the number of GMRES
iterations is typically higher with a small overlap, this is compensated for by the fact that there
is less duplication of work in the overlap regions. Methods using a small overlap are also much
easier to implement for practical complicated problems, and tend to dominate engineering
applications.
A coarse grid correction [25–28] can be quite effective for improving the convergence of
domain decomposition. However, in large codes used for engineering computations, coarse
grid correction is difﬁcult to implement and will not be considered here. The aim of this paper
is to optimize the efﬁciency of domain decomposition with minimal overlap.
3.1. General description
The pressure correction algorithm, (3)–(7), is used for Navier–Stokes solution on the global
domain. The Equations (3) and (6) are solved using domain decomposition. In this paper, we
assume that the subdomains intersect regularly, i.e. the grid lines are continuous across
block-interfaces. For the description of the domain decomposition algorithm, we start from a
discretization of the momentum and pressure equations on the global grid.
The discretization matrix of the linearized momentum equations on the global domain is
S(V
n, P
n)
I
Dt
M(V
n, P
n), (8)
and the discretization matrix of the pressure equations on the global domain is
TDG, (9)
with D being the global divergence and G the global gradient operator. Equations (8) and (9)
are solved using domain decomposition. The correction of V* is independently carried out in
all blocks.
Both the pressure equations (6) and the momentum equations (3) can be written as
A6f, (10)
with either AS from (8) and 6V, for the momentum equations, or AT from (9) and
6Dp, for the pressure equations. If we decompose A into blocks such that each block
corresponds to all unknowns in a single subdomain, with a small modiﬁcation for the
momentum equations (see further on), then for two subdomains
AA11
A21
A12
A22
m
, (11)
where A11 and A22 represent the subdomain discretization matrices and A12 and A21 represent
the coupling between subdomains. Unaccelerated domain decomposition iteration for Equa-
tion (10) is of the following form
6
m1(IN
1A)6
mN
1f, (12)
with N
1 as an approximation to the inverse of the block diagonal or block lower-triangular
matrix of A. The matrix N is called the block Jacobi or Gauss–Seidel matrix of A, depending
on the method used.
Block Gauss–Seidel and Jacobi iterations are algebraic generalizations of the Schwarz
domain decomposition algorithm [8,29]. Similar to Schwarz domain decomposition in each
iteration, subdomain problems are solved using values from neighboring blocks. For instance,
Equation (12) solved for domain 1 becomes
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61
m1A11
1(fA1262
m), (13)
where A11
1 represents the subdomain solution and 62
m represents the values from the neighbor-
ing block. The subdomain problems A11x1...a n dA22x2. . . are solved using GMRES [9]
with appropriate preconditioners [30]. GMRES may be used to solve subdomain problems as
well as to accelerate domain decomposition. We cannot apply the above described block
Gauss–Seidel and Jacobi algorithms directly to the momentum matrix S because the normal
velocity components at the block interfaces belong to two blocks. First we augment the matrix
S in the following way. For the sake of argument, consider a decomposition into two blocks
as in Figure 3.
Suppose that the velocity unknowns are divided into three sets as in Figure 3.
 The ﬁrst set consists of velocities belonging to block 1, excluding the normal velocities at the
block interfaces.
 The second set consists of the normal velocities at the interface.
 The third set consists of the velocities belonging to block 2, excluding the normal velocities
at the block interfaces.
With respect to these three sets of unknowns, the matrix S(V
n, P
n) has the block form
S(V
n, P
n)Ã
Æ
È
S11
S21
S31
S12
S22
S32
S13
S23
S33
Ã
Ç
É
. (14)
The system of equations S(V
n, P
n)V*f can be transformed to the equivalent system
S ( (V
n, P
n)V ( *Ã
Ã
Ã
Æ
È
S11
S21
S21
S31
S12
S22
0
0
0
0
S22
S32
S13
S23
S23
S33
Ã
Ã
Ã
Ç
É
·Ã
Ã
Ã
Æ
È
V ( 1 *
V ( 2 *
V ( %2 *
V ( 3 *
Ã
Ã
Ã
Ç
É
Ã
Ã
Ã
Æ
È
f1
f2
f2
f3
Ã
Ã
Ã
Ç
É
. (15)
Figure 3. Deﬁnition of three sets of unknowns: Inr and Ir constitute set I; IIInr and IIIr constitute set III.
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The solution of Equation (15) always satisﬁes V ( 2 *V ( %2 * if S22 is invertible (see [31]) and thus,
Equation (15) is equivalent to the original system of equations S(V
n, P
n)V*f. In view of
Equation (11), we have
A11S11
S21
S12
S22
m
and A22S22
S32
S23
S33
m
, (16)
so that the domain decomposition for the momentum equations has been described.
In Equation (13), 61
m1 only depends on A1262
m. Since A12 has only non-zero coefﬁcients for
unknowns in IIIr (see Figures 2 and 3), the left-hand side 61
m1 only depends on these
components. Similarly, 62
m1 only depends on the components of 61
m in region Ir. The
components in Ir and IIIr are assembled in a vector 6r, also called the interface unknowns, and
the remaining ones in 6nr. The normal ﬂuxes at the block interface in region II are a part of
the inner regions of the subdomains, and are solved for in each iteration.
Finally, the last step (7) of the pressure-correction algorithm is independently carried out in
all blocks. The above discussion can easily be extended to the general multidomain case. Also,
extensions to irregular intersections are possible (see [20,22,32] for examples).
3.2. Accurate subdomain solution
In Reference [12], subdomain problems are assumed to be solved accurately so that N
1 is
the exact in6erse of the block diagonal or block lower-triangular matrix of A,s o
NNgsA11
A21
¥
A22
m
or NNjacA11
¥
¥
A22
m
, (17)
where Ngs is the Gauss–Seidel version and Njac is the Jacobi version of N. The Gauss–Seidel
version is suitable for implementation on a single processor and leads to the sequential or
multiplicative algorithm. The Jacobi version is suitable for parallelization and is called the
parallel or additive version.
It can be observed from Figures 2 and 3 that the left-hand side of Equation (12) only
depends on the values of u
m in regions Ir and IIIr in Figure 3. The unknowns u are ordered in
such a way that
uw
6m
,
where 6 is the interface unknowns (regions Ir, IIIr), and w is the remaining unknowns. We have
(IN
1A)u(IN
1A)Q6, (18)
with
Q0
Im
an injection operator such that Q60
6m
.
By substituting Equation (18) into Equation (12) and by premultiplying with Q
T we get
6
m1Q
Tu
m1Q
T(IN
1A)Q6
mQ
TN
1f. (19)
Since we are interested in the stationary solution 6 of (19) we get
6Q
T(IN
1A)Q6Q
TN
1f, (20)
which is equivalent to
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Q
TN
1AQ6Q
TN
1f. (21)
In this way, accurate solutions of subdomain problems ﬁnally leads to a system involving
only the interface equations. Accelerated domain decomposition in Reference [12] amounts
to solving the interface Equations (21) using GMRESR [33]. In this paper, we use GM-
RES; the required matrix–vector product can be computed by doing one domain decompo-
sition iterations, see [12] for details.
3.3. Inaccurate subdomain solution
Domain decomposition iteration (12) is typically implemented as
N 0 u
m1(NA)u
mf, (22)
where the right-hand side term (NA)u
m represents the discretization of the internal
boundary conditions, which is always exact, and the left-hand side term N 0 u
m1 indicates
solutions of the subdomain problems using some type of solver, which was assumed accu-
rate enough in the previous section.
In general, the stationary solution of Equation (22) satisﬁes the perturbed equations
(AN 0 N)uf instead of Auf. With inaccurate subdomain solutions, the difference
between N 0 and N may be quite large, thus, the computed solution u may have a very
large error. Since the algorithm of the previous section relies on Equation (22), we may
not use this procedure with inaccurate solutions of subdomain problems. Instead we must
use
u
m1u
mN 0 1(fAu
m), (23)
for which the stationary solution u always satisﬁes Auf.
With inaccurate subdomain solutions, we have
N 0 N 0 gsA 0 11
A21
¥
A 0 22
m
or N 0 N 0 jacA 0 11
¥
¥
A 0 22
m
, (24)
where N 0 gs is the Gauss–Seidel (sequential:multiplicative) version and N 0 jac is the Jacobi
(parallel:additive) version of N 0 . The matrices A 0 ii represent inaccurate subdomain solutions.
The matrix–vector product pN 0 gs
1t is computed as
p1A 0 11
1t1
p2A 0 22
1(t2A21t1)
, (25)
where, for instance, A 0 11
1t1 represents an approximate solution in subdomain 1 with a low
accuracy. Another possibility is to take A 0 iiLiUi to be some incomplete LU factorization
of Aii (see further on).
The GMRES subdomain solution implicitly constructs a polynomial p(Aii) of the subdo-
main matrix Aii such that the ﬁnal residual p(Aii)r0 is minimal in the Euclidean norm.
Speciﬁcally, with an initial guess pi00 and right-hand side 6i, we get for the ﬁnal subdo-
main solution, pip(Aii)6i. Since the polynomial p(Aii) depends on both the required
accuracy and the right-hand side (initial residual), the matrix A 0 ii
1p(Aii) can be different
for each 6. Therefore, GMRES acceleration cannot be used since the preconditioner N 0
varies in each step. Only in the case A 0 iiLiUi may we apply GMRES acceleration, but we
still apply GCR in this case.
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3.4. Theoretical moti6ation
Inaccurate solutions of subproblems reduces the amount of work in each domain decompo-
sition iteration at the cost of some additional work in the outer domain decomposition
iteration. Therefore, this approach can only lead to a reduction in computing time if the
increase in outer domain decomposition iterations is small.
A simple analysis of the condition number of the postconditioned matrix AN 0 1 conﬁrms
this statement. For symmetric problems, the condition number is a good estimate for the rate
of convergence ((
k1):(
k1) for CG). For non-symmetric problems, the condition
number is less-closely linked to convergence.
Each iteration involves solving
Nug, (26)
where N is the matrix from Equation (12). With inaccurate solutions of subdomains, we solve
a problem
N 0 u ˜g, (27)
where N 0 as in Equations (23) and (24). All subproblems are solved using a relative accuracy.
Condition 1. Each subproblem Aiiuigi is solved using an initial guess of 0, and with a relative
accuracy of e so that giAiiu ˜i5egi in the Euclidean norm.
Theorem 1 relates N and N 0 .
Theorem 1. If condition 1 holds for all subdomains and all possible right-hand side gi, then
(a) INgsN 0 gs
15Ce, for some constant C\0.
(b) INjacN 0 jac
15e.
Proof
(a) The combination of Condition 1 with A 0 iiu ˜igi (inaccurate subdomain solution) gives
giAiiA 0 ii
1gi(IAiiA 0 ii
1)gi5egi for all gi. From the deﬁnition of a matrix norm, it
follows that IAiiA 0 ii
15e. Without loss of generality, we take two subdomains, so that N
and N 0 are described by Equations (17) and (24), respectively. We get
INN 0 1 IA11A 0 11
1
(IA22A 0 22
1)A21A 0 11
1
¥
IA22A 0 22
1m
. (28)
The partition x,
xx1
x2
m
,
and note that for the Euclidean norm
x5*x1
0m*
* 0
x2
m*
x1x2,
then we have
INN 0 1supx51(INN 0 1)x
5supx51[(IA11A 0 11
1)x1(IA22A 0 22
1)A21A 0 11
1x1
(IA22A 0 22
1)x2].
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Furthermore, for the Euclidean norm x51 implies x151 and x251 so that ﬁnally,
(a) follows with C2A21A 0 11
1.
(b) For any block diagonal matrix Bdiag(D1, D2,... ,Dn), we have
B
r(B
TB)
r[diag(D1
TD1,... ,Dn
TDn)]max{
r(D1
TD1) ,... ,
r(Dn
TDn)}
max{D1,... , Dn}.
If we use the additive postconditioner, then INN 0 1 is a block diagonal matrix with
blocks DiIAiiA 0 ii
1, so that
INN 0 1maxiIAiiA 0 ii
15e.
Therefore, (b) holds. 
Theorem 1 enables a relationship between the condition numbers of AN 0 1 and AN
1 to be
given.
Theorem 2. Under the conditions of Theorem 1 and CeB1, the condition number of
AN 0 1 satisﬁes
k(AN 0 1)5
1Ce
1Ce
·k(AN
1). (29)
Proof
The application of Theorem 1, and noting that * is a least upper-bound norm, gives
NN 0 1NN 0 1II51Ce and (NN 0 1)
1(NN 0 1)
1(INN 0 1)I51
(NN 0 1)
1Ce.
Since CeB1, k(NN 0 1)NN
1·(NN 0 1)
15(1Ce):(1Ce).
The inequality in (29) follows from k(AN 0 1)k(AN
1NN 0 1)5k(AN
1)·k(NN 0 1). 
Theorem 2 shows that the subdomain solution accuracy has only a small effect on the
condition number of the postconditioned matrix. This means that (at least for symmetric
problems) the number of outer iterations will not increase (signiﬁcantly) when the subdo-
main accuracy is lowered. The sensitivity of outer-loop convergence to e is given by the
constant C in Theorem 1, which can be chosen as 1 for the additive algorithm, indepen-
dently of the number of subdomains. This means that for additive algorithms, the condition
Ce is satisﬁed automatically (eB1). For multiplicative algorithms, this sensitivity constant
C will probably also be small and independent of the number of subdomains; however,
sharper bounds may require a much more detailed analysis.
The theorems only hold for constant N 0 . Also, the exact convergence behavior of the
Krylov subspace methods depends on the distribution of the eigenvalues of AN 0 1. For
symmetric, positive deﬁnite matrices AN 0 1, the condition number k(AN 0 1) only relates to
the extreme eigenvalues of AN 0 1, and as such provides only a rough convergence estimate.
Nevertheless, these theorems provide a theoretical justiﬁcation of inaccurate subdomain
solutions in simple cases. We shall see in Section 6 that the conclusions also hold in the
case if N 0 varies in each iteration.
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4. KRYLOV SUBSPACE ACCELERATION
The basic Schwarz domain decomposition iteration converges slowly and is not always
convergent for the Navier–Stokes equations. Therefore, we use Krylov subspace acceleration,
which is frequently used to accelerate domain decomposition methods, see e.g. Reference [34]
and many of the papers on iterati6e substructuring methods in [35–39]. The acceleration
procedure used with accurate solutions of subdomain problems is GMRES applied to the
interface Equations (21) and is described in detail in References [10–12]. This section describes
the procedure used with inaccurate subdomain solutions.
The GCR [13] method for solving Axf can easily be adapted to cope with variable
preconditioners. Because of its simplicity and for completeness sake, we describe the GCR
method here. GCR is based on maintaining two subspaces—a subspace Sks1, s2,... ,sk
for storing the search directions si, and a subspace Vk61, 62,... ,6k with Asi6i. In every
operation of GCR, the property Asi6i is preserved. For simplicity, we take the initial guess
x00, in which case GCR minimizes the residual fAxk2 over xkSk. Clearly, if the
{6i}i1,…,k form an orthonormal basis, we can obtain the solution by projecting onto the space
Vk. So we must ﬁnd xkSk such that fAxk Þ 6i for i1 ,... ,k, therefore
(fAxk, 6i)0. (30)
Since AxkVk we have
Axk %
j1,…,k
lj6j, (31)
and by substituting Equation (31) into Equation (30) we get li( f, 6i) so that
Axk %
i1,…,k
(f, 6i)6i. (32)
Since Asi6i, we have
Axk %
i1,…,k
(f, 6i)AsiA %
i1,…,k
(f, 6i)si, (33)
so that xki1,…,k (f, 6i)si. This gives xk1xk( f, 6k1)skl and with rkfAxk,w eg e t
rk1rk( f, 6k1)6kl. The GCR algorithm proceeds by choosing a new search direction
sk1 (preferably such that Ask1 approximates the residual rk) and computes the vector
6k1Ask1. A modiﬁed Gram–Schmidt procedure is used to make 6k1 orthogonal to 6i
(15i5k). The same linear combinations of vectors are applied to the space of search
directions Sk to ensure that Asi6i still holds for all i. Figure 4 shows the resulting GCR
algorithm.
For the special case of the search direction skirk, we obtain the classical GCR algorithm
which is equivalent to GMRES [9]. For this choice of search direction, the space Sk is called
the Krylov space. The difference between GCR and GMRES is that, with the beneﬁt of
allowing more general search directions, GCR requires twice the storage of GMRES and 1.5
times the number of ﬂoating point operations for orthogonalization. However, GCR can be
combined with truncation strategies, e.g. the Jackson and Robinson [40] strategy, whereas
GMRES can only be restarted. Because of this, truncated GCR may converge faster than
GMRES (see Section 6.2). Furthermore, restarted GCR can be optimized [41], which makes
GCR just as efﬁcient as GMRES. Both optimized restarted GCR and truncated GCR will be
considered in our numerical experiments.
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Figure 4. The GCR algorithm with general search directions without restart and with a relative stopping criterion [33].
Recent developments have led to a more ﬂexible GMRES algorithm which allows more
general search directions, so-called FGMRES [42]. FGMRES is used in [43] to investigate the
Neumann–Dirichlet method with inexact subdomain solutions. The emphasis in [43] is on
restrictions on subdomain solution accuracy to retain the h-independent convergence of the
Neumann–Dirichlet algorithm rather than on reduction of computing time. Optimized
restarted GCR is just as efﬁcient as FGMRES, both in memory requirements and work.
In this paper, we use sk1N 0 1rk, which corresponds to a single iteration of Equation (23)
with an initial guess u
m0. The case of multiple iterations of Equation (23) to determine sk1
is not considered in this paper. If the subdomain problems are solved (inaccurately) using
GMRES, this method reduces to GMRESR [33] for the single domain case. In case A 0 iiLiUi
is the (relaxed) incomplete LU factorization of Aii, we obtain a blocked version of the
subdomain RILU(a) [44] postconditioner (with parameter a), here called RIBLU(a) (relaxed
incomplete block LU). The parameter a may be varied to improve convergence. The
RIBLU(a) preconditioner is investigated for parallel implementation in e.g. [45–48]. The
present paper also investigates the multiplicative version of the RIBLU(a) postconditioner.
The GMRES acceleration procedure may be applied with RIBLU(a), which in this case is
equivalent to GCR acceleration.
The stopping criterion for accurate solutions of subdomain problems differs from that for
inaccurate solutions. With accurate solutions, the stopping criterion is based on the precondi-
tioned residual rQ
TN
1fQ
TN
1AQ6 of only the interface unknowns. On the other hand,
with inaccurate solutions, it is based on the unpreconditioned residual rfAu of all
unknowns. Therefore, a comparison between the two methods is difﬁcult. Nevertheless, we
assume that the ﬁnal solution obtained with both methods is equally accurate if the relative
stopping criterion rk5er0 is used. This assumption was conﬁrmed in [14]. With inaccurate
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subdomain solutions, the results for different subdomain solution accuracies can be compared
since the stopping criterion does not depend on the way subdomain problems are solved.
5. THE MODEL PROBLEM
We shall consider ﬂow around a cylinder in a wall-bounded shear ﬂow. This problem models
the removal of particles from surfaces. Examples of where this type of ﬂow occurs are: the
cleaning of surfaces by water jets, vacuum cleaners and the contamination of surfaces. An
example of the latter is the disposal route of irradiated fuel of nuclear reactors. Therefore, this
problem is of considerable practical interest. From a numerical point of view, it is interesting
because it requires a non-orthogonal grid and the results of the computation can be used to
verify assumptions made by experimentalists [49,50]. The problem also requires large comput-
ing times, about7ho nasingle workstation, which makes it a challenge for algorithmic
improvements and parallel computing.
Figure 5 shows the geometry and decomposition of the domain and a coarse version of the
multiblock and single-block grids. Decompositions into more blocks are obtained by further
decomposing the two blocks into subblocks.
The cylinder has a diameter a2. The Reynolds number is deﬁned as
Re
au*
6
, (34)
with
u*'t0
r
, (35)
where t0m (u:(y is the shear stress associated with the linear inlet velocity proﬁle. Typical
Reynolds numbers for this problem are Re1–5. Our results are given for Re2. In the
computation we used LH10. The boundary conditions are as follows
 ABGFIBC: u0, 60
Figure 5. (a) Geometry and decomposition of the domain, (b) multiblock grid and (c) single-block grid.
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Figure 6. Streamlines of the stationary solution.
 AE: u(t0:m)·y, u0
 DC: sxx0, 60
 ED: sxyt0, 60
The stationary solution was computed using the implicit Euler time integration scheme, with
a start time t0, an end time t10 and a time step of 0.02. The time measurements in the
next section are only given for the ﬁrst ten time steps to avoid excessive computing times.
Figure 6 shows the streamlines for the stationary solution. For futher details on this
computation refer to Reference [12].
6. RESULTS
This section compares accurate solutions with inaccurate solutions of subdomain problems.
We consider both the cylinder problem from the previous section and a Poisseuille ﬂow in a
0.10.1 rectangle. The global grid for the cylinder problem consists of 12240 grid cells. The
single-block cylinder grid in Figure 5 consists of 10800 grid cells. For the Poisseuille problem,
a Cartesian grid of 8080 cells is used.
The subdomain problems are solved using GMRES with RILU(a) preconditioning [30,51]
and a relative stopping criterion. For a0, we get the standard ILU preconditioner [52] and
for a1 we get the modiﬁed ILU preconditioner [44]. RILU(a) [53] lies between these two.
RILUD(a) represents RILU(a) restricted to the diagonal. The momentum equations are
solved using a RILUD(0.95) preconditioner and the pressure equations using a RILU(0.975).
RILU(a) will be used to mean RILUD(0.95) and RILU(0.975) whenever the momentum or
the pressure equations are involved, respectively. The subdomain solution accuracy is varied.
As a special case, the subdomain solution is approximated by means of the inverse of the
RILU(a) [54,30,51] preconditioner, thereby omitting GMRES from subdomain solutions.
The multiblock problem (the outer-loop) is solved to a relative accuracy of 10
4.I na l l
experiments a Krylov space of dimension 20 is used for both GMRES and GCR multiblock
acceleration and for GMRES subdomain solutions. GMRES always uses a restart after 20
iterations. With GCR, we investigate both optimized restart, denoted GCR (restart), and
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truncation, denoted GCR (trunc). Iteration counts and computing times are given in the tables
in the form time(iteration count). The iteration counts and times are totalled over all time steps
taken (ten time steps are used in all examples). The experiments are run on a HP9000:735
workstation.
In most of the experiments, the multiplicative algorithm is used. Only Section 6.4 examines
the additive algorithm. Section 6.1 examines the effect of lowering the accuracy of the
subdomain solutions on the number of iterations and total computing time. Section 6.2
compares single-block solution time with multiblock solution time. Section 6.3 examines the
effect of the a parameter in the subdomain RILU(a) preconditioner on convergence using the
RIBLU(a) postconditioner.
6.1. Lowering the subdomain solution accuracy
Table I lists the computation times and iteration counts for the cylinder problem. A
decomposition into two blocks is used as in Figure 5(a). The table shows the following
quantities
 Total: the total computing time.
 Momentum: the total time and number of domain decomposition iterations needed to solve
the multiblock problem for the momentum equations.
 Pressure: the total time and iterations needed to solve the pressure equations.
 Other: the total time involved in ‘other’ work, like building matrices, computing coefﬁcients,
correcting the subdomain velocity ﬁelds and writing the output ﬁle.
The time listed in the column Other is almost perfectly constant, as it should be since the
amount of work in this category does not depend on the type of domain decomposition
algorithm used. Method I uses GMRES for the outer-loop, based on (hypothetical) accurate
solutions of subdomain problems, method II uses GCR for the outer-loop and uses subdomain
solutions (with possible low accuracy) using GMRES, and method III approximates the
subdomain solution using a single application of the subdomain RILU(a) preconditioner to
the subdomain right-hand side.
As the subdomain solution accuracy is lowered from 10
4 to 10
l, the number of outer
GCR iterations shows only a small increase, which because of the reduced work in solving
subproblems, results in a reduction of total computing time (in this case approximately by a
factor of two). This result is in accordance with Theorem 2. This theorem proves that, for
simple problems, only a small increase in condition number and therefore convergence rate is
Table I. Results with varying accuracy of the subdomain solution for the cylinder
problem, multiplicative algorithm
Total e Other Pressure Momentum
722.8(157) 146.6(37) 924.7 10
8 I 50.5
50.5 10
4 449.1 78.6(38) 315.2(154)
351.6(155) 50.5 10
4 465.2 58.4(37) II
50.5 193.4(168) 43.5(38) 292.1 10
2
50.4 10
1 230.3 47.5(48) 127.6(210)
50.4 106.8(566) 28.4(85) III 190.3 RIBLU(a) postGCR (trunc)
97.0(646) 26.7(85) 179.0 50.6 RIBLU(a) postGCR (restart)
© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 26: 1217–1237 (1998)DOMAIN DECOMPOSITION FOR THE NAVIER–STOKES EQUATIONS 1231
Table II. Single-block solution using GMRES with RILU(a) postconditioning
Pressure Momentum Total Other
Poisseuille ﬂow
21.0(395) 24.4 94.0 46.5(407)
Cylinder problem
128.0 31.6(140) 48.9(497) 44.0
expected when the subdomain solution accuracy is lowered. See Section 3.4 for more
discussion about the applicability of these theorems.
The use of the RIBLU(a) postconditioner (method III) results in smaller amounts of work
per iteration at the cost of much larger iteration counts. The computing time is somewhat
lower than for method II. This is contrary to our model study for the advection–diffusion
equation [14], where the RIBLU(a) postconditioner resulted in a more signiﬁcant drop in
computing time. The reason is that RIBLU(a) preconditioner shows a larger increase in the
number of iterations with respect to subdomain RILU(a) for a close to 1.0. This increase is not
present when a0, see Reference [14] and Section 6.3. The use of optimized restarted GCR
instead of Jackson and Robinson truncation gives only a small reduction in computing time.
For the momentum equations, the total number of iterations is the same; this is because the
number of iterations per time step is below 20 (the dimension of the Krylov space).
6.2. Single-domain 6ersus multidomain
One of the main reasons for investigating inaccurate solutions of subdomain problems is to
reduce the excessive computing times observed in the multiblock incompressible Navier–
Stokes solver [12], and to bring them closer to the single-block solution time. This also gives
better prospects for parallel computing.
Table II lists the number of iterations and computing times for single-block solutions of the
Poisseuille ﬂow on an 8080 grid and the single-block cylinder grid with 10800 cells from
Figure 5. The results are given for GMRES subdomain solutions using RlLU(a) postcondi-
tioning. Table III shows a comparison of single-block solutions and multiblock solutions for
the momentum equations of different decompositions of the domain. Table IV shows a
comparison of single-block solutions and multiblock solutions of the pressure equations for
different decompositions of the domain. It is important to note that with the optimized
restarted GCR method with RIBLU(a) postconditioning (the bottom row in Table IV), the
maximum dimension of the Krylov space had to be increased to 40 to obtain convergence
within 200 iterations per time step of the pressure equations.
Comparing Tables II and III, we see that for small numbers of subdomains, computing time
for the momentum equations can be reduced to below that of single-block solutions in method
II. However, for larger numbers of blocks this is not the case, which is possibly due to
superlinear convergence of the subdomain solvers (see below). Method III is faster than
method II for the cylinder problem, but not for the Poisseuille problem. An explanation is that
the time step for the cylinder problem (0.02) is much smaller than that for the Poisseuille ﬂow
(0.1); this increases the diagonal of the momentum matrix considerably and improves conver-
gence.
Comparing Tables II and IV, we see that for small numbers of subdomains, the computing
time of method II, with inaccurate subdomain solutions, is still 2–3-fold larger than that with
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single-block solutions. Also, for the Poisseuille ﬂow in Table IV, inaccurate subdomain
solutions do not always provide a speed-up. Method III leads to growing iteration counts and
computing times for increasing numbers of blocks. The reason for the bad performance of the
RIBLU(a) postconditioner is that for a close to 1.0, it performs badly with respect to single
domain RILU(a) than for a0 (see Section 6.3). We also see that the Jackson and Robinson
truncation strategy is quite effective in reducing iteration counts compared with restarted
GCR. The optimizations in GCR do not outweigh this increase in iteration count.
A possible reason for the modest reduction in computing time by method II for larger
numbers of blocks is given below. For larger numbers of blocks, the subdomains are smaller
and therefore, superlinear convergence of the subdomain GMRES solver can occur earlier. For
example, in the case of superlinear convergence, lowering the subdomain solution accuracy
from 10
2 to 10
l might only save a single subdomain GMRES iteration (out of say six
iterations). The subdomain solution accuracy therefore, only gives a small reduction of work
needed to solve subdomains, but it may still cause a signiﬁcant increase in the number of GCR
iterations in the outer-loop.
The results in Tables III and IV conﬁrm the remark in Section 3.4, that the constant C in
Theorem 2 does not depend on the number of blocks for the multiplicative algorithm; the ratio
of the number of iterations needed with e10
2 and 10
l does not increase as the domain
is decomposed into subdomains.
Table III. Results with various decompositions into subdomains for the momentum
equations, multiplicative algorithm
III RIBLU(a) postGCR (restart)
Poisseuille ﬂow
e Decomposition
55 44 22
I 171.3(129) 10
8 190.8(120) 333.6(101)
87.5(129) 90.5(121) 147.3(102) 10
4
10
4 120.1(89) 81.0(106) 82.8(116) II
10
2 55.6(89) 50.6(108) 56.6(117)
45.3(111) 10
1 49.9(136) 57.1(146)
78.8(281) 92.5(295) 51.5(241) RIBLU(a) postGCR (trunc) III
65.8(281) 86.4(295) RIBLU(a) postGCR (restart) 42.8(241)
Cylinder problem
e Number of blocks
248
113.6(49) 145.9(49) 10
8 I 146.6(37)
78.6(38) 80.7(49) 63.0(49) 10
4
10
4 II 58.4(37) 65.7(47) 53.0(47)
43.5(38) 49.3(47) 42.4(47) 10
2
59.8(56) 52.5(56) 47.5(48) 10
1
III RIBLU(a) postGCR (trunc) 28.4(85) 30.8(86) 30.8(86)
29.0(86) 29.1(86) 26.7(85) RIBLU(a) postGCR (restart)
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Table IV. Results with various decompositions into subdomains for the pressure equa-
tions, multiplicative algorithm
Poisseuille ﬂow
Decomposition e
224 45 5
120.5(334) 104.2(297) I1 0
8 135.6(180)
63.8(188) 59.7(303) 10
4 77.1(344)
77.8(201) 85.2(323) 108.2(361) 10
4 II
52.9(216) 69.1(333) 10
2 90.8(374)
103.8(456) 81.5(422) 56.0(303) 10
1
53.7(483) 100.6(633) III RIBLU(a) postGCR (trunc) 120.3(660)
RIBLU(a) postGCR (restart) 84.8(767) 124.4(867) 43.3(599)
Cylinder problem
e Number of blocks
48 2
10
8 722.8(157) 688.9(282) 496.2(343) I
247.7(344) 328.4(285) 10
4 315.2(154)
283.2(399) 352.1(279) II 10
4 351.6(155)
193.4(168) 208.6(296) 10
2 201.6(374)
176.6(467) 155.1(371) 10
1 127.6(210)
149.5(742) 183.0(811) III RIBLU(a) postGCR (trunc) 106.8(566)
97.0(646) 173.2(1076) RIBLU(a) postGCR (restart) 225.2(1332)
6.3. The inﬂuence of the parameter a
The properties of the blocked RIBLU(a) preconditioner depend on the parameter a. Figure
7 shows the effect of the a parameter on convergence of domain decomposition for the
momentum and pressure equations for the Poisseuille ﬂow problem.
Figure 7. Effect of the a parameter using the RIBLU(a) preconditioner on the reduction factor: (a) momentum and
(b) pressure equations.
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Table V. Comparison between the multiplicative (Gauss–Seidel) and additive (Jacobi) al-
gorithm for a decomposition into 8 blocks
e Multiplicative Additive
Pressure Momentum Pressure Momentum
87.0(76) 574.8(674) 10
4 53.0(47) 283.2(399)
201.6(374) 68.2(76) 10
2 42.4(47) 394.9(749)
68.1(84) 176.6(467) 276.0(736) 59.8(56) 10
1
30.8(86) 183.0(811) 37.0(101) 213.2(998) RIBLU(a) postGCR (trunc)
34.5(101) 332.3(1965) RIBLU(a) postGCR (restart) 29.0(86) 225.2(1332)
Figure 7 conﬁrms the observation in [14], that with standard ILU preconditioning
(RILU(0)), the number of iterations shows a relatively small increase when the number of
subdomains is increased. Larger values of a51 can have a signiﬁcant effect on convergence,
but this effect diminishes rapidly as more subdomains are used. Clearly, varying the a
parameter for multidomain problems has a much lower inﬂuence on convergence than for
single-domain problems. Also, the optimal value of a is lower for multidomain problems.
6.4. Prospects for parallel implementation
In References [55,56], parallelization of domain decomposition for the incompressible
Navier–Stokes equations using accurate solutions of subdomain problems is investigated. The
method performs well on a cluster of workstations. The reason is that with accurate solutions
of subdomain problems, the parallelization is rather coarse grained. Furthermore, the reduc-
tion to a system of interface Equations (21) makes a very simple parallel implementation
possible.
In this section, we take a brief look at the possibilities for parallel implementation of the
GCR accelerated method of this paper. Table V shows a comparison between the multiplica-
tive and additive algorithms. We see that the penalty for going from the multiplicative to the
additive algorithm is between 1.5 and 2 for method II, which is more than that for method III.
Table V shows that the number of iterations only increases slightly as the subdomain
solution accuracy is lowered to e10
1. This means that lowering the subdomain accuracy
will almost certainly give a lower computing time. Method III requires much more iterations,
especially for the pressure equations, and therefore communication. Therefore, method II is
more suitable for parallel processing than method III. Again, GCR with Jackson and
Robinson truncation is quite effective for method III compared with optimized restarted GCR.
The results in Table V show that for this problem, the multiplicative algorithm is more
sensitive to the subdomain solution accuracy than the additive algorithm is; probably because
of errors made in solving subproblems propagating to other subdomains within a single
iteration.
7. CONCLUSIONS
It is possible to obtain signiﬁcant reductions in computing time by using inaccurate solutions
of subproblems. When the subdomain solution accuracy is lowered, the number of iterations
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increases only slightly, which is conﬁrmed by Theorem 2. Especially for small numbers of
blocks (equivalently, large subdomains), the reduction in computing time can be quite large.
The actual reductions obtained by inaccurate subdomain solutions are very problem-depen-
dent.
For small subdomain problems, superlinear convergence for the subdomain GMRES solver
can occur earlier so that a reduction in subdomain solution accuracy can lead to only a very
small reduction of work needed to solve subdomain problems, but may still cause a more
signiﬁcant increase in the number of iterations needed by the outer GCR iteration. Also, for
smaller subdomain problems, the amount of work needed to solve the subdomain problems is
already small compared with the overhead of GCR acceleration, so that solving the subdomain
problems more inaccurately can only lead to small reductions in computing time.
The sensitivity of convergence in the outer GCR loop stays approximately the same as the
number of subdomains is enlarged. This was shown to be true for the additive algorithm in
Section 3.4 (Theorems 1 and 2), but it probably also holds for the multiplicative algorithm.
Convergence of the multiplicative algorithm seems to be more sensitive to the subdomain
solution accuracy than the additive algorithm.
The RIBLU(a) postconditioned GCR method does not perform well for a close to 1. For
such methods, the a parameter only improves convergence of single-block solutions; its effect
on convergence of multiblock solutions is less. As shown in [14] and Figure 7, the number of
iterations needed with multiplicative RIBLU(0) postconditioners is only slightly larger than
that with single-block solutions. Generalizations of the RIBLU(a) postconditioner to more
subdomains that preserve this property are therefore of interest. Furthermore, overheads in the
implementation can be quite important and are to the disadvantage of the RIBLU(a)
algorithms. These disadvantages of the current RIBLU(a) postconditioner prevent a reduction
of computing time to that of single-block solutions. The optimized restarted GCR method
does not give signiﬁcant reductions in computing time because of an increased number of
iterations compared with Jackson and Robinson truncation.
Parallel implementation of the GCR-based algorithm is attractive because convergence of
the outer GCR loop does not depend sensitively on the subdomain solution accuracy.
Therefore, the number of iterations will, in general, be approximately the same as with very
accurate subdomain solutions, so that reduced computing time is almost certain. Only for very
inaccurate subdomain solutions, e.g. when the RIBLU(a) postconditioner is used, we get a
signiﬁcant increase in the number of iterations and therefore communication.
Inaccurate solutions of subdomain problems combined with GCR acceleration removes the
restriction, inherent in GMRES solutions of interface Equations (21), that subdomain prob-
lems should be solved accurately (enough). The GCR-based algorithm is therefore, more
reliable than the GMRES algorithm for solving interface equations.
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