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ABSTRACT
Coastal and marine ecosystems across the globe are heavily impacted by various anthro-
pogenic stressors, which has led to a significant loss of biodiversity and ecosystem ser-
vices in recent decades. In order to find means to counteract this trend, there is a need to 
develop methods for assessing the environmental impacts of human activities and the 
effectiveness of management practices to mitigate the harmful effects. However, this is 
a challenging task due to the complex interactions within and between the ecosystems 
and human components, and various uncertainties related to them.
Bayesian networks (BNs) are graphical models for reasoning under uncertainty. A BN 
consists of a set of probabilistic variables connected with links describing causalities 
within the system. As the states of the variables are described with probability distribu-
tions, uncertainty can be described in an explicit manner.    BNs also enable integration 
of qualitative and quantitative knowledge from various sources such as observational 
data sets, models and expert knowledge.    
In this thesis I have developed BN models to study environmental risks related to 
anthropogenic stressors in the Gulf of Finland and the Finnish Archipelago Sea. The 
main aim is to quantify human impacts on the environment, and to assess the ability of 
different management measures to lessen these impacts. I focus especially on oil spills 
resulting from potential tanker accidents and I set out to fill various information gaps 
related to this recently emerged threat.
The thesis includes five papers. In paper I, the main aim is to assess the spatial risk 
posed by oil spills in the Gulf of Finland and the Finnish Archipelago Sea, and identify 
species and habitat types with the highest risk. In paper II, I focus on the effectiveness 
of different oil combating methods to mitigate the negative impacts of oil spills on the 
ecosystem, and paper III widens the approach to a probabilistic cost-benefit analysis of 
preventive and post-spill measures. Paper IV deals with multiple risks as, in addition 
to oil spills, eutrophication and harvesting of species are studied. Paper V reviews and 
discusses various methods that can be applied to evaluate the uncertainty related to 
deterministic models, which could increase their usefulness in decision-making.    
The results suggest that risks related to tanker accidents are distributed unevenly 
between areas, habitats and species. Furthermore, the results support the current Finn-
ish strategy to base oil combating primarily on offshore recovery vessels instead of 
chemical dispersants. However, as the efficiency of mechanical recovery is dependent 
on several factors, there is also a need to develop preventive measures. Although major 
oil accidents are estimated to be rare events, the costs can be very high, if a spill occurs. 
The work offers new insights to the oil spill risks in the study area and provides exam-
ples how Bayesian networks can be applied in environmental risk assessment. The thesis 
is a part of the work needed in order to develop comprehensive decision support tools 
related to environmental risk management in the northern Baltic Sea.
 
71. INTRODUCTION
Coastal areas around the world have been 
altered by humans for thousands of years, 
as they have had a major role in the estab-
lishment of settlements and the use of 
marine resources (Jackson et al. 2001). 
Today over 40 % of the world’s popula-
tion live within 100 km of the coastline 
(Martinez et al. 2007), and the oceans and 
seas are used efficiently for transportation 
and exploitation of natural resources. As a 
result, the majority of coastal and marine 
ecosystems are heavily impacted by multi-
ple anthropogenic stressors (Halpern et al. 
2008), which has led to a significant loss of 
biodiversity and ecosystem services across 
the globe (Millennium Ecosystem Assess-
ment 2005).
Given this alarming trend, there is an 
urgent need to find means to prevent fur-
ther deterioration and restore lost eco-
system functions. This, in turn, calls for 
developing scientifically justified meth-
ods to assess the environmental impacts 
of human activities and the effectiveness 
of management practices. However, this 
is not an easy task, as environmental sys-
tems are typically highly complex with a 
myriad of interacting abiotic and biotic 
components (e.g. Levin 1998). Due to 
this complexity and inherent variability, 
complete understanding of the system is 
impossible to achieve. Hence, an element 
of uncertainty is always associated with 
estimates of the past and present state of 
the system (Rowe 1994). The need to pre-
dict the future and to estimate environ-
mental impacts of events or actions that 
have not yet realized pose additional chal-
lenges (Wainwright and Mulligan 2013).
Furthermore, as environmental systems 
are intertwined with human systems, man-
aging them in a sustainable way means 
protecting ecosystems and sustaining eco-
system services while acknowledging also 
other intra- and intergenerational human 
needs (e.g. Christensen et al. 1996, Rich-
ter et al. 2003). Hence, the management 
of these systems requires approaches that 
are able to take into account various envi-
ronmental, economic and social aspects 
(Jakeman and Letcher 2003, Laniak et al. 
2013). Usually there is a need to under-
stand not only the possible outcomes 
of management measures, but also the 
side-effects and trade-offs among various, 
potentially conflicting objectives (Kelly et 
al. 2013). In other words solving environ-
mental problems calls for holistic methods 
that can integrate knowledge from several 
disciplines and sources, combine various 
values and views, and address uncertainty 
in a coherent way. In recent decades, 
modeling has become a common tool to 
understanding the complex interactions 
within and between the environment, eco-
systems and human populations (e.g. Hil-
born and Mangel 1997, Wainwright and 
Mulligan 2013), and offers a framework 
to acknowledge, address and integrate the 
above-mentioned features and needs.
In this thesis I develop and apply prob-
abilistic models which can be used to 
study environmental risks related to 
anthropogenic stressors in the north-
ern Baltic Sea. The Baltic Sea is a 
semi-enclosed brackish water sea, the 
ecosystem of which has witnessed dras-
tic changes in the last century due to 
intense human activities in the area (e.g. 
Österblom et al. (2007) and references 
therein). My main interest lies within 
the quantification of human impacts on 
the environment, and the evaluation of 
different management measures to mit-
igate these impacts. I concentrate espe-
cially on oil spills resulting from potential 
8tanker accidents and set out to fill various 
information gaps related to this recently 
emerged threat.
The thesis consists of this summary and 
five papers (I–V). In the summary, I give 
a short introduction to environmental risk 
assessment and management, and discuss 
the need to acknowledge uncertainties 
when developing tools to support envi-
ronmental decision-making. I also pres-
ent the context and the aims of the study, 
and introduce Bayesian networks, the 
modeling methodology that has a major 
role in the thesis. Furthermore, I present 
the main steps in building such networks, 
and go through the approaches used in 
the applications presented in the thesis. In 
the discussion part, I summarize the main 
findings. This is done both from the envi-
ronmental management but also the prac-
tical model building point of view, and I 
discuss the lessons learnt during the work. 
I finish off with the discussion of the future 
research needs and the final conclusions.
1.1. Focusing on anthropogenic 
stressors: Environmental risk  
assessment and management
The term “risk” has multiple definitions 
and it can be quantified in various ways 
(e.g. Aven 2010, Fischhoff et al. 1984, 
Kaplan and Garrick 1981). In colloquial 
language it is often used as a synonym 
for the probability of something negative 
(Paté-Cornell 1996), but in risk assess-
ment context it is commonly expressed 
as a combination of the probability of an 
adverse event and the consequences of the 
event (Burgman 2005, International Orga-
nization for Standardization 2009, Kaplan 
and Garrick 1981).
In essence, any assessment that deals with 
negative environmental effects of certain 
natural or anthropogenic stressors in an 
uncertain world can be regarded as envi-
ronmental risk assessment (ERA), and the 
management related to the stressors as 
environmental risk management (ERM). 
Hence, a major part of environmental and 
natural resources management is actually 
also management of risks, although this 
is not always acknowledged. For instance, 
we may be interested in finding an appro-
priate management strategy for wastewa-
ter treatment processes while taking into 
account the risk related to the violation of 
discharge limits (Reckhow 1994), or we 
desire to harvest species efficiently while 
avoiding population sizes that may lead to 
stock collapses (e.g. Hilborn et al. 2001).
The details and terminology vary between 
fields (e.g. Jardine et al. 2003, Power and 
McCarty 2002), but ERM is usually seen 
as a cyclic and iterative process consist-
ing of risk identification, assessment, 
decision-making, monitoring and com-
munication phases (Fig. 1). After the 
identification of potential risk factors or 
threats, risk assessment is conducted in 
order to quantify the probabilities and 
the magnitudes of the adverse effects of 
these factors. Identification and assess-
ment phases of the cycle are often referred 
to as risk analysis (e.g. Apeland et al. 
2002), yet the term can also be used for 
the whole cycle (see Jardine et al. 2003). 
In addition to the actual quantification of 
risks, the ability of different management 
measures to mitigate the risks are also 
assessed, and e.g. a cost-benefit analysis 
can be applied in order to evaluate trade-
offs in monetary terms. In the next phase, 
the results of the assessment are used to 
guide decision-making regarding poten-
tial management measures. Finally, after 
implementation of relevant measures, the 
effectiveness of the management is moni-
tored. Ideally, the process is iterative and 
will be repeated as the knowledge of the 
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Figure 1. Environmental risk management cycle and the contribution of the thesis in the field of environ-
mental risk assessment (ERA) and management (ERM). ERA is an elementary part of ERM, a cyclic 
process that aims at maintaining and improving the state of the environment impacted adversely by human 
activities. The main steps of ERA typically include 1) Quantification of probabilities and consequences of 
adverse events; 2) Evaluation of potential consequences, and 3) Assessment of different management 
actions to mitigate negative impacts. The results of ERA can be used 4) in a formal decision analysis to 
aid decision-making. After implementing the decisions, the effectiveness of management is monitored 
and if necessary, the cycle is repeated. At the bottom of the figure the contributions of individual papers 
presented with Roman numerals to the above-mentioned steps are shown. The papers are described in 
more detail in chapter 3.
system accumulates in order to ensure 
continuous improvement in risk-based 
decision-making (Jardine et al. 2003). Fur-
thermore, also communication between 
separate phases of the cycle and with dif-
ferent stakeholders is seen as an elemen-
tary part of ERM (Burgman 2005).  
The risk assessment phase can be regarded 
as the scientific core of ERM (U.S. Envi-
ronmental Protection Agency 1998). 
Originally ERA was developed for assess-
ing the effects of specific hazardous chem-
icals on human health, but nowadays it 
can cover various types of stressors and 
ecological consequences (Suter 2007, 
Ayre and Landis 2012). A slightly differ-
ent term “ecological risk assessment” was 
introduced to include assessments related 
to nonhuman organisms and ecosystems, 
but today the distinction is vanishing. 
Especially in Europe “environmental risk 
assessment” encompasses also nonhu-
man components of the ecosystems (Suter 
2007). This all-inclusive definition is also 
applied in this thesis.    
In its narrowest sense ERA considers 
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only the environmental impacts of spe-
cific stressors, but a more comprehensive 
approach includes also the assessment 
of potential management measures and 
the valuation of impacts. When the lat-
ter definition is adopted, as in this thesis, 
ERA shares similarities with other assess-
ment protocols such as the Formal Safety 
Assessment (FSA), developed by the Inter-
national Maritime Organization (IMO), 
which is a process for assessing various 
types of risks associated with shipping and 
evaluating the costs and benefits of differ-
ent options for reducing these risks (Inter-
national Maritime Organization 2002).
The main purpose of ERA is to sup-
port decision-making under uncertainty 
(Burgman 2005). Although the results 
of ERA can also be used directly in deci-
sion-making, the process can be assisted 
by using formal decision analytic tools. 
The main aim of decision analysis is to 
offer structure and guidance for thinking 
systematically about decisions in complex 
and uncertain situations (Clemen 1996), 
or as stated by Keeney (Keeney 1982), to 
“formalize common sense for decision 
problems that are too complex for infor-
mal use of common sense”. Decision anal-
ysis can thus be seen as an optional, but 
many times advisable, link between risk 
assessment and decision-making phases 
in the ERM cycle (Fig. 1).          
1.2. Why should we care about 
uncertainty?
Basically, the assessment and manage-
ment of any environmental problem 
involve many uncertain elements from 
the inherent variability and our lim-
ited understanding of the system to the 
response of humans to management mea-
sures. There is typically also a temporal 
component involved, as we are uncertain 
about the past, present and future states of 
the system (Rowe 1994), and cannot e.g. 
know how future generations will judge 
the outcomes of management (Hammitt 
1995). Uncertainty needs to be taken into 
account, as it can have important implica-
tions for decision-making.      
Uncertainty can be classified in variety of 
ways (e.g. Ascough et al. 2008, Morgan 
and Henrion 1990, Refsgaard et al. 2007, 
Regan et al. 2002, Rowe 1994, Skinner et 
al. 2014, Warmink et al. 2010). A common 
way is to distinguish between aleatory and 
epistemic uncertainties. Aleatory uncer-
tainty arises from the inherent variability 
and stochasticity of the system, whereas 
epistemic uncertainties result from imper-
fect knowledge (e.g. O’Hagan and Oakley 
2004, Skinner et al. 2014). One may argue 
that almost all uncertainty is epistemic as 
only some quantum phenomena exhibit 
true randomness (O’Hagan and Oak-
ley 2004), but in practice this division is 
meaningful as epistemic uncertainty can 
be reduced, at least in principle, by gath-
ering more information. As pointed out 
by Refsgaard et al. (2007), often an event 
includes both types of uncertainties. For 
instance, if we are interested in events 
that occur occasionally (like e.g. floods or 
accidents), we can gain better estimates on 
the frequency of the events by using larger 
datasets and more sophisticated models 
and thus reduce epistemic uncertainty. 
Yet, we are still not able to predict the next 
event exactly due to the stochastic compo-
nent also involved. 
In addition to natural variability, the 
sources of uncertainties especially rele-
vant to ERA include measurement error, 
systematic error, and model uncertainty 
(Regan et al. 2003). Measurement error 
and systematic error result from the 
imperfection in measuring equipment and 
techniques and sampling procedures (e.g. 
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Regan et al. 2002). Model uncertainty, 
often referred as structural uncertainty, 
arises from our inability to describe the 
reality comprehensively. As all models are 
simplifications of systems they describe, 
there is always disparity between the 
model and the reality due to the limited 
number of variables in the model and sub-
jective choice of those included (Regan et 
al. 2002). We are typically also uncertain 
about e.g. correct cause-effect relation-
ships between the variables (Spiegelhal-
ter and Riesch 2011), and the parameter 
values used in the model (Kennedy and 
O’Hagan 2001, Spiegelhalter and Riesch 
2011). 
In addition, when the whole management 
cycle is considered, the implementation 
phase includes uncertainty due to the 
issues related e.g. to imperfect functioning 
of the governing bodies and institutions, 
and behavior of individuals (Fulton et al. 
2011, Haapasaari et al. 2007, Harwood 
and Stokes 2003, Levontin et al. 2011, 
Nuno et al. 2014).
It is also important to notice that models 
used for risk assessment (like all models in 
general) are conditional on the underlying 
assumptions (Wynne 1992). Even the best 
models fail to represent reality correctly, 
and usually various limitations related to 
models can be recognized, yet the uncer-
tainty about these known inadequacies 
can be difficult to quantify (Spiegelhal-
ter and Riesch 2011). However, there are 
also unknown limits to our knowledge 
(Spiegelhalter and Riesch 2011, Wynne 
1992). This ignorance, or “unknown 
unknowns”, is even more problematic as 
it may cover e.g. extreme circumstances 
never observed before and which thus do 
not come into one’s mind at all.    
Although uncertainty is an inherent 
feature of ERA as well as ERM, it is not 
always acknowledged. Yet, uncertainty 
can have various implications for deci-
sion-making. First, due to uncertain-
ties associated with all components of 
the system, decisions do not always lead 
to expected outcomes (Reckhow 1994, 
Reichert and Borsuk 2005). Second, peo-
ple have different risk perceptions and 
attitudes towards perceived risks (Clemen 
1996, Weber et al. 2002). Risk perception 
describes a person’s opinion about what 
he or she considers “risky”, and it does 
not typically coincide e.g. with expected 
negative impacts of hazards (Slovic 1987). 
Risk attitude, on the other hand, describes 
people’s behavior under uncertainty, and it 
can be modelled by person’s utility func-
tion. Formally speaking, a concave utility 
function describes a risk-averse attitude, a 
convex function that a person is risk-seek-
ing, and a linear utility function represents 
a risk-neutral person (e.g. Clemen 1996, 
Pratt 1964). To put it simply, risk-averse 
people prefer to have a smaller reward 
with higher certainty than a larger reward 
with less certainty (Burgman 2005). How-
ever, it has been shown that people’s risk 
perception and attitude depend on the 
context, and e.g. the way how questions 
about risks are presented and framed can 
affect the preferences (Kahneman and 
Tversky 1979, 1984).
People’s risk perceptions can have a major 
impact on risk management and risk 
communication (Clemen 1996). From a 
management point of view different risk 
perceptions and attitudes pose additional 
challenges, as there is typically a need to 
take into account potentially diverging 
views of different stakeholders. Further-
more, if only point estimates are offered 
to a decision-maker, he or she is obliged 
to be risk-neutral, as there is no possibility 
to evaluate uncertainties (Burgman 2005).
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There can be a clear difference in the 
impression got with a stochastic model 
versus a deterministic one. For instance, 
Vanhatalo et al. (2013) extended a deter-
ministic ecosystem model into a stochas-
tic form in order to study the probability 
to achieve the water quality targets in the 
Gulf of Finland in the northern Baltic Sea 
(see also IV). They showed that when the 
deterministic model predicted that the 
management target is not met, the proba-
bility of success within different areas and 
water quality parameters actually varied 
from 0 to 0.51. These kinds of large vari-
ations can be assumed to be of interest for 
managers comparing different manage-
ment scenarios, depending on what is at 
stake. 
Hence, uncertainty needs to be acknowl-
edged in decision-making process. It 
should not be seen as an annoying prop-
erty of the system and our knowledge, 
but more like information that may help 
to select among different management 
measures (Reckhow 1994). There is thus a 
strong motivation to apply methods that 
enable the inclusion of uncertainty in the 
analysis.
1.3. Bayesian approaches for 
modeling uncertainty
Bayesian methods offer a natural way to 
satisfy the need to take uncertainties into 
account. Bayesian methods are named 
after an English Presbyterian minister 
Thomas Bayes (1701/02–1761), whose 
paper published posthumously in 1763 
first introduced some of the ideas known 
today as “Bayesian” (e.g. O’Hagan 2004). 
The Bayesian approach has two funda-
mental tenets. First, probability is used to 
describe uncertainty as a subjective degree 
of belief, and second, this belief can be 
updated with new evidence. 
Using probability as a personal degree of 
belief to represent uncertainty has two 
important implications. Most importantly, 
we can use probabilities to represent any 
kind of uncertainty (de Finetti 1974). 
The frequentist interpretation of proba-
bility allows assigning probabilities only 
for events that can be observed for a large 
number of times. In that case the proba-
bility is a long-run limit of a relative fre-
quency of the observable event (e.g. von 
Mises 1981). In the Bayesian approach 
probability can be assigned to any event 
or statement, as it represents a subjective 
degree of belief. The probability of a cer-
tain event may thus vary depending on 
whose view is considered, and probabili-
ties can be used to express different kinds 
of uncertainties resulting also from the 
lack of perfect knowledge. This feature is 
useful also in the context of this thesis.            
Furthermore, if probability is accepted to 
be a measure of subjective uncertainty, it 
obviously can change when new evidence 
is acquired. New pieces of information 
change our former (so-called prior) view, 
which is updated with the evidence to 
represent our new (i.e. posterior) under-
standing. This procedure is done by 
applying the Bayes’ theorem. To be more 
precise, the posterior probability is calcu-
lated by multiplying the prior probability 
by a likelihood function (encompassing 
new information from observed data), 
and dividing the result by the normaliz-
ing constant. Doing this repeatedly, i.e. 
using the posterior distribution as a prior 
distribution in the next analysis, enables 
effective learning from study to study, and 
actually represents the very heart of sci-
entific learning (Edwards 1996, Uusitalo 
2007). Bayes’ theorem also enables inverse 
reasoning, i.e. observing a consequence 
can change one’s perception of the proba-
bilities of the causes.  
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The implementation of Bayesian methods 
usually requires complicated and time- 
demanding calculations, and for a long 
time Bayesian approaches were applied 
only to relatively simple problems. How-
ever, the situation started to change in 
the early 1980s along with advances in 
computing machinery and the develop-
ments in computational techniques. These 
included e.g. efficient belief propagation 
algorithms for solving Bayesian networks 
(e.g. Lauritzen and Spiegelhalter 1988) 
and Markov Chain Monte Carlo (MCMC) 
methods for simulating joint posterior 
distributions (Gelfand and Smith 1990). 
Bayesian methods have proved to be 
efficient tools in many research fields, 
and they have been utilized especially in 
applied sciences and for practical prob-
lems (McGrayne 2011, Wade 2000). Their 
applicability to ecological and environ-
mental research has also been widely rec-
ognized (e.g. Ellison 1996, Wade 2000). 
Bayesian methods are also particularly 
well-suited for problems related to deci-
sion-making (e.g. Ellison 1996, O’Hagan 
2004), and they can be applied in decision 
theoretic approaches to find optimal deci-
sions under uncertainty. In decision theo-
retic context, the outputs of the variables 
of interest are linked to utilities (gains or 
losses) that describe the relative desir-
ability of possible states of the variables 
(Berger 1985, Clemen 1996). This valua-
tion can be based on the agreed policies or 
laws, or it can be a subjective choice of the 
decision-maker. Defining the preferences 
via a utility function makes it possible to 
calculate the expected utilities of different 
decisions, which in turn enables finding 
the measures that maximize the expected 
utility of the actor in question.
Bayesian methods are often divided in 
two main categories (e.g. Uusitalo 2007): 
hierarchical modelling aiming at param-
eter estimation (Gelman et al. 2004), and 
Bayesian networks (Pearl 1988) offering 
a practical approach for decision analysis 
(e.g. Varis and Kuikka 1999). However, 
this division is somewhat artificial. All 
hierarchical models are also networks of 
variables, and Bayesian networks are also 
usually hierarchical as the variables are 
dependent on other variables, or the net-
work includes nested networks. In this 
thesis the main interest lies within Bayes-
ian networks, i.e. networks where the con-
nections between discretized variables are 
described with conditional probabilities, 
and which are described in detail e.g. in 
Jensen (1996) and Jensen and Nielsen 
(2007).
2. SETTING THE SCENE:  
ENVIRONMENTAL RISKS IN 
THE NORTHERN BALTIC SEA
The thesis concentrates on environmental 
risks in the Gulf of Finland and the Archi-
pelago Sea in the northern Baltic Sea (Fig. 
2). The Gulf of Finland (hereafter GoF) is 
an approximately 400 km long and 48–135 
km wide prolonged estuary bordered by 
Finland, Estonia and Russia. The gulf is 
fairly shallow with the average depth of 
37 m and the maximum depth of only 
123 m (Alenius et al. 1998). The volume is 
thus fairly small, 1103 km3, which is about 
5 % of the volume of the whole Baltic Sea 
(Alenius et al. 1998). Water salinity varies 
from 0 PSU1 in the east to 7 PSU in the 
west (Alenius et al. 1998). The gradient is 
formed as a balance between more saline 
water protruding from the Baltic Proper 
and freshwater flowing from rivers, the 
most important one being the River 
Neva in the east, the largest river in the 
1Practical Salinity Unit, virtually equivalent to parts per thousand (ppt) or ‰ 
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drainage area of the Baltic Sea. Water circu-
lates in a counterclockwise direction in the 
GoF: the inflow is strongest on the Esto-
nian coast and the outflow on the Finn-
ish coast. The renewal time of the water 
masses is estimated to be approximately 
3 years, and 50 % is expected to be renewed 
in 7 months (Andrejev et al. 2004b). The 
shoreline profiles differ greatly between 
Estonia and Finland: the southern coast is 
rather steep, whereas the northern Finnish 
coast is indented and sheltered by archi-
pelago in many places.
The Archipelago Sea (hereafter AS) is 
located westwards from the GoF, between 
the Baltic Proper, Åland and the Gulf of 
Bothnia. The mean water depth of the area 
is 23 m, and the mean salinity is 6–7 PSU 
(Haapala and Alenius 1994).The striking 
feature of the AS is the vast archipelago: 
over 22 000 islands can be found from 
the area (Granö et al. 1999). In winter, 
both the GoF and the AS freeze usually 
at least partly, the average ice period last-
ing 40–130 and 70–110 days, respectively 
(Seinä and Peltola 1991).
Brackish water together with regular ice-
cover makes the study area an exceptional 
place among the world’s coastal ecosys-
tems. In general, species diversity in the 
Baltic Sea is low compared to oceans or 
freshwater systems as brackish water is a 
harsh living environment for both marine 
and freshwater species (Remane and 
Figure 2. The study area of the thesis.
25° E
60° N
St. Petersburg
N
Finland
Estonia
Russia
Tallinn
Helsinki
100 km
Gulf of Finland
Archipelago
Sea
Schlieper 1971, Telesh and Khlebovich 
2010, but see Telesh et al. 2011). Further-
more, the Baltic Sea is fairly young in a 
geological context (ca 7500 years) and new 
species are still colonizing the area, and 
also the severe climate together with the 
regular ice-cover may exclude some spe-
cies (Elmgren and Hill 1997). The aquatic 
biota is a mixture of marine and freshwa-
ter species, and due to the fairly low num-
ber of species, food-webs are simple. This 
raises concerns over the vulnerability of 
the ecosystem to large-scale disturbances, 
as e.g. the disappearance of a single species 
may change the interactions within the 
system (Elmgren and Hill 1997). 
The exceptionality of the Baltic Sea can be 
expressed also with genetic terms. Despite 
the short history of the Baltic Sea many 
populations differ genetically from the 
Atlantic populations, and the basin har-
bors also unique evolutionary lineages 
(Johannesson and Andre (2006) and ref-
erences therein). Furthermore, some spe-
cies exhibit clear adaptations to the Baltic 
Sea, e.g. neutral buoyancy of eggs and 
the activation of spermatozoa occur at 
lower salinity with the Baltic cod (Gadus 
morhua) than with cods inhabiting more 
saline environments (Nissling and Westin 
1997). This uniqueness of the Baltic Sea 
populations implies that it may not be 
possible to use marine or freshwater pop-
ulations from other areas to replace the 
original populations, if the latter are lost 
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e.g. due to major environmental alter-
ations or disasters.   
The coastline in the GoF and the AS is 
a mosaic of varying habitats from steep 
cliffs to sandy beaches and sheltered bays 
covered with vegetation. Due to the last 
ice age, it has features that are not present 
anywhere else in the Finnish coast. For 
instance, the Hankoniemi area (II) in the 
western GoF and the island of Jurmo in the 
AS are continuations of the Salpausselkä 
ridge systems, and thus contain biotopes 
like long sandy beaches and underwater 
reefs that are atypical for the area. Fur-
thermore, due to the ongoing post-glacial 
land uplift new habitats like glo-lakes and 
flada-lakes are still forming. Especially in 
the AS the archipelago further diversifies 
the environment. The study area is thus 
characterized by high geodiversity, which, 
together with traditional forms of land use 
(e.g. pasturage), has led to high biodiver-
sity as well (Granö et al. 1999).
The GoF and the AS, like the Baltic Sea 
in general, suffer from many human-in-
duced environmental problems. Eutro-
phication, resulting from the excessive 
input of phosphorus (P) and nitrogen 
(N), has been a major threat to the eco-
system in most parts of the Baltic Sea for 
many decades (HELCOM 2009a, Ronn-
berg and Bonsdorff 2004). Eutrophication 
also has other severe consequences such 
as hypoxia (Conley et al. 2011) and cya-
nobacteria blooms (Vahtera et al. 2007). 
Despite the decline in the nutrient loads in 
recent years (HELCOM 2013), phospho-
rus and nitrogen concentrations have not 
changed accordingly (HELCOM 2014c). 
Open water areas in the GoF and AS fail 
to meet the “Good” status (as defined by 
the HELCOM), and the same is true for 
coastal areas (HELCOM 2014c). The 
ecological status of the Finnish coastal 
waters (defined by the Water Framework 
Directive (WFD)) in the study area ranges 
from “Moderate” to “Bad” (Haatainen and 
Mitikka 2013).
A new major threat is oil spills from oil 
tankers and other vessels, as maritime 
oil transportation has undergone a mas-
sive increase in the area in recent years 
(Finnish Environment Institute 2013b). 
The growth has been strong especially in 
the GoF, where the estimated volume of 
transported oil has increased 8-fold since 
1995; in 2013, approximately 160 million 
tons of oil was freighted through the area. 
The main cause for the development is the 
increased Russian oil export, reinforced by 
the construction of new oil terminals and 
the modernization of the old ones (Knud-
sen 2010). Today, there are altogether 16 
oil terminals in the study area, and the 
biggest oil terminal in the Baltic Sea, Pri-
morsk (Koivisto), is located in the east-
ern part of the area (Brunila and Storgård 
2012). In addition to increasing oil trans-
portation the GoF is facing intense mar-
itime cargo and passenger traffic, and on 
average over 39 000 vessels entered or left  
the area annually in 2009–2013, over 18 % 
of these being tankers (HELCOM 2009b, 
2010, 2011, 2014a,b).
Increased volume of transported oil 
together with the intensification of other 
maritime traffic has raised concerns about 
the possibility of major oil accidents, as 
oil can degrade marine and coastal eco-
systems severely. The negative effects on 
organisms usually arise from physical 
smothering, toxicity of aromatic hydro-
carbons, habitat modification or the com-
bination of these (Albers 2003). Exposure 
to oil can lead to acute death or varying 
kinds of sub-lethal effects decreasing the 
fitness of an individual, and even the struc-
ture and function of whole communities 
may change (National Research Council 
2003, Peterson et al. 2003).
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The aforementioned physical and geomor-
phological characteristics of the study area 
have major implications also for oil spill 
risks and their management. Due to nar-
row and shallow waterways and the archi-
pelago, the GoF and the AS are demanding 
areas for navigation, and in winter ice sets 
additional challenges for vessels and their 
crews. Furthermore, the small volume and 
long renewal time of water masses hinder 
the dilution of any harmful substances 
spilled into the sea. The local features also 
have serious implications to oil combating 
in the area. First, there is typically only a 
limited time to act, and it has been esti-
mated that within Finnish waters it will 
take on average 3 days maximum for oil to 
reach the shoreline in the ice-free period 
(Hietala and Lampela 2007). In addition, 
ice-cover in wintertime reduces the effi-
ciency of combating. At present, oil com-
bating in Finland is based on mechanical 
recovery (Finnish Environment Institute 
2013c), and Finland has altogether 19 
oil combating vessels that are capable of 
recovering oil independently at sea (Finn-
ish Environment Institute 2013a). This 
strategy is in accordance with the recom-
mendations of HELCOM, which states 
that mechanical means are preferred over 
chemical agents as the latter may pose a 
threat to the aquatic ecosystem of the Bal-
tic Sea (HELCOM 2001).
ronment Institute 2013b). As described 
in the previous chapter, the study area is 
vulnerable to oil spills due to its features, 
which on the one hand increase the prob-
ability of accidents and hinder oil combat-
ing, and on the other hand give rise to a 
unique ecosystem.     
However, uncertainties related to all com-
ponents of the problem are high. We do 
not know, when or how often accidents 
will happen nor do we have good esti-
mates of the magnitude of the impacts 
given there is an accident. Yet, previous 
large-scale oil accidents elsewhere, like 
Exxon Valdez in Alaska in 1989, Erika in 
Bretagne in 1999 and Prestige in Spain in 
2002 have demonstrated that these kinds 
of accidents can have major and long-last-
ing negative impacts on the environment 
(Cadiou et al. 2004, Penela-Arenaz et al. 
2009, Peterson et al. 2003). There is thus 
need to find measures that help to mitigate 
the risks in an efficient way.  
The aims of the thesis are:
1) To improve the understanding of 
oil spill risks and other environmental 
risks in the study area (I–IV); 
2) To evaluate the effectiveness and 
cost-efficiency of different manage-
ment measures to mitigate these risks 
(II–IV); and 
3) To develop and discuss methods 
which are aimed at supporting envi-
ronmental risk management under 
uncertainty (I–V).
The work presented in this thesis addresses 
these aims in several ways. The broader 
context of the work is environmental risk 
assessment and management (see Fig. 1), 
which is a highly multidisciplinary field. 
Thus the work integrates components 
from ecology, engineering, environmental 
economics and decision analysis.
3. OUTLINE OF THE THESIS
3.1. Aims and context of the work
The Gulf of Finland and the adjacent areas 
offer an interesting scene for environ-
mental risk assessment and management, 
as they are already impacted by several 
anthropogenic activities (e.g. Korpinen et 
al. 2012), and there is also a possibility for 
oil accidents to take place (Finnish Envi-
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is not always an easy task, as the valuation 
of environmental impacts is challenging 
especially with non-market goods, such 
as recreation or biodiversity. In paper III 
environmental benefits of oil spill man-
agement actions are quantified by using 
data from a contingent valuation study. 
In contingent valuation respondents are 
directly asked their willingness to pay 
(WTP) or willingness to accept (WTA) a 
certain compensation sum for hypotheti-
cal increases or decreases in environmen-
tal quality (Bateman et al. 2002).
The analyses in the thesis are mainly car-
ried out by using Bayesian networks (BNs) 
that enable inclusion of different types of 
knowledge, exhibit uncertainty explicitly, 
and can be extended to full decision analy-
sis tools. The BN models were constructed 
with Hugin software (Madsen et al. 2005). 
The work contributes to the continuum 
of BN-related research on environmen-
tal and natural resources management in 
the Baltic Sea area. Since the introduc-
tion of the methodology within the field 
in the early 1990s (Varis et al. 1990), BNs 
have been applied in the Baltic Sea area 
mainly in studies related to eutrophication 
(Fernandes et al. 2012, Lehikoinen et al. 
2014) and fisheries science and manage-
ment (Haapasaari and Karjalainen 2010, 
Haapasaari et al. 2007, Haapasaari et al. 
2012b, Kuikka et al. 1999, Levontin et al. 
2011, Uusitalo et al. 2012, Uusitalo et al. 
2005, Varis and Kuikka 1997). The con-
ference paper of Juntunen et al. (2005) 
presented the first BN application to oil 
spill management in the study area, and 
the recent years have witnessed a rapid 
increase in the number of studies related 
to oil spill issues. These topics include e.g. 
tanker accident frequencies (Hänninen et 
al. 2012), the properties and dynamics of 
accidents and subsequent oil spills (Goer-
landt et al. 2012, Goerlandt and Montewka 
An ecological viewpoint is strong in papers 
I, II and IV. In these papers the focus is on 
threatened species (I, II) and habitats (I), 
a few common aquatic and littoral species 
living in the study area (II, IV), and a set 
of water quality variables (IV). Threat-
ened species and habitats were included 
in the study, as they are affected already 
by other stressors (Rassi et al. 2010, Rau-
nio et al. 2008) and their recovery after 
major disturbances such as oil spills can 
be considered more uncertain than the 
recovery of more common species (Ihaksi 
et al. 2011). Other species studied in the 
thesis include the common eider (Somate-
ria mollissima), the grey seal (Halichoerus 
grypus), the blue mussel (Mytilus edulis x 
trossulus) and the Baltic herring (Clupea 
harengus), which were used as example 
species to describe the impacts of oil spills 
on littoral, benthic and pelagic compo-
nents the ecosystem. Water quality varia-
bles include nitrogen (N), phosphorus (P), 
chlorophyll-a and Secchi depth, which are 
commonly used as indicators to describe 
the ecological status of coastal and open 
sea areas by the Water Framework Direc-
tive (WFD, Aroviita et al. (2012)) and 
HELCOM (HELCOM 2013). 
Technical knowledge plays a role in the 
assessment of the effectiveness of different 
oil combating measures and the dynamics 
of tanker accidents and oil spills (II–IV). 
Furthermore, methods from the field of 
economics are applied in paper III, which 
presents a probabilistic cost-benefit anal-
ysis (CBA). CBA together with cost-effec-
tiveness analysis are common approaches 
for assessing the economic efficiency of 
proposed environmental projects. While 
a cost-effectiveness analysis aims at reach-
ing a given target with minimum costs, 
CBA compares monetized costs and ben-
efits of the project (Boardman et al. 2014). 
However, in an environmental context this 
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2014, Hänninen and Kujala 2012), eco-
logical effects of oil spills (Aps et al. 2009, 
Lecklin et al. 2011), costs of oil combat-
ing and clean-up (Montewka et al. 2013), 
oil spill risk assessment and management 
(Hänninen et al. 2014b, Jolma et al. 2014, 
Lehikoinen et al. 2015, Lehikoinen et al. 
2013), and maritime safety management 
in general (Hänninen et al. 2014a, Hänni-
nen and Kujala 2014).
3.2. Description of the papers
The aim of paper I is to assess the spa-
tial risk posed by oil spills in the Gulf of 
Finland and the Finnish Archipelago Sea, 
and identify species and habitat types with 
the highest relative risk values. Hence, the 
research exhibits the very heart of ERA. 
My focus is on threatened species and 
habitats, i.e. those components of the eco-
system already stressed by other, usually 
human-induced factors. The calculation, 
based on a novel methodology developed 
by Jolma et al. (2014), includes three ele-
ments: 1) A relatively simple Bayesian 
network that describes tanker accidents 
and subsequent oil spills in the Gulf of 
Finland and the Finnish Archipelago 
Sea in probabilistic form; 2) Probabilis-
tic maps describing the movement of oil 
after an accident, and 3) Occurrence data 
of habitats and species considered threat-
ened according to the latest assessments. 
The ecological values at stake in a spe-
cific location are based on the number of 
threatened species and habitats, and their 
conservation values defined by experts. 
In paper II I take the next step in risk 
assessment and study the effectiveness of 
different oil combating methods to mit-
igate the negative impacts of oil spills 
on the ecosystem. The study targets the 
Hankoniemi area in the Western Gulf of 
Finland, which can be seen as a “hot spot” 
of biodiversity on the Finnish coast (I). I 
address especially the trade-off between 
mechanical oil combating and chemical 
agents used to disperse oil into the water. 
I am interested in answering whether one 
should aim at recovering oil from the sea 
surface or would it be a better option to 
disperse oil in the water, as the former may 
unintentionally expose surface and littoral 
organisms to oil, whereas the latter can be 
harmful to subsurface biota. Oil booms 
as a local protective measure are also 
included in the analysis. The populations 
of six species with different behavioral and 
distributional patterns are used as end-
points in the assessment. 
In paper III I further expand the approach 
to the field of environmental economics 
developing a model to estimate the costs of 
oil accidents and to conduct a cost-benefit 
analysis of potential management meas-
ures under high uncertainty typical to oil 
spills. The model in III includes the rele-
vant risk assessment components, which 
are joined up to form a complete decision 
analysis model. The very basic idea of the 
CBA is to compare the expected gains 
with the expected losses. However, the 
irregular occurrence of spills combined 
with uncertainties related to the possible 
effects makes the analysis a challenging 
task. Furthermore, the valuation task of 
environmental impacts is not trivial. The 
model developed in III takes into account 
the costs of oil combating operations at 
open sea, shoreline clean-up, and waste 
treatment activities. To describe the effects 
of oil spills on the environmental values, 
data from a contingent valuation survey 
is used. One preventive and one post-spill 
management measure are included in the 
analysis: an automatic alarm system that 
would give an alarm to traffic controllers 
when two vessels are in a collision course, 
and a new oil combating vessel.  
19
In paper IV the study approach is widened 
horizontally by modeling multiple risks 
in an integrated framework. We present 
a decision model, which includes three 
anthropogenic stressors: eutrophication, 
oil spills, and harvesting. For each stressor 
there are several management options or 
scenarios, the effectiveness of which can 
be tested. The model includes a water 
quality module that can be used to assess 
the probability to reach the water quality 
targets (regarding nutrient (P and N) and 
chlorophyll-a concentrations and Secchi 
depth) set by HELCOM and the WFD. 
Furthermore, the effects of multiple stress-
ors are illustrated by using the Baltic her-
ring as an example. The model integrates 
knowledge from several other models, and 
one of the main objectives of the developed 
model is to act as a user-friendly tool that 
visualizes outputs of more complex mod-
els in a probabilistic form. However, the 
integration of knowledge from multiple 
sources with different spatial and tempo-
ral scales in a probabilistic context is not a 
trivial task, and we discuss the advantages 
and challenges of the approach.
Paper V continues with methodological 
issues. Environmental risk assessment 
and management often call for tools that 
enable the integration of knowledge from 
several sources, one of them being other 
models. Due to the complexity typical of 
environmental and human systems, an 
optimal tool should also offer the esti-
mates of uncertainty related to the out-
comes, as it can have implications for the 
decision-making. However, many envi-
ronmental models are deterministic. In 
V we review and discuss various methods 
that have been or could be applied to eval-
uate the uncertainty related to determin-
istic models, which would increase their 
usefulness in decision-making.
4. METHODOLOGY
4.1. Bayesian networks in short
In this thesis, Bayesian networks (BNs, 
also known as Bayesian belief networks, 
belief nets and probabilistic causal net-
works, e.g. Charniak (1991)) are applied as 
a main methodology. BNs originate from 
artificial intelligence research, but they 
are nowadays applied in various fields of 
research including e.g. medicine (Forsberg 
et al. 2011, Stojadinovic et al. 2009), foren-
sics (Biedermann and Taroni 2012), social 
sciences (Bacon et al. 2002, Haapasaari 
and Karjalainen 2010, Haapasaari et al. 
2007), economics (Neil et al. 2005) and 
engineering (Langseth and Portinale 
2007). In recent decades, BNs have also 
gained popularity the field of ecological 
and environmental research and manage-
ment (see e.g. reviews by Aguilera et al. 
(2011), Landuyt et al. (2013), McCann et 
al. (2006) and Varis and Kuikka (1999)). 
Bayesian networks are graphical models, 
which describe probabilistic relationships 
between a set of variables. Formally they 
are directed acyclic graphs (DAGs), whose 
nodes represent variables relevant to the 
system and directional arcs represent 
probabilistic dependencies between the 
variables (Jensen 1996, Jensen and Nielsen 
2007, Pearl 1988). Each node in the net-
work has a set of mutually exclusive states 
representing all the possible values or con-
ditions the node can have. The strengths 
of the relationships between the nodes are 
quantified by using conditional probabil-
ities.
Probabilistic relationships in a BN usually 
exhibit causality (although in principle 
the link can also represent any associa-
tional information). Modeling the system 
with causal links is advantageous, as it 
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enables the understanding of the under-
lying mechanisms more deeply, and the 
model can also be used to study how 
external interventions affect the system 
(Pearl 2009). 
A variable that has an incoming arc from 
another variable or variables is said to be 
“a child”, whereas a variable having an out-
going arc to another variable is called “a 
parent” (Jensen 1996). If the variable does 
not have any parents, the information 
content of the variable is presented with a 
single probability distribution, a marginal 
distribution, which describes the division 
of the probability mass between the dif-
ferent states of the variable. If the variable 
has parents, there is one probability distri-
bution representing each possible combi-
nation of the states of the parents. These 
distributions together form a conditional 
probability table (CPT) of the variable.
The basic state of the network describes 
the prior understanding about the system, 
i.e. the situation without any observations 
made (in other words, there is no other 
data except the one used to construct the 
model). Altering the state of any variable, 
e.g. by setting the probability of a certain 
state of the variable to 1, has an effect on 
other variables depending on their proba-
bilistic relations. The probability distribu-
tions of other variables change depending 
on how the conditional probability tables 
have been defined, and the calculation of 
these posterior probabilities is based on 
basic probability calculus and the Bayes’ 
theorem. This updating and two-direc-
tional calculus is the strength of the Bayes-
ian networks, as it enables two types of 
inference: We can predict the probability 
of a certain effect given the states of the 
causes (“top-down” predictive reasoning) 
or, if we have an observation or evidence 
of a specific outcome, we can make conclu-
sions about the causes that would explain 
the state observed (“bottom-up” diagnos-
tic reasoning). In other words, if we e.g. 
model our belief that a certain chemical 
X in an aquatic ecosystem induces mal-
formations in fish larvae, we can predict 
the response of larvae in a situation where 
X is spilled or leaked in the environment 
(Fig. 3). On the other hand, if we observe 
malformed fish larvae in the ecosystem, 
we can make probabilistic assumptions 
about the concentration of X in the envi-
ronment, although we have not detected 
the chemical directly.
BNs can be extended to influence diagrams 
(IDs) by including decision and/or util-
ity nodes into the network (Howard and 
Matheson, 2005). A decision node repre-
sents decisions or actions that are expected 
to have an effect on the variables within 
the system, and a utility node expresses the 
utility (or loss) linked to each state of the 
end variables of interest. By choosing one 
decision option at a time (i.e. instantiating 
the decision variable) one can examine the 
possible consequences of planned actions 
as the information is propagated through 
the network. IDs calculate expected util-
ities related to different states of the sys-
tem, and thus they can be used to find the 
optimal combination of decisions under 
uncertainty. Further, IDs enable the calcu-
lation of value of information (VoI; Raiffa 
and Schlaifer 1961), which describes the 
expected increase in utility that could be 
achieved if new information was acquired 
before making a decision. 
Probability distributions in a BN are 
based on current knowledge, and several 
sources of information can be used to 
specify marginal distributions and to pop-
ulate CPTs within a single network. These 
include observational data (I, Fernandes 
et al. 2012, Uusitalo et al. 2012, Varis et al. 
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Figure 3. The illustration of the logic with a hypothetical case. A) A simple BN where the chemical X is 
believed to induce malformations in fish larvae. The tables show marginal distribution for the concentration 
of X and the CPT for the variable describing the prevalence of malformations. The CPT describes the 
probability of different prevalence levels given different concentrations of X. B) Probability distributions of 
the variables under different levels of uncertainty. The left-hand column shows the prior distributions, i.e. 
the situation when there are no observations made. Note that we are fairly sure that there is no chemical 
X in the ecosystem, and thus we expect that the prevalence of malformed fish larvae to be low as well. In 
the middle column we have observed (e.g. by taking a water sample) that the chemical X is present in the 
ecosystem with a medium concentration, and the observation updates also the beliefs about the prevalence 
of malformations. The right-hand column shows the case when we have sampled fish larvae and observed 
a low level of malformations, which updates also our view about the concentration of X.
1990), previous published studies and lit-
erature (I–IV, Barton et al. 2008, Borsuk 
et al. 2006, Ticehurst et al. 2007), process 
equations (II, Borsuk et al. 2006), simula-
tion results generated with other models 
(IV, Borsuk et al. 2004, Carmona et al. 
2011, Kuikka et al. 1999, Lehikoinen et 
al. 2014) and, especially in the absence 
of other information, knowledge elicited 
from experts (II, III, Bromley et al. 2005, 
Pollino et al. 2007, Uusitalo et al. 2005). 
Generally speaking, defining probabil-
ity distributions for a BN is conceptually 
the same process as the calibration of any 
model, but as the marginal distribution 
or the CPT of each variable is independ-
ent of the distributions of other variables, 
they can also be updated independently 
(Castelletti and Soncini-Sessa 2007). This 
is an advantage, as it allows us to use the 
best and the most up-to-date information 
available for each variable.
The modular structure typical to BNs 
offers also other benefits. As environmen-
tal problems are typically complex, it may 
be easier to treat the system as an ensem-
ble of smaller sub-systems, and divide the 
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model into fragments that represent dif-
ferent components of the system, which 
are then modelled separately (Barton et 
al. 2008, Borsuk et al. 2004, Chen and Pol-
lino 2012). This is advantageous especially 
from the practical point of view: model-
ling of environmental problems usually 
calls for the integration of the results of 
several separate models and other knowl-
edge, possibly produced by different 
research projects and groups (Wainwright 
and Mulligan 2013), which is not a diffi-
cult task if the final model can be assem-
bled from separate sub-models. 
The idea of several sub-models making 
up the final model becomes very clear 
when so-called Object-oriented Bayes-
ian networks (OOBNs, Koller and Pfeffer 
1997) are applied. OOBNs are Bayesian 
networks which exhibit a hierarchical 
structure with objects that are BNs them-
selves and which can be considered to 
be sub-models of the main model. These 
sub-networks are embedded in the main 
network as so-called instance nodes 
(Koller and Pfeffer 1997). In general, 
OOBNs can be applied in two ways. First, 
they can be used to organize information 
from several sources and the components 
of the system, and then linked together 
to express the expected overall behavior 
of the whole system (e.g. III, Barton et al. 
2008, Lehikoinen et al. 2013, Molina et al. 
2010). Second, they can be used to express 
repetitive structures, e.g. different time-
slices or similar but separate sub-systems 
(IV, Carmona et al. 2011, Johnson et al. 
2010, Molina et al. 2010). The main aim 
of both applications is, however, the same: 
to reflect the way in which human mind 
applies hierarchical structures and classifi-
cations to conceptualize complex systems 
(Molina et al. 2010).       
All the above-mentioned properties of 
BNs, i.e. explicit handling of uncertainty, 
the ability to use various sources of knowl-
edge, the ease of updating, and the possi-
bility to create the model from separate 
sub-models, are clearly advantageous from 
the ERA modeling point of view. Further-
more, as causal interactions between the 
variables and the components of the sys-
tem are explicitly displayed, BNs can be 
used to illuminate the reasoning behind 
the model outputs, which increases the 
understanding about the system (Chen 
and Pollino 2012, Pearl 2009). Fenton and 
Neil (2013) argue that applying causality 
in risk assessments results in more mean-
ingful, practical, and coherent analysis.
Because BNs exhibit cause-effect struc-
tures graphically in a relatively simple way, 
they can be built and applied also by per-
sons without high-level technical skills, 
and be understood by non-expert end- 
users and other stakeholders (Chen and 
Pollino 2012, Smid et al. 2010). This is fur-
ther promoted by many relatively easy-to-
use graphical BN software tools available, 
such as Hugin (www.hugin.com), Netica 
(www.norsys.com), BayesiaLab (www.
bayesia.com), AgenaRisk (www.agenar-
isk.com) and GeNIe (https://dslpitt.org/
genie/).  
Yet, BNs also have some limitations that 
must be taken into account when applying 
the methodology (e.g. Barton et al. 2008, 
Borsuk et al. 2004, Uusitalo 2007). First, 
as they are by definition acyclic graphs, 
BNs cannot handle feed-back loops within 
the system in a single network. If there is 
a need to express these kinds of interac-
tions, it should be done with a sequence of 
networks representing different time slices 
(e.g. with OOBNs) (Jensen and Nielsen 
2007). Another alternative is to use first 
another model that includes the important 
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feed-back loops and time steps, and then 
to use the results of different input-output 
combinations in the main BN model (Bar-
ton et al. 2008, Kuikka et al. 1999).
Second, the discretization of the varia-
bles may result in computational artefacts 
and the loss of information (Barton et al. 
2008, Nash and Hannah 2011, Parsons et 
al. 2005, Uusitalo 2007). With denser dis-
cretization the error added to the model 
is smaller (Aguilera et al. 2011), which 
would encourage defining several states 
in each variable. However, the size of a 
CPT of a child variable grows fast with 
the number of states of the parents and 
quickly becomes a computational burden 
or a problem in expert elicitation. For 
instance, if the variable A is conditioned 
with two variables B and C having 5 states 
each, there are altogether 25 separate 
probability distributions to be defined; if 
B and C have 15 states each, the number 
of probability distributions is 225. If A is 
conditioned with four variables (having 
15 states each), the number is as high as 
50 625. Thus, even a moderate number 
of variables having large range and dense 
discretization may lead to computational 
problems. Large CPTs also hinder the use 
of expert knowledge as they can be labo-
rious to fill up. Furthermore, the capacity 
of the human mind to handle conditional 
dependencies is relatively limited (Mor-
gan and Henrion 1990).
Third, model validation may pose a chal-
lenge with BNs, especially if the model 
aims at predicting the outcomes of man-
agement measures which have not been 
applied before (Barton et al. 2008). In 
general, validation can be conducted e.g. 
by comparing the results of the model to 
other models dealing with the same prob-
lem (Aguilera et al. 2011), or by using 
expert knowledge (Pollino et al. 2007). 
4.2. Building Bayesian networks
There is no single strict procedure or 
framework to be applied when building 
environmental or other models. Basically, 
however, all model building exercises 
include more or less same main steps: 1) 
Problem formulation; 2) Model build-
ing and data gathering; and 3) Model 
testing and evaluation. In the following I 
will briefly go through the most impor-
tant steps in creating a Bayesian network 
model, and discuss them with relation to 
the work presented in this thesis. 
4.2.1. Problem formulation: selecting 
the variables
The first step in any modeling study, as 
with all scientific endeavors, is to formu-
late the problem and decide the purpose 
of the model. BNs are typically used for 
(Castelletti and Soncini-Sessa 2007): 1) 
describing the system being studied; 2) 
aiding decision-making, especially if the 
model is constructed as an ID including 
decision nodes thus enabling the assess-
ment of intervention (Pearl 2009), and 3) 
summarizing the outcomes of other, more 
complex models, when the BN can be 
seen as a meta-model (Barton et al. 2008, 
Kuikka et al. 1999, Varis and Kuikka 1997). 
Basically, a model can have elements of all 
three components.
When the aim lies in environmental risk 
assessment, the first step includes defin-
ing the end points, or response variables, 
of the study, which can be e.g. population 
sizes of the species of interest. Further, if 
the purpose of the study is to assess the 
effects of different management meas-
ures, these alternative actions should be 
selected and defined. In this step also the 
spatial coverage of the model needs to be 
defined.
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In this thesis several different approaches 
were applied to describe the environ-
mental effects of different risk factors. In 
I, the focus is on threatened species and 
habitats, and altogether 75 species and 8 
habitat types were included in the analysis. 
In later papers (II, IV) also more common 
species, i.e. the common eider, the grey 
seal, the blue mussel, and the Baltic her-
ring are used as model species to describe 
the effects of oil spills on different parts of 
the ecosystem. In III the harm caused to 
the environment by oil spills is estimated 
in monetary terms to help the compari-
son between the alternative management 
actions, and the valuation of environmen-
tal losses is based on a contingent valuation 
study. Further, in IV also eutrophication 
as an anthropogenic pressure is addressed 
and the main aim is to estimate the prob-
ability for achieving the water quality tar-
gets set by the Water Framework Directive 
and HELCOM.   
4.2.2. Model building and  
data gathering
When BNs are applied, the second step 
includes creating the model structure, i.e. 
defining relevant variables and the link-
ages between them, and specifying mar-
ginal distributions and CPTs (Marcot et al. 
2006).
Model structure: linking and discretizing 
the variables  
There are two main ways to define the 
structure of a BN, i.e. the structure can be 
learned from data (e.g. Cooper and Her-
skovits 1992), or it can be based on sub-
ject-matter knowledge (Marcot et al. 2006, 
Uusitalo 2007). The former is usually done 
by applying algorithms that search for 
conditional (in)dependencies between the 
variables. However, learning often requires 
large datasets (Aguilera et al. 2011), due to 
which it may be of a limited use. Further-
more, causality between the variables may 
not be identified correctly.
Further, in environmental research there 
is usually at least some prior understand-
ing of the causal interactions within the 
system, and this knowledge can be used to 
construct the model (Uusitalo 2007). The 
second option is thus to base the struc-
ture of the model on existing knowledge. 
This may involve discussions with sub-
ject-matter experts and review of the lit-
erature (Borsuk et al. 2006, Marcot et al. 
2006, Uusitalo et al. 2005), or the structure 
as a whole can be elicited from experts or 
other stakeholders (Aguilera et al. 2011, 
Haapasaari et al. 2013). 
Various issues need to be considered when 
defining the model structure. Perhaps the 
most fundamental one is the model com-
plexity. A model is always a simplification 
of the real world, and thus decisions on 
the inclusion and exclusion of parameters 
are unavoidable. In short, a model should 
have enough complexity to explain the 
phenomenon, but no more (Wainwright 
and Mulligan 2013). A very complex 
model can lead to problems with interpre-
tation of the functioning and the results 
of the model, whereas an overly simple 
model fails to produce a realistic picture of 
the system (e.g. Fulton et al. 2003). How-
ever, there are no universal guidelines on 
how to draw the line between relevant and 
not-so-relevant variables.
Regarding BNs, there are also some prac-
tical considerations related e.g. the num-
ber of parents per child. As demonstrated 
earlier, the size of a CPT of a child node 
increases rapidly with the increasing num-
ber of parents and/or the states of the par-
ents. Marcot et al. (2006) suggest that if 
the CPTs are populated by experts, each 
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node should have no more than three par-
ents, with maximum five states each. This 
seems reasonable, as the human mind has 
a limited capacity to handle conditional 
probabilities over more than one or two 
dimensions (Morgan and Henrion 1990). 
Furthermore, although CPTs are popu-
lated e.g. with simulated data or by using 
equations (which would thus not promote 
cognitive challenges), very large CPTs may 
result in computational difficulties. 
Finding appropriate discretization is not 
an easy task either. Although there are a 
variety of techniques available includ-
ing e.g. the so-called equal-width and 
equal-frequency methods (e.g. Dougherty 
et al. 1995, Liu et al. 2002) no automatic 
discretization method suitable for all 
models has been developed (Uusitalo 
2007). If there are natural breakpoints or 
management thresholds relevant to the 
child nodes or model objectives in general, 
these cut-off values should be used (Chen 
and Pollino 2012, Marcot et al. 2006). Yet, 
in many situations discretization needs to 
be done case-specifically depending on 
the logic and purpose of the model.     
In this thesis the model structures were 
based on extensive literature review, dis-
cussions with domain experts, and previ-
ous models. The aim was to describe the 
study problem adequately with as few var-
iables as reasonable. However, some addi-
tional complexity was retained in order to 
study the effects of different variables on 
the outputs, and to be able to answer vari-
ous what-if-questions. The simplest model 
includes only 6 variables (I), whereas the 
most complicated model has 55 variables 
(III, Fig. 4). The models in III and IV 
were OOBNs including also one or more 
sub-networks describing the different 
components of the main system. The dis-
cretization of the variables was dependent 
on the model and the variable in question. 
If clear cut-off values existed, they were 
applied (e.g. in IV each water quality vari-
able was discretized according to the limits 
set by HELCOM (HELCOM 2013) or the 
WFD (Anonymous 2009, Aroviita et al. 
2012); if the range of the variable was rea-
sonable equal intervals were applied. Yet, 
with many variables the discretization was 
a compromise between the number of the 
states and precision; this was achieved by 
applying denser discretization in the range 
where most probability mass was concen-
trated. All BN models were constructed 
with Hugin software (Madsen et al. 2005).
Defining probabilities
Probability distributions and CPTs linked 
to the nodes are the fundamental elements 
of any BN model, and they should be 
defined as thoroughly as possible. This is 
even more important, if the model e.g. is 
used to predict impacts of events not (yet) 
happened, or deals with novel manage-
ment options not implemented before. In 
these cases the validation of the results is 
very challenging, and sloppy determina-
tion of prior distributions and CPTs can 
compromise the whole modeling process 
and produce biased results.
Under the Bayesian paradigm, probabili-
ties can be used to express varying degrees 
of uncertainty. If there is no prior knowl-
edge on the subject, this can be indicated 
with uniform distribution (also called 
uninformative prior), i.e. all states of 
the variable are considered to be equally 
likely. (It should be noted that if the states 
are intervals, this applies only intervals 
with equal widths: with unequal intervals 
also a uniform distribution can be highly 
informative.) However, usually there is 
at least some knowledge on the subject, 
which can be expressed with a non-uni-
form, informative probability distribution. 
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As already discussed, one of the strengths 
of BNs is the possibility to use various 
kinds of information in a single net-
work. This has been the case also in the 
models presented in this thesis (Fig. 4). 
In the following the main methods used 
to form prior distributions and CPTs are 
presented, outlined from the viewpoint of 
model building.   
A. Statistical data and literature  
For many variables the probability distri-
butions were based on statistical data sets. 
Relative accident frequencies in I were 
based on HELCOM statistics on ship-
ping accidents (HELCOM 2014d), and 
environmental variables such as offshore 
wave height (II, III) and wind speed (II) 
were populated using weather statistics. 
Also previously published studies were 
used to derive the CPTs. 
B. Equations
Defining the CPTs becomes easier if it 
can be done by using different kinds of 
equations. This can be done directly in the 
model with basic arithmetic operations 
or statistical distributions. For instance, 
the CPT for total recovery potential of the 
Finnish oil combating fleet (III) was cal-
culated as a sum of the recovery potentials 
of the sub-fleets operated by the Finnish 
Figure 4. The BN model developed in paper III illustrating the structure of a complex influence diagram 
and the variety of information sources related to probability distributions. The model calculates the annual 
number of tanker accidents and the magnitude of subsequent oil spills as well as the consequences of 
spills taking into account e.g. the behavior of oil and the effectiveness of oil combating operations. The 
losses related to spills result from offshore oil combating, shoreline clean-up and waste treatment opera-
tions and environmental damages expressed in monetary terms. The model is a full influence diagram in 
a sense that in addition to random variables describing the system (ovals) it includes decision variables 
(white rectangles) and utility variables (diamonds). Colors illustrate different information sources used to 
populate the variables or calculate the utilities. Distributions for random variables were gained directly from 
previous BN models (yellow), from literature or statistical data sets (clear blue), by applying other models 
(blue), by using built-in functions available in Hugin (pink) or from experts (orange). For utility variables, the 
calculation of costs was done with built-in functions, and the colors indicate the source of cost information. 
For more detailed information, see paper III.
27
Navy, the Boarder guard, and Meritaito; 
the calculation was done directly within 
the BN model. Another example of using 
built-in expressions is the yearly number 
of oil spills from tanker accidents (III), 
which was calculated by using binomial 
distribution with parameters N and p, N 
being the number of tanker accidents and 
p being the probability of leak given an 
accident. In II, the dispersion of oil was 
calculated in a separate BN, the CPTs of 
which were populated by using estab-
lished process equations describing the 
horizontal and vertical diffusion and dis-
persion of oil.
The probability distributions can also be 
calculated outside the BN, after which the 
final CPTs are imported to the model. For 
instance, the mean values for the evap-
oration of oil and the effectiveness of oil 
combating techniques in paper II were 
calculated with simple functions based on 
previous studies and literature, after which 
the CPTs were specified by using normal 
distribution with appropriate standard 
deviations.                     
C. Other models
Also other models can be used to pro-
duce relevant CPTs to a BN. If these mod-
els are deterministic, there may be some 
additional challenges in using point esti-
mates in a probabilistic framework; how-
ever, there are methods to overcome these 
issues (V).
In paper II, a deterministic oil spill drift 
model SpillMod (Ovsienko 2002, see also 
Fashchuk 2011) was used to produce CPTs 
for variables describing the stranding time 
of oil after the accident and the exposure 
of species. The same model was used in I 
to produce probabilistic maps describing 
the spreading of oil; the maps were one 
component of the method applied in the 
risk assessment of threatened species. The 
CPTs (II) and maps (I) were produced sea-
son-wise, each season (a 3-month period) 
containing 2184 or 2208 separate oil spill 
trajectory simulations. Each trajectory 
describes the fate of an oil slick 240 h after 
a spill, and a separate trajectory was sim-
ulated for each hour of the season, i.e. tra-
jectory 1 represented an oil spill happen-
ing in the first hour of spring, trajectory 2 
in the second hour etc. The movement of 
oil was based on real weather conditions 
for the year 1996 (II) and years 1996–2001 
(I). 
In the BN presented in paper IV, water 
quality parameters were first modelled 
with the EIA-SYKE ecosystem model 
(Kiirikki et al. 2001, Kiirikki et al. 2006), 
which simulates the weekly averages of 
dissolved nutrients (N, P) and algal bio-
mass under different loading scenarios 
across the GoF. The model is a determin-
istic 3-dimensional hydrodynamic-bio-
chemical model with an inorganic nutri-
ent cycle and two phytoplankton groups. 
In order to express uncertainties related to 
the deterministic model outputs, a statis-
tical model based on Gaussian processes 
was built upon the 3D ecosystem model 
(Vanhatalo et al. 2013), and the results of 
this analysis was used in the BN.
The inclusion of results of other models in 
BNs is more straightforward, if the orig-
inal models themselves are probabilistic. 
In paper IV, the fate of the Baltic herring 
population in the GoF under different 
management scenarios related to fisheries, 
eutrophication and oil spills are assessed. 
The BN structure is fairly simple, and the 
population size is the only biological var-
iable in the network to express the popu-
lation dynamics of the Baltic herring. Yet, 
behind this node there is a complex Bayes-
ian age-structured population dynamics 
model (Rahikainen et al., submitted man-
uscript).             
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D. Expert knowledge
Experts or other stakeholders can also 
offer relevant information required to 
populate the CPTs. This approach is valu-
able especially if there is a limited amount 
of data or other information available, or 
there is an urgent need for the results in 
decision-making (Kuhnert et al. 2010). 
In ecological and environmental context, 
expert knowledge has been used e.g. to 
assess the future risks of climate change on 
species (e.g. O’Neill et al. 2008), to predict 
the distribution of a rare species (Murray 
et al. 2009, O’Leary et al. 2009), and to esti-
mate production capacities of fish stocks 
(Uusitalo et al. 2005). Yet, experts, as all 
human-beings, use heuristics and men-
tal operations that may result in biases in 
judgments (Tversky and Kahneman 1974). 
These include e.g. overconfidence in one’s 
own beliefs, anchoring around initial esti-
mates, and availability, i.e. one’s belief is 
based on the most recent information 
instead of considering also past events 
(reviewed e.g. by Burgman (2005), Kynn 
(2008) and O’Hagan et al. (2006)). There 
are structured guidelines and formal elic-
itation techniques (Kuhnert et al. 2010, 
O’Hagan et al. 2006) that can be used to 
reduce these biases, but seldom can they 
be completely removed. 
In this thesis expert knowledge was used 
mainly with the variables related to oil 
combating measures and the costs of oil 
spills, but the experts basically provided 
point estimates or intervals with uniform 
distributions. In paper II the determina-
tion of ecological effects resembles expert 
elicitation, although the estimation was 
conducted by one of the authors, as the 
process was based on her expertize and 
work done previously with a similar kind 
of setting (Lecklin et al. 2011).
4.2.3. Model testing and evaluation
If the purpose of the model is to support 
decision-making, it is important that it 
produces reliable and robust results. It is 
thus crucial to test the model and exam-
ine its behavior as broadly as possible. 
This can be done e.g. by going through 
different input combinations and examin-
ing whether the probability distributions 
of output and other variables seem to be 
reasonable and logical (Chen and Pollino 
2012). One can also perform different 
kinds of sensitivity tests and other perfor-
mance tests (Marcot 2012).  
An optimal choice would be to compare 
the results with empirical data, but this 
may be a challenging, or even impossible 
task. This holds true especially if the model 
deals with (yet) unseen events (I–IV), or 
management measures that have not been 
applied before (II–IV), as there is no data 
against which the model outputs can be 
compared. As discussed earlier, Aguilera 
et al. (2011) suggest comparing the results 
of the model to other models dealing with 
the same problem. Evaluation can also be 
conducted via expert interviews (Pollino 
et al. 2007). 
In this work the models were evaluated 
mainly by going through them extensively 
and trying to spot possible incoheren-
cies (such as unaccountable irregularities 
in probability distributions) and other 
errors. Further, in paper II the ecological 
part of the model was based on the logic 
applied in Lecklin et al. (2011), which was 
discussed with domain experts. In paper 
III, in addition to cost-benefit analysis, 
the model was used for estimating the 
costs of a single accident, and the results 
were compared with two other oil spill 
cost models. In paper IV, the results of 
other models were tested before they were 
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incorporated into the BN. Thus, efforts 
were made to evaluate the models as thor-
oughly as possible and to validate them at 
least partly.
In paper III, we also applied a value- 
of-information (VoI) analysis based on 
the value-of-perfect-information (Clemen 
1996, Raiffa and Schlaifer 1961). VoI anal-
ysis can be seen as a sensitivity analysis of 
a kind, and it can be used to analyze the 
effects of uncertainty related to individual 
random variables on the optimal decision. 
A variable with VoI has some state(s), 
which, if known exactly, result in a greater 
expected utility with a different decision 
compared to the maximum expected util-
ity (MEU) gained with the optimal deci-
sion without any new information. Thus, 
if the utility is described e.g. in monetary 
terms, VoI describes the amount of money 
the decision-maker would like to pay for 
(perfect) knowledge about the state of the 
variable before making the decision. VoI 
helps to find the most critical uncertain-
ties from a decision-making point of view, 
and thus it can be used to guide further 
analysis of the current data or models, 
and to identify future research needs (e.g. 
Mäntyniemi et al. 2009).   
5. RESULTS AND DISCUSSION
First I summarize the most relevant find-
ings of the thesis in relation to environ-
mental risk assessment and management 
(Table 1), and discuss the novelties of the 
work for oil spill modeling in general. 
Then I discuss the work from a practical 
and methodological point of view.
5.1. Main results in a nutshell  
5.1.1. Risks are distributed unevenly
The risk posed by oil spills is not distrib-
uted evenly across the study area, when 
the focus is on threatened species and 
habitat types (I). Although the probabil-
ity of tanker accidents is the highest in 
the eastern GoF, the areas with the high-
est risk values seem to be found from the 
outer archipelago in the eastern GoF, in 
the Hankoniemi area in the western GoF, 
and in the southern part of the AS. This 
result is explained by the uneven distribu-
tion of ecological values within the study 
area together with oil spill drift patterns. 
There are also differences in the risk threat-
ened habitat types and species experience 
due to oil spills (I). When only the average 
exposure probability is considered, espe-
cially coastal sand beaches and seashore 
meadows seem to be at risk. However, if 
also recovery potential (defined as the 
probability to recover within five years 
after exposure) is taken into account, 
seashore meadows and Alnus glutinosa 
swamps have the highest risk values. 
Regarding species, there does not seem to 
be any clear pattern in relative risk values, 
and e.g. species with the highest relative 
risk values in terms of the average expo-
sure probability include species from var-
ious taxonomic groups. The primary hab-
itat for the majority of high-risk species is 
sandy beaches.
Species-specific differences in the expo-
sure and vulnerability to oil are supported 
by the work done in paper II. The results 
suggest that from the six species included 
in the analysis, the common eider has 
the highest probability to suffer from 
major losses after an oil accident, whereas 
with the Baltic herring the probability of 
30
Table 1. The main research questions and findings of each paper (I-V). 
Main research questions Main findings
I What is the spatial distribution of oil spill risks in
the study area?
Which threatened habitat types and species
witness the highest relative risk due to oil spills?
Ecological risks are distributed unevenly, and do not
coincide e.g. with the frequencies of oil spills
Sandy beaches and seashore meadows; within
species there are differences but no general patterns
II Are there good reasons to apply dispersants in oil
combating?
Do species benefit from oil deflection booms?
No, as their effectiveness seems to be fairly low
Yes, but the benefits depend on species
III Are an automatic VTS alarm system and a new oil
combating vessel economically reasonable
procurements?
What are the costs of oil spills?
Yes and no; the automatic VTS alarm system seems to
be one, but with the new vessel expected costs exceed
expected benefits
In general high; environmental losses can be over
tenfold compared to oil combating and waste treatment
costs
IV In addition to the risk posed by oil spills, what are
the effects of eutrophication and fishing on the
Baltic herring?
Can the water quality targets set by HELCOM and
WFD be met in the Gulf of Finland?
The risk posed by oil spills seems to be minor;
eutrophication and fishing impacts the population, but
only fisheries management measures seem to be
effective
It is improbable, but the probability to succeed varies
between areas and water quality variables; the BSAP
seems to have a clear effect on the phosphorus in east
V Can we exploit the outputs of deterministic models
in a probabilistic context?
Yes, in several ways, but it is not an easy task
moderate or more severe impacts is very 
small. The latter result is at least partly 
confirmed by the work presented in paper 
IV (see also Rahikainen et al., submitted 
manuscript).
Spatial distribution of environmental risks 
is also evident when the risk is expressed 
as the probability of not meeting the water 
quality targets set by the WFD or HEL-
COM, and also clear differences between 
water quality variables exist (IV, Helle 
et al., unpubl. manuscript). It seems that 
major reductions in nutrient loads, i.e. 
the implementation of the objectives of 
the Baltic Sea Action Plan (BSAP), would 
decrease the risk in the eastern GoF. How-
ever, this holds true only for phosphorus. 
The effect is clear especially in open sea 
areas, where the probability of not meeting 
the target for phosphorus decreases from 
0.99 to 0.59 when BSAP is implemented. 
In coastal areas the decrease in risk is 
smaller. However, in the western part of 
the GoF the changes are only minor. Fur-
thermore, other variables like nitrogen 
and chlorophyll-a concentrations seem to 
be unresponsive even to substantial reduc-
tions of nutrient loads across the GoF. 
5.1.2. Large-scale oil spills are  
relatively rare but costly
In general, the probability that the GoF 
will witness a major oil spill in the near 
future is not very high. The annual proba-
bility of oil spills from tanker accidents is 
estimated to be approximately 0.10. Given 
there is a tanker accident resulting in a 
leak, the size of the spill would probably be 
only moderate, as the results suggest that 
the probability that the spill volume does 
not exceed 5 000 m3 is 0.80 (III). 
However, already relatively moderate oil 
spills can result in substantial costs and 
environmental losses (III). For instance, 
after a 3000 m3 spill of heavy oil (cor-
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responding approximately to the most 
recent major oil spill in the Baltic Sea, i.e. 
the Baltic Carrier accident in Denmark in 
2001 (IOPC Funds 2009)), the expected 
costs of offshore oil combating, shoreline 
clean-up and waste treatment operations 
would exceed 8 million euros. Similarly, 
the expected costs of a 30 000 m3 spill of 
medium heavy crude oil (i.e. the current 
realistic worst-case scenario in the GoF 
(Hietala and Lampela 2007)) would be 
almost 49 million euros. These figures 
seem reasonable, and they lay between 
the results produced by two other mod-
els developed previously (Kontovas et al. 
2010, Shahriari and Frost 2008). However, 
the probability distributions of the costs 
are wide due to the many uncertain ele-
ments related e.g. to the behavior of oil.
Furthermore, it seems that environmen-
tal damages are multifold compared to 
combating, clean-up, and waste treat-
ment costs (III, unpubl. data). The results 
suggest that in a 3000 m3 spill expected 
losses exceed 93 million euros, and in 
30000 m3 spill 1 billion euros. These esti-
mates sound very high. Yet, e.g. the envi-
ronmental damages of the Exxon Valdez 
oil spill were estimated to be 2.8–7.9 bil-
lion USD (1990) based on a contingent 
valuation survey (Carson et al. 2003); this 
would be 4.99–14.1 billion USD in 2013 
currency. Within this context, the results 
sound fairly reasonable.   
5.1.3. Mechanical recovery is a good 
option – but does not always work 
Today, oil combating in the study area is 
based on mechanical means. This seems 
to be a wise strategy, as the results suggest 
that the efficiency of current dispersants 
is very low in a semi-enclosed brackish 
water environment (II). Thus their use is 
not advantageous for surface and littoral 
species, but may be harmful for subsurface 
species, although the negative impacts are 
probably only moderate or minor.
However, it is important to notice that 
although it is possible to reach high recov-
ery efficiencies with mechanical oil com-
bating, this is not always the case, and 
also mechanical means can have several 
limitations (II, III). The most important 
ones include the susceptibility to high 
wave heights and the inability to recover 
light oils. The recovery efficiency drops 
sharply when the wave height exceeds 2 
m (II, III), although the new oil combat-
ing vessel Louhi is able to recover oil also 
in these conditions (III). The efficiency is 
low also with light oils, but this drawback 
is not that relevant as light oils also evapo-
rate more rapidly. Furthermore, oil booms 
can be applied locally to protect shoreline 
habitats and species, but the suitability of 
the method depends on the location and 
behavior of the species in question (II).
5.2. Contribution of the work
5.2.1. Relevance of the results from 
the management point of view
The findings of this thesis offer interest-
ing perspectives for environmental risk 
management in the study area. First, the 
current Finnish strategy to base oil com-
bating primarily on offshore recovery 
vessels instead of chemical dispersants is 
supported (II). However, as the efficiency 
of mechanical recovery is dependent on 
weather conditions as well as on the prop-
erties of spilled oil, it is not a panacea that 
will work in all circumstances. 
Second, new combating vessels are 
expensive investments, and as major oil 
spills (fortunately) are fairly rare events, 
new vessels may not be economically 
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justifiable acquisitions, if the expected 
profits and losses are applied as a criterion 
(III). Instead, the results encourage seek-
ing cost-efficient preventive measures. It 
is nevertheless important to notice that 
although oil combating may be the pri-
mary reason for the acquisition of a vessel, 
new vessels can be used for multiple pur-
poses, not only for oil combating related 
issues. Furthermore, it is evident that 
also other criteria in addition to expected 
monetary profits/losses could and should 
be used in the analysis. For instance, if 
one is very risk-averse and wants to keep 
the probability of stranding of oil as low 
as possible, one might want to invest even 
more in preventive actions and mechani-
cal offshore oil combating vessels without 
considering their costs.    
Third, the results suggest that additional 
attention to oil spill management should 
not be restricted to areas with the highest 
accident probabilities, but also other spa-
tial aspects should be taken into account 
(I). Oil spill related risks are distributed 
unevenly among areas and different com-
ponents of the ecosystem, which should 
be noticed also in risk management. This 
might mean e.g. allocating more oil spill 
combating equipment to areas hosting 
a large number of high-risk habitats and 
species. Additional risk posed by oil spills 
should also be taken into account when 
planning management actions for the 
high-risk habitats or species. Some species 
and habitats are located in the outer archi-
pelago or otherwise exposed areas that are 
usually difficult to protect by oil booms. 
Especially in these cases it is important 
to ensure that there are also viable and 
well-protected occurrences elsewhere in 
the area, and possibly strengthen their 
protection with more rigorous regulations. 
Furthermore, as the protection effective-
ness of deflection booms differ between 
species and areas (II), limited resources 
should be targeted to those objects where 
the gains are the largest. There is no point 
in making a major effort to safeguard spe-
cies that would not benefit from it.                   
Fourth, both oil spill (II, III) and water 
quality modelling (IV) highlight the 
importance of international co-operation 
in the mitigation of risks. As oil combating 
is costly and the efficiency of mechanical 
recovery can be low due to harsh weather 
conditions or limited time, preventive 
measures are important. Furthermore, in 
semi-enclosed sea areas a coastal state may 
suffer gravely also from oil spills happen-
ing in the territorial waters of other states 
or international waters, which makes oil 
spill management a highly international 
issue. There is already active co-oper-
ation within the Baltic Sea, and e.g. in 
case of a spill additional assistance can 
be requested from neighboring countries 
as well as the European Maritime Safety 
Agency (EMSA). The Contracting Par-
ties of HELCOM have also regular joint 
oil response exercises (Finnish Environ-
ment Institute 2013a). Furthermore, Fin-
land, Estonia and Russia together offer 
and maintain vessel traffic services (VTS) 
within the VTS areas along coastlines, 
and the international waters of the Gulf of 
Finland and the Finnish and Estonian ter-
ritorial waters are also covered by a Man-
datory Ship Reporting System GOFREP 
(Finnish Transport Agency 2012, 2013). 
Yet, maritime safety issues around the 
world are mainly controlled with the same 
international regulation schemes adopted 
by the IMO, and the rights of the coastal 
states to govern safety-related issues are 
somewhat limited, covering e.g. pilot-
ing and icebreaker services within their 
territorial waters (Kuronen and Tapani-
nen 2010). However, a need for a holistic 
framework, which combines scientific risk 
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assessment with stakeholder input in iden-
tifying and evaluating maritime risks in 
the area, has been recognized (Haapasaari 
et al., accepted). The need for international 
co-operation concerns also eutrophica-
tion, as it seems that even if Finland imple-
mented high nutrient reductions, the 
probability of achieving good ecological 
status in the Finnish coastal waters is very 
small for the majority of the water quality 
variables (IV, Vanhatalo et al. 2013, Helle 
et al., unpubl. manuscript).       
5.2.2. Contribution to current  
understanding of risks and risk  
assessment methodology
The thesis offers new knowledge related 
to oil spill risks in the study area and pro-
vides improvements to current method-
ologies. Only a limited number of studies 
have estimated the environmental impacts 
of oil spills in the Baltic Sea previously. 
The majority of the research has been con-
ducted after rather small-scale spills, such 
as the grounding of Tsesis in Stockholm 
archipelago in 1977 (Elmgren et al. 1983, 
Johansson et al. 1980, Linden et al. 1979), 
and two groundings of Antonio Gramsci 
in Latvia in 1979 (Bonsdorff 1981, Pfister 
1980) and in the Gulf of Finland in 1987 
(Hirvi 1990). Thus, the knowledge related 
to ecological effects of oil spills is still lim-
ited, and modeling is needed to shed light 
on the subject. Together with the studies 
published by Juntunen et al. (2005), Aps 
et al. (2009), Lecklin et al. (2011) and 
Ihaksi et al. (2011) the work presented 
in this thesis (I–III) are the first steps 
towards deeper understanding of the mat-
ter.  Such understanding is needed to plan 
the investments and actions of society in a 
proper and justified way.     
The thesis makes also an important con-
tribution to oil spill risk assessment 
methodology. Oil spill risk assessment 
(as risk assessments in general) com-
bines two main components: exposure 
analysis, where the probabilities of spills 
and the extent of subsequent impacts are 
assessed, and vulnerability analysis, which 
describes the values at risk (Frazão Santos 
et al. 2013). Although variety of methods 
to describe both components can be found 
from literature, the approaches to combine 
them are far less common, although some 
applications can be found (e.g. Olita et al. 
2012, Romero et al. 2013). 
The method implemented in paper I is 
an improvement to current methodology 
and offers a way to conduct comprehen-
sive spatial oil spill risk assessment. The 
strength of the approach lies in the prob-
abilistic integration of a large number of 
separate oil spill simulations, which is a 
novel approach for the exposure analy-
sis part of oil spill risk assessment. There 
are few other studies that apply numer-
ical oil spill models to produce proba-
bilistic maps based either on historical 
weather data (Guillen et al. 2004, Olita 
et al. 2012, Romero et al. 2013) or some 
typical weather scenarios (den Boer et al. 
2014). Instead, a common approach is to 
include only one or few spill locations, 
spill sizes or oil types in analyses (e.g. Olita 
et al. 2012, Romero et al. 2013, Singkran 
2013) or, even if multiple spill locations 
are included, to assume that the accident 
probability is constant across the sites (but 
see den Boer et al. (2014)). The work in 
I improves the methodology with a BN 
offering an explicit way to handle uncer-
tainty related to oil accidents by describ-
ing the variables by means of probability 
distributions. Hence, the analysis is not 
restricted to specific scenarios, and there 
is no need to assume that all alternatives 
are equally probable either.
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Today, oil spill modeling is dominated by 
the use of numerical models predicting 
the transport and fate of spilled oil (see 
e.g. reviews by ASCE (1996) and Reed et 
al. (1999)). These models differ in com-
plexity from simple particle-tracking 
models to three-dimensional trajectory 
and fate models, which typically simu-
late the movement of oil together with 
various weathering processes, like evap-
oration, emulsification and natural dis-
persion (Reed et al. 1999). Some models 
also include the possibility to simulate oil 
spill response actions (e.g. OSCAR; Reed 
et al. 1995), and even biological effects of 
spills (SIMAP; French McCay et al. 2004, 
French McCay 2004). However, although 
some oil spill models can be run in a sto-
chastic mode e.g. with varying weather 
parameters, modeling is usually still based 
on a limited number of pre-defined sce-
narios and uncertainty is thus neglected.
Nevertheless, oil spills typically exhibit 
high uncertainties (I–IV), and thus BNs 
offer a natural framework to model these 
events. Despite their diverse use in other 
environmental research, BNs applications 
in oil spill modeling are still quite rare, 
although the number has increased rap-
idly in the past few years (Aps et al. 2009, 
Carriger and Barron 2011, Eleye-Datubo 
et al. 2006, Goerlandt and Montewka 
2014, Jolma et al. 2014, Juntunen et al. 
2005, Lecklin et al. 2011, Lehikoinen et al. 
2013, Lehikoinen et al. 2015, Montewka 
et al. 2013). The work presented in this 
thesis offers new insights and experiences 
to the use of BNs in oil spill research. For 
instance, in the context of environmen-
tal research, BNs have previously been 
applied to CBAs related to eutrophication 
management (Ames et al. 2005, Barton 
et al. 2005, Barton et al. 2008), pesticide 
management (Henriksen et al. 2007), and 
integrated pond management (Landuyt et 
al. 2014). Paper III widens the approach to 
oil spill management.
Furthermore, BNs can be seen as a poten-
tial tool for the Formal Safety Assessment 
(FSA) adopted by the IMO in 2002. FSA 
aims at enhancing maritime safety by 
using risk analysis and cost benefit assess-
ment. The procedure has five steps (Inter-
national Maritime Organization 2002): 1) 
Identification of hazards; 2) Assessment 
of risks related to the hazards; 3) Evalua-
tion of measures, i.e. risk control options 
(RCOs), to control and reduce the iden-
tified risks; 4) A cost-benefit assessment 
of the RCOs; and 5) Making recommen-
dations for decision-making. As demon-
strated in paper III, BNs offer a way to 
link all relevant components in a single 
framework. Although BNs have been used 
to combine steps 2 and 3 of the FSA (e.g. 
Lehikoinen et al. 2015, Zhang et al. 2013), 
the applications including also step 4, i.e. 
the CBA, have previously been lacking, 
and paper III fulfills this gap.      
5.3. Challenge of integration and 
other lessons learned
The work presented in this thesis deals 
with large and complex entities in an 
uncertain world, with a unifying theme 
of integration of knowledge from various 
sources. In the following I discuss some of 
the challenges of the approach and lessons 
I have learned during the work.
Modeling complex environmental prob-
lems typically requires an integration 
of knowledge from several sources and 
potentially from several research pro-
jects (Wainwright and Mulligan 2013). 
Although BNs are well suited for this 
kind of use, there are some issues that 
need to be carefully considered. First, it is 
not a trivial task to integrate the outputs 
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of several studies or models into a single 
framework, as models that are originally 
developed separately for different pur-
poses usually have divergent and poten-
tially conflicting background assump-
tions. It is thus essential to ensure that 
the separate components are compatible 
with each other (Laniak et al. 2013). For 
example, if a water quality variable (e.g. 
chlorophyll-a concentration) is calculated 
with a model that presumes a more or 
less constant hydrodynamic field, it may 
not be justifiable to use it as an input in a 
meta-model that includes salinity as a var-
ying parameter, as salinity is linked also to 
hydrodynamics. This naturally holds true 
also for other knowledge derived e.g. from 
literature. Hence, in addition to defining 
the connecting variables between different 
components in a reasonable way, it is also 
essential to look carefully for any hidden 
inconsistencies within the components 
themselves (V, Laniak et al. 2013, Voinov 
and Shugart 2013).
Second, the integration may be challeng-
ing not only from the practical point of 
view related to technical aspects of mod-
eling, but in a broader context of knowl-
edge per se. Different disciplines typically 
have their own terminology, principles 
and methodologies (e.g. Haapasaari et al. 
2012a, Kragt et al. 2013). Hence, in addi-
tion to the extraction of separate pieces 
of information, the efficient integration 
of information from divergent sources 
usually requires learning in a more com-
prehensive way. Thus, apart from being 
familiar with the system being studied, 
a modeler should have a general under-
standing of sub-disciplines as well (Kragt 
et al. 2013). This, however, does take 
time, especially when interdisciplinary 
approach is applied to the research prob-
lem for the first time (Haapasaari et al. 
2012a).      
Third, much of environmental and eco-
logical research is still conducted with 
deterministic models, and there is a need 
for methods that enable the use of point 
estimates in a probabilistic context like 
discussed in V. In some cases reasonable 
probability distributions can be derived 
fairly easily (like the annual number of 
tanker accidents that can be calculated 
from the modelled average number of 
tanker accidents per year with a Poisson 
distribution, III). However, with more 
complex deterministic ecosystem mod-
els the inclusion of uncertainty is much 
more demanding, and may require a time- 
demanding modeling exercise of its own 
(IV, Vanhatalo et al. 2013).                 
Fourth, there are some technical issues 
related to BNs that need to be acknowl-
edged. One of the most important ones is 
the discretization of continuous variables. 
As stated before, the discretization can 
result in loss of information. It is impor-
tant to notice that the discretization of a 
parent variable affects also the children 
when equations are used to populate chil-
dren’s CPTs (II, III). This concerns espe-
cially variables that have fat-tailed dis-
tributions. In many situations, the upper 
bound for the last interval may not have an 
exact value but is defined to be “infinite”. 
At least some BN software (e.g. Hugin) 
handles this last interval according to the 
lower bound, which means that when 
calculating the CPT of a child, the last 
interval of the parent is “reduced” to the 
lower bound value. Hence, especially with 
wide distributions it can have an effect 
where the bound is set.
Another structure-related issue is the 
complexity of the model. The models pre-
sented in papers II and III show somewhat 
limited sensitivity to management actions, 
i.e. the responses of the output variables 
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are fairly small. It has been proposed that 
if there are several intermediate varia-
bles between input and output nodes, the 
sensitivity of the outputs to management 
actions may be dampened due to uncer-
tainty related to the intermediate varia-
bles (Barton et al. 2008, Chen and Pollino 
2012, Marcot et al. 2006). Also coarse dis-
cretization of some variables may result in 
an insensitiveness of the model (Barton et 
al. 2008). Although this may hold true also 
for models presented in this thesis, it is also 
important to realize that the insensitivity 
is probably also a “real” property of the 
system: due to the variable nature of the 
real world it may indeed be difficult to see 
the impacts of management actions. Thus, 
there is no reason to remove “annoying” 
uncertainty by excluding variables from 
the model, if they are originally deemed to 
be relevant to the problem.
This issue is also related to the purpose of 
the modeling exercise. If a model is aimed 
to support decision-making at a strategic 
level (I, III), it is important that it encom-
passes relevant uncertainties as broadly as 
possible and thus offers a realistic picture 
of the system of interest. However, when 
the model is used e.g. to predict the effects 
of oil spills, uncertainty can be rightly 
reduced by instantiating some variables 
in the model, as in a real-life situation we 
necessarily know e.g. the season of the 
accident and can assume to have informa-
tion also e.g. on the type and quantity of 
spilled oil. This means an improved pre-
dictability of ecosystem impacts compared 
to the basic state of the model. 
One option that could at least partially 
solve the problems related to the discre-
tization and long variable chains is to use 
separate simulation models that apply 
continuous variables, and then to import 
only the relevant input and output com-
binations of the simulation results to a BN 
(e.g. Kuikka et al. 1999). This approach was 
used also in IV. However, there often is an 
interest to use the model also for analyzing 
the functioning of the system per se, and 
to consider potential cases where some 
intermediate variables are observed or 
managed. Hence, a compromise between 
a multiple-purpose model and the sim-
ple model with low number of variables 
should be found.
5.4. Limitations of the work and 
future research needs
The work presented in the thesis has some 
limitations, which should be addressed 
more carefully in the future. First, some 
parts of the work were based on relatively 
coarse modeling, and it would be inter-
esting to apply more rigorous methods 
to these components. For instance, the 
modeling of dispersion of oil (II) was con-
ducted in a relatively simple manner by 
using well-established equations describ-
ing the extent and concentration of dis-
persed oil. Yet, the circulation of water 
masses in the Gulf of Finland is a highly 
complex phenomenon with a wide spec-
trum of dynamic patterns ranging from 
the basin-wide counter-clockwise circula-
tion to meso-scale eddies and small-scale 
turbulence (Alenius et al. 1998, Andrejev 
et al. 2004a). To estimate the fate of dis-
persed oil in a more comprehensive way, 
the applicability of current 3D hydro-
dynamic models (Myrberg et al. 2010) 
should be assessed. Yet, the uncertainty 
of the output of the models needs to be 
assessed as well before they can be fully 
applied in a probabilistic context. There is 
also a need to widen the analysis to cover 
ice conditions, as accident dynamics, the 
behavior of oil as well as ecological effects 
of spills can be assumed to differ between 
ice and open water periods.
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Another major theme that should be 
studied in a wider context is the environ-
mental impacts of spills. The thesis has 
concentrated on threatened species and 
coastal habitat types (I, II), a few common 
example species (II, IV), and environ-
mental benefits for Finnish citizens (III). 
It is evident that also other components 
of the ecosystem as well as other values 
at risk should be included in the analy-
sis to gain a more complete picture of oil 
spill risks. From an ecological perspective 
relevant additional components could be 
e.g. important spawning and nursery areas 
of fish, and representative occurrences of 
such keystone species which may be sen-
sitive to spills. There are also gaps in the 
basic knowledge related to the ecological 
effects of oil in brackish water ecosystems 
(Lecklin et al. 2011). Furthermore, there 
are also other values in society that can be 
threatened by oil spills, and thus a com-
prehensive oil spill risk analysis should 
also acknowledge e.g. cultural values.
The comparison of different management 
measures is easier, if we can express the 
effects of measures, i.e. utilities or losses, 
on different components of the system 
with same units. In many cases a natural 
choice is to describe the impacts in mon-
etary terms. However, this is usually a 
challenging task in environmental studies 
with many non-market goods involved. 
Thus there is a need to apply different 
kinds of valuation methods that attempt 
to elicit the preferences of citizens, and 
quantify the benefits of environmental 
improvements or the damages from dete-
rioration. In III, the results of a previously 
conducted valuation survey (Ahtiainen 
2007, Juntunen et al. 2013) were used to 
model environmental damages related 
to spilled oil in monetary terms. How-
ever, the original contingent valuation 
study was not designed to estimate the 
damages per ton of oil, and we had to make 
some major assumptions and apply uni-
form distributions to many variables. This 
resulted in high uncertainties of the final 
environmental damage estimates (III). 
Hence, it would be important to conduct a 
valuation study that is specifically targeted 
at estimating environmental damage so 
that the results could be applied in varia-
ble contexts. This is supported also by the 
results of the value-of-information analy-
sis. They suggest that in principle it would 
be worth to pay approximately 180 000 € 
in order to know the “true” environmental 
damage per ton of oil, as it might lead to 
a different optimal decision related to the 
new vessel (III). Furthermore, in order to 
get a full picture of the costs of oil spills, 
also the impacts e.g. on fisheries, tourism 
and other livelihood should be included in 
the analysis. 
However, it is important to notice that 
valuation methods are based on individ-
ual preferences, which may change over 
time, and as they basically measure an 
individual’s willingness to trade one good 
for another, the results will also reflect at 
least partially e.g. the income level of the 
respondent (National Research Council 
2004). Furthermore, one may argue that 
nature has an intrinsic value that exists 
regardless of humans (e.g. McCauley 
2006, National Research Council 2004), 
which is something all valuation methods 
fail to address. This highlights the need 
for decision criteria that go beyond plain 
monetary valuation.  
Finally, any model that aims at predicting 
the effectiveness of management measures 
should acknowledge that major uncer-
tainties may exist on the human-side of 
the management, as the behavior of peo-
ple and their commitment to management 
decisions is difficult to predict (Fulton et 
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6. CONCLUDING REMARKS 
This thesis offers new insights to envi-
ronmental risk assessment with a special 
emphasis on oil spill related risks in the 
northern Baltic Sea. The need of this kind 
of research has become more and more 
evident during the work, as the volume of 
transported oil through the Gulf of Fin-
land has continued to increase (Finnish 
Environment Institute 2013b), and some 
very alarming close shaves have occurred. 
For instance, in 2007 MT Propontis, 
loaded with 100 000 t of crude oil, ran 
aground near Suursaari in the central Gulf 
of Finland due to a navigational error, but 
luckily oil was not leaked as the tanker had 
double-hull2. In 2012 MT Lovina, also car-
rying 100 000 t of crude oil, was heading 
towards the same shoal, but an alert VTS 
traffic controller was able to prevent the 
accident in time by guiding the tanker to 
the correct route3. Although we cannot be 
sure whether the worst-case scenarios will 
ever actualize, there is a need to estimate 
the risks and find measures to mitigate the 
risks in an efficient way.
The thesis is a part of the work needed in 
order to develop comprehensive decision 
support tools related to environmental 
risks in the northern Baltic Sea. It is widely 
acknowledged that in order to solve com-
plex and value-laden environmental prob-
lems in an uncertain world, we need to 
integrate knowledge across multiple fields 
such as ecology, economics, engineering 
sciences, statistics, and sociology (Jake-
man and Letcher 2003, Kragt et al. 2013, 
Laniak et al. 2013, Parker et al. 2002). 
Bayesian networks offer one alternative 
to accomplish this challenging task (Kelly 
et al. 2013). However, the integration of 
knowledge involves a great deal of learn-
ing at many levels, ranging from individ-
uals to groups and disciplines (Haapasaari 
et al. 2012a). Thus, the work is not just 
technically demanding, but may call for a 
totally new mindset.     
Yet, it does not matter how good models 
there exist, if the results do not reach the 
managers and other stakeholders. This 
highlights the importance of communi-
cation, which has been identified to be a 
critical issue for the success of integrative 
research (Parker et al. 2002). Furthermore, 
the information flow should not be unidi-
rectional from scientists to stakeholders, 
but the stakeholders ought to be involved 
in all stages of the research, from the prob-
lem formulation and model development 
to the evaluation of the results (Jakeman 
et al. 2006). Although scientific independ-
ence needs always to be secured, stake-
holder engagement can help to address 
the relevant questions from the deci-
sion-making point of view, and give a val-
uable feedback e.g. on model assumptions. 
Stakeholder involvement also improves 
acceptance of assessment results and 
increases the probability of the implemen-
tation of management actions (Chen and 
Pollino 2012, Jakeman et al. 2006). With 
al. 2011, Haapasaari and Karjalainen 2010, 
Levontin et al. 2011, Nichols et al. 1995). 
In paper IV the management measures 
related to eutrophication, oil spill manage-
ment and fisheries are assumed to become 
realized with 100 % certainty, which can 
be seen somewhat unrealistic. If the imple-
mentation uncertainty is not taken into 
account, the society’s capability to manage 
environmental risks can be overestimated. 
Hence, in future also human dimensions 
need to be addressed. 
  2http://yle.fi/uutiset/navigation_error_suspect_in_tanker_incident/5762076
  3http://www.hs.fi/kotimaa/a1372826031189
39
ACKNOWLEDGEMENTS
After finishing my biology studies I was 
searching for a topic for my diploma work, 
and I bumped into an interesting article 
on the threat of oil accidents in the Gulf 
of Finland in Yliopisto. There was also a 
paragraph about a new research project 
studying these issues, and I decided to ask, 
whether I could join the team as a research 
assistant. The person in charge was Sakari 
Kuikka, and knocking on his door started 
a long journey, which eventually lead to 
this thesis.
I am grateful to Sakke for being my super-
visor and for giving me an opportunity to 
work in such an inspiring environment 
and with such demanding topics. To put it 
mildly, the past years have taught me a lot. 
Sakke, I admire your enthusiastic attitude 
and ability to understand complex wholes, 
and I thank you for the confidence you 
have shown in me and my work.
I am also grateful to my other supervi-
sors Laura Uusitalo and Marko Lindroos. 
Laura, you are an excellent role model, as 
you have shown that it is possible to com-
bine a successful research career with the 
other (and more important) components 
of life. You have given me support and 
perspective when needed, and you kindly 
offered me a possibility to be a co-author 
in paper V. Marko, although my work 
turned out to be less economically orien-
tated that was originally planned, it was 
good to know that you were there in case 
needed. I have also gained much of my 
co-operation we are able to give meaning-
ful answers to the right questions, which 
will help, hopefully, to achieve a better 
state of the environment also in the Baltic 
Sea. 
understanding of environmental econom-
ics from courses that you have lectured.     
Many people have contributed to the work 
and helped me in various ways. I thank all 
my co-authors for their valuable input and 
for sharing their knowledge with me. Espe-
cially I want to thank Ari J. for his patience 
with more or less vague biologists, very 
efficient working mode before deadlines, 
and for giving a refreshing perspective on 
many things (“Is someone really interested 
in these species?”). I have also gained a lot 
of help from people working in the Finn-
ish Environmental Institute, and I want to 
give special thanks to Heli Haapasaari and 
Heikki Pitkänen for helping me in many 
oil spill and eutrophication related issues. 
Also many species experts have contrib-
uted to the work during the years, for 
which I am grateful. The work presented 
in this thesis has been conducted in sev-
eral research projects, which has given me 
an opportunity to work with people with 
varied backgrounds. I wish to thank you 
all – I have learnt a lot from you.
Elja and Olli, thank you for being in my 
thesis advisory committee and for your 
supportive comments during the work. 
I sincerely thank prof. (emeritus) Antti 
Penttinen and Dr. Carmel Pollino for 
pre-examining my thesis, and prof. Ann 
Nicholson for finding the time to travel 
all the way from Australia to Helsinki to 
be my opponent. I am very fortunate that 
experts like you have shown interest in my 
work.  
All these years I have been working in 
the Fisheries and Environmental Man-
agement group (FEM), which has grown 
to be a truly multidisciplinary research 
group with talented and committed peo-
ple. I owe huge thanks to all the cur-
rent and former FEM members for the 
40
inspiration, support and fun moments 
we’ve shared together. Especially I want 
to thank Samu for teaching me so many 
things (i.e. almost everything I know 
about Bayesian methodology), answering 
patiently my not-so-clever questions over 
and over again, and thus being my unof-
ficial fourth supervisor. In recent years I 
have also learned a lot from Jarno, whose 
energetic working style makes also other 
people shape up (at least occasionally). 
Mika and Päivi, thank you so much for 
your major contribution to paper IV. My 
fellow “first-wave or so” PhD students 
Annukka, Henni, Kirsi, Päivi, Riikka 
and Teppo, thanks for your help in many 
research-related and other issues, and 
also for sharing occasional frustrating 
moments related to software problems, 
tight schedules, insane reporting forms 
etc. 
I also wish to thank Aquatic Sciences peo-
ple, PhD students and others, for the casual 
atmosphere and many nice moments. I 
also thank people working in Merikotka 
for helping me in various kinds of issues. 
There is life also outside the academia, 
and I thank my friends for offering a great 
counterbalance to the work. With many of 
you I share a long history that goes back 
to the early years of the studenthood (or 
beyond). Sally, Hiiska, Foze, Kaisa and 
Päivi, thanks for the cultivated literature 
discussions as well as other (less culti-
vated) moments we’ve had, not to men-
tion all the encouragement you’ve given 
me. Thank you Laura for giving me such 
a great peer support during all those years 
we spent together in Viikki. TIF, although 
it seems that we nowadays rarely have 
time to discuss really important matters 
(such as quantum mechanics) I feel always 
happy when we meet. In addition to men-
tal support, some of you have helped me in 
a very concrete way in finishing the thesis: 
Sally (once again) by improving my Eng-
lish, Laura Hii by helping with the layout 
and Jouni by designing the cover. Thank 
you very much! 
Finally, I want to thank my family for 
support and trust during the work. Äiti, 
isä and Heini, I have always felt that my 
choices in life have been fully respected, 
and I really appreciate your tact when the 
process has seemed to drag on. You have 
also helped me in many ways during the 
last phases of the work, thank you. Marjo, 
thank you for your support, too.
Jukka, your support has been utmost 
important during the years. It has been 
convenient to have one proper scientist 
in the house, and you have always found 
time to comment on my texts and to help 
with various technical issues despite of 
your own demanding work. You have also 
given me perspective on science in gen-
eral, and reminded about the actualities 
of life (“just submit the paper; it will be 
outdated in a couple of years anyway”). 
Most importantly, you have taken care of 
Aura and Pyro (and me) during the hec-
tic times, for which I am deeply grateful to 
you. Aura, our lovely daughter, your joy-
fulness and zest for life make all stressful 
things (like a PhD thesis) slip my mind. 
How wonderful life is while you’re in the 
world. 
The work presented in this thesis has mainly 
been conducted in the following research pro-
jects: OILECO (funded by the Interreg IIIA 
Southern Finland and Estonia programme), 
OILRISK (Central Baltic Interreg IVA Pro-
gramme 2007–2013), IBAM (BONUS+ and the 
Academy of Finland) and PROBAPS (Finnish 
Advisory Board for Sectoral Research). Addi-
tional funding was received from the Finnish 
Concordia Fund and the Lloyd’s Register Foun-
dation, for which I wish to express my gratitude. 
41
REFERENCES
Anonymous (2009). Pinnaveekogumite moodustamise kord 
ja nende pinnaveekogumite nimestik, mille seisundiklass 
tuleb määrata, pinnaveekogumite seisundiklassid ja seis-
undiklassidele vastavad kvaliteedinäitajate väärtused ning 
seisundiklasside määramise kord. https://www.riigiteataja.
ee/akt/125112010015
Aguilera, P.A., Fernandez, A., Fernandez, R., Rumi, R. and 
Salmeron, A. (2011). Bayesian networks in environmen-
tal modelling. Environmental Modelling & Software 26, 
1376–1388.
Ahtiainen, H. (2007). The willingness to pay for reducing the 
harm from future oil spills in the Gulf of Finland – an 
application of the contingent valuation method. Discussion 
Papers / Department of Economics and Management 18, 
University of Helsinki.
Albers, P.H. (2003). Petroleum and individual polycyclic 
aromatic hydrocarbons. In: Hoffman, D.J., Rattner, B.A., 
Burton Jr., G.A. and Cairns Jr., J. (eds.), Handbook of 
Ecotoxicology. CRC Press, Boca Raton, pp. 341–371.
Alenius, P., Myrberg, K. and Nekrasov, A. (1998). The physical 
oceanography of the Gulf of Finland: a review. Boreal 
Environment Research 3, 97–125.
Ames, D.P., Neilson, B.T., Stevens, D.K. and Lall, U. (2005). 
Using Bayesian networks to model watershed man-
agement decisions: an East Canyon Creek case study. 
Journal of Hydroinformatics 7, 267–282.
Andrejev, O., Myrberg, K., Alenius, P. and Lundberg, P.A. 
(2004a). Mean circulation and water exchange in the Gulf 
of Finland – a study based on three-dimensional model-
ling. Boreal Environment Research 9, 1–16.
Andrejev, O., Myrberg, K. and Lundberg, P.A. (2004b). Age 
and renewal time of water masses in a semi-enclosed 
basin – application to the Gulf of Finland. Tellus Series A – 
Dynamic Meteorology and Oceanography 56, 548–558.
Apeland, S., Aven, T. and Nilsen, T. (2002). Quantifying 
uncertainty under a predictive, epistemic approach to 
risk analysis. Reliability Engineering & System Safety 75, 
93–102.
Aps, R., Fetissov, M., Herkul, K., Kottal, J., Leiger, R., Mander, 
U. and Suursaar, U. (2009). Bayesian inference for 
predicting potential oil spill related ecological risk. Safety 
and Security Engineering III 108, 149–159.
Aroviita, J., Hellsten, S., Jyväsjärvi, J., Järvenpää, L., Järvinen, 
M., Karjalainen, S.M., Kauppila, P., Keto, A., Kuoppala, 
M., Manni, K., Mannio, J., Mitikka, S., Olin, M., Perus, J., 
Pilke, A., Rask, M., Riihimäki, J., Ruuskanen, A., Siimes, 
K., Sutela, T., Vehanen, T. and Vuori, K.-M. (2012). Ohje 
pintavesien ekologisen ja kemiallisen tilan luokitteluun 
vuosille 2012–2013 − päivitetyt arviointiperusteet ja niiden 
soveltaminen (Guidelines for the ecological and chemical 
status classification of surface waters for 2012–2013 
– updated assessment criteria and their application). 
Environmental Administration Guidelines 7/2012. Finnish 
Environment Institute, Helsinki.
ASCE (1996). State-of-the-art review of modeling transport 
and fate of oil spills. Journal of Hydraulic Engineering 122, 
594–609.
Ascough, J.C., Maier, H.R., Ravalico, J.K. and Strudley, M.W. 
(2008). Future research challenges for incorporation of 
uncertainty in environmental and ecological decision-mak-
ing. Ecological Modelling 219, 383–399.
Aven, T. (2010). On how to define, understand and describe 
risk. Reliability Engineering & System Safety 95, 623–631.
Ayre, K.K. and Landis, W.G. 2012. A Bayesian Approach to 
Landscape Ecological Risk Assessment Applied to the 
Upper Grande Ronde Watershed, Oregon. Human and 
Ecological Risk Assessment 18, 946–970.
Bacon, P.J., Cain, J.D. and Howard, D.C. (2002). Belief 
network models of land manager decisions and land use 
change. Journal of Environmental Management 65, 1–23.
Barton, D.N., Saloranta, T., Bakken, T.H., Solheim, A.L., Moe, 
J., Selvik, J.R. and Vagstad, N. (2005). Using Bayesian 
network models to incorporate uncertainty in the economic 
analysis of pollution abatement measures under the Water 
Framework Directive. Water Economics, Statistics and 
Finance 5, 95–104.
Barton, D.N., Saloranta, T., Moe, S.J., Eggestad, H.O. and 
Kuikka, S. (2008). Bayesian belief networks as a me-
ta-modelling tool in integrated river basin management - 
Pros and cons in evaluating nutrient abatement decisions 
under uncertainty in a Norwegian river basin. Ecologial 
Economics 66, 91–104.
Bateman, I.J., Carson, R.T., Day, B., Hanemann, W.M., Hanley, 
N., Hett, T., Jones-Lee, M., Loomes, G., Mourato, S., 
Özdemiroglu, E. and Pearce, D.W. (2002). Economic 
valuation with stated preference techniques: a manual. 
Edward Elgar Publishing, Cheltenham.
Berger, J.O. (1985). Statistical Decision Theory and Bayesian 
Analysis, 2nd ed. Springer-Verlag, New York.
Biedermann, A. and Taroni, F. (2012). Bayesian networks 
for evaluating forensic DNA profiling evidence: A review 
and guide to literature. Forensic Science International – 
Genetics 6, 147–157.
Boardman, A., Greenberg, D., Vining, A. and Weimer, D. 
(2014). Cost-Benefit Analysis. Concepts and Practice, 4 
ed. Pearson Education Limited, Essex.
den Boer, S., Azevedo, A., Vaz, L., Costa, R., Fortunato, A.B., 
Oliveira, A., Tomas, L.M., Dias, J.M. and Rodrigues, M. 
(2014). Development of an oil spill hazard scenarios da-
tabase for risk assessment. Journal of Coastal Research, 
Special Issue 70, 539-544.
Bonsdorff, E. (1981). The Antonio-Gramsci Oil-Spill Impact 
on the Littoral and Benthic Ecosystems. Marine Pollution 
Bulletin 12, 301–305.
Borsuk, M.E., Reichert, P., Peter, A., Schager, E. and Bur-
khardt-Holm, P. (2006). Assessing the decline of brown 
trout (Salmo trutta) in Swiss rivers using a Bayesian 
probability network. Ecological Modelling 192, 224–244.
Borsuk, M.E., Stow, C.A. and Reckhow, K.H. (2004). A 
Bayesian network of eutrophication models for synthesis, 
prediction, and uncertainty analysis. Ecological Modelling 
173, 219–239.
Bromley, J., Jackson, N.A., Clymer, O.J., Giacomello, A.M. and 
Jensen, F.V. (2005). The use of Hugin((R)) to develop 
Bayesian networks as an aid to integrated water resource 
planning. Environmental Modelling & Software 20, 
231–242.
Brunila, O.-P. and Storgård, J. (2012). Oil transportation in the 
Gulf of Finland in 2020 and 2030. Publications from the 
Centre for Maritime Studies University of Turku A61.
Burgman, M. (2005). Risks and Decisions for Conservation and 
Environmental Management. Cambridge University Press, 
Cambridge.
42
Cadiou, A., Riffaut, L., McCoy, K.D., Cabelguen, J., Fortin, 
M., Gelinaud, G., Le Roch, A., Tirard, C. and Boulinier, T. 
(2004). Ecological impact of the “Erika” oil spill: Determi-
nation of the geographic origin of the affected common 
guillemots. Aquatic Living Resources 17, 369–377.
Carmona, G., Varela-Ortega, C. and Bromley, J. (2011). The 
Use of Participatory Object-Oriented Bayesian Networks 
and Agro-Economic Models for Groundwater Management 
in Spain. Water Resources Management 25, 1509–1524.
Carriger, J.F. and Barron, M.G. (2011). Minimizing Risks 
from Spilled Oil to Ecosystem Services Using Influence 
Diagrams: The Deepwater Horizon Spill Response. Envi-
ronmental Science & Technology 45, 7631–7639.
Carson, R.T., Mitchell, R.C., Hanemann, M., Kopp, R.J., Press-
er, S. and Ruud, P.A. (2003). Contingent valuation and 
lost passive use: Damages from the Exxon Valdez oil spill. 
Environmental and Resources Economics 25, 257–286.
Castelletti, A. and Soncini-Sessa, R. (2007). Bayesian 
Networks and participatory modelling in water resource 
management. Environmental Modelling & Software 22, 
1075–1088.
Charniak, E. (1991). Bayesian Networks without Tears. AI 
Magazine 12, 50–63.
Chen, S.H. and Pollino, C.A. (2012). Good practice in Bayesian 
network modelling. Environmental Modelling & Software 
37, 134–145.
Christensen, N.L., Bartuska, A.M., Brown, J.H., Carpenter, 
S., DAntonio, C., Francis, R., Franklin, J.F., MacMahon, 
J.A., Noss, R.F., Parsons, D.J., Peterson, C.H., Turner, 
M.G. and Woodmansee, R.G. (1996). The report of the 
ecological society of America committee on the scientific 
basis for ecosystem management. Ecological Applications 
6, 665–691.
Clemen, R.T. (1996). Making Hard Decisions. An Introduction 
to Decision Analysis, 2nd ed. Duxbury Press, Belmont.
Conley, D.J., Carstensen, J., Aigars, J., Axe, P., Bonsdorff, E., 
Eremina, T., Haahti, B.M., Humborg, C., Jonsson, P., Kot-
ta, J., Lännegren, C., Larsson, U., Maximov, A., Rodriguez 
Medina, M., Lysiak-Pastuszak, E., Remeikaitė-Nikienė, N., 
Walve, J., Wilhelms, S. and Zillén, L. (2011). Hypoxia Is 
Increasing in the Coastal Zone of the Baltic Sea. Environ-
mental Science & Technology 45, 6777–6783.
Cooper, G.F. and Herskovits, E. (1992). A Bayesian Method 
for the Induction of Probabilistic Networks from Data. 
Machine Learning 9, 309–347.
Dougherty, J., Kohavi, R. and Sahami, M. (1995). Supervised 
and Unsupervised Discretization of Continuous Features. 
In: Prieditis, A. and Russell, S. (eds), Machine Learning: 
Proceedings of the Twelfth International Conference. Mor-
gan Kaufmann Publishers, San Francisco, pp. 194–202.
Edwards, D. (1996). Comment: The first data analysis should 
be journalistic. Ecological Applications 6, 1090–1094.
Eleye-Datubo, A.G., Wall, A., Saajedi, A. and Wang, J. (2006). 
Enabling a powerful marine and offshore decision-sup-
port solution through Bayesian network technique. Risk 
Analysis 26, 695–721.
Ellison, A.M. (1996). An introduction to Bayesian inference for 
ecological research and environmental decision-making. 
Ecological Applications 6, 1036–1046.
Elmgren, R., Hansson, S., Larsson, U., Sundelin, B. and Boe-
hm, P.D. (1983). The “Tsesis” Oil Spill: Acute and Long-
Term Impact on the Benthos. Marine Biology 73, 51–65.
Elmgren, R. and Hill, C. (1997). Ecosystem function at low bi-
odiversity - the Baltic example. In: Ormond, R.F.G., Gage, 
J.D. and Angel, M.V. (eds.), Marine Biodiversity: Patterns 
and Processes. Cambridge University Press, Cambridge, 
pp. 319–336.
Fashchuk, D.Y. (2011). Marine Ecological Geography – Theory 
and Experience. Springer, Heidelberg.
Fenton, N. and Neil, M. (2013). Risk Assessment and Decision 
Analysis with Bayesian Networks. CRC Press, Boca 
Raton.
Fernandes, J.A., Kauppila, P., Uusitalo, L., Fleming-Lehtinen, 
V., Kuikka, S. and Pitkänen, H. (2012). Evaluation of 
Reaching the Targets of the Water Framework Directive in 
the Gulf of Finland. Environmental Science & Technology 
46, 8220–8228.
de Finetti, B. (1974). Theory of Probability: A Critical Introducto-
ry Treatment. Volume 1. John Wiley & Sons, Chichester.
Finnish Environment Institute (2013a). Government-owned 
response vessels in Finland. http://www.ymparisto.fi/
en-US/Sea/Environmental_emergency_response_in_Fin-
land/Marine_pollution_response/Governmentowned_re-
sponse_vessels
Finnish Environment Institute (2013b). Maritime accident risks 
and response cases. http://www.ymparisto.fi/en-US/
Waters_and_sea/Environmental_emergency_response_
in_Finland/Marine_pollution_response/Maritime_acci-
dent_risks_and_response_cases
Finnish Environment Institute (2013c). Operational principles 
in combatting oil pollution. http://www.ymparisto.fi/en-US/
Waters/Environmental_emergency_response_in_Finland/
Marine_pollution_response/Operational_principles_in_
combatting_oil_pollution
Finnish Transport Agency (2012). GOFREP. http://portal.liiken-
nevirasto.fi/sivu/www/e/professionals/vts/gofrep
Finnish Transport Agency (2013). Vessel Traffic Services. 
http://portal.liikennevirasto.fi/sivu/www/e/professionals/
vts/vts
Fischhoff, B., Watson, S.R. and Hope, C. (1984). Defining Risk. 
Policy Science 17, 123–139.
Forsberg, J.A., Eberhardt, J., Boland, P.J., Wedin, R. and 
Healey, J.H. (2011). Estimating Survival in Patients with 
Operable Skeletal Metastases: An Application of a Bayes-
ian Belief Network. Plos One 6, e19956.
Frazão Santos, C., Michel, J., Neves, M., Janeiro, J., Andrade, 
F. and Orbach, M. (2013). Marine spatial planning and 
oil spill risk analysis: Finding common grounds. Marine 
Pollution Bulletin 74, 73–81.
French McCay, D., Rowe, J.J., Whittier, N., Sankaranarayanan, 
S. and Etkin, D.S. (2004). Estimation of potential impacts 
and natural resource damages of oil. Journal of Hazard-
ous Materials 107, 11–25.
French McCay, D.P. (2004). Oil spill impact modeling: Devel-
opment and validation. Environmental Toxicology and 
Chemistry 23, 2441–2456.
Fulton, E.A., Smith, A.D.M. and Johnson, C.R. (2003). Effect of 
complexity on marine ecosystem models. Marine Ecology 
Progress Series 253, 1–16.
Fulton, E.A., Smith, A.D.M., Smith, D.C. and van Putten, I.E. 
(2011). Human behaviour: the key source of uncertainty in 
fisheries management. Fish and Fisheries 12, 2–17.
Gelfand, A.E. and Smith, A.F.M. (1990). Sampling-Based 
Approaches to Calculating Marginal Densities. Journal of 
the American Statistical Association 85, 398–409.
43
Gelman, A., Carlin, J.B., Stern, A.S. and Rubin, D.B. (2004). 
Bayesian Data Analysis, 2nd ed. Chapman & Hall/CRC, 
Boca Raton.
Goerlandt, F., Hänninen, M., Ståhlberg, K., Montewka, J., 
and Kujala, P. (2012). Simplified Risk Analysis of Tanker 
Collisions in the Gulf of Finland. TransNav, the Interna-
tional Journal on Marine Navigation and Safety of Sea 
Transportation 6, 381–387.
Goerlandt, F. and Montewka, J. (2014). A probabilistic model 
for accidental cargo oil outflow from product tankers in a 
ship-ship collision. Marine Pollution Bulletin 79, 130–144.
Granö, O., Roto, M. and Laurila, L. (1999). Environment and 
land use in the shore zone of the coast of Finland. Publi-
cationes Instituti Geographici Universitatis Turkuensis 160.
Guillen, G., Rainey, G. and Morin, M. (2004). A simple rapid 
approach using coupled multivariate statistical methods, 
GIS and trajectory models to delineate areas of common 
oil spill risk. Journal of Marine Systems 45, 221–235.
Haapala, J. and Alenius, P. (1994). Temperature and salinity 
statistics for the northern Baltic Sea 1961–1990. Finnish 
Marine Research 262, 51–121.
Haapasaari, P., Helle, I., Lehikoinen, A., Lappalainen, J., and 
Kuikka, S. A proactive approach to maritime safety policy 
making for the Gulf of Finland: seeking best practices. 
Accepted to Marine Policy.
Haapasaari, P. and Karjalainen, T.P. (2010). Formalizing expert 
knowledge to compare alternative management plans: 
Sociological perspective to the future management of 
Baltic salmon stocks. Marine Policy 34, 477–486.
Haapasaari, P., Kulmala, S. and Kuikka, S. (2012a). Growing 
into Interdisciplinarity: How to Converge Biology, Econom-
ics, and Social Science in Fisheries Research? Ecology 
and Society 17(1), 6.
Haapasaari, P., Michielsens, C.G.J., Karjalainen, T.P., Reinika-
inen, K. and Kuikka, S. (2007). Management measures 
and fishers’ commitment to sustainable exploitation: a 
case study of Atlantic salmon fisheries in the Baltic Sea. 
ICES Journal of Marine Science 64, 825–833.
Haapasaari, P., Mäntyniemi, S. and Kuikka, S. (2012b). Baltic 
Herring Fisheries Management: Stakeholder Views to 
Frame the Problem. Ecology and Society 17, 36.
Haapasaari, P., Mäntyniemi, S. and Kuikka, S. (2013). Involving 
Stakeholders in Building Integrated Fisheries Models 
Using Bayesian Methods. Environmental Management 51, 
1247–1261.
Haatainen, K. and Mitikka, S. (2013). The ecological status of 
Finland’s large lakes is good but the coastal waters are 
in a poor condition. Envelope - Newsletter of the Finnish 
Environment Institute Syke 3/2013.
Halpern, B.S., Walbridge, S., Selkoe, K.A., Kappel, C.V.,  
Micheli, F., D’Agrosa, C., Bruno, J.F., Casey, K.S., Ebert, 
C., Fox, H.E., Fujita, R., Heinemann, D., Lenihan, H.S., 
Madin, E.M.P., Perry, M.T., Selig, E.R., Spalding, M.,  
Steneck, R. and Watson, R. (2008). A global map of 
human impact on marine ecosystems. Science 319, 
948–952.
Hammitt, J.K. (1995). Outcome and Value Uncertainties in 
Global-Change Policy. Climatic Change 30, 125–145.
Harwood, J. and Stokes, K. (2003). Coping with uncertainty 
in ecological advice: lessons from fisheries. Trends in 
Ecology & Evolution 18, 617–622.
HELCOM (2001). Restricted use of chemical agents and other 
non-mechanical means in oil combating operations in the 
Baltic Sea. HELCOM Recommendation 22/2. Helsinki 
Commission, Helsinki.
HELCOM (2009a). Eutrophication in the Baltic Sea – An 
integrated thematic assessment of the effects of nutrient 
enrichment and eutrophication in the Baltic Sea region. 
Baltic Sea Environment Proceedings 115B. 
HELCOM (2009b). Report on shipping accidents in the Baltic 
Sea area during 2009. Helsinki Commission, Helsinki.
HELCOM (2010). Report on shipping accidents in the Baltic 
Sea area during 2010. Helsinki Commission, Helsinki.
HELCOM (2011). Report on shipping accidents in the Baltic 
Sea area during 2011. Helsinki Commission, Helsinki.
HELCOM (2013). HELCOM Eutrohication Status Targets. 
Group for the Implementation of the Ecosystem Approach 
Third Meeting Berlin, Germany, 26–27 February 2013.
HELCOM (2014a). Annual report on shipping accidents in 
the Baltic Sea area during 2012. Helsinki Commission, 
Helsinki.
HELCOM (2014b). Annual report on shipping accidents in the 
Baltic Sea in 2013. Helsinki Commission, Helsinki.
HELCOM (2014c). Eutrophication status of the Baltic Sea 
2007–2011 – A concise thematic assessment.  Baltic Sea 
Environment Proceedings 143.
HELCOM (2014d). Helcom Shipping Accidents. http://maps.
helcom.fi/website/flexviewers/ShippingAccidents/index.
html
Helle, I., Vanhatalo, J., Rahikainen, M., Hoviniemi, K.-M., 
Tuomi, L., Hänninen, M., Uusitalo, L., Mäntyniemi, S., 
Pitkänen, H. and Kuikka, S. Integrated decision analysis of 
environmental risks: a probabilistic approach for the Gulf 
of Finland, the Baltic Sea. Manuscript in preparation. 
Henriksen, H.J., Kjaer, J., Brush, W., Jacobsen, L.B., Jensen, 
J.D., Grinderslev, D. and Andersen, P. (2007). Environ-
mental benefits and social cost - an example of combining 
Bayesian networks and economic models for analysing 
pesticide management instruments. Nordic Hydrology 38, 
351–371.
Hietala, M., and Lampela, K. (eds.) (2007). Oil pollution pre-
paredness on the open sea – Final report of the working 
group. Finnish Environment Institute, Helsinki.
Hilborn, R., Maguire, J.J., Parma, A.M. and Rosenberg, A.A. 
(2001). The Precautionary Approach and risk manage-
ment: can they increase the probability of successes in 
fishery management? Canadian Journal of Fisheries and 
Aquatic Sciences 58, 99–107.
Hilborn, R. and Mangel, M. (1997). The Ecological Detective: 
Confronting Models with Data. Princeton University Press, 
Princeton.
Hirvi, J.-P. (ed.) (1990). Suomenlahden öljyvahinko 1987. Vesi- 
ja ympäristöhallitus, Helsinki.
Howard, R.A. and Matheson, J.E. (2005). Influence Diagrams. 
Decision Analysis 2, 127–143.
Hänninen, M., Banda, O.A.V. and Kujala, P. (2014a). Bayesian 
network model of maritime safety management. Expert 
Systems with Applications 41, 7837–7846.
Hänninen, M. and Kujala, P. (2012). Influences of variables on 
ship collision probability in a Bayesian belief network mod-
el. Reliability Enginering and System Safety 102, 27–40.
44
Hänninen, M. and Kujala, P. (2014). Bayesian network mod-
eling of Port State Control inspection findings and ship 
accident involvement. Expert Systems with Applications 
41, 1632–1646.
Hänninen, M., Kujala, P., Ylitalo, J. and Kuronen, J. (2012). 
Estimating the Number of Tanker Collisions in the Gulf of 
Finland in 2015. TransNav, the International Journal on 
Marine Navigation and Safety of Sea Transportation 6, 
367–373.
Hänninen, M., Mazaheri, A., Kujala, P., Montewka, J., Laak-
sonen, P., Salmiovirta, M. and Klang, M. (2014b). Expert 
elicitation of a navigation service implementation effects 
on ship groundings and collisions in the Gulf of Finland. 
Proceedings of the Institution of Mechanical Engineers 
Part O - Journal of Risk and Reliability 228, 19–28.
Ihaksi, T., Kokkonen, T., Helle, I., Jolma, A., Lecklin, T. and 
Kuikka, S. (2011). Combining Conservation Value, Vulner-
ability, and Effectiveness of Mitigation Actions in Spatial 
Conservation Decisions: An Application to Coastal Oil Spill 
Combating. Environmental Management 47, 802–813.
International Maritime Organization (2002). Guidelines for 
Formal Safety Assessment (FSA) for Use in the IMO 
Rule-Making Process.
International Organization for Standardization (2009). ISO 
Guide 73: Risk management – Vocabulary.
IOPC Funds (2009). Annual Report 2008. Report on the 
Activities of the International Oil Pollution Compensation 
Funds in 2008. International Oil Pollution Compensation 
Funds, London.
Jackson, J.B.C., Kirby, M.X., Berger, W.H., Bjorndal, K.A., 
Botsford, L.W., Bourque, B.J., Bradbury, R.H., Cooke, 
R., Erlandson, J., Estes, J.A., Hughes, T.P., Kidwell, S., 
Lange, C.B., Lenihan, H.S., Pandolfi, J.M., Peterson, C.H., 
Steneck, R.S., Tegner, M.J. and Warner, R.R. (2001). 
Historical overfishing and the recent collapse of coastal 
ecosystems. Science 293, 629–638.
Jakeman, A.J. and Letcher, R.A. (2003). Integrated assess-
ment and modelling: features, principles and examples 
for catchment management. Environmental Modelling & 
Software 18, 491–501.
Jakeman, A.J., Letcher, R.A. and Norton, J.P. (2006). Ten 
iterative steps in development and evaluation of environ-
mental models. Environmental Modelling & Software 21, 
602–614.
Jardine, C.G., Hrudey, S.E., Shortreed, J.H., Craig, L., Krewski, 
D., Furgal, C. and McColl, S. (2003). Risk management 
frameworks for human health and environmental risks. 
Journal of Toxicology and Environmental Health Part B 6, 
569–641.
Jensen, F.V. (1996). An introduction to Bayesian networks.UCL 
Press, London.
Jensen, F.V. and Nielsen, T.D. (2007). Bayesian Networks and 
Decision Graphs. Springer, New York.
Johannesson, K. and Andre, C. (2006). Life on the margin: 
genetic isolation and diversity loss in a peripheral marine 
ecosystem, the Baltic Sea. Molecular Ecology 15, 
2013–2029.
Johansson, S., Larsson, U. and Boehm, P. (1980). The Tsesis 
oil Spill. Impact on the Pelagic Ecosystem. Marine Pollu-
tion Bulletin 11, 284–293.
Johnson, S., Fielding, F., Hamilton, G. and Mengersen, K. 
(2010). An Integrated Bayesian Network approach to 
Lyngbya majuscula bloom initiation. Marine Environmental 
Research 69, 27–37.
Jolma, A., Lehikoinen, A., Helle, I., and Venesjärvi, R. (2014). 
A software system for assessing the spatially distributed 
ecological risk posed by oil shipping. Environmental 
Modelling & Software 61, 1–11.
Juntunen, T., Ahtiainen, H. and Mäntyniemi, S. (2013). A 
Bayesian approach to address statistical errors and 
uncertainties in single binary choice contingent valuation. 
In: Juntunen, T. Steps towards comprehensive Bayesian 
decision analysis ion fisheries and environmental manage-
ment. Doctoral Dissertation, University of Helsinki.
Juntunen, T., Rosqvist, T., Rytkönen, J. and Kuikka, S. (2005). 
How to model the oil combatting technologies and their 
impacts on ecosystem: a Bayesian networks application 
in the Baltic Sea. 2005 ICES Annual Science Conference 
(Aberdeen, United Kingdom), CM 2005/S:02.
Kahneman, D. and Tversky, A. (1979). Prospect Theory – Anal-
ysis of Decision under Risk. Econometrica 47, 263–291.
Kahneman, D. and Tversky, A. (1984). Choices, Values, and 
Frames. American Psychologist 39, 341–350.
Kaplan, S., and Garrick, B.J. (1981). On The Quantitative 
Definition of Risk. Risk Analysis 1, 11–27.
Keeney, R.L. (1982). Decision-Analysis – an Overview. Opera-
tions Research 30, 803–838.
Kelly (Letcher), R.A., Jakeman, A.J., Barreteau, O., Borsuk, 
M.E., ElSawah, S., Hamilton, S.H., Henriksen, H.J., Kuik-
ka, S., Maier, H.R., Rizzoli, A.E., van Deldeng, H., Voinov, 
A.A. (2013). Selecting among five common modelling 
approaches for integrated environmental assessment and 
management. Environmental Modelling & Software 47, 
159–181.
Kennedy, M.C. and O’Hagan, A. (2001). Bayesian calibration of 
computer models. Journal of the Royal Statistical Society 
Series B 63, 425–450.
Kiirikki, M., Inkala, A., Kuosa, H., Pitkänen, H., Kuusisto, M. 
and Sarkkula, J. (2001). Evaluating the effects of nutrient 
load reductions on the biomass of toxic nitrogen-fixing 
cyanobacteria in the Gulf of Finland, Baltic Sea. Boreal 
Environment Research 6, 131–146.
Kiirikki, M., Lehtoranta, J., Inkala, A., Pitkänen, H., Hietanen, 
S., Hall, P.O.J., Tengberg, A., Koponen, J. and Sarkkula, J. 
(2006). A simple sediment process description suitable for 
3D–ecosystem modelling - Development and testing in the 
Gulf of Finland. Journal of Marine Systems 61, 55–66.
Knudsen, O.F. (2010). Transport interests and environmental 
regimes: The Baltic Sea transit of Russian oil exports. 
Energy Policy 38, 151–160.
Koller, D. and Pfeffer, A. (1997). Object-Oriented Bayesian 
Networks. Proceedings of the Thirteenth Annual Con-
ference on Uncertainty in Artificial Intelligence (UAI-97), 
Providence, Rhode Island, August 1–3,  pp. 302–313.
Kontovas, C.A., Psaraftis, H.N. and Ventikos, N.P. (2010). An 
empirical analysis of IOPCF oil spill cost data. Marine 
Pollution Bulletin 60, 1455–1466.
Korpinen, S., Meski, L., Andersen, J.H. and Laamanen, M. 
(2012). Human pressures and their potential impact on the 
Baltic Sea ecosystem. Ecological Indicators 15, 105–114.
Kragt, M.E., Robson, B.J. and Macleod, C.J.A. (2013). Mod-
ellers’ roles in structuring integrative research projects. 
Environmental Modelling & Software 39, 322–330.
45
Kuhnert, P.M., Martin, T.G. and Griffiths, S.P. (2010). A guide to 
eliciting and using expert knowledge in Bayesian ecologi-
cal models. Ecology Letters 13, 900–914.
Kuikka, S., Hilden, M., Gislason, H., Hansson, S., Sparholt, 
H. and Varis, O. (1999). Modeling environmentally driven 
uncertainties in Baltic cod (Gadus morhua) management 
by Bayesian influence diagrams. Canadian Journal of 
Fisheries and Aquatic Sciences 56, 629–641.
Kuronen, J. and Tapaninen, U. (2010). Evaluation of Maritime 
Safety Policy Instruments. WMU Journal of Maritime 
Affairs 9, 45–61.
Kynn, M. (2008). The ‘heuristics and biases’ bias in expert 
elicitation. Journal of the Royal Statistical Society Series A 
171, 239–264.
Landuyt, D., Broekx, S., D’hondt, R., Engelen, G., Aertsens, J. 
and Goethals, P.L.M. (2013). A review of Bayesian belief 
networks in ecosystem service modelling. Environmental 
Modelling & Software 46, 1–11.
Landuyt, D., Lemmens, P., D’hondt, R., Broekx, S., Liekens, I., 
De Bie, T., Declerck, S.A.J., De Meester, L. and Goethals, 
P.L.M. (2014). An ecosystem service approach to support 
integrated pond management: A case study using Bayes-
ian belief networks - Highlighting opportunities and risks. 
Journal of Environmental Management 145, 79–87.
Langseth, H. and Portinale, L. (2007). Bayesian networks in 
reliability. Reliability Engineering & System Safety 92, 
92–108.
Laniak, G.F., Olchin, G., Goodall, J., Voinov, A., Hill, M., Glynn, 
P., Whelan, G., Geller, G., Quinn, N., Blind, M., Peckham, 
S., Reaney, S., Gaber, N., Kennedy, R., Hughes, A. 
(2013). Integrated environmental modeling: A vision 
and roadmap for the future. Environmental Modelling & 
Software 39, 3–23.
Lauritzen, S.L. and Spiegelhalter, D.J. (1988). Local Com-
putations with Probabilities on Graphical Structures and 
Their Application to Expert Systems. Journal of The Royal 
Statistical Society Series B 50, 157–224.
Lecklin, T., Ryömä, R. and Kuikka, S. (2011). A Bayesian 
network for analyzing biological acute and long-term im-
pacts of an oil spill in the Gulf of Finland. Marine Pollution 
Bulletin 62, 2822–2835.
Lehikoinen, A., Helle, I., Klemola, E., Mäntyniemi, S., Kuikka, 
S. and Pitkänen, H. (2014). Evaluating the impact of 
nutrient abatement measures on the ecological status of 
coastal waters: a Bayesian network for decision analysis. 
International Journal of Multicriteria Decision Making 4, 
114–134.
Lehikoinen, A., Hänninen, M., Storgård, J., Luoma, E., Män-
tyniemi, S. and Kuikka, S. (2015). A Bayesian Network for 
Assessing the Collision Induced Risk of an Oil Accident in 
the Gulf of Finland. Environmental Science & Teachnology 
49: 5301–5309.
Lehikoinen, A., Luoma, E., Mäntyniemi, S. and Kuikka, S. 
(2013). Optimizing the Recovery Efficiency of Finnish Oil 
Combating Vessels in the Gulf of Finland Using Bayesian 
Networks. Environmental Science & Technology 47, 
1792–1799.
Levin, S.A. (1998). Ecosystems and the biosphere as complex 
adaptive systems. Ecosystems 1, 431–436.
Levontin, P., Kulmala, S., Haapasaari, P. and Kuikka, S. (2011). 
Integration of biological, economic, and sociological 
knowledge by Bayesian belief networks: the interdisciplin-
ary evaluation of potential management plans for Baltic 
salmon. ICES Journal of Marine Science 68, 632–638.
Linden, O., Elmgren, R. and Boehm, P. (1979). Tsesis Oil-Spill 
– Its Impact on the Coastal Ecosystem of the Baltic Sea. 
Ambio 8, 244–253.
Liu, H., Hussain, F., Tan, C.L. and Dash, M. (2002). Discretiza-
tion: An enabling technique. Data Mining and Knowledge 
Discovery 6, 393–423.
Madsen, A.L., Jensen, F., Kjaerulff, U.B. and Lang, M. (2005). 
The Hugin Tool for probabilistic graphical models. Interna-
tional Journal on Artificial Intelligence Tools 14, 507–543.
Marcot, B.G. 2012. Metrics for evaluating performance and 
uncertainty of Bayesian network models. Ecological 
Modelling 230, 50–62.
Marcot, B.G., Steventon, J.D., Sutherland, G.D. and McCann, 
R.K. (2006). Guidelines for developing and updating 
Bayesian belief networks applied to ecological modeling 
and conservation. Canadian Journal of Forest Research 
36, 3063–3074.
Martinez, M.L., Intralawan, A., Vazquez, G., Perez-Maqueo, 
O., Sutton, P. and Landgrave, R. (2007). The coasts of 
our world: Ecological, economic and social importance. 
Ecological Economics 63, 254–272.
McCann, R.K., Marcot, B.G. and Ellis, R. (2006). Bayesian be-
lief networks: applications in ecology and natural resource 
management. Canadian Journal of Forest Research 36, 
3053–3062.
McCauley, D.J. (2006). Selling out on nature. Nature 443, 
27–28.
McGrayne, S.B. (2011). The theory that would not die: How 
Bayes’ rule cracked the enigma code, hunted down 
Russian submarines, and emerged triumphant from two 
centuries of controversy. Yale University Press, New 
Haven.
Millennium Ecosystem Assessment (2005). Ecosystems and 
Human Well-being: Synthesis. Island Press, Washington, 
DC.
von Mises, R. (1981). Probability, Statistics and Truth, 2nd ed. 
Dover Publications, New York.
Molina, J.L., Bromley, J., Garcia-Arostegui, J.L., Sullivan, C. 
and Benavente, J. (2010). Integrated water resources 
management of overexploited hydrogeological systems 
using Object-Oriented Bayesian Networks. Environmental 
Modelling & Software 25, 383–397.
Montewka, J., Weckström, M. and Kujala, P. (2013). A proba-
bilistic model estimating oil spill clean-up costs – A case 
study for the Gulf of Finland. Marine Pollution Bulletin 76, 
61–71.
Morgan, M.G. and Henrion, M. (1990). Uncertainty. A Guide to 
Dealing with Uncertainty in Quantitative Risk and Policy 
Analysis. Cambridge University Press, Cambridge.
Murray, J.V., Goldizen, A.W., O’Leary, R.A., McAlpine, C.A., 
Possingham, H.P. and Choy, S.L. (2009). How useful is 
expert opinion for predicting the distribution of a species 
within and beyond the region of expertise? A case study 
using brush-tailed rock-wallabies Petrogale penicillata. 
Journal of Applied Ecology 46, 842–851.
46
Myrberg, K., Ryabchenko, V., Isaev, A., Vankevich, R., Andre-
jev, O., Bendtsen, J., Erichsen, A., Funkquist, L., Inkala, 
A., Neelov, I., Rasmus, K., Rodriguez Medina, M., Raud-
sepp, U., Passenko, J., Sôderkvist, J., Sokolov, A., Kuosa, 
H., Anderson, T.R., Lehmann, A., Skogen, M.D. (2010). 
Validation of three-dimensional hydrodynamic models of 
the Gulf of Finland. Boreal Environment Research 15, 
453–479.
Mäntyniemi, S., Kuikka, S., Rahikainen, M., Kell, L.T. and 
Kaitala, V. (2009). The value of information in fisheries 
management: North Sea herring as an example. ICES 
Journal of Marine Science 66, 2278–2283.
Nash, D. and Hannah, M. (2011). Using Monte-Carlo simula-
tions and Bayesian Networks to quantify and demonstrate 
the impact of fertiliser best management practices. 
Environmental Modelling & Software 26, 1079–1088.
National Research Council (2003). Oil in the Sea III: Inputs, 
Fates, and Effects. National Academic Press, Washington, 
DC.
National Research Council (2004). Valuing Ecosystem 
Services: Toward Better Environmental Decision-Making. 
National Academic Press, Washington, DC.
Neil, M., Fenton, N. and Tailor, M. (2005). Using Bayesian 
networks to model expected and unexpected operational 
losses. Risk Analysis 25, 963–972.
Nichols, J.D., Johnson, F.A. and Williams, B.K. (1995). Manag-
ing North-American Waterfowl in the Face of Uncertainty. 
Annual Review of Ecology and Systematics 26, 177–199.
Nissling, A. and Westin, L. (1997). Salinity requirements for 
successful spawning of Baltic and Belt Sea cod and the 
potential for cod stock interactions in the Baltic Sea. 
Marine Ecology Progress Series 152, 261–271.
Nuno, A., Bunnefeld, N. and Milner-Gulland, E.J. (2014). 
Managing social-ecological systems under uncertainty: 
implementation in the real world. Ecology and Society 
19, 52.
O’Hagan, A. (2004). Bayesian statistics: principles and bene-
fits. Wageningen UR Frontis Series 3, 31–45.
O’Hagan, A., Buck, C.E., Daneshkhah, A., Eiser, J.R., Garth-
waite, P.H., Jenkinson, D.J., Oakley, J.E. and Rakow, T. 
(2006). Uncertain Judgements: Eliciting Expert Probabili-
ties. John Wiley and Sons, Chichester.
O’Hagan, A. and Oakley, J.E. (2004). Probability is perfect, 
but we can’t elicit it perfectly. Reliability Engineering and 
System Safety 85, 239–248.
O’Leary, R.A., Choy, S.L., Murray, J.V., Kynn, M., Denham, 
R., Martin, T.G. and Mengersen, K. (2009). Comparison 
of three expert elicitation methods for logistic regression 
on predicting the presence of the threatened brush-tailed 
rock-wallaby Petrogale penicillata. Environmetrics 20, 
379–398.
O’Neill, S.J., Osborn, T.J., Hulme, M., Lorenzoni, I. and Watkin-
son, A.R. (2008). Using expert knowledge to assess un-
certainties in future polar bear populations under climate 
change. Journal of Applied Ecology 45, 1649–1659.
Olita, A., Cucco, A., Simeone, S., Ribotti, A., Fazioli, L., Sor-
gente, B. and Sorgente, R. (2012). Oil spill hazard and risk 
assessment for the shorelines of a Mediterranean coastal 
archipelago. Ocean & Coastal Management 57, 44–52.
Österblom, H., Hansson, S., Larsson, U., Hjerne, O., Wulff, F., 
Elmgren, R. and Folke, C. (2007). Human-induced trophic 
cascades and ecological regime shifts in the Baltic sea. 
Ecosystems 10, 877–889.
Ovsienko, S. (2002). An updated assessment of the risk for 
oil spills in the Baltic Sea area. A report related to the 
HELCOM Project “An updated assessment of the risk for 
oil spills in the Baltic Sea area”. 77 p.
Parker, P., Letcher, R., Jakeman, A., Beck, M.B., Harris, G., Ar-
gent, R.M., Hare, M., Pahl-Wostl, C., Voinov, A., Janssen, 
M., Sullivan, P., Scoccimarro, M., Friend, A., Sonnenshein, 
M., Barker, D., Matejicek, L., Odulaja, D., Deadman, 
P., Lim, K., Larocque, G., Tarikhi, P., Fletcher, C., Put, 
A., Maxwell, T., Charles, A., Breeze, H., Nakatani, N., 
Mudgal, S., Naito, W., Osidele, O., Eriksson, I., Kautsky, 
U., Kautsky, E., Naeslund, B., Kumblad, L., Parka, R., 
Maltagliati, S., Girardin, P., Rizzoli, A., Mauriello, D., 
Hocha, R. and Pelletiera, D. (2002). Progress in integrated 
assessment and modelling. Environmental Modelling & 
Software 17, 209–217.
Parsons, D.J., Orton, T.G., D’Souza, J., Moore, A., Jones, R. 
and Dodd, C.E.R. (2005). A comparison of three modelling 
approaches for quantitative risk assessment using the 
case study of Salmonella spp. in poultry meat. Internation-
al Journal of Food Microbiology 98, 35–52.
Paté-Cornell, M.E. (1996). Uncertainties in risk analysis: Six 
levels of treatment. Reliability Engineering & System 
Safety 54, 95–111.
Pearl, J. (1988). Probabilistic Reasoning in Intelligent Systems: 
Networks of Plausible Inference. Morgan Kaufmann 
Publishers, San Fransisco.
Pearl, J. (2009). Causality: Models, Reasoning, and Inference, 
2nd ed. Cambridge University Press, New York.
Penela-Arenaz, M., Bellas, J. and Vazquez, E. (2009). Effects 
of the Prestige Oil Spill on the Biota of Nw Spain: 5 Years 
of Learning. Advances in Marine Biology 56, 365–396.
Peterson, C.H., Rice, S.D., Short, J.W., Esler, D., Bodkin, J.L., 
Ballachey, B.E. and Irons, D.B. (2003). Long-Term Eco-
system Response to the Exxon Valdez Oil Spill. Science 
302, 2082–2086.
Pfister, K. (ed.) (1980). Itämeren öljyvahinko 1979 – Ympäristö-
tutkimukset. Valtion painatuskeskus, Helsinki.
Pollino, C.A., Woodberry, O., Nicholson, A., Korb, K. and Hart, 
B.T. (2007). Parameterisation and evaluation of a Bayes-
ian network for use in an ecological risk assessment. 
Environmental Modelling & Software 22, 1140–1152.
Power, M. and McCarty, L.S. (2002). Trends in the develop-
ment of ecological risk assessment and management 
frameworks. Human and Ecological Risk Assessment 8, 
7–18.
Pratt, J.W. (1964). Risk-Aversion in the Small and in the Large. 
Econometrica 32, 122–136.
Rahikainen, M., Hoviniemi, K.-M., Mäntyniemi, S., Vanhatalo, 
J., Helle, I., Lehtiniemi, M., Pönni, J. and Kuikka, S. 
Integrative analysis of joint impacts of eutrophication and 
oil spills on the Gulf of Finland herring stock. Submitted 
manuscript.
Raiffa, H. and Schlaifer, R. (1961). Applied Statistical Decision 
Theory. Graduate School of Business Administration, 
Harvard University, Boston.
Rassi, P., Hyvärinen, E., Juslén, A. and Mannerkoski, I. 
(eds.) (2010). The 2010 Red List of Finnish Species 
Ympäristöministeriö & Suomen ympäristökeskus, Helsinki.
Raunio, A., Schulman, A. and Kontula, T. (eds.) (2008). Assess-
ment of threatened habitat types in Finland. Parts 1 and 2. 
Suomen ympäristökeskus, Helsinki.
47
Reckhow, K.H. (1994). Importance of Scientific Uncertainty 
in Decision-Making. Environmental Management 18, 
161–166.
Reed, M., Aamo, O.M. and Daling, P.S. (1995). Quantita-
tive-Analysis of Alternate Oil-Spill Response Strategies 
Using Oscar. Spill Science & Technology Bulletin 2, 
67–74.
Reed, M., Johansen, O., Brandvik, P.J., Daling, P., Lewis, A., 
Fiocco, R., Mackay, D. and Prentki, R. (1999). Oil spill 
modeling towards the close of the 20th century: Overview 
of the state of the art. Spill Science & Technology Bulletin 
5, 3–16.
Refsgaard, J.C., van der Sluijs, J.P., Hojberg, A.L. and Van-
rolleghem, P.A. (2007). Uncertainty in the environmental 
modelling process - A framework and guidance. Environ-
mental Modelling & Software 22, 1543–1556.
Regan, H.M., Akcakaya, H.R., Ferson, S., Root, K.V., Carroll, 
S. and Ginzburg, L.R. (2003). Treatments of uncertainty 
and variability in ecological risk assessment of single-spe-
cies populations. Human and Ecological Risk Assessment 
9, 889–906.
Regan, H.M., Colyvan, M. and Burgman, M.A. (2002). A 
taxonomy and treatment of uncertainty for ecology and 
conservation biology. Ecological Applications 12, 618–628.
Reichert, P. and Borsuk, M.E. (2005). Does high forecast 
uncertainty preclude effective decision support? Environ-
mental Modelling & Software 20, 991–1001.
Remane, A. and Schlieper, C. (1971). Biology of brackish 
water, Vol 25. E. Schweizerbart’sche Verlagsbuchhand-
lung, Stuttgart.
Richter, B.D., Mathews, R. and Wigington, R. (2003). Eco-
logically sustainable water management: Managing river 
flows for ecological integrity. Ecological Applications 13, 
206–224.
Romero, A.F., Abessa, D.M.S., Fontes, R.F.C. and Silva, 
G.H. (2013). Integrated assessment for establishing an 
oil environmental vulnerability map: Case study for the 
Santos Basin region, Brazil. Marine Pollution Bulletin 74, 
156–164.
Ronnberg, C. and Bonsdorff, E. (2004). Baltic Sea eutrophica-
tion: area-specific ecological consequences. Hydrobiolo-
gia 514, 227–241.
Rowe, W.D. (1994). Understanding Uncertainty. Risk Analysis 
14, 743–750.
Seinä, A. and Peltola, J. (1991). Duration of the ice season 
and statistics of fast ice thickness along the Finnish coast 
1961–1990. Finnish Marine Research 258.
Shahriari, M. and Frost, A. (2008). Oil spill cleanup cost 
estimation – Developing a mathematical model for marine 
environment. Process Safety and Environmental Protec-
tion 86, 189–197.
Singkran, N. (2013). Classifying risk zones by the impacts of oil 
spills in the coastal waters of Thailand. Marine Polluttion 
Bulletin 70, 34–43.
Skinner, D.J.C., Rocks, S.A. and Pollard, S.J.T. (2014). A 
review of uncertainty in environmental risk: characterising 
potential natures, locations and levels. Journal of Risk 
Research 17, 195–219.
Slovic, P. (1987). Perception of Risk. Science 236, 280–285.
Smid, J.H., Verloo, D., Barker, G.C. and Havelaar, A.H. (2010). 
Strengths and weaknesses of Monte Carlo simulation 
models and Bayesian belief networks in microbial risk 
assessment. International Journal of Food Microbiology 
139, S57–S63.
Spiegelhalter, D.J. and Riesch, H. (2011). Don’t know, can’t 
know: embracing deeper uncertainties when analysing 
risks. Philosophical Transactions of the Royal Society A 
369, 4730–4750.
Stojadinovic, A., Peoples, G.E., Libutti, S.K., Henry, L.R., Eber-
hardt, J., Howard, R.S., Gur, D., Elster, E.A. and Nissan, 
A. (2009). Development of a clinical decision model for 
thyroid nodules. BMC Surgery 9, Artn 12.
Suter, G.W.I. (ed.) (2007). Ecological Risk Assessment, 2 ed. 
CRC Press, Boca Raton.
Telesh, I.V. and Khlebovich, V.V. (2010). Principal processes 
within the estuarine salinity gradient: A review. Marine 
Pollution Bulletin 61, 149–155.
Telesh, I.V., Schubert, H. and Skarlato, S.O. (2011). Revisiting 
Remane’s concept: evidence for high plankton diversity 
and a protistan species maximum in the horohalinicum of 
the Baltic Sea. Marine Ecology Progress Series 421, 1–11.
Ticehurst, J.L., Newham, L.T.H., Rissik, D., Letcher, R.A. and 
Jakeman, A.J. (2007). A Bayesian network approach for 
assessing the sustainability of coastal lakes in New South 
Wales, Australia. Environmental Modelling & Software 22, 
1129–1139.
Tversky, A. and Kahneman, D. (1974). Judgment under Uncer-
tainty – Heuristics and Biases. Science 185, 1124–1131.
U.S. Environmental Protection Agency (1998). Guidelines for 
Ecological Risk Assessment. Washington, DC.
Uusitalo, L. (2007). Advantages and challenges of Bayesian 
networks in environmental modelling. Ecological Modelling 
203, 312–318.
Uusitalo, L., Kuikka, S., Kauppila, P., Söderkultalahti, P. and 
Bäck, S. (2012). Assessing the roles of environmental fac-
tors in coastal fish production in the northern Baltic Sea: 
a Bayesian network application. Integrated Environmental 
Assessment and Management 8, 445–455.
Uusitalo, L., Kuikka, S. and Romakkaniemi, A. (2005). Estima-
tion of Atlantic salmon smolt carrying capacity of rivers 
using expert knowledge. ICES Journal of Marine Science 
62, 708–722.
Vahtera, E., Conley, D.J., Gustafsson, B.G., Kuosa, H., 
Pitkänen, H., Savchuk, O.P., Tamminen, T., Viitasalo, M., 
Voss, M., Wasmund, N. and Wulff, F. (2007). Internal eco-
system feedbacks enhance nitrogen-fixing cyanobacteria 
blooms and complicate management in the Baltic Sea. 
Ambio 36, 186–194.
Vanhatalo, J.P., Tuomi, L.M., Inkala, A.T., Helle, S.I. and 
Pitkänen, J.H. (2013). Probabilistic Ecosystem Model for 
Predicting the Nutrient Concentrations in the Gulf of Fin-
land under Diverse Management Actions. Environmental 
Science & Technology 47, 334–341.
Varis, O., Kettunen, J. and Sirviö, H. (1990). Bayesian Influ-
ence Diagram Approach to Complex Environmental-Man-
agement Including Observational Design. Computational 
Statistics & Data Analysis 9, 77–91.
Varis, O. and Kuikka, S. (1997). Joint use of multiple environ-
mental assessment models by a Bayesian meta-model: 
the Baltic salmon case. Ecological Modelling 102, 
341–351.
48
Varis, O. and Kuikka, S. (1999). Learning Bayesian decision 
analysis by doing: lessons from environmental and 
natural resources management. Ecological Modelling 119, 
177–195.
Voinov, A. and Shugart, H.H. (2013). ‘Integronsters’, integral 
and integrated modeling. Environmental Modelling & 
Software 39, 149–158.
Wade, P.R. (2000). Bayesian methods in conservation biology. 
Conservation Biology 14, 1308–1316.
Wainwright, J. and Mulligan, M. (2013). Environmental Model-
ling: Finding Simplicity in Complexity, 2nd ed. John Wiley 
& Sons, Chichester.
Warmink, J.J., Janssen, J.A.E.B., Booij, M.J. and Krol, M.S. 
(2010). Identification and classification of uncertainties in 
the application of environmental models. Environmental 
Modelling & Software 25, 1518–1527.
Weber, E.U., Blais, A.R. and Betz, N.E. (2002). A domain-spe-
cific risk-attitude scale: Measuring risk perceptions and 
risk behaviors. Journal of Behavioral Decision Making 15, 
263–290.
Wynne, B. (1992). Uncertainty and Environmental Learning 
– Reconceiving Science and Policy in the Preventive 
Paradigm. Global Environmental Change 2, 111–127.
Zhang, D., Yan, X.P., Yang, Z.L., Wall, A. and Wang, J. (2013). 
Incorporation of formal safety assessment and Bayesian 
network in navigational risk estimation of the Yangtze Riv-
er. Reliabilty Engineering & System Safety 118, 93–105. 
