In this paper we present a few fixed point results in the framework of topological posets. To this end, we introduce an appropriate notion of completeness and order-continuity. Special attention is paid to the case that the topology of the topological poset is induced by an extended quasi-metric. Finally, the applicability of the exposed results is illustrated providing a methodology to determine the asymptotic upper bound of the complexity of those algorithms whose running time of computing is the solution to a special type of recurrence equation.
Introduction
Fixed point techniques in partially ordered sets (posets for short) have been widely used as a mathematical tool for modeling in computer science (see, for instance, [] and [] ). In addition to the fixed point methods based on order-theoretic foundations, a few metric fixed point techniques have also been shown to be useful in a few fields of computer science (see, for example, [] ). Concretely, Banach type fixed point theorems in generalized metric spaces have been used to describe processes in logic programming [, ] and in complexity analysis ([] and [] ). For more applications in generalized metric spaces, we refer the reader to [-] .
Inspired by the utility of both fixed point approaches, we prove a few fixed point results in a general framework which provides a bridge between two worlds, the order-theoretic and the metric one. Concretely we give fixed point results in the general framework of topological posets (posets endowed with a topology). In order to provide the aforesaid results we introduce a new notion of completeness, which entails the order and the topology at the same time, and an appropriate notion of order-continuity. Later on, we consider the special case of those topological posets whose topology is induced by an extended quasimetric (in the sense of [] ) in such a way that several fixed point results involving Banach type contractive conditions in extended quasi-metric spaces are derived as a particular case. Finally, we apply, in the spirit of [] , the developed theory to complexity analysis by means of determining the asymptotic upper bound of the complexity of those algorithms whose running time of computing is the solution to a special type of recurrence equation.
In the remainder of the paper we will need a few basic notions from the theory of posets and extended quasi-metric spaces. For this reason, and for the sake of completeness, we end this section recalling them in the following.
According to [] , a partially ordered set (poset for short) is a pair (X, ≤) such X is a nonempty set and ≤ is a reflexive, antisymmetric and transitive binary relation on X. Moreover, if (X, ≤) is a partially ordered set and Y ⊆ X, then a lower bound for Y in (X, ≤) is an element x ∈ X such that x ≤ y for all y ∈ Y . The infimum for Y in (X, ≤), if it exists, is an element z ∈ X which is a lower bound for Y and, in addition, satisfies x ≤ z provided that x ∈ X is a lower bound for Y . In the sequel, we will denote by ↓ ≤ x, with x ∈ X, the set {y ∈ X : y ≤ x}. As usual, a sequence (x n ) n∈N in (X, ≤) is decreasing if x n+ ≤ x n for all n ∈ N, where N denotes the set of positive integer numbers. As usually, a mapping f from a partially ordered set (X, ≤) into itself will be called monotone if
, an extended quasi-metric X on a nonempty set X is a function d : X ×X → R + ∪ {∞} such that for all x, y, z ∈ X:
for all x ∈ X and r > . Observe that the topology induced by an extended quasi-metric is only T  but not T  in general.
Of course, an extended quasi-metric space is a pair (X, d) such that X is a nonempty set and d is an extended quasi-metric on X.
When an extended quasi-metric d on a nonempty set X holds that d(x, y) < ∞ for all x, y ∈ X, then it is called a quasi-metric on X and, besides, the pair (X, d) is called a quasimetric space (see, for instance, [] ). Obviously a metric on a set X is a quasi-metric d on X satisfying for all x, y ∈ X:
The mathematical results
In this section we prove our main result which will be central in the application later on. In order to introduce the aforesaid result we need to fix a few pertinent notions.
In the following, we will say that a topological poset (X, τ , ≤) is ≤-τ -complete provided that every decreasing sequence (x n ) n∈N in (X, ≤) has a lower bound x to which it converges with respect to τ .
From now on, a mapping from a topological poset (X, τ , ≤) into itself will be said to be monotone-≤-continuous if, it is monotone and, in addition, given z ∈ X, then the sequence (f n+ (z)) n∈N converges to f (x) with respect to τ whenever the sequence (f n (z)) n∈N is decreasing and x is a lower bound of it such that (f n (z)) n∈N converges to x with respect to τ . In the light of the preceding notions we are able to introduce our main result.
Theorem  Let (X, τ , ≤) be a ≤-τ -complete topological poset and let f be a mapping from X into itself. Assume that the following assertions hold:
Proof Let x  ∈ X such that f (x  ) ≤ x  . Of course we can assume without lose of generality that x  = f (x  ), since otherwise the proof is finished. Since f (x  ) ≤ x  and f is monotone we immediately see that (f n (x  )) n∈N is a decreasing sequence in (X, ≤). By the ≤-τ -completeness of (X, τ , ≤) we deduce the existence of a lower bound
In the next example we show that the ≤-τ -completeness of the topological poset cannot be deleted in Theorem  in order to guarantee the existence of a fixed point. 
where ≤ stands for the usual partial order on R + . Moreover, consider the partial order
is decreasing in (R +  , ) and has  a lower bound. However, (x n ) n∈N does not converge to  with respect to τ (d S ). Next, define the mapping f from R +  into itself by f (x) = x + . Clearly f is monotone--continuous. In addition, f () =  . It is obvious that f has no fixed points.
The next example shows that the Hausdorff condition of the topological poset cannot be weakened in Theorem  in order to guarantee the existence of a fixed point.
where ≤ denotes the usual partial order on R + . It is a simple matter to see that Next we show that the existence of an element x  such that f (x  ) ≤ x  cannot be omitted in the statement of Theorem  to ensure the existence of a fixed point.
Example  Consider the extended quasi-metric space (R + , d  ) defined as follows:
where again ≤ denotes the usual order on R + . It is obvious that (
for any x ∈ R + . Of course f has no fixed points.
In the following example we show that Theorem  does not provide the uniqueness of the fixed point in general.
Example  Consider the extended quasi-metric space (X, d S ) introduced in Example . Define the partial order on X by
It is obvious that f is monotone--continuous and that f (x) x for all x ∈ X. Clearly, the set of a fixed point of f matches up with X.
We will say that a topological poset is meet ≤-τ -complete if every decreasing sequence (x n ) n∈N in (X, ≤) has an infimum x to which it converges with respect to τ .
Corollary  Let (X, τ , ≤) be a meet ≤-τ -complete topological poset and let f be a mapping from X into itself. Assume that the following assertions hold:
In the light of Example  we provide a sufficient condition, which we have called decreasing convergence property, which guarantees the uniqueness of the fixed point. Thus, from now on, we will say that a topological poset (X, τ , ≤) has the orbital decreasing convergence property with respect to a mapping f from X into itself provided that there exists z ∈ X such that (f n (x)) n∈N converges to z whenever (f n (y)) n∈N converges to z and x ≤ y.
, where ≤ stands for the usual partial order on
for all x ∈ R + . It is not hard to see
has the orbital decreasing property with respect to f .
Theorem  Let (X, τ , ≤) be a ≤-τ -complete topological poset and let f be a mapping from X into itself. Assume that the following assertions hold:
has the orbital decreasing convergence property with respect to f . Then f has a unique fixed point in ↓ ≤ x  .
Proof The existence of the fixed point x * of f is guaranteed by Theorem . Moreover, the aforementioned result shows that (f n (x  )) n∈N converges to x * with respect to τ . Next assume that there exists z ∈ X such that z is a fixed point of f and z
Since (f n (x  )) n∈N converges to x * with respect to τ and (X, τ , ≤) has the orbital decreasing convergence property we deduce that (f n (z)) n∈N converges to x * with respect to τ . Hence we deduce that z = x * because f n (z) = z for all n ∈ N and (X, τ ) is Hausdorff.
The next example shows that the orbital decreasing convergence condition cannot be deleted in the statement of Theorem  in order to guarantee the uniqueness of the fixed point.
is Hausdorff. Define the mapping f from X into itself by f (x) = x for all x ∈ X. It is obvious that f is monotone--continuous and that f (x) x for all x ∈ X. Nevertheless, the set of fixed points of f is exactly the whole set X. It is clear that (X, τ (d S ), ) does not have the orbital decreasing property with respect to f , since there does not exist z ∈ X such that (f n ()) n∈N and (f n ()) n∈N converge to z with respect to τ (d S ) although  .
In the remainder of this section we introduce a few fixed point results in which the topology of the topological poset is induced by an extended quasi-metric. To this end, let us recall, according to [] , that an extended quasi-metric space (X, d) is said to be balanced if, given r, s >  and x, y ∈ X we have d(x, y) ≤ r + s whenever there exist sequences (x n ) n∈N , and (y n ) n∈N with lim n,m→∞ d(y m , x n ) =  and such that d(x, x n ) ≤ r and d(y n , y) ≤ s for all n ∈ N.
Corollary  Let (X, τ , ≤) be a topological poset and let d be an extended quasi-metric on X such that
Assume that the following assertions hold: It must be stressed that Corollary  is related to Proposition  and Theorem  in [], where fixed point results for expanding mappings defined from partially ordered complete metric spaces into itself have been proved. In fact, from Corollary  the following result can be obtained for topological posets whose topology is induced by a metric.
Corollary  Let (X, τ , ≤) be a topological poset and let d be a metric on X such that
Assume that the following assertions hold: 
The following are two instances of the aforesaid metric spaces. . Then it is not hard to check that
) has the orbital decreasing convergence property with respect to f .
Example  Let be a nonempty set (an alphabet). Denote by ∞ the set of all finite and infinite sequences (words) over . For each x ∈ ∞ we denote by l(x) the length of x.
Hence l(x) ∈ [, ∞]. We will write x := x  x  · · · , provided that x ∈ ∞ with l(x) = ∞, and we will write x := x  x  · · · x n whenever x ∈ ∞ with l(x) = n < ∞. Given x, y ∈ ∞ , denote by l(x, y) the length of the longest common prefix of x and y, i.e. l(x, y) = sup{n ∈ N : x k = y k whenever k ≤ n} if x and y have a common prefix, and l(x, y) =  otherwise. According to [] and [], ∞ can be equipped with the quasi-metric d ∞ defined by
for all x, y ∈ ∞ . Of course the convention is adopted that  -∞ = . The quasi-metric space
is weightable, with weight w(x) =  -l(x) for all x ∈ ∞ , and bicomplete. More-
∞ with l(a) =  and define the function f a from ∞ into itself given by f a (x) = ax, where by ax we denote the concatenation of a and x. Then it is not hard to check that (
has the orbital decreasing convergence property with respect to f a .
Notice that Corollary  is a fixed point result in the spirit of [] . However, Corollary  provides something more than those results, concretely Proposition  and Theorem , given in [] . Specifically, Corollary  yields the existence and uniqueness of the fixed point while Proposition  and Theorem  in [] only guarantee the existence of the fixed point.
In order to introduce two new fixed point results we will need the involved extended quasi-metrics to enjoy a special property. Thus, if (X, τ , ≤) is a topological poset such that the topology τ is induced by an extended quasi-metric d defined on X, then we will say that (X, τ , ≤) has the finite-≤ property provided that d(x, y) = ∞ ⇔ x ≤ y. An example of this kind of topological posets is given by Example .
In the light of the preceding notion we provide a few fixed point results which incorporate contractive conditions for the self-mappings.
Corollary  Let (X, τ , ≤) be a topological poset and let d be an extended quasi-metric on X such that τ = τ (d), (X, τ (d), ≤) has the finite-≤ property and is ≤-τ (d)-complete. Assume that the following assertions hold:
(
, ≤) has the orbital decreasing convergence property with respect to f . Then f has a unique fixed point in ↓ ≤ x  .
Proof Since (X, τ , ≤) has the finite-≤ property we see that d(f (x  ), x  ) = ∞ implies that f (x  ) ≤ x  . Next we prove that a mapping satisfying the contractive condition () is monotone-≤-continuous. First of all we show the monotonicity of f . To this aim, let x, y ∈ X with x ≤ y.
. Now suppose that there exist z, x ∈ X with the sequence (f n (z)) n∈N decreasing and x a lower bound of it such that (f n (z)) n∈N converges to x with respect to τ . Then f (x) ≤ f n (z) and
Hence (f n+ (z)) n∈N converges to f (x) with respect to τ . So f is monotone-≤-continuous. From Theorem  we deduce that f has a fixed point in ↓ ≤ x  . Assumption () and Theorem  give the uniqueness of the fixed point in
Example  shows that the orbital decreasing property cannot be omitted in the statement of Corollary  in order to guarantee the uniqueness of the fixed point. 
Corollary 
for all x, y ∈ X with x ≤ y. () (X, τ (d), ≤) has the orbital decreasing convergence property with respect to f .
Then f has a unique fixed point in
It should be stressed that Corollary  is related to Theorem  in [] . In the next fixed point result we show that the monotonicity assumed in Theorem  can be replaced by a special kind of contractive condition.
Theorem  Let (X, τ , ≤) be a topological poset and let d be an extended quasi-metric on X such that
τ = τ (d), (X, τ (d), ≤) is ≤-τ (d
)-complete and holds the finite-≤ property.
Assume that the following assertions hold:
() If z, x ∈ X and the sequence (f n (z)) n∈N is decreasing with x as a lower bound such that
, ≤) has the orbital decreasing convergence property with respect to f .
Then f has a unique fixed point in
The fact that (X, τ (d), ≤) has the finite-≤ property shows that the sequence (f n (x  )) n∈N is decreasing. Since (X, τ (d), ≤) is ≤-τ (d)-complete we deduce the existence of a lower bound x * of (f n (x  )) n∈N such that (f n (x  )) n∈N converges to x * with respect to τ (d). Whence we have x * ∈↓ ≤ x  . By assumption () we see that (f n+ (x  )) n∈N converges to f (x * ) with respect to τ (d). The fact that (X, τ (d)) is Hausdorff provides us with the result that x * is a fixed point of f . Finally, assumption () shows the uniqueness of the fixed point in ↓ ≤ x  following the same argument as those given in Theorem .
Once again, Example  shows that Theorem  does not guarantee the uniqueness of the fixed point if the orbital decreasing property is omitted in the statement of Theorem . Note that Corollary  can be retrieved as a particular case from Theorem . 
Corollary 
Proof Let (x n ) n∈N be a right K -Cauchy sequence. Then there exists n  ∈ N such that d(x m , x n ) <  for all n ≥ n  . Since (X, d) has the finite-≤ property and d(x m , x n ) = ∞ for all m ≥ n ≥ n  we have x n+ ≤ x n for all n ≥ n  . It follows that (x n ) n≥n  is a decreasing sequence in (X, ≤). The fact that (X, τ , ≤) is ≤-τ (d)-complete guarantees the existence of a lower bound x of (x n ) n≥n  such that (x n ) n≥n  converge to x with respect to τ (d). Consequently (X, d) is right K -sequentially complete.
The converse of Proposition  does not hold, as the next example shows. The following example shows that the finite-≤ property of the extended quasi-metric space cannot be deleted in the statement of Proposition .
Example  Consider the topological poset (R
is not right K -sequentially complete. Indeed, the sequence (x n ) n∈N such that x n = n for all n ∈ N is right K -Cauchy but it does not converge to any x ∈ R +  . Clearly (R +  , τ (d ∞ ), ≤) has not the finite-≤ property.
The application
In computer science, the running time of computing of an algorithm A is denoted by a function T A defined from N into (, ∞). So the time taken by the algorithm to solve the problem for which it has been designed is denoted by T A (n), where n ∈ N represents the size of the input data to be processed. When the running time of computing of an algorithm has to be determined, the engineers do not provide the exact expression of function that represents such a time. In contrast, they work with the so-called asymptotic complexity classes. In general, they provide an upper bound for T A (n) whenever the input size n is large enough (observe that, from a computing point of view, the interesting cases are the asymptotic ones, i.e., those in which the algorithm processes input data of large size). From now on, we denote by T C the set of functions {f : N → (, ∞)}. Although we assume that the reader is familiar with the basic notions from asymptotic complexity analysis (for a full treatment we refer the reader to []), let us recall that g is an asymptotic upper bound of f , denoted by f ∈ O(g), provided that there exist n  ∈ N and c ∈ R +  such that f (n) ≤ cg(n) for all n ∈ N with n ≥ n  . In many situations the running time of computing of the algorithm under consideration satisfies a recurrence equation as the following one:
where c ∈ R +  , a, h ∈ T C, and sup n∈N a(n) < ∞. Note that the preceding recurrence equation admits only one solution. Hence such a solution represents the running time of computing of the algorithm under consideration in each case. So, from engineering viewpoint, it remains to provide the asymptotic upper bound of the solution to the preceding recurrence equation. Note that the solution itself is not important. The only really important fact about the solution to the recurrence equation is the asymptotic bound because it delimits the maximum time spent by the algorithm in order to yield a solution to the problem.
In , a formal method was given in [] to discuss the running time of computing of algorithms that belong to the divide and conquer class. The development of the aforementioned method is based on the use of an extended quasi-metric space, the so-called extended dual complexity space, introduced in the aforesaid reference. Concretely, the extended dual complexity space is formed by the pair (C, e C ), where
and e C is the extended quasi-metric given by
Of course, the partial order C is defined on C by f C g ⇔ f (n) ≤ g(n) for all n ∈ N. It must be pointed out that the convergence condition '
of C is not restrictive from a complexity point of view. In [] , it was proved that the extended dual complexity space enjoys the following interesting properties, which played a relevant role in the aforementioned method.
() (C, τ (e C )) is Hausdorff. In fact, (C, e C ) is balanced (Theorem  in []).
() Every decreasing sequence (f n ) n∈N in (C, ) has an infimum f to which it converges with respect to τ (e C ) (Theorem  in []). At this point, we observe that the above relevant properties establish that (C, e C , C ) is a meet C -τ (e C )-complete topological poset. Moreover, e C (f , g) = ∞ ⇔ f C g and, thus, (C, e C , C ) has the finite-C property. Furthermore, we have the following.
Inspired, on the one hand, by the fact that the above relevant properties of the extended dual complexity space, properties () and (), can be reclaimed in our general framework of topological posets and, on the other hand, by the fact that the running time of those algorithms treated in [] holds recurrence equations that can be retrieved as a particular case of the recurrence equation (), in the following we are interested in providing a formal method based on our abstract approach of topological posets, i.e. on Theorems , in such a way that we are able to determine the asymptotic upper bound of those algorithms whose running time of computing satisfies ().
Consider the mapping T from C into itself defined as follows:
It is clear that the fixed points of T are the solutions to the recurrence equation (). Moreover, it is easy to check that if T has a fixed point, then it is unique (it can be proved by induction). The next result introduces our new methodology.
Proposition  Let T be the mapping from C into itself given by (). If there exists g ∈ C such that (g) C g, then f ∈ O(g).
Proof A straightforward computation shows that T is a monotone-C -continuous mapping. Moreover, we have seen that (C, τ (e C )) is Hausdorff and that (C, e C , C ) is a meet C -τ (e C )-complete topological poset. So if there exists g ∈ C such that (g) C g, then Theorem  gives the existence of a fixed point f * of such that f * C g. It follows that f * ∈ O(g).
Observe that the mapping has only a fixed point. Hence the fixed point guaranteed by Proposition , f * represents the solution to the recurrence equation () and, thus, the running time of computing of the algorithm under consideration. So the aforesaid proposition gives a methodology to provide the asymptotic upper bound of running time of computing of those algorithms whose time of computing is the solution to (). In order to illustrate the method provided by Proposition  let us consider the quicksort algorithm. When we consider the average cost analysis, the running time of computing of
