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ABSTRACT 
Ovoids, m-avoids, k-arcs, and hemisystems of generalized quadrangles and partial 
geometries are studied. In several of the proofs the same matrix technique is used, 
which was developed in a slightly less general form by P. J. Cameron. As an appendix 
we show that this elementary technique can be used to prove the Krein inequalities 
for strongly regular graphs, without the need of Hadamard multiplication and the 
theory of minimal idemputents. 
1. INTRODUCTION 
Let H(3, q’) be the generalized quadrangle (GQ) arising from the nonsin- 
g&r Hermitian variety H of PG(3, 92). If V is a Iineset of H(3, 92) such that 
each point of H(3, 92) is incident with a constant number m of lines of V, 
then it was shown by B. Segre that m = 9 + 1 or m = i(9 + 1) [8]. If 
m = 9 + 1, then V consists of ah lines of H(3, 92); if m = i(9 + l), then V 
contains half of the lines of H(3, 92) and is called a hemisystem of H(3, 92). 
The only known example of a hemisystem of H(3, 92) occnrs in the case 
9 = 3. A short proof of Segre’s result was given by J. A. Thas [12]. In the 
conrse of it he showed that a hemisystem V defines a strongly regular graph 
(SRG) with the lines of V as vertices, two lines of V being adjacent iff they 
are concurrent. In [3] P. J. Cameron proves that in any GQ with parameters 
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s = 9’ and t = 9, the graph associated with a hemisystem is strongly regular 
(Thas’s proof only applies to the classical GQ). Equivalently, the points of the 
GQ together with the lines of the hemisystem form a dual partial quadrangle, 
in the sense of P. J. Cameron [2]. 
Here we will consider the dual problem. Let S = (P, B, I) be a GQ of 
order (s, t), and let V be a pointset of S such that each line of B contains a 
constant number m of points of V. What can be said about m and V? If 
m = 1, then V is called an ovoid of S. Let V be an ovoid of S. Then it was 
shown by E. E. Shult [7, lo] that s = 1 or t < s2 - s. 
More generally, we will consider the analogous problem for partial 
geometries (PC). 
In [7] k-arcs of GQ were studied. A k-arc of a GQ is a set of k points no 
two of which are collinear. If s and t are the parameters of the GQ, then 
k < st + 1 and a k-arc with k = st + 1 is the same as an ovoid. Here we wiIl 
also study k-arcs of PG. 
2. A MATRIX TECHNIQUE 
The proof of Cameron’s theorem on hemisystems depends on a lemma 
about partitioned semidefinite symmetric matrices. In his paper he suggests 
looking at other applications of this lemma. In our paper several applications 
will be given. We now prove a slight variation of Cameron’s lemma. 
THEOREM 1. Let the real positive semidefinite symmetric matrix A he 
partitioned as 
A= B ’ 
I 1 CT D 
with respect to a principal submutrix B ( z A) with rank B = rank A. Sup- 
pose that B and C have constant row sums b and c respectively. Zf c’ is the 
average of the row sums of CT, and d the average of the row sums of D, then 
bd = cc’ holds. Moreover, if A has nonzero constant row sums, then c = d 
and c’= b; if moreover C is square, then b = c = c’= d. 
Proof. Let rank A = rank B = r, and suppose that A is an n X n matrix 
and B is an n’ x n’ matrix. Since A is real positive semidefinite, it can be 
writtenasA=ETEwithrankE=r.LetE=[X Ylwithxamatrixwithn 
columns. Then B = XTX, C= XTY, and D =YTY. We have r = rank B = 
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rank( XTX) < rank X < rank[X Y] = r. Hence rank X = rank[X Y]. Conse- 
quently we have Y = XV, with U some n’ X (n - n’) matrix. Thus we have 
B = x*x, c = x*xu, and D = UTXTXU. 
Let J be the matrix [l 1 . . . 11’ with n’ rows, and let J’ be the matrix 
[l 1 ... l]r with n - n’ rows. Then 
X*X]=b] and XTXUJ’=cJ. 
Hence 
C’.J = UTXTX] = bUT.J and DJ’ = UTXTXuJ, = cUT]. 
Consequently 
cCT] = bDJ’. (1) 
Adding the elements of the matrices in (l), we obtain (n - n’)cc’ = 
(n - n’)bd. Hence cc’= bd. 
Suppose that A has nonzero constant row sum. Then b + c = c’ + d # 0. 
Elimination of c’ yields (b + c)(d - c) = 0. Consequently d = c. Hence also 
b = c’. Suppose now that moreover C is square. Adding the elements of C, 
we obtain n’c’ = n’c. Hence c = c’, and so b = d = c = c’. n 
In the original lemma of P. J. Cameron, also the matrices CT and D have 
constant row sum. 
3. m-OVOIDS OF GENERALIZED QUADRANGLES 
Let S = (P, B, I) be a GQ of order (s, t). An m-ovoid V of S is a subset of 
P such that each line in B contains exactly m points of V. We always assume 
that lgm<s.If Visanm-ovoidof S,then P-Vclearlyisan(s+I-m)- 
ovoid of S. A l-ovoid of S is called an ovoid of S. Many results on ovoids can 
be found in [7]. If m = (s + 1)/2, then the m-ovoid is also called a hemisys- 
tern. 
LEMMA 1. Zf Vis an m-ovoid of the GQ S=(P,B,Z) of order (s,t), 
then IV] = m(st + 1). 
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Proof. count in different ways the number of pairs (x, L), with x E V, 
LEB, and rIL. We obtain IVl(t + 1) = (t + l)(st + l)m. Hence (VJ = 
m(st + 1). n 
For s = 1 the GQ has exactly two ovoids. For t = 1, it is possible to 
construct an ti-ovoid for any m with 1~ m < s. From now on we always 
assumethat s>landt>l. 
Let G be the point graph of the GQ S, and let U be a pointset of S. Then 
the graph induced by G on U will be denoted by G( U ). 
THEOREM 2. Let S = (P, B, I) be a GQ of order (s, t), with t 2 s, and 
suppose that S contains an m-ovoid V with m < s( t + l)/( s + t ). Then 
t “( s2m2 - 3sm2 + m2 - s3m+2s2m+2sm-m-s2) 
+ t( - s4m2 +3s”m2 - 5s2m2 + sm2 + s3m 
- 2s4m •t 2s’m 4-4s2m - sm - 2s”) 
- s3m2 + s4m + s3m - s4 >, 0. (2) 
Zf equality holds in (2), then the graph G( P - V) is strongly regular. If 
equality holds in (2) and if moreover m > (s2 + t)/(s + t), then also the 
graph G(V) is strongly regular. 
Proof. Let M be the adjacency matrix of the complement of the point 
graph of the GQ. The matrix M has eigenvalues s 2t, t, - s with respective 
multiplicities 1, s “( st + l)/( s + t ), st( s + l)( t + l)/( s + t ). We may assume 
that 
where the rows and columns of B’ correspond to the points of P - V. So B’ is 
the adjacency matrix of the complement of G( P - V). The matrix M + sZ = A 
is positive semidefinite with rank equal to 1 + s2(st + l)/(s + t). 
Rowsumof B’+sI=B: t(s2-sm+m)+s=b. 
Row sum of D’+sI= D: t(sm-m+l)+s=d. 
Row sum of C: t(s-l)m=c. 
Row sum of CT: t( s - l)( s - m + 1) = c’. 
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Since c=d or c’=b implies s+t=O, we have c#d and b#c’. Then by 
Theorem 1 rank A # rank B. Consequently rank( B’ + sI ) < s2( st + l)/ 
(s + t). It follows that - s is an eigenvalue of B’ with multiplicity at least 
(s - m + l)(st + 1) - s2(st + l)/(s + t) = (st + l)(st - sm - tm + s + t)/ 
(s + t). Since m < s(t + l)/(s + t), we have (st + l)(st - sm - tm + s + t)/ 
(s + t ) > 0. The matrix B’ has constant row sum, so it has the simple 
eigenvahie t( s 2 - sm + m). The eigenvalues of B’ different from - s and 
t(s2 - sm + m) are denoted by X,, hi,. . . , and their multiplicities by 
m,, m,, . . . . We have 
O<Cm,<(s+l)(st+l)-m(st+l)-l- 
(St + l)(st - sm - tm + s + t) 
sft 
(s - 1)(s2t + st + s + t) 
= 
s+t 
Further 
Cm,h, + t(s2 - sm + m) - 
s(st + l)(st - sm - tm + s + t) 
s+t 
> trB’= 0, 
i.e., 
Cm,X, 2 
s(st + l)(st - sm - tm + s + t) 
s+t 
-t(s2-smfm). (4) 
Suppose the right side of (4) is strictly negative. Then 
s(s2t2+st+s+t) 
m> 
s3t+s2t2-s2t+s2+2st-st2+t2. 
Since 
s(t fl) 
m<- 
s+t ’ 
we have 
s(t +1) s(sV+ st + s + t) 
-> 
s+t sat + s2t2 - s2t + s2 +2st - St2 + t2 . 
(5) 
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Hence 
st( s - l)( s2 - P) I== 0, 
contradicting t >, s. Consequently 
Cmihi > 
s(st + l)(st - sm - tm + s + t) 
s+t 
-t(?-sm+m)>,O. (6) 
Also 
Crn,A; + t2(s2- s-m + m)2+ 
s2(st + l)(st - sm - tm + s + t) 
s+t 
<trB’2=(~-m+l)(st +l)t(s2-sm+m), 
i.e.. 
0 < Crn,A: < t( s2 - sm + m)( st - tm + s - m + 1) 
s2(st+1)(st-Am-tm+s+t) 
- 
s+t 
(7) 
Let F be the family consisting of m, times X,, m, times X ,, . . . . Up to a 
strictly positive factor the variance L .bf F is equal to 
( Cmi)( Cmih2;) - ( CmiAi)“. 
Since L > 0, by (3), (6), and (7) we have 
(s - 1)(?t + st + s + t) 
s+t i 
t(s2 - 5-m + m)(st - tm + s - m + 1) 
s2(st+l)(st-sm-tm+s+t) 
s+t 
s(st+l)(st-sm-tm+s+t) 
- - 
s+t 
(8) 
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This inequality is equivalent to 
(s+t)(st+1)[t2( 2 2 s m -3sm2+m2-s3m+2s2m+2sm-m-s2) 
+ t( - s4m2 +3s3m2 - 5s2m2 + sm2 + s5m 
- 2s4m + 2s3m i- 4s2m - sm - 2s3) 
- s3m2 + s4m + s3m - s4 1 2 0. (9) 
This proves the first part of the theorem. 
Suppose now that equality holds in (9). Then 
(xmi)( CmiA:) - (CmJ,)” = 0. 
Since the variance of F is equal to zero, F consists of m, times A,. Hence 
the matrix B’ has at most three distinct eigenvalues. It follows that the 
complement of G(P -V), and consequently also G(P - V), is strongly 
regular. 
Finally, assume that equality holds in (9) and that moreover m > 
(s2 + t)/(s + t). Then s + 1 - m < s(t + l)/(s + t). Replacing m by 
s + 1 - m in the left side of (9), we obtain exactly the same expression. Hence 
interchanging the roles of V and P - V, by the previous section we see that 
also G(V) is strongly regular. n 
REMARK 1. If the graph G(P - V) is strongly regular, it has parameters 
u=IPI--IVI=(s+l-m)(st+l), 
k=(t+l)(s-m), 
X=s-l-m, 
k(k-l-h) (t41)(s-m)2 
IL= = o-k-l s2-mstm 
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If the graph G(V) is strongly regular, the parameters are 
u’= m(st + l), 
k’= (t i- l)(m - l), 
A’= m - 2, 
/&’ = 
(t + l)(m - 1)” 
m.-m+l ’ 
COROLLARY 1. IftheGQS=(P,B,I)oforder(s,t)contuinsanouoid 
0, then t < s2 - s. Zf 0 is an ovoid of the GQ S = (P, B, Z) of order 
(s, s2 - s), then the graph G(P - 0) is strongly regular with parameters 
u = s(s3 - s2 + l), k = (s2 - s + l)(s - l), h = s - 2, 1_1= (s - 1)2. 
Proof. Suppose that the GQ S with t > s2 - s contains an ovoid 0. 
Here t > s and m = 1 < s(t + l)/(s + t). The inequality (2) becomes 
st(s - 1)2(s2 - s - t) > 0. Hence t < s2 - s, a contradiction. Suppose now 
that t = s2 - s and that S contains an ovoid 0. By Theorem 2 the graph 
G( P - 0) is strongly regular. The parameters of this graph are given in 
Remark 1. n 
Only one GQ of order (s, s 2 - s) is known, namely the unique GQ with 
s = t = 2 [7]. This GQ h as an ovoid. The corresponding strongly regular 
graph has parameters u = 10, k = 3, X = 0, I_L = 1. Such a graph is the 
well-known Petersen graph. 
COROLLARY 2. Zf the GQ S = (P, B, Z) of order (s, s’) contains an 
m-ovoid V, then m = (s + 1)/2. Zf V is an (s + 1)/2-avoid of the GQ 
S = (P, B, Z) of order (s, s2), then the graphs G(V) and G(P -V) are 
strongly regular with parameters v = (s + l)( s3 + 1)/2, k = ( s2 + l)( s - 1)/2, 
h = (s - 3),‘2, /.L = (s - 1)2,‘2. 
Proof. We have t 2 s. By Corollary 1 we may assume that m < s - 1. 
Hence m < s(t + l)/(s + t ). The inequality (2) becomes - s4(2m - s - 1)2 
> 0. Hence m = (s + 1)/2. Now let V be a [(s + 1)/2]-ovoid of S. Since 
s + 1 - m = m, both graphs G(V) and G( P - V) are strongly regular. The 
parameters are given in Remark 1. n 
Only for s = 3 is an [(s + 1)/2] -ovoid of a GQ S of order (s, s2) known. 
Here the parameters of the strongly regular graphs are u = v’ = 56, k = k’ = 
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10, h = A’ = 0, p = p’ = 2. Such a graph is the well-known Gewirtz graph [4]. 
REP 2. Putting t = s2 - s in (2), we obtain s5(m - l)(s - m) > 0. 
This gives no restriction on m. Moreover, equality only occurs in the case of 
an ovoid or the complement of an ovoid. 
REMARK 3. Putting m = (s -I 1)/2 in (2), we obtain (s3t - t + s2 - s) X 
(s2 - t)(s - 1) > 0. Since s3t - t + s2 - s > 0 and e2 2 t, this gives no re- 
striction on s and t. Moreover, equality occurs only in the case t = s2. In [3] 
P. J. Cameron shows that for m = (s + 1)/2 the graph G(P - V) [or G(V)] is 
strongly regular iff s2 = t. 
THEOREM 3. Let V be an m-ouoid of the GQ S = (P, B, I) of order 
(s, t ). Zf the graph G(V) is strongly regular, then one of the following cases 
occurs: 
(i) m=(s+1)/2 andt=s’. 
(ii) m < (s + 1)/2; if m = 1 then t < s2 - s; if m > 1 then t < s2 - 2s. 
(iii) m>(s+l)/2 and tE{s2-sS,s2-s-l}; if t=s2-s-l then 
m f s. 
The graphs G(V) and G(P - V) are both strongly regular iff one of the 
following occurs: 
(a) m = (s + 1)/2 and t = s2, 
(b) mE{l,s} andt=s2-s. 
Proof. Suppose that V is an m-ovoid of the GQ S = (P, B, I) of order 
(s, t ), and assume that the graph G(V) is strongly regular. By Remark 1 we 
have p’= (1+ t)(m - 1)2/(ms - m + 1). 
Fix a point x E P - V. The set of all points of V collinear with x is 
denoted by W. We have 1 WJ = m(t + 1). Let w’ he the set of all points of 
P - V not collinear with r. We have IW’I = (s + l)(st + 1) - m(st + 1) - l- 
(t + l)(s - m) = t(s2 - s-m + m). The points of W’ are denoted by x1, x2,. . . . 
Further, let si be the number of points of W which are collinear with xi. 
Count in different ways the number of ordered pairs (xi, y), with 
xi E W’, y E W, and x, y collinear. We obtain 
Csi=m(t +l)t(s+l-m). (10) 
Now we count in different ways the ordered triples (xi, y, y ‘) with 
xi E W’, y E W, y’ E W, y # y’, the points x, y collinear, and the points 
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x, y’ collinear. We obtain 
~si(si-l)=m(t+l)mt(t-~‘)=m2t(t+1) t-(‘,‘“::I:‘/ 
( 
(11) 
From (10) and (11) follows 
&;=?nt(t+l) s+1-7?+m- ! m(t + l)(m - 1)’ 1 7n.s-m-t1 . (12) 
Since 
Iw’l( CSf) - ( Csi)’ > O> (13) 
we have 
t(s2- sm+m)mt(t+1) s+l-m+mt- 
i 
m(t+l)(m-1)2 
m.-m+l 1 
-m2(t+1)2t2(s+1-m)2~0. (14) 
Equivalently 
(s-2m+l)[ -mt(s-m+1)+s3m 
+s2(-m2-m+l)+s(2m2-2m)] 20, (15a) 
i.e., 
i 
2 
(s-2m41) -t+s’-2s+ 
m(s+l-mm) 
> 0. (15b) 
First assume that m = (s + 1)/2. Then by Remark 3 we have t = s2 and 
also the graph G(P - V) is strongly regular. 
Next, suppose that m > (s + 1)/2. Then t > s2 - 2s + s2/[m(s + 1- m)]. 
By Corollary 2 we have t < s2. Hence t < s2 - s by 1.2.5 of [7]. So s2 - 2s <: 
t < s2- s. Let t =s2- s-d, with s>d>,O. Since st t ~st(s+l)(t +l) 
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[7], we have s2 - d I s(s2 - s - d)(s + l)(s2 - s - d + 1). So s2 - d I 
s”(s + l)(s - 1). Hence s2 - dId(d-1). Let d@{O,l}. Then s2-d< 
d(d - l), hence s2 < d2, so s < d, a contradiction. Consequently d E (0, 1) 
and TV {s2-s,s2- s-l}. If t=s2-s-l, then from t>,s2-2s+s2/ 
[m(s + 1 - m)] it follows that m # s. 
Finally, let m <(s + 1)/2. Then t < s2 - 2s + s2/[m(s + 1 - m)]. If m 
=1thentgs2-s.Next,letm>1.Thent<s2-s-d withO<d<s.By 
the previous paragraph t = s2 - s - 1 or t Q s2 - 2s. By m < (s + 1)/2 and 
t < s2 - 2s + s2/[m(s + 1 - m)] the case t = s2 - s - 1 cannot occur. Hence 
t < s2 - 2s. 
Assume now that the graphs G(V) and G( P - V) are both strongly 
regular. Then si is a constant for each choice of x, so we have equality in (13) 
for each choice of x, so we have equality in (15b), i.e., m = (s + 1)/2 or 
t = s2 - 2s + s2/[m(s + 1 - m)]. 
If m = (s + 1)/2, then by Remark 3 we have t = s2. 
Now let t = s2 - 2s + s2/[m(s + 1 - m)] and m # (s + 1)/2. By a previ- 
ouspartoftheproof tE{s2-s,s2-s-l}.If t=s2-s,thenmE{l,s}. 
If t = s2 - s - 1, then s - 1= s2/[m(s + l- m)], so s - 1 I s2, i.e., s = 2 and 
t = 1, a contradiction. 
Conversely, if we have one of the cases (a) or (b) in the statement of the 
theorem, then by Remark 3 and Corollary 1 the graphs G(V) and G( P - V) 
are strongly regular. n 
COROLLARY 3. Let V be an m-ovoid of the GQ S = (I’, B, 1) of order 
(s, t). Zf (s2 + t)/(s + t) < m Q s(t + l)/(s + t) and if equality ho& in (2), 
then m = (s + 1)/2 and t = s2. 
Proof. Since ( s2 + t )/( s + t ) < s( t + l)/( s + t ), we have t >, s. By The- 
orem 2 the graphs G(V) and G( P - V) are strongly regular. By Theorem 3 
we have m=(s+1)/2 and t=s2, or mE{l,s} and t=s2-s. Since 
m>(s2+t)/(s+t), we have m#l; since m<s(t+l)/(s+t), we have 
m # s. W 
4. m-OVOIDS OF PARTIAL GEOMETRIES 
A partial geometry (PC) is an incidence structure S = (I’, B, I) of points 
and lines satisfying the following axioms: 
(i) each point is incident with t + 1 (t 2 1) lines, and two distinct points 
are incident with at most one common line; 
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(ii) each line is incident with s + 1 (s > 1) points, and two distinct lines 
are incident with at most one common point; 
(iii) for any point x and any line L not incident with X, there are exactly 
(Y ((Y > 0) points which are incident with L and collinear with x. 
If (P( = 2, and (B] = b, then 0 = (s + l)(l + &/a) and h = 
(t + l)(l+ &/a) [ll]. 
If a! = 1, then the PG is a GQ; if 01 = t, then the PG is a net of order s + 1 
and degree t + 1; if cu = s + 1, then the PG is a 2-( o, s + 1,l) design. 
Let S = (P, B, Z) be a PG with parameters s, t, (Y. An m-ovoid V of S is a 
subset of P such that each line in B contains exactly m points of V. We 
always assume that 1 < m < s. If V is an movoid of S, then P - V clearly is 
an (s + 1 - m)-ovoid of S. A l-ovoid of S is called an ovoid of S. If 
m = (s + 1)/2, then the m-ovoid is also called a hemisystem. 
LEMMA 2. Zf V is an m-ovoid of the PG S = (P, B, I) with parameters 
s, t, (Y, then IV] = m(l+ St/a). 
Proof. Count in different ways the number of pairs (x, L) with x E V, 
L E B, and xZL. We obtain ]V](t + 1) = (t + l)(l+ st/a)m. Hence IV] = 
m( 1 + St/a). H 
Let G be the point graph of the PG S, and let U be a pointset of S. Then 
the graph induced by G on ZJ wiIl be denoted by G(U). 
THEOREM 4. Zf the PC S = (P, B, I ) with parameters s, t, a contains an 
ovoid 0, then s = (Y or t < (s - l)(s + 1 - ol). In particular, if the PG 
S = (P, B, Z) with parameters s, t, (Y = s or s, t = (s - l)(s + 1 - a), (Y con- 
tains an ovoid 0, then the graph G(P - 0) is strongly regular. 
Proof. Let M be the adjacency matrix of the complement of the point 
graph of the PG. The matrix M has eigenvalues st( s + 1 - a)/a, t, (Y - s - 1 
with respective multiplicities 1, s(s + 1 - a)(st + a)/[a(s + t + 1 - a)], 
st( s + l)( t + l)/[ o( s + t + 1 - a)]. We may assume that 
McB’ ’ 
[ 1 CT D’ ’ 
where the rows and columns of B’ correspond to the points of P - 0. So B’ 
is the adjacency matrix of the complement of G(P - 0). The matrix M + 
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(s+ 1 - o)Z=A is positive semidefinite with rank equal to 1 +s( s+ 1 - (Y) X 
(st + cY)/[a(s + t + l- a)]. 
Rowsumof B’+(s+l-o)Z=B: (t/cu)(s’-~s(Y+(Y)+(s+~-cx)=b. 
Row sum of D’+(s+l-cu)Z=D: st/(~+s+l-e=d. 
Row sum of C: st/a - t = c. 
Row sum of CT: (st/o)(s - o) = c’. 
Since c=d or c’=b implies s+t+l-cu=O, we have c#d and b#c’. 
Then by Theorem 1, rank A # rank B. Consequently rank[B’+ (s + 1 - a)Z] 
< s( s + 1 - a)( st + a)/[ o( s + t + 1 - a)]. It follows that - s - 1-t (Y is an 
eigenvalue of B’ with multiplicity at least 
2+1- 
i 1 
s(s+l-_(y)(st+(Y) st t 
a(s+t+l-a) = 
a -+1 
a i 1 (Y s+t+l-a’ 
The matrix B’ has constant row sum, so it has simple eigenvalue 
t(s2 - S(Y + o)/a. The eigenvalues of B’ different from - s - 1 + LY and 
t(s2 - so + o)/a are denoted by ha, hi,. . . , and their multiplicities by 
m,,m,,... . We have 
O<&l,dS “t+1 (1y )-++~)s+t:l-a 
st 
i i 
s+l-a 
=s -+1 - 1. 
a s+t+l-a (16) 
Further 
&n,X,++S(Y+(Y)-(S+1-~)S 
t 
>, trB’=O, 
a s+t+l--a 
I.e., 
&rz,X,>(s+1-a)s :+1 s+t;l_a -+so++ (17) 
i i 
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Since a 2-( o, s + 1,l) design has no ovoid, we have s < (Y. Hence 
(S+l-a)s~~+ljs+t~l_a --$(shx+a) 
>(s+l-a)s 2+1 
i 1 
t 
a s+t+l-a 
-+l+S) 
= (s + 1 - a) 
st((s-1)(t-1)+2(or-1)) >O 
a(s+t+l-cu) ’ . (18) 
Also 
t2 
~miX~+-(s2-sS(Y+a)2+(S+1-_(y)2s 
t 
(Y2 s+t+l--cu 
< trB”= +- so + lx)s 
i 1 
“t+1 ) 
a 
be., 
o&n,x?;4~ St+1 (s2-s,+.,-~(s2-s,+.~~ 
i I 01 (Y 
-(s+l-~)2s(~+ljs+t~l_~. (19) 
Let F be the family consisting of m, times X,, m, times A,,.. . . Up to a 
strictly positive factor the variance L of F is equal to 
( Cmi)( CmiA?) - ( Cmixi)“. 
Since L > 0, by (IS), (17), (18), (19) and after some calculations we finally 
obtain 
st :+1 (s-cx)2(-t+(S-l)(S+1-CY))>,0. 
i i 
(20) 
Hence s = (Y or t < (s - l)(s + 1 - CY), which proves the first part of the 
theorem. 
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Suppose now that s = a! or t = (s - l)( s + 1 - a). Then equality holds in 
(20); hence 
(Cm,)( CmJ;) - (~m,x,)” = 0. 
Since the variance of F is equal to zero, F consists of m, times A,. Hence 
the matrix B’ has at most three distinct eigenvalues. It follows that the 
complement of G(P - 0), and consequently also G( P - 0), is strongly 
regular. n 
REMAFU 4. In fact Theorem 4 is Cvetcovic’s bound on strongly regular 
graphs [6] applied to an ovoid of a partial geometry. 
COROLLARY 4. Let S = (P, B, I) be a PG with (a, s) f (1,l) for which 
the Krein equality [4] (s + 1 - 2a)t = (s - l)(s + 1 - a)’ is satisfied. Then S 
has 7~) ovoid. 
Proof. Suppose that the Krein equality (s + 1 - 2a)t = 
(s - l)(s + 1 - e) ’ is satisfied and that S has an ovoid. If s = (Y, then 
necessarily (Y = s = 1, a contradiction. So by the previous theorem we have 
t<(s-l)(s+l-o(Y). Hence (s-l)(s+1-a)2=(s+1-2~)t~(~+1- 
2ar)( s - l)( s + 1 - a), so s + 1 - (Y < s + 1 - 201, again a contradiction. W 
TheCase ff=s 
Consider a PG S = (P, B, I) with s = (Y, i.e., consider a dual net. This PG 
has exactly s + 1 ovoids, and these are the s + 1 classes of “paraIle1” points. 
For each ovoid 0 the graph G(P - 0) is strongly regular with parameters 
v* = ]P - 01 = s(t + l), k* = (t + l)(s - l), A* = (s - 2)(t + l), /A* = 
(t + l)( s - 1). Clearly this graph is a complete multipartite graph. 
The case t = (s - l)(s + I- a) 
Consider a PG S = (P, B, Z) with parameters s, t = (s - l)(s + 1 - a), LX, 
and suppose that S has an ovoid 0. By the previous theorem the graph 
G( P - 0) is strongly regular. Now we calculate the parameters v*, k*, A*, p* 
of this graph. Clearly v* = s( St/a + 1) = s( s( s - l)( s + 1 - CX)/~ + 1) and 
k* = (t + l)(s - 1) = (s2 - (YS + (Y)(s - 1). From the proof of Theorem 4 we 
have 
x 
0 
= CmiXi 
Cm, ’ 
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Since s+t+l-cx=s(s+l--),wehave 
xmi?ti=z(t-s+a) and Emi=:. 
Hence A, = t - s + a. Consequently, besides its valency, the graph G( P - 0) 
haseigenvaluess-cr=rands-t-a-l=l.Since~*=k*+rlandX*= 
p* + r + 1, we have 
p*=a(t-s++)=a(S2-sa-s+2a-1) 
and 
The only known PGs with t = (s - l)( s + 1 - a) and s # OL have parame- 
ters s = 2”, t = 2(2m - l), cx= 2” - 1 with m > 1 [l]. They are constructed 
as follows. Consider a dual hyperoval of PG(2,9), 9 = 2m+1 and m >, 1, i.e., 
consider a set of 9 + 2 lines L,, L,, . . . , Lq+2 of PG(2,9) no three of which 
are concurrent. The points of the PG are the points of L, U L, U . . U L,+2; 
the lines of the PG are the lines of PG(2,9) different from L,, L,, . . . , Lpi2; 
the incidence is that of PG(2,9). Such a PG has parameters s = 9/2 = 2”, 
t = 9 - 2 = 2(2m - l), (Y = 9/2 - 1 = 2” - 1. The ovoids of this PG are the 
lines L,, L, ,..., L,+2. If 0 is an ovoid of the PG, then the graph G(P - 0) 
has parameters II* = 2m(2m+1 + l), k* = (2m+1 - 1)(2” - l), p* = 
(2” - 1)(2*+l- 3), x* = (2” - 2)(2m+l - 3). Hence G(P - 0) is the com- 
plement of the triangular graph T(2”+’ + 1) [9]. 
Quasipartial Geometries 
Let S=(P,B,Z)beaPGwith s=cY#lor t=(s-l)(s+l-a),andlet 
0 be an ovoid of S. Then the incidence structure S’ = (P - 0, B, Z’), with Z’ 
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induced by I, satisfies the following properties: 
(i’) Each point is incident with t + 1 (t >, 1) lines, and two distinct lines 
are incident with at most one common point; 
(ii’) each line is incident with s = s’ + 1 (s’ >, 1) points, and two distinct 
points are incident with at most one common line; 
(iii’) if x is a point of P - 0 and L is a line in B which is not incident 
with X, then there are (Y - 1 or (Y (a > 0) points of P - 0 which are incident 
with L and collinear with x; 
(iv’) the point graph of S’ is strongly regular. 
An incidence structure satisfying properties (i’)-(iv’) will be called a quasi- 
partial geometry with parameters s’, t, OL, X, and ~1, where A (p) is the 
number of points of S’ collinear with two given collinear (noncollinear) points 
of S’. The notion of quasipartial geometry clearly is a generalization of the 
notion of partial geometry. The quasipartial geometries with (Y = 1 are just the 
partial quadrangles introduced by P. J. Cameron [2]. 
THEOREM 5. Zf S = (P, B, I) is a PG with parameters s, t, a which 
satisfies the Krein equality t(s + 1 - 2cu) = (s - l)(s + 1 - CU)~, then for any 
hemisystem V the graphs G(V) and G( P - V) are strongly regular. 
Proof. In the trivial case s = (Y = 1 the theorem clearly is satisfied. For 
(Y = 1 and s > 1, the theorem is satisfied by Corollary 2. From now on we 
assume that (Y > 2. 
The method of proof is the one we used to prove Theorem 4. Here we 
obtain consecutively the following. The rank of the matrix B’ + (s + 1 - a)Z 
is less than or equal to s(s + 1 - a)(st + a)/[ a(s + t + 1 - a)]. It follows that 
- s - 1 + & is an eigenvalue of B with multiplicity at least 
i ii 
s+l 
“t+1 -_ 
s(s + 1 - a) 
(Y 2 i s+t+l-ol * 
Since t(s + 1 - 2cu) = (s - l)(s + 1 - LX)~, we have t > s - 1, so 
s+l s(s + 1- CX) s(t-s++)+(t+l-a) 
-- = 2(s a) > 2 s+t+l-a 0. + t + 1 (21) - 
Next, 
OQCrnid 
s(s+l-a) st 
i i 
-+1 -1, 
s+t+l-a a (22) 
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--(S2+S-as+cu). 
2oL 
Since t( s + 1 - ICY) = (s - l)( s + 1 - (u)~, we have t > s and s > (Y, so 
>(s+l-CY) “t+1 
i ii 
s+l s(s + 1 - Cx) 
~- 
(Y 2 s+t+l--a 1 
? 
-- 
2Ly 
s2 + s - (Ys + s2 + s - cxs) 
= (s + 1 - c#) 
i Ii 
s+l 
“t+1 -- 
s(s + 1 - a) 
cx 2 s+t+l-(Y 1 
-;(s+l-n) 
(23) 
st s+l 
>(s+l-n)i 2- 
i 
s(s + 1- Cx) 
s+tfl-CY 
-$(s+l-u) by W>1 
=(s+l-u)fJ t(s-1)2i;+t+l_-a) 
i 
~2-22s+s(Y+ff-l 
1 
st (s+l)(s-l)-s2-22s+scr+(Y-1 
>(s+l--(Y)- 
ff i 2(s + t + 1 - CY) I 
(s+l-CY)st(s+l)((Y-2) 
2a(s+t+l-cu) 
>, 0. 
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Consequently the right side of (23) is strictly positive. Further, 
t(s+1)(s2+s-as+(Y) st 
i i 
t2 
0 < &nix; < - 
4a (Y 
+1 ---Q(s2+s-Us+(Y)2 
Hence 
0 < (&nJ( &+;) - (~m,x,)” 
1 
< 
4LI2( s + t + I- a)” 
((Y+st)((Y-s-t-l) 
x[t(as2+a-s3-s2)+a2s-a2-as2+a] 
x [ - t(s + 1 - 2o) + (s - l)(s + 1- e)“]. (25) 
Since t( s + 1 - 2cu) = (s - l)( s + 1 - a)2, we have 
and so the graph G( P - V) is strongly regular. The roles of V and P - V can 
be interchanged; hence also G(V) is strongly regular. n 
REMARK 5. As in the ovoidal case with t = (s - l)(s + 1 - a), one can 
calculate the parameters of the strongly regular graphs G( P - V) and G(V). 
REMARK 6. Let us consider again (25), but this time without restriction 
on the parameters s, t, a. Since t(s + 1 - 201) <(s - l)(s + 1 - ar)2 for any 
PG and t(cws2+n-s3-s2)+e2s-e2--s2+e=t[cx-s’(s+l-a)]- 
a( s - l)( s + 1 - a) < 0 for OL # s + 1, the right side of (25) is always positive 
for (Y # s + 1. Moreover, for OL # s + 1 and t(s + 1 - 2a) + (s - l)(s + 1 - a)2 
the right side of (25) is always strictly positive. For (Y = s + 1 the right side of 
(23) is strictly negative. Hence, in applying this method to a hemisystem of a 
PG with parameters s, t, a there arises no necessary condition on the 
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parameters. Moreover we have equality in (25) iff the Krein equality 
t(s + 1 - So) = (s - l)(s + 1 - a)’ is satisfied. 
5. k-ARCS OF PARTIAL GEOMETRIES 
A k-arc K of a PG S = (P, B, I) is a set of k points no two of which 
are collinear. If the PG S has parameters s, t, CY, then counting the lines 
of S which are incident with an element of K, we obtain (t + l)k < 
(t f l)(st/cu + 1). Hence k < St/a + 1. Clearly the ovoids of S are exactly the 
(st/a + l>arcs of S. The k-arc K is called complete if it is not contained in a 
(k + l>arc. Ovoids evidently are complete. 
A section on k-arcs of GQs is contained in [7]. 
THEOREM 6. Zf K is a complete k-arc of the PC S = (P, B, I ) with 
parameters s, t, a, then 
k=“t+I or k<z- t-(a-l)(s+l) 
a cx (YS 
Proof. Let K be a complete k-arc of the PG S = (P, B, Z), and assume 
that k<st/a+l.Then k=st/o-pwith p> -1. 
Let W be the set of all lines having no point in common with K. We have 
w=IWI=(t+l) ?+I -(t+1) q3 =(t+l)(p+l). L) (J 
Choose a line L of W, an let x0, x1,. . . , x, be the points incident with L. 
The number of lines of W (of B - W) which are incident with xi, but 
distinct from L, is denoted by ti (by si). We have si + ti = t. Counting in 
distinct ways the pairs (y, xi) with y E K and y, xi collinear, we obtain 
&=( ~-+. 
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Hence 
~4=~(l-si)=(s+l)t-(~-~).=t+p.. (26) 
If M is a line of W which is incident with xi, then the number of lines of 
W - {M } which are concurrent with M at points different from xi is equal 
to t + pcx - ti. Let yi be the number of lines of W which are concurrent with 
at least one line of W through xi but which are not incident with xi. 
Counting in different ways the ordered pairs (M, N), with M, N E W, 
xi IM, x,-tN, and M, N concurrent, we obtain 
Hence 
(ti+l)(t+p-ti) 
Yi a 
a 
(27) 
Clearly 
w = (t + l)(p + 1) 2 yi + ti + l>, 
(ti+l)(t+pcY-ti) 
(Y 
+ti+l. (28) 
Consequently 
I.e., 
Since K is complete, K u { xi} is not a (k + l)-am, SO we have ti < t. It 
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follows that 
Hence by (26) and (29) 
t+pa= t ti~(s+l)(pol+~-l), 
i=O 
i.e., 
t-((Y-l)(s+l) 
Pa 
as 
I.e., 
k<“t_ t-((Y-l)(s+l) 
\ 
(Y ffs 
(29) 
(30) 
n 
COROLLARY 5 [7]. Zf K is a complete k-arc of the Gg S of order (s, t), 
then k = st + 1 or k < st - t/s. 
Proof. Straightforward. n 
THEOREM 7. Let K be a k-arc of the PC S = (P, B, I) with parameters 
s, t, 1~. Zf k > st/a - [t - (a - l)(s + l)]/cys, then there is a unique ovoid 0 
which contains K. 
Proof. For k = st/cx + 1 the theorem is trivial, so let us assume that 
st _+l>k>z_ t-(a-l)(s+l) 
a Ll (YS 
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By Theorem 6 the k-arc K is contained in a (k + l)-arc K’. If K’ is not an 
ovoid, then again by Theorem 6 the (k + l)-arc K’ is contained in a 
(k + 2>arc K”, etc. Finally, K is completed to an ovoid 0. Let 0 and 0’ be 
distinct ovoids containing K, and let x E 0’ - 0. Then each of the t + 1 lines 
incident with x contains a point of 0 - K. Hence 10 - K) = St/a + 1 - k >, 
t +1. so 
~+l_~+~-(--l)(S+l) >t+l 
, 
a a S(Y 
i.e., t(scu-l)+(s+l)(a-l)<O, i.e., (~=s=l. But in the case CY=S=~ 
the k-arc K clearly is contained in a unique ovoid, a contradiction. We 
conclude that K is contained in a unique ovoid. n 
We remark that in the case s = LY each k-arc, with k z 0, is contained in a 
unique ovoid. 
COROLLARY 6. Zf the PG S = (P, B, Z) with parameters s, t, a, where 
s z a, contains a karc K with 
k>“t_ t-((Y-l)(s+l) 
(Y (YS 
then t < (s - l)(s + 1 - a). 
Proof. Straightforward from Theorems 7 and 4. 
THEOREM 8. Zf K is a complete k-arc, with 
k  = 2 _ t - (a - lb + 1) 
a (YS 
n 
of the PG S = (P, B, I) with parameters s, t, a, then the lines of S having no 
point in common with K together with the points incident with these lines 
fm a partial subgeomety of S with parameters s’ = s, t’ = (t - a + 1)/s, 
(Y) = (Y. 
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Proof. Let K be a complete k-arc with k = st/cu - [t - (a - 1) x 
(s + l)]/as. From (29) and (30) in the proof of Theorem 6 it follows that 
ti=(t--+1)/s for all i=O,l,..., s. Then from (28) it follows that w = 
yi + (t - (Y + 1)/s + 1 for all i = 0, 1, . . . , s, i.e., each line of W is concurrent 
with at least one of the (t - cy + 1)/s + 1 lines of W through xi. Since we 
have also equality in (27), each line of W which is not incident with xi is 
concurrent with exactly cu lines of W through x,. Now it is clear that the lines 
of W together with the points on these lines form a partial subgeometry [5] 
of S with parameters s’ = s, t’ = (t - (Y + 1)/s, a’ = (Y. n 
REMARK 7. Let K be a complete k-arc, k = st/a - [t - (a - 1) x 
(s + l)]/cus, of the PG S, and let x be a point which is not contained in the 
corresponding partial subgeometry S’. Then the points of S’ which are 
collinear with x form an aovoid of S’. Further, it is easy to show that any 
line of S, but not in S’, contains exactly one point of S’. 
EXAMPLE. Consider the GQ W(2) with 15 points and 15 lines [7]. Let L 
be a line of PG(3,2) which does not belong to W(2). Then L is a complete 
Sarc of W(2). The lines of W(2) having no point in common with L together 
with the points of these lines form a subquadrangle of order (s, 1). 
6. APPENDIX: THE KREIN INEQUALITIES 
The matrix technique of Theorem 1 was used in Theorems 2, 4, and 5. In 
each of these applications the row sums of the matrices B, D, C, CT were 
constants. So the slightly less general version of Theorem 1, due to P. J. 
Cameron [3], was sufficient to prove these theorems. Now we shall apply 
Theorem 1 in a case where the row sums of D and CT are not constant. 
Moreover, by this technique we shall obtain the Krein inequalities for 
strongly regular graphs, and also an interpretation of the equalities, in an 
elementary way, without using Hadamard multiplication and the theory of 
the minimal idempotents of the Bose-Mesner algebra [4]. 
Let G be a noncomplete strongly regular graph (SRG) with parameters 
v,k, A, p, with 0 < p < k. The vertex set of G is denoted by P. If x E P, then 
let T(x)= {y~P[y-r} and A(x)= {REP- {x}]~+x}. The eigenval- 
ues of the adjacency matrix of G are k, r, I, with r > 0 and I < 0. We have 
r+Z=X-p and rZ=p-k [4]. 
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THEOREM 9. The strongly regular graph G satisfies the so-called Krein 
inequalities 
(31) 
and 
(r+l)(k+r+2rz)<(k+r)(z+1)2. (32) 
If we have equality in (31) [in (32)], then for any vertex x of G the graph 
induced on A(x) [r(x)] is also strongly regular. 
Proof. Let M be the adjacency matrix of the complement of G. The 
matrix M has eigenvalues v - k - 1, - r - 1, - Z - 1 with respective multi- 
plicities 1, f = - k(Z + l)(k - Z)/[(k + rZ)(r - Z)], g = k(r + l)(k - r)/ 
[(k + rZ)(r - Z)]. We assume that 
where the rows and columns of B’ correspond to the vertices of A(x), for a 
given vertex x. The matrix M +(r + l)Z = A is positive semidefinite with 
rank equal to v - f. 
Row sum of B’ + (r + l)Z = B: v - 2k - 2 + p + r + 1 = 
(Z+ l)(r2Z - k)/(k + rl) = b. 
Row sum of C: k-Z.t+l= -rZ+l=c. 
Average of the row sums of D’ + (r + 1)Z = D: k( k - h - l)/( k + 1) + r 
+ 1 = -(r + l)(Z + l)k/(k + l)+ r + 1 = (r + l)(l- Zk)/(k + 1) = d. 
Averageoftherowsumsof CT: [v-k-l+k(v-2k+X)]/(k+l)= 
k(r + l)(Z + l)(Zr - l)/[(k + l)(k + rZ)] = c’. 
Since c = d or c’ = b implies (I + l)(k - r) = 0, i.e., Z.L = 0 or G complete, we 
have c # d and c’ # b. Then by Theorem 1, rank A # rank B. Consequently 
rank[ B’ + (r + l)Z] < v - f - 1. It follows that - r - 1 is an eigenvalue of B’ 
withmultiplicityatleast v-k-1-v+f+l=f-k. 
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Assume that f - k > 0, i.e., - k(Z + l)(k - Z)/[(k + rZ)(r - Z)] > k, i.e., 
p < Z(Z + 1). The matrix B’ has constant row sum, so it has the simple 
eigenvalue u - 2k - 2 + Z.L = u - k + rl - 2. The eigenvalues of B’ different 
from - r - 1 and u - k + rZ - 2 are denoted by ha, X,, . . . , and their multi- 
plicities by ma, m,, . . . . We have 
O<znr,<u-k-l-l-f+k=u-f--2=e (33) 
and 
xm,Xi>, -(I_-k+rZ-2)+(r+l)(f_k)+trB’ 
= -(u-k+rZ-2)+(r+l)(f-k)=p. (34) 
Since 
we have 
=(u-k+rZ-2)(-rZ+l)-(r+1)2(f-k)=y. (35) 
Let F be the family consisting of m, times X,, m, times hi,. . . Up to a 
strictly positive factor, the variance L of F is equal to 
(X9)( Cm,A?) - ( Cmihi)‘. 
If p > 0, then by L 2 0, (33), (34), and (35), we have cyy - p2 > 0. Now let 
/3<0. We have a+P=r(f-k-Z)>0 and p+-y=r[-Z(u-kkrrl-2) 
- (r + l)( f - k)] > - rp > 0. Hence again (my - p2 > 0. After some calcula- 
tions we obtain 
-(k+Z)(r+l)“] 
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Since k + rl = p > 0, r - 1> 0, kr > 0, 2 + 1 < 0, r + 1 > 0, it follows that 
(36) 
Next, assume that f- k < 0, i.e., p> Z(Z + 1). Now we show that 
(1 + l)(k + Z + 2rZ) >, (k + Z)(r + 1)2 implies that G is the pentagon, and in 
such a case equality holds. If G is a conference graph [4], then k + 2Z+ 1 = 
2p - dw > 0 for ZL # 1. For the pentagon, i.e., the conference graph with 
Z,L = 1, we have /.L = Z(Z + 1) and (I + l)(k + Z +2rZ) = (k + Z)(r + 1)2. If G is 
not a conference graph, then r, 1 E H [9]. For r > 2, we have k t-21 > k + rZ 
= p > 0; for r = 1, w have X = 1 + 2Z+ k >, 0. Consequently, if G is not the 
pentagon, then ( - k - Z)/(Z + 1) > 1. In such a case (1 + l)(k + Z + 2rZ) > 
(k+Z)(r+1)2 implies -k-Z-2rZ>(r+1)2, so -Z.~),(r+l)(r+l+Z), 
so r + 1 + 1 < 0, so p < Z(Z + l)+ rl, so p < Z(Z + l), a contradiction. 
The complement c of G has parameters V = 0, k = u - k - 1, x =_ 
u - 2k + p - 2, and ji = u - 2k + A. The eigenvahres corresponding with G 
are k = u - k - 1, Z = - r - 1 and ? = - 1 - 1. Since (Z + l)(k + Z +2?Z) 6 
(k + i)(Y + 1)2, it follows that 
(r+l)(k+r+2rZ)<(k+r)(Z+1)2. (37) 
Next, assume that we have equality in at least one of (31) (32), e.g. 
(1 + l)(k + Z + 2rZ) = (k + Z)(r + 1)2. Further, let x be any vertex of G. If G 
is the pentagon, then clearly the graphs induced on I(x) and A(x) are 
strongly regular. So assume that G is not the pentagon. By one of the 
preceding paragraphs we have Z.L < Z(Z + 1). With the notation of the second 
paragraphwehavecyy-~2=Oand~>,O,so(Cmi)(CmiX~)-(CmiXi)2=0. 
Since the variance of F is equal to zero, F consists of m, times A,. Hence 
the matrix B’ has at most three distinct eigenvalues. There follows that the 
graph induced on A(x) is strongly regular. n 
The case (1 + I)@ + 1 + 2rZj = (k + Z)(r + 1J2 
Suppose that the strongly regular graph G satisfies (I + l)( k + 1 + 2rZ) = 
(k + Z)(r + 1)2, and let x be any vertex of G. Now we calculate the 
parameters ur, k,, A,, p1 of the SRG G, induced on A(x). We exclude the 
trivial case of the pentagon. 
We have ui = u - k - 1= - k(r + l)(Z + l)/(k + rl) and k, = k -p = 
- rl. From the proof of Theorem 9 we have h, = Cm,h ,/&r+. Hence 
x 
0 
= -u-rZ+2-rk+(r+l)f 
u-f-2 
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Since (k + rZ)( 2 - r) = (r + l)( kr - Z2), we have 
A,= -1+r 
f-k-l 
v-f-2 
k(l+r)(-k+Z2+Z-2r) 
(k+rZ)(r-2) -’ 
= 
-‘+r k(l+r)(k-r)+(k+rZ)(Z-r) 
(k+rl)(r-I) 
= 
_l+rk(l+r)( -k+Z2+Z-Zr)-l(r+1)(Z2-kr) 
k(l+r)(k-r)+(r+l)(kr-Z2) 
12-k rs-1 
= -=-l+- 
-l+r k+l 2 . 
Consequently, besides its valency the graph A(r) has eigenvalues ri = r and 
1, = (I - r2)/2. Hence pi = k, + r,Z, = - r(Z + r2)/2 and Xi = pi + rl + I, = 
(1 - r)(Z + r2 +2r)/2. 
REMARK 8. In [4] it is shown that if we have equality in at least one of 
(31) (32), then the graphs induced on r(x) and A(x) are both strongly 
regular. Suppose e.g. that we have equality in (31) and let v2, k,, A,, p2 be 
the parameters of the SRG G, induced on I(x). If I(x) is not a coclique of 
G, then we have v,=k, k,=X=r+l+k+rl, p2=k2+r212, X,=r,+l, 
+ k, + r,Z,, with r2 = r and 1, = i(r” +2r + 1) [4]. 
Several of the results were obtained while the author was visiting profes- 
sor at Queen Mary College, University of London. Many thanks are due to 
Professor D. R. Hughes for stimulating discussions, and also to Professor C. 
Leedham-Green, who factorized several of the complicated polynomials on 
computer using the Cambridge Orion/Unix Reduce System. 
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