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Abstract—In this paper, we propose an efficient vehicle trajec-
tory prediction framework based on recurrent neural network.
Basically, the characteristic of the vehicle’s trajectory is different
from that of regular moving objects since it is affected by various
latent factors including road structure, traffic rules, and driver’s
intention. Previous state of the art approaches use sophisticated
vehicle behavior model describing these factors and derive the
complex trajectory prediction algorithm, which requires a system
designer to conduct intensive model optimization for practical
use. Our approach is data-driven and simple to use in that it
learns complex behavior of the vehicles from the massive amount
of trajectory data through deep neural network model. The pro-
posed trajectory prediction method employs the recurrent neural
network called long short-term memory (LSTM) to analyze the
temporal behavior and predict the future coordinate of the
surrounding vehicles. The proposed scheme feeds the sequence
of vehicles’ coordinates obtained from sensor measurements to
the LSTM and produces the probabilistic information on the
future location of the vehicles over occupancy grid map. The
experiments conducted using the data collected from highway
driving show that the proposed method can produce reasonably
good estimate of future trajectory.
I. INTRODUCTION
In order to build fully autonomous vehicle, it is necessary
to guarantee high degree of safety even in uncertain and
dynamically changing environments. In order to serve this
goal, an autonomous vehicle should be able to anticipate what
would happen to its environment in the future and respond to
the change appropriately in advance. However, the behavior of
the traffic participants (e.g. the vehicles surrounding the ego-
vehicle) is often hard to predict since it is affected by various
latent factors such as driver’s intention, traffic situations, road
structure, and so on. The prediction based on vehicle’s dynam-
ics model is accurate only for very near future and it does not
match with true trajectory well for long term prediction (more
than one second). In addition, it is hard to know the accurate
maneuver control (e.g. steering and acceleration) of the other
vehicles so that the trajectory prediction based on vehicle’s
dynamics model might not be effective in practical scenarios.
In order to facilitate path planning and collision avoidance
needed to realize fully autonomous driving, we need a simple
but powerful prediction framework which can analyze complex
temporal dynamics of the traffic participants well.
In fact, a problem of tracking the trajectory of moving tar-
gets has been actively studied in computer vision and robotics
fields. However, as mentioned, predicting the motion of traffic
participants is not as simple as object tracking due to complex
dynamics of the vehicles in traffic. So far, various approaches
have been proposed to analyze the vehicles’ motion [1].
Vehicle motion model such as kinematic or dynamic models
has been used for trajectory prediction [2], [3]. Kalman filter
has been widely used to perform prediction accounting for
the uncertainty in vehicle model [2]. In order to improve the
prediction accuracy further, Bayesian filtering techniques such
as the context-dependent interactive multiple model filter [3]
and Monte-Carlo method [4] have been proposed. Recently,
machine learning techniques were employed to learn the
complex model capturing driver’s maneuver intention and their
interactions from the data. The vehicle trajectory generating
model has been learned through Gaussian process [5], [6]
and Gaussian mixture model [7]. More sophisticated models
considering the vehicle interactions were introduced, including
dynamic Bayesian network [8] and coupled hidden Markov
model [9]. Though these methods yield better prediction accu-
racy, complexity for running training and inference algorithms
on these models is significantly high. In addition, these models
involve human’s interpretation on the factors determining the
trajectory so careful parameter tuning is needed for various
environments.
In this paper, we introduce a new efficient vehicle trajectory
prediction framework based on the deep neural network. In
recent years, the deep neural network has received much
attention since it has showed great performance for a variety
of machine learning tasks [10]. Among the several DNN ar-
chitectures, recurrent neural network (RNN) is widely used to
learn temporal dynamics in the time-series data. In particular,
the long short term memory (LSTM) architecture has been suc-
cessfully applied to analyze the sequential structure underlying
in text, speech, and financial data [11]. The attractive feature
of the deep neural network models is that using numerous data
sources, they can find the features that are robust to a variety of
changes in data. In our work, we employ LSTM to understand
complex dynamics of vehicle motions. The proposed trajectory
prediction system inputs the coordinates and velocities of the
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surrounding vehicles obtained from the sensor measurements
to the LSTM and produces the vehicle’s future location after
∆ seconds. In order to train the LSTM, we use a long record
of the trajectory data acquired by long-term driving on real
road and let the LSTM to predict the future coordinate based
on the past trajectory input. In order to handle uncertainty
in making prediction, the LSTM is designed to produce the
probability of occupancy for the surrounding vehicles on the
occupancy grid map. The experiments conducted with the data
collected from highway driving show that the proposed method
offers better prediction accuracy over the existing Kalman
filter-based method.
Recently, we found that similar LSTM-based trajectory
analysis has been proposed independently in [12], [13]. Note
that our work is different from their methods in that while
their focus is on classification of the vehicles’ maneuvers at
intersection and object tracking, the proposed method predicts
the future trajectory of the vehicles over the occupancy grid
map.
The rest of this paper is organized as follows. In Section II,
we describe the system setup used for developing the proposed
prediction framework. In Section III, we briefly introduce the
structure of the LSTM and in Section IV, we describe the de-
tails on the proposed vehicle trajectory prediction framework.
In Section V, the experimental results are provided and the
paper is concluded in Section VI.
II. SYSTEM DESCRIPTION
In this section, we provide the basic system description for
the proposed trajectory prediction method.
A. Vehicle Trajectory
Fig. 1 depicts the system model for the proposed scheme.
The coordinate (x, y) of the vehicle represents the location
of the center of a target vehicle relative to that of the ego-
vehicle as shown in Fig. 2. Note that x and y indicate
Fig. 2. The relative coordinate (x, y) of the vehicles to ego-vehicle
Fig. 3. The occupancy grid map used by the proposed scheme
the relative location in longitudinal and lateral directions,
respectively. We let the coordinate of the ego-vehicle be
(0, 0) and the coordinate of the ith surrounding vehicle
at the time step t is denoted as (x
(i)
t , y
(t)
t ). In addition,
the velocity pair (x˙
(i)
t , y˙
(i)
t ) represents relative velocity of
the ith vehicle. We assume that the coordinate information
of the vehicle is obtained by processing the measurements
from camera, radar, and Lidar sensors. The trajectory of
the ith vehicle is determined by the sequence of the coor-
dinates ..., (x
(i)
t−1, y
(i)
t−1), (x
(i)
t , y
(i)
t ), (x
(i+1)
t+1 , y
(i+1)
t+1 ), ..., where
each coordinate is acquired every Ts second. We consider
the coordinate of the surrounding vehicles in the range of
-9.2 to 9.2 meters in lateral direction and 0 to 180 meters
in the longitudinal direction. Such range is determined by
considering the valid detection range of the sensors and the
highway environments in which the data is collected.
B. Occupancy Grid Map
In essence, at the current time step t, the objec-
tive of the trajectory prediction is to estimate the fu-
ture coordinate (x
(i)
t+∆, y
(t)
t+∆) based on the past tra-
jectory data ..., (x
(i)
t−1, y
(i)
t−1, x˙
(i)
t−1, y˙
(i)
t−1), (x
(i)
t , y
(i)
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t ).
The proposed system produces the prediction results in the
form of probability using the occupancy grid map. The occu-
pancy grid map is widely adopted for probabilistic localization
and mapping in robotics [14]. We use the occupancy grid
map to reflect the uncertainty of the predicted trajectory
with probability. The occupancy grid map is constructed by
partitioning the range under consideration into Mx × My
grid elements (see Fig. 3). We determine the grid size such
Fig. 4. Basic LSTM structure
that the grid element approximately covers the quarter lane
to recognize the movement of the vehicle on same lane as
well as length of the vehicle. Note that the occupancy grid
map is aligned with heading angle of ego-vehicle since the
coordinates of the vehicles are obtained through the sensors
of the ego-vehicle.
III. STRUCTURE OF LSTM
In this section, we briefly introduce the structure of the
LSTM. Fig. 4 depicts the structure of the LSTM. The LSTM
was developed to overcome the shortcoming of RNN, i.e.,
vanishing and exploding gradient problem [11]. The LSTM
has a memory called “cell” which is used to store the state
vector summarizing the sequence of the past input data. The
current state of the cell is updated according to the input, the
output, and the previous state of the cell. Unlike recurrent
neural network, LSTM has a gating control mechanism that
allows the network to forget past state in the memory or learn
when to update its state given new information. Let ct be the
state of the memory cell at the current time step t. Then, ct
is updated by the following recursive equations
it = σ(Wxixt +Whiht−1 + bi) (1)
ft = σ(Wxfxt +Whfht−1 + bf ) (2)
ot = σ(Wxoxt +Whoht−1 + bo) (3)
gt = tanh(Wxcxt +Whcht−1 + bc) (4)
ct = ft ⊙ ct−1 + it ⊙ gt (5)
ht = ot ⊙ tanh(ct) (6)
where
• σ(x) = 11+e−x : sigmoid function
• x⊙ y: element-wise product
• Wxi,Whi,Wxf ,Whf ,Wxo,Who,Wxc,Whc: weight ma-
trix for linear transformation
• bi, bf , bo, bc: bias vector
• it: input gating vector
• ft: forget gating vector
• ot: output gating vector
• gt: state update vector
• ht: output hidden state vector
Note that with the configuration ft = [0, ..., 0], the network
can forget the information ct−1 stored in the memory cell. The
input gate it and the output gate ft can control the information
flow from the input and to the output, respectively. Note that
the behavior of the gate control is learned from data as well.
When unfolded in time, the LSTM is considered to be a deep
model. We can also make the cell to have deep architecture by
adding additional layers into the cell. In order to extract the
information relevant to the given task, we add additional output
network to the hidden state ht. For instance, for multi-class
classification task, we use a softmax layer which contains the
linear transformation of ht followed by the softmax function
exp(ai)
exp(
∑
j
aj)
.
IV. PROPOSED VEHICLE TRAJECTORY PREDICTION
In this section, we describe the proposed trajectory predic-
tion framework in details.
A. Proposed Trajectory Prediction Technique
Fig. 1 depicts the structure of the proposed system. The ego-
vehicle estimates the current coordinates and velocities of the
N surrounding vehicles and feeds them into the N LSTMs for
each. Each of these N LSTMs produces the predicted result
corresponding to each of the N nearest vehicles. Note that the
same network parameters are used for all N LSTMs. Since
the trajectory information is obtained from the sensors of the
ego-vehicle, the relative position of the surrounding vehicles
would change according to the motion of the ego-vehicle. To
compensate such coordinate change, we input the yaw rate
ψt and the velocity vt of the ego-vehicle to the LSTM along
with the vehicle coordinates (see Fig. 1). Note that the yaw
rate and the velocity of the ego-vehicle are measured using
inertial measurement unit (IMU) sensor.
It might be necessary to make prediction with different
terms e.g., ∆ = 0.5s, 1.0s, and 2.0s. In this case, we train the
LSTM independently for different tasks ∆ = 0.5s, 1.0s, and
2.0s, thus yielding the multiple sets of the LSTM parameters.
Once trained, we can load the parameter set corresponding
to one of multiple future time steps. The LSTM produces
the probability of occupancy for each grid element of the
occupancy grid map. Letting (ix, iy) be the two dimensional
index for the occupancy grid, the softmax layer in the ith
LSTM produces the probability P
(i)
o (ix, iy) for the grid el-
ement (ix, iy). Finally, we combine the outputs of the N
LSTMs using
Po(ix, iy) = 1−
N∏
i=1
(1− P (i)o (ix, iy)) (7)
Note that the probability of occupancy Po(ix, iy) summarizes
the prediction of the future trajectory for all N vehicles in the
single map. It provides the comprehensive view on how N
surrounding traffic participants would behave after ∆ seconds.
Alternatively, we can consider the different type of pre-
diction system that directly produces the predicted coordinate
of the vehicles. This system is useful when we do not need
probabilistic information on the trajectory but the deterministic
predicted value of the vehicle’s future coordinate. In this case,
we can train the same LSTM architecture using the loss
function defined under the regression task. Instead of using
the softmax layer, the system directly produces the two real
coordinate values in x axis and y axis.
B. Training of LSTM
Using the vehicle equipped with sensors, the trajectory data
for the surrounding vehicles can be collected through long-
term driving on real road. The coordinate of the vehicles
can be generated by employing the localization algorithm
based on sensor fusion. From the trajectory history for all
N nearest vehicles, we extract the data for individual vehicle
and combine them to generate the training data. The training
data containing the trajectory of each individual vehicle is
used to train the single LSTM. We formulate the trajectory
prediction problem as a multi-class classification problem
where one grid element occupied by the target vehicle should
be chosen among all M grid elements. Given the sequence of
the coordinates ..., (x
(i)
t−1, y
(i)
t−1), (x
(i)
t , y
(i)
t ) for the ith vehicle,
the label is automatically generated from the coordinate of
the vehicle ∆ seconds later. We use one hot encoding to
generate the label. For example, the label for the tth training
example ot = [ 0, ..., 0︸ ︷︷ ︸
l−1 times
, 1, 0, ..., 0] indicates the occupancy of
the lth element in the occupancy grid map. Since we use the
coordinate after ∆ seconds as a label, we do not need human
labor to label the data. Thus, the proposed system benefits from
automatic logging and supports online system that performs
training in normal driving. In order to train the LSTM, we
minimize the negative log-likelihood function
L(w) =−
J∑
t=1
M∑
m=1
ot,m ln zt,m + (1− ot,m) ln(1− zt,m),
(8)
+ λΩ(w) (9)
where w is the parameter of the neural network, J is the
total number of the training examples, ot,m is the mth entry
of ot, zt,m is the mth output of the softmax layer associated
with the label ot,m, and Ω(w) is the regularization term with
the parameter λ. In order to optimize the network parameters
of the LSTM, we employ “back propagation through time”
(BPTT) algorithm with mini-batch size B [11].
The deterministic prediction system that produces the future
coordinate directly uses the following loss function
L′(w) =
J∑
t=1
1
2
(
|xt+∆ − zt,x|
2 + |yt+∆ − zt,y|
2
)
, (10)
+ λΩ(w) (11)
where zt,x and zt,y are the predicted values of the coordinate
produced by the neural network for the tth example given.
The rest of the training procedure is similar to that for the
occupancy grid map-based prediction.
(a) Test vehicle
(b) Overall structure of data collection
Fig. 5. Description of test vehicle
V. EXPERIMENTS
A. Experiment Description
In our experiment, we collected the training data from long
hours of highway driving in the suburbs of Seoul, Korea. As
a test vehicle, we use a Hyundai Genesis equipped with a
long range radar from Delphi and a single front camera from
Mobileye. Fig. 5 (a) and (b) show the picture of the test vehicle
and the system configurations for data logging, respectively.
During driving, the test vehicle collects the sensor measure-
ments which are processed to obtain the relative coordinates
of the surrounding vehicles. The yaw rate and velocity of the
ego vehicle is also logged in the system. The sample rate
for the coordinate data is set to 10 ms. However, we found
that the data logged every 10 ms is subject to large noise and
often cut off due to asynchronous sampling timing. In order to
resolve these issues, we synchronized the data by averaging
the coordinate samples for 100 ms of duration. As a result,
new trajectory input data is updated every 100 ms. Acquisition
of the training data was conducted under various real driving
situations on highway such as cruising, lane change and merge
junction. The collected data was 3730 seconds total from 26
scenarios. Of the collected 3730 seconds of data, there are
a total of 1325 vehicles detected for more than 4 seconds
within the valid detection range. Among 1325 cases, 1126
cases (85%) were used for training and 199 cases (15%) were
used for validation.
B. System Configurations
In our system, we consider the occupancy grid map with
size (Mx,My) = (36, 21) (i.e., 36 elements in longitudinal
direction and 21 elements in lateral direction). Each grid
Fig. 6. The structure of LSTM used for the proposed method
element occupies an area of the width 0.875 meter and height
5 meter. When a target vehicle gets out of the boundary of
the occupancy grid map, we label it as “out of boundary”
class. In our experiments, we consider three scenarios with
∆ = 0.5s, 1.0s, and 2.0s. We empirically search for the best
performing architecture of the LSTM for each scenario. The
architecture of the proposed system consists of the concate-
nation of the input fully-connected layers, the LSTM with
two layer cell memory, the output fully-connected layers and
one softmax layer (see Fig. 6). The input and output fully-
connected layers lead to higher capacity to fit the complex
structure of vehicle trajectory and we find that they offer
the non-negligible improvement in prediction accuracy. The
numbers of layers and nodes were chosen with grid search
and the number of nodes at the softmax layer was decided by
the size of occupancy grid map plus out of boundary class,
i.e., 757(= MxMy + 1). We set the initial learning rate to
0.001 and gradually decreased it whenever the validation error
stops to improve. The mini-batch size B was set to 40. Ł2
regularization term was used only for the weights of the fully-
connected layers and the softmax layer. The regularization
parameter λ was set to 0.0005.
TABLE I
PREDICTION ACCURACY OF THE PROPOSED SCHEME AND KALMAN FILTER
Prediction term
∆
MAE X
(grid)
MAE Y
(grid)
MAE
(grid)
Proposed
Scheme
0.5 0.29 0.52 0.77
1.0 0.27 0.70 0.88
2.0 0.44 1.06 1.31
Kalman
Filter
0.5 0.51 1.55 1.73
1.0 0.96 2.99 3.26
2.0 2.07 5.84 6.36
TABLE II
PREDICTION ACCURACY OF THE PROPOSED SCHEME TRAINED FOR
REGRESSION TASK
Prediction term
∆
MAE X
(m)
MAE Y
(m)
MAE
(m)
Prediction
Scheme
0.5 0.41 0.29 0.59
1.0 0.63 0.46 0.88
2.0 1.15 0.69 1.51
Kalman
Filter
0.5 2.57 1.37 3.12
1.0 4.81 2.61 5.77
2.0 10.32 5.11 11.92
C. Experimental Results
For performance evaluation in classification task, top-K
classification errors are widely used. Since our objective is
to predict the coordinates of surrounding vehicles, we need an
appropriate performance metric for performance evaluation.
Since the proposed system produces the probability of oc-
cupancy, we need an appropriate performance metric. In our
experiments, we use the weighted mean absolute error (MAE)
as a performance metric.
MAE =
1
N
N∑
i=1
Mx∑
ix=1
My∑
iy=1
∥∥∥∥∥
[
ix
iy
]
−
[
i
(desired)
x
i
(desired)
y
]∥∥∥∥∥P (i)o (ix, iy)
(12)
where (i
(desired)
x , i
(desired)
y ) is the index of the desired grid
element in the label and P
(i)
o (ix, iy) is the probability occu-
pancy for the grid element (ix, iy).
Table I shows the accuracy of the trajectory prediction for
the proposed algorithm. Besides the MAE defined in (12),
we provide the MAE in longitudinal direction (MAE X) and
that in lateral direction (MAE Y). Obviously, the prediction
accuracy of the proposed scheme is better for the case of
short-term prediction as compared to long-term prediction.
Note that for ∆ = 0.5s and 1.0s, the MAE metric is smaller
than 1.0 grid. Though the MAE can go up to 1.5 grid for
∆ = 2.0s, such MAE levels seem to be good enough for
the purpose of risk assessment and path planning. We also
compare the performance of the proposed scheme with that of
the Kalman filter-based prediction. As shown in Table I and
II, the LSTM outperforms the conventional Kalman filter for
all cases considered. Note that the performance gap between
them gets larger for long-term prediction. This shows that
the proposed LSTM-based method is good at analyzing the
complex patterns in vehicle motion underlying in long-term
prediction. We observe that the MAE Y of the Kalman filter
is much larger than that of the proposed scheme. This means
that the proposed method is more effective in predicting the
lateral motion than the Kalman filter. From the results, we
also notice that while the Kalman filter works well for the
nominal cases where the trajectory of the vehicle looks smooth
and predictable, it exhibits significant error for some difficult
and ambiguous cases. On the contrary, the proposed scheme
maintains reasonably good prediction accuracy for various
challenging cases.
We also test the deterministic prediction system trained
under the regression task. In Table II, the MAEs achieved
by the proposed method is compared with that of the Kalman
filter. Note that the proposed scheme achieves the significant
gain in prediction accuracy over the Kalman filter. This shows
the proposed regression system is also good at predicting the
future coordinate of the vehicles.
(a) (b)
(c)
Fig. 7. Several experimental results for the case of (a) ∆ = 0.5s, (b) ∆ =
1.0s, and (c) ∆ = 2.0s.
Fig. 7 (a), (b), and (c) illustrate how the proposed algorithm
predicts the trajectory for ∆ = 0.5s, ∆ = 1.0s, and ∆ = 2.0s,
respectively. The small dots colored in red represent the past
trajectory of the surrounding vehicles. The darker red color
indicates more recently acquired coordinates. The cross mark
colored with green indicates the future coordinate of the
vehicle after ∆ seconds, which should be predicted by the
proposed method. The probability of the occupancy, which is
the output of the proposed scheme, is shown on the occupancy
grid map. Note that higher magnitude of the probability is
translated into darker blue color. Fig. 7(a) shows that the
proposed system predicts the trajectory of four surrounding
vehicles at good accuracy. The task of prediction seems
more challenging in Fig. 7(b) and Fig. 7(c). The surrounding
vehicles exhibit long past trajectory and their motion patterns
look a bit complex. In Fig. 7(b), two front vehicles are trying
lane changes. We see that the proposed method successfully
predict the motion change of both vehicles after 1 second. Fig.
7(c) shows that the proposed method works reasonably well
even for the challenging case ∆ = 2.0s. This shows that our
method can be a promising solution to predict the behavior of
traffic participants in real road and thus enhance safety level
for realizing fully autonomous driving.
VI. CONCLUSIONS
In this paper, we proposed the probabilistic vehicle tra-
jectory prediction method based on the LSTM. Using the
large amount of the trajectory data acquired by processing the
sensor measurements during long-term driving, we trained the
LSTM to learn complex dynamics of the surrounding vehicle’s
motion and predict its location in the future. Our experiments
performed using the data collected on real highway show
that the proposed method provides the reasonably accurate
prediction on the surrounding vehicles’ trajectory.
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