In this article we study the numerical approximation of a variable coefficient fractional diffusion equation. Using a change of variable, the variable coefficient fractional diffusion equation is transformed into a constant coefficient fractional diffusion equation of the same order. The transformed equation retains the desirable stability property of being an elliptic equation. A spectral approximation scheme is proposed and analyzed for the transformed equation, with error estimates for the approximated solution derived. An approximation to the unknown of the variable coefficient fractional diffusion equation is then obtained by post processing the computed approximation to the transformed equation. Error estimates are also presented for the approximation to the unknown of the variable coefficient equation with both smooth and nonsmooth diffusivity coefficient and right-hand side. Three numerical experiments are given whose convergence results are in strong agreement with the theoretically derived estimates.
Introduction
It has been shown that fractional partial differential equations (PDEs) can accurately model challenging phenomena including anomalous transport, long-range time memory and spatial interactions [1, 14] . Extensive research has been conducted on fractional PDEs in terms of their modeling, analysis, numerical approximations and applications. In a representative piece of work Ervin and Roop [3] proved the wellposedness of the Galerkin weak formulation of linear elliptic space fractional diffusion equations (FDEs) of order 1 < α < 2 on the Sobolev space H α/2 0 . They also proved optimal-order error estimates of its finite element approximations in the energy and L 2 norms, assuming that the true solution and the solution to the dual problem for an L 2 right-hand side have full regularity. However, it was later realized that the smoothness of the coefficients and source term for these 2 
Model problem and preliminaries
In this paper we consider the following homogeneous Dirichlet boundary-value problem of a twosided Caputo flux FDE, which is obtained by incorporating a fractional Fick's law into a conventional local mass balance law with a variable fractional diffusivity [2, 21] : Here 1 < α < 2, D is the first-order differential operator, K(x) is the fractional diffusivity with 0 < K m ≤ K(x) ≤ K M < ∞, 0 ≤ r ≤ 1 indicates the relative weight of forward versus backward transition probability and f (x) the source or sink term. The left and right fractional integrals of order 0 < σ < 1 are defined as [15] We introduce notation and properties used subsequently in our discussion of the approximation scheme and in its error analysis.
Let Ω be a bounded open interval and ω(x) > 0, x ∈ Ω be a smooth function. We define the weighted L 2 space, L 2 ω (Ω), and L 2 weighted inner product as
In addition, let N 0 := N ∪ 0, and ω (α,β) be a weighting function defined on Ω and indexed by α and β. For any m ∈ N, we introduce the following weighted Sobolev spaces [7, 16] 
is defined by the K-method of interpolation, and for t ∈ R − , H t ω (a , b) (0, 1) is defined by duality.
The Jacobi polynomials P (α,β) n (x) are defined by [16, 17] 
denote the translated and dilated Jacobi polynomials to the interval [0, 1]: 5) and summarize the properties of G α,β n in the following lemma
have the following orthogonality and norm properties
where δ j,k = 1 if j = k and 0 otherwise, and
(2.8)
have the following norm relation
Proof. The orthogonality property (2.6) of G (α,β) n is a direct consequence of the orthogonality relation of P
and the following relation between G (α,β) n and P (α,β) n leads to (2.7).
The two equations in (2.8) are direct consequences of the following equations for P (α,β) n (x) [11, equations (2.15) and (2.19)]
The norm relation (2.9) is derived in [22] .
Let S N denote the space of polynomials of degree ≤ N . We define the weighted
, with 0 ≤ µ ≤ t, there exists a constant C, independent of N, α and β such that
Remark: In [7] (2.11) is stated for t ∈ N 0 . The result extends to t ∈ R + using interpolation.
3 Approximation scheme 3.1 Motivation for the approximation scheme
Hence if we could determine w(x) such that
subject to w(0) = 0 and
then our solution to (2.1),(2.2) would be given by (3.1). With this in mind, consider the problem:
The following theorem ensures the well-posedness of this problem. (3.4) . In addition, there exists C > 0 such that
From [4] we have that
We have that L α r w(x) = f (x), and w(0) = 0. The condition (3.2) combined with (3.6) implies
Then C 1 = c 1 /den can be bounded by
Combining (3.1),(3.6), (3.7), (3.11) and Theorem 3.1 we have the following.
where w(x) is determined by (3.3),(3.4) and C 1 by (3.7).
Additionally, for 1 , 2 > 0 there exists C > 0 such that
It is straightforward to show that u(x) given by (3.12) satisfies (2.1),(2.2). Next we show that there exists a unique solution to (2.1),(2.2).
Assume that u 1 (x) and u 2 (x) are solutions of (2.1),(2.2). Let z 1 (x) and z 2 (x) be defined by:
Thus from [4] , for constants A and B,
As the integrand is nonnegative, (
Using (3.10) and (3.11)
Consequently, we obtain
Estimate (3.13) then follows from (3.15) and (3.16).
Approximation scheme
To compute an approximation to u(x), u N (x), we firstly compute an approximation to w(x), w N (x), satisfying (3.3), (3.4) , and then use w N (x) in place of w(x) in (3.7) and (3.12) to obtain u N (x).
Approximation of w(x) satisfying (3.3),(3.4)
Proceeding as in [4] 
where f i is given by
With f i defined in (3.17), let
where
and c i = 1
Using Stirling's formula we have that
ω (−(α−β),−β) (I) and satisfies (3.3),(3.4).
Theorem 3.4 For f (x) ∈ H t ω (β , α−β) (I), t ≥ 0, and w N (x) given by (3.18), there exists C > 0 such that
, and (3.21)
Proof : Using the definition of the · ω (−(α−β) ,−β) norm,
Similarly, using (2.8)
(using (2.9) and (2.7)) .
Combining (3.23) and (3.24),
Approximation of u(x) satisfying (3.12)
The approximation u N (x) of u(x) is obtained by substituting w N (x) in place of w(x) in (3.7) and (3.12). With den defined in (3.9), let 
We have the following error estimates for u − u N .
Theorem 3.5 For f ∈ H t ω (β,α−β) (I), t ≥ 0, then for 1 , 2 > 0 there exists C > 0 (independent of N and α) such that
Proof : From (3.12), we have using (3.25) and (3.26)
Then, from (3.32) and
we obtain (3.29).
, we apply integration by parts to (3.31) to obtain
where (3.33)
34)
Combining (3.33)-(3.36) with (3.28) and (3.21) we obtain (3.30).
We conclude this section with an error bound for D(u − u N ).
Lemma 3.1 For f ∈ H t ω (β,α−β) (I), t ≥ 0, then there exists C > 0 (independent of N and α) such that
Proof : From (3.31) it follows that
Thus,
where in the last step we have used (3.26) and (3.22)), and the fact that (α−β −1) and (β −1) > −1.
Numerical experiments
In this section we present three numerical experiments to demonstrate our approximation scheme, and to compare the experimental rate of convergence of the approximation with the theoretically predicated rate.
Numerical example. Let K(x) = 1/(1 + x γ ) and
Then the solution u(x) is given by (3.12) where
and 2 F 1 (a, b; c, x) denotes the Gaussian three parameter hypergeometric function.
In order to determine the theoretical rate of convergence for (3.30) , and (3.37), respectively, we need to determine the largest value for t such that f (x) ∈ H t ω (β , α−β) (I). The most singular terms for f (x) in (4.1) are x 1−α and (1 − x) 1−α . Using Lemma A.1 (in the Appendix) we have that Assuming that ξ − ξ N Lρ ∼ N −κ , the experimental convergence rate is calculated using
Experiment 1.
In this experiment we select α = 1.60, r = 0.50, β = 0.80 and γ = 0.80, which leads to f (x) ∈ H t ω (β , α−β) (I) for t < 0.60. Experiment 3. In this experiment we select α = 1.30, r = 0.63, β = 0.50 and γ = 0.10, which leads to f (x) ∈ H t ω (β , α−β) (I) for t < 0.90. However, in this case,
ω (α−β , β) (I) due to the relatively strong singularity of K(x) at x = 0, which means that (3.28) is not applicable. Hence we can only apply the bound (3.26) of c 1 − c 1,N , which leads to the estimate (3.29) of u − u N instead of (3.30), and consequently an estimate for the convergence rate of u − u N ω (−(α−β),−β) of 1.20 by (3.29), instead of 2.20 if using (3.30). The experimental convergence rates for u − u N L 2
and
are in strong agreement with the theoretically predicted rates for the first two experiments. For Experiment 3, we note that the numerical convergence rate of u − u N L 2
is 2.20, which corresponds to the case for D(
ω (α−β , β) (I) (even though this is not the case in this experiment). Additionally, we remark that the error in the L ∞ norm is difficult to measure accurately due to the oscillatory nature of the error function caused by the polynomial approximation, as illustrated by Figure 1 .
A Appendix
In this section we investigate which H s ω (α,β) (I) space u(x) = x µ lies in. For brevity of notation, in this section we use H s (α,β) (I) ≡ H s ω (α,β) (I).
Lemma A.1 Let u(x) = x µ . Then, u ∈ H s (α,β) (I) for s ≥ 0 satisfying s < 2µ + β + 1. For δ to be determined, let u = v + w where v(x) = χ δ (x) u(x) and w(x) = 1 − χ δ (x) u(x).
We have that
, and is zero for x > 3δ/4 .
Thus,
which implies that, for m < 2µ + β + 1, v ∈ H m (α,β) (I) and The larger the value of θ (0 < θ < 1) in (A.7) such that the integral is finite, the "nicer" (i.e., more regular) is the function u. Hence from (A.7), we are interested in the integrand about t = 0. We have trivially that for u 1 = u, u 2 = 0 in (A. Hence we can conclude that u(x) = x µ ∈ H s (α,β) (I) for s < 2µ + β + 1.
