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Abstract 
Generalized metric spaces are a common generalization of preorders and ordinary metric spaces 
(Lawvere, 1973). Combining Lawvere’s (1973) enriched-categorical and Smyth’s (1988, 1991) 
topological view on generalized metric spaces, it is shown how to construct (1) completion, (2) 
two topologies, and (3) powerdomains for generalized metric spaces. Restricted to the special 
cases of preorders and ordinary metric spaces, these constructions yield, respectively: (1) chain 
completion and Cauchy completion; (2) the Alexandroff and the Scott topology, and the s-ball 
topology; (3) lower, upper, and convex powerdomains, and the hyperspace of compact subsets. 
All constructions are formulated in terms of (a metric version of) the Yoneda (1954) embedding. 
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1. Overview 
A generalized metric space consists of a set X together with a distance function 
X(-, -) :X x X + [0, a], satisfying X(x,x) = 0 and X(x,z) <X(x, y) + X(y,z), for 
all x, y, and z in X. The family of generalized metric spaces contains all ordinary 
metric spaces (for which the distance is moreover symmetric and different elements 
cannot have distance 0) as well as all preordered spaces (because a preorder relation 
can be viewed as a discrete distance function). Thus generalized metric spaces provide 
a common generalization of both preordered spaces and ordinary metric spaces, which 
is the main motivation for the present study. 
Our sources of inspiration are the work of Lawvere on V-categories and generalized 
metric spaces [15] and the work by Smyth on quasi metric spaces [27], and we have 
been influenced by recent work of Flagg and Kopperman [7] and Wagner [30]. The 
present paper continues earlier work [23], in which part of the theory of generalized 
metric spaces has been developed. 
The guiding principle throughout is Lawvere’s view of metric spaces as [O,co]- 
categories, by which they are structures that are formally similar to (ordinary) cate- 
gories. As a consequence, insights from category theory can be adapted to the world 
of metric spaces. In particular, we shall give the metric version of the famous Yoneda 
Lemma, which expresses, intuitively, that one may identify elements x of a generalized 
metric space X with a description of the distances between the elements of X and x 
(formally, the function that maps any y in X to X(y,x)). This elementary insight 
(with an easy proof) will be shown to be of fundamental importance for the theory of 
generalized metric spaces (and, a fortiori, both for order-theoretic and metric domain 
theory as well). Notably it will give rise to 
1. a definition of completion of generalized metric spaces, generalizing both chain 
completion of preordered spaces and metric Cauchy completion; 
2. two topologies on generalized metric spaces that correspond to the Alexandroff and 
the Scott topology on arbitrary preorders, and that both coincide with the E-ball 
topology on metric spaces; 
3. the definition and characterization of three powerdomains generalizing on the one 
hand the familiar lower, upper, and convex powerdomains from order-theory; and 
on the other hand the metric powerdomain of compact subsets. 
The present paper is a reworking of an earlier report [l], in which generalized 
ultrametric spaces are considered, satisfying X(x,z) d max{X(x, y), X(y,z)}. for all 
x, y, and z in X. There is but little difference between the two papers: as it turns out, 
none of the proofs about ultrametrics relies essentially on the strong triangle inequality. 
(See also [2], which contains part of the present paper.) 
As mentioned above, generalized metric spaces and the constructions that are given 
in the present paper both unify and generalize a substantial part of order-theoretic 
and metric domain theory. Both disciplines play a central role in (to a large extent 
even came into existence because of) the semantics of programming languages (cf. 
recent textbooks such as [33,4], respectively). The use of generalized metric spaces in 
MM. Bonsangue et al. I Theoretical Computer Science 193 (1998) I-51 3 
semantics, or more precisely, in the study of transition systems, will be an important 
next step. The combination of results from [23] (on domain equations) and the present 
paper will lead to the construction of domains for quantitative versions of simulation 
and bisimulation. 
The paper is organized as follows. Sections 2 and 3 give the basic definitions and 
facts on generalized metric spaces. After the Yoneda Lemma in Section 4, completion, 
topology and powerdomains are discussed in Sections 5-7. Finally, Section 8 discusses 
related work, and the appendix recalls some basic facts from topology, and contains 
some proofs. 
2. Generalized metric spaces as [0, w]-categories 
Generalized metric spaces are introduced and the fact that they are [0, oo]-categories 
is recalled from Lawvere’s [15]. (For a brief recapitulation of Lawvere’s enriched- 
categorical view of (ultra)metric spaces see [23].) The section concludes with a few 
basic definitions and properties to be used in the sequel. 
A generalized metric space (gms for short) is a set X together with a mapping 
X(-,-):X xX+[O,co] 
which satisfies, for all x, y, and z in X, 
1. X(x,x) = 0, and 
2. X&z) GW,Y) +x(Y,z), 
the so-called triangle inequality. The real number X(x, y) will be called the distance 
from x to y. 
A gms generally does not satisfy 
3. if X(x,y)=O and X(y,x)=O then x=y, 
4. W,Y) =X(y,x), 
5. X(x, Y) < 00, 
which are the additional conditions that hold for an ordinary metric space. Therefore it 
is sometimes called a pseudo-quasi metric space. A quasi metric space (qms for short) 
is a gms which satisfies axioms 1, 2, and 3. A gms satisfying 1, 2, and 4 is called 
a pseudo metric space. Finally, if a gms satisfies the so-called strong triangle in- 
equality 
2’. -WV) d maxW(x, y), X(Y,Z>}, 
then it is called a generalized ultrametric space (cf. [l]). 
Examples of generalized metric spaces are: 
1. The set Am of finite and infinite words over some given set A with distance function, 
for v and w in A”, 
A=?Q, WI = 
{ 
0 
2_” 
if v is a prefix of w, 
otherwise, 
where n is the length of the longest common prefix of v and w. 
4 
2. 
3. 
4. 
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Any preorder {P, < ) (satisfying for all p, q, and r in P, p < p, and if p < q and 
q < r then p < Y) can be viewed as a gms, by defining 
P(p,4)= 
( 
0 ifpdq, 
00 if pjG q. 
By a slight abuse of language, any gms stemming from a preorder in this way will 
itself be called a preorder. 
The set [O,co] with distance, for r and s in [O,co], 
i 
0 
LO, ~l(r>s) = 
if r 3 s, 
s-r ifr<s. 
In fact, this defines a quasi-metric. 
The set P(X) of all subsets of an ordinary metric space X, with distance, for 
K wcx, 
&Y)(V, W)= inf{e>OIVuE V 3wE W, X(v,w)<~}, 
which is the non-symmetric Hausdorfs distance. In Section 7, this definition is 
generalized to arbitrary (algebraic) generalized metric spaces. 
Generalized metric spaces are [0, co]-enriched categories in the sense of [5, 15, 121. 
As shown in [ 151, [0, 001 is a complete and cocomplete symmetric monoidal closed 
category. It is a category because it is a preorder (objects are the non-negative real 
numbers including infinity; and for r and s in [0, co] there is a morphism from r to 
s if and only if r > s). It is complete and cocomplete: equalizers and coequalizers 
are trivial (because there is at most one arrow between any two elements of [O,co]), 
the product 711s of two elements Y and s in [0, co] is given by max {r,s}, and their 
coproduct rus by min{r,s}. More generally, products are given by sup, and coproducts 
are given by inf. Most important for what follows is the monoidal structure on [0, KI], 
which is given by 
+ : w, ml x w, 0014 LO, c-01, 
assigning to two real numbers their sum. (As usual, r + co = cc + r = co, for all 
r E [O,oo].) Let [O,oo](-, -) be the (‘internal horn-‘) functor that assigns to r and s 
in [0, oo] the distance [0, oc](r, s) as defined in the third example above. The following 
fundamental equivalence states that [0, co](t, -) is right-adjoint to t + -, for any t in 
[O, al: 
Proposition 2.1. For all r, s, and t in [0, cm], 
t + s > Y if and only if s > [0, m](t, r). 
Many constructions and properties of generalized metric spaces are determined by 
the category [O,oo]. Important examples are the definitions of limit and completeness, 
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presented in Section 3. Also the category of all generalized metric spaces, which is 
introduced next, inherits much of the structure of [0, co]. 
Let Gms he the category with generalized metric spaces as objects, and non-expansive 
maps as arrows: i.e., mappings f :X -+ Y such that for all x and x’ in X, 
Y(f(x),f(x’)) <X(-V’). 
A map f is isometric if for all x and x’ in X, 
Two spaces X and Y are called isometric (isomorphic) if there exists an isometric 
bijection between them. The product X x Y of two gms X and Y is defined as the 
Cartesian product of their underlying sets, together with distance, for (x, y) and (x’, v’) 
in X x Y, 
X x Y((x,Y), (x’,Y’))= max{X(x,x’), Y(Y,Y’)}. 
The product X x Y is the categorical product in Gms. The tensor product X @ Y of 
gms X and Y is defined, again, as the Cartesian product of the underlying sets, but 
now with distance, 
X@ Y<(X>Y)> (x’>y’))=~(d) + KJ4.Y’). 
It is characterized by the property that a function f :X CC Y + 2 is non-expansive if 
and only if for all XEX, f(x,-): Y--+Z and for all YE Y, f(-,y):X-+Z are non- 
expansive. 
The exponential of X and Y is defined by 
Yx = {f : X + Y 1 f is non-expansive}, 
with distance, for f and y in Yx, 
Y”(fdl)= suP{Y(f(x),g(x))IxEX}. 
The exponential and the tensor product are related similarly to the functions [0, M] 
(-, -) and + on the reals: for all gms X, the functor (-)%’ : Gms + Gms is right 
adjoint to the functor X 8 (-) : Gms + Gms. 
This section is concluded by a number of constructions and definitions for generalized 
metric spaces that will be used in the sequel. 
The opposite F’J’ of a gms X is the set X with distance 
XOP(x, x’) =X(x’, x). 
With this definition, the distance function X(-, -) can be described as a mapping 
X(-,-):X”~@X+[O,cG]. 
Using Proposition 2.1 one can easily show that X( -, -) is non-expansive. 
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We saw that any preorder P induces a gms. (Note that a partial order induces a 
quasi metric and that the non-expansive mappings between preorders are precisely the 
monotone maps.) Conversely, any gms X gives rise to a preorder (X, <x), where 
<x, called the underlying ordering of X, is given, for x and y in X, by 
x <X y if and only if X(x, y) = 0. 
Any (pseudo or quasi) metric space is a fortiori a gms. Conversely, any gms X induces 
a pseudo metric space X’, the symmetrization of X, with distance 
X%, y) = max {X(x, Y>, X0% Y>>. 
For instance, the ordering that underlies A co is the usual prefix ordering, and (AO=)S 
is a natural metric on words. The generalized metric on [0, oo] induces the reverse of 
the usual ordering: for r and s in [0, oo], 
y d [O, 001 s if and only if s d r; 
and the symmetric version of [0, co] satisfies 
[O,co]“(r,s)= IY - Sl. 
Any gms X induces a quasi metric space [X] defined as follows. Let M be the equiv- 
alence relation on X defined, for x and y in X, by 
xz y iff (X(x,y)=O and X(y,x)=O). 
Let [x] denote the equivalence class of x with respect to z=, and [X] the collec- 
tion of all equivalence classes. Defining [X]([x], [y]) =X(x, y) turns [X] into a quasi 
metric space. It has the following universal property: for any non-expansive mapping 
f :X + Y from X to a quasi metric space Y there exists a unique non-expansive 
mapping f’ : [X] 4 Y with f’([x]) = f (x), for x EX. 
3. Cauchy sequences, limits, and completeness 
The notion of Cauchy sequence is introduced, followed by the definition of metric 
limit, first for Cauchy sequences in [0, co] and then for Cauchy sequences in arbitrary 
generalized metric spaces. Furthermore the notions of completeness, finiteness, and 
algebraicity are introduced. 
A sequence (x,), in a gms X is forward-Cauchy if 
‘de>0 3N ‘d’nam>N, X(x,,x,)d&. 
Since our metrics need not be symmetric, the following variation exists: a sequence 
(x,,),, is backward-Cauchy if 
Vs>O 3N ‘dn>m>N, X(x,,x,)Q&. 
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If X is an ordinary metric space then forward-Cauchy and backward-Cauchy both mean 
Cauchy in the usual sense. And if X is a preorder then forward-Cauchy sequences are 
eventually increasing: there exists an N such that for all n 3 N, x, d x,+1. (Increasing 
sequences in a preorder are also called chains.) Similarly, backward-Cauchy sequences 
are eventually decreasing. 
The forward-limit of a forward-Cauchy sequence (r,,)n in [O,co] is defined by 
lim r, = s:p p,f_ rk. 
Dually, the buckward-limit of a backward-Cauchy sequence (rn)n in [0, oo] is 
lim r, = inf sup rk. 
n k>n 
These numbers are what one intuitively would consider as metric limits of Cauchy se- 
quences. If [0, co] is taken with the standard symmetric Euclidian metric: [0, oolS(r, r’) = 
lr - r’l, for r and r’ in [0, co], then all forward-Cauchy and bounded backward-Cauchy 
sequences are Cauchy with respect to [O,oo]‘, where a backward-Cauchy sequence 
(rn)n in [0, oo] is said to be bounded if there exists K in N with r, d K, for all n 3 0. 
Furthermore, for forward-Cauchy and bounded backward-Cauchy sequences in [0, CO]~’ 
the forward-limit and backward-limit defined above coincide with the usual notion of 
limit with respect to [O,co]” (a proof of these two facts can be easily obtained by 
adapting Theorem 10 in [27]). 
The following proposition shows how forward-limits and backward-limits in [O,co] 
are related. 
Proposition 3.1. For a forward-Cauchy sequence (rn)n in [0, co], and all r in [O,oo], 
1. [O,co](r,limr,)=lim [O,cx~](r,r,); 
2. [0, co](lim r,, r) = lim [0, cO](rn, r). 
+ 
For a backward-Cauchy sequence (r,,), in [0, 001, and all r in [0, co], 
3. [0, oo](r, lim rn) = lim [0, oo](r,r,); 
4. [0, co](lim r,, r) = lim [0, a](rR,r). 
A proof follows easily using the following elementary facts: 
Lemma 3.2. For all non-empty subsets V & [0, LX] and r in [0, CQ], 
1. [O,~l(r,sup v’=;~; P,ml(r,u); 
2. [0, oo](r, inf V) = ini [0, oo](r, II); 
3. [O,oo](sup V,r)=$f [O,oo](v,r); 
4. [0, co](inf V, r) = sup [0, oo](u,r). 
UEV 
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Forward-limits in an arbitrary gms X can now be defined in terms of backward- 
limits in [0, co]: an element x is a forward-limit of a forward-Cauchy sequence (x,), 
in X, 
x=limx, iff Vy EX, Wx,Y)=l&Vx,,Y). 
This is well defined because of the following. 
Proposition 3.3. Let (x,), be a forward Cauchy sequence in X. Let x EX. 
1. The sequence (X (x,x,)), is fbrward Cauchy in ‘[O, DC)]. 
2. The sequence (X (x,,x)), is backward Cauchy in [O,oo]. 
Note that our earlier definition of the forward-limit of forward-Cauchy sequences 
in [O,oo] is consistent with this definition for arbitrary generalized metric spaces: this 
follows from Proposition 3.1(2). 
Further note that Cauchy sequences may have more than one limit. Therefore one 
has to be careful with an argument like: 
if x = lim x,* and y = lim x, then x = y, 
which in general is not correct. All one can deduce from the assumptions is that 
X(x,y) = 0 and X(Y,x) = 0. The conclusion x = y is justified only in quasi metric 
spaces where as a consequence, limits are unique. For instance, limits in [0, cc] are 
unique. 
In spite of the fact that in an arbitrary gms X limits are not uniquely determined, 
we shall nevertheless use expressions (for instance, in Proposition 3.4 below) such as 
X(l&rx,, Y> 
(for a Cauchy sequence (x,), and an element y in X), because the value they denote 
does not depend on the particular choice of a limit. This is an immediate consequence 
of the fact that all limits have distance 0. 
For ordinary metric spaces, the above defines the usual notion of limit: 
x=limx, if and only if V/E > 0 3N ‘dn 3 N, X(x,,x) < E. 
If X is a partial order and (x,), is a chain in X then 
x=limx, if and only if V~EX, xbxy@Vn30, x,<xy, 
i.e., x = u xn, the least upperbound of the chain (x,),. 
One could also consider backward-limits for arbitrary gms. Since these will not play 
a role in the rest of this paper, this is omitted. For simplicity, we shall use Cauchy 
instead of forward-Cauchy. Similarly, we shall write 
lim x, rather than limx,, 
and use limit instead of forward-limit. 
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Note that subsequences of a Cauchy sequence are Cauchy again. If a Cauchy se- 
quence has a limit x, then all its subsequences have limit x as well. 
The following fact will be useful in the future: 
Proposition 3.4. For a Cauchy sequence (x,), and an element x in a gms X, 
X(x, lim, xJ) d lim, X (x,x,)[O, co]. 
Proof. The inequality follows from 
10, ml(lim, JWw, ), X(x, lb x, >> 
= lim,[O, oo](X(x,x,), X(x, lim,x,)) 
< lim,X(x,, lim, x,) [the mapping X(x, -) :X --+ [0, 001 is non-expansive] 
=X(lim, x~, lim, x,) 
=o. cl 
A gms X is complete if every Cauchy sequence in X has a limit. A subset V CX 
is complete if every Cauchy sequence in V has a limit in V. For instance, [0, oo] is 
complete. If X is a partial order, completeness means that X is a complete partial order, 
cpo for short: all w-chains have a least upperbound. For ordinary metric spaces this 
definition of completeness is the usual one. There is the following fact (cf. Theorem 
6.5 of [23]). 
Proposition 3.5. Let X and Y be generalized metric spaces. If Y is complete then Yx 
is complete. Moreover, limits are pointwise: let (fnjn be a Cauchy sequence in Yx 
and f an element in Yx. Then lim fn = f tf and only tffor all XEX, lim fn(x) = f(x). 
Furthermore, tf Y is a quasi metric space then Yx is a quasi metric space as well. 
A mapping f :X + Y between gms X and Y is continuous if it preserves Cauchy 
sequences and their limits: if (x~)~ is Cauchy and x= limx, in X, then (f (xn))n is 
again Cauchy and f(x) = lim f (x,) in Y. For ordinary metric spaces, this is the usual 
definition. For partial orders it amounts to preservation of least upperbounds of o- 
chains. 
Note that in contrast to classical metric spaces, non-expansive functions (and even 
isometric functions) between gms are not necessarily continuous. And, conversely, in 
contrast to preorders, continuous functions between gms are not always non-expansive 
(recall that non-expansive means monotone for gms that are preorders). All in all, the 
notions of non-expansiveness and continuity are incomparable. 
An element b in a gms X is finite if the mapping 
X(b, -> :X ---$ [O,oo], x I-+ X(b,x) 
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is continuous. (So for finite elements, the inequality in Proposition 3.4 actually is an 
equality.) If X is a partial order this means that for any chain (x,), in X, 
X(b, Uxn) = limX(b,x,), 
or, equivalently, 
b<xUx, iff 3n, b<xx,, 
which is the usual definition of finiteness in ordered spaces. If X is an ordinary metric 
space then X(b, -) is continuous for any b in X, hence all elements are finite. 
A basis for a gms X is a subset B CX consisting of finite elements such that every 
element x in X is the limit x =lim b, of a Cauchy sequence (b,), of elements in 
B. A gms X is algebraic if there exists a basis for X. Note that such a basis is 
in general not unique. If X is algebraic then the collection Bx of all finite elements 
of X is the largest basis. Further note that algebraic does not imply complete. (Take 
any ordinary metric space which is not complete.) If there exists a countable basis 
then X is o-algebraic. For ordinary metric spaces, w-algebraic means separable. 
For instance, the gms AO” from Section 2 is algebraic with basis A*, the set of all 
finite words over A. If A is countable then A” is w-algebraic. Also the space [O,oo] 
is algebraic: by Proposition 3.1( 1 ), all elements are finite. (It is even o-algebraic, with 
the set of rational numbers as a basis.) This fact is somewhat surprising, since [O,co] 
is not algebraic as a partial order. 
4. The Yoneda lemma 
The following lemma turns out to be of great importance for the theory of generalized 
metric spaces. It is the [O,co]-categorical version of the famous Yoneda Lemma [34] 
from category theory. We shall see in the subsequent sections that it gives rise to 
elegant definitions and characterizations of completion, topology, and powerdomains. 
A general proof of the Yoneda Lemma for arbitrary enriched categories can be found 
in [12]. For generalized metric spaces, it is proved in [ 161. The proof is repeated 
here. 
The following notation will be used throughout the rest of this paper: 
R = [O, co]x”‘, 
i.e., the set of all non-expansive functions from XOP to [0, oo]. 
Lemma 4.1 (Yoneda Lemma). Let X be a gms. For any XEX let 
x(-,x):x”p--t[o,cm], Y - x(xX). 
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This function is non-expansive and hence an element of 2. For any other element 4 
in 2, R(X( -,x), 4) = 4(x). 
Proof. Because X( -, -) : X”p @3X -+ [0, 001 is non-expansive, so is X(-,x), for any x 
in X. Now let VEX. On the one hand, 
On the other hand, non-expansiveness of 4 gives, for any y in X, 
[O? ~lol(do>~ 4(v)) G -w4 Y) = X(Y>X), 
which is equivalent by Proposition 2.1 to [0, cc](X( y,x), 4(y)) < 4(x). It follows that 
&X(-,x), 4) <O(x). 0 
The following corollary is immediate. 
Corollary 4.2. The Yoneda embedding y : X -2, defined for x in X by y(x) =X(-,x) 
is isometric: for all x and x’ in X, 
X(x,x’) = Ry(x),y(x’)). 0 
The following fact will be of use when defining completion, 
Lemma 4.3. For any x in X, y(x) is jinite in 2. 
Proof. We have to show that R(y(x), -) :_? --+ [0, cc IS continuous: for any Cauchy ] 
sequence ( &)n in 2, 
J?(y(x), lim &) = (lim 4,,)(x) [the Yoneda Lemma] 
= lim &(x) [Proposition 3.51 
= limk(y(x), &,) [the Yoneda Lemma]. 0 
There is the following characterization of a basis. 
Lemma 4.4. Let X be a gms. If B is a basis for X then the function yB :X --f g 
dejned, for x in X, by 
ye(x) = IbeB.X(b,x) 
is isometric and continuous. 
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Proof. According to Corollary 4.2, y is isometric. Consequently, YB is non-expansive. 
Because, for all Cauchy sequences (x,)~ in X, 
lrm, YB(& ) 
= lim, ibEB.X(b,x,) 
= AbEB.lim,X(b,x,) [Proposition 3.51 
= IbEB.X(b,lim,x,) [b is finite in X] 
= YB(lim, x, ), 
YB is continuous. The function YB is also isometric because for all x and y in X there 
exist Cauchy sequences (b,), and (c,), in B such that x =lim, b, and y = lim, c,, 
since B is a basis, and 
&B(X). YB(Y)) 
= &B&mm b,), Ys(y)) [x = lim, bml 
= Z(lim, yB(b,), y&y)) [yB is continuous] 
= @z&Y&‘&,YB(Y)) 
= l@, &Y&n), Ys(lim, c,)) [Y = lim, C,l 
= l&II, $yB(b,), lim, YB(c,)) [ yB is continuous] 
= I@, lim, Z(yB(b,), yB(cn)) [ yB(b,) is finite in E] 
= l$,, lim, B(b,, c,) [Corollary 4.21 
= l@,lim,X(b,,c,) 
= l@rm X(b,, lim, c,) [b, is finite in X] 
= l&n, X(b,, y) [ y = lim, c,] 
= X(lim, b,, y) 
= X(x, y) [x = lim, b,]. 0 
5. Completion via Yoneda 
The completion of gms’s is defined by means of the Yoneda embedding. It yields 
for ordinary metric spaces Hausdorff’s standard Cauchy completion (as introduced in 
[lo]), for preorders the chain completion, and for qms’s a completion given by Smyth 
(see [27, p. 2141). 
Let X be a gms. Because [0, oc)] is a complete qms (cf. Sections 2 and 3), it follows 
from Proposition 3.5 that 2 is a complete qms as well. According to Corollary 4.2, 
the Yoneda embedding y isometrically embeds X in x^. The completion of X can now 
be defined as the smallest complete subspace of x^ which contains the y-image of X. 
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Definition 5.1. The completion of a gms X is defined by 
?? = n { V Cg 1 y(X) C V and V is a complete subspace of 2 }. 
The collection of which the intersection is taken is nonempty, since it contains x^. 
Because 2 is a complete subspace of the complete qms 2, also 2 is a complete qms, 
and, as a consequence, for any Cauchy sequence in 2, its limits in 2 and x^ coincide. 
As with preorders, completion is not idempotent, that is, the completion of the 
completion of X is in general not isomorphic to the completion of X. An interesting 
question is to characterize the family of gms’s for which completion is idempotent. 
Clearly it contains all ordinary metric spaces. Recently, Flagg and Si.inderhauf [8] have 
answered this question: the completion of the completion of a gms X is isomorphic 
to the completion of X if and only if the generalized Alexandroff and the generalized 
Scott topologies on X (to be defined in the next section) coincide. 
Completion for ordinary metric spaces is usually defined by means of (equivalence 
classes of) Cauchy sequences. The same applies to countable preorders: there the most 
common form of completion, ideal completion, is isomorphic to chain completion, 
and we have seen that chains are (special cases of) Cauchy sequences. It will be 
shown next that the completion introduced above can be expressed in terms of Cauchy 
sequences as well. This will at the same time enable us to prove its equivalence with 
the definition of the completion of qms’s by Smyth. 
N_ote that a sequence (x,~)~ is Cauchy in a gms X if and only if (Y(x,))~ is Cauchy 
in X, because the Yoneda embedding y is isometric. This is used in the following. 
Proposition 5.2. For any gms X, 
f = 1 lim, Y(x,) I (x,>, is a Cauchy sequence in X }. 
Proof. The inclusion from right to left is immediate from the fact that the set on the 
right is contained in any complete subspace V of 2 which contains y(X). The reverse 
inclusion follows from the fact that the set on the right contains y(X), which is trivial, 
and the fact that it is a complete subspace of 2: this is a consequence of Lemma 4.3 
and Proposition 8 in the appendix. 0 
The elements of x can be seen to represent equivalence classes of Cauchy se- 
quences. To this end, let C’S(X) denote the set of all Cauchy sequences in X, and let 
A : CS(X)--+J? map a Cauchy sequence (u,), in X to lim, ~(a,). This mapping induces 
a generalized metric structure on CS(X) by putting, for Cauchy sequences (v,), and 
(wll),, 
CJ%J9((%),, (w,),) = -W((GM, A((wn)n)). 
This metric can be characterized as follows. 
CWO((%)W(WZ),) 
= ~(W,)rn)J((%),)) 
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= %lim, y(u, 1. lim, y(w, )I 
= z(lim, y(v, 1, lim, Y(W 1) 
= ~~,~(y(u,), lim, Y(w,>> 
= l@,lim,Xl(y(v,),y(w,)) [y(v,) is finite in 21 
= l@i, lim, X(v,, w,) [ y is isometric]. 
The latter formula is what Smyth has used for a definition of the distance between 
Cauchy sequences of qms’s. In his approach, the completion of a qms is defined as 
[C&Y)], which is the qms obtained from CS(X) by identifying all Cauchy sequences 
with distance 0 in both directions (cf. Section 2). Such sequences can be considered 
to represent the same limit. Both ways of defining completion are equivalent. 
Proposition 5.3. For any gms X, T? S [C,S(X)]. 
Proof. Because J? is a qms, the non-expansive mapping 3, : CS(X)+J? induces a non- 
expansive mapping 3,’ : [CT(X)] 42 (cf. Section 2). Because /, is isometric by the 
definition of the metric on CS(X), i,’ is injective. Because 1, is surjective by Proposi- 
tion 5.2, 3,’ is also surjective. 0 
A corollary of this theorem is that the completion of gms’s generalizes Cauchy 
completion of ordinary metric spaces and chain completion of preorders. 
Recall that the category Gms has gms’s as objects and non-expansive functions as 
arrows. Let Acq be the category with algebraic complete qms’s as objects, and with 
non-expansive and continuous functions as arrows. We will show that completion can 
be extended to a functor from Gms to Acq, which is a left adjoint to the forgetful 
functor from Acq to Gms. First of all, the completion of a gms X is an object in Acq. 
Theorem 5.4. For any gms X, J? is un algebraic complete qms. 
Proof. Since 2 is a complete subspace of the complete qms x^, also _J? is a complete 
qms. Because all elements of y(X) are finite in 2 according to Lemma 4.3, they are 
also finite in x. From Proposition 5.2 we can conclude that every element of x is the 
limit of a Cauchy sequence in y(X). Consequently, 2 is algebraic. 0 
The next theorem is the key to the extension of completion to a functor. It says that 
completion is a so-called free construction. 
Theorem 5.5. For uny complete qms Y and non-expansive function f :X--f Y there 
exists a unique non-expansive and continuous function f # : 2 -+ Y such that f #oy = f. 
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Proof. For all Cauchy sequences (u, ), and (w~)~ in X, 
Y(lim, f(h), lim, f(w,>) 
= l&b W(b), lim, f(w,>> 
dl&n,lim, Y(f(an),f(wm)) [Proposition 3.41 
<I@, lim,X(u,, w,) [f is non-expansive] 
= I@, lim, T(y(v,), y(w,)) [ y is isometric] 
= l&n, Z(y(v,), lim, y(w,)) [y(v,) is finite in x^] 
= g(lim, y(u,), lim, y(w,)). 
Consequently, 
lim, y(v,) = lim, y(w,) 
=+Z(lim,y(u,),lim,y(w,)) = 0 Ax^(lim,y(w,),lim,y(u,)) = 0 
* Y(lim, f(u,), lim, f(w,)) = 0 A Y(lim, f(w,), lim, f(v,)) = 0 
* lim, f(v,) = lim, f(wm). 
According to Proposition 5.2, for all X in J?, there exists a Cauchy sequence (x,), 
in X, such that _?=lim, y(x,). Since f is non-expansive, the sequence (f(~~))~ is 
also Cauchy. Because Y is a complete qms, lim, f(xn) exists. Hence, we can define 
f%‘?+Y by 
f #(limn y(~ )) = lim, f(x, ). 
Since, for all Cauchy sequences (u,), and (w,), in X, 
YV(limn y(a, )), f#(limm y(w, ))) 
= Y(lim, f(u, ), lim, f(w, )) 
&?(lim, y(u,), lim, y(wm)) [see above] 
the function f # is non-expansive. 
Next we prove that f # is continuous. Let (Xn)n be a Cauchy sequence in 2. Without 
loss of generality we can assume that 
Because y is isometric, we can conclude from Proposition 5.2 that 
f = {lim, y(x,) I (Y(G ))n is a Cauchy sequence in y(X)}. 
Because y(X) is a subspace of the complete qms 2, and all elements of y(X) are 
finite in 2 according to Lemma 4.3, we can conclude from Lemma B.l and B.2 that 
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there exist Cauchy sequences (wz), in y(X) satisfying 
Vm Vn Vian, y(X)(wF,w,“)< l/n, 
V’n Vm tij 2 m, y(X)(wr, w’,) d l/m, 
h lim, w,” = _?,, 
limk w; = lim, X,. 
Since y is isometric, there exist Cauchy sequences (xr), in X satisfying 
Vm Vn Vian, X(-q,x~)< ;, (2) 
Vn VmVj>m, X(xr,xJ,)<i, (3) 
vn, lim, y(x,“) = X,, (4) 
limk y(x:) = lim, X,. (5) 
As we have seen above, f # is non-expansive. Consequently, (f #(in))n is a Cauchy 
sequence in Y. Since f is non-expansive, we can derive from (2) and (3) that 
Vm Vn ‘di>n, Y(f(xF), f(x? )) d l/n, (6) 
tin Vm Vjarn, Y(f(x,“),f(xj))< l/m. (7) 
From (4) we can deduce that 
Vn, lim, f(xc) = f#(in). (8) 
Since Y is a complete qms, it follows from (6) (7), (8), and Lemma B.2 that the 
sequence (f(xk))k is Cauchy and 
limk f(x:) = lim, f#(&>. 
From (5) we can derive that 
f#(limn-F,) = limk j”(x,“). 
Hence f # is continuous. 
Let g : J? -+ Y be a non-expansive and continuous function such that g o y = f. For 
all Cauchy sequences (x,), in X, 
g(lim, Y(x~)) = lim, g(y(x,)) [g is continuous] 
=1&f(h) boy = fl 
= f #b-h y(x, )). 
This proves the unicity of f #. 0 
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Completion can be extended to a functor ( -) : Gms -+ Acq, by defining its action on 
arrows in Gms in the following standard way: for gms’s X and Y and a non-expansive 
mapping f:X+Y, let f:x--+Y be defined by f=(yof)#. 
t x-y 
According to Theorem 5.5, the function f is non-expansive and continuous, and hence 
an arrow in Acq. One can easily verify that we have extended completion to a functor. 
It is an immediate consequence of Theorem 5.5 that it is left adjoint to the forgetful 
functor from Acq to Gms (cf. [ 17, Chapter 41). The Yoneda embedding y is the unit 
of the adjunction. 
For every complete qms X with basis B, X E B. More generally: 
Theorem 5.6. A subset B of a complete qms X is a basis for X if and only if the 
inclusion function i : B--+X induces an isomorphism i# : B+X. 
Proof. Let B be a basis for X. To conclude that i’ : L? +X is an isomorphism we show 
that i# o yB = 1~ and yB o i # = 1~. Since B is a basis for X, for all x in X, there exists 
a Cauchy sequence (6, ),, in B such that x = lim, b, and 
(i’ 0 yB)(li% b,) 
= i#(lim, y&b,)) [according to Lemma 4.4, yB is continuous] 
= lim, b,. 
According to Proposition 5.2, for all b in B, there exists a Cauchy sequence (b,),, in 
B such that 6 = lim, yB(b,,) and 
(YE 0 i+Wm, Ys(b 1) 
= ydlim, 6, > 
= lim, yB(b,) [according to Lemma 4.4, ye is continuous]. 
The other implication can be proved as follows. As we have already seen in the proof 
of Theorem 5.4, all elements of y(B) are finite in 8. Since i# is an isomorphism, and 
hence isometric and surjective, all elements in (i# o y)(B) are finite in X. Because 
i = i’ o y, all elements of B are finite in X. Since i’ is surjective, every element of X 
is the limit of a Cauchy sequence in B. Hence, B is a basis for X. q 
A subset B of a gms X, for which the function ys is isometric, is called adequate 
in [15, Page 1541. 
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This section is concluded by the introduction of the notion of adjoint pairs of map- 
pings between gms’s, and a characterization of completeness in terms thereof. This 
will not be used in the rest of the paper. 
Let X and Y be gms’s. A pair of non-expansive mappings f :X + Y and g : Y-+X 
forms an adjunction, with f left adjoint to y denoted by f -I g, if 
KY&Y tll’E K Y(f(x), Y) = X(x, Y(Y)>. 
An equivalent condition is that Xx( lx, g o f) = 0 and Yr(f o g, 1~) = 0. Expressed in 
terms of the underlying orderings, this can be read as 1~ 6 g o f and f o g < 1 r, saying 
that f and g form an adjunction as monotone maps between the underlying preorders 
(X <x) and (Y, GY). 
The following lemma was suggested to us by Bart Jacobs. 
Lemma 5.7. Let X be a qms. Consider the (corestriction of the) Yoneda embedding 
y :X+x. The space X is complete if and only if there exists a non-expansive and 
continuous mapping f :J? -+X with f -1 y. 
Proof. Suppose X is complete. By Theorem 5.5, there exists a unique non-expansive 
and continuous extension 1; : 2? +X of the identity mapping on X, defined, for 4 = 
lim, y(x,) in X with (x,), a Cauchy sequence in X, by 
l;(4) = lim, x,. 
For any x6X, 
X(1%4),x> =X(lim,x,,x) 
= @-I, x(x,Z,x) 
= lp, X(y(x, ), y(x)) [the Yoneda embedding is isometric] 
= Wim, Y(G), Y(X)) 
=X(4, Y(X))> 
showing that 1: -I y. For the converse suppose we are given a non-expansive and 
continuous mapping f :x+X with f -I y. For any Cauchy sequence (x,), in X and 
XEX, 
X(f (lim, Y(X, )),x) = X(lim, Y(x, ), Y(x)) 
= lym,,X(Y(Xn),Y(X)) 
= @,X(x,,x) [the Yoneda embedding is isometric], 
proving that lim, x, = f (lim, y(x, )). 0 
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6. Topology via Yoneda 
Let X be a gms. Recall that 2 is a gms with the supremum distance, and that it 
contains as a subset an isometric copy of X via the Yoneda embedding. The Yoneda 
embedding of a gms X into J? gives rise to two topological closure operators. Their 
corresponding topologies are shown to generalize both the s-ball topology of ordinary 
metric spaces and the Alexandroff and Scott topologies of preordered spaces. 
The main idea (stemming from [ 161) is to interpret an element 4 of ,.? as a ‘fuzzy’ 
predicate (or ‘fuzzy’ subset) on X: the value that C$ assigns to an element x in X is 
thought of as a measure for ‘the extent to which x is an element of 4’. The smaller 
this number is, the more x should be viewed as an element of the fuzzy subset 4. 
In fact, the only real elements are the ones where C$ is 0. By taking only its real 
elements we obtain its extension, 
where the subscript A stands for Alexandroff. For instance, for x in X, J” y(x) = 
J,X(-,x)={z~X~X(z,x)=O}=x~. More generally, for any CJ~ ink, 
= {x E X 1 2(X(-,x), I$) = 0) [the Yoneda Lemma 4.11 
= {X E X 1 R@(x), 4) = 0) [definition of the Yoneda embedding] 
= {x E x I y(x) <i(b). 
Any subset V C X defines, conversely, a predicate p~( V) : X”P + [0, co] referred to as 
the character of the subset V. It is defined, for XEX, by 
PA(V)(X) = inf{X(x,v) Iv E V}, 
i.e., the distance from x to the set V. Note that, by definition of the Yoneda embedding, 
this is equivalent to 
p~( V) = 2x E X inf{y(u)(x) I v E V} 
The mappings s, : T? + P(X) and pi : P(X) -tk can be nicely related by considering 
2 with the underlying preorder ~2, and P(X) ordered by subset inclusion (cf. [16]): 
Proposition 6.1. Let X be a gms. The maps s, : (k, ~2) + (P(X), C) and pA : 
(wo C) + (k <,q) are monotone. Moreover pA is left adjoint to J,. 
Proof. Monotonicity of sA and PA follows directly from their definitions. We will 
hence concentrate on the second part of the proposition by proving for all V EY(X) 
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which is equivalent to PA being left adjoint to J’, (cf. Theorem 0.3.6 of [9]). Because, 
for all PEP(X) and v in V, y(v)<yip~(V), we have that 
Furthermore, for $EX and XEX, 
PA (S, 4) (xl = infV(x, Y) I Y E X & Y(Y) Gy4) 
= infb(y)(x) IY E X & vz E X Y(Y)(Z) 2 Hz)1 
2 WY(y)(x) I Y E X & Y(Y)(X) 2 4(x>> 
3 4(x). 
Consequently, p~(s~$) df# (note that the ordering underlying [O,oo] is the reverse of 
the usual one). 0 
The above fundamental adjunction relates character of subsets and extension of pred- 
icates and is often referred to as the comprehension schema (cf. [15, 131). As with any 
adjoint pair between preorders, the composition s, o PA is a closure operator on X (cf. 
Theorem 0.3.6 of [9]). It satisfies, for V CX, 
(SA”PA)(V)={XEXIPA(V)(X)=o} 
= {x E X 1 X(y(x), p~( V)) = 0) [the Yoneda Lemma 4.13 
= {x E X 1 VY E x, [o, ~l(Y(x)(Y), PA(v)(Y)) = o> 
= Ix E x IVY E x, Y(X>(Y)2PA(U(Y)l 
= {x E x I VE > 0 vy E x, y(x)(y) -=c E =5 (3u E K X(y, v) < E)} 
= {X E X ] v& > 0 vly E X, X(y,X) < E =+ (3U E v, x(J’, U) < E)} (9) 
[the Yoneda Lemma 4.11. 
In Proposition 6.2 below we prove that the closure operator induces a topology on X, 
which is equivalent to the following generalized s-ball topology: For x E X and F > 0 
define the E-ball centered in x by 
B,(x) = {z EX IX(x,z) <E}. 
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A subset o LX of a gms X is generalized Alexandroff open (gA-open, for short) if, 
for all x E X, 
X E 0 =+ !iE > 0, i?,(X) c 0. 
The set of all gA-open subsets of X is denoted by C&(X). For instance, for every 
x E X the E-ball B,(x) is a gA-open set. The pair (X, C&A(X)) can be shown to be a 
topological space with B,(x), for every E > 0 and x E X, as basic open sets (cf. [7]). For 
a subset V of X we write ch( V) for the closure of V in the generalized Alexandroff 
topology. 
Proposition 6.2. For every subset V of a gms X, ch( V) = J, 0 p~( V). 
Proof. For all subset V of X and x in X, 
XEC~(V)~SOEqpg(X), XEO * of-l v # 0 
%vE >o, &i(x) n v # 0 
H~&>O%E v, X(X,V)<E 
w pA( V)(x) = 0 [definition p~( V)] 
MSX E J, 0 p~( V). [definition s,(p~(V))l. 0 
For ordinary metric spaces, gA-open sets are just the usual open sets. For preorders, 
a set is gA-open precisely when it is Alexandroff open (upper closed) because if X is 
a preorder then for every E > 0, 
The specialization preorder on a gms X induced by its generalized Alexandroff topol- 
ogy coincides with the preorder underlying X. 
Proposition 6.3. Let X be a gms. For all x and y in X, x d cqr Y if and only t$X 6xY. 
Proof. For any gA-open set V, if x in V and X(x, y) = 0 then y in V. From this 
observation the implication from right to left is clear. For the converse, suppose x d cCUA y. 
Then, for every E > 0, x E B,(x) implies y E B,(x), because generalized s-balls are gA- 
open sets. Hence X(x, y) < E. Since E was arbitrary, X(x, y) = 0, that is x dxy. 0 
The above proposition tells us that the underlying preorder of a gms can be recon- 
structed from its generalized Alexandroff topology. Note that the specialization preorder 
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< (ryA is a partial order - this is equivalent to the generalized Alexandroff topology 
being To - if and only if X is a qms. 
For computational reasons we are interested in complete spaces, in which one can 
model infinite behaviors by means of limits. A topology for a complete space X can 
then be considered satisfactory if limits in X are topological limits. This is not the 
case for the generalized Alexandroff topology: for instance, for complete partial orders, 
(Jq~(X) coincides with the standard Alexandroff topology, for which the coincidence of 
the least upperbounds of chains and their topological limits does not hold. Therefore 
the Scott topology is usually considered to be preferable: it is the coarsest topology 
refining the Alexandroff topology, in which least upper bounds of chains are topological 
limits (cf. Section 11-l of [9]. See also [19,28]). Also for gms’s, a suitable refinement 
of the generalized Alexandroff topology exists. 
This topology will be introduced, first, by defining which sets are open, and next - 
for algebraic gms’s - by means of the Yoneda embedding. 
A subset o CX of a gms X is generalized Scott open (gS-open, for short) if for all 
Cauchy sequences (x,), in X and x E X with x = limx,, 
x~o=+ZlN 3s>O ‘v’n>N, B,(x,)co. 
The set of all gS-open subsets of X is denoted by rQ(X). Below it will be shown that 
this defines a topology indeed. Note that every gS-open set o GX is gA-open because 
every point x EX is the limit of the constant Cauchy sequence (x), in X. Therefore this 
topology refines the generalized Alexandroff topology. Furthermore it will be shown to 
1. coincide with the c-ball topology in case X is a metric space; and to 
2. coincide with the Scott topology in case X is a complete partial order. 
The following proposition gives an example of gS-open sets: 
Proposition 6.4. For every gms X, an element b E X is jinite if and only if for every 
E > 0, the set B,(b) is gS-open. 
Proof. Let b be finite in X and e > 0. We have to show that the generalized s-ball 
B,(b) is gS-open. Let (x,), be a Cauchy sequence in X and assume x E B,(b) with 
x = limx,. It suffices to prove that 
36 > 0 3N ‘vn 3N, X(b,x,,) < E - 6. (10) 
Because x in B,(b), we have that there exists 6 > 0 such that X(b,x) < E - 6. Since 
E - 6 > X(b,x) 
= limX(b,x,) [b is finite in X] 
and the sequence (X(b,x,)), is Cauchy, we can conclude (10). 
Conversely, assume that, for all E > 0, the set B,(b) is gS-open. We need to prove, 
for every Cauchy sequence (xn),, in X and x EX with x = limx,, that 
limX(b,x,),<X(b,x) (11) 
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(the reverse inequality is given by Proposition 3.4). We have 
tJc > 0, x E Bx(b,x)+z(b). 
Because the set Bxcb,,,+B(b) is gS-open, 
YE > 0 36 > 0 3N V’n >N, B6(x,) 2 BxCb,,,+,:(b). 
Hence, limX(b,x,)<X(b,x). 0 
Next we prove that the collection of all gS-open sets forms indeed a topology. 
Proposition 6.5. For every gms X the pair (X, Q(X)) is a topological space. If X 
is also algebraic with basis B, then the set {B,(b) 1 b E B & E > 0) forms a basis for 
the generalized Scott topology C&s(X). 
Proof. We first prove that U&X) is closed under finite intersections and arbitrary 
unions. Let I be a finite index set (possibly empty) and let o = n, oi with oi E 0&X) 
for all i E I. If x E o for a Cauchy sequence (x,~),, in X and x EX with n = limx,, then 
for every i E I there exist Ni 2 0 and si > 0 such that B, (x, ) C Oi for all n 2 Ni. Take 
N =maxl Ni and ~=min, ci (here maxg =0 and mine =co). Then B,(x,)so for all 
n 2 N, that is, o is gS-open. 
Next let I be an arbitrary index set and let o = U, oi with oi E Co,,(X) for all i E 1. 
If x E o for a Cauchy sequence (x,,)~ in X and x E X with x = limx,, then there exists 
i E I such that x E oi. Therefore there exists N 3 0 and E > 0 such that Bc(xn) C oi C o 
for all n > N, that is, o is gS-open. 
Finally assume that X is an algebraic gms with basis B. We have already seen 
that for every E > 0 and finite element b E B the set B,(b) is gS-open. We claim that 
every gS-open set o CX is the union of c-balls of finite elements. Let x E o. Since 
X is algebraic there is a Cauchy sequence (b,), in B with x=lim b,. Because o is 
gS-open, there exists Ed > 0 and N, 20 such that B, (b,) & o for all n 2 N, and with 
x E B, (bn ) for N, big enough. Therefore o C UxEo BEr(bN,). Since the other inclusion 
trivially holds we have that the collection of all c-balls of finite elements forms a basis 
for the generalized Scott topology. 0 
Any ordinary metric space X is an algebraic gms where all elements are finite. 
Therefore, by the previous proposition, the basic open sets of the generalized Scott 
topology are all the e-balls BE(x), with x E X. Hence for ordinary metric spaces the 
generalized Scott topology coincides with the standard a-ball topology. 
For a complete partial order X, a set o C_ X is gS-open precisely when it is Scott 
open: if o E 0&X) then it is upper closed because the gS-topology refines the gA- 
topology. Moreover, if ux, E o for an w-chain (xn),, in X then - because o is gS-open 
_ there exists E > 0 and N 30 such that BE(xn) C: o for all n 2N. But x,, E B,(x,) for 
all E, therefore o is an ordinary Scott open set. Conversely, assume o is Scott open 
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and let x E o, for a Cauchy sequence (x,), in X and x EX with x = limx,. Because o 
is Scott open (and limits are least upper bounds) there exists N 3 0 such that x, E o 
for all n > N. This is enough to prove that o is also gS-open because for every x E X 
and E > 0, B,:(x) =xT. 
As usual, a subset c of a gms X is gS-closed if its complement X\c is gS-open. 
This is equivalent to the following condition: for all Cauchy sequences (x,), in X and 
XEX with x=limx,, 
(VNV’r:>O3n>N 3y~c, X(x,,y)<e) + XEC. (12) 
For a subset V of X we write c/s(V) for the closure of V in the generalized Scott 
topology, that is, cl,(V) is the smallest generalized Scott closed set containing V. From 
the definition of limits we have that for any Cauchy sequence (x,), in V and x E X 
with x = limx,, x E ch( V). The latter implies that if X is an algebraic gms with basis 
B then B is dense in X, that is c&(B) =X. Indeed, B CX implies cl,(B) 2 c&(X)=X. 
For the converse we use the fact that every element of X is the limit of a Cauchy 
sequence in B. Since (the image under y of) every gms X is a basis for its completion 
J? it follows that every gms is dense in its completion. 
The following lemma, suggested to us by Flagg and Siinderhauf, gives an example 
of gS-closed sets. 
Lemma 6.6. Let X be a gms. For all x in X and 6 20, the set By(x) = {y E X ) 
X( y, x) 6 S} is gS-closed. 
Proof. Let (z,), be a Cauchy sequence in X and let z EX, with z = limz,, be such 
that 
VN ‘da>0 3n>N 3y~Bi’(x), X(z,,y)<~. 
Then 
YN YE>O 3n>N, X(Z,,X)<E+~. 
Because the sequence (z~)~ is Cauchy, 
YE > 0 3N Yn 2 N, X(z,,x) < F, + 6. 
Consequently, li@X(z”,x) < 6, and hence X(z,x) < 6. 0 
Like for the generalized Alexandroff topology, the specialization preorder on a gms 
X induced by its gS-topology coincides with the preorder underlying X. 
Proposition 6.7. Let X be a gms. For all x and y in X, x < Q y if and only ifx dx y. 
Proof. For any gS-open set o, if x E o and X(x, y) = 0, then also y E o. From this obser- 
vation, the implication from right to left is clear. For the converse, suppose X(x, y) # 0. 
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Then x $ B:(y) but y E B:(y). Since, by Lemma 6.6, the set X\By(y) is gS-open 
it follows that x < cIs y. 0 
As promised above, next we show that the generalized Scott topology also encodes 
all information about convergence. 
Proposition 6.8. Let X be a gms, (x,), a Cauchy sequence in X, and let x EX be 
such that x = limx,. For all y E X, the sequence (x,), converges to y if and only ij 
Y<~,,~x, that is, limits are maximal topological limits. 
Proof. By definition of gS-open sets, the sequence (x,), converges to x. Hence y < (,,\ x 
implies (x,), converges to y. For the converse, let the sequence (x,), converge to y and 
assume y g~,,~ x. According to Proposition 6.7 there is a 6 > 0 such that X(y,x) $ 6. 
Hence, y EX\I?~‘(X), which is a gS-open set by Lemma 6.4. Since the sequence (x,), 
converges to y, 
3N Vn 3 N, x, E X\Bi’(x). 
But 
0 =X(x,x) = limX(x,,x) 
so there exists M such that for all m3M, X(x,,x)<6. This gives a contradiction. 
Therefore, y < c,,~ x. 0 
From the above proposition we can conclude that in a complete gms every Cauchy 
sequence topologically converges to its metric limits. However, not every topologically 
convergent sequence is Cauchy. For example, provide the set X = { 1,2,. . . , o} with 
the distance function 
i 
0 ifx=y, 
X(x,y) = ; if x=co and y=n, 
1 otherwise. 
Then X is an algebraic complete qms with X itself as basis, since there are no non- 
trivial Cauchy sequences. The sequence (n), topologically converges to o but is not 
Cauchy. 
For an algebraic gms X with basis B, topological convergence (with respect to the 
gS-topology on X) is easily characterized: a sequence (x,), in X converges to x E X 
if and only if 
t’s>0 VbEB, X(b,x)<&+(INVnaN, X(b,x,)<&). 
Continuity is also encoded by the generalized Scott topology. 
Proposition 6.9. Let X and Y be two complete gms’s. A non-expansive function f : 
X -+ Y is metrically continuous if and only if it is topologically continuous. 
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Proof. Let f : X -+ Y be a non-expansive and metrically continuous function and let 
o C Y be gS-open. We need to prove f-'(o) CX in order to conclude that f is 
topologically continuous. Indeed, for any Cauchy sequence (x,), in X and x EX with 
x = limx, we have 
XE f-'(o) * f(X)EO 
H lim f (x,) E 0 [f is metrically continuous] 
+ 3N 3~ > 0 V’n 2 N, B,( f (x,)) C o [f is non-expansive, 
(f (x,)), is a Cauchy sequence, o is gS-open] 
+ 3N 3s > 0 V’n 3N, B,(x,) C f-‘(o) [f is non-expansive]. 
For the converse assume f : X + Y to be non-expansive and topologically continuous. 
Let (x,), be a Cauchy sequence in X and x EX with x= limx,. Since f is non- 
expansive, (f (x,)), is a Cauchy sequence in Y. Let y = lim f (xn). According to the 
definition of metric limit, it suffices to prove, that Y(v, f (x)) = 0 and Y( f (x), y) = 0. 
We have that 
Y(Y>f(X)) = l@Y(f(xn),f(x)) 
< limX(x,,x) [f is non-expansive] 
+ 
= X(x,x) [x = limx,] 
= 0. 
Since f is topologically continuous and, by Proposition 6.8, (x~)~ converges to x, 
also (f (x,)), converges to f(x). By Proposition 6.8 again, f(x) < a,,sy. Therefore, by 
Proposition 6.7, Y( f (x), y) = 0. 0 
This section is concluded with a characterization of the generalized Scott topology 
for algebraic complete metric spaces in terms of the Yoneda embedding. A key step 
towards the definition of a topological closure operator for the generalized Scott topol- 
ogy is to compare the fuzzy subsets of a basis B of an algebraic complete gms X, 
rather than the fuzzy subsets of X as we have done for the generalized Alexandroff 
topology, with the ordinary subsets of X. To this end, the previously defined extension 
and character functions are extended as follows: 
s : l? -+ 9(X) and p : 9(X) 4 B, 
$+-{xEX]yls(x)dg4} V~~bEB.inf{ys(u)(b)IvEV}, (13) 
where ys : X + i is the restriction of the Yoneda embedding as defined in Lemma 4.4. 
Similar to Proposition 6.1 we have that the mappings J : (i?, ~6) + (P?‘(X), g) 
and p : (P(X), C) + (l? , <R) are monotone, and p is left adjoint to J, Thus, J o p 
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is a closure operator on X. Since a basis is generally not unique, one might think 
that its definition depends on the choice of the basis. In Theorem 6.10 below we will 
demonstrate that this is not the case. 
In a way similar to (9), the closure operator s o p can be characterized, for an 
algebraic complete gms X with basis B and V LX, by 
(Jop)(V) = {xEX~Y~EB~/E>O, X(b,x)<~+(3v~ V, X(b,u)<&)}. (14) 
An alternative characterization of Sop, which will be useful in the next section, is the 
following. For an algebraic complete gms X with basis B and V CX, 
(SoP)(V)={xEXIYs(x>~~P(V)} 
={XEXI~(Ys(X),P(V))=O} 
={x~Xlv’b~B, [O,~l(~s(x>(b),~(V)(b))=O} 
= {XEX I YJbcB, ,':;YBB(W)=GYBW)} 
={x~XlVbgB, in$X(b,o)$X(b,x)} 
={xEXIYbEBk”r>O3~EV, X(b,u)dX(b,x)+e}. (15) 
Next we show that the closure operator / o p induces a topology on an algebraic 
complete gms which coincides with the generalized Scott topology. Recall that, for 
V CX, we write cl,(V) for the closure of V in the generalized Scott topology. 
Theorem 6.10. On an algebraic complete gms X with basis B, the closure operator 
s o p coincides with the closure operator cls of the generalized Scott topology. 
Proof. For all subset V of X and x in X, 
xEcls(V)~~oEq/s(X), XEO =+ on V#0 
e Qb E B YE > 0, x E B,(b) + B,(b) n V # 0 [Proposition 6.51 
@YbEB YE>& X(b,x)<& + 3vEV, X(b,v)<E 
Since the closure operator cls is topological and its definition does not use the basis, 
the above theorem implies that the closure operator J op is also topological and that 
the choice of the basis is irrelevant for its definition. 
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7. Powerdomains via Yoneda 
A generalized lower (or Hoare) powerdomain for algebraic complete generalized 
metric spaces is defined, again by means of the Yoneda embedding. Next this power- 
domain is characterized in terms of completion and topology. Also the definition of 
generalized upper and convex powerdomains will be given. Their characterizations will 
be discussed elsewhere. 
For the rest of this section let X be an algebraic complete gms and let B be a basis 
for X. Recall (Lemma 4.4) that ye : X + g, defined for x EX by 
yB (x) = Lb E B .x (b,x), 
is continuous and isometric. This fact justifies the following 
convention: yB (x) will often be denoted by x. 
We shall define a powerdomain on X as a subspace of j, using the Yoneda embedding 
ye. Let LI : [0, co] x [0, 001 + [0, 031 map elements r and s in [0, 001 to (their coproduct) 
min{r,s}. This makes ([0, co], LI) a semi-lattice: for all Y, s, and t in [0, co], 
(i)rrrr=r, (ii)rus=sur, (iii)(rns)rrt=rn(srrt). 
Furthermore, the following inequality holds for all r and s in [O,cc]: 
(iv) Y < [o,~I Y II s. 
It is immediate that (h, LI) is a semi-lattice as well, with LI taken pointwise: for 4 and 
t+!~ in l? and b in B, 
(4 LI $)(b) = 4(b) IJ $(b). 
Recalling the idea that elements in g are fuzzy subsets of B, the semi-lattice operation LI 
may be viewed as fuzzy subset union. A generalized lower powerdomain on X is now 
defined as the smallest subset of j which contains the image of X under the Yoneda 
embedding yB; is metrically complete (i.e., contains limits of Cauchy sequences); and 
is closed under the operation LI. Formally, 
3$p(X) = n {Y G j 1 yB(x) C V, V is a complete subspace of j, 
and V is closed under LI}. 
(It will be a consequence of Theorem 7.16 below that this definition is independent of 
the choice of the basis B.) This definition is very similar to the definition of completion 
in Section 5. As we shall see, ?&) can be characterized as the collection of all non- 
empty gS-closed subsets of X. This is also the reason that it has been defined as an 
intersection of subsets of fi rather than R: If the latter had been used then the resulting 
powerdomain would correspond to the collection of non-empty gS-closed subsets of 
2 instead of X. (Recall that generally 2 and X are not isomorphic, even if X is 
complete.) 
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7.1. A generalized Hausdorfs distance 
The powerdomain 9$(X) can be described in a number of ways. The main tool will 
be the adjunction (13) of Section 6: 
s :B+P(X), 4 H {x EX I Y&)+#+ 
fi 
P:9(X)+B, V H l,b E B. inf {yB(o)(b) 1 u E V}. 
Before turning to the characterizations of ?&!C), let us first show how this adjunction 
induces a distance on 9(X): for subsets V and W of X, define 
~V)(v, W) =&V)A~)). 
Identifying ys(u) with u, and observing that the infimum of a set of functions is taken 
pointwise, the function p can also be described as 
p(V) = inf V, 
by which the distance 9(X)( V, W) can be written as 
9(X)( V, W) = B(inf V, inf W). 
It satisfies the following equation. 
Theorem 7.1. For all V and W in P(X), 
P(X)(V, W)= inf{s>OIV’bEBVuE V 3w~ W, X(b,w)<~+X(b,u)}. 0 
Note that for ordinary metric spaces, where all elements are finite, the above equality 
is equivalent with 
Therefore the distance above is called the generalized Hausdorfl distance. 
Theorem 7.1 is a corollary of the following two lemma’s 
Lemma 7.2. For all 4 and $ in t?, 
&4,$)= inf {E>OI\J~EB, $(b)<E+4(b)}. 
Proof. Let I be the set on the right hand side. For all s > 0, 
fi(&$)<s 
@ v’b E B, [O, ~l(+(b), $(b)) GE 
ej Vb E B, $(b) < E + d(b) [Proposition 2.11 
H EEi. 
From this equivalence, & 4, I/J) = inf I easily follows. 0 
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Lemma 7.3. For V, W CX, 
inf {E >OIVbeB, p(W)(b)ds+p(V)(b)} 
=inf{a>OjVbEBVlvEV3wEW,X(b,w)<s+X(b,v)}. 
Proof. Let I be the set on the left-hand side, and J the set on the right. If V = 8 
then p(V)(b)= DC), for all bEB, and thus Z=J=(O,m]. If V # 0 and W=0 then 
J obviously is empty. For every x in X, there is b in B with X(b,x) < 00. Hence, 
p(V)(b) < cm, for some b in B. Because p( W)(b)=p(!?J)(b)= 00, we have I = {oo}. 
Thus, inf I = inf J = 03. 
Let V #0 and W #8 in the sequel. For fixed b in B, 
k’v~ V OWE W, X(b,w)<&+X(b,v) 
+VVE V, ,o(W)(b)<e+X(b,v) 
*AW)(b)GE+p(V)(b). 
From this, J C I follows, whence inf I d inf J. For the opposite direction, we show 
inf I < 6 =+ inf J < 6, for all 6 > 0: 
infZ<6 
+30<&<6’dbEB, p(W)(b)dE+p(V)(b) 
+3O<E<6k+bEB’hE V, p(W)(b)<c+X(b,v) 
+‘vbEBVvE V, p(W)(b)<G or X(b,u)=cc 
+VbEBVvE V~WE W, X(b,w)<h+X(b,v) 
+(~EJ+ infJ<6). 
Remark to the third implication: If X(b, v) < 00 then E < 6 implies E + X(b, v) < 6 + 
X(b, v). If X(b, v) = cm, this relation does not hold; so this case must be kept separately. 
Remark to the fourth implication: If X(b, v) = 00 then any w in W can be taken. Here, 
W # 8 is needed. 0 
Theorem 7.1 follows from Lemmas 7.2 and 7.3: 
~co(K w> 
= &P(V),P(W)) 
= inf{e > 0 1 Vb E B, p( W)(~)<E + p(V)(b)} 
= inf{s > 0 1 VbE B VVE V 3w E W, X(b,w)<& +X(b,v)}. 
The following lemma is an immediate consequence of Lemma 3.2. 
Lemma 7.4. For any V 2 X and 4 E & &inf V, +)= supUEy &u, 4). 
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Proof. For VCX and c$E~, 
B(inf V, 4) 
31 
= sup 
XEB 
= sup 
XEB 
= sup 
XEB 
= sup 
VEV 
= sup 
VEV 
The restriction of the distance on 9(X) to subsets of B gives the familiar (non- 
symmetric) Hausdorff distance (cf. [16]). More precisely: 
Theorem 7.5. For all V C B and W C&X, 
9(X)( V, W) = sup inf X(u,w). 
“EVWEW 
Proof. In what follows, let yB : X -+ g be as above, and let y : B + E be the (regular) 
Yoneda embedding for B. (Note that ys equals y on B.) For subsets V C B and W CX, 
= ;~;$f, yB(W)(n) [the Yoneda Lemma 4.11 
= suPP(w)(a) 
VEV 
= sup&y(u),p( W)) [the Yoneda Lemma 4.11 
UEV 
= pYz4u), P(W)) 
= B ( 2; YE(U), P(W) ) [Lemma 7.41 
= 9(X)( v, W). 0 
For a complete partial order X with basis B, Theorem 7.5 implies, for subsets V g B 
and WCX, 
V<pp(~jW iff VuE V 3wE W, uGxw, 
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which is the usual Hoare ordering. More generally, for a gms X, there is the following 
characterization of the order induced by P(X). 
Lemma 7.6. For subsets V and W of X, 
V < Z?p(x) W if and only if V C cls( W). 
Proof. By Theorem 7.1, 9’( V, W) = 0 is equivalent to 
ve>O’dbEB’dvE V 3wE W, X(b,w)d&+X(b,u). 
By (15) in Section 6, this is equivalent to V C s op( W). By Theorem 6.10, J op( W) 
equals cls( W). q 
Because V C cZs( V) = cls(cls( V)), Lemma 7.6 implies 9(X)( V, cZs( V)) = P(X) 
(cZs( V), V) = 0. This leads to the following. 
Lemma 7.7. For subsets V and W of X, 
P(X)( V, W) = P(X)(cls( V), W) and P(X)( V, W) = 9(X)( V, cls( W)). 
Proof. Immediate from the fact that 9(X)( V, cls( V)) = 0 = P(X)(cls( V), V), and the 
triangle inequality. 0 
7.2. Characterizing 9$(X) as a completion 
Let .63$(B) be the gms consisting of all non-empty and finite subsets of B with the 
non-symmetric Hausdorff distance defined above: for V and W in Ptif(B), 
%f(B)(K W) = &P(V), P(W)) 
= yt; II-~~ X(v,w) [by Theorem 7.51. 
Its completion P&B) will be shown to be isomorphic to y&(X). We shall need two 
lemmas and a theorem. 
The following lemma generalizes Lemma 4.3. 
Lemma 7.8. For any V in P,,f (B), p(V) is jinite in B^. 
Proof. We only treat the case that V = {VI, ~2) (the general case follows by induction 
on the number of elements of V). For any Cauchy sequence (&),, in B^, 
$P( V), lim &) 
= Z(min{vi, vz}, lim &) 
= max{B^(vi, lim &), Z(v2, lim &)} [Lemma 7.41 
= max{limB^(vi, &), limZ(v2, 4n)} [Lemma 4.31 
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= limmax{B^(ui, &), E((vz, &)} [max is continuous] 
= lim@min{vi, uz}, &) [Lemma 7.41 
= limB^(p(V), 4n). 0 
The lemma above is used in the proof of the following. 
Lemma 7.9. S$f(B) Z {limp( V,) 1 V, E P&B), for all n, and (p( V,))n is Cauchy in j}. 
Proof. Let us denote the set on the right by R. Because the quasi metic space B^ is 
complete, the isometric, and hence non-expansive, function p : 9,,f (B) -+ B^ induces a 
non-expansive and continuous function p# : .?Q (B) + B according to Theorem 5.5, 
making the following diagram commute: 
It follows from Proposition 5.2 that the image of p’ is precisely R. Furthermore p# is 
isometric: for all Cauchy sequences (V,),, and ( W,), in $,f (B), 
~(~#(lim,y(V,)),p#(lim,y(W,))) 
=B^(lim,p(V,),lim,p(W,)) 
= l@,lim,g(p(V,),p(Wm)) [p(G) is finite in B^ by Lemma 7.81 
= l&nn lim, ,?Q (B) (V,, W,) [p is isometric] 
= l@, lim, P_xB) (y( V,), y( W,)) [y is isometric] 
= PXB) (lim, y( V,), lim, y( W,)) [y( V,) is finite in .YnxB)] 
= %f (B)(lk ~(V,),lim, y(K)). 
Thus p# is injective and hence an isomorphism from gEf (B) to R. 0 
The following theorem will be often used in the sequel. 
Theorem 7.10. 
S$,,r(X) = {lim p( Y,) 1 V, E P’n/(B), for all n, and (p( V,)), is Cauchy in l?}. 
Proof. Let R again denote the righthand side. The set R contains y&Y), because ye 
is continuous. Moreover, R is complete (by Lemma 7.9), and is closed under LI: 
lim p( V,) u lim p( W,) = lim(p( V,) n p( W,)) [n is continuous on B] 
= lim p( V, U W, ), 
for Cauchy sequences (p(K)), and (p(W,)),. It follows that ZQ(X)GR. 
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For the converse note that any subset V of j which is closed under LI and con- 
tains y&Y), also contains p(V) for any V E P’nf(B). If V is moreover complete than 
limp( V,) is in V, for any Cauchy sequence (p( V,)), in g with V, E YRf(B), for 
all n. Consequently, R is contained in any V having all three properties. Thus R C 
P&(X). 0 
Combining Lemma 7.9 and Theorem 7.10 yields the following. 
Corollary 7.11. S?Q(X) g Pnf(B). 0 
The above description of the generalized lower powerdomain can be used to give the 
following categorical characterization. Let a metric lower semi-lattice be an algebraic 
complete quasi metric space S together with a non-expansive and continuous operation 
&J : S x S --t S such that, for all x, y, and z in S, 
(i) xkJx=x, (ii) x kJ y = y kJ x, (iii) (x M y) W z =x H (y kJ z), 
(iv) x <XX kJ y. 
For example, (P&Y),u) is a metric lower semi-lattice because ?$(X) is an algebraic 
complete quasi metric space by the above corollary, and LI is continuous and non- 
expansive. 
As a consequence of Theorem 7.10, the lower powerdomain construction can be 
seen to be free. First note that every x in X is mapped by ye :X -+ B to an element 
of qq&.Y). Thus we may consider ye as a non-expansive and continuous map yB :X -+ 
%l(W. 
Theorem 7.12. For every metric lower semi-lattice (S, H), and non-expansive and con- 
tinuous function f :X + S there exists a unique non-expansive, continuous and ad- 
ditive mapping f* : (9$(X), LI) + (S, k~) such that f* o ye = f: 
YB x - 9 c7l (X) 
1’ If‘ f : 
;. 
(This theorem can be proved similarly to Theorem 5.5.) 
Now let Lsl(Acq) denote the category of metric lower semi-lattices with continu- 
ous, non-expansive and additive functions as morphisms. There is a forgetful functor 
% : Lsl(Acq)-+Acq which maps every metric lower semi-lattice (S, U) to S. As a con- 
sequence of Theorem 7.12, the lower powerdomain construction can be extended to a 
functor P$-) : Acq + LsZ(Acq) which is left adjoint to %. As usual, this implies that 
the functor %!o?~[(--) : Acq -+ Acq is locally non-expansive and locally continuous (cf. 
[22,23]), by which it can be used in the construction of recursive domain equations. 
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7.3. Characterizing 9$(X) topologically 
In the rest of this section (in Theorem 7.14, to be precise), we shall make the 
following 
assumption: the basis B of our gms X is countable. 
(In other words, X is an a-algebraic complete gms.) The main result of this subsection 
is: 
where 
y&(X) = {V CX 1 V is gS-closed and non-empty}, 
supplied with the generalized Hausdorff distance: 
9(X)( V, W) =&p(V), p(W)) = B(inf V, inf W). 
The proof makes use of the adjunction p 1 J as follows. As with any adjunction 
between preorders, the co-restrictions of p and J give an isomorphism 
P : h (.I”) -+ Wp), J : MP) ---$ h (J) 
Recall that the gS-closed subsets of X are precisely the fixed points of s op (Theorem 
6.10). Because s op o s = s ( as with any adjunction between preorders), all elements 
of Zm(s) are gS-closed. Thus 
9$(X) = {V GX 1 V is gS-closed} 
={VCXl V=Jop(V)} 
=Zm(J). 
In order to conclude that $,r(X) G 9$+,(X), it is now sufficient to prove ?q’gr(X)=Zm+(p), 
where 
Zm+(p) = {p(V) E B 1 V 2X, V non-empty}. 
The inclusion 9$(X) C Zm+(p) is an immediate consequence of Theorem 7.10 and 
the following. 
Lemma 7.13. For all Cauchy sequences (p( V,)),, in l? such that V, is a finite and 
non-empty subset of B for all n, lim p( V,) E Zm+(p). 
Proof. Let ( K)n be a sequence of finite and non-empty subsets of B such that (p( V,)), 
is Cauchy in 8. We may assume without loss of generality (possibly by choosing an 
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appropriate subsequence) that for all n 20, 
&P(v,), P(V,+i))< $. 
We shall prove: 
lim p( V,) = p({lim u, 1 u, E V,, for all it, and (u,), is Cauchy in B}). 
(It will follow from the proof below that the set on the right is non-empty.) Let (u,),, 
with u, E V, be a Cauchy sequence in B. For all n, p( V,) 6u, (in B taken with the 
pointwise extension of the standard ordering on [0, co]). Therefore lim p( V,) < lim u,. 
Because (u,), is arbitrary, this implies 
limp(K)<p({l’ im u, / u, E V,, for all n, and (u,), is Cauchy in B}). 
For the converse let b E B and E > 0. We shall construct a Cauchy sequence (u,), in B 
such that 
lim u,(b) < limp(K)(b) + 2 . E. 
Because (p(K)(b)), is forward-Cauchy in [O,oo], it is (bounded 
backward-Cauchy (cf. [27, Theorem lo]). Therefore there exists N 
n>N, 
W, Al, dvN)(b)) GE, 
which is equivalent, by Proposition 2.1, to 
P( V,)(b) G lim P( V, )(b) + s. 
Let N be at the same time choosen big enough such that also 
and hence) also 
such that for all 
Choose Vi in fi arbitrarily, for O<i<N. Because VN is finite there exists UN E VN such 
that p( V,)(b) = B(b, UN) = UN(b). We continue the construction of the sequence (u,), 
as follows: 
l Choose UN+1 in VN+I such that 
B(uN,uN+I)= wp~+,B(~~.w). 
Because, by Theorem 7.5, 
&p(VN),~(yN+~))=max min B(u,w), 
UEV, wEvN+I 
it follows that 
B(L'N,uN+~)~~(P(VY),P(VN+~))~~. 
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l Choose UN+2 in vN+2 such that 
Because, by Theorem 7.5, 
it follows that 
B(uN+I,uN+2)d&dh+I)d(h+2))~ 
1 
(N + 1)2’ 
Continuing this way, we find a sequence (u,), in B which is Cauchy because for all 
k>l>N, 
B(u~,uI) < B(u~,Q+I) + + . . +B(w-i,v) 
1 <1+ ~ 
k2 ...+ (l- 1)2 
< E. 
In particular, for all n >N, B(uN, u,) < E, which is equivalent, by the Yoneda lemma, to 
&UN, u,) GE (identifying y(x) and x). Because &UN, u,) = ~up,~s[O, co]((u&a), u,(a)), 
this implies [0, CO](UN(~), un(b)) GE, or equivalently, u,(b) <u&b) + E. Thus 
lim u,(b) < UN(b) + & 
= p(vN )(b) + -5 
< limp(V,)(b)+2.&. 0 
It follows from Lemma 7.13 and Theorem 7.10 that P#) C_ Zm+(p). 
The reverse inclusion: Z&(p) C 9$,(X), is a consequence of Theorem 7.10 and the 
following. 
Theorem 7.14. Let B be countable. For any non-empty subset V of X there exists a 
sequence (V,), of jinite and non-empty subsets of B such that p(V) = lim p( V,) in 8. 
Proof. Let V LX be non-empty. We shall define a sequence (V,), of finite and (even- 
tually) non-empty subsets of B such that for any # E & 
&V),4)= l$&P(K),$). 
The proof proceeds in five steps as follows. 
1. Let bl,bz,... be an enumeration of B. The sets V, are defined by induction on n. 
They will consist of elements of B which are approximations of elements of V. 
More precisely, they will satisfy, for all n 9 1, 
Yb E K, B,,,>(b) n V # 0. 
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(Recall that B,(b) = {x EX 1 X(&x) cc}.) For convenience, we start at n = 1. Let 
V, = 
{ 
{bi} if &(bi) n v # 0, 
0 otherwise. 
Now suppose we have already defined I$. We assume: for all b E V,, Blin2(b)n V # 0. 
In the construction of K+ 1, we shall include for every element of the previously 
constructed set V, again an element (possibly the same), which will be a better ap- 
proximation of the set V. Moreover, we shall take into account b,+l, the (n + I )-th 
element in the enumeration of B. Let 
K,+i = {improve(b) 1 b E K} U {represent(b,+i > 1 Bl(b,+l ) n V # S}, 
where ‘improve(b)’ and ‘represent(b,+i)’ are defined as follows: 
l If Blicn+,)2(b) n V # 0 then put improve(b) = b: b is still ‘good enough’. Other- 
wise consider y E V with L?(b, y)< l/n2, which exists by the inductive hypothesis 
that B,p(b) n V # 0. Let y = lim yk, with yk in B for all k. Because b is in B 
it is finite in j, whence 
i&b, y) = lim&b, yk). 
Therefore we can choose a number k big enough such that 
&yk, y) < l/(n + 1)2 and &b, yk)< l/n2. 
Define improve(b) = yk . Note that 
B,iCn+lj~(improve(b)) n V # 0 and &b, improve(b)) < l/n2. 
l Suppose that Blicn+,)~(b,+l) n V # 0. Then b,+l is close enough to V, and we 
define: represent(b,+i ) = b,+l. Otherwise let i be the maximal natural number 
with 1 di<n + 1 such that Bp(b,+l)n V # 0 (if such a number does not exist, 
i.e., B,(b,+,) n V = 0 then the second set in the definition of V,,+l is empty). 
Let y E V be such that &b n+l, y) < l/i2. Let y = lim yk, with yk in B for all k. 
As before we can choose a number k such that 
&ykd%l/(n + II2 and &b,+l,yk)< l/i*, 
and put: represent(b,+i ) = yk. Note that 
Bi/(n+i)4represent(b,,+r )) n V # 0 and &b,+i,represent(b,+i))< l/i*. 
For all b E K+I, Bll~n+l~~(b) n V # 8. Because V is non-empty there exists N such 
that for all n >N, V, is non-empty. 
2. Some properties of (I$),: Because &b,improve(b))< 1/n2, for all n> 1 and b E V,, 
it follows that 
&p( V,),p( V,+l)) = sup inf &v, w) 
&K, WEY,,,I 
[Theorem 7.51 
< l/n2. 
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Because Btln2(b) n V # 0, for all n 2 1 and b E V,, also 
&P(K), P(Q) < 1/n*. 
3. As a consequence, (p( V,)), is a Cauchy sequence in h. Since for all n 2 1 and 
M, 
mv,)~4) G ~.(p(v,),p(V))+~(p(V),~) 
G l/n2 + &pm, ($1, 
it follows that 
4. Next we shall prove the converse: 
&0%#96 li@(P(KM). 
Note that by completeness of the quasi metric space k, lim p( V,) always exists, and 
that 
Because &p( V), 4) = &inf V, 4) = sup yEV & y, 4) it will be sufficient to prove for 
all y E V, 
&y,6)&limp(K),4). 
Let E >O and y E V. We shall show that 
~(y,~)d~(limp(V,),~)+3.&. 
Consider a Cauchy sequence (y,), in B with y = lim y,. Let M be a natural 
number such that 
Choose m big enough such that 
and k(ym,y)<l/A42. Let k>l be such that ym=bk. (Recall that B={bl,bz,...}.) 
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We distinguish between the following two cases: 
(i) k GM: Because l/M2 d l/k2 it follows from the construction of (V,), that bk E Vk, 
bkE Vkfl,..., bk E VM. Therefore 
&ym, 4) = &bk, 4) 
G supbE l$ &b> 4) 
= &inf V$f,4) 
= &P(%)dIu 
G &p(h4),limp(V,)) +&limp(K), 4) 
d m$M f + &limp(V,), 4) 
< E + S(lim p( I$), 6). 
(ii) M <k: If B,,p(bk) f’ V =Bljk2(ym) f? V # 8 then represent( bk. Other- 
wise let i be the maximal number below k such that Bl,/iz(bk) n V # 0. Because 
&bk, y) = & ym, y) < 1 JM2 it follows that M < i, whence 
&bk,represent(bk)) < l/i2 GE. 
Thus whether Blp(bk) C’ V is empty or non-empty, 
&bk, represent( 6 E. 
Consequently, 
< &bk, represent( + @represent( 4) 
f E + &represent(bk), 4) 
< E + sup &(b, 4) 
bEVk 
= &+&(vkic>& 
6 &+B(p(Vk),limp(V,))+B(limp(V,),~) 
d E-t E f +B(limp(V,),4) 
m=k 
d s+s+B(limp(V,),$~) [since k>M]. 
It follows that in both cases 
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5. We have shown: 
Lemma 7.13 and Theorem 7.14, together with Theorem 7.10, imply: 
Corollary 7.15. 9$(X) =Zm+(P). 
All in all, we have: 
Theorem 7.16. For an co-algebraic complete gms X, yqi(X) C+ 9$(X). 
Proof. The isomorphism q&X) EZm(p) restricts to an isomorphism .9$(X) E Zm+(p). 
By Corollary 7.15, .?$(X)=Zm+(p). Therefore, 9$&Y) ” y&(X). q 
Using the characterization of 9$(X) as a completion, it follows that qql(X) is an 
o-algebraic complete quasi metric space with as (countable) basis the set 
{cZs(V I V@nfW). 
The collection of closed sets of a given topological space X often comes with the 
lower topology [20,21]. Recall that given a topological space (X,0(X)), the lower 
topology Co,(S) on a collection of subset S G 9(X) is defined by taking the collection 
of sets of the form 
L,={VES( vn0#0}, 
for all o E Co(X), as a subbasis. This subsection is concluded by showing that for an 
w-algebraic complete quasi-metric space X, the lower topology on T&Y) and the 
generalized Scott topology on ?#) coincide. 
Theorem 7.17. For an o-algebraic complete quasi metric space X, 
Proof. Let B be a countable basis for X. Let o E c?,,(X) and consider the sub-basic 
open set L, E CI~(ZP’&T)). A gS-closed set V is in L, if and only if V n o # 8 or, 
equivalently, V CJ X\o. Because X\o is gS-closed, it follows from Lemma 7.6 that 
9(X)( V,X\o) # 0. Therefore, 
L0 = {W E I@ I ~W(w,~\o) # 0). 
But the rightmost set is open in the gS-topology of 9+&Y) because it is the complement 
of the gS-closed set 
cZs({X\o})= {W E ?@(X) I ~(mw,~\o)=o) 
(the latter equality being a consequence of Lemmas 6.7 and 7.6). This proves 
&(9&(X)) G co,S(~@(X)). 
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For the converse, let V be a finite subset of B and consider, for some s>O, the 
basic open set B,(cls(V)) of the gS-topology on P&X). For any WG’+#), 
WEB,(CMV)) @WMcMV), W<s 
H .9(X)( V, W) <E [Lemma 7.71 
~;~;zf;X(b,x)<s [Theorem 7.5, V CB] 
++‘dbE V, inf;X(b,x)<& 
@VbEV, WnB,(b)#0 
H W E f-l LB,(~) [B,(b) is basic open in 6$(X)]. 
bEV 
Since V is finite, the above proves that every basic open set of L?,s(?&)) can be 
expressed as the intersection of finitely many sub-basic open sets of 0~(9&X)). Thus 
qjs(~~$s(~)) c &(~q$s(~)). 0 
7.4. Generalized upper and convex powerdomains 
We briefly sketch the construction of a generalized upper and convex powerdomain. 
They will be treated in detail elsewhere. 
Let X be an algebraic complete gms with basis B. A generalized upper powerdomain 
on X can be defined dually to 9$(X) as follows. First [0, oo] is considered again as a 
semi-lattice, now with n: [O,co] x [O,oo] -+ [0, 001 sending elements r and s in [0, co] 
to (their product) max{r, s}. Next let 
B = ([O, &)OP. 
It can be turned into a semi-lattice (&II) by taking the pointwise extension of n. There 
is the following dual version of the Yoneda embedding: 
j&:X+& x H B(x,-), 
where B(x, -) maps b in B to B(x, b). Now the generalized upper powerdomain is 
given by 
.9&X) = n{ V G B 1 jr&X) C V, V is a complete subspace of & 
and V is closed under n}. 
Also this powerdomain can be characterized in a number of ways, one of which is 
via completion: Consider again P+(B), this time with distance, for all V and W in 
~&)> 
~‘nf(B)( K WI = ,“s; $1 B(u, WI. 
Then the completion of 9$(B) is isomorphic to .9&(X). In the special case that X is a 
preorder, this amounts to the standard definition of the upper, or Smyth, powerdomain. 
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A generalized convex powerdomain is obtained by combining the constructions of 
the generalized lower and upper powerdomains (thus using both the Yoneda embedding 
and its dual). It can again be easily described as the completion of ynf(B), now taken 
with distance 
.?Q(B)( V, W) = max 
{ 
;:@nf, B(v,w), ,“:; in; B(v,w) . 
I 
For a preorder X, the convex powerdomain coincides with the standard convex, or 
Plotkin, powerdomain; for an ordinary metric space, it yields the powerdomain of 
compact subsets. 
8. Related work 
The thesis that fundamental structures are categories has been the main motivation 
for Lawvere in his study of generalized metric spaces as enriched categories [ 151. Law- 
vere’s work together with the more topological perspective of Smyth [26] have been 
our main source of inspiration for the present paper which continues the work of Rut- 
ten [23]. Generalized metric spaces are a special instance of Lawvere’s V-categories. 
The non-symmetric metric for [0, oo] is also described and studied in his paper. The 
notion of forward Cauchy sequence for a non-symmetric metric space is from [26] as 
well as the notion of limit. A purely enriched-categorical definition of forward Cauchy 
sequences and of limits can be found in Wagner’s [30,31]. In [23,24], the definitions 
of forward limit and backward limit are shown to be special instances of the enriched- 
categorical notions of weighted limit and weighted colimit. The notions of finiteness 
and algebraicity for a generalized metric space are from [23]. 
Clearly we are working in the tradition of domain theory, for which Plotkin’s [22] 
has been our main source of information. 
Completion and topology of non-symmetric metric spaces have been extensively stud- 
ied in [26], seeking to reconcile metric spaces and complete partial orders as topological 
spaces by considering quasi-uniformities. Smyth gives criteria for the appropriateness 
of a topology for a quasi-uniform space. Also a completion by means of Cauchy se- 
quences is present in his work. The main difference with our work is the simplicity of 
the theory of generalized metric spaces obtained by the enriched categorical perspective, 
in particular by the use of the Yoneda Lemma. Indeed, both the categorical perspective 
of Lawvere and the topological one of Smyth have been combined in our approach to 
obtain a reconciliation of complete metric spaces with complete partial orders. 
The fact that the Yoneda lemma gives rise to completion is well known for many 
mathematical structures such as groups, lattices, and categories. In [31], an enriched 
version of the Dedekind-MacNeille completion of lattices is given. In [25], the Yoneda 
lemma is used in the definition of a completion of monoidal closed categories. The 
use of the Yoneda lemma for the completion of generalized metric spaces is new, but 
it is suggested by an embedding theorem of Kuratowski [14] and the definition of 
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completion as in [6, Theorems 4.3.13-4.3.191 for standard metric spaces. A metric 
version of the Yoneda lemma also occurs, though not under that name, in [ 11, Lemma 
11-2.81. 
The comprehension schema as a comparison between predicates and subsets has been 
studied in the context of generalized metric spaces by Lawvere [ 151 and Kent [ 131. The 
definition of the generalized Scott topology via the Yoneda embedding seems to be new 
while the direct definition - by specifying the open sets - is briefly mentioned in the 
conclusion of [26]. Recently, Flagg and Siinderhauf [8] have proved that our generalized 
Scott topology of an algebraic complete qms is sober. A generalized Scott topology is 
also given in [3 11. However, his notion of topology does not coincide with the standard 
one: for example it is not the c-ball topology in the case of standard metric spaces. 
Another important topological approach to quasi-metric spaces which needs to be 
mentioned is that of, again, Smyth [27] and Flagg and Koppennan [7]. They consider 
quasi-metric spaces equipped with the generalized Alexandroff topology. In order to 
reconcile metric spaces with complete partial orders they assign to partial orders a 
distance function which, in general, is not discrete. Their approach to topology, com- 
pletion and powerdomains is much simpler than ours because many of the standard 
metric topological theorems can be adapted. The price to be paid for such simplicity is 
that this approach only works for a restricted class of spaces: they have to be spectral. 
Hence a full reconciliation between metric spaces and partial orders is not possible (e.g., 
only algebraic cpo’s which are so-called 2/3 SFP are spectral in their Scott topology). 
Also the work of Xinderhauf on quasi-uniformities [29] is along the same lines. 
The study of powerdomains for complete generalized metric spaces is new. Some 
results on the restricted class of totally bounded quasi metric spaces are due to Smyth 
[27] and Flagg and Kopperman [7]. The lower powerdomain has also been studied 
by Kent [ 131 but for generalized metric spaces which need not be complete. Our use 
of the Yoneda embedding for defining the powerdomains and for their topological 
characterization is new. It is inspired by the work of Lawvere [15, 161. 
Other papers on reconciling complete partial orders and metric spaces are [3,18,32]. 
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Appendix A. Topological preliminaries 
A topology O(X) on a set X is a collection of subsets of X that is closed under finite 
intersections and arbitrary unions. The pair (X, O(X)) 1s called a topological space and 
every o E Co(X) is called an open set of the space X. A set is closed if its complement 
is open. A basis of a topology 0(X) on X is a set 99 C O(X) such that every open set 
is the union of elements of B. A subbasis of Lo(X) is a set Y G 0(X) such that the 
collection of finite intersections of elements in 9’ is a basis of Lo(X). 
Every topology O(X) on a set X induces a preorder on X called the specialization 
preorder: for any x and y in X, x <a y if and only if 
vo E 0(X), xEo*yEo. 
A topology is called To if the specialization preorder is a partial order. 
A closure operator on a set X is a function cl : .9’(X) + 9(X) which satisfies 
1. VCcZ(V), 
2. cZ( I’) = cl(cZ( I’)), and 
3. if V & W then cl(V) C cZ( W), 
for all V and W in 9(X). A closure operator is strict if 
4. d(0) = 0. 
A topological closure operator is a strict closure operator cl that moreover is finitely 
additive: 
5. cl(vuW)=cz(v)ucl(W). 
Every topological closure operator induces a topology: the closed sets are the fixed 
points of the closure operator. Conversely, every topology O(X) on X defines a topo- 
logical closure operator cl on X by putting 
XECl(V)HVOEO(X), XEO =+ on v # 0 
for all subset V of X and x in X. 
Let (X,0(X)) b e a topological space. A sequence (xn),, is said to converge to an 
element x of X if for all o E Lo(X) with x E o, there is N > 0 such that for all n >N, 
x, is in o. Recall also that a function f :X + Y between two topological spaces X 
and Y is topologically continuous if the inverse image f-‘(o) = {x E X 1 f(x) E o} of 
any 0 in Co(Y) is in Lo(X). If f : X ---f Y is topologically continuous and (x,), is a 
sequence in X which converges to an element x of X, then the sequence (f(~~))~ in 
Y converges to f(x). 
The standard topology associated with an ordinary metric space X is the E-ball 
topology: a set 0 c X is open if 
vx E 03E > 0, B,(x) G 0, 
where B,(x)={y~X)X(x,y)<s}. The set {B,(x)lx~X & c>O} is a basis for the 
E-ball topology. 
The standard topology associated with a preorder X is the Alexandroff topology, 
for which a set is open if it is upper closed. If the preorder has a least upper bound 
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for every o-chain, then the Scott topology is more appropriate. It consists of those 
upper closed subsets o 2X that moreover satisfy, for any o-chain (x,), in X, 
Clearly, every Scott open set is also Alexandroff open. The converse is generally not 
true if the preorder X is not finite. If X is an w-algebraic cpo with basis Bx then the 
set {bT 1 b E Bx}, with bt = {x EX 1 bdx}, is a basis for the Scott topology. 
Appendix B. Sequences of sequences 
The following two lemmas express that the limit of a Cauchy sequence which con- 
sists of the limits of Cauchy sequences of finite elements, can be obtained as the limit 
of a (kind of) diagonal sequence of finite elements. 
Lemma B.l. Let X be a subspace of a complete qms Y. Let all elements of X be 
jinite in Y. For every n, let (u:), be a Cauchy sequence in X with limit 
lim, 24,” = yn. (B.1) 
Assume that (Y,,)~ is a Cauchy sequence in Y satisfying 
h Y(Yn, _Yn+l ) < & 
Then there exist subsequences (xr),,, of (ur),,, in X satisfying 
Vm Vn Vi>n, X(x~,x~)<j, 
VnVmVjim, X(x,“,xi)<i, 
Vn, lim, x,” = yn. 
U3.2) 
(B.3) 
03.4) 
(B.5) 
1. I t I 3 3 
1 
x; ----x; 
1 
t I 
I 
2 2 
1 
x:-x; 
t t 
1 1 
1 
xi--+x: 
1 1 I 3 
2 
t 
3 -x3- 
T 
3 
I 
L 2 1. 
2 3 
-xi - 
t 
; II I 
3 
-xi-... 
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Proof. Because the sequences (u:), are Cauchy, there exist subsequences (I$), of 
(24; ), satisfying 
Vn Vm, X(v:,u:+‘)<---&. 
We will construct subsequences (x:), of (u:), satisfying 
Vm Vn, X(x:,X,-,,)<-&. 
Since, for all n, 
(B.6) 
(B.7) 
l@* Y(~~,Y,+I)= Y(lim,c,“,.v,+~) 
= Y(Yn,yn+~) [Eq. (B.l)l 
< & [Eq. WI1 
we can conclude that 
~n3M,‘dm>M,, Y(v~,y.+~)<&. 
By removing from each sequence (v:), the first M, elements we obtain the subse- 
quences (IV,” )m = ( u~M,,+~ )m satisfying 
v’n vm, W~,Yn+l)<&. 03.8) 
Since, for all n and m, 
limk Y (w:, wt+,) = Y (wr, limk wf+,) [w,” is finite in Y] 
= Y(w:,~n+l) Fq. (B.l)l 
< 2/3n2” [Eq. (B.8)] 
we have that 
b’n Vm 3Kr ‘dk>KT, Y(w:,wi+,)<$. 
Without loss of generality we can assume that the sequences (K,“)m are strictly in- 
creasing. The subsequences (x,“)~ = (wf;” )m where 
{ 
ifn=l 
L,m = mL”’ 
K/-y.; if n > 1 
satisfy (B.7). 
Because the subsequences (x,“)~ of the Cauchy sequences (u;), are again Cauchy 
and have the same limits, these subsequences also satisfy (B.5). Since for all m, n, 
and i, with i 2 n, 
i-l i-l 
X(x,“~i”) G CX(x;,x;+,)GC & Pq. 03.7)1 
h=n 
d ;. 
h=n 
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Hence the subsequences (x,“)~ satisfy (B.3). Similarly we can show that (B.6) implies 
(B.4). 0 
The above proof shows some resemblance with the proof of Theorem 2 of [26]. The 
completeness of Y ensures the existence of the limits of the Cauchy sequences (ur),. 
If we drop the condition that all elements of X are finite in Y, then the above lemma 
does not hold any more. 
Lemma B.2. Let X be a subspace of a complete qms Y. Let (y,,), be a Cauchy 
sequence in Y. Let (x,“)~ be Cauchy sequences in X satisfying 
Vm Vn Vi>n, X(x:,x,?)< l/n, 03.9) 
Vn Vm Vj>m, X(x:,x;)< l/m, (B.lO) 
Vn, lim, x,” = y,. (B.11) 
Then (xL)k is a Cauchy sequence in X and limk x2 = lim, yn. 
Y, -Y2-Y3-’ - 
T ! ! /” 
/ 
lim, Xi= lim,y, 
iI $1 ,“-’ i1 l 
x:----x; 
Irj/: t 
2 3 
f 
-x:-. 
’ 1 1 
I t I 
x;-x: 
2 3 -x;- 
Proof. Because, for all n and m, with man, 
x(X,“,x,“)<x(x,“,x~) +X(x:,x:), <f [Eqs. (B.9) and (B.lO)] 
the sequence (xj)k is Cauchy. 
For all n, m, and k, with k an and k am, 
Y (x,“,x,“), d Y (x,“,xr) + Y (x:,x!), d f + i [Eqs. (B.9) and (B.lO)] 
Consequently, 
Y (lim, yn , limk xk ) 
= @in Y ( yn, limk xf ) 
= l&n,, Y (lim,x,“,limkx~) [Eq. (B.ll)] 
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= l@, li+ Y (x,“, limk x; ) 
< l&n” l@, limk Y (x:,x:) [Proposition 3.41 
< l$, I@, limk i + k [see above] 
= 0. 
For all n, m, and k, with n 3 k and m > k, 
6 Y (.+,“) + Y ($A$) 
d f [Eqs. (B.9) and (B.lO)]. 
Hence, 
Y (limk XL, lim, y,) 
= l$nk Y (x,“, lim, y, ) 
< l&rk lim, Y (x,“, yn) [Proposition 3.41 
= l& lim, Y (x,“, lim, x,“) [Eq. (B. 1 1 )] 
d l@k lim, lim, Y (x:,x,“) [Proposition 3.41 
< limk lim, lim, $ 
c 
[see above] 
= 0. 
From the above we can conclude that limkx,k = lim,y,. 
Combining the above two lemmas we arrive at the following. 
Proposition B.3. Let X be a subspace of a complete qms Y. Let all elements of X 
be finite in Y. Then 
lim CS(X) = { lim,x, 1 (x~)~ is a Cauchy sequence in X } 
is a complete subspace of Y. 
Proof. Clearly lim CS (X) is a subspace of Y. Let (y,), be a Cauchy sequence in 
lim C’S(X). We have to show that its limit lim, y, is an element of lim CS (X). With- 
out loss of generality we can assume that ‘v’n, Y (y,,, y,+l) 6 &. From Lemmas B. 1 
and B.2 we can conclude that there exists a Cauchy sequence (x,“)k in X satisfying 
limkxt = lim, yn. Consequently, lim, yn is an element of lim CS (X). 0 
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