We address the tactical planning problem of surgeries that consists in building an admission plan of patients over a medium-term horizon planning so as to minimize over and under utilization of several resources such as operating theaters, beds and nursing care, compared with their target level of utilization. The problem is formulated as a mixed integer linear program for which exact solution methods fail to find an optimal solution in a reasonable execution time. We develop a Variable Neighborhood Search algorithm and show its ability to provide high quality solutions in short computational running times compared with CPLEX for numerous real-sized instances based on the surgery planning problem in a Dutch cardiothoracic center. Furthermore, with few parameters' settings and low computational memory requirements, this approach may easily be implemented in a decision support system for hospitals.
Introduction
As in many organizations, decision making in hospitals occurs at three main levels: strategic, tactical and operational. Strategic decisions involve capacity planning decisions that allocate surgical specialities to operating-theater (OT) days for the long-term, often a year [1] [2] [3] . At the operational level, the problem is to schedule surgeries on a daily basis where patients are first assigned to days and surgery slots [4] or [5] and then sequenced for a given day [6] or [7, 8] .
In between the strategic and the operational levels lies the less tangible tactical level as hospital managers, submerged with realtime operational issues, are often inclined to solve problems at hand. They also claim for more capacity, a drastic strategic measure whereas a tactical allocation of available resources may be more effective and cheaper [9] . Such a tactical allocation problem is referred to the Master Surgery Schedule (MSS) problem and consists in allocating blocks of resource time (e.g. OT or nursing hours) to specialities and/or patient categories over a horizon length lying between the strategic and the operational horizon (e.g. a month).
A lot of tactical planning models focus on a single resource, the operating theater, as an increasing number of surgical procedures are now safely performed on an outpatient basis (recent surveys include [10] [11] [12] ). However some surgeries like brain tumor resection or cardiothoracic surgery procedures often imply a stay in the Intensive Care Unit (ICU) post surgery. For these surgeries, it is now widely recognized that integration of downstream resources such as beds or nursing care in ICUs leads to a better overall performance [3, [13] [14] [15] . Thus, in addition to OT, some models to build MSSs include other resources such as nurses [16] or beds [17] or beds in the ICU and multiple general wards [18] . Adan et al. [14] consider cardiothoracic surgeries divided into several categories where the problem -which is under the scope of this paper -is to determine the number of patients in each category to be operated on for each day of the horizon. Four resources are included: OT, beds and nurses in the ICU and beds in the Medium Care Unit (MCU). This problem is formulated as a mixed integer linear program that can be solved to optimality with branch and bound algorithms. However, pitfalls of exact solving methods involve too long solution time. In Adan et al. [14] or Adan et al. [19] where emergencies were considered, several instances have been solved using CPLEX that failed to reach an optimal solution even after 24 h of running time. Obviously, taking into account multiple resources increases the problem complexity and a need for heuristic solution methods arises. As such, simulated annealing is used in Beliën et al. [17] and Fügener et al. [18] . Among local search techniques is the Variable Neighborhood Search (VNS) proposed by Mladenovic and Hansen in the late 1990s [20] . As this approach changes the neighborhood during the search, it is very successful compared to other local search techniques for solving many combinatorial problems from different areas [21] . Despite its effectiveness, the use of VNS to solve complex problems in health care delivery systems is limited to the nurse rostering problem [22, 23] .
In this paper we explore the potential of VNS to solve the tactical planning problem with multiple resources for cardiothoracic surgeries as formulated by Adan et al. [14] and also used in Adan et al. [19] and Dellaert et al. [24] . A solution to this problem is a tactical plan specifying for each day of a 28-day horizon (a month), the number of patients in each category to be operated on. Surgery of patients implies a consumption of the four resources for which capacity must not be exceeded. The objective function to minimize is a weighted sum of over and under utilization of the four resources compared with their target level of utilization. In our VNS, starting from an empty tactical plan, an initial solution is randomly generated using an insertion mechanism of patients on each day of the 4-week horizon. The neighborhood structure relies on the application of several local search operators on a feasible tactical plan, like swapping patients from different categories planned on two different days or shifting a single patient to another surgery day. The shaking procedure follows a ruin-reconstruct mechanism with deletion and subsequent addition of a variable number of patients in the current solution. Test results show that our algorithm outperforms CPLEX in most cases.
The remainder of this paper is organized as follows. Section 2 describes the tactical planning problem in detail. Section 3 presents the proposed VNS approach. Section 4 provides the computational study and discusses the results. Conclusions and suggestions for future research are given in Section 5.
Problem description
The problem is based on the functioning of the Thorax Center Rotterdam described in Adan et al. [14] , where four critical resources are considered: operating theater hours (OT), number of beds in the ICU (IC), nursing hours in the ICU (NH) and number of beds in the MCU (MC). Patients are grouped in several categories that are homogeneous in terms of resource consumption. The patient flow in the Thorax Center is depicted in Fig. 1 . Some categories of patients are admitted to the Medium Care Unit (MCU) one day before surgery. Each patient category is associated with a deterministic operation duration, based on average observed values. After surgery, patients are transferred to the ICU where they benefit from specialized nursing care. The nursing hours required for each patient category on each post-operative day are deterministic. After recovery, patients may stay in the MCU for a few days. Lengths of stay in the ICU and in the MCU are probabilistic, with different distributions for each category. Thus, a patient undergoing surgery on a given day consumes OT hours on that day, and has an expected consumption of bed and nursing hours in the ICU for a number of subsequent days corresponding to its length of stay in this unit. After the stay in the ICU, the patient has an expected consumption of bed in the MCU.
A feasible tactical plan thus specifies for each day of a 28-day horizon the number of patients in each category to be operated on, such that the consumption of each resource on any day does not exceed the daily resource capacity. Furthermore, the total number of patients in each category planned for surgery over the whole horizon must be equal to the target throughput of patients which is set to the average number of surgeries observed in the past (over a same horizon length). The objective function is a weighted sum of over and under utilization of resources compared with their target level of utilization which is usually set to 80% of the capacity. The reason for using target deviations rather than cost relies on the fact that capacity allocation has been decided at the strategic level, so at the tactical level capacity is roughly fixed with a small variation margin though. Furthermore, target deviation is recognized as an important performance measure, besides waiting time and sojourn time in the hospital before treatment [25] .
The mathematical formulation we use here was first given by Adan et al. [14] and then adapted to emergency cases in Adan et al. [19] . It was also used in Dellaert et al. [24] . We adopt the notation and definitions in Table 1 .
Formally, the objective is to determine the values of variables { } x c t , satisfying a number of constraints and for which the daily expected utilization of each resource deviates as little as possible from the daily target. The objective function to be minimized can be written as with values for g r decided by the stakeholders of the hospital, depending upon the degree of flexibility of each resource with the following rank:
MC . Thus, finding an extra bed in the ICU was assessed as more difficult than calling for an additional surgeon. Beds in the MCU were considered as the most flexible resource since some patients can be discharged earlier than planned after surgery or may be sent to another hospital in order to free some beds. Nurses in the ICU were considered as a more flexible resource than surgeons, but less flexible than beds in the MCU. In our simulation experiment (Section 4), we make these weights varying.
For the sake of simplicity, we let q r t , be the expected consumption of resource r on day t. For all resources and periods, the expected consumption must not exceed the available capacity and over and under utilizations are auxiliary variables expressed as deviations between consumption and target level of utilization. Formally, the following constraints must hold The formulation of expected resources consumption is provided in Table 2 where we used the convention that subscript − t j Fig. 1 . The flow of elective patients in the Thorax Center.
should be treated modulo T: day 0 is the same as day T, day À1 is the same as day − T 1 and so on. The total number of patients in group c to be operated on over the T-day cycle must be equal to the target patient throughput V c . Values of V c are obtained by rounding up the average number of patients operated on in each category based on historical data. Hence
As operating rooms on weekends are dedicated only to emergency patients, we have to require that Our tactical planning problem therefore consists in minimizing the objective function in (1) subject to constraints (3), (4) and (5) with the following integrality constraints on the decision variables 3. The VNS for the surgery tactical planning problem Our Variable Neighborhood Search for the tactical planning problem relies on the main steps of the classical general VNS described by Hansen and Mladenovic [21] but differs in some points. To emphasize the differences, both algorithms are provided in same Table 3 where R-VNS designates our VNS and FD-VNS refers to the classical approach with a first descent strategy. These differences are related to the application of the shaking procedure and the local search method. Neighborhood N k is obtained through a shaking procedure that uses a ruin-reconstruct mechanism described in Section 3.1. Contrary to FD-VNS, in R-VNS this shaking procedure only applies when the local search did not improve the best solution so far. Neighborhood N l corresponds to the application of the lTtH local search operator in a sequence of several operators defined in Section 3.2. In FD-VNS operators are explored in order and the process iterates until a local optimum is found at each neighborhood. Only strictly better solutions are accepted. In contrast in R-VNS the sequence of operators is repeatedly applied on a current solution and each operator is performed only once with random modifications that are accepted as long as they are feasible. Section 3.2 further develops the two local search methods. An initial solution is generated by randomly adding patients one by one to an empty plan, following the method explained in Section 3.1.
Initial solution and shaking
Initial solution: Starting from an empty tactical plan, we add patients one by one. We first choose a day t at random in such a way that days with higher under utilization of OT resource have higher chances to be selected. Then a category has to be chosen. The lower the target deviation of OT resource on day t after adding a patient in category c, the higher is the probability to select this category. Next, the feasibility of adding a patient in category c on day t is checked: consumption of all resources over the days corresponding to the sojourn of this additional patient must not exceed the available capacity. If feasible, the addition is implemented and the solution is updated, with an incremental computation of the objective value. If the adding operation is infeasible, probability of selecting category c is set to zero and probabilities for other categories are rescaled. Another category is then picked at random and the procedure is applied again until feasibility is possibly reached. If all categories are infeasible on day t, the solution is reset to zero and the procedure of adding patients is applied again.
Actually, simulations showed that finding a feasible initial solution was quite fast and rarely asks for more than one pass. It should be noted that besides this random initialization we also ran CPLEX for a limited execution time to get a good quality initial solution.
Shaking: Contrary to the classical general VNS, the shaking procedure in our VNS only applies when the local search did not improve the best solution so far. This means that when a new best solution is found, the local search is re-applied so as to intensify the search around x best .
The shaking procedure follows a ruin-reconstruct mechanism. It consists in deleting a number of patients one by one from the Probability that a patient in category c is in the ICU, j days after
Probability that a patient in category c is in the MCU, j days after 
Beds in the MCU
incumbent solution in periods selected at random so that those with higher over utilization of OT resource have higher chances to be picked. Once a period is selected, a planned category in that period is randomly chosen according to the best OT deviation the deletion would lead to. We thus get a pool of removed patients that are then reinserted one by one in the solution, using the same adding procedure as the one we implemented in the initial solution procedure. We considered a maximum number of deletions k max set to a percentage α of the total number of patients V,
Local search
In the classical general VNS, the local search adopts a first descent (FD) or best improvement strategy. All possible moves of a move type are explored until the first or the best improving move is found. If no improvement is reached, the next move type is explored. In our VNS, each local search operator is applied once and if feasible, the move is systematically implemented whether improving or not. The sequence of operators is applied several times to the current solution which is at least modified m max times. The operators are described hereafter.
CategoryExchange: Two periods ( ) t t , a b exchange their planning of all patients in one category c a , where days t a and t b have greater chances to be selected when over utilization on day t a and under utilization on day t b of all resources are higher. Planned categories with higher number of patients on day t a than that of day t b are candidates and picked at random according to their target throughput: the more crowded a category is, the higher its probability to be selected is.
Swap: In the swap, one patient in category c a planned on day t a is moved to day t b and one patient in category c b planned on day t b is moved to day t a . Two versions of this swap based on different fitness measures are implemented. These measures relate to the impact of the move on the two most important resources, namely OT and IC.
SwapOT: Day t a is randomly chosen according to its OT over utilization: the higher the OT over utilization is, the higher the probability of selecting the corresponding day is. We then determine the best combination of categories ( ) c c , a b to be swapped. This combination is such that deleting one patient in category c a and adding one patient in category c b on day t a lead to the best OT target deviation on that day. Next we choose a day t b with OT under utilization and at least one patient in category c b : the lower the OT target deviation after adding one patient in c a and deleting one patient in c b on a given day is, the higher is the probability to select that day.
SwapIC: Two categories ( ) c c , a b with different surgery durations are selected uniformly at random. Random selection of day t a (with at least one planned patient in category c a ) is based upon the best IC target deviation resulting from the move (deletion of one patient in c a and addition of one patient in c b ) on the first subsequent period where the probabilities of occupying a bed in the ICU post surgery for categories c a and c b differ. Selection of day t b is implemented in a similar way, considering the opposite move.
Shift: In the shift, one planned patient in category c a on day t a is shifted to day t b . Again, two versions of this operator are considered.
ShiftOT: Like in SwapOT, day t a is picked at random according to its OT over utilization. Selection of category c a planned on day t a is made in the following way: the lower the target deviation of OT after deleting one patient of a given category is, the higher the probability to select this category is. Next, the probability to choose day t b is decreasing with the OT deviation after the addition of one patient in category c a .
ShiftIC: To introduce more diversity, this shift uses similar selection mechanisms to those of CategoryExchange. Days t a and t b have greater chances to be selected that IC over utilization on day t a and IC under utilization on day t b are higher. Category c a has higher probability of being picked that its target throughput is higher.
For any single patient move (ShiftOT and ShiftIC), feasibility is checked locally by comparing the updated consumption of resources implied by this additional patient with the available capacity, only over the days of this patient sojourn. Feasibility is checked globally for other moves (swaps and category exchange) as they imply a plan change for more than one patient.
We ranked the operators from the most disruptive to the least one and kept the same following order throughout in which CategoryExchange is called twice for the sake of diversity: {Cate-goryExchange, CategoryExchange, SwapOT, SwapIC, ShiftOT, ShiftIC}. We thus have = l 6 max . The solution was updated by taking into account only the changes so the objective function value did not need to be re-computed entirely. Updated consumptions were compared with target utilization levels to determine the values of over and under utilization for all resources so as to compute the objective function value. Table 4 gives a mathematical description of the operators and the selection probabilities of days and categories. We also provide the deterministic version of these operators that will be used in FD-VNS for which we have = l 5 max since there are 5 different operators. The first column in Table 4 displays for each operator the elementary operations performed on the planning of patients. The second column indicates the selection type for categories and days, where D stands for deterministic and R for random. The next While time limit is not exceeded While time limit is not exceeded
Local search with first descent Random local search 
We obtain ∈ ( ) x N x k best three columns provide the elements that are successively picked and their selection conditions and probabilities ( ) p . . For instance, in the deterministic version of CategoryExchange all periods with over utilization of all resources are candidates as a first period t a whereas in the random version a first day is selected at random proportionately to the over utilization on that day. The second element, t b , is selected in a similar way by considering this time under utilization of all resources. The last element refers to the selection of a category. Any category with a number of planned patients on t a greater than that of t b is considered in the deterministic version. In the random version, a selection probability ( ) p c a is computed according to the category frequency where category c a must meet the previous condition (used in the deterministic version), so rows D and R in the table are not separated by a line.
In the computation of probabilities for the two swaps and ShiftOT, we use notation d r t , to designate the target deviation − q A r t r t , , where q r t , is the updated consumption of resource r on day t after performing the modification in the planning as required by the operator. It should be noted that in SwapIC, the consumption of beds in the ICU may change only l days later than t when the probabilities of occupying a bed for categories c a and c b start to be different. In all periods where a patient is added, the OT capacity constraint is checked beforehand.
Computational study
Several instances of the tactical planning problem were solved using CPLEX, R-VNS and FD-VNS. These instances and parameters setting for CPLEX and the VNS are described in Section 4.1. Computational results are presented in Section 4.2.
Instances generation and parameters setting
We used the data of the Thorax Center available in the paper of Adan et al. [14] Table A5 . We thus obtained + × = 1 3 12 37 problems out of which we selected 7 hard to solve ones as will be explained in Section 4.2.
For these 7 problems, we considered 4 sets of weights values to describe several assessments of resources flexibility, keeping the following order
MC as required by the stakeholders. Chosen values for the weights are displayed in Table A6 . A low flexibility of all resources (weight set #1) is a situation where 
all weights take a large value. This is the opposite for the high flexibility case (weight set #2). Weight sets #3 and #4 combine low (resp. high) flexibility for OT and IC and high (resp. low) flexibility for MC and NH. In this way we obtained 28 additional problems, so we solved all in all + = 37 28 65 instances. Algorithms R-VNS and FD-VNS were coded in C and the experiments were executed on an Intel Xeon E5-2430 with a 2.20 gigahertz (16 Cores) CPU and 49 gigabytes RAM running the GNU/ Linux Debian 7 operating system. We set a runtime limit for CPLEX to 1800 s throughout.
Parameter k max of the VNS which represents the maximum number of deletions in the shaking procedure was set to α = 20% of the total number of patients V. This percentage preserves a satisfactory trade-off between intensification and diversification of search as pilot runs showed that the shaking procedure led to improvements only when deletions were about 5% of V. Parameter m max related to the number of applications of operators in R-VNS was set to 1000.
Results analysis
The first 37 problems were solved using CPLEX, R-VNS and FD-VNS. Each VNS was run 10 times with different random seeds (set from 1 to 10) and a time limit of 180 s per run. It thus takes × = 10 180 1800 s to get the minimum objective function value out of the 10 runs which makes this minimum truly comparable with the objective value provided by CPLEX as we set CPLEX execution time to 1800 s. Initial solutions for both VNS were generated at random using the procedure described in Section 3.1.
Results are displayed in Table 5 where the first two columns describe the instances with the total number of patients (V) and the replication of target values (T. rep) displayed in Table A5 . We reported the gap to best bound provided by CPLEX at termination (Gap to BB %) which is defined as the ratio of the best integer solution found at termination and the best bound obtained by taking the minimum of the optimal objective values of all of the leaf nodes. Gap to best bound is zero for the first two problems as CPLEX found the optimal solution. The next columns report for the two versions of the VNS the best deviation (Min. dev. %) and the average deviation (Avg dev. %) of the objective value they provided compared with that of CPLEX. Table 5 shows that R-VNS beat CPLEX for 19 problems out of 37 based on the minimum deviation, with best improvements of the objective function value above 2%. Over all cases, the VNS produced solutions that deviates only of 0.88% on average from that of CPLEX. The performance of FD-VNS was poor, with only one better solution than CPLEX and an average deviation of 7%. Simulations thus showed the superiority of the random local search included in R-VNS over the first descent strategy adopted in FD-VNS. Consequently FD-VNS was abandoned in the next experiments. Bold numbers in the table indicate the 7 selected instances for which R-VNS provided the best results. These instances are also those with high CPLEX gaps to best bound, showing the inability of CPLEX to reach high quality solutions.
To assess further the performance of R-VNS, we tested three values of the maximum number of deletions in the shaking procedure α = k V max by setting α to 10%, 20% and 30% of the total number of patients for the 7 hard to solve problems. Again R-VNS was executed 10 times leading to a sample of 70 objective function values per α-value. Table 6 provides the minimum and average deviations relative to CPLEX. Using a Friedman test for paired samples, we could hardly accept the null hypothesis of equality since the critical probability was 5.92%. Admittedly, from the overall average deviation and average of minimum deviations in Table 6 , it can be observed that α = 0.30 is the least favorable value to the performance of R-VNS. However a Wilcoxon test performed on the samples of objective values obtained under α = 0.10 and α = 0.20 led to a critical probability of 94.64%. We can thus conclude that setting α to 10 or 20% has no impact on the performance of R-VNS. Thus, to a certain extent, R-VNS is pretty robust with regard to parameter α of the shaking procedure. We kept α = 0.20 for the remaining experiments.
Next we considered 28 additional problems based on the same 7 hard to solve problems and the 4 sets of weights displayed in Table A6 . Our intent was to assess the impact on the performance of R-VNS of extending the execution time beyond 180 s and starting from a good quality initial solution. Initial solutions were obtained by our random procedure (see Section 3.1) and by running CPLEX for 10 s. Again we performed 10 runs of R-VNS with different random seeds which led to 280 initial solutions whereas CPLEX produced a single initial solution for each of the 28 problems. On average, CPLEX initial objective function values were 50% lower than that of random initial solutions. For these 10 runs, the time limit of R-VNS was again set to 180 s under the 2 types of initial solutions. For each of the 28 problems, we then selected the random seed leading to the best and the worst objective function values after 180 s. For these particular seeds, we ran R-VNS for 1800 s. Table 7 displays the results. Each instance is described by a triplet (Total number of patients, Target replication, Set of weights). The second row provides CPLEX gaps to best bound. For each type of initial solution (random and CPLEX run for 10 s), we Random initialization: Simulation results show that R-VNS outperforms CPLEX in all cases but 3, based on minimum deviations out of 10 runs after 180 s (4th column). In more than 1/3 cases, minimum deviations are between À 2% and more than À 3%. Furthermore, with an overall average deviation of À 0.06% R-VNS performs even better on these 28 problems than on the 37 problems. Starting from the most promising random seed (which provides the minimum deviation for each problem), prolonging the execution time from 180 s to 1800 s led to further improvements in half cases with a maximum improvement of about À 1% and a median improvement of 0.03% only. In half cases as well, the last improvement of the objective function value took place for execution times below 180 s. With the worst random seeds however, prolonging the search time always led to substantial improvements of the solutions (comparison between columns 'Max' and 'Worst'), up to À 3.68% and a median value of about À 2%. But with an average overall deviation of À 0.49%, it seems definitely a better choice to run 10 times R-VNS with 180 s from which we select the minimum, as the average of the minimum deviations reaches a better score of À 1.45% for comparable execution times. Put another way, running R-VNS for 1800 s only once with an arbitrary and unlucky random seed leads to an expected deviation of À 0.49% whereas running R-VNS 10 times with 10 different seeds for 180 s, allows for an expected improvement of À 1.45%.
CPLEX initialization: With a time limit of 180 s and 10 runs out of which we take the minimum deviation, R-VNS outperforms CPLEX for 22 problems, and an average of minimum deviations of À 1.17%. The performance of R-VNS here is not as good as its performance under random initialization. Also, extending the execution time to 1800 s for the best seeds led to an average deviation of À 1.30% which is less than the average of À 1.59% we got under random initialization (comparison of columns labeled 'Worst'). The only advantage of starting from a good initial solution provided by CPLEX is to get a better overall average deviation ( − < − ) 0.22% 0.06% and a better overall deviation for the worst seeds ( − < − ) 0.77 0.49 . This means that with a good starting solution, R-VNS reaches less worse but also less good solutions. Table 7 Performance of the R-VNS compared with CPLEX on 28 additional problems.
Conclusion
In this paper we have proposed a Variable Neighborhood Search algorithm for the tactical planning problem of surgeries, that belongs to the general class of master surgery scheduling problems. Results of extensive simulation experiments based on the functioning of a cardiothoracic surgery center in the Netherlands show the ability of our approach to provide high quality solutions in fast running times, especially for hard-to-solve problems for which the VNS beat CPLEX in almost all cases, with improvements of the objective function often in the range 2-3%. The very limited number of parameters to set and the algorithmic simplicity make our approach quite suitable for being implemented in a decision support system for hospitals. The approach is therefore promising to be adapted to other specialities in a hospital. In a near future, our intent is to implement a similar approach to the planning of an orthopedic center in Paris.
Appendix A. Test data

A.1. Data of the Thorax center
Based on historical data of surgeries in the Thorax Center Rotterdam, patients were grouped in N ¼8 categories. Table A1 provides for each patient category, examples of surgical procedures performed in the center and the expected number of hours to operate on one patient in each category c (s c ). In the last column, we give the number of pre-operative days for each category ( ) l c . For each resource r, there exists a maximum available capacity per day t, K r t , and a target utilization level A r t , usually set between 70% and 80% of the capacity. These values are displayed in Table A2 and apply to every week in the 4-week planning cycle ( = ) T 28 . There are 4 operating theaters available 9 h a day during the week days. The Intensive Care Unit (ICU) has 10 available beds throughout the working week and 8 beds during the week end. The Medium Care Unit (MCU) has 36 beds available every day. The available ICU nursing staff is matched with the number of beds in the ICU, except on the week ends on which the staff is reduced.
The nursing hours in the ICU { } w c t , required per day for patients in categories 1-7 are estimated to 12 h throughout their stay in the ICU unless for the second day spent in the ICU for categories 5, 6 and for the second and third day for category 7 for which the needs are 24 h. Patients in category 8 require only 3 h of ICU nursing per day whatever their length of stay in the ICU. The longest stay in the ICU equals 10 days ( = ) L 9
ICU max . Monday  36  29  10  7  36  27  133  91  Tuesday  36  29  10  7  36  27  133  91  Wednesday  36  29  10  7  36  27  133  91  Thursday  36  29  10  7  36  27  133  91  Friday  29  25  10  7  36  27  133  91  Saturday  0  0  8  2  36  27  52  26  Sunday  0  0  8  2  36  27  52  26   Table A3 Probabilities p We use a stochastic length of stay in the ICU and in the MCU, based on empirical data. . In such a case, the patient will means that any patient in category 6 has 29% chance to be in the MCU 23 days after surgery. We have = L 27 MCU max .
A.2. Data of instances
Values of target throughput of patients { } = ‥ V c c 1 8 are displayed in Table A5 for each total number of patients (first column labeled "Nb pat.") and for each replication (second column labeled "Target rep."). The first row provides the basic situation in the Thorax Center. Table A6 displays the initial set of weights values used in the basic situation as well as the 4 additional sets of values we considered for the 7 hard to solve problems selected in Section 4.2. We also provide in the table the corresponding relative weights, as computed using Eq. (2) with values of target utilization levels { } A r j , from Table A2 . 
