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Abstract
The development of this work was conveniently divided in three parts. The first opened the
subject of Scanning Tunneling Microscope, in which standard measurements on Silicon (111)
7x7 reconstruction were performed and discussed. Dimer-Adatom-Stacking Fault model was
used to compare our measurements, which included the expected local density of states and the
distance between atoms. We have observed atomically resolved images and Scanning Tunneling
Spectroscopy (STS) spectra consistent with a combination of signals from adatoms and rest
atoms. The former was used to determine tip spatial resolution and the later to characterize the tip
density of states (DOS). In the second part of this work, we have developed an optical collection
system for the same STM used in the first part. This project was axed on instrumentation and
the goal was to develop a robust alignment system, with a precision of approximately 50 nm, in
order to use a high collective mirror to detect photon emission from the tunnel junction. The
pre-alignment of the system was done visually using the concept of infinite magnification and
the fine alignment was done using the actual light signal. We were able to collect light emitted
from the junction by tip induced surface plasmon in which we saw peaks at approximately
~ωLSP = 1.75 eV and quality factors of Q = 4.25. The quantum yield, defined as the ratio
of emitted photons per unit of tunneling electrons, was determined to be around 10−7-10−8
photons/electrons, depending on the tunneling and detection conditions. In the third part of this
work, we used a Scanning Transmission Electron Microscope (STEM) to also study surface
plasmon modes with nanometric spatial resolution. We have performed mostly Stimulated
Electron Energy Gain Spectroscopy (sEEGS), in which our work was focused on improving
the system power density changing from guided space light coupling to a free space coupling.
Inverted structures and silver nanocubes were studied and, for the later, coupling probability
between the fast electron and the photon improved by a factor of ≈ 200x.
Keywords: Nano-optics, Nanospectroscopy, Plasmons, Scanning Tunneling Microscope, Scan-
ning Transmission Electron Microscope.
Resumo
O desenvolvimento desse trabalho foi convenientemente dividido em três partes. A primeira
inicia com o Microscópio de Varredura de Tunelamento (STM), no qual medidas padrão da
reconstrução 7x7 do Silício (111) foram realizadas e discutidas. O modelo Dimer-Adatom-
Stacking Fault foi usado para comparar nossas medidas, que incluíam a densidade local de
estados esperada e a distância entre os adatoms. Nós observamos imagens atomicamente
resolvidas e espectros de espectroscopia de tunelamento de elétrons (STS) consistentes com a
combinação de sinais de adatoms e de rest atoms. Os primeiros foram utilizados para determinar
a resolução espacial da ponta e o último para lhe caracterizar a densidade de estados. Na segunda
parte desse trabalho, nós desenvolvemos um sistema óptico de coleção para o mesmo STM
usado na primeira parte. Esse projeto teve mais enfoque em instrumentação e o objetivo era
desenvolver um sistema de alinhamento robusto que tivesse uma precisão de aproximadamente
50 nm para podermos usar um espelho de alta coleção e detectar emissão de fótons da junção
túnel. O pré-alinhamento foi feito visualmente usando o conceito de magnificação infinita e
o alinhamento fino foi feito com o sinal de luz emitido pela junção túnel. Nós coletamos luz
emitida da junção via decaimento de plásmons de superfície excitados pela ponta no qual os
picos de luminescência estavam centrados em aproximadamente ~ωLSP = 1.75 eV e com fatores
de qualidade de Q = 4.25. A eficiência quântica, definida como a razão entre os fótons emitidos
por unidade de elétrons tunelados, foi estimada em 10−7-10−8 fótons/elétrons, dependendo das
condições de tunelamento e de detecção. Na terceira parte desse trabalho, nós usamos um
micróscopio eletrônico de varredura por transmissão (STEM) para também estudar modos de
plásmons de superfície com resolução espacial nanométrica. Nós realizamos majoritariamente
espectroscopia de ganho de energia de elétrons (sEEGS), no qual o trabalho focou em melhorar
a densidade de potência ao mudar o acoplamento da iluminação externa por fibra ótica para o
espaço livre. Estruturas invertidas e nanocubos de prata foram estudados e, para esse último, a
probabilidade de acoplamento entre o elétron e o fóton melhorou ≈ 200x.
Keywords: Nano-ótica, Nanoespectroscopia, Plásmons, Micróscopio de Varredura de Tunela-
mento, Micróscopio Eletrônico de Varredura por Transmissão.
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1 Introduction
In this dissertation, we have worked with electronic and optical spectroscopies with high spatial
resolution. Among the several techniques that allow one to achieve this, a microscope along a
spectroscopic technique is an outstanding way to retrieve energy information and correlate it
spatially. Scanning Tunneling Microscope (STM) is inherently good for this because the image
contrast itself already relies in the Local Density of States of the sample (LDOS). In addition,
Scanning Tunneling Spectroscopy (STS) is a tool in which the applied bias is scanned and the
dI/dV x V curve provides information of the LDOS [1]. In a Scanning Transmission Electron
Microscope (STEM) - an entirely different machine - fast electrons (30-300 keV) generated
by a electron gun are focused into the sample. A dark-field STEM image does not have any
correlation with its electromagnetic properties but rather it is atomic number dependent. In a
STEM, high spatial resolution spectroscopy is usually achieved analyzing the energy loss from
the transmitted fast electron. This technique is called Electron Energy Loss Spectroscopy (EELS)
[2, 3].
STS and EELS (inside the near-infrared and visible energy range) probe, respectively, the
Local Density of States (LDOS) and Electromagnetic Density of States (EMDOS) which are
quantities sometimes related - but not always - to the radiative Electromagnetic Density of States
(rEMDOS), responsible for the optical properties of the sample [4, 5, 6]. In a few words, we can
say that STS probes solutions of Schrödinger equation, EELS probes solutions of Maxwell’s
equations and Luminescence probes far-field (or radiative) solutions of the Maxwell’s equations.
Adding a light collector device, therefore, gives us a complete new physical quantity previously
unavailable to both STM and STEM microscopes. Much of this work is to establish these
relations and explore how they can be used to produce state-of-the-art devices and techniques.
This work is divided into three main chapters. Chapter 2 deals with STM imaging and STS.
We presented a basic theoretical background to understand the microscope and will explore the
well known Silicon (111) 7x7 reconstruction, including low temperature measurements, atomic
resolution image and spectroscopy. Nothing new was developed in Chapter 2 but it was very
important for the acquaintance with STM, arguably one instrument that still surprises scientific
community by its difficulty and flexibility.
In Chapter 3 we have developed a light collection system for a STM. The complete design of the
system, ranging from mirror design up to the optical alignment is reported in detail. We observed
tip-induce surface plasmon light emission and discussed the results using a basic theoretical
formulation developed by Rendell and Malshukov [7, 8]. We have shown the quantum cutoff
effect [9] and the role of two different tips explained by the complex dielectric response function
[10].
In Chapter 4, we have reported the work done during the internship at STEM group at Laboratoire
de Physique des Solides (LPS) in Orsay, France. As usual, a brief theoretical formulation was
developed for the techniques performed: Electron Energy Loss Spectroscopy (EELS) and stimu-
lated Electron Energy Gain/Loss Spectroscopy (sEEGS/sEELS). sEEGS/sEELS experiment was
improved in comparison with the previous work performed at LPS [11]. We have implemented
free space optics for light injection instead of using optical fibers. Spatially resolved gain was
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obtained, as well as polarization dependent measurement and spectroscopy, tuning the external
illumination wavelength to achieve modal selectivity.
All the chapters described above orbit around instrumentation in order to improve the performance
of an already established technique. In chapter 3, we focused on building a light collection
system with potential improvements when compared to traditional - but successful - approaches
using optical fibers, lenses, or ellipsoidal reflectors [12, 13, 14]. In the STEM (Chapter 4), we
have departed away from the efficient way of coupling free electrons and injected photons using
an Ultra Fast Electron Microscope (UEM) [15, 16, 17] so we could attain modal selectivity over
a wide range of wavelengths in a continuous electron gun.
Another aspect that combines both STM and STEM projects is that we have studied Localized
Surface Plasmon (LSP) as proof of concept experiments in order to test and characterize the
developed instrumentation. LSP dominate the optical properties of small metallic nanoparticles
in the infrared and in the visible range. Very similar as in the case of a musical instrument in
which the acoustic frequency depends on its shape and size, LSP resonances for a given material
can also be explained in its entirety by its shape and size [18] (see Figure 1.1) and thus studying
their frequency response under a microscope is tempting. STM and STEM have been for a
long time big contributors for the emerging field of plasmonics. It has yielded methods for
localizing light at the nanoscale with dramatic consequences in modern technologies, such as
cancer therapy [19], design of more efficient solar energy harvesting cells [20] and superfast
computer chips [21].
Figure 1.1: By adjusting the size and shape of plasmonic nanoparticles, such as gold and silver, light absorption
and scaterring can be tunned from ultraviolet to near infrared regions of the electromagnetic spectrum. Source:
https://nanocomposix.com/collections/application-plasmonic
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2 Imaging and Spectroscopy in a Scan-
ning Tunneling Microscope
2.1 Chapter Objectives
In this chapter, we have dealt strictly with the Scanning Tunneling Microscope (STM) images
and electronic spectroscopy (STS). The objective is rather exploratory and the ideas of this
chapter are further developed and investigated in Chapter 3 of this thesis.
We begin presenting a theoretical basis for the interpretation of STM images and for the Scanning
Tunneling Spectroscopy (STS) spectrum. Subsequently, we present the Tersoff-Haman Model
[22], one of the simplest model which elucidates what physical quantity is being measured
in a tunneling microscope. Afterwards, we introduce the Ultra High Vacuum (UHV), Low
temperature (LT) STM used and its related features for sample and tip treatment. Finally, we use
most of the discussed topics to interpret our results on the Silicon (111) 7x7 reconstruction.
2.2 Introduction
The Scanning Tunneling Microscope (STM) was invented by Binnig and Rohrer but was consoli-
dated by the experiments of Binnig, Rohrer, Gerber and Weibel [23, 24]. A probe tip, usually
made of Tungsten or a Platinum/Iridium alloy is attached to three independent piezo drivers - x,
y and z. By applying ramp voltages in x and y, the xy plane can be scanned and, using z driver,
the tip and the sample are brought close to a fraction of nanometers between each other. Then,
applying a bias voltage between sample and tip generates a tunneling current when the electron
wavefunction of the tip overlap within the electron wavefunction in the sample surface. This
tip-sample dynamic dictates the whole behavior of the microscope. Figure 2.1 illustrates the
microscope and its main parts.
For conventional purpose, most textbooks, articles and this work consider that the tip is virtually
grounded. The bias voltage is applied to the sample voltage. If V > 0, electrons are tunneling
from the occupied states of the tip into the empty states of the sample. If V < 0, electrons flow
from the occupied states of the sample to the unoccupied states of the tip.
There are basically two ways to constrain the interaction between tip and sample: constant
height measurements, in which z piezo is kept stationary and differences in tunneling current
are used to display an image and constant current method, where the tunneling current is kept
constant. Constant current is the most employed one due to its superior control of the tip/sample
interaction. This second scan method is the only one used in this work.
In constant current scan, the STM current is converted to a voltage value by a amplifier which is
after compared to a reference value. The difference between the measured and expected value
is used to drive the z piezo into its position. If the absolute value of the current is higher than
reference, the drive moves away the tip and reduces the tunneling current. Therefore, an xy curve
of constant tunneling current surface is obtained in the computer display. Convenient units for xy
plane are in nanometers, while, for z, picometer is often used.
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Figure 2.1: Basic working principles of a STM: a tunneling current is transformed in voltage by operational
amplifiers and its value is compared to a reference value. The z piezo drive acts in the way of keeping an equal
tunneling current surface.
2.3 Bardeen Theory of Tunneling
The tunneling phenomenon has played key roles in several areas of modern physics. Just at the
second half of 20th century, four Nobel prizes were awarded to discoveries directed related to
the tunneling effect: the tunneling junction experiment of Giaver [25, 26], the discovery of the
Josephson Effect [27, 28], the invention of tunnel diode by Esaki [29] and the STM [23, 24].
Giaver’s and Nicol experiments have observed tunneling currents between metal dielectric metal
planar junctions [25, 26, 30]. The most interesting results were obtained when one or both
of the metals were superconductors, in which case they find direct evidence for a small band
gap in the spectrum of the superconductor. They have used the fresh new microscopic model
of superconductivity, the BCS theory (Bardeen, Cooper and Schrieffer) [31], to explain their
results, but the experimental discovery and the energy spectrum was still not clear. Bardeen, then,
developed a tunneling theory [32] in order to explain the results obtained. Bardeen’s first-order
perturbation theory is, until today, a very valuable tool to explain the tunneling phenomenon.
2.3.1 Bardeen’s Tunneling Matrix
In order to mathematically describe Bardeen’s tunneling model, specially the one contextualizing
the model within the STM picture, we have used Julian Chen description [1]. Bardeen’s tunneling
model is exemplified at Figure 2.2. When two metallic electrodes are far apart, such as in 2.2a,














Where ~ is the reduced Planck’s constant, Ψ is the electron wavefunction, z is the tunneling
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Figure 2.2: In a, metallic electrodes are far enough for wavefunction overlapping. If they get close enough, such
as in b, the wavefunctions interact between themselves and a first-order perturbation theory predicts a non-zero
tunneling probability. Adapted from [1].














So, in the presence of the combined electrodes, a state of electrode A at t = 0 will not evolve
according to its own equation, but rather has a probability of transferring to the states of electrode







Where ψA and χB are the eigenfunctions of equations 2.1 and 2.2 with eigenvalues EA and EB,
respectively. cB(t) is the interaction term of the perturbed system and its square value, pAB , is the
probability of having the B-th state of electrode B at time t. Plugging above equations together
we can solve for cB and pAB as:
pAB = |cB |
2 = |MAB |










Where MAB is defined as the Bardeen’s tunneling matrix element.
The tunneling matrix element is the central point of the Bardeen theory of tunneling and plays a
key role in the interpretation of STM images. As show in equation 2.5, the tunneling probability
is proportional to its squared modulus. In the STM context, equation 2.6 is regarded as the
interaction of the wavefunctions of the electrode and the tip; this means, for example, that more
directional orbitals protruding from STM tips usually produces more intense and sharper images
than non-directional ones. The manipulation of tip wavefunction is systematically used in STM,
as is shown in the silicon (111) 7x7 reconstruction further in this chapter.
16
Analyzing carefully equation 2.5, it is easy to see the function reaches its maximum at EA = EB
and approaches zero rapidly for EA , EB . Thus, tunneling current depends on how many available
states of electrode B near the energy value of a state in electrode A could effectively tunnel into.
So, equation 2.5 states what is often called the condition of elastic tunneling:
EA = EB (2.7)
The final result of this section comes from a series of assumptions that was already discussed: (i)
Using time-dependent equation for both electrodes, (ii) realizing that, by convention, electrode
















Equation 2.8 is the most used form of Bardeen’s matrix and is often regarded as Bardeen’s tun-
neling matrix elements in its one-dimensional form1. It is a surface integral of the wavefunctions
of the two free electrodes evaluated at the separation surface. The most interesting part of the
Bardeen’s matrix is the complete equivalence between electron A and B (tip and sample). This
has important consequences in designing and interpreting experimental results.
2.3.2 Tunneling Phenomena as a Spectroscopic Tool
The dynamics on how the actual tunnel current is energetically distributed among the total
number of electrons is sometimes very challenging. How to extract meaningful information
about the energy of the tunneling phenomena? In other words, how to use an Scanning Tunneling
Microscope as a spectroscopic tool?
Presenting a key concept of this tunneling theory, the density of states at an energy E, ρ(E),
the tunneling current at a bias voltage V can be evaluated by summing over all relevant states






[f (E f − eV + ϵ) − f (E f + ϵ)]ρA(EF − eV + ϵ)ρB(EF + ϵ)|M
2 |dϵ (2.9)
In the condition of κBT smaller than the energy resolution required in the measurement [33], we






ρA(EF − eV + ϵ)ρB(EF + ϵ)|M
2 |dϵ (2.10)
For the case of superconductors, which have been the motivation of Bardeen investigation back
then, the tunneling matrix element could be assumed flat [25, 26, 32] due to the small expected
band gap (a few meV). The tunneling current is solely determined by the convolution of the DOS
of the two electrodes and the electronic structure of the two participating electrodes enters into
the formula in a symmetric way.
Bardeen’s assumption that the tunneling matrix is a constant is reasonable for the interpretation
of experiments in superconductors (band gap 1-10 meV), but not for Scanning Tunneling
1In the sense that tunneling current density is a one-dimensional vector along z-direction.
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Spectroscopy (STS), where all sorts of materials are studied, including semiconductors with a
band gap of a few eV. An expression for an energy dependent tunneling matrix is thus, necessary.
To do so, we write the wavefunction of electrode A as:
ψA(z) = ψA(0)e−κAz (2.11)
Where κA =
√
2m |EA |/~ is the decay constant corresponding to the energy eigenvalue of ψA.
Similarly, for electrode B:
χB(z) = χB(s)e
−κB (z−s) (2.12)
Because of the condition of elastic tunneling (2.7), the two decay constants are equal. Inserting










For a tip state with energy eigenvalue E = (ϕ̄ − ϵ) (see Figure 2.3) and using a linear expansion
























Where M(0) is given by equation 2.13. As we are interested in understand how one can do
spectroscopy in a STM, we need to use measurable quantities i.e. how this energy dependent
tunneling matrix would affect the tunneling current. To do so, we plug equation 2.15 into 2.10,









eV + ϵ)ρB(EF −
1
2






Which is the most generalized expression for the one-dimensional tunneling current density in
Bardeen’s theory.
To understand better the role of energy-dependent tunneling matrix (equation 2.15), we plug
typical values for the above constants. For a κ0 of 11 nm−1, a work function of 5 eV, a distance
between tip and sample s of 1 nm and a bias voltage of 1.0 V, the ratio of the maximal contribution
(ϵ=0.5 eV) and the minimal contribution (ϵ=-0.5 eV) is e2.2 ≈ 9. So, for a positive bias, we have
almost ten times more electrons tunneling from the 0.5 eV if compared to -0.5 eV. In other words,
for states near the Fermi level of the tip, the decay constant is smaller and the tunneling matrix is
higher (more current contribution) and for states near the Fermi level of the sample, the decay
constant is higher and tunneling matrix is smaller (less current contribution).




∝ ρs(EF + eV )ρT (EF ) (2.17)
This is the basis of the Scanning Tunneling Spectroscopy (STS), as, at bias voltage V, tunneling
current is proportional to the sample DOS at energy EF + eV as if the tip DOS is concentrated
at Fermi level. Figure 2.3 illustrates the change of variable and the asymmetry in the tunneling
spectrum.
Figure 2.3: Energy dependence of Bardeen’s tunneling matrix. In a positive bias, states close to the Fermi energy
of the tip has a higher contribution in the total tunneling current. Extracted from [1].
2.3.3 Inelastic Tunneling Spectroscopy
In previous section, we have shown the basics for a metal-insulator-metal tunneling junction. In
1966, by putting some molecules in the tunneling junction, Jaklevic and Lambe [34] found an
interaction between the tunneling electrons and the vibrational states of the molecule. At the bias
voltage correspondent to the vibrational frequency of the molecule, small bumps were seen in
the tunneling current, more easily seen when performing the second derivative of the tunneling
current in respect to the bias voltage. The experiment was confirmed by an isotope substitution
of the first molecule [35]. Several years after the pioneer work of Lambe and Jaklevic, Inelastic
Electron Tunneling Spectroscopy (IETS) was considered a major spectroscopic technique inside
a STM [9, 36].
In order to understand the process behind IETS, consider that the potential function of electrode
B contains a vibrating polar molecule, with resonant frequency ω, and a time-dependent potential
such as:
U = U0cos(ωt) (2.18)








wheremAB is the amplitude of the tunneling matrix element. Following the exact same steps as
in equation 2.5, the tunneling probability term can be written as:
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pAB = |cB |
2 = |mAB |
2 4sin2[(EA − EB ± ~ω)t/2~]
(EA − EB ± ~ω)2
(2.20)
a b
Figure 2.4: (a) Molecule placed between two conductive electrode with vibrational energy ~ω and (b) the energy
diagram correspondent to the inelastic tunneling condition. Adapted from [1].
For larger t, equation 2.20 approaches:





2δ (EA − EB ± ~ω) (2.21)
With higher probabilities close to EA = EB ± ~ω. Therefore, in addition to the already studied
elastic tunneling term, equation 2.20 suggests changes in the energy of the tunneled electron
following the vibration energy of the molecule.
Inelastic tunneling process plays a major role in Chapter 3, in which the energy lost by the
electron is transferred to a localized surface plasmon in the junction before a potential radiative
decay [37].
2.4 Tersoff-Haman Model
A year after the successful implementation of the STM, Tersoff and Haman (TS) have developed
a widely known STM model based on Bardeen’s theory of tunneling [22, 38]. From all the
equations presented until now, tunneling characteristics are always a convolution between tip
and sample electronic properties. TS, thus, simply suggested replace the unknown character of
tip states by a atomic s-orbital wavefunction, which is spherically symmetric with respect to the
center of curvature r0 of the tip (which has a radius R). From [22], we can write the wavefunction





The Bardeen Tunneling Matrix can be written as:
MTS ∝ ψTS (r0) (2.23)
And, finally, tunneling current would be:
I
V
∝ ρS (E f , r0) (2.24)
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The TS model is a highly valuable tool because it regards the STM image as an straightforward
interpretation, depending uniquely on the LDOS of the sample at the Fermi level in the different
points of the sample. Because of the s-type orbital condition, TS does not always satisfactory
predicts atomic corrugations. A whole derivation rule for any tip orbital was developed by Julian
Chen, but it is beyond the scope of this text [1, 39].
The power and relatively mathematical simplicity of modeling tip apex as an sphere is also used
in the next chapter, in which the resonance of the plasmonic modes that form in the confined
region of the tunneling junction is partially explained by tip geometrical features.
2.5 Ultra High Vacuum/Low temperature STM
An overall picture of the STM we have used is displayed in Figure 2.5. The microscope operates
at ultra-high-vacuum (≈ 2 × 10−8 Pa) and supports low temperature conditions (≈ 12 K when
LHe is used and ≈ 79 K with LN2). The load lock chamber is equipped with a turbo pump and
allows a fast change of tips and sample to the STM chamber. In the main chamber, the sample
insertion is made by a wobble stick. The microscope is also equipped with a body lock driver to
mechanically isolate the microscope head. Figure 2.5 shows three different microscope views.
Being a surface technique, it is natural to expect to have sample and tip cleaning procedures
inside the chamber. We classify them as in-situ and ex-situ, being the first related to the ones
performed in tunneling conditions while is the second is performed inside the UHV but outside
the microscope. In-situ techniques and procedures are often preferred because their effectiveness
can be seen right away during sample image.
Figure 2.5: A picture of the STM used in this work. The microscope is divided in two sections (main chamber and
load lock). Cryogenic liquid flows in a open circuit through the transfer line.
In-situ methods, such as a sharp increase of the STM bias, was reported to be fully reproducible
in achieving atomic resolution. The high field treatment restructure the tip apex due to intense
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and short electrical field increase [40, 41]. This hypothesis was later confirmed applying this
electrical field variation and observing it with a field-ion microscope [42] and widely supported
by other works [43]. Another very common in-situ treatment is the controlled collision between
the tip and the sample. As beautifully explained even in their first STM experiments, the inventors
Binnig and Rohrer used it for their measurements in the Si(111)-7x7 [44, 45]. Demuth [46]
provided experimental evidence that during a mild collision of a W tip with a Si surface, the W tip
picks up a Si cluster. The tip then provides atomic resolution and a crater is left on the Si surface.
The pz dangling-bond state on the Si cluster is the origin of the observed atomic resolution. Tip
ex-situ treatments, such as filament heating and electron bombardment are also available and
have been sporadically executed but as we do not have an objective way of comparing before
and after we can not quantify their efficacy.
Regarding sample treatment, which are naturally all ex-situ, we can perform three different
procedures. (i) Filament heating and (ii) electron bombardment can be done in all sorts of
samples. (iii) DC heating is available in semiconductor samples simply by using an adapted
sample plate with electrical contacts at each side of the sample. Figure 2.6 resumes all the
available ex-situ treatments of the tip and the sample.
a b c
Figure 2.6: In a, the tip can be thermally treated in-situ by filament heating or electron bombardment. In b, tip stage
and sample stage. In c, sample treatment can be done by filament heating, electron bombardment or DC heating.
2.6 Silicon(111)-7x7 Reconstruction
The 7x7 reconstruction of Si (111) surface was one of the most intriguing problems in sur-
face science. Before the 80’s several theoretical efforts have dealt with the structure of this
reconstruction. The complexity of the large unit cell with was a serious issue for deriving an
unambiguously model. In 1982, the problem was partially elucidated by the authors Binnig and
Rohrer themselves using the Scanning Tunneling Microscope [47] .
In 1985, the dimer-adatom-stacking-fault (DAS) model for Si (111) - 7x7 surface was first
proposed [48] and was heavily based on Binnig and Rohrer measurements in 1982. STM images
had shown that there are 12 adatoms in each unit cell, a corner hole in each cell corner and
dimers in the edge of each half unit cell. Besides, half of the unit cell suffers from a stacking
fault. The general features of DAS model are: i) 12 adatoms per 7x7 unit cell; ii) a hole in each
corner; iii) three dimers (two bounded atoms) on each side of the triangular halves; iv) stacking
fault in one of the halves and v) 19 dangling bonds in each unit cell (reduced from 49 of the
unreconstructed surface) [48, 49] (see Figure 2.7).
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A Silicon surface was investigated through imaging and tunneling spectroscopy. To do this, we
used chemically etched tungsten tips2 to scan the sample at UHV and low temperature conditions.
The sample was prepared ex-situ inside the UHV chamber using DC Heat stage. For the heat
treatment, visual inspection was used to estimate temperature. To obtain a clean surface, a
overnight heating at 400-800 °C was performed while 10 second flashes at 1300-1500 °C were
used to sublimate the silicon oxide and forms the actual 7x7 reconstruction.
a
b c
Figure 2.7: DAS Model for Si(111) 7x7 reconstruction. In a, top view of an array of cells. The top (b) and side (c)
view of one unit cell is also show. Extracted from [49].
Figure 2.8: Silicon step height profile and detailed area showing reconstruction patterns. Image was taken with
+1.5 V bias and 500 pA tunneling current under 77K.
2Appendix B shows the fast circuity we have developed in order to prepare sharp tungsten tips.
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At left in Figure 2.8, a large area of 800 nm x 800 nm was scanned. We have used the step height
profile 1 as a calibration measurement for the z piezo direction. The first remarkable feature of
this image is the corrugation of less than 2 nm even for 800 nm lateral size and for an area with a
formation of several reconstruction steps. The presence of triangular structures is also a clue of a
successful reconstruction. The zoomed area, which has approximately 120 nm x 120 nm clearly
shows the reconstructed surface adatoms.
At Figure 2.9, we show a dual bias scan (each direction scans a different applied voltage) of ±1 V
while keeping the same tunneling current of 500 pA. To better understand the contrast origin of
this image, we can use the predicted DOS using DAS model such as show in figure 2.10. At -1 V,
rest atom scanning is favored due to increased conductance, while at +1 V, adatoms are favored.
Atomically resolved measurement for negative bias is not straightforward because the distance
between rest atoms are smaller than adatoms (see Figure 2.7) [49]. Another interesting aspect
of negative bias image is that half the unitary cell suffer from a stacking fault, which severely
reduces the density of states in half of the unit cell. This can be directly seen by the "brighter"
and "darker" adjacent triangles in Figure 2.9 and are in agreement with the DAS Model cited
above.
a b
Figure 2.9: Si (111) 7x7 reconstruction for -1 V (a) and +1 V (b). The current was fixed at 500 pA and image has
256x256 pixels. Negative/Positive bias images are profoundly different and they highlight features according with
the LDOS distribution. Images were taken at 77 K.
Figure 2.10: At left, first principle DFT calculation to determine local density of states (LDOS) of the surface of
the reconstructed silicon for each atom at the first, second and third layers. At right, we show the predicted LDOS.
Adapted from [49].
In order to better understand this bias-dependent imagining, we performed STS measurements,
which is actually the proper tool for spectroscopy. Before showing the spectrum, we must
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underscore that STS measurement only began to behave reproducible after we did a well-known
procedure of tip fracture by field emission [1], where we retract tip from sample (previously at
tunneling condition) by about 100 nm and ramp the applied voltage until 100-150 V, entering in
the field-emission tunneling regime. Emission current increases up to approximately 1 µA and, at
certain point, it falls abruptly, meaning the tip suffered a fracture close to its apex. This fracture
happens at a preferential plane and the oriented tip has a flat DOS, more suitable for meaningful
STS measurements. The procedure we took is sketched at Figure 2.11 and Fowler-Nordheim
equation (2.25) predicts current versus tension behavior [50]. Graph 2.12 shows a linear regime
of the logarithm of current density over the square of the electric field when plotted against the









As the course motor does not have any way to figure its own position, we do not know how much
the tip was shortened. We have used a single step retraction at the motor which moves around
50-100 nm (following manufacturer indication). The exact value of tip retraction was not critical
as we were able to functionalize the tip even with different retraction distances (ranging from
50-150 nm). Ramp voltages and threshold current, however, change dramatically.
Figure 2.11: A tip in a typical tunneling condition (a) is brought 100 nm apart from sample using course motors in
z direction of the tip (b). We put an external power supply to ramp the voltage to values up to 100-150 V and an
abrupt drop of current means tip suffered a rupture in a flat DOS plane (c). Tip is brought again to typical tunnel
conditions now with reproductive STS spectras.
Spectra acquisition was done using a field-programmable gate array (FPGA) based lock-in. The
bias ramp is modulated by a small value (5-30 mV) in a high frequency fashion (800-1000 Hz).
The measured current passes through a second order high-pass filter with the frequency cut-off
set at a smaller frequency, typically 500-650 Hz. Doing this way, we remove the low frequency
noise during data acquisition. Approximately 100 spectra were taken and averaged.
As Feenstra beautifully demonstrated [51], tips with reproducible tunneling spectra generally
does not show atomic-resolution image, evidencing a sort of compromise between spectroscopy
and imaging. We can picture this compromise in scheme 2.11: after the rupture of a sharp tip,
the new plane would blunter tip apex, reducing STM lateral resolution. As our project is axed in
spectroscopy (electronic and light collection), it is interesting to grasp and understand the spatial
resolution vs reproducible spectra relation we are trying to attain. In the case of Silicon (111) 7x7,
we were able to reach atomic resolution after field emission treatment, such as shown in the inset
of Figure 2.13. Worth to remember, however, that adatoms interdistance is predicted as 0.76 nm,
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more then three times higher than the typical atomic separation of 0.1-0.3 nm. Highly Oriented
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Fowler-Nordheim Tunneling
Figure 2.12: Graph of the current divided by the square of voltage versus the inverse of voltage measured during
tip functionalizing procedure. Equation 2.25 was satisfied and thus the observed tunneling current was, in fact, due
to Fowler-Nordhem field emission. Uncertainty bars are inside white dots.
One of these STS, reported in Figure 2.13, shows these two features at positive and negative bias.
Due to the slow acquisition time, the features of rest atoms and adatoms, respectively at -1 V and
+0.5 V, overlap and atomically resolved STS could not be performed. It is important to remark
that our group is still learning spectroscopy. It is not an easy measurement because tip density of
states also plays a role, as demonstrated by equation 2.17.
Figure 2.13: STS performed on reconstructed Silicon (111). Features from multiple atoms appear due to high
acquisition time (60 sec) plus the thermal drift of the sample. It was used an lock-in amplifier and results were
averaged 100 times. STS was taken at room temperature.
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To spatially characterize the sample, Figure 2.14 was taken at 13 K to reduce thermal drift. It
has 16 nm in lateral size and has a 188 pm total corrugation amplitude with 1.5 V bias and 500
pA current. The bright spots pattern are center and corner adatoms as show by DFT simulations
in Figure 2.7. The distance between central adatoms is estimated in 0.76 nm by DAS model,
which is close to the 0.75 nm measured. Atomic corrugation was determined in 40 pm. Although
not strong, there is a contrast between the adatoms immediately around the corner hole (corner
adatoms) and the ones at the middle of two adjacent corner holes (center adatom). Corner
adatoms have a stronger corrugation, evidencing a higher local conductivity (or LDOS) at the
applied bias we have used.
d=0.76 nmd = .76nm
Figure 2.14: Silicon (111) 7x7 reconstruction at 13 K. Images were taken with V=+1.5 V and I=0.5 nA.
2.7 Chapter Conclusion
In this chapter, we have focused in the two main features of a Scanning Tunneling Microscope:
imaging and tunneling spectroscopy. Image corrugation, a consequence of variations in the
local density of states, allow us to localize energy-selected features in the relevant scale. Silicon
adatoms, for example, are usually seen under positive bias. On the other hand, negative bias
probes more efficiently the reconstruction stacking fault and the rest atoms. Our results are in
agreement with already reported literature [47, 48, 49]
Tunneling Spectroscopy scans the bias voltage and directly measure the local density of states
(LDOS) at tip position, allowing us to investigate available electronic states of the sample with
high spatial resolution. Because the detected tunneling current is convoluted with contributions
from both the sample and the tip, a tip characterizations is often necessary in order to have
meaningful spectroscopic results from the sample. Data acquisition with a lock-in amplifier is
usually very important, specially for noisy environments. It allows one to perform STS with
higher signal to noise ratio because frequencies lower than the selected cutoff does not contribute
to the total acquired signal.
It is important to remark that this thesis deals mostly with nano-optical spectroscopy. Tunneling
spectroscopy, however, does not directly probes this. In the next chapter, we have discussed what
are the different mechanisms of light emission inside a tunnelling microscope and how one can
collect the photons in order to obtain information about the nanometric structure that lies just
below the tip.
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3 Nano-optics in a Scanning Tunneling
Microscope
3.1 Chapter Objectives
In this chapter, we have discussed the luminescence that is induced by passing a tunneling current
through a sample inside a Scanning Tunneling Microscope, which we name Scanning Tunneling
Microscope Luminescence (STML) from now on. A brief theoretical description of the problem
is presented along with the available light emission mechanisms in a tunnel junction.
The whole instrumentation aspect of the design of the optical system have been presented:
the mirror, the nanomanipulator and the support chamber design; the mechanical and thermal
simulations performed and the alignment procedures. Our results of light emission due to
localized surface plasmon is presented together with a supporting mathematical description.
Tungsten and Pt/Ir tips were compared and their results interpreted with the help of their dielectric
frequency-dependent response function.
3.2 Introduction
Nobel Assembly said in 2014 in a press release - after researchers Isamu Akasaki, Hiroshi
Amano and Shuji Nakamura were announced to be the Physics Nobel Laureates - that "Their
invention were revolutionary. Incandescent light bulbs lit the 20th century; the 21st century
will be lit by LED lamps" [53]. This statement is one - from several - recognizing the absolute
importance of studying the interaction of electromagnetic radiation with electric charges. Photon
emission by recombining charges is at the core of not only LEDs, but also stimulated (LASER)
sources and many other devices that form valuable scientific tools and everyday commercial
devices.
It is still a challenge to access these interactions at the nanometer scale due to spatial mismatch
of tightly focused light beams and the extension of electron wave function in atoms inside
molecules. A further step toward this goal was consecrated at that very same year, when Nobel
Prize in Chemistry was awarded to W. Moerner, E. Betzig and S. Hell due to the pioneering
study of spectroscopy in single molecules by using wavelength selectivity [54].
Decades of strategies to address and overcome diffraction limit led the still growing field of
nanophotonics [55]. Scanning probe microscopies are now being systematically used to probe
individual molecules/structures by local field amplification. Raman and fluorescence signals of
molecules close under these enhanced fields would be significantly enhanced. The increase of
the spontaneous emission, widely known as Purcell Effect [56], have led to the emergence of Tip-
Enhanced Raman Spectroscopy (TERS) [57] and Surface-Enhanced Raman Spectroscopy (SERS)
[58], important techniques often studied inside a scanning probe microscope (SPM). Further
advances in nanophotonics with SPM include induced luminescence and Raman spectroscopy
from individual carbon nanotubes [59, 60], real-space mapping of molecular vibrational modes
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and electronic orbitals by light emission [61, 62] and dipole-dipole intermolecular interaction
between organic molecules [63].
Figure 3.1: Different Scanning Probes studying optical near-fields. (a) Scanning near-field optical microscope
(SNOM) enhances the locally scattering from the object, including a variation called apertureless SNOM. THz-STM
and STML uses the same principle but rather measures the current through the tunneling junction. Adapted from
[64].
There are several methods of combining light with local scanning probes. When a nano-antenna
is moved over the sample, the enhanced local electrical field allows us to perform optical
spectroscopy with high spatial resolution [64]. The possibly combinations are exemplified at
image 3.1, in which optical excitation-collection (a), optical excitation - electric collection (b)
and electric excitation - optical collection (c) is shown. Therefore, a similar technique as the one
suggested in this project is Scanning Near Field Optical Microscope (SNOM), which breaks
diffraction limits employing an optical near-field evanescent field through a subwavelength
aperture with typical spatial resolution at the order of 100 nm. While putting a aperture greatly
increases the spatial resolution if compared to traditional lens focusing, the field effect could
be further increased at the tip apex by simple lighting rod effect [65]. On the basis of this
principle, apertureless SNOM (a-SNOM) provides a wavelength independent optical resolution,
in which the geometry of the tip apex plays a significantly role. The tunnelling current in STM,
which has a exponential dependency with the distance, can be used for further control of the
junction-sample distance and the imaging capability of the microscope provides additional spatial
characterization of the local topography.
3.3 Light Emission Mechanisms
Photon emission in a tunneling junction metal-insulator-metal was first demonstrated in 1976 by
John Lambe and Mc Carthy [37], even before the development of the first Scanning Tunneling
Microscope by Gerd Binnig and Rohrer in 1981 [44, 45]. Lambe created a technique that yields
a broad-band light emission in which he interpreted in terms of inelastic tunneling excitation of
optically coupled surface plasmon modes (see section 2.3.3). Finally, the first collection inside a
STM was done in 1988 by Coombs [66] using a Si (111) 7x7 reconstructed sample. In 1989,
Gimzewski observed light emission from polycrystalline Ag films [67] and, in 1990, Abraham
[68] reported the first luminescence induced by the recombination of holes with electron into
cleaved (110) GaAs/AlGaAs heterostructures in STM.
Several reports in STML show basically four different dynamics in which the tunneling current
induce photon emission (see Figure 3.2). For metallic samples, tip-induced surface plasmons
localized in the tunneling cavity decays radiatively with a typical quantum efficiency (QE) of
the order of 1 × 10−4 photons/electrons [69, 70] and their optical spectra show characteristic
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peaks in the energy peak corresponding to the resonance energy of a plasmonic mode [37]. For
direct-band gap semiconductors, electrons tunneling from the STM tip diffuses in the conduction
band and eventually suffer a radiatively recombination. Silicon dangling bonds could also emits
in a direct dipole transition between the surface state of the tip and that of the sample [66, 69].
Finally, organic molecules also irradiate due to direct transitions between two orbitals of the
molecule just below the STM tip. This emission is weak and is only observed when a strong
insulator is put between tip sample to reduce interaction between molecule and metal [61].
a b
c d
Figure 3.2: Different mechanisms in which light emission could happen inside a scanning tunneling microscope. In
this work, we have studied tip-induced surface plasmon (TISP) light emission. Adapted from [69].
In our laboratory, we are concerned specially with light emission related to tip induced surface
plasmon and electron-hole recombination in direct band-gap semiconductors.
The present work, however, deals strictly with tip-induced surface plasmon (TISP) emission
and semiconductor samples is a future project. The reason we are only working with TISP is
basically due to easiness of such emission, as virtually any metal-insulator-metal junction is
enough to emit photons by TISP. In this sense, we do not need to find luminescent features in
order to guarantee photons emission. Because of that, we have only used the STM feedback
system to control tip-sample distance, but we have not imaged our sample.
3.4 Plasmonics
Long before scientists realized the existence of surface plasmons or even began to study optical
properties of materials, ancient "nanotechnologists" had already used the manipulation of the
size of nanoparticles to construct beautiful masterpieces. Lycurgus cup, an ancient glass chalice
(Late Roman Empire, 4th century AD), has a green color when in reflecting light, while it shines
in red when illuminated from inside (transmission).
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Today, electromagnetic properties of metal-dieletric interface are better known due to systemati-
cally efforts of scientists over the century, notable Gustav Mie [71] and Rufus Ritchie [72, 73].
The field is still increasing motivated by the development of complex nanofabrication techniques,
such as electron litography and by modern characterization techniques, such as the Scanning
Tunneling Microscopy (STM) and the Transmission Electron Microscopy (TEM).
Figure 3.3: Lycurgus Cup: an ancient nanophotonic technology. British Museum ref: 1201.1. Source: British
Museum.
Following Jackson’s Classical Electrodynamics notation [74], the interaction of metals with
electromagnetic fields can be completely described within the frame of Maxwell’s equations:
∇ · D(r, t) = ρ(r, t)
∇ ×H(r, t) = J(r, t) +
∂D(r, t)
∂t
∇ · B(r, t) = 0




Which connects macroscopic fields (D, the displacement field, E, the electric field, H, the
magnetic field and B, the magnetic induction) to an external charge density ρ and current density
J.
As we are interested in the frequency response of waves instead of its evolution in time, we work
with the Fourier transform both in space and time domain of Maxwell’s Equations:
ik · D(k,ω) = ρ(k,ω)
ik ×H(k,ω) = J(k,ω) − iωD(k,ω)
ik · B(k,ω) = 0
k × E(k,ω) = ωB(k,ω)
(3.2)
Where k is the wavevector and ω is the wave frequency. We also have assumed a negligible
variation of the dielectric response function. In short, we have worked with linear, isotropic,
non-magnetic and dispersive medium. The constitutive equations can be written as:
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D(k,ω) = ϵ0E(k,ω) + P(k,ω) = ϵ(ω)E(k,ω)
B(k,ω) = µ0H(k,ω)
(3.3)
Where ϵ(ω) is the frequency dependent permittivity whose is in general a complex function,
ϵ(ω) = ϵ′(ω)+ iϵ′′(ω) and is connected to the complex index of refraction ñ(ω) = n(ω)+ iκ(ω) =√
ϵ(ω)/ϵ0. ϵ0 is the absolute permittivity of the free space and P is the local field polarization.
In absence of charge and current density, we can combine the set of equations 3.2 and 3.3 and
apply the identity k × k × E = k(k · E) − k2E to obtain the wave equation in the frequency-
wavevector domain, or Helmholtz equation:






To explain the optical properties of plasmons, we have used Drude Model1, where an electron
gas of density N is assumed as it can freely propagate behind a positively charge fixed core.
These electrons start to oscillate in the presence of an electromagnetic field and are damped with
a characteristic rate Γ = 1/τ , given by equation 3.5. The frequency-dependent dielectric function










is called the plasma frequency, e is the charge of the electron and m is the
electron mass.
3.4.1 Bulk Plasmons
The dispersion relation of transverse electromagnetic fields can be determined from Helmholtz
equation (3.4) simply by the transverse condition k · E = 0. We thus have k2 = |k2 | = ϵω2/c2. If






There is no propagation of electromagnetic waves below the plasmon frequency ω < ωp . For
ω > ωp , waves propagate with a group velocity vд = dω/dK < c. An interesting situation is
the special case ω = ωp , whose ϵ(ωp) = 0. In this case, we have a purely de-polarizing field
E = (−1/ϵ0)P and a collective longitudinal excitation mode is formed. The longitudinal nature
of them can be seen from equations 3.4 and 3.2. For a vanishing magnetic field k × E(k,ω) =
ωB(k,ω) = 0, Helmholtz equation reads ϵ(ω) = 0 which is the definition we have given above.
This charge oscillation is called bulk plasmons and due to its longitudinal nature, they cannot
couple to transversal (TM or TE) electromagnetic fields and thus does not radiate.
1See Appendix A for further details.
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3.4.2 Surface Plasmons in a Dielectric-Metal interface
Surface plasmons are electromagnetic excitations that propagates between an interface of a metal
and a dielectric medium. In order to understand behaviour of these excitations, we start with
Maxwell’s equations (equations 3.1 and 3.2) and the appropriate boundary conditions [74, 75]:
a b c
Figure 3.4: (a) Schematic representation of a surface plasmon (SP) propagating along a planar junction. (b) The
field in the perpendicular direction (z) decays exponentially with different rates for each electrode due to its purely
imaginary wavevector. (c) The dispersion curve for a SP indicates that coupling between light and the plasmon
mode is not possible. Adapted from [75].
Dd,z = Dm,z, Bd,z = Bm,z
Ed,x/y = Em,x/y, Hd,x/y = Hm,x/y
(3.7)
Where the indices (d) and (m) indicate the dielectric and metal, respectively. It is possible to show
that under these conditions, no transverse electric (TE) modes exist, but only transverse-magnetic
(TM) propagates along x-direction [76] (see Figure 3.4a). Solving Maxwell’s Equations for












































Below plasma frequency Re(ϵm) < 0 and |ϵm | > ϵd . Both the sum and the product are negative
ϵd + ϵm < 0 and ϵdϵm < 0, which means that kx is a real value and kd,z and km,z are imaginary
values. The purely real wavevector means that a monochromatic wave plane with a general
complex amplitude in the form of U0exp (ik · x − iωt) would have a purely complex propagation
term. For a purely imaginary wavevector, ik · x term would be real and wave amplitude decays
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with distance. This absence of propagation accompanied by the exponential decay with distance
in a EM wave is called an evanescent wave.






Figure 3.5: Dispersion relation obtained using Drude Model. Top curve (black) indicates the dispersion for
bulk oscillations, while bottom one (red) for surface plasmons in a dielectric-metal interface. Dashed line is the
dispersion curve for light in a dielectric medium. Note that both plasmon curves does not intercepts with light
dispersion, meaning they do not directly couple to light. Adapted from [77].
Equation 3.10 shows first that the surface plasmon (SP) curve is always at right compared to
light dispersion, meaning they do not couple to light due to energy-momentum mismatch. The
asymptotic behavior of SP is very explored in plasmon-based waveguiding. This is because, for
a given optical frequency, plasmon wavelength is very small when compared to light [75, 79].
This is the physical description of surface plasmons in a metallic-dielectric boundary. What
happens if we establish the geometry of the metal instead of assuming a semi-infinite plane? As
we discuss in the next section, this is the case of another fundamental plasmonic excitation, the
Localized Surface Plasmon (LSP).
3.4.3 Localized Surface Plasmon in a Metal-Dielectric-Metal Junction
LSP is a non-propagating (group velocity vд = 0) plasmon excitation on metallic nanostructures
embedded in a dielectric medium. For small isolated metal particles, the clear distinction we
have made above between bulk plasmons and surface plasmons vanishes. An external field can
penetrate into the volume and move the conductive electrons inside the lattice. The coherently
shifted electrons together with the restoring field represent an oscillator, whose behaviour is
largely defined by particle geometry. These LSP modes have discrete resonances rather than
continuous dispersion curves such as the one showed for surface plasmons in Figure 3.5 [6, 18].
In this section, we are concerned with Localized Surface plasmons confined in tunneling junctions.
They have been object of several discussions, specially when dealing with spectroscopy of single
molecules [61, 80]. The model of Rendell and Scalapino [7] was developed in 1981 and is still
today used to describe a metal-insulator-metal plasmon confinement junction. In their work,
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excitations are localized by the microstructures with strong dependence on junction geometry
and material.
The first attempt to analytically determine the surface-plasmon excitation in a tunnel junction
was developed by L. C. Davis [81], in which the tunnel junction was divided into three regions
of complex dielectric functions, correspondent to the left electrode, the barrier and the right
electrode. Maxwell equations were solved for source terms given by the quantum mechanical
description of transition current and charge. Current and charge density were written in terms of







ρ = −eψ ∗RψL
(3.11)
Rendell, on the other hand, solved in a similar fashion, but with other assumptions regarding the
charge density and using the tip shape not as a plane, but as a sphere. In Rendell description, shot
noise in the electron tunneling process is what drive the existence of surface plasmons. Although
directly used by Rendell, this assumption was not confirmed until 2010 by the experiments of
Schneider, Schull and Berndt [82].
a b
Figure 3.6: (a) Geometry of a spherical metal particle above a metal film used by Rendell to estimate localized
surface plasmon in a STM. (b) Rendell also predicted the angular distribution of intensity (≈55°) as well the
polarization of radiation. Adapted from [7].
Because we have dealt with nanostructures whose size is at the same order of magnitude or
smaller in comparison to the wavelength of light, retardation effects are neglected and instead of
fully solving Maxwell’s Equations, Laplace equation (3.12) plus the boundary conditions are
enough [74].
∇[ϵ(r,ω)∇ϕ(r,ω)] = −ρ(x,ω) (3.12)
According to Rendell, the resonant frequencies of the localized surface plasmon (LSP) can be
expressed as a function containing the bulk plasmon frequency of the metal substrate. Using the




ϵ0 + tanh(n + 1/2)β0
(3.13)




, n is the mode number, ϵ0 is the constant permittivity of the surround-
ing medium and r is the radius of the sphere centered at a distance (d + r) above the metal surface.














where ωSP = ωp/
√
2 is the limiting surface plasmon frequency for a planar dieletric-metal
junction.
As expected by previous discussion, the surface plasmon modes are dipoles oscillating perpen-
dicularly to the surface and confined by the tip and sample whose wavevector is in the order
of l =
√
2dr . The charge is concentrated at the apex and forms a dynamical duo with its own
image. All these complex characteristics also gives rise a maximum of emission at an angle
approximately 55° to the surface normal, as showed in Figure 3.6.
Albeit Rendell model successfully explains TISP modes, there is still one point that remains
opened. The assumption that the tip material is a perfect conductor masks the observed red
(or blue) shift in the luminescent spectra when the same sample is studied under different tip




















A very interesting discussion on how surface plasmons radiate and how its emission is very
dependent on local geometry can be done using measurements of film-coupled nanospheres
[83]. The system consists in a nanosphere over a metal film and separated by a thin dielectric
film of thickness d as we have shown in Figure 3.7. The dielectric film must be compared to
tip/sample distance while the nanospheres to the tip apex. From electromagnetic theory, charge
distributions induced on the nanoparticle induce image charges within the conducting layer [74].
As one reduces the dielectric layer, the nanoparticle interacts with itself in the same fashion as




Figure 3.7: (a, b) Net polarization of the radiated light is explained by the interaction of the spherical nanoparticle
with its own charge image. (c) 60nm gold spheres over gold film separated by a 40nm dieletric film and (d) directly
touching. The spectra (c, d) are red-shifted. Adapted from [83].
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In thick layers, the nanosphere optical properties could be simple view as as those of an ideal
polarizable dipole. When the thickness is reduced, the component of parallel polarization
interferes destructively due to mirrored image of its charge image and the emission begin to
appear as doughnut shape (predicted with a maximum at ≈55° by Figure 3.6). It also suffer from
a strong red-shifting that is explained by equation 3.15: as the distance d is reduced, the resonant
energy reduces accordingly.
3.5 Electromagnetic Density of States
In order to formally define which physical quantity is being measured by STML, we considered
our tip/sample interaction as a single dipole p in the frame of a classical electromagnetic
formalism, following mostly Carminati et al., Lukas Novotny and Bert Hetch work [84, 85]. We
determine the power loss of this specific system and use it as a bridge to relate with the local
electromagnetic local density of states (EMLDOS). We have also assumed that all the power lost
from the optical nano-antenna is transferred to the far-field, i.e. neglecting ohmic losses.
First, we must define the EMLDOS. Using statistical physics, we define the electromagnetic
energy density at a point r and frequency ω as [86]:
U (r,ω) = ρ(r,ω)
~ω
exp(~ω/κBT ) − 1
(3.17)
Where ρ(r,ω) = ρe(r,ω) + ρm(r,ω) is the total local electromagnetic density of states, electric
and magnetic, respectively. It is possible to show that, for the electric part, the local density of





In which the electric Green Function is defined by the Helmholtz equation (equation 3.4) as:
∇ × ∇ ×GE(r, r,ω) − ϵ(r,ω)
ω2
c2
GE(r, r,ω) = δ (r − r′)I (3.19)
And I is the unitary tensor. In the simplest case of a point dipole (dipole moment p) located at r′,













<[J · E∗]d3r (3.21)
Where < represents the real part. Current density J can be written as a localized source
J = −iωpδ (r − r′). Substituting in equation 3.21 and using the identity<(ix) = −=(x) ∀x ∈ C




<[−iωp · E∗(r′)] =
1
2
ω=[p · E∗(r′)] (3.22)









n ·GE(r′, r′,ω) · n
]
(3.23)
Where n is a unitary vector that points in the direction of the dipole moment p. For the dipole,






n ·GE(r′, r′,ω) · n
]
(3.24)
The projected DOS is related to the radiative field at an specific direction. If we sum partial DOS








Finally, we can write the power loss of a single dipole p as a function of the projected ELMDOS









The model we have just used is the simplest one. It uses the electric scalar Green function to relate
it to important quantities such as the electric field elsewhere and the total power loss from an
optical nano-antenna. Equaton 3.20, however, does not account for non-radiative decay, meaning
all the energy lost by the antenna are transferred to the far-field. In this case in particular, local
electromagnetic density of states, thus, is equal to the local radiative electromagnetic density of
states (rELMDOS).
In general, however, radiative and non-radiative density of states are written as ρe,n(r′,ω) =














Where ϵ′′(ω) is the imaginary part of the dieletric function, S is a surface with R−→∞ enclosing
the medium, V runs over the entire space and R and NR stands for radiative and non-radiative,
respectively. As we also have shown in Appendix A, NR decay channel are purely ohmic losses
of the nano-antenna.
3.6 LSP and Inelastic Tunneling
In practical terms, STML spectra of plasmonic nano-antennas does not always probe the rEML-
DOS because they are excited by an inelastic tunneling process (see section 2.3.3) and therefore
the energy distribution of the tunneling electron also plays a significant role [64, 89, 90].
In the same fashion as we did for the elastic tunneling current (equation 2.10), we can write a
general expression for the inelastic tunneling current upon an energy loss of ~ω:
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Iinel (~ω, eVbias) ∝∫ eV
0
ρT (ϵ + ~ω − eVbias)f (ϵ + ~ω − eVbias)ρS (ϵ)(1 − f (ϵ))Tinel (ϵ, ~ω, eVbias)dϵ
(3.28)
Where Tinel is an analogous to the Bardeen’s Tunneling Matrix for the inelastic case and f is the
Fermi-Dirac (FD) distribution. Notice how the factor ~ω in the distribution has an important
consequence in the STML dynamics: any photon energy ~ω over tunneling bias eVbias is not
allowed. Following traditional literature on the subject, we have named this result as quantum
cut-off effect [37, 89]. For the sake of simplicity, we write the effect ignoring the temperature-
dependent smearing that arrives as consequence of the FD distribution:
~ωco = eVbias (3.29)
If we design a collection system with total efficiency ηe f f , the light intensity we detect (S) by a
plasmonic nano-antenna emission is given by the combination of equations 3.26 and 3.28:
S(ω,Vbias, r′) ∝ Iinel (~ω, eVbias)ω2ρRe,n(r′,ω)ηe f f (3.30)
The term Iinel (~ω, eVbias) accounts for the electronic properties of the junction, ρRe,n(r′,ω) accounts
for the photonic properties of the cavity and ηe f f is the system collection efficiency.
It is clear that electronic and photonic properties of the system under study are intrinsic properties
that we can not always manipulate. This leave us the efficiency ηe f f as the parameter that, if
increased, would benefit all sorts of STML experiments.
3.7 Light Collection Approaches
The light emitted in a STM can be considered to have its origin from a point source located at
the tunneling junction. A large collection angle would be better for higher collection efficiencies,
but, on the other hand, aligning high numerical apertures optical systems could be technically
challenging due to the reduced depth of field. Several different collection approaches exist and
they form a continuum of trade-offs that we briefly review below.
For STM in air, the straightforward solution is to place an optical fiber as close as possible to
the tunneling junction [91, 92]. Considering the fiber angular selectively due to its numerical
aperture, it is relatively easy to do angle-resolved experiment. Ultra High Vacuum (UHV)
systems imposes a more complex challenge and usually light is collected by a lens [66, 68] or
an ellipsoidal reflector [93], which have typically solid angle coverage of approximately 15%
and 47%, respectively. The combination of good efficiency, angle selectivity and possibility of
polarization resolved measurements put the lens as the most versatile approach.
Highly efficient systems, such as parabolic mirror have already been used in transmission electron
microscopes [18] and even been subjected to patenting [94, 95]. If we wish to increase solid
angle collection using them, we also need to develop a very robust alignment system. We suggest,
then, to use a parabolic mirror mounted in x-y-z linear positioners with a resolution of a few





Figure 3.8: Several collection approaches can be used to collect light from a STM. In a, an optical fiber is placed
close to the tunneling junction, while b increases collection by using a lens instead. An ellipsoidal reflector (c) can
also be used, increasing efficiency at least three times in compared with the lens. Adapted from [14].
A big challenge for this design is because mirror needs to have a hole drilled aligned with its
focal point at an error margin given by tip diameter. Because of this, it is also necessary an
alignment camera in order to cross the tip through the mirror body. Figure 3.9 shows the idea of
using a parabolic mirror to collect the light.
Figure 3.9: Scheme of the suggested collection system. A parabolic mirror is used together with three independent
x-y-z linear positioners. Extracted from [96].
3.8 Mirror Design
As this collection solution has been subjected to a patent, we do not report the exact dimen-
sions and quantities involved in the design of the mirror. Vital concepts for a comprehensive
understanding of the system, however, are deeply discussed.
For a symmetric parabolic curve z = 12p (x
2 + y2), it is sufficient to describe all its geometrical
parameters with the so called p parameter, directly related to the parabola concavity. To define
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a finite solid in space, we need the symmetric parabolic curve and two more arbitrary planes.
The first chosen plane is defined by the distance between the sample and the edge of the mirror.
The second one is the total height of the mirror, whose mirror efficiency is expected to grow
asymptotically with height increase, as shown in Figure 3.10.
A Python3 program was done in order to estimate mirror efficiency when considering a point
source positioned at the tunneling junction. For a parabolic reflector, maximum efficiency was
obtained at around 72% considering only the hemisphere. Mirror height was a compromise
between the highest possible collection with the maximum available distance between piezo tip
scanner and sample in our STM.
Figure 3.10: Heat map of the collection as a function of parabolic parameter p and the total height H of the mirror.
Actual values omitted.
To further understand the collection system, another ray optics program was written. The point
source was kept still and the mirror was scanned along the x-y axis, with the mirror-sample
distance constant. Results showed that if mirror focal point is 5 µm inside and around the light
source (tunneling junction), collection efficiency keeps at least 90% than the nominal maximum
(see Figure 3.11). Simulations were done considering the collection would be done by a 600 µm
optical fiber 30 cm away from the mirror. As this alignment requirement extends to the three
independent axis x-y-z, it is necessary to position the mirror in a volume V = 43π5
3µm3 around
the focal point.
Figure 3.11: Mirror efficiency simulation around the focal point. The required alignment was estimated in 5 µm in
each independent axis when the collection is done by an 600 µm fiber and 30 cm away from the mirror.
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3.9 Nano-manipulator and UHV Chamber
The x-y-z nanopositioners are ceramic piezoelectrics and they have a sensor coupled to a bottom
trail which allow us to know the exact position of the three positioners with a repeatibility of
±50 nm. The x piezo, responsible for mirror insertion and removal, must be able to reach the
tunneling junction but also must be able to be completely removed from the STM body if one
wish to change the sample or the tip. Y and z directions should have enough room to pass through
the hole drilled at STM shield and allow samples with different heights to be measured. Table
3.1 summarizes the features of the piezos used. They are manufactured by SmarAct GmbH, SLC
Series. An exploded-view drawing of the nanomanipulator is shown in Figure 3.12a.
Feature Value
Blocking force >3.5 N
Max. normal force (20 N) 30 N
Max. lift force >1.5 N
Total range (16 mm) 63 mm
Sensor resolution 50 nm
repeatability ± 30 nm2
Table 3.1: Technical characteristics of the high travelling distance piezos we used in the nano-manipulator design.
They are grease-free and UHV compatible. Values inside parenthesis are for the x and y piezos.
The chamber in which the nanomanipulator is attached has three axials 70 mm CF Flanges and 2
longitudinal 150 mm CF Flanges (Figure 3.12b). It was also designed with rotatory flanges to
reduce chamber total length and, consequently, the distance the light travels before arrives in the
lens/fiber coupling. The viewport used is made from Saphire, which has a 95%+ transparency in
near infrared (IR) and visible range.
b
Figure 3.12: Exploded view (a) of the nano-manipulator installed in our custom UHV chamber (b). The chamber
has three Lateral 70 mm CF flanges and two 150 mm CF flanges.
We also underscore the care it was taken for the design of the mirror support, showed in Figure
3.13. Modern STM’s have always their heads damped with the aid of low K springs to isolate the
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tunnel junction from outside vibrations. In our optical system, the mirror is attached to the STM
body in a rigid manner. Therefore, in a mechanically noisy environment, the tunnel junction is
stationary but the mirror is not. In order to reduce instabilities, the support was designed in such
a way that the first modal resonances are far from typical low frequency vibrations of 4-100 Hz
coming from periodic sources such as air compressors and pumps.
a b
f = 1147Hz f = 498Hz
Figure 3.13: Mechanical simulation of the holder of the mirror. Modal analyses calculated resonances at 1147 Hz
for the holder alone (a) and 498 Hz for the entire manipulator (b). Simulations were done with Autodesk Inventor
2018 [97].
The strategy to design high frequency resonant parts is to always increase mechanical stiffness
without proportionally increase total mass (Equation 3.31). The standard way of doing this is to
add material close to the fulcrum/hinges and reduce at its maximum the weight far away from
support points. The first modal mode was found to be around 1147 Hz for the holder alone and






Figure 3.14: The STM with its optical detector assembled. The microscope was operating at room temperature and
high vacuum conditions. An optical table was designed and attached directly to the manipulator chamber.
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All the screws used were vented ones, reducing virtual leaking by air bubbles trapped after screw
fastening. The manipulator was machined in Aluminum 6061 alloy, UHV compatible. Finally,
any two pieces with high surface contact between themselves were separated by washers in order
to improve outgassing. We checked the main chamber pressure before and after the assembly of
our optical system and the UHV condition was maintained (2 × 10−9 Pa).
A final remark about the mechanical design includes the construction of an optical table that
attach directly to the optical UHV chamber. No modal analysis were done but the system showed
stable after inspection under reflective experiments (see Figure 3.14).
3.10 Optical Collection Circuitry Efficiency
The optical circuitry begins with the collection of photons from the tunneling junction. The
light is transmitted from UHV to air though a Saphire viewport and, then, coupled to a array
of optical fibers by an aspherical lens. The input side of the bundle is arranged in a circular
geometry, while the output side is linear. The linear side is coupled to the spectrometer entrance
and collected in by a Charged Coupled Device (CCD) or by a Photomultiplier Tube (PMT). The
spectrometer we used is the model iHR 320 mm from Horiba. As we have changed light entrance
architecture from the standard slit to a fiber-coupled system, the optical fiber numerical aperture
is determined by spectrometer focal length in order to be able to focus at the CCD camera plane.
Two options are equivalent in the point of view of collection efficiency: using a single optical
fiber with high core size or a bundle of fibers densely packed. As we are mainly interested in
measuring spectra, the fiber bundle offers a better choice, as we can keep core size of individual
fibers low while keeping total available area. The fiber bundle has 19 fibers each one having
100 µm core size and 0.10-0.14 numerical aperture. The choice of 19 fiber relax the alignment
requirement from 5 µm (see Figure 3.11) to 13.5 µm because of the increased collection area.
We are now going to estimate the effective efficiency of the whole circuitry (at an arbitrary
wavelength of 520 nm). This would be the factor ηe f f we mentioned at equation 3.30.




Where subscripts e f f , trans and det denote, respectively, effective, transmission coefficient
and spectrometer/CCD efficiency. Ω is the solid angle that the designed mirror covers from an
isotropic light emission.
The transmission factor is 82% which are due to the Saphire viewport and the reflectivity of the
aspherical lens. The detection of the system includes both the efficiency of the diffraction grating
(model 530 29 from Horiba, with 600 lines/mm and blaze at 500 nm) and the quantum efficiency
of the CCD. These values are, respectively, 65% and 36%. All the numbers we have used are
provided by the manufacturer.
Finally, as the mirror solid angle was calculated at 72% (see Figure 3.10), the whole system yield
is, then:
ηe f f ≈ 14%. (3.33)
We expect, thus, that 39% of the emitted photons would be detected by our CCD camera.
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3.11 System Alignment
During the course of almost an year, we have tried many different approaches in order to reach a
reliable and reproducible alignment recipe. Most of the first tries were based on laser injection in
which the photoluminescence (PL) signal from a highly luminescent sample was used in order
to estimate the position the mirror. Three significant problems arose from this configuration,
however, (i) as sample height would need to be standardized; (ii) sample would need to be
changed without disturbing mirror position and (iii) laser injection must be always well aligned
so injection and collection would share same peak intensity position. Here, we report the one
we have used the most. It relies on basic geometric reasoning and does not achieve complete
alignment at first try. We have divided, then, in a two step process: course and fine alignment.
Before describing alignment steps, we must say what are the restrictions of this three-corpses
problem. Tip has only movement in z direction (vertical at the plane of this page), sample
has movement in x-y directions (y is horizontal at the plane of this page and x is the off-plane
direction) and mirror has movement in all three x-y-z directions. The goal is thus find the x f ,y f
pair that aligns the mirror relative to the tip. The last mirror position, z f , is the one that aligns
the mirror relative to the sample. As tip only movements in z, the three corpses would be aligned
between themselves after tip engagement.
For the course alignment, we have divided the procedure in four distinct steps: 1) pass the tip
through mirror hole; 2) align the tip with respect to the mirror focus; 3) align sample with respect
to the mirror focus and 4) engage the tip. These steps are exemplified in Figure 3.15.
Figure 3.15: Scheme of the steps performed for the alignment of the tip-mirror-sample in the collection system.
Step 2 goal is to align mirror with the tip laterally while step 3 aligns all of them vertically.
To further control step 1, it was carved a cylinder and a conical shape during mirror machining,
as showed in Figure 3.16. The conical extrusion was made a few degrees more open than the
oblique view from the bottom where we use a camera for course tip approach. During tip
insertion, we use its own cast shadow to control the position and effectively pass it through the
hole.
To align tip and sample (step 2 in Figure 3.15), tip must be positioned in the focal point of the
parabolic mirror. As it could be guessed by the scheme, this step is done visually simply using
the concept of infinite magnification. In first-order approximation, the mirror can be viewed as a










Where f is the mirror focal length, d is vertical distance from tip apex to parabola vertex and d’






Where m is the system magnification, defined as m = −d′/d = h′/h, where h’ and h is the object
and image height, respectively [98].
Figure 3.16: A camera is placed at a bottom viewport at an angle of 54°. The conical aperture of the mirror was
made with an angle of 60°. In this way, we have further control of tip insertion through mirror hole.
The object (the tip) has around 250 µm of diameter. When the tip fills the entire reflective area of
the mirror, we can estimate the magnification of the system and also how close the tip is from
the mirror focal point. In our case, tip apex is placed less than 10 µm from the focus.
To align mirror-sample (step 3 in Figure 3.15), we use exactly the same principle. Figure 3.17
shows increment of 25 µm from mirror in z direction. 3.17c shows the aligned situation while
3.17b and 3.17d shows it under and over focus, respectively.
a b
c d
Figure 3.17: In a, mirror is much lower than the sample and as we approach them (b), some rays illuminate the
mirror until it reach its peak position at the focus (c). Moving further from focus (d) also reduces collected light.
The last step of the alignment is simply put the tip into tunneling condition using the automatic
approach via STM software. The FWHM of the alignment was measured - using STML signal -
for the z position and was calculated in approximately 16 µm, as showed in Figure 3.18. Y and x
directions have shown similar values.
46












Z  ( u m )
A l i g n m e n t  r e q u i r e m e n t
f o r  a  1 9 x 1 0 0 u m  f i b r e  b u n d l e .
F W H M  ~  1 6  m i c r o n s
Figure 3.18: The alignment FWHM using a 19 fiber bundle was estimated in 16 microns for the z direction. Other
directions show similar values.
Afterwards, we must align the aspherical lens-fiber coupling outside the UHV. In order to do
it, we shine a incandescent light bulk into the linear fiber side and illuminate the mirror with a
collimated beam. The collimated beam guarantees the proper fiber-lens coupling distance and
the portion we have shone tell us the total collective area. Collimated beam diameter  is chosen
by lens focal length and is simply given by  = 2f sinna.
The last part of the alignment is signal maximization playing on all the available degrees of
freedom. They are basically the 5 knobs (x-y-z-θ -ϕ) on the lens-fiber coupling system, where θ
and ϕ are the vertical and horizontal angles, respectively, and the fine adjustment on the x-y-z
position of the mirror. We have used steps of 1 µm and were able to find a clear maximum for all
three directions. Also, it is possible to have a cross-talk between these directions and hence a
many cycle interaction alignment is necessary.
Spatial (pixels) Spatial (pixels)
Figure 3.19: At left, grating in reflection mode during light collection experiment to check which and how many
fibers from the bundle were being illuminated. In right, grating in dispersive mode.
Figure 3.19 shows, at left, the collected signal in grating reflective mode and, at right, in
dispersion mode. There are at least 13 (over a maximum of 19) illuminated fibers, meaning the
minimal beam size we have obtained is approximately 1.3 mm. This value is larger than we have
expected and probably indicate a misalignment between the lens-fiber coupling. We have tried to
reduce the spot size by changing the fiber distance with respect to the lens, but beam propagation
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is more complex than we have forecasted. Additional characterization should be done in the near
future.
3.12 Luminescence Spectra
3.12.1 Sample and Data Acquisition
In order to detect our first STML signal, we have used, as a sample, the Pelco High Performance
Silver past from TedPella, Inc. [99]. It consists in polycrystalline silver flakes with the average
size around 20 µm embedded in an inorganic silicate solution.
Figure 3.20: TedPella, Inc. High Performance Silve Paste was used as our sample test. It is made of polycrystalline
silver flakes with average size around 20 µm.
In this context of detecting luminescence, we distinguish three different ways of performing and
interpreting the results: (i) Collect localized spectrum from a fixed tip position, (ii) display a
photon map, whose contrast is related to the integrated intensity for each acquired pixel and by
(iii) Spectral Image (SPIM), where each pixel acquires a spectrum and the whole image becomes
a data cube. SPIM is the most powerful way to study luminescence because it combines both
other methods. This type of spectral analyze have been extensively used in Chapter 4.
We have collected localized spectrum because sample extreme roughness poses a problematic
situation for STM imaging. Despite roughness, sample is fairly homogeneous and we are not
required to find any particular luminescent feature in order to detect light.
3.12.2 Preliminary Spectra
We first used tungsten tips, whose tip radius is more controllable than Pt/Ir because of the
electrochemical milling. Figure 3.21 shows our first acquired spectra using 10 V bias and 5 nA
tunneling current. Each spectrum were integrated 15 s and CCD was working in 1 MHz read-out
frequency. Measurements were performed in High Vacuum conditions (≈ 10−6 Pa).
The first striking difficulty was the successive tip restructuration when submitted over a high bias.
In order to identify these different conditions, we use the current and topography scope available
in the STM software. If we would have an stable junction, current and topography would look flat
as there is no scan and tunneling current feedback is on. At random times, however, topography







Figure 3.21: Emission spectra from polycrystalline Ag using W tip when with different tunneling conditions. The
high applied voltage restructure tip apex and consequently change resonant energies.
Upon different tip conditions, both the intensity and the spectrum of the collected light spectra
changed. Spectra a-e in Figure 3.21 shows the different observed spectra, for example. As
these conditions were not controlled at all, it is difficult to conclude the origin of these distinct
quantum yields. As we have shown in equation 3.27, non-radiative power losses are related
to the imaginary part of the dielectric response function and this had been supported by many
other works in STML [10, 100, 101]. The intensity change may indicate that tip and sample
could be exchanging material or even that there is an adsorption process between the tip and the
environment.
The geometric factor of Rendell/Malshukov model ( 4
√
d/2r ), equation 3.16, explains the origin
of the change in the resonance frequency of the plasmonic modes. During tip restructuration, its
radius and distance also undergo a change. The multiple peaks are higher order modes that were
also predicted by Rendell [7]. At this early stage of mesurements, very little predicted behaviour
was observed.
3.12.3 Tungsten and Pt/Ir Tips
We compared the local field enhancement from Pt/Ir and W tips. We used the (PMT) to detect
an integrated spectrum over different applied bias, as showed in Figure 3.22. We realized two
key features regarding the role of different tips. (i) Pt/Ir showed a smaller emission threshold
because at approximately 1.5 V we were able to detect our first photons while, for W tips, this
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threshold voltage increased to 2.0 V; (ii) Yield of tungsten tip was reduced if compared to Pt/Ir,
meaning less photons counts for the same tunneling current and same applied bias. They were
also inconsistent, heavily dependent on sample position. Both measurements were performed in
High Vacuum conditions.
Figure 3.22: Relative total intensity from Tungsten and Platinum/Iridium tips. Emission was observed from 1.5 V
using Pt/Ir and 2.0 V using W. Photon emission using tungsten tip was weaker and inconsistent. Tunnel current was
set in a fixed value of 20 nA for both cases.
To try to explain the different emission thresholds, we simply look at the bulk plasmonic factor
(ωT−S ) from equation 3.16, which is shown in Table 3.2 for different tip/sample pairs. The values
were extracted from Ordal et al. and Johnson and Christy work of noble metals [102, 103].
As tungsten has a higher bulk plasmon frequency, it is expected that its resonance is at higher
energies if compared to Pt/Ir. A quantitative analyses shows that the ratio ωW−Aд / ωPt/Ir−Aд is ≈
1.11 which, in fact, does not fully explain the threshold ratios 2.0 eV / 1.5 eV ≈ 1.34.
Material Ag Au Pt/Ir W
Bulk Plasmon Frequency [eV] 3.9 2.6 6.6 10.4
Tip-Sample Material - Au-Ag PtIr-Ag W-Ag
ωT−S [eV] 3.1 4.7 5.2
Table 3.2: The bulk plasmon frequency and the ωT−S term defined in equation 3.16 for different combinations of
tip-sample materials. Bulk values were extracted from refs. [102, 103].
The additional shift suggests that tip radius also plays a role. Because Tungsten tips are fabricated
via electrochemical etching rather than mechanical cut as in the case of Pt/Ir, its reduced tip
radius blue shifts the resonant modes, in agreement with Rendell/Malshukov Model.
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The reduced emission of Tungsten tip is related to the higher internal damping, as we have briefly
mentioned in previous subsection [10, 100, 101]. In Figure 3.23, we have used the values of the
complex index of refraction ñ = n + iκ from ref. [104] to estimate the imaginary part of different
materials using Equation 3.36 over the desired energy range 2. For energies over 1.5 V, Platinum
and Iridium have similar values and similar decreasing behaviour. Tungsten has a more intricate
response function, specially for lower energies. It is, nevertheless, well-behaved from 1.8 eV and
above.
ϵ′′(ω) = 2nκ (3.36)
The inset of Figure 3.23 compares the imaginary part of the dielectric response function between
Tungsten and Platinum (our tip is 80% Pt and 20% Ir) and shows the progressive increase of
the W imaginary dielectric values in comparison with Pt for energies above 1.8 eV. As we were
comparing intensities from 2.0 eV and above (Tungsten emission threshold), this suggests that a
































Figure 3.23: Frequency response of the imaginary dielectric function of Iridium, Silver, Platinum and Tungsten. The
imaginary part of Platinum is progressively smaller than Tungsten at approximately 1.8 eV. Values were extracted
from the real and imaginary parts of the index of refraction in ref. [104]. Inset image is a zoomed area of the main
plot.
Additional photon quenching in tungsten tips could also be caused by the presence of oxides,
mainlyWO3, specially considering we were not working in UHV conditions.
3.12.4 Observed Quantum Cutoff
Pt/Ir tips offers, therefore, a better condition to perform our STML experiment because tip is
oxide-free, emission is strong at the visible range and, at this energy window, ϵ′′(ω) is smaller.
This time, we also kept a low STM bias (<3.0 V) due to previously experience with tip instabilities
2In Appendix A, we show the relation between internal damping (or ohmic loss) and the imaginary part of the
dielectric function.
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at 10 V (see Figure 3.21). Image 3.24 shows a series of spectra with different bias voltages with
a constant tunneling current of 71nA.
First discussion of this series of spectra is the remarkable presence of the quantum cutoff effect,
predicted simply by the FD distribution at equation 3.28. Figure 3.24 shows highly asymmetric
curves, specially the ones with the applied bias below 2.0 V. The two upward arrows indicate -
with matching colors - the photon energy correspondent to the applied bias. It shows, for 1.8 eV
and 2.0 eV, that there is practically no photons at energies over the applied voltage. The energy
smearing around this maximum value is given by the thermal energy of electrons κBTRT ≈ 25
meV.
Following equation 3.16, there is a dependency of the emitted spectrum with the tip/sample
distance. As we did the measurements with the closed-loop feedback on, the tip/sample distance
was changing, which clearly would predict an energy shift in the plasmonic resonant frequency.
In order to estimate the peak change, we plug typical numbers for a very simple current-voltage-
distance dependency of I ∝ Vbiase−κd . If one doubles the bias, V ′bias = 2Vbias , resonance shifts
from ωLSP = 1.70 eV to approximately ω′LSP = 1.74 eV, less than 50 meV. The energy shift
observed from the crescent applied bias, therefore, is weak-related to the shift predicted by the
differences in the tunneling distances. Most of these spectra are not properly developed because
of the imposed quantum cutoff.
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Figure 3.24: Series of emission spectra from polycrystalline Ag using a mechanically cut Pt/Ir tip. Tip restructuration
was not observed during spectra acquisition. The arrows at the bottom show the quantum cutoff effect for 1.8 V and
2.0 V applied bias. CCD dwell time was 2 s.
As we had further increased the applied voltage, we have observed tip restructuration and the
spectra were no longer comparable. For the 2.5 V bias, total collection efficiency was estimated
in ηe f f = 10−8 photons/eletrons. Comparing this value to the available literature in TISP, we still
52
see a three order of magnitude reduced signal intensity [14, 64, 69]. The reason for this reduced
emission is still unknown by the date. A few reasons could be contributing to this: non-UHV
conditions, oxidation on the polycrystalline Ag sample or even misalignment of our system.
For the 2.5 V applied bias curve, the light spectrum has 0.4 eV FWHM (Γ) and is centered at
~ωpl=1.7 eV, resulting in a quality factor of Q = Γ/(~ωpl ) ≈ 4.25 eV, close to what was expected
for a LSP, which usually lies at Q ≈ 5-12 [105, 106] for the dipolar mode. What is the origin of
beam broadening in these emissions? How could we increase emission energy selectivity in our
experiment?
At this specific case, we have used a high tunneling current of 71 nA - unusual for a typical STM
measurement - in order to increase photon counting. The closed feedback system, however, has
a better performance at lower currents, typically at 0.1-2 nA. The practical consequence is that
tunneling current was not fully stable, meaning it was actually oscillating around the central
value of 71 nA. Consequently, the tip/sample distance d and LSP resonance frequency were
oscillating as well. This is indeed observed by Suzuki et al. when they had gone from room
temperature to LN2, the improved stability of tunnel junction narrows the emitted light spectra
[13]. We, however, have not checked this behaviour experimentally.
3.13 Chapter Conclusions
A description of light emission due to localized surface plasmon resonance is provided and the
results were discussed throughout the chapter. The plasmonic mode resonance is modeled using
a classical electromagnetic theory done by Rendell and Malshukov. The model considers the
tip apex as a sphere and the sample as a plane. It predicts the resonant frequency as a product
of an intrinsic bulk resonance energy term and a geometric one, as portrayed by equation 3.16.
Light intensity is explained by the competition between far-field radiation and a non-radiative
ohmic loss of the induced nano-antenna. Non-radiative loss is related to the imaginary part of
the dielectric response function and this has been directly shown by the role of two different tip
materials. We have also observed a consequence of the tunneling dynamics predicted by FD
distribution, whose a quantum cutoff does not allow emitted photons in energies above the STM
applied bias.
Albeit we have shown the test and design of a light collection system for a STM, there is still
many performance benchmarks one must do before fully characterize the system. Regarding
the actual efficiency of our system, we must perform experiments in a much more controlled
environment. The standard experiment would be light emission from TISP modes from a
Au tip over a reconstructed Au(111) surface at UHV conditions. The obtained spectra and
quantum efficiency can thus be meaningfully compared to the available literature [107, 108].
Nevertheless, one must remember the proof-of-concept nature of the experiment so we could test
our architected light collection device.
As a final remark, we also would like to point out the possibility of using the designed mirror to
other purposes, specially light injection. In this sense, photoluminescence (PL) (Figure 3.25)
and Raman Spectroscopy can be performed 3.
In the case of PL, one detect peaks - in general - above excitation wavelength. Cathodolumines-
cence and Photoluminescence share a lot of similarities and thus PL can be used to find a high
density of luminescent features over an area of a few µm2. A PL measurement in demonstrated
at Figure 3.25, in which the signal can be used to find islands of quantum dots of CdSe/ZnS. If
3We have not discussed PL and Raman in this work. As very popular techniques, they can studied elsewhere
[109]
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the system is well aligned, PL has maximum emission close to the focus of the parabolic mirror
and, therefore, at the tunnel junction.
Figure 3.25: In-situ photoluminescence of core shell quantum dots of CdSe/ZnS using the collection system
developed. Laser power was 20 mW and λ=530 nm. Laser was injected using optical fibers.
54
4 Electronic and Optical Spectroscopy in
a Scanning Transmission Electron Micro-
scope
4.1 Chapter Objectives
While the entirety of the previous chapters were performed in Brazil, in this chapter we discuss
the activities performed at the Laboratoire de Physique des Solides (LPS), Université Paris-Sud,
Orsay, France. We have done optical characterization of metallic nanostructures by electron
energy loss spectroscopy (EELS) and electron energy gain/loss spectroscopy (sEEGS/sEELS).
As usual, the chapter begins with a basic theoretical formulation of the techniques, followed by
the description of the results in EELS and sEEGS/sEELS.
Gain spectroscopy uses a laser to induce an evanescent field in the sample that is subsequently
mapped by the electron probe much like as the traditional loss spectroscopy. The main objective
was to improve gain technique - using a continuous electron gun - in comparison to the first
implementation performed by Das et al. [11]. Many technical challenges were preventing us to
profit from the most interesting aspects of gain spectroscopy. The unsustainable average laser
power, for example, melted the sample before signal detection, while the poor spatial coherence
of our light source dismantled the spatial correlation from the SPIMs. The work we have done
contributes towards the solution of these problems.
4.2 Introduction
An electron microscope, in a utterly simple way, is a microscope that employs accelerated
electrons as a source of illumination. The invention of the electron microscope was attributed
to Ernst Ruska in 1931 [110]. The first prototype comes from Ruska early workings in a fast
cathode-ray oscillograph where the most important parameter for accuracy was size of writing
spot and its energy density. Hans Busch, an colleague of Ruska, had calculated that the electron
trajectory when passing through an magnetic field from a short coil has the the same effect in
the electrons as has a convex lens in the light. Ruska’s attempt to check Hans Busch theory is
regarded as the very first electron microscope constructed.
The first Scanning Transmission Electron Microscope (STEM) - which uses a focused electron
beam in the specimen rather than parallel illumination - was designed and constructed by Manfred
von Ardenne in 1938 [111]. The development took place several years after the TEM and grew
from different origins and motivations. Von Ardenne STEM comes from his early efforts of
developing a Scanning Electron Microscope (SEM) based of camera tubes for televisions. The
motivation of STEM was Ardenne’s awareness that the transmitted beam does not need to
be refocused in a fluorescent screen and the image would not be degraded by the chromatic
aberration of the imaging lens. Within 9 months of development, von Ardenne was able to
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observe imges with lateral resolution as low as 10 nm [112]. In 1944, however, von Adenne’s
STEM was totally destroyed during an air raid in Germany and another machine would not be
reconstructed until 20 years later during the successfully implementation of field emission gun
by Albert Crewe [113].
a b
c
Figure 4.1: Schematic diagram of the first STEM built by Manfred von Ardenne (a). In b, Photograph of the
microscope and, in c, image of ZnO crystals showing a resolution in the scan direction of 40nm. Extracted from [2].
4.3 Scanning Transmission Electron Microscope
Figure 4.2 describes the STEM we have used. It is a Vacuum Generators (VG) HB 501. It uses
a cold Field Emission Gun (cFEG) whose energy dispersion is 0.3-0.6 eV depending on the
operating conditions. Free electrons are accelerated up until 30-100 keV and a pair of condenser
lens adjust gun demagnification. The beam passes through an (objective) aperture and is focused
by the objective lens into a small electron spot at the sample plane. In a very general way, the
spot size is written as [114]:







Where r is spot size, r0 = Mrд is the Gaussian radius given directly by the demagnification (M)
of the gun crossover size rд, rs is the disk radius disc associated with the spherical aberration, rc
is associated with chromatic aberration and rd is diffraction disc. For non-corrected microscopes,
spherical aberration is the most important factor that prevents a smaller probe size and it can be
calculated as rs = 14Csα
3
0 , where Cs is the spherical aberration coefficient and α0 is the half-angle
opening at the sample which is adjusted by the objective aperture. In this work, we have only
used the 7.5 mrad aperture. Probe size in VG HB 501 at this condition is estimated in 0.5-1 nm
[114, 115].
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Figure 4.2: Ray diagram of the electron beam from the gun up until the image formation at ADF and energy
analyze at EELS camera. Condenser lenses are responsible of gun demagnification, deflection coils raster the beam
into x-y plane and objective lens provides the high numerical aperture/demagnification of beam at sample plane.
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The scanning procedure is done by a pair of deflection scan coils. Image formation in a STEM
is usually divided between bright field (BF) and annular dark field (ADF) detection. Signal
interpretation between these two types of detection are very different: BF collects a coherent
signal while ADF collects an incoherent signal, washing out dynamical diffraction effects from
the image. For this reason, ADF signal is often said to display a Z-contrast image (Z is the
material atomic number) [2, 116]. In this work, we have reported only ADF images and the
semi-angles of VG HB 501 range from 150 mrad to 200 mrad.
The annular characteristic of ADF allows one to use the direct beam to other purposes. The most
popular one is measure the energy loss suffered by the fast electron upon interaction with the
sample. This is done by a magnetic prism whose disperses the electron beam based on their
velocity (or Energy). This technique is named Electron Energy Loss Spectroscopy (EELS) and
is discussed in subsequent subsections.
A parabolic mirror is inserted in the microscope pole-piece and is usually employed to study
Cathodoluminescence (CL), the light emitted from the sample after interaction with the fast
electron. In this work, we have used the parabolic not as a light collection device but instead as
a device for light injection. This is the basis to perform stimulated Electron Energy Gain/Loss
Spectroscopy (sEEGS/sEELS).
4.4 Localized Surface Plasmons
4.4.1 STM and STEM Comparison
In section 3.4, we have discussed several basic principles of plasmonics, including bulk and
surface plasmons. We have also discussed localized surface plasmons, which emerges when
the related structures are neither bulk materials neither semi-infinite planes, but rather have
dimensions smaller or in the order of magnitude of optical wavelengths. In the case of STM, we
studied a very particular nanostructure consisting of a small (a few nanometers) sphere close to a
metallic plane or, equivalently, a system of two spheres of radius r separated by a distance 2d.
We have shown that Rendell [7] had developed an analytical expression for the resonance of the
discrete set of modes that appear instead of the continuum in the case of planar structures. The
analytical solution was only possible because retardation effects were neglected. In this case,
sphere radius was only a few nanometers and retardation due to the finite propagation time of
electromagnetic fields could be safely disregarded [74].
The close scanning probe in a STM obscure sample-only plasmon modes because the acquired
signal is inherently a convoluted information from the electromagnetic interaction between the
probe and the sample. As we have shown in section 3.6, the tunneling dynamic also has a
profound impact because the excitation relies on an inelastic tunneling channel.
STEM, on the other hand, has three major advantages over STM on mapping LSP. (i) STEM
probes using free, rather than bound, electrons. This means they do not suffer from inherent
electronic properties of the source (like FD distribution in STM junction). (ii) The source of
electrons in STEM is far from the sample. There is not, therefore, electromagnetic interaction
between them. (iii) In STEM, electrons travel at relativistic velocities, close to half the light
velocity for a 100 keV electron. Because of this (as we discuss in section 4.5), the sample
excitation in frequency domain covers a broadband range of the electromagnetic spectrum. EELS
spectroscopy, for example, is used either to study low energy excitations (0 - 50 eV) either high
energy ones (50 - 2000 eV).
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4.4.2 Plasmon Resonances as an Eigenvalue Problem
In section 3.5, we have defined the EMLDOS defined from the spectral energy density [86]. In
an equivalent way, we can also define it from the very similar situation Density of States (DOS)
is usually defined as a non-absorbing and non-dispersive medium enclosed in a cavity of volume
V=L3. In this situation, a discrete set of eigenvectors en and eigenvalues ωn exist and they satisfy
Helmholtz Equation as [117]:
∇ × ∇ × en(r) − ϵ(r)
ω2n
c2
en(r) = 0 (4.2)
And the eigenmodes also obey orthogonality:∫
ϵ(r)ea(r) · e∗b(r)d
3r = δa,b (4.3)
where superscript ∗ indicates the complex conjugate. The local electric part of the electromagnetic
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In a very interesting review, Carminati et al. [87] demonstrated the equivalence of definitions
from the eigenvectors inside a cavity and from the spectral energy density such as used in
mechanical statistics.
In the case of a LSP field, Boudarham and Kociak demonstrated that the project electric DOS
admits a modal decomposition [118]. They defined EMLDOS as the square modulus of the
eigenelectric field (eigenvector) along the polarization direction for each given eigenenergy
(eigenvalue) at every point in space and for a given electric field polarization. In this sense,






Where the sum runs over the i modes, u is the electric field polarization direction and the
projected direction of the EMLDOS and дi is the spectral function defined as:
дi(ω) =
2
ϵ1(ω)(1 + λi) + ϵ2(ω)(1 − λi)
(4.6)
In which ϵ1 is the dielectric function of the metal, ϵ2 is the dielectric function of the medium and
λi is an geometrical eigenvalue associated with the ith mode.
Putting in another words, a generalized particle of shape S forms a discrete set eigenvectors
predicted by the Helmholtz equations. These modes are described by their eigenelectric fields
and eigenenergies and are directly related to the projected EMLDOS as demonstrated in equation
4.5.
As we discuss in section 4.6, EELS measures the projected EMLDOS along the electron beam
direction and is, therefore, probing the discrete LSP eigenfunctions formed.
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4.5 The Basics of Electron Spectroscopy
In this section, we describe the evanescence nature of the electric field of a fast electron and,
consequently, how it interacts with the specimen. This formalism was developed by García de
Abajo in ref. [6].
For a fast electron with wave vector q, velocity v, crossing the sample at t = 0 and assuming the







δ (ω − q · v)eiq·rd3q (4.7)























1 − ϵv2/c2 is Lorentz contraction factor, R̂ is the polar coordinate from r = (R, z)
and K0 and K1 are zero and first order of the modified Bessel function.
Many interesting facts arise from this electric field behavior of the fast moving point charge.
The first comes directly from equation 4.8: the fast electron decays evanescently at larger
distances. Equation 4.8 can be seen as the electric field behaviour for each frequency ω and R
is in fact the only changing quantity for a fixed characteristic distance v/ωγe . This parameter
defines the physical extension of the evanescent field and thus is associated with the spatial
resolution of fast electron spectroscopies [119]. Second important consequence is that the
electrons travel at relativistic speeds (electrons at 100 keV travels at approximately 0.5 c) and
thus the electromagnetic influence of the fields only lasts a few hundred attoseconds because
sample thickness is usually in the order of a few nanometers. This short pulse in time domain is
translated in frequency domain as a broadband source of optical excitation with spatial resolution
ranging from 0.5-10 nm [3, 6, 119].
4.6 Electron Energy Loss Spectroscopy
EELS is generally divided in low-loss and core-loss, related with the electromagnetic interaction
of the fast electron either with outer shell either with inner (or valence) shell of the sample,
respectively. For this reason, core-loss is typically located at higher energies (50-2000 eV),
while low-loss is at lower ones (<50 eV). One could also define a third region, called zero loss
peak (ZLP), associated with the electrons that did not underwent energy loss and so is a direct
measurement of the energy spread of the electron gun.
In this work, which is focused in nano-optics, we have dealt strictly with low loss spectroscopy at
visible and near IR range. Low-loss EELS is often said to be measuring the response of valence
electrons or, more specifically, the electromagnetic response of the valence shell. For many
low-loss experiments, a classical dielectric theory explains most of the spectra [72, 78, 120, 121].
In this formalism, the material’s valence electron response is fully contained in the complex
dielectric constant ϵ(ω) = ϵ′(ω) + iϵ′′(ω). This formalism is the one we used in this work.
For low-loss EELS, the ZLP is particularly important because energy loss probabilities at this
energy range is usually quite weak, around 0.05-0.2% (depending on the nanostructure), and the
ZLP energy at these intensities can be as high as 2-3 eV. This long energetic distribution is often
called ZLP tail and it is one of the most limiting factor for low-loss EELS.
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In practice, one could either use an electron monochromator [122, 123] either a deconvolution
method [3, 124] in order to increase the experiment spectral resolution beyond gun intrinsic
value. As an example, Figure 4.3 shows a clear optical excitation at the near IR range. Mapping
with high signal to noise ratio was only possible because of deconvolution methods [125].
a b
Figure 4.3: STEM-EELS measurements in a Ag nanotriangle with 78 nm of lateral size. In a, the HAADF image
of the structure. In b, the EEL spectra acquired at corner A, including the original data and deconvoluted one.
Adapted from [125].
4.6.1 EELS and the Local Electromagnetic Density of States
A general mathematical description of EELS can be done by calculating the energy loss suffered
by a fast electron moving with constant velocity v along a straight line trajectory. The loss














We, again, use the Electric Green function defined by Equation 3.19 to write the electric field







Using equation 4.11 and modelling current density for the point charge as j(r, t) = −evδ [r−r(t)],
current density for electrons travelling exclusively at the z-axis is:
j(R, z, t) = −evuzδ (R − R0)δ (z − z(t))
= −euzδ (R − R0δ (z/v − t)
(4.12)
Where uz is the unit vector parallel to z-axis. In order to obtain the electric field in terms of the





eiωteuzδ (R − R0)δ (z/v − t)dt
= −eiωz/veuzδ (R − R0)
(4.13)
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(4.14)
The Fourier transform in spatial domain and with q = ω/v is:
f (q, t) =
∫
drf (r, t)e−iq·r (4.15)
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Putting in other words, García de Abajo and Kociak [126] have shown the connection between
EELS probability and the projected EMLDOS (in this case, along z-axis direction). As has been
shown here and for the STM induced luminescence, using Green Dyadic Function is an efficient
way to treat all electromagnetic phenomena regardless its nature (quasi-static, retarded, quantum
or classical, radiative or non-radiative). Indeed, if one uses quantum mechanic formalism, results
are still the same for both STML and EELS probabilities [87, 84, 127]. Cathodoluminescence
in STEM, for example, which probes the radiative electromagnetic interactions can also be
connected to the EMLDOS and, as in the case of STML, are usually written as rEMLDOS
[128, 129].
4.7 Electron Energy Gain Spectrocopy
4.7.1 Qualitative Description of sEEGS/sEELS
The idea of reversing the process of energy loss upon beam and sample interaction has its first
appearance in a seminar given by Archie Howie [130], whom suggested that an external field
could be used to accelerate an electron and thus energy gain would be detected. It is worth to
note that electron acceleration was already reported in many experiments even dating from the
60’s and 70’s [131, 132]. These experiments were later shown to depend on temperature and
even that the potential of electron energy gain as a thermometer is still today under study [133],
this does not consist as an interest of this work.
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In this sense, gain spectroscopy arose as a promising technique that could overcome the poor
spectral resolution endured by EELS, ultimately combining the spectral resolution from far field
techniques to the spatial resolution of electron microscopes. Since the first in-depth discussion
regarding the feasibility of the gain experiment by Abajo and Kociak in 2008, [134], gain
spectroscopy is thriving.
The very basic idea of the experiment is illustrated in Figure 4.4. More traditional spectroscopies
in a STEM, such as EELS and CL, rely on the energy loss the fast electron undergoes after
crossing the sample. We have discussed that these losses are related to the work done by the
induced discrete set of eigenelectric fields excited by the very same electron beam. The strength
of the electric field components at the far-field is related to the nanostructure light response and is
associated with the radiative EMLDOS (rEMLDOS). This quantity had already been introduced
in section 3.5.
On the other hand, stimulated electron energy gain/loss spectroscopy (sEEGS/sEELS) (only
the acronym sEEGS is used from now on for the sake of simplicity) uses an external light field
(a laser) in order to induce an evanescent field on the sample. This evanescent field is used to
overcome the energy-momentum mismatch between free electrons and photons and stimulated
energy gain/loss are detected in the traditional EELS spectrometer in peaks located at ±~ω
around the central ZLP.
Figure 4.4: EELS and Cathodoluminescence, more traditional spectroscopies in a STEM, suffer from poor spectral
resolution and poor intensity, respectively (a). Stimulated Electron Energy Gain Spectroscopy (sEEGS) potentially
solves both of these problems by offering laser spectral resolution altogether with a tunable intensity (b).
Even that a complete mathematical description of the CL have not been done in this work 1, it
plays a key role in order to understand sEEGS. sEEGS and EELS are related in the sense that
1Comprehensive discussion on the subject can be found elsewhere [5, 6, 18, 121, 128].
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both techniques study the electron energy dispersion. sEEGS and CL are related by the fact
that both probe the rEMLDOS. The natural question is, therefore, why would one use sEEGS
if EELS and CL are commonly available in many microscopes? (i) Gain probability is solely
related to the spectral width of the illumination system and not with the energy dispersion of the
electron gun. (ii) CL, albeit having a better spectral resolution than EELS, often suffers from low
emission probability (remember rEMLDOS is always smaller than EMLDOS) [119]. This can
be overcome in sEEGS because free-electron and photon coupling probability depends on the
available photon population and, therefore, on the laser power.
Finally, we should briefly give an insight on how one can use a nanostructure in order to couple
free-electrons and photons. Figure 4.5 shows the dispersion curves for photons in the free space
and 100 keV free electrons. Photon dispersion curve is ωph = qphc. For electrons, we have used
the non-recoil approximation [6]:
ωel = qel · vel − ~q2/2me ≈ qel · vel (4.19)
The curves do not cross each other and, hence, free electrons do not couple to photons due
to energy and momentum mismatch. However, for confined fields, Heisenberg uncertainty
principle ∆x∆p ≥ h/4π relaxes photon momentum and it becomes broader enough to cross
electron dispersion curve, specially at optical energies. As an example, we calculated wave vector
minimum uncertainty for a confined evanescent field around 5 nm. Wave vector uncertainty, in
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Figure 4.5: The relaxed momentum of photon upon field confinement overcome the typical energy and momentum
mismatch of free photons and fast electrons. Wave vector minimum uncertainty is ≈ 15 µm−1 when the confinement
is 5 nm.
4.7.2 Photon Induced Near Field Optical Microscopy
In 2009, Barwick, Flannigan and Zewail (1999 Nobel Laureate in Chemistry) developed the first
gain experiment, called PINEM (Photon-Induced near-field electron microscopy) [15]. Intense
optical pulses in carbon nanotubes and silver nanowires resulted in the direct absorption of





Figure 4.6: In a, BF image of the silver nanowires. In b, electron energy spectra irradiated with an intense fs laser
pulse at synchronized electron-photon condition and, in c, the energy-selected image at the laser energy. Scale bar
is 500 nm. Extracted from [15].
In 2015, Feist et al [16] demonstrated quantum state manipulation of free electron populations in
a pulsed electron microscope. They - again - used a femtosecond laser source to induce Rabi
Oscillations in the population of electrons, obtaining an outstanding agreement with the scaling
of an equal Rabi Multilevel quantum ladder, representing a light-driven quantum walk [135].
They also showed that after the interaction the superposition evolved as a train of attosecond
train, opening new possibilities in quantum cryptography.
a
b
Figure 4.7: In a, Feist et al. interpret his results as a light driven quantum walk, represented by Rabi Oscillations.
In b, quantum coherent manipulation of the electron energy is observed. Adapted from [16]
In 2017, Pomarico et al. performed for the first time what they have named spectrally-resolved
photon induced near field electron microscopy (SRPINEM) [136]. They used a tunable fs laser
source in order to probe different energies and, hence, resolving plasmon resonant (PR) strength
with a 20 meV energy resolution. Figure 4.8 shows different energy-selected images for distinct
energies.
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Figure 4.8: At left, TEM image selected at gain energies for different pump wavelengths. At right, the intensity for
each resonance was plotted against laser energy. Adapted from [136]
All of the experiments mentioned above were performed using an ultrafast electron microscope
(UEM), which an intense optical field can be employed without damaging the sample because of
the reduced average power. Barwick temporally mapped the evanescent field while Feist created
controllable electron pulse trains. Pomarico, on the other hand, performed energy resolved
measurements. The use of femtosecond laser pulse, however, broadens the energy resolution to
values as high as 20 meV.
4.7.3 sEEGS using a Continuous Electron Gun
The objective of this work is to depart away from the concept of energy gain in a UEM.
Similarly to the experiment performed by Pomarico et al., we are interested in spectroscopy. A
few interesting aspects arise from gain spectroscopy inside an stochastic electron source. (i)
The technique could be made simpler if ones wants to use an cFEG. Design an UEM using
a cFEG emission source is not an easy task [137]. Changing from pulsed and continuous
electron emission is intricate and would dramatically increase experiment difficulty. (ii) In a
stochastic electron gun, a pulsed nanosecond laser source - instead of femtosecond - would reduce
electron photon coupling orders of magnitude because the peak intensity is greatly reduced. The
experiment, however, is done in a more controlled environment inside a linear probability regime
[11]. (iii) Finally, as the laser pulse duration is not as short as in femtosecond sources, spectral
line width from laser can be as low as ± 30 pm (tens of µeV in optical ranges). Indeed, Pomarico
et al. acquired gain spectra with 20 meV spectral resolution (given by laser line width). State
of art monochromated microscopes, however, systematically reach 20 meV and below spectral
resolution [138, 139] and, hence, pushing spectral resolution down to a few µeV is only possible
with nanosecond and above laser sources.
In order to developed gain spectroscopy using an continuous gun, electron-photon synchroniza-
tion must be done using a fast blanker instead of an optical delay line as in the case of UEM. The
fast deflection is a pair of plates - placed before the EELS camera - in which an applied voltage
prevents the electron to reach the detection system. The ideal execution would reject all electrons
that did not arrive at the sample in sync with the laser and count electrons that had crossed
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the sample in sync with the external illumination. Figure 4.9 exemplifies the synchronization
electronics. The two parameters for a successful synchronization is ∆ and τON , which represent,
respectively, the delay between the electronic command to pulse the laser and open the deflector
(i.e. turn the voltage off) and the time interval the deflector voltage is off. Proper values of ∆ and
τON at the deflectors maximizes electron-photon coupling detection.
a b
Figure 4.9: Scheme of experimental setup for sEEGS experiment. In a, the strategy used to detect gain is synchronize
detection instead of the gun as in the UEM case. The laser is injected and focused into the sample (b) and the typical
EELS spectrometer detects not only energy loss, but also energy gain from electron-photon coupling. Adapted from
[11].
The laser we have used consists of a Nd:YAG as a pump laser and a resonator dye cell that is
then aimed to a diffraction grating to finally pump an optical fiber. The laser has a repetition rate
of 10 kHz and typical pulse duration is 5-30 ns. An scheme of laser optics is detailed in Figure
4.10. The laser used is a commercial Sirah Credo Dye Laser.
Figure 4.10: Optical setup of the Credo Laser (G - Grating; PE - Prism expander; DC - Brewster dye cell for
resonator; OC - Output coupler; TP - Turning prism; L - Telescopic lens; M - mirror; C1 - cylindrical lens; FL -
Focusing lens. Extracted from laser manual.
The optical fiber is coupled to a lens in order to send to the parabolic mirror an collimated laser
beam. Mirror position can be adjusted by turning three micrometers knobs.
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Figure 4.11 shows the results of the gain experiment operation inside a continuous electron gun
microscope [11]. 4.11a shows the energy-selected image at gain and loss energies, in which
the loss probability (at right from ZLP) has a slightly more intense signal in comparison to
the gain counterpart. 4.11b indicates the linear regime, already expected from lower coupling
probabilities and 4.11c depicts the role of the synchronization electronics. 10 ns time shift from




Figure 4.11: sEEGS in a CW gun. In a, the energy-selected images at gain/loss energies. In b, the linear probability
as a function of laser average power while, in c, the influence of the delay parameter. Adapted from [11].
4.7.4 Basic Theoretical Description
The theoretical description of the gain experiment have been developed in recent papers, notably
in refs. [140, 141]. Ref. [142] also provides an extensive discussion on an unified quantum
model including EELS, CL and sEEGS. Here, we briefly point out key points of the technique
based on the quantum model done by Asenjo-Garcia and García de Abajo [142].
First, we describe photons, plasmons and electrons by their annihilation (creation) operators ai
(a†i ), bl (b
†
l
) and cl (c
†
k
). The general Hamiltonian of the system is:




















Is the non-interacting term of the Hamiltonian. ωi is the photon frequency, ω̃pl = ωpl − iΓpl/2 is
the plasmon frequency with their decay constant Γpl and ~ϵk is the electron energy.
As electrons and photons do not directly couple in free space, the interaction term is composed
solely by:
Hint = Hph−pl + He−pl (4.22)
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Where ph denotes photon, pl denotes plasmon and e indicates electron. The photon-plasmon
operator is:
Hph−pl = −p · E (4.23)
Where p is the dipole operator and E is the quantized electromagnetic field. The electron-plasmon
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And дk,k ′,l are complex constants that can be found in ref. [142].
Within all the possible interactions and their respective Hamiltonian, we can distinguish first and
second order process depending on how many steps are involved. EELS is a single step process
while sEEGS is a second order one. If we denote our initial state as |k0Ni0l〉, where ~ϵk0 is the
electron energy, N is the initial number of photons and no excited plasmon mode exists, we can
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(4.25)
The probability for the EELS (first order process) is simply given by Fermi Golden Rule. For
sEEGS (second order process), transition rate is more complicated and is derived on the so-
called interaction picture, in which both operators and states are time-dependent quantities [143].
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(4.26)
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Where K1 is the first order modified Bessel Function, I0 = (c/2π )|Eext |2 is the light intensity
(whose electrical field intensity is related to initial photon population N) and α(ω) is the particle
polarizability.
Using a similar transition rate equation (4.26), we can arrive in a similar expression for sEELS,
but for a final photon population of (N+1). This produces a slightly increased probability for








In the description above, we have shown two important features of sEEG spectroscopy. The δ
factor inside Equation 4.27 illustrates that the technique is virtually limited by laser spectral
width; the intensity term I0 means that coupling probability can be increased by proportionally
increasing laser intensity and Equation 4.28 shows that sEEGS and sEELS peak intensities are
not symmetric, specially at low intensity regime.
4.8 Mapping Localized Surface Plasmons via sEEGS
Das et al. experiment have shown the feasibility of sEEGS inside a continuous electron gun [11].
Figure 4.11b, however, shows the poor coupling probability for an average power as high as 100
mW, in which sample damage is already a big concern. Hoping to solve that problem, we studied
how power density (PD), intensity as a function of distance, would change if the we substitute
the injection system from an optical fiber to free space optics.
Following, we present our preliminary effort towards plasmon resonance mapping by sEEGS
injecting light using an optical fiber. In order to reduce sample damage, we have used inverted
structures instead of positive ones. Finally, we present the results on gain by injecting light
without using optical fibers and compare to the theoretical simulations performed.
4.8.1 The Role of Power Density
Each potential path that light propagates through in an optical fiber is known as guided mode of
the fiber. Depending on the physical dimensions of the core/cladding regions, refractive index
and wavelength, anything from one to thousands of modes can be simultaneously supported. The
two most commonly manufactured variants are single mode fiber and multi mode fiber. In multi
mode, lower order modes tend to confine into the core of the fiber, while higher-order tend to
confine near core/cladding. The number of modes is related to the V-number, a dimensionless





Where a is the fiber core size and NA is fiber numerical aperture. For multimode fiber, which





For the fiber used, with 600 µm core size and 0.22 NA, the number of supported modes are
≈ 1700. Single mode, as the mode suggests, supports only one mode. Multimodal fibers degrade
beam profile at the focal plane due to the large number of allowed modes. A illustration of the
beam profile at the focal point for a many mode light propagation is shown in Figure 4.12.
Thus, even if a single mode laser is used, the light transmitted through an optical fiber destroys
its spatial coherence. Regarding sEEGS context, this imply that many photons are not aligned
with the optical axis and does not overlap with the fast electrons. Photons, therefore, would
contribute to sample damage without ever contributing to gain signal.
Even tough disentangle contributions from each mode is possible [145], we did a program in
Python3 (check Appendix C for more details), using ray optics propagation, to estimate PD in
the experiment performed by Das et al. [11] and also estimate how much it would increase after
free optics implementation. The simulation considered an optical fiber of a 600 µm core size
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fiber with a numerical aperture of NA = 0.22. The output end plane of the fiber was discretized
and each point emitted a light cone. The light cross a collimating lens and hit the parabolic
mirror. We have analyzed the number of rays and the resulting profile at the sample plane. The
results of the simulation if shown in Figure 4.13.
Figure 4.12: For a many mode light beam, focused beam has several rings which corresponds to distinct transverse
modes in a circular wave guide.
Figure 4.13: 2D Intensity Histogram of the beam profile after focalization of a collimated source with the respective
power expected power density. At the top, we have a point source with a numerical aperture of 0.22 while, at the
bottom, the source has the same numerical aperture but it is 600µm wide.
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If one changes from a 600 µm 0.22 NA source to a point source with 0.22 NA, power density
is increased from 2.2 × 10−5 P/µm2 to 4 × 10−3 P/µm2 an increase factor of ≈ 182. The
uniform intensity profile of the fiber creates an initial power density plateau (see Figure 4.13)
directly related to the magnification of the parabolic mirror. The presence of this plateau is
very detrimental to the experiment because it represents non-usable uniform power. Asymptotic
behavior, on the other hand, is desired because a good alignment is rewarded with a dramatic
increase in power density.
In practical terms, tradeoff is the reduction from ≈ 50 µm to 3-5 µm FWHM beam size in terms
of power density. Worth note the elongated intensity profile at sample plane, as shown at the left
in Figure 4.13.
4.8.2 Optical Fiber Light Injection
The silver nanocubes used by Das et al. [11] could not show the full potential of the technique
because these structures are not easy to analyze and interpret. Being symmetric structures, their
plasmon resonance modes are not strong and suffer from multiple degeneracies. Cube modes
are also very sensitive to geometrical imperfections [146] or by the substrate [147]. Lastly -
and probably the most important - the nanocubes used were dropped in a TEM standard holey
carbon grid but sputtered with silver. Plasmon modes, naturally, are strongly coupled with the
substrate. In order to perform sEEGS under better experimental conditions, we have decided to
use prototypal plasmonic structures such as nano-antennas and nanotriangles. Not only we would
map more modes, but also one could perform spectroscopy and selectively stimulate desired
modes.
The samples used during light injection experiments were silver inverted rods and triangles
for the sake of a bigger thermal resilience. Samples have been done by our collaborators Adi
Salomon and Elad Segal in Bar-Ilan University in Tel-Aviv, Israel.
Figure 4.14: Two different sets of samples that were used during this project. On the left, inverted slits with multiple
aspect-ratios. On the right, equilateral triangles with multiple side sizes.
Gain was only seen at these samples at high average laser power (150 mW), in which not before
long the sample melted. Thus, complete SPIMs were not acquired. After inspection of the optical
fibers, we have realized that the beam profile was very poor at the output of the fiber. Multimodal
waveguides are very dependant on the launching conditions of the laser, which dramatically
changes output profile if the incident angle changes or the numerical aperture of the focused
laser is much smaller/higher than acceptance angle of the fiber.
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Figure 4.15: Overall intensity profile of the output of the fiber. This measurement was performed using a standard
CCD camera defocused 5mm from fiber head, in the direction of beam propagation.
As show in image 4.15, the coupling fiber-lens favoured higher-order beams, more spatially
located at the edge of the fiber. Considering that the goal was increase power density at the center
of the beam, this is far from the ideal condition. In order to display a beam profile Gaussian or
"Top-Hat" shaped (instead of the doughnut profile displayed in Figure 4.15), we have rotated the
lens angle with respect to the vertical angle. Figure 4.16 shows distinct beam profiles from ± 25
◦, an evidence of the beam profile sensitivity regarding launching angle.
From equation 4.29, changing fiber core size from 600 µm to 100 µm would reduce by 36x the
number of allowed modes and, hence, improve beam profile at the sample plane. This change
was the first step towards the increase of power density.
Figure 4.16: Upper left: Beam profile achieved for angle 0◦ referenced to fiber optical axis. Upper right: incidence
angle of -25◦. Bottom left: incidence angle of +25◦.
It is difficult to objectively compare the performance of 600 µm and 100 µm fibers because gain
experiment does not solely depend on laser power density, but also on the resonance strength.
The structures have undetectable EELS and CL signal (without laser pumping) and, consequently,
it was impossible to estimate either strength either resonant energy. Nevertheless, using the
100 µm fiber, we could see space resolved gain measurements as show in a series of 5 different
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energy-selected images displayed in Figure 4.17. They were taken in the same inverted slit and
the ADF images were stacked in order to show, in scale, the different positions of the slit relative
to the laser. To put in other words, sample was moved by the sample motor stage while laser was
not readjusted. The idea of moving the sample without readjusting the laser is to indirectly study
laser profile. Figure 4.17, for example, showed that gain spatial profile for the same structure
was dramatically changing after moving the sample a few hundred of nanometers.
Figure 4.17: Several ADF images stacked with their correspondent energy-selected images at gain energy window.
The intensity profile dramatically changes when moving the sample.
In order to better understand this laser profile behavior, we magnified the fiber output beam
(Figure 4.16a for the 600 µm fiber) approximately 100x in a screen, as shown in Figure 4.18a
and 4.18b for the 100 µm and 600 µm fiber core size, respectively. As we have already discussed
in section 4.8.1, there is approximately 1700 different spatial modes propagating in the 600 µm
fiber, which results in a output beam with a poor spatial coherence.
a b
Figure 4.18: Beam intensity profile taken at two different fiber core sizes (a = 100 µm while b = 600 µm) with
numerical aperture 0.22. The image were taken focusing the output beam of the fiber in a screen 1.5 m away from
fiber magnified approximately 100x.
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It is important to remark that the speckled beam profile in Figure 4.18 was not foreseen by the
simulations performed (see Figure 4.13). The simulation was based on simply ray optics, while
spatial coherence is rather a consequence of interference. In this sense, we have the PD issue,
understandable in the frame of ray optics, and we have the spatial coherence one, understandable
in the frame of wave optics. Both are consequence of the high fiber core size and would be
solved either by using a mono mode optical fiber either by working in free space rather than
guided space. In the particular case of this experiment, light coupling via a mono mode fiber
is not a suitable solution, specially because these fibers only transmit light in a selected energy
bandwidth [144, 145].
4.8.3 Implementation of Optical Free Space
In order to implement an optical free space coupling, we have used a custom optical table that
directly attaches to the cathodoluminescence holder flange, very similar to the one did in the
STML (see Figure 3.14). The table allows minimal beam manipulation, which is basically two
mirrors for beam height and tilt adjustment, as showed in Figure 4.19. We have put a pinhole
before beam tilting to reduce excessive beam scattering.
Figure 4.19 also shows an ADF image of our sample. We increased the laser pump power to high
values until power was enough to melt an area of the entire 200 nm thick silver film. The hole
had approximately 5 µm of diameter that we used as a first approximation of the laser spot size.
Figure 4.19: Laser free space scheme that was implemented. A pair of external flat mirror were used for
perpendicular injection into the mirror. The parabolic mirror was used for fine alignment inside the microscope.
The microscope image shows a hole created in the sample by laser pumping.
Even after free space implementation sEEGS was not clearly showed in these structures (for all
aspect ratios fabricated in Figure 4.14), including rods and triangles. Very simple simulations
(see appendix D) were performed in order to diagnose the absence of regular gain signal of these
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slits and was later encountered that off-plane modes were responsible for an ’continuum’ of
plasmonic modes with no clear distinction between them. More than lack of clear modes, the
dipolar ones were located in the far IR, unattainable in a non-monochromated STEM.
To confirm the resonance energy of the structures, we performed measurements at ChromaTEM, a
monochromated dedicated STEM. This machine can routinely achieve a zero less peak FWHM of
approximately 10-30 meV. The measurements showed resonances in the IR and far IR and, thus,
unsuitable for gain measurements in visible region. Figure 4.20 shows the energy-selected image
for one of the first sets of slits in two different energies (0.340 eV and 0.695 eV) correspondent
to the dipole and second order mode of the inverted structure. It would be impossible to perform
sEEGS experiment, as the necessary wavelength lies in the far-IR.
150 nm
150 nm
Figure 4.20: EELS spectra image and spectra for the selected energy window (18 meV). Dipolar mode was found
at ≈ 0.340 eV, while second order mode was found at ≈ 0.695 eV.
4.8.4 Mapping Localized Surface Plasmons via sEEGS in Ag Nanocubes
Facing the lack of plasmonic modes in our inverted structures, we went back to the nanocubes
and redid the gain experiment now under free space conditions. Figure 4.21 shows a remarkable
improvement of sEEG spectroscopy. Laser wavelength was set fixed at 615 nm (2.02 eV) and
average power was reduced from 100-400 mW to 3 mW. The integration time for each spectrum
was reduced from 1-2 s to ≈ 100 ms. As expected from equation 4.28, sEELS gain is also slightly
higher than sEEGS. All the presented energy-filtered images from now on are selected at gain
energy because they are never mixed with non-laser stimulated signals.
Still, this measurement is not probing different wavelengths, which is, in fact, our objective.
The single energy is given by laser wavelength λ = 615 nm and spectral width ∆ E = 23 µ eV,
three orders of magnitude narrower than traditional UEM experiments. Energy-filtered images
correspondent to the sEEG and sEEL is shown in the insets, as well as the ADF image at top
right corner.
Now we finally have all the tools in order to compare our free space results with the guided one
performed by Das [11]. Using the ray tracing simulation (4.13), power density would increase
approximately 182x. This means we would have reduced illumination average power from 105
mW (the one used by Das) to 0.58 mW to obtain the same gain of around 2.0% (see Figure
4.11b). Considering a linear regime, increasing gain signal to 12.5% would require an average
power of 3.61 mW, very close to the 3 mW we used. We observed, therefore, an power density
increase of approximately 2.2 ×10−2, 21% more than the simulation prediction in Figure 4.13.
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Figure 4.21: Gain energy-filtered image in silver nanocubes with 100 nm lateral size using 615 nm as the laser
wavelength. Average power was 3 mW and each pixel integration time was 100 ms. Open time of the blanker was
25 ns, comparable to laser peak time ranging from 5-30 ns. We present a single EEL spectrum (taken at yellow star)
and showed up to three gain replicas (n=1, 2, 3) with En = n~ω (see top left inset). We also show the energy-filtered
image for each one of the peaks, indicated by arrows. Scale bar is 50nm.
We proceed to what we called sEEG spectroscopy, changing the external illumination wavelength.
As we have said, we attain mode selectivity in sEEGS by the laser illumination. Thus, for same
power density but for different energy, electron-photon coupling probability would be given by
resonance strength. For a perfectly monochromatic electron beam, EELS spectra for several
wavelengths would look like Figure 4.22a. Energy spread in EELS spectrometer would be,
therefore, given solely by laser spectral width and by the spectrometer optics. In the case of
a real energy dispersive electron beam, we convolute the gain signal (given by laser spectral
resolution) with the electron beam spectral resolution, as pictured in Figure 4.22b.
Figure 4.22: In a, we model the perfect case in which the gun spectral resolution would be zero (perfectly monochro-
matic electron beam). If this was the case, EELS measurement would look like a. Using a non-monochromatic beam,
we convolute laser spectral width with gun energy spread, resulting in measurements similar to what is shown in b.
The practical implications of this convolution between gun and laser width is that the gun energy
spread is more than 5 orders of magnitude higher than the laser beam. In this sense, peak
measured in EELS strongly resemble the Zero Loss Peak (we can simply think as convoluting a
high sigma Gaussian curve with a Dirac function). Changing laser wavelength with constant
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average power, therefore, provide us a series of curves (with ∆E = ∆Eдun) in what its amplitudes
directly give the energy selected resonance strength.
Figure 4.23 shows three different energy-filtered images of a dimer of cubes with wavelengths
585 nm (2.12 eV), 600 nm (2.07 eV) and 615 nm (2.02 eV). The images shows clear features in
each one of these wavelengths, probing sub 50 meV spectral features with an energy resolution
given by the laser linewidth (23 µm) and using a 0.6 eV cold field emission gun.
To make sure spatial features of Figure 4.23 was indeed sample features rather than laser artifacts
or sample damage that could be changing resonances, we first used a linear polarizer in front of
the beam and swept laser wavelength, with no detectable change in power; we also did circular
measurements, meaning that after a complete measurement cycle, a second one was taken.
Figure 4.23: Gain energy-selected image for three laser wavelengths: a) 585 nm, b) 600 nm and c) 615 nm,
showing clear sample features with energy differences of ≈ 50meV and ∆E = 20-30 µeV using a 0.6 eV electron
gun. Power at the sample was approximately constant around 3-5 mW. Scale bar is 100 nm.
Keeping the electron beam in an ’aloof’ way, ie, not touching the sample, we took spectra for
several wavelengths with a constant input power of approximately 2 mW (Figure 4.24). This
method allows one to reconstruct resonance curves using laser spectral resolution, much like
depicted in Figure 4.22b. The maximum intensity of each peak is proportional to the resonance
strength of the selected energy. Note that the convolution is not measuring modes different from
the ones selected by the laser. We could use the state-of-art monochromated electron microscope
but the relative intensities between wavelengths would be the same.
Figure 4.24: Series of four different sEEGS/sEELS spectra with same input power of around 2 mW for 570 nm, 585
nm, 600 nm and 615 nm laser wavelength. Maximum intensity for each peak can be used to reconstruct plasmonic
resonance curve. The color of each curve corresponds to the the used laser wavelength.
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In Figure 4.25, we have compared sEEGS with traditional EELS (without laser illumination).
A Richardson-Lucy algorithm was used to deconvolve ZLP from every pixel of the SPIM
[148]. The compared measurements shows us the amplification factor we underwent after laser
illumination. For the off laser case in 4.25a, the energy loss probability at 2.12 eV (585 nm)
is 0.001, or 0.1%. In the presence of the 585 nm laser, the gain peak is 0.05, or 5%. The
amplification factor was thus 50x for a 0.8 mW average illumination power. In exclusive EELS
case, we did not use the blanker and so available current is five orders of magnitude higher
compared to sEEGS case, which explains the increased relative noise of Figure 4.25b.
50nm
50nm
Figure 4.25: Energy-selected images in silver nanocubes with 100 nm size without (a) and with (b) external
illumination at 585 nm. In b, average power was 0.8 mW and each pixel was integrated 100 ms. Open time of the
blanker was 25 ns, comparable to laser peak time ranging from 5-30 ns.
Figure 4.25a also explains the results in 4.24: as we increase laser wavelength, we get closer
to resonance and signal increases. If we had more dyes2, increasing wavelength would show a
increase in signal up until resonance peak around 1.7 eV and a subsequent decrease to an almost
complete signal absence around 1.0 eV.
Lastly, there is a remarkable difference between 4.25a and 4.25b. In a, cube is completely
covered with a bright halo and a slightly more intense features at the corners. At b, however,
features are localized only at the top left corner, evidencing a sort of directionality in the sEEGS
measurement. Polarization resolved measurements were expected to be feasible in sEEGS. The
issue is, in fact, how does the parabolic mirror shuffles the transverse electric field after a linear
polarized light impinges on it? The detailed behavior is still an open question, but we do believe
the pinhole presence reduces the effective numerical aperture of the beam on sample and thus
polarization is partially conserved.
In order to qualitatively check if there is an effect of the initial polarization, we have done
measurements rotating a linear polarizer at the immediate output of the laser. Figure 4.25 shows
three polarization resolved measurement, where the angle θ = 0 is taken using laser reference (s-
polarized light). If the polarizer is rotated ±π/4 around laser polarization, we obtain orthogonal
measurements relative to each other. It is important to underscore that the angles shown at Figure
4.25 are related to input angles before light reflection in the mirror. Nevertheless, albeit very
preliminary, this measurement shows the an effect that should be worth explore in the future.
2Remember it is a dye laser. If dye solution is changed, available wavelengths also change
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θ=+π/4θ=-π/4θ=0
Figure 4.26: Polarization dependent sEEGS in silver nanocubes. External illumination in both cases was 585 nm
and average power around 1 mW. In θ = 0, we did not use any linear polarizer as the laser is already a polarized
source. In θ = ±π/4, we rotated a linear polarizer around source polarization. Scale bar is 50nm.
4.9 Chapter Conclusions
In this part of the work, we have shown a further development of sEEGS in a continuous
gun electron microscope. sEEGS is a emerging and exciting spectroscopy that, under some
circumstances, can efficiently solve the poor energy resolution (compared to traditional optics
experiments) in energy loss spectroscopies. It uses an external laser source to stimulate an
electron acceleration and thus is intimately related to both CL and EELS. sEEGS and CL are
related in the sense that only "bright" modes could be probed, while sEEGS and EELS are related
in the electron detection system. sEEGS is also completely tunable, including spectral selectivity
and photon flux, represented here by laser wavelength and average power, respectively.
Das et al [11] showed the first proof-of concept experiment performing sEEG in an continuous
gun and hence opening the door for gain spectroscopy. There were questions about the feasibility
of the project due to the high power it requires in order to obtain a reasonable signal. Sample
damage was ubiquitous in guided space, which resulted in poor spatial mapping due to the small
sampling as low as 25x25 pixels. Free space optics not only removed some artifacts from the
laser profile at sample plane (see Figure 4.18) but increased power density ≈ 2.2×102. This
finally resulted in gain spectroscopy with very interesting applications in sight that are further
discussed in chapter 5.
80
5 General Conclusions and Perspectives
5.1 General Conclusions
In this project, we have worked with both a Scanning Tunneling Microscope and a Scanning
Transmission Electron Microscope. In the STM project, we have developed a light collection
device and did proof-of-concept measurements of light emission from tip-induced surface
plasmons. At the moment, the STM was only used to provide a good control of the tip-sample
distance by the means of the constant current operation mode. In the perspective section, we
discuss how our group plan to use the imagining and the spectroscopic capability of the STM,
together with the light collection system, to solve relevant surface science open questions.
On the other hand, we have used the parabolic mirror not as a light collection device, but as a light
injection one, during the internship at Orsay. As we have shown, sEEGS/sEELS is a technique
usually performed inside an pulsed electron gun [15, 16, 17, 136], which means that most of
the recent advances in electron microscopy (spatial resolution, electron monochromators, etc)
are not well explored. cFEG pulsed guns, for instance, has only been recently developed [137].
Das et al. [11] have shown that it is possible to do the experiment in an continuous electron
source, meaning not only one could profit from a cFEG gun, aberration-corrected microscopes
and electron monochromators, but one can also profit from the the ns excitation laser source,
which can have a few µeV spectral resolution. In the perspective section, we discuss how we
plan to use the 2-3 orders of magnitude increase in spectral resolution to solve interesting open
questions.
5.2 Perspectives
In this section, we briefly discuss the perspectives of the present work. Luminescence in STM is
a promising technique with very interesting recent advances, specially for 2D semiconductor
materials. For the gain experiment, we suggest to explore projects which would profit from either
the µeV spectral resolution either from the high brightness from cFEG electron source.
5.2.1 Optical Properties in Transition Metal Dichalcogenides
In 2010, a breakthrough work on TMD’s investigate optical properties of ultrathin crystals of
MoS2 from the bulk crystal down to monolayers [149, 150]. With decreasing thickness, the bulk
indirect band gap shifts almost 0.6eV and ultimately becomes a direct band gap material in the
limit of monolayer. The photoluminescence of the monolayer displayed a 1000-fold increase
when compared to the bulk material. Theses studies, therefore, opened a new whole exciting
branch in nano-optics and optoelectronics, with several interesting articles in the past few years,
ranging from nanoleds [151], transistors [152] and flexible materials [153].
Another thriving field of study of these materials is how the several reported defects behave
electronically/optically [154, 155, 156] to eventually use them to engineer and highlight desired
features. Defects have been systematically studied by both STM and STEM, but with no
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spectroscopic studies along. On the other hand, spectral maps of them have been systematically
done in PL [157], as the one show in Figure 5.1. Being PL a diffraction-limited technique, both
spatial and spectral characterizations of these emission centers is still lacking.
Figure 5.1: In a, typical PL signal fromWSe2 monolayer. In b, the spatial resolution of the experiment, calculated
in approximately 690 nm. In c, PL image map selected at 1.707 eV and, in d, the spectrum close to the emission
center. Adapted from [157]
Just very recently there was some efforts towards the characterization of the optical properties of
monolayer TMD inside a STM. No optical signature from the defect has been detected, but a
high spatial resolution electroluminescence, closely resembling the photoluminescence signal,
was obtained [158]. This was the first time the exciton in a 2D material has been locally probed.
Our group, therefore, would like to study these materials with even more spatial resolution. We
believe the light collection system that had been built is enough efficient to allow us to detect
luminescent signals with a reduced integration time. This would definitely help us towards the
long sought atomically resolved optical properties of these materials.
5.2.2 Valleytronics/Spintronics in 1L TMD’s
In 2007, Rycerz et al [159] showed that the band structure of graphene has two valleys at its
Brillouin Zone and if it was possible to control the population of electrons in each one of these
valleys, a new optoelectronic device would emerge. In the same fashion that spin control is called
spintronics, valley control could be called valleytronics. A year after, Yao et al [160] predicted a
distinct selection rule for valley polarization in materials with broken inversion symmetry based
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on spin angular momentum of light. Left circular polarization of light would populate one of
these valleys, while right polarization would polarize the other.
After 2010, TMD’s in monolayers emerged as promising candidates for valleytronics because
they have two big distinctions from graphene, the most popular candidate so far. The first is
that the inversion symmetry in monolayer TMD is explicitly broken. Second, TMD’s have a
strong spin-orbit coupling due d orbitals of the transition metal atom and this is interesting to
explore spintronics, absent in graphene due to its zero spin-orbit coupling. Xiao et al [161]
showed that the inversion symmetry breaking - in which valleytronics arise - and the strong
spin-orbit coupling lead to coupled spin and valley physics, making possible to relate spintronics
and valleytronics in these materials.
In 2012, two groups, independently but at practically the same time, measured for the first time
valley polarization in MoS2 monolayer [162, 163]. The results are condensed in Figure 5.2.
Upon illumination of one of the valleys with circular polarized light, the emission spectra is also
circularly polarized due to spin conservation. Figure 5.2 also shows that when the material is






Figure 5.2: In a, light with circular polarization luminescence emerges upon circular polarization excitation. In b,
a scheme on how to populate each one of the valleys at K and K’ points localized at the first Brilouin Zone. In c,
bilayer valeytronics was not detected, in agreement with [161], because bilayer is centro-symmetric and thus the
optical selection rule does not apply. Adapted from [162]
If the selection rule to excite K and K’ point is orbital angular momentum, it would be possible,
in principle, to use a spiralling electron wavefront in electron microscopes, such as the one
produced by electron vortex beams [164, 165]. This approach, however, is not easy only a few
groups have done it by the present time. Circularly polarized light, however, is trivial using
waveplates. Besides, if we can do it with light, we preserve the entire microscope performance.
Our suggestion is to study valley-spin coupling in the relevant scale using spiralling light beams
using the gain experiment and potentially observe valley-spim control in the real space.
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5.2.3 Optical Microcavities
Another clever way to explore the µeV spectral resolution of sEEGS is to study resonances of
materials with high quality factor, such as optical microcavities. These structures confine light
to small volumes by resonant re-circulation. Like its acoustic analogue the tuning fork, optical
cavities has a size dependent resonant frequency spectrum. A perfect cavity would confine light
without loss and would have resonant frequencies at precise values. Deviation from this ideal
condition is described by the so called Q-factor. Together with the modal volume V, these factors
are usually used to describe the different available resonators.
As an example, for a resonator with quality factor Q = 105 and resonance peak at E = 1 eV,
spectral width would be ∆E = 10 µeV, comparable to the 23 µeV laser line width. As we
discussed in chapter 4, EELS is measuring the entire electromagnetic density of states of the
materials. Photonic Cavities resonances, thus, being optically active, can be measured using fast
electrons. Energy Loss due to Whispering Gallery Modes (WGM) in silicon nanospheres can be
interpreted as radiation transition [166] and photonic band-gap materials via Cherenkov Effect
[167], both predicted by Maxwell Equations.
Figure 5.3: Several ways of confine light in micro and nanostructures, the so-called optical microcavities or
resonators. These structures are usually defined by their quality factor Q and their modal volume V. Taken from
[168].
Photonic crystals are periodic dielectric structures in 1, 2 or 3 dimensions [169, 170] and, because
of this, interacts with optical waves in a unique way, particularly when the scale of periodicity is
of the same order as that of the wavelength. Spectral bands emerge in which light waves cannot
propagate through the medium without severe attenuation. These forbidden bands are called
photonic band-gaps. This phenomenon is analogous to the electronic properties of crystalline
solids such as semiconductors and, because of this, the photonic periodic structures are also
called photonic crystals. A third key concept regarding these resonators is, again, analogous to
semiconductors. A defect in the periodic array crystal structure is a local alteration such as a
missing hole or broken periodicity [171]. If the defect disrupt resonance at an energy inside the
photonic band-gap of the crystal, surrounding energies would still not propagate and a single
mode cavity can be finally tailored. Later, It was found that a careful choice of the hole diameter
and spacing could dramatically increase quality factor of the allowed wavelength and even
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produce energy tunable resonators [172]. Still, increasing cavity quality factor is yet a subject
of discussion in literature. As quality factor is directly related to the mode loss, works rely on
simulations to better understand the origin of optical loss.
We suggest here to use the optical selectivity of lasers to map at the nanoscale the electrical field
distribution of these cavities. We believe this work would also result in relevant contributions to
the community, specially in designing ultra high quality factor resonators.
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A The Origin of Complex Dielectric Re-
sponse Function
A.1 Complex Susceptibility
The dielectric media is often regarded as non-dispersive, with constant electromagnetic values
in the entire range of frequencies. This is, of course, not true, as the classical example of the
dispersion of light in a prism. Here, it will be adopted a phenomenological approach to the
absorption and dispersion of light in linear media. Consider a complex dielectric response
function:
ϵ(ω) = ϵ′(ω) + iϵ′′(ω) (A.1)




Where k0 = ω/c0 is the wavenumber in free space.
As a result of the imaginary part of k , a complex amplitude waveU = Aexp(−ikz) travelling in z
direction now can undergoes a change in magnitude along as the usual change in phase. The real
part of the wavenumber is recognized as the attenuation coefficient while the imaginary part is
the dispersive coefficient.
The physical meaning of the dielectric permittivity, however, is not often clear as the attenuation
coefficient is linked to both real and imaginary part of the electric permitivitty. We will reason,
based on Maxwell’s Equations, that the imaginary dielectric function can be view as field losses.
With this introduction, we will develop a simple classic microscopic theory that leads to the
behaviour of ϵ(ω) values as a function of frequency, called Lorentz Oscillator Model. For the next
sections, we have followed the mathematical formalism of Jackson’s Classical Electrodynamics
and Orfanidis Electromagnetic Waves and Antennas [74, 173].
A.2 Lorentz Oscillator Model
Consider a dielectric medium such as a collection of resonant atoms, in which the dynamic
relation between the electric field vector E(t) and bound charge displacement vector r(t) are







+mω20x = −eE(x, t) (A.3)
where Γ,ω0 and e are, respectively, the damping rate, the natural frequency of oscillation and the
electric charge.
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To solve it in the frequency domain, we simply suggest a solution such as x(t) = x0e−iωt and
thus we obtain:








To determine the frequency dielectric response function, we determine the macroscopic polariza-
tion (P) using an average model of the microscopic dipole moment (p):
p = −ex (A.6)






pi(ω) = Np (A.7)
Where N is the electron charge density. Finally, using the constitutive relation in frequency space
D(ω) = ϵoE(ω) + P(ω) = ϵ(ω)E(ω), we reach:







Where ωp = Ne
2
ϵ0m
. ω2p is usually called the plasma frequency of the material.

















Figure A.1 shows a plot of ϵ′(ω) and ϵ′′(ω). Around the resonant frequency ω0, the real part
behaves in an anomalous manner, that is, it drops rapidly with frequency to values less than ϵ0
and the material exhibits strong absorption.
Figure A.1: Real and imaginary parts of the effective permittivity ϵ(ω). Adapted from [173].
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The complex wavevector k or, equivalently, the complex index of refraction ñ = n + iκ =
√
ϵ/ϵ0
(ignoring magnetic response) is related to the permittivity by:
ϵ′ = n2 − κ2
ϵ′′ = 2nκ
(A.10)
So, for a plane wave in a linear, homogeneous, isotropic and dispersive medium, the electric field
can be written as ®E(z) = ®E0eikz with the wavevector k = k0ñ. The electric field can be written
in terms of the complex index of refraction as ®E0e−k0κzeik0nz and thus we can relate the n as the
oscillatory term (wave propagation) and κ as the envelope term, responsible for the reduction of
the amplitude of the electric field (absorptive term).
A.3 Drude Model for Metals
The Drude Model is based on the assumption that most electrons are free because they are not
bound to a nucleus. For this reason, the restoring force term in Lorentz Oscilattor Model is
negligible and there is no natural frequency. We simply derive Drude model for metals assuming
ω0 −→ 0 [74]:




ω (ω + iΓ)
(A.11)
In the Drude Model, one usually works with metals because this unbound approximation applies
very well. In this case, we can also use Ohm’s Law to relate the current density J with the electric
field E via the frequency dependent electric conductivity σ (ω):





= σ (ω)E (A.12)
In which v is the velocity and is simple extracted from temporal derivation of x in equation A.3.







To relate the permittivity with the conductivity, we use J = −Nev = Neiωx = −iωP and thus
P = −J/iω = −σ (ω)/iωE which follows that:





How to extract meaning of the real (ϵ′) and imaginary (ϵ′′) frequency dependent permitivitty?
First we state Lorentz force given by:
F = q(E + v × B) (A.15)
We note that only electric force contributes to the increase (or decrease) of the kinetic energy.
The magnetic force remains perpendicular to v and does not perform work.
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Volume charge ρ and current density J are also subjected to forces in presence of fields. If J
arises from the motion of charges, J = ρv and, then:
f = ρ(E + v × B) (A.16)
Where f is the force exerted by unit of volume. Power per unit volume acting in the moving
charge is thus, related with the quantity v · f, given by:
dPloss
dV
= Jtot · E (A.17)







<[Jtot · E∗] (A.18)
The total current density of an arbitrary system is given by free currents Jf , bounded currents
Jd = Jp + ϵ0 ∂E∂t and magnetic currents Jm (whose we have disregarded in our analyses). Ohm’s
law as states in (A.12) applies to actual movement of charges both free and bound. Finally, we
can state total current as:
Jtot (t) = Jf + Jd = Jf + Jp + ϵ0
∂E
∂t




Fourier transforming (assuming a time dependency as e−iωt ), we change partial derivatives to
∂ −→ iω and then:
Jtot (ω) = σE(ω) − ϵ0iωE(ω) = −iωϵ(ω)E (A.20)







Equation A.21 shows that the imaginary part of the electric permittivity is related to the ohmic loss
of the current density in a material and thus is responsible to the conversion of electromagnetic
energy into other forms of energy, such as heat. Equivalently, it is possible to interpret ohmic
loss solely in terms of the complex conductivity [174] as the real part of the conductivity is the
imaginary term of the dielectric response function (A.14).
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B Design of a Fast Circuitry for Tungsten
Tips
B.1 Introduction
Sharp STM are widely produced by electrochemical etching. There are several techniques and
approaches, including the usage of direct [175, 176] and alternating current [177] to produce
Tungsten (W) tips and even electrochemical milling of Platinum-Iridium (Pt/Ir) alloy [178].
For W tips, the etch happens as shown in Figure B.1. A stainless steel cylinder is submerged in a
beaker containing 1-4 M NaOH solution and the tip is positioned close to the cylinder center.
The applied voltage varies from 3.5-12 V and the following reaction happens at the air-solution
interface:
cathode 6H2O + 6e− → 3H2(д) + 6OH− Ec = −2.48V
anode W(s) + 8OH− →WO2−4 + 4H2O + 6e
− Ea = +1.05V
W (s) + 2OH− + 2H20→WO2−4 + 3H2(д) E0 = −1.43V
Figure B.1: Scheme of the experimental setup we developed to mill Tungsten tips. The Tungsten wire is connected
to the positive electrode and submerged in a solution of sodium hydroxide. The negative electrode is connected to
the hollow cylinder and submerged in the solution. The reaction occurs at the air-solution interface.
The etching lasts a few minutes. The tungsten neck in the interface gets progressively thinner
and, at a certain time t , the weight of the bottom half is superior than the tension: bottom half
falls and two tips are created. Some important variables in the experiment are i) the applied
voltage, ii) the geometry of the the system, iii) the NaOH concentration, iv) the length of the
wire submerged in the solution and v) the cutoff time ∆t of the bias voltage after tip falling.
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An extensive review of most of the parameters mentioned above was done by Chen [1]. The
parameter we are proposing to improve is the cut-off time of the applied tension just after etching.
Nakamura reported a dependence of the tip radius (analyzed by SEM images) with the cut-off
time [179, 180], as plotted in Figure B.2. Following the graph, the shortest cut-off time means a
sharper tip, more suitable for atomic resolved STM images.
Figure B.2: The dependence of tip radius with cut-off time ∆t . Extracted from [179].
If the applied voltage is kept on after tip rupture fall, the tip apex that is still submerged because
the formation of a meniscus keeps milling and the tip is blunted. It is interesting, therefore, to
design a fast circuitry that can detect tip rupture and that cuts the applied voltage as soon as
possible.
In order to visually compare our tips after circuit design, we have taken a few optical microscope
images of Tungsten tips produced with manual shutdown of the applied voltage, as shown in
Figure B.3. Tips produced under lower voltages (<5.0 V) usually seems sharp at the microscope,
but they do not produce immediate atomic-resolved images of the 7x7 Silicon (111) reconstruc-
tion. Under high voltages (>5.0 V and <13.0 V), the excessive formation of H2 bubbles perturb
the meniscus and tip rupture is usually unpredictable.
100 µm 100 µm
a b
Figure B.3: In a, the tip is etched with 3.5 V applied voltage. Even that tip appearance is good at the microscope,
they did not produce immediate atomic resolution when scanning 7x7 Silicon (111) reconstruction. In b, the tip is
etched with 12 V applied voltage. The high bias creates a fast and aggressive etching due to the excessive formation
of H2д bubbles at the interface.
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B.2 Fabrication of STM Tips
The circuit developed is shown at Figure B.4. It is based on a high performance comparator
LM339 [181] and a 10 Ω resistor (R5) in series with the etching tip. This resistor produces
negligible voltage drop (50 mV) if compared to the total applied voltage (3.5 V) and its function
is to serve as a ammeter. An operational amplifier LM324 [182] is used as a negative feedback
non-inverting amplifier and the amplified tension is put directly in one of the inputs of the
comparator. When tip falls we observe a large drop in the current and therefore the tension in
the resistor drops as well. This value is compared to the other input of the comparator and the
circuitry cuts the tension in an estimated time of approximately 200 ns, the response time of







Figure B.4: Electrical Scheme of the developed circuit. Sources: power supply used. Op-Amp: the amplification
circuit, responsible for increasing the tension from probe resistor to significant values without current drain. LM339
Cut-Off: response time extracted from LM339 datasheet [181]. Main Circuit: this circuit has the tungsten wire in
series with the probe resistor (10 Ω). The value of this tension is amplified by LM324 and compared to a reference
value by LM339. Read Vr ef /Vout : a toggle switch to read probe resistor tension or the reference value. Supply:
voltage supply using sources to power op-ams. Reset: a reset circuit after etch.
We should mention that instead of using protoboards, we have developed a PCB (Printed Circuit
Board) using KiCad (see Figure B.5), an open source software suite for Electronic Design
Automation (EDA). This program handle schematic design and PCB layout with Gerber output.
The program is licensed over GNU GPL v3 [183].
There is no difficulty regarding the design of a PCB, considering it is a direct current circuitry 1.
We did the PCB with two conducting layers. Top one was used to wire non-zero voltages across
the circuit and bottom one was used to wire ground potentials. Additional layers in Gerber files
includes the mechanical CAD and silk layers to name components, version, etc.
1AC circuits are more complicated and often the frequency response function needs to be evaluated.
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a b
Figure B.5: In a, the stacked Gerber files showing the wiring between terminals. In b, we show a 3d design of the
designed PCB, including models of the integrated circuits, transistors, switchs and resistors.
Regarding the results of our tip etching module, we used an optical microscope for initial
inspection. Two milled tips are shown in figure B.6. They look sharper compared to previous tips
but they also look more conical, which is interesting for STML experiments due to the smaller
obstructed solid angle.
100 µm 100 µm
a b
Figure B.6: Two tips etched using the fast cutoff circuit. The length of the immersed part is 2 mm and the voltage
was kept constant in 3.5 V. The new tips do not only look sharper, but they are also more conical, interesting for the
STML experiment.
We observed that at least half of our tips produced by the designed circuit present immediate
atomic-resolved images of the 7x7 reconstruction of Silicon (111).
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C Ray Tracing Simulation for a Parabolic
Mirror
C.1 Introduction
The program was developed in Python 3.0 using ray tracing. It has an initial source of light with
an adjustable size, shape, numerical aperture and the discretization parameters. Afterwards, the
light enters a lens, which also has several modifiable parameters (distance from source, diameter,
focal length and index of refraction) to finally reach the parabolic mirror (adjustable geometry).
The beam profile is analyzed at the mirror focal plane.
The objective to develop this software was mostly to design the mirror (see Section 3.8) and
to estimate power density during light injection experiments (see Section 4.8). However, the
software has grow into an important tool to comprehend several observed effects. Currently, we
are investigating how mirror tilt would affect our STM light collection device and also how is
the light polarization state at the sample plane when the input source is linearly polarized.
C.2 The Code Explained
We used the internal math library along with external numpy [184] and matplotlib [185]. Full
documentation can be found in their respective refs. Listing C.1 shows the libraries we have
used.
1 impor t numpy
2 impor t math
3 impor t m a t p l o t l i b
4 impor t m a t p l o t l i b . pyp lo t as p l t
5 from m a t p l o t l i b impor t co lo rs
6 from m a t p l o t l i b . co lo rs impor t LogNorm
7 impor t m a t p l o t l i b . t i c k e r as t i c k e r
Listing C.1: Python libraries used for the simulations
Listing C.2 illustrates how the source is created. fsize is the radius of a circular source and nvec
is the number of rays that emerges from each point inside this grid. The points are uniformly
distributed inside an cone of aperture given by the numerical aperture of the source NA. Figure
C.1 shows the parameters mentioned.
1 f o r x i n xrange (− f s i ze , f s i z e +1) :
2 f o r y i n xrange (− f s i ze , f s i z e +1) :
105
3 i f x **2+ y**2 <= f s i z e * * 2 :
4 f o r nx i n xrange (−nvec , nvec +1) :
5 f o r ny i n xrange (−nvec , nvec +1) :
6 i f
math . s in ( nx *NA/ nvec ) **2+math . s in ( ny *NA/ nvec ) **2 <= NA* * 2 :
7 norm = math . s q r t ( math . s in ( nx *NA/ nvec ) **2
+ math . s in ( ny *NA/ nvec ) **2 +
( math . cos ( nx *NA/ nvec ) * math . cos ( ny *NA/ nvec ) ) * *2 )
8 vec . append ( [ x / r a t i o , y / r a t i o , 0 ,
math . s in ( nx *NA/ nvec ) / norm , math . s in ( ny *NA/ nvec ) / norm ,
math . cos ( nx *NA/ nvec ) * math . cos ( ny *NA/ nvec ) / norm , 0 , 0 ] )
Listing C.2: Creation of the source. A circle is discretized and each point emmits nvec rays inside an allowed cone
angle given by NA, as show in figure C.1.
Figure C.1: Scheme for the source created including its size, f size, the number of rays, nvec, and the numerical
aperture NA.
The working principle of the program is increment the position of each ray based on a vector
that could be interpreted as a unitary wavevector. Each interaction checks if the rays are close
enough to the boundaries of the lens (mirror) and, if positive, the wavevector suffers a refraction
(reflection) following Snell’s law. Code C.3 shows this condition for the plane part (normal
vector n̂ = (0, 0, 1)) of the plane-convex lens. For each boundary surface, we determine the
normal vector and decompose the unitary wavector into a perpendicular and a parallel component.
We use a conditional statement to determine if the rays are close enough to the lens or mirror
boundaries. Figure C.2a shows how the parallel and perpendicular vectors respective to surface
normal are defined.
1 # i f cond i t i ons f o r account ing the geomet r ica l c o n s t r a i n t s given by
lens shape
2 i f vec [ n ] [ 0 ] * * 2 + vec [ n ] [ 1 ] * * 2 < = ( l s i z e ) * *2 /4 and
abs ( vec [ n ] [ 2 ] − ld −math . s q r t ( l r **2− l s i z e * * 2 / 4 ) ) <= inc * vec [ n ] [ 5 ] / 2
and lens :
3 # p r i n t ' plane pa r t o f plane−convex lens found f o r ray ' , n
4 norm =[0 , 0 , 1 ]
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5 a =
vec [ n ] [ 3 ] * norm [ 0 ] + vec [ n ] [ 4 ] * norm [ 1 ] + vec [ n ] [ 5 ] * norm [ 2 ] # sca la r
product between vec to r and normal
6
7 # i n c i d e n t perpend icu la r
8 vper [ 0 ] = vec [ n ] [ 3 ] −a*norm [ 0 ]
9 vper [ 1 ] = vec [ n ] [ 4 ] −a*norm [ 1 ]
10 vper [ 2 ] = vec [ n ] [ 5 ] −a*norm [ 2 ]
11
12 # t ransmi ted p a r a l l e l : s u f f e r s on ly v e l o c i t y reduc t ion
f o l l o w i n g s n e l l ' s law
13 vper [ 0 ] = vper [ 0 ] * na / n l
14 vper [ 1 ] = vper [ 1 ] * na / n l
15 vper [ 2 ] = vper [ 2 ] * na / n l
16
17 #the modulus o f the p a r a l l e l ' v e l o c i t y ' vec to r i s
1−| per | because | per | + | par | = 1 . Also , perpend icu la r i s always
a l igned wi th the normal
18 modpar=math . s q r t ( 1 − vper [ 0 ] * * 2 − vper [ 1 ] * * 2 −
vper [ 2 ] * * 2 )
19 vpar [ 0 ] = modpar *norm [ 0 ]
20 vpar [ 1 ] = modpar *norm [ 1 ]
21 vpar [ 2 ] = modpar *norm [ 2 ]
22
23 # r e s u l t a n t vec to r as a simple sum of the new
perpend icu la r and p a r a l l e l vec to rs
24 vec [ n ] [ 3 ] = vpar [ 0 ] + vper [ 0 ]
25 vec [ n ] [ 4 ] = vpar [ 1 ] + vper [ 1 ]
26 vec [ n ] [ 5 ] = vpar [ 2 ] + vper [ 2 ]
27
28 # c o n t r o l v a r i a b l e . 1 means t h a t t h i s beam reached the
plane pa r t o f the lens
29 vec [ n ] [ 7 ] = 1
Listing C.3: Planar boundary of the plane-convex lens
Where lsize is the lens size, lr is the lens radius (related to the focus by r = f /2), ld is the lens
distance from the source and vec[n][i] is position of the n-th ray in the i (i=x, y, z) coordinate.
Additional quantities are defined in the code comments, initiated always by #.
In Listing C.4, we program the boundary conditions related with the spherical part of the lens.
The normal vector is not constant throughout the surface but rather changes. For an arbitrary
surface f at f(x0, y0, z0), the gradient is always perpendicular to the tangent vector of the surface











For a sphere, f (x,y, z) = x2 + y2 + z2 − r2, normal vector is written as:
n̂sphere =














Figure C.2: In a, a geometrical visualization on how to define the parallel and the perpendicular propagation
direction ®r with respect to the normal surface vector n̂. In b, the gradient is always perpendicular to the tangent
vector of the surface in a given point.
1 # i f cond i t i ons f o r account ing the geomet r ica l c o n s t r a i n t s given by
lens shape
2 i f vec [ n ] [ 0 ] * * 2 + vec [ n ] [ 1 ] * * 2 < = ( l s i z e / 2 ) **2 and abs (
vec [ n ] [ 2 ] − ld −math . s q r t ( l r **2−vec [ n ] [ 0 ] * * 2 − vec [ n ] [ 1 ] * * 2 )
) <= inc * vec [ n ] [ 5 ] / 2 and vec [ n ] [2 ] >= l d and lens and vec [ n ] [ 7 ] = = 1 :
3 # p r i n t ' convex pa r t o f plane−convex lens found f o r ray ' ,
n
4 norm=[ vec [ n ] [ 0 ] / l r , vec [ n ] [ 1 ] / l r , ( vec [ n ] [ 2 ] − l d ) / l r
]
5 a = vec [ n ] [ 3 ] * norm [ 0 ] + vec [ n ] [ 4 ] * norm [ 1 ] + vec [ n ] [ 5 ] * norm [ 2 ]
6
7 # i n c i d e n t perpend icu la r
8 vper [ 0 ] = vec [ n ] [ 3 ] −a*norm [ 0 ]
9 vper [ 1 ] = vec [ n ] [ 4 ] −a*norm [ 1 ]
10 vper [ 2 ] = vec [ n ] [ 5 ] −a*norm [ 2 ]
11
12 # t ransmi ted p a r a l l e l : s u f f e r s on ly v e l o c i t y reduc t ion
f o l l o w i n g s n e l l ' s law
13 vper [ 0 ] = vper [ 0 ] * n l / na
14 vper [ 1 ] = vper [ 1 ] * n l / na
15 vper [ 2 ] = vper [ 2 ] * n l / na
16
17 #the modulus o f the p a r a l l e l ' v e l o c i t y ' vec to r i s
1−| per | because | per | + | par | = 1 . Also , perpend icu la r i s always
a l igned wi th the normal
18 modpar=math . s q r t ( 1 − vper [ 0 ] * * 2 − vper [ 1 ] * * 2 −
vper [ 2 ] * * 2 )
19 vpar [ 0 ] = modpar *norm [ 0 ]
20 vpar [ 1 ] = modpar *norm [ 1 ]
21 vpar [ 2 ] = modpar *norm [ 2 ]
22
23 # r e s u l t a n t vec to r as a simple sum of the new
perpend icu la r and p a r a l l e l vec to rs
24 vec [ n ] [ 3 ] = vpar [ 0 ] + vper [ 0 ]
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25 vec [ n ] [ 4 ] = vpar [ 1 ] + vper [ 1 ]
26 vec [ n ] [ 5 ] = vpar [ 2 ] + vper [ 2 ]
27
28 # c o n t r o l v a r i a b l e . 2 means t h a t t h i s beam reached the
convex pa r t o f the lens
29 vec [ n ] [ 7 ] = 2
Listing C.4: Convex part of the plane-convex lens
Finally, for the parabolic curve in Listing C.5, we calculate the normal vector in a similar way.
The curve is:
f (x,y, z) = x2 + y2 − 2pz = 0 (C.3)













x2 + (y − y0)2 + p2 and y0 is the offset height of the mirror (we work with a
off-axis mirror so the parabola vertex is actually not a valid point).
1 # i f cond i t i ons f o r account ing the geomet r ica l c o n s t r a i n t s given by
m i r r o r shape
2 i f abs ( vec [ n ] [ 2 ] + \
3 (+ vec [ n ] [ 0 ] * * 2 + ( vec [ n ] [ 1 ] −mh) * * 2 ) / ( 2 * p )−md) <= inc * vec [ n ] [ 5 ] / 2 and
abs ( vec [ n ] [ 1 ] ) <=mph/ 2 . 0 and abs ( vec [ n ] [ 0 ] ) <=mpw/ 2 . 0 and
abs ( vec [ n ] [ 0 ] * * 2 + ( vec [ n ] [ 2 ] −md+p / 2 ) * * 2 ) >=mp**2 and m i r r o r and
( vec [ n ] [ 7 ]==2 or lens==False ) :
4 #mdata i s the po in t s t h a t a c t u a l l y h i t the m i r r o r . This
w i l l be used f o r account ing the power t r a n s f e r r e d from the source
to the sample
5 mdatax . append ( vec [ n ] [ 0 ] )
6 mdatay . append ( vec [ n ] [ 1 ] )
7 mdataz . append ( vec [ n ] [ 2 ] )
8
9 #count ing the number o f vec to rs t h a t a r r i v e i n the m i r r o r
10 vec [ n ] [ 6 ] = vec [ n ] [ 6 ] + 1
11
12 # t h i s i s a c o n t r o l v a r i a b l e . 3 means t h a t the beam
reached the pa rabo l i c m i r r o r
13 vec [ n ] [ 7 ] = 3
14
15 #modulus o f the perpend icu la r vec to r w i th respect to the
sur face
16 mod=math . s q r t ( vec [ n ] [ 0 ] * * 2 + ( vec [ n ] [ 1 ] −mh) **2+p * * 2 )
17 norm=[ vec [ n ] [ 0 ] / mod, ( vec [ n ] [ 1 ] −mh) /mod, p /mod]
18 a = vec [ n ] [ 3 ] * norm [ 0 ] + vec [ n ] [ 4 ] * norm [ 1 ] + vec [ n ] [ 5 ] * norm [ 2 ]
19 # p r i n t " m i r r o r " , n , vec [ n ] , norm , a
20
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21 # i n c i d e n t perpend icu la r
22 vper [ 0 ] = vec [ n ] [ 3 ] −a*norm [ 0 ]
23 vper [ 1 ] = vec [ n ] [ 4 ] −a*norm [ 1 ]
24 vper [ 2 ] = vec [ n ] [ 5 ] −a*norm [ 2 ]
25
26 # t ransmi ted perpend icu la r : no change f o r a r e f l e c t i o n
27 vper [ 0 ] = vper [ 0 ]
28 vper [ 1 ] = vper [ 1 ]
29 vper [ 2 ] = vper [ 2 ]
30
31 # t ransmi ted p a r a l l e l : changing s i g n a l f o r a r e f l e c t i o n
32 vpar [0]=−a*norm [ 0 ]
33 vpar [1]=−a*norm [ 1 ]
34 vpar [2]=−a*norm [ 2 ]
35
36 # r e s u l t a n t vec to r
37 vec [ n ] [ 3 ] = vpar [ 0 ] + vper [ 0 ]
38 vec [ n ] [ 4 ] = vpar [ 1 ] + vper [ 1 ]
39 vec [ n ] [ 5 ] = vpar [ 2 ] + vper [ 2 ]
Listing C.5: Parabolic Mirror
The final part of the program in shown in Listing C.6. It analyzes all the vectors that is close
enough to the sample height, mh, and that additionally had hit the lens and the mirror. We only
collected the data from x-z because y is mh. This is how the histogram in Figure 4.13 is made.
1 # cond i t i ons f o r c o l l e c t e d beam
2 i f abs ( vec [ n ] [ 1 ] −mh) <= inc * vec [ n ] [ 4 ] / 2 and vec [ n ] [6 ] >=1 and
vec [ n ] [ 7 ] = = 3 :
3 datax . append ( vec [ n ] [ 0 ] )
4 dataz . append ( vec [ n ] [ 2 ] )
Listing C.6: Final data collection
The rays that do not satisfy above conditions will be also accounted as total rays and thus we
can determine transference % (efficiency). The geometrical distribution of points around mirror
focus will be used to estimate power density.
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D Boundary Element Method for Metallic
Nanoparticles Simulations
In order to quantitatively estimate how the electron beam interacts with the sample, it is necessary
to create a formalism in which the escalar potential can be determined elsewhere in the space
given the boundary conditions of the problem. In this Appendix, we briefly discuss a convenient
expression for the scalar potential in order to develop a numerical solution of the problem.
The formalism was developed by Garcia de Abajo and Howie [186] and the Matlab toolbox
MNPBEM was developed by Hohenester and Trügler [187].
D.1 Theoretical Formulation
We begin with the four Maxwell Equations, given in its local formulation:
∇.D = ρ ∇ ×H = J +
∂D
∂t




Maxwell Equations consists of a set of coupled partial differential equations relating the various
components of electric and magnetic field. They are complete and can be solved as in D.1, but it
is often convenient to introduce a potential, reducing the four first-order differential equations to
two second-order differential equations while satisfying the original relationships analogously.
Since ∇ · B = 0, we can define a vector potential A as B = ∇ × A. With this new definition,




= 0, which means that the term inside the curl can
be written as a gradient of a scalar function Φ and, thus E + ∂A∂t = −∇Φ.
It is possible to show [74] that you can conveniently choose these potentials in order to uncouple















Related by the Lorenz Condition:






Equations D.2 and D.3 form a set of equations equivalent in all respects to the Maxwell’s
Equations in vacuum, as observed by Lorenz and others. There are other transformations of the
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Maxwell equations, such as Coulomb transformations. These transformations are called gauge
transformation and the invariance of the fields is called gauge invariance.






= −4π f (x, t) (D.4)
Where f (x, t) is a known charge source distribution. To remove the explicit time dependence,
we introduce a Fourier transform with respect to frequency. We suppose that Ψ(x, t) and f (x, t)










Using its inverse transformation, the Fourier transform Ψ(x,ω) satisfies the inhomogeneous
Helmholtz wave equation:
(∇2 + k2)Ψ(x,ω) = −4π f (x,ω) (D.6)
Given that, we can define a potential for a point source. This specific potential is called Green
Function and its general expression is given by solving Equation D.6 [74]:
(∇2 + k2)Gi(x, x’) = −4πδ (x − x’), Gi =
eiki |r − r’|
|r − r’|
(D.7)
Which satisfies Helmholtz equation everywhere except at the particle boundaries.
Garcia de Abajo and Howie derived equation to express potential solutions elsewhere and they
can be written down, using Green Function, as [6, 186]:








where σi and hi are surface charge and current distributions, and ϕext and Aext are the scalar and
vector potentials.
In principle, calculate both ϕ and A sounds redundant, as these quantities are related by Lorenz
Gauge [74], which allows the determination of ϕ by the divergent of A but as explained in ref
[187], this aids in computational performance as only first derivatives of the Green functions are
needed instead of second order. In the BEM, boundary integrals in Equations D.8 and D.9 are
sums over the boundary elements. Finally, once σ and h are determined, we can compute both
potentials as well as the electrical and magnetic fields using following relations
E = ikA − ∇ϕ (D.10)
H = ∇ × A (D.11)
112
D.2 Simulation of Slits
The first simulation we performed was the inverted slits we discussed in Section 4.8. Inverted
structures are very computationally demanding, specially the ones studied, as they not only are
big - compared to light wavelength - but also bulky (approximately 200 nm thick). To compute
them, we would need to create a sufficiently big substrate and put the actual structure as a hole.
Do an accurate discretization of this structure is very complicated, specially when the exciting
source is an electron probe of approximately 1 nm. Because of this, we did it for a positive
structure and relied in the generalized Babinet’s principle, which states the energy resonance
would be the same for both positive and negative structures, but with complementary eigenmodes
[188, 189, 190].
Figure D.1: Top view of our simulated positive structure. Each star corresponds to the EELS spectra obtained in
figure D.2. Two conditions for this same topview were studied: 200nm and 100nm thick structure.
We performed simulations (see Figure D.2) using a retarded approach (using the full Maxwell’s
Equations instead of the Quasi-static approach) for two different thickness: 200 nm and 100
nm. The dipole was the unique clear mode in both and it does not change (1.0 eV) regarding its
resonance energy. The better contrast at 100 nm is because of the better confinement of the mode
at the transverse plane. Figure D.2 shows simulated EELS spectra for different energy-selected
peaks, including at approximately 2.12 eV, the energy correspondent to one of the available dye
laser wavelength.
We directly measured this resonance at ChromaTEM but, as shown in Figure 4.20, dipole
resonance (0.34 eV) was far away from expected value (1.0 eV). We believe this is due to the
several imperfections during the inverted slit fabrication. Besides, we used an inverted structure,
which could further change resonances due to the coupling of the mode into the substrate and




Figure D.2: Several electron energy loss spectra for different impact parameters, as exemplified at figure D.1. In
a, sample thickness is 100 nm while, in b, is 200 nm. We can distinguish the dipolar mode for both structures but
higher order modes were not clearly detected.
D.3 The Generalized Babinet’s Principle
In order to qualitatively give an explanation for the obtained EELS map of Figure 4.20, we
have also performed a simulation to determine the electric and magnetic fields at 10 nm above
the plane of the sample when the electron beam passes in an aloof way 2 nm away from the
nano-antenna tip. As this simulation is computationally heavy, the structure size has been greatly
reduced to 200 nm x 15 nm x 10 nm. In this case; resonances energies also changed but the
eigenfields are still the same.
It has been extensively discussed that the EELS spectrum is the work done by the induced
eigenfield in the fast electron crossing the sample (see Section 4.6.1). We expect, therefore, that
EELS maps resemble the electric eigenfield and that the magnetic field is not probed because
it does not perform work in the fast electron. For an inverted structure, however, Babinet’s
principle states that the scattered fields are complementary, very similar to what happens in the
diffraction pattern from a slit and from a wire. For a complete mathematical description of the
Babinet’s principle, ref. [191] has a good discussion.
Figure D.3 shows the electric and magnetic field profile 10 nm above the positive nano-antenna
for the first and the second order eigenfield. As we exchange from a positive to a negative
structure, the profile of the electric and magnetic fields swap. Considering that EELS always
probes electric eigenfields, the spectral maps of negative structure resembles the magnetic field




Bz @ 0.95eV Bz @ 1.55eV
Ez @ 1.55eV
Figure D.3: In a, the electric and magnetic field for the first eigenfield of a metallic nano-antenna. In b, same
field but for a higher order eigenfield. In both cases, we show the obtained EELS map in order to compare to the
magnetic field profile.
115
E List of Works
List of Publications
1. Das, Pabitra and Blazit, J.D. and Tencé, Marcel and Zagonel, Luiz and Auad, Y and Lee,
Y.H. and Ling, X.Y. and Losquin, Arthur and Colliex, C and Stéphan, Odile and Garcia
de Abajo, Javier and Kociak, Mathieu. (2018). Stimulated electron energy loss and gain
in an electron microscope without a pulsed electron gun. Ultramicroscopy. DOI: 203.
10.1016/j.ultramic.2018.12.011.
List of Oral Presentations
1. High Performance Optical System for a Scanning Tunneling Microscope. Yves Auad
and Ricardo Peña Román and Raone Guedes and Ronaldo Vieira and Luiza Lober and
Luiz Fernando Zagonel, Autumn Meeting of the Brazilian Society of Physics, 2018, Foz do
Iguaçu - Paraná - Brasil.
2. A platform to study the Light Emission from 2D materials. Ricardo Peña Román and
Yves Auad and Leonardo Santana and Ronaldo Vieira and Cauê Comparini and Lucas
Adame and Luiz Fernando Zagonel, Autumn Meeting of the Brazilian Society of Physics,
2019, Aracaju - Sergipe - Brasil.
List of Presented Posters
1. A light detection system for a STM. Yves Auad and Ricardo Peña Román and Edivar
Carvalho and Isabela Rigo and Raone Guedes and Leonardo Santana and Ronaldo Vieira
and Lucas Palhares and Maria Orfanelli and Luiz Fernando Zagonel, Nanophotonics and
Micro/Nano Optics International Conference, 2017, Barcelona - Spain.
2. Light emission in 2D materials studied by STM-induced luminescence. Ricardo Peña
Román and Yves Auad and Fernando Alvarez and Luiz Fernando Zagonel. Autumn Meeting
of the Brazilian Society of Physics, 2018, Foz do Iguaçu - Paraná - Brasil.
3. An optical characterization platform inside a STM. Yves Auad and Ricardo Peña
Román and Luiz Fernando Zagonel, Applied Nanotechnology and Nanoscience Inter-
national Conference, 2018, Berlin - Germany.
4. Developments and applications of a high performance light collection inside a Scan-
ning Tunneling and a Scanning Transmission Electron Microscopes. Yves Auad and
Ricardo Peña Román and Luiz Fernando Zagonel and Luiz H. G. Tizei and Mathieu Kociak.
Autumn Meeting of the Brazilian Society of Physics, 2019, Aracaju - Sergipe - Brasil.
5. STS and STML as tools to study individual defects in TMDs. Ricardo Peña Román and
Yves Auad and Leonardo Santana and Ronaldo Vieira and Luiz Fernando Zagonel. 9th
Graphene Conference, 2019, Rome - Italy.
116
6. A method for the atomic-scale characterization of point defects in 2D semiconducting
materials. Ricardo Peña Román and Yves Auad and Leonardo Santana and Ronaldo Vieira
and Victor Arellano and Mario Salazar and Andrés de Luna Bugallo and Ingrid Barcelos and
Luiz Fernando Zagonel. Nanophotonics and Micro/Nano Optics International Conference,
2019, Munich - Germany.
