Abstract-Wireless sensor networks (WSNs) are applied more and more widely in real life. In actual scenarios, 3-D directional wireless sensor nodes are constantly employed, thus, research on the real-time deployment optimization issue of 3-D directional WSNs based on terrain big data has more practical significance. Based on this, we study the deployment optimization issue of directional WSNs in the 3-D terrain through comprehensive consideration of coverage, lifetime, connectivity of sensor nodes, connectivity of cluster headers, and reliability of directional WSNs. We present a modified differential evolution algorithm by adopting crossover rate sort and polynomial-based mutation on the basis of the cooperative coevolutionary framework, and apply it to address the deployment problem of 3-D directional WSNs. In addition, to reduce computation time, we realize implementation of message passing interface parallelism. As is revealed by the experimentation results, the modified algorithm proposed in this paper achieves better performance with respect to either optimization results or operation time.
of lightweight, low-cost wireless sensor nodes [4] , have also experienced great progress. Aguirre et al. [5] applied WSNs to the real-time monitoring of urban traffic environments. Utilizing the vibration sensors for identification and narrowband IoT for communication, Jia et al. [6] proposed an edge computing-based intelligent manhole cover management system. Fosalau et al. [7] monitored catastrophic natural phenomena (e.g., landslides) by deploying highly sensitive sensor nodes to perceive the moving direction and displacement of soil.
With the increasingly widespread application of IoT and WSNs, many scholars have studied related issues. Egea et al. [8] presented a modified feature selection algorithm which can separate and prioritize the sensor data and applied it to industrial IoT. How to improve the coverage and extend the lifetime of the WSNs are two main research directions. By combining adaptive length coding, Alia and Al-Ajouri [9] presented a novel algorithm that could automatically modify and determine the optimum quantity and positions of sensor nodes to achieve coverage maximization with the cost minimization. Manju et al. [10] proposed a method of setting nodes work alternately and giving coverage priority of crucial monitoring areas to prolong the network lifetime. Tuba et al. [11] employed the fireworks algorithm [12] to optimize the coverage rate of WSNs, which realized coverage rate maximization via finding "optimum" sensor positions. However, they only studied the deployment problem on 2-D plane, while sensor nodes in the real world exist in 3-D space, and the sensing range of sensors is 3-D and has sensing angles limitation. Accordingly, directional sensor nodes with limited sensing angles are more accordant with the actual situation. The concept of directional sensors was proposed by Ma and Liu [13] . Based on that, Teng et al. [14] proposed a fuzzy ring-based fan-shaped sensing model, and this paper was more practical. Therefore, the deployment issue with respect to directional WSNs on 3-D terrain has more realistic significance and practicability.
Combining Voronoi diagrams, Sung and Yang [15] presented a distributed greedy algorithm to increase the coverage degree of directional sensor nodes. Nevertheless, only one objective, coverage, was considered. Cao et al. [16] considered the coverage and lifetime of directional sensor nodes in 3-D industrial space with obstacles, and distributed parallelism was conducted to reduce the computation time.
Node clustering and routing are two well-known methods to prolong lifetime of WSNs [17] . Usually, these two methods are simultaneously employed to improve the energy utilization rate. Halder and Bit [18] discovered that the energy imbalance across the network mainly owes to the data transmission to relay nodes from different sections, and they put forward a heterogeneous node deployment mechanism to extend network lifetime. Chu and Sethu [19] proposed a distributed cooperative topology control and adaptation algorithm to achieve the extension of network lifetime. Hacioglu et al. [20] presented a clustering-based routing methodology, which minimized the communication costs among clusters and maximized the node quantity in each cluster, and NSGA-II [21] was combined to select excellent solutions. However, all these studies only explored the case of 2-D plane.
To realize the data transmission stability in IoT, a stable and reliable network is essential [22] . Connectivity is the basic of the reliable data transmission, and it is the basic of the topology control and routing protocol. Besides the basic coverage and lifetime, connection and reliability [23] should also be concerned to ensure the wireless networks performance. Li et al. [24] presented a deployment mechanism for simultaneously considering coverage and connectivity on the basis of NSGA-II [21] . Khalfallah et al. [25] considered the quality of monitoring and wireless network connectivity and proposed a 3-D underwater deployment scheme. Cao et al. [26] , [27] considered coverage, connectivity uniformity, and deployment cost, and Cao et al. [26] proposed a distributed parallel cooperative coevolutionary (CC) multiobjective largescale immune algorithm to solve it, while Cao et al. [27] just utilized the existing algorithm, moreover, reliability was not taken into consideration. Li et al. [28] improved a three-factor user authentication protocol for WSNs to satisfy the security requirement in IoT application. Deif and Gadallah [29] proposed a modified ant colony optimization to improve the reliability of WSNs at a minimum deployment cost. Machado and Tekinay [30] presented a diffusion-based approach to satisfy the coverage, connectivity, and reliability of WSNs, however, it is deployed on the 2-D plane. In general, there are few studies simultaneously considering the coverage, lifetime, connectivity, and reliability of directional WSNs on 3-D terrain.
As a global optimization algorithm, differential evolution (DE) algorithm [31] can be utilized to resolve the deployment problem of WSNs. Ayinde and Barnawi [32] presented a DEbased algorithm to extend the lifetime of WSNs with the minimum number of relays. Many researchers proposed developed DE-based algorithms. According to the fitness of individuals, Wang et al. [33] presented a multiobjective sorting-based mutation operators, while Zhou et al. [34] applied the sorting strategy to crossover rate (CR) operators. Tang et al. [35] presented an individual-dependent mechanism according to the difference of individuals. Moreover, CC [36] , [37] is an effective strategy and can be combined with optimization algorithm, and the work of [37] combined the optimizer of particle swarm optimization (PSO) [38] with it which achieved better performance.
This paper comprehensively considers the coverage, lifetime, the connectivity of sensor nodes, the connectivity of cluster headers (CHs), and the reliability of fuzzy ring-based directional WSNs on 3-D terrains. To address it, we present a modified DE algorithm: CC DE-based algorithm with CR-sort and polynomial-based mutation (CCDEXSPM). In this paper, our main contributions are as follows.
1) In the process of DE mutation, we simply select parents among the entire population following the uniform probability, ensuring a greater search range of the population and avoiding premature convergence from falling into local optima. For the crossover factor, we adopt a novel dynamic updating scheme of CR-sort [34] . 2) To avoid premature convergence of the population, after the mutation and crossover, we append a polynomialbased mutation operator to perform a second-time mutation on each newly generated individual. 3) We combine the above evolutionary strategy with the novel CC strategy proposed in [37] by adopting fixed grouping [39] and allocating variables of the same property to the same group to improve the optimization efficiency. To improve the operation speed, message passing interface (MPI) parallelism is adopted. The rest of this paper is arranged as follows. Section II presents related concepts. Our work is detailed in Section III. The experiments and analysis are provided in Section IV. Finally, we conclude this paper in Section V.
II. RELATED CONCEPTS

A. WSN Sensing Model
According to the shape of the coverage region, the sensing model can be classified as: omni-directional sensing model and directional sensing model. Many traditional sensor nodes are generally omni-directional sensor nodes, the sensing range of which is a spherical region. For directional sensor nodes, the sensing range is limited with respect to the horizontal sensing angle, as illustrated in Fig. 1 , the deterministic sensing angle is (θ f − θ u ) and the angle range of the fuzzy ring is 2θ u .
If a point p can be detected by a sensor node s, the lineof-sight (LOS) is satisfied with respect to s and p, and Fig. 2 is an instance of non-LOS (NLOS). Considering LOS, the sensing range [14] of directional sensor nodes can be represented as (1) , shown at the bottom of the next page, where θ(s, p) is the angle between the main sensing direction of sensor node s and the line from sensor node s and point p.
B. Coverage Degree
The sensing probability of a certain point is influenced by its distance from the sensor node. This paper adopts multipoint coverage strategy and the Sugeno measure [40] [41] [42] to describe the uncertain coverage of WSNs, which can be detailed as follows:
where n represents the quantity of sensor nodes and λ (−1 ≤ λ < 0) denotes the fusion operator [43] . Let O th denote the coverage degree threshold. To evaluate the coverage degree, define [43] 
where QoC denotes the quality of coverage of the target region after each deployment and P is the number of points.
C. Lifetime Model 1) Energy Consumption Model:
The radio energy consumption model we adopt is the same as in [17] . By setting the distance threshold d th and adopting different energy consumption patterns, the equation for transmission is in the following:
where l is the message quantity with the unit of bit, E elec denotes the energy consumption parameter, and ε fs and ε mp are parameters in the free-space channel and multipath channel, respectively. The energy consumption for receiving l bit messages can be calculated as follows:
2) Lifetime Model of CHs: The energy consumption model of sensor nodes E sensor is composed of two parts: 1) sensing energy consumption E sense and 2) communication energy consumption E com for transmitting data to CHs, which can be formulated as
For CH g i , The energy consumption E clu (g i ) contains three major consumptions: the E rec , E agg , and E send , which represent the energy consumption of receiving, aggregating, and sending one bit data, respectively.
1) The energy consumption of receiving l 0 -bit data from r i sensor nodes in the current cluster will be r i l 0 E rec . 2) The energy consumption of aggregating the l 0 -bit data of all r i sensor nodes in the cluster will be r i l 0 E agg .
3) The energy consumption of transmitting l 0 -bit data with the distance d i will be
A compression ratio r cmp is set to represent the degree of data aggregation. The energy consumption for transmitting data received from r i sensor nodes to the next hop will be r i r cmp l 0 E send .
Therefore, the energy consumption E clu (g i ) of CH g i in its own cluster can be represented as
For a relay node g i , the energy consumption E gateway (g i ) for relaying data of other CHs mainly includes two aspects.
1) The energy consumption for receiving data of s i sensor nodes from the previous hop will be s i r cmp l 0 E rec . 2) The energy consumption for relaying data of s i sensor nodes will be s i r cmp l 0 E send . Therefore, the energy consumption E gateway of relay node g i for relaying data of other CHs can be represented as
Finally, the energy consumption E(g i ) of node g i can be denoted as
The WSN lifetime adopts the pattern of N-of-N, that is, the lifetime of the whole WSN vanishes when the first CH exhausts its energy.
Assuming that residual energy of
D. Network Connectivity
WSNs accomplish the monitoring task mainly through gathering and transferring information and data. All nodes cooperate with each other to guarantee the normal operation of the WSNs. Therefore, the network connectivity is an important guarantee of the network functionality. Each sensor node selects one CH to join its cluster and transmits the gathered information to its CH. Then, the CHs aggregate the data transferred from sensor nodes in the clusters and relay them to the next hops. We considered the connectivity of CHs and sensor nodes, respectively.
For the CHs, we can guarantee each two CHs perform communication directly or indirectly via other CHs, that is, the maximal connected set is supposed to include all of CHs in the network. The uniformity of the numbers of CHs that all CHs can communicate with should be optimized. For which, the standard deviation can be utilized to define the uniformity [23] 
where f UniOfCH denotes connectivity uniformity of CH; f std CH denotes the standard deviation; M CH is CHs quantity in the largest connected subcomponent, c i is the quantity of CHs that the CH i can communicate with, and A CH is the average value of the number of CHs that each CH can communicate with in the set. If the size of the largest connected set is less than the total number of CHs N CH , a penalty will be assigned which is expressed as follows:
where p denotes the penalty factor, which is assigned a great value (e.g., 10 6 ). For the sensor nodes, to measure the connectivity uniformity of sensor nodes, we can guarantee the uniformity of the distances of all sensor nodes to their corresponding CHs as far as possible, which can be achieved through utilizing the standard deviation. The specific formula is as follows:
where f UniOfDS denotes connectivity uniformity of sensor nodes; N DS is the quantity of sensor nodes, d i is the distance of sensor node i to its corresponding CH, A DS is the average distance of sensor nodes to the CHs.
E. Network Reliability
The WSNs are usually applied in complicated environments and the number of nodes is limited. When one sensor node corrupts or depletes its energy, coverage holes may occur; when this happens to a CH, the information gathered by sensor nodes in this cluster and the data transferred from the previous hop would be unsuccessful. More seriously, when this CH is located in the crucial position, the normal operation of the whole network will be influenced. Therefore, the network reliability is an important guarantee of the network functionality. The reliability issue has become a research hot spot of WSNs.
To alleviate this situation, through employing the method of multihop communication, each CH and each sensor node are associated to several CHs. So if the current selected CH corrupts or depletes the energy, another CH can be chosen for information forwarding, thus the whole network can still work normally.
To guarantee the network reliability, we prescribe an average number of CHs that all sensor nodes and CHs can communicate with, shown as follows:
where c i and c j are the numbers of CHs of sensor node i and CH j can communicate with, respectively. Moreover, we set a limit of the minimum number of CHs each node should communicate with
where N CH DS and N CH CH denote the numbers of associated CHs of each sensor node and each CH, respectively.
F. Objective Function
We have considered the quality of coverage, lifetime, the connectivity uniformity of sensor nodes, the connectivity uniformity of CHs, and the reliability of the WSN, and these five aspects have different importance degrees, we fuse these five aspects by setting different weight values and obtain the final objective function as follows:
where st 1 , st 2 , st 3 , st 4 , and st 5 are the weight factors, and L min denotes the lifetime of the first CH that exhausts its energy.
III. OUR WORKS
A. Directional Sensing Model
In the 3-D directional sensing model [14] mentioned in Section II-A, although the horizontal angle constraint is considered, the vertical one should also be taken into consideration. Based on the sensing model presented in [14] , we add a vertical angle constraint and put forward a modified 3-D directional sensing model.
As to the sensing probability with respect to the distance constraint, we use the same calculation method as in [14] , which is detailed in (23) . For the horizontal and vertical angle constraints, we adopt the same probability computation method, as shown in (25)
and LOS (25) where γ can be the horizontal angle θ or the vertical angle φ, γ f and γ u are the sensing angles, the radius of the deterministic sensing angle range is (γ f −γ u ), and the radius of the fuzzy ring is 2γ u , that is, the fuzzy ring region is within the angle range of (γ f − γ u ) and (γ f + γ u ). By comprehensively considering the horizontal and vertical angle constraints, we can obtain the modified directional sensing model, as illustrated in Fig. 3 , and the sensing probability formula is in (26) , shown at the bottom of the next page, where S r and U r denote two distance ranges of sensor nodes, respectively, here, the radius of the deterministic sensing distance is (S r − U r ), and the radius of the fuzzy ring is 2U r , that is, it locates in the ring between (S r − U r ) and (S r + U r ); θ f and θ u are two horizontal angle ranges, here, the radius of the horizontal deterministic sensing angle is (θ f − θ u ), and the radius of the fuzzy ring is 2θ u , that is, the horizontal fuzzy ring region is between the angle ranges of (θ f − θ u ) and (θ f + θ u ); φ f and φ u are two vertical angle ranges, here, the radius of the deterministic sensing angle is (φ f − φ u ), and the radius of the fuzzy ring is 2φ u , that is, the angle range between (φ f − φ u ) and (φ f + φ u ) is the vertical fuzzy ring region.
B. Routing Algorithm
In the considered WSN, we deploy sensor nodes and relay nodes simultaneously. Each time their positions are determined, we apply the routing algorithm to identify the CH every sensor node selects and the routing information of CHs to the BS. The routing algorithm is detailed in Algorithm 1.
First, we cluster all sensor nodes by allocating each sensor node to its nearest CH, which can reduce the energy consumption of data transmission. Then the routing path will be determined. Specifically, for each CH, its distances to the BS and other CHs are calculated, and the CHs are sorted in descending order with respect to their distances to the BS. This sorting is important, because we check each CH from far to near, which is convenient for calculating the relayed data for each relay node. Each CH chooses the closest CH as its next hop from those that are nearer to the BS, thus preventing choosing the nearest one which is located farther from the BS and increasing the length of the relaying path.
C. Modified Differential Evolution Algorithm
We propose a modified DE algorithm with CR-sort and polynomial-based mutation by combining a novel CC strategy, denoted as CCDEXSPM. The work of [37] utilized the dynamic grouping method [44] to separate variables into several groups. The optimizer of PSO [38] and a context vector (i.e., the global best solution) were utilized. Variables in the allocated group updated their values according to the velocity updating formula of PSO; while the remaining variables came from the personal bests or the global best according to several predefined thresholds, but the velocity updating formula was not used. Meanwhile, they utilized another PSO operator to update the context vector.
We combine our DE strategy with this CC scheme. According to the characteristics of the deployment problem, we adopt fixed grouping [36] to divide variables into several groups of unequal dimensions by separating variables of the same property into the same group, and each group is optimized in turn. Variables in the current optimization group are mutated, while other variables are the crossover result of the personal best and the global best.
The selection mechanism we utilized is to uniformly choose individuals from the current population for parents, ensuring a wider search direction, and avoiding being trapped into local optima and resulting in premature convergence. This mutation is detailed in (27) where x g r1 , x g r2 , and x g r3 are randomly and uniformly selected from the gth generation of population, here 1 ≤ g ≤ g max and g max is the maximum generation quantity, j is the variable. S m var is the set of variables to be optimized in subpopulation m, here 1 ≤ m ≤ M and M denotes the subpopulations number. The scale factor F i of each individual follows the updating scheme in JADE [45] , which satisfies Cauchy distribution within the range of [0, 1] with the position value of μ F and the scale parameter of 0.1, as follows:
where μ F has an initial value of 0.5. Let S F denote the set of all F values of individuals that are successfully mutated, then we can update μ F as 
After the mutation of variables in the current group, we integrate the remaining variables. The remaining variables do not come directly from the global best, instead, each individual stores its personal best. Therefore, we randomly select variables from the global best and the personal best, that is, we conduct crossover between the global best and the personal best as
The crossover is determined by CR. For the crossover factor CR, we adopt the updating strategy of CR-sort in [34] . The generation of CR satisfies Gaussian distribution, and after the initial population is randomly generated, the fitness values of individuals are calculated and ranked in order of best to worst, and the values of CR are sorted in increasing order. Then the better individual would be assigned the smaller value of CR, which helps maintain the better personal best.
To avoid the population from premature convergence, after one mutation of variables in the current group and the generation of the remaining variables from crossover, we add a polynomial-based mutation operator, executing a second-time mutation to the generated individual to improve the diversity of the population. Henceforth, one individual accomplishes its evolution process. As to the polynomial-based mutation operator, we will make detailed introduction in Section III-D.
When each individual in each subpopulation finishes one evolution process, we consider the whole population completes one evolution. The whole population continuously repeats this evolutionary cycle until the termination condition is satisfied. The whole evolution process is detailed in Algorithm 2.
D. Polynomial-Based Mutation
To improve the population diversity, and avoid premature convergence and being trapped in local optima, after we have conducted mutation and crossover of each individual, a polynomial-based mutation operator is utilized to perturb variables selected by a certain probability to conduct a secondtime mutation. The polynomial-based mutation perturbs the original value by exerting a small change, improving the diversity of the population [46] . This change value v perm i,j can be represented as
where i denotes individual i, j represents variable j, and B j represents the baseline value, which is generally set as (ub j , lb j ), here ub j and lb j denote the upper and lower boundaries of variable j, respectively, and σ i,j is the variation ratio, which is calculated in the following:
where u is a random number obeying uniform distribution, n denotes the mutation distribution index, and σ i,j,1 and σ i,j,2 are computed respectively as follows:
where x i,j is the original value before mutation. Finally, we can obtain the mutated value x i,j
E. Parallelism Implementation
To improve the operation speed of the algorithm, we put forward an MPI-based distributed parallel algorithm. In designing the parallel strategy, we observed that the computation of QoC occupied a large proportion of the overall operation time, which includes multiple loops and for which the time complexity is O(LEN × WID × DS), here LEN and WID represent the length and width of the terrain data, respectively. Thus, compared to the communication cost among processes, the computation cost of QoC is tremendous. Especially, when the terrain area expands and the number of sensor nodes increases, the corresponding time consumption will also increase rapidly. Considering these factors, we chiefly divide the computation process into multiple blocks and address them in parallel; then, the information transmission is completed through communication among processes. Specifically, it is to divide the data for computation according to the process number. The more the processes, the less the data to be processed in each block. The parallel algorithm is detailed in Algorithm 3. 3) Generated individual: polynomial-based mutation; 4) Selection: 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To assess the performance of the novel algorithm, we import real-world digital elevation model (DEM) raw data. 1 Then, we crop the DEM data to obtain three terrain data: 1) plain; 2) hilly; and 3) mountainous terrain data. Through resampling and pretreatment, we get three different types of terrain data with the size of 160 m × 160 m and the resolution of 5 m for experimentation. The plain, hilly, and mountainous terrain regions that we obtained are illustrated in Fig. 4(a)-(c) , respectively.
We implement MPI parallelism on the platform of Tianhe-2 supercomputer. We compare the modified algorithm, CCDEXSPM, with MS-DE [33] , jDE [47] , GPSO [38] , and CLPSO [48] . For the deployment problem, each algorithm repeats the operation 20 times. The parameter settings are listed in Table I . We conduct experiments on the plain, hilly, and mountainous terrains, and the results corresponding to nonparametric tests are shown in the following.
For the test results of the plain terrain, as shown in Table II , our algorithm CCDEXSPM shows superiority throughout the entire evolutionary process, and the mean fitness values have remained ahead, which reaches 8.47E−01 gradually, far higher than the other four algorithms, and the maximum fitness value reaches 8.64E − 01. Similarly, from Fig. 5 , we can observe that in the initial stage of evolution, GPSO encounters premature convergence and is trapped in local optima, while CLPSO, jDE, and MS-DE have poor convergence ability, although they have not converged so early, their exploration abilities are inferior to that of our algorithm, as their improvement of the fitness values is slow. In contrast, CCDEXSPM has a strong global search capability and obtains the better results in a limited time. During the later period of evolution, it performs the local search around the global best, and it finally achieves optimization results that are much better than those of the other four algorithms. For the Friedman and Wilcoxon tests in Table III , the rank of CCDEXSPM is ahead of the other four algorithms, and we find that almost all results achieved by CCDEXSPM are better than those of the other four algorithms (Exact P − value is equal to 1.91E − 06 compared to CLPSO, GPSO, jDE, and MS-DE). In brief, the optimization Regarding the test results of the hilly terrain, as shown in Table IV and Fig. 6 , GPSO, CLPSO, and jDE have similar performance compared to plain terrain, while MS-DE exhibits better performance, especially in the later stage of evolution. However, these four algorithms still show weak exploration ability (MS-DE illustrates better search ability); in contrast, our algorithm CCDEXSPM still exhibits strong exploration ability compared to the other four algorithms. For Table V , the rank of CCDEXSPM is still ahead of the other four algorithms, and the rank of GPSO is still the worst, we find that all results achieved by CCDEXSPM are still better than those of the other four algorithms (Exact P − value is equal to 1.91E − 06). These indicate the effectiveness of CCDEXSPM in hilly terrain.
For the mountainous terrain, as shown in Table VI and Fig. 7 that these five algorithms show similar performance to those corresponding to plain terrain. The overall fitness values have decreased to some extent (the mean fitness reaches 8.47E −01 in plain terrain, while it is only 7.96E−01 in mountainous terrain). This result is mainly because that the undulating terrain obstructs the LOS, and the coverage, lifetime, connectivity, and reliability of nodes will be affected to varying degrees. However, CCDEXSPM has still achieved evident superiority. The Friedman and Wilcoxon tests in Table VII shows that the rank of CCDEXSPM is still ahead of the other four algorithms, and Exact P − value is equal to 1.91E − 06, which also indicates the excellent optimization performance of our algorithm. The experimental results prove that our algorithm exhibits better performance than the other four algorithms in three different terrains. The different terrains would affect the fitness values, and the obtained fitness values on the mountainous terrain are inferior to those on the plain terrain. However, our algorithm exhibits stable search ability in different terrains and obtains better results in fitness. To verify the effect of MPI parallelism on reducing the computational time, we conduct experiments by utilizing CCDEXSPM in the cases of 1, 2, 4, 8, and 16 processes on the plain terrain. The experimental results are listed in Table VIII and Fig. 8 .
As is shown, as the process quantity increases, the overall operation time significantly decreases. When the number of processes is 16, the speedup ratio reaches approximately 12; however, with a greater number of processes, the usage efficiency of each process is lower. When the number of processes is 16, the usage efficiency of each process is reduced from approximately 0.97 for 2 processes to approximately 0.74. Therefore, if the number of processes further increases, computational resources will not be effectively explored due to the increased communication cost among MPI processes and the low usage efficiency of each process. When the number of processes is 16, the operation time is effectively reduced, obtaining satisfactory results in operation time.
V. CONCLUSION
In this paper, we have studied the deployment problem of directional WSNs, we consider the coverage, lifetime, connectivity of sensor nodes, connectivity of CHs, and reliability in the deployment. We propose a modified DE algorithm with CR-sort and polynomial-based mutation by combining the CC framework, namely CCDEXSPM. We apply this algorithm to the deployment optimization problem of directional WSNs, and compare it with MS-DE, jDE, CLPSO, and GPSO. The experimental results demonstrates that the performance of our modified DE algorithm significantly transcends the other four algorithms. Additionally, we utilize MPI parallelism, effectively reducing the operation time. For future research, there is still considerable work remained to be performed. We utilize a weighted sum to combine the coverage rate, lifetime, connectivity of sensor nodes, connectivity of CHs, and reliability to a single objective function, while further research can be conducted by exploring many-objective optimization.
