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Abstract 
Irregular and sporadic demand profiles frequently occur in different contexts characterised either by a large fragmentation of 
client requests within a broad product mix or when new products are introduced. Their optimal management often requires the 
definition of approaches based on Key Performance Indicators (KPI) other than costs, which in the aforementioned situations are 
characterised by uncertainty. Specifically, holding costs and stock-out costs are difficult to quantify. This paper examines 104 
dynamic re-order policies in an environment where demand patterns with very low demand frequency and demand size equal to 
very few items are required by customers. Furthermore, the cost structure is uncertain. The aforementioned alternative 
management approaches are experimentally compared in terms of the average inventory level, average and maximum lost 
demand and average number of stock-out they can ensure. 
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Nomenclature 
CSL cycle service level, probability of not running out of stock in the period preceding the following 
replenishment cycle 
Di average demand during time period i, for i = 0,…,n
f(x) probability density function of x 
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F(x) cumulative distribution of x 
Ii inventory level at the end of period i, for i = 0,…,n 
Itot expected sum of inventory levels at the end of each time period belonging to the planning horizon 
LT supply lead time 
m number of past time periods 
n number of time periods in the planning horizon 
Ns total number of units short 
Nsi number of units short in time period i, for i = 0,…,n 
Qi lot size in time period i, for i = 0,…,n 
ROPi re-order point in time period i, for i = 0,…,n 
SS safety stock 
x demand during a single time period, which is the uncertain variable 
zi number of units added to ROPi in time period i, for i = 0,…,n 
1. Introduction 
Estimating a final customer demand profile is crucial for managing company processes and, in particular, for 
production planning and component purchasing. Irregular and sporadic demand profiles present discontinuous 
consumption in terms both of demand sizes and intervals between not-null demands. Forecasting is thus more 
difficult and the definition of optimal re-order policies is a significant management problem. Irregular and sporadic 
demand profiles appear in various production contexts, for example in mechanical spare parts [1], which are subject 
to stochastic and highly irregular demand, in start-up production or in multi-echelon supply chains. The case dealt 
with in this paper is the very recent online supermarket sector, where the high irregularity of demand and the need 
for immediate response to customer requests generate a trade-off between high service levels and curbing of 
stocking out events. In particular, registered demand profiles are characterised by demand events with very few 
items, often only one.  
After a close examination in section 2 of the main approaches to the problem provided by the relevant literature, 
we shall proceed to analyse the method applied to the comparative evaluation of the various re-order policies 
proposed. The paper is organised as follows: definition of initial hypotheses and type of re-order policies applied 
(section 3), problem statement (section 4), solution method applied (section 5), a case study (section 6) and a 
conclusion (section 7) for decision makers. 
 
2. Literature review 
The main problem in production planning, which various authors have dealt with in recent decades, can be 
summarised by the questions of when and how much to order, both in terms of purchasing and production. The 
literature is therefore full of alternative re-order policy solutions; some based on mathematical models, others on 
heuristic models. As [2, 3] underline in their overview, the proliferation of alternative lot sizing policies derives from 
the complexity of the reference models, categorised in accordance with a framework of dimensions. The nature of 
demand is a factor included into it. Demand represents the input of the decision-making problem and can be 
deterministic rather than stochastic. It clearly depends on the productive model applied. In a Make To Stock (MTS) 
system, the demand is forecasted and therefore subject to stochastic errors, on the other hand an Engineering To 
Order (ETO) environment will present a deterministic demand and therefore the re-ordering policies do not include 
any forecasting techniques. However, the focus of the work is on a stochastic operative environment. Often, demand 
profiles following a Gaussian distribution function are hypothesised. Nevertheless, normal distribution is not a 
realistic choice for all operative fields. In the following paper, the case of irregular and sporadic demand profiles is 
analysed, where behaviour is not well represented by a Gaussian distribution function, but requires ad-hoc defined 
approaches [4]. 
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Thus, in order to focalise the present short literature overview to the field to which the present paper refers, 
stochastic inventory control in the specific case of irregular and sporadic demand patterns is analysed. A 
classification of irregular and sporadic demand profiles is reported in [5]. In the case of demand profiles that are 
assumed to occur as a Bernoulli process and subsequently when inter-demand intervals and demand sizes are 
respectively geometrically and normally distributed, the authors propose a classification scheme obtained by 
evaluating the region of predominance of predefined forecasting methods (i.e. Croston’s method and Syntetos-
Boylan’s approach). 
Two main issues can be identified in irregular and sporadic demand pattern management. The first concerns the 
application of forecasting techniques in this context (for a more detailed discussion, see [6]), while the second 
specifically treats the evaluation of different inventory control models in the presence of irregular and sporadic 
demand profiles and is briefly dealt with below. In accordance with the framework applied by [7] in their literature 
review, two main streams in literature on the stochastic inventory control in the case of irregular and sporadic 
demand patterns can be detected, i.e. case studies of inventory control systems and modelling of irregular and 
sporadic demand patterns. The former concerns the comparative analysis of several inventory policies, rather than 
their introduction in practical operative environments, through appropriate case studies [8, 9, 10, 11, 12, 13 14, 15, 
16]. The latter stream in literature on stochastic inventory control in the case of irregular and sporadic demand 
patterns is focused specifically on modelling variable and sporadic demand patterns and investigating the interaction 
between the hypothetical probability distribution functions and the parameters that characterise different re-order 
policies. The normality assumption is most often employed for modelling the demand but, if demand does not occur 
regularly and it is particularly variable, then such an assumption is judged to be far from appropriate [17]. This 
occurs in many practical situations; therefore, several authors have investigated this issue as crucial in irregular and 
sporadic demand management. Since the irregular and sporadic demand phenomenon is made up of two constituent 
elements, which are demand intermittence and demand variability, a compound demand distribution is often 
suggested. In this field, two demand generation processes have dominated literature. On one hand, if time is treated 
as a discrete and integer variable, then demand may be assumed to be generated based on a Bernoulli process, while, 
on the other hand, if time is treated as a continuous variable, then demand may be assumed to be generated based on 
a Poisson process. By combining Bernoulli or Poisson arrivals of demands with an arbitrary distribution of demand 
size, compound Poisson or compound Bernoulli total demand distributions are respectively obtained. However, 
compound Poisson demand processes have been more often preferred due to their theoretical advantages and 
simplicity. Moreover, such compound demand distribution may also be applied to modelling fast-moving items by 
considering very low time intervals. One of the early contributions on the application of this compound demand 
distribution in the inventory control theory is [18]. Other contributions are reported in [7, 19, 20, 21, 22, 23, 24] and 
in [25] for the case of non-stationary demand.  
Nevertheless, the aforementioned contributions propose cost-oriented approaches, disregarding the fact that cost 
structures are not always known, e.g. in the case of new companies or new items introduced in the market. 
Moreover, unitary holding and stock-out costs, which often affect the decision of the best re-order policy and 
inventory management approach, are hardly quantifiable in a wide range of operative environments. Unitary holding 
costs are obtained by dividing annual holding costs among stocked items. Nevertheless, stocked items are strictly 
connected with the adopted re-order and inventory management approach. Hence, rather than the fixed value of the 
unitary holding costs registered in the past, approaches for selecting the best re-order policy and inventory 
management approach should adopt functions that describe the trend of unitary holding costs in accordance with the 
amount of stocked items registered. Otherwise, when a fixed value of the unitary holding cost registered in the past 
is adopted, a simplified model of the reality is implemented. Furthermore, stock-out costs are related to lost demand 
or customer dissatisfaction, which are hardly quantifiable in an economic parameter. Thus, this paper proposes many 
different heuristic re-order policies, applies them in the field of irregular and sporadic demand profiles and estimates 
their effectiveness using the following parameters: average inventory level, average lost demand, maximum lost 
demand and total number of stock-out. 
Moreover, the aforementioned approaches achieve theoretical results that sometimes simply cannot be 
implemented in practice, i.e. long-term series are required. Nevertheless, again in the case of new companies or new 
items introduced in the market, such data is not available. Thus, in this paper, by taking data from the innovative 
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field of the online supermarket, simple re-order policies and inventory management approaches are tested and 
compared. 
In accordance with the aspects underlined in this section, this paper has to be framed in stochastic inventory 
control for irregular and sporadic demands (in particular referring to items recently introduced on the market and 
then characterised by low values of demand in not-null demand periods). It involves several dynamic heuristic re-
order policies, whose performances are compared in terms of average values in a multi-criteria non-cost-based 
perspective through the simulative approach. 
 
3. Initial hypotheses and type of re-order policy applied 
The reference environment is related to emerging commercial sectors, i.e. the online supermarket. In this context, 
the following reasonable hypotheses are outlined: 
x Stock-outs induce a lost demand rather than a backlog order. Customers familiar with e-tools simply verify the 
existence of alternative suppliers and contact them for similar products and services. 
x In order to reduce the number of orders sent to suppliers, the solving approaches adopted do not allow the 
possibility of sending orders in two consecutive periods. 
x The time period unit measurement is weeks. The inventory control is executed on a weekly basis. 
x The supply lead time L is null. Since time periods are counted in weeks, it is reasonable to suppose that the order 
sent at the end of each time period i will be received during time period i+1. Thus, when calculating the 
inventory level at the end of time period i+1, supposing that the whole order is available at the beginning of the 
same time period, i+1 is possible without losing validity.  
x The probability density function f(x) is supposed constant for each time period. 
x The re-order policies proposed are single-product. This choice is motivated by the fact that online supermarkets 
often offer niche products, e.g. characterised by high quality or social commitment. Hence, single-product orders 
occur more frequently than in traditional commercial channels. 
 
As we shall see, initial hypotheses limit the field of applicability of the re-order policies but do not compromise 
the validity of the results. 
Two main kinds of static multi-period re-order policies are used in the standard inventory theory: (ROP, Q) and 
(T,S). In the (ROP, Q) policy, the fixed quantity Q is ordered whenever the inventory level drops to the re-order 
point ROP or below (see fig. 1 (a)). Thus, this basic policy involves a continuous review of the inventory level. 
Instead, the control procedure in the (T, S) policy is such that every T units of time (review interval), a variable 
quantity Qi is ordered to raise the inventory position to level S (see fig. 1 (b). 
 
 
                                                                   
 
 
 
 
 
 
 
 
 
Fig. 1. (a) the (ROP, Q) policy; (b) the (T, S) policy. 
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This paper refers to dynamic lot sizing policies that belong to the (ROPi, Qi) approach with a periodic review of 
the inventory level, which will be briefly described below (see fig. 2). The quantity Qi+1 is ordered whenever the 
inventory level Ii drops to the re-order point ROPi at the end of each time period i (periodic review), with Qi+1 and 
ROPi depending on the specific time period i (dynamic policy). Supply lead time is null for the initial hypotheses, 
therefore the re-order quantity Qi+1 could be considered available at the beginning of time period i+1. 
Note that the order of Qi+1 units is placed at the end of time period i because Ii ≤ ROPi, while the order of Qi+3 
units is placed at the end of time period i+2 because Ii+2 ≤ ROPi+2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The (ROPi, Qi) policy. 
4. Problem statement 
This paper deals with a stochastic dynamic lot sizing problem that is not cost-oriented and a minimal service 
level criterion, say CSL, that is used as the probability that at the end of every period the net inventory will not be 
negative. The demand x is considered as a random variable with a known probability density function f(x) that may 
not vary from period to period. The model can be expressed as the minimisation of four expected sizes over the n-
period planning horizon subject to the service level constraint, as follows: 
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Ͳ ൑ ߜ௜ିଵ ൅ ߜ௜ ൑ ͳ                     ݅ ൌ Ͳǡǥ ǡ ݊ǡ                                                      (9) 
 
௜ܳ ǡ ݖ௜ ൒ Ͳ   (decision variables),                                  ݅ ൌ Ͳǡǥ ǡ ݊Ǥ                                                                     (10) 
 
where Eq. (1) represents the expected sum of the inventory levels at the end of each time period belonging to the 
planning horizon, Eq. (2) represents the expected total number of units short, Eq. (3) and (4) represent the objectives 
of minimising the maximum lost demand and the total number of stock-out. Constraint (5) represents the re-order 
point in the (ROPi, Qi) policy (see fig. 2), with the dynamic quantity zi added to ROPi as a precautionary size against 
the high variability and uncertainty of the demand. Constraints (6) and (7) define two binary variables useful in the 
model. While (6) depends on the replenishment order placed in time period i, (7) depends on stock-out occurrences 
in time period i. Service level constraint (8) establishes that the probability of stock-out not incurring in periods 
preceding the receipt of the following replenishment is equal to CSL. For a more detailed discussion about the 
minimal service level criterion, see [26, 27, 28]. Finally, constraint (9) represents the condition that orders cannot be 
made to suppliers in two consecutive periods, in order to reduce the total number of emitted orders and constraints 
(10) assure the implementation of the solutions in real-life applications. 
Thus, the stochastic dynamic lot sizing problem formulated above can be reduced to evaluating the two dynamic 
decision variables Qi and zi for each time period i, supposing that the probability density function f(x) is known, after 
calculating the safety stock SS and the average demand Di. In fact, all the results achieved depend on the probability 
density function f(x) applied, which affects both the calculation of the sizes necessary for the application of the re-
order policies (SS and Di) and the experimental analysis conducted thorough the pseudo-random generation of series 
that follow the specific f(x) chosen. 
 
5. Solution method applied 
The steps of the solution approach are listed below: 
1. Search for the probability density function f(x) that best represents real demand profiles and calculation of safety 
stock SS to guarantee a pre-defined cycle service level CSL. 
2. Definition of re-order policies by different rules to calculate ROPi and Qi. 
3. Simulation of demand (1,000 runs) with f(x) assigned at point 1. and evaluation of average values of the 
following quantities for each of the predefined re-order policies (ROPi, Qi): 
x average inventory level 
x average lost demand 
x maximum lost demand 
x total number of stock-out 
The problem statement related to the adopted approach indicates that the decision variables are two dynamic 
sizes, Qi and zi, evaluated in each time period i. Investigating innovative heuristics to compute the two decision 
variables is therefore the main issue. Thus, the guideline adopted for the choice of re-order policies is to set simple 
rules to calculate both Qi and zi in order to generate alternative re-order policies that are immediate, easily automated 
and therefore applicable to small and medium-sized enterprises (SME). 
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Lot size Qi could be computed by 13 different rules, divided into seven rules with variable lots numbered from Id 
1 to Id 7 (see tab. 1) and six rules with lots that can have only two values, either a or b, numbered from Id 8 to Id 13 
(see tab. 2), as follows: 
                                                         Table 1. The variable lot size Qi. Rules to calculate it. 
Id Notation Rules 
1 M2 Qi = mean demand of last 2 periods (i-2, i-1) 
2 M3 Qi = mean demand of last 3 periods (i-3, i-2, i-1) 
3 M4 Qi = mean demand of last 4 periods (i-4, i-3, i-2, i-1) 
4 M6 Qi = mean demand of last 6 periods (i-6,…, i-1) 
5 MX2 Qi = max demand of last 2 periods (i-2, i-1) 
6 MX4 Qi = max demand of last 4 periods (i-4, i-3, i-2, i-1) 
7 MX Qi = max demand until time period i 
 
                                              Table 2. The two-value lot size Qi. Rules to calculate it. 
Id Notation Rules 
8 2M2 If mean demand of last 2 periods <= d then Qi = a else Qi = b 
9 2M3 If mean demand of last 3 periods <= d then Qi = a else Qi = b 
10 2M4 If mean demand of last 4 periods <= d then Qi = a else Qi = b 
11 2M6 If mean demand of last 6 periods <= d then Qi = a else Qi = b 
12 2MX2 If maximum demand of last 2 periods <= d then Qi = a else Qi = b 
13 2MX4 If maximum demand of last 4 periods <= d then Qi = a else Qi = b 
 
The values of a and b (see tab. 2) establish the only two possible lot sizes, hence they have to be fixed according 
to the specific case dealt with (i.e. in relation to demand pattern, supply condition and product characteristics) as 
well as d, which represents the boundary level needed to define the different rules.  
Eight rules are used to calculate zi (tab. 3), similar to the ones described above in tab. 1. 
                                                         Table 3. Rules to calculate zi. 
Id Notation Rules 
1 M2 zi = mean demand of last 2 periods (i-2, i-1) 
2 M3 zi = mean demand of last 3 periods (i-3, i-2, i-1) 
3 M4 zi = mean demand of last 4 periods (i-4, i-3, i-2, i-1) 
4 M6 zi = mean demand of last 6 periods (i-6,…, i-1) 
5 MO zi = mode of last 10 periods (i-10, …, i-1) 
6 MX2 zi = max demand of last 2 periods (i-2, i-1) 
7 MX4 zi = max demand of last 4 periods (i-4, i-3, i-2, i-1) 
8 MX zi = max demand until time period i 
 
Every single re-order policy analysed in this work is obtained by combining the 13 rules to calculate Qi with the 
eight rules to calculate zi, so that 104 different re-order policies are obtained. 
 
6. Case study 
This case study deals with a pool of 500 demand profiles. 
Stat-Fit for Simul8® is adopted to select the distribution function that best represents data. The geometric 
distribution is often chosen. In accordance with its characteristics, SS obtained by varying the required CSL are 
reported in tab. 4. 
In this case study, a service level CSL equal to 99 % is given, whereby 4 units cover the role of SS. 
Before testing and comparing the different re-order policies described in section 5 with the simulative approach, 
the values of a, b and d should be fixed, in accordance with the specifics of the analysed case study. The guidelines 
established in conjunction with managers are reported below: 
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                                                                                Table 4. Calculation of safety stock. 
x f(x) F(x) CSL(%) SS 
0 0.60 0.60 60 0 
1 0.24 0.84 84 1 
2 0.10 0.94 94 2 
3 0.04 0.97 97 3 
4 0.02 0.99 99 4 
5 0.01 # 1.00 # 100 5 
6 # 0.00 # 1.00 # 100 6 
7 # 0.00 # 1.00 # 100 7 
8 # 0.00 # 1.00 # 100 8 
9 # 0.00 # 1.00 # 100 9 
10 # 0.00 # 1.00 # 100 10 
 Table 5. Final results achieved by the simulative approach. 
 
  Q i  
 
ROPi 
M2 M3 M4 M6 MX2 MX4 MX 2M2 2M3 2M4 2M6 2MX2 2MX4 Mean 
A
ve
ra
ge
  
in
ve
nt
or
y 
le
ve
l 
M2 2.20 2.40 2.80 2.90 3.10 5.10 7.00 5.20 5.00 4.90 4.80 5.70 5.80 4.38 
M3 2.20 2.40 2.80 2.90 3.10 5.20 7.00 5.20 5.00 5.00 4.90 5.70 5.90 4.41 
M4 2.30 2.40 2.80 2.90 3.10 5.30 7.00 5.30 5.10 5.10 5.00 5.70 6.00 4.46 
M6 2.00 2.50 2.90 3.00 3.10 5.30 7.00 5.30 5.20 5.10 5.00 5.80 6.00 4.48 
MO 1.90 2.30 2.60 2.70 3.00 4.50 6.10 4.60 4.40 4.40 4.30 4.90 5.10 3.91 
MX2 1.90 2.40 2.90 2.90 3.10 5.30 7.40 5.20 5.10 5.00 4.90 5.90 6.00 4.46 
MX4 2.00 2.50 2.90 3.00 3.10 5.80 7.70 5.60 5.40 5.40 5.20 6.20 6.60 4.72 
MX 2.00 2.50 2.90 3.30 3.10 6.60 9.70 7.50 7.30 7.30 7.20 8.10 8.40 5.84 
Mean 2.06 2.43 2.83 2.95 3.09 5.39 7.36 5.49 5.31 5.28 5.16 6.00 6.23  
A
ve
ra
ge
  
lo
st
 d
em
an
d 
M2 0.180 0.100 0.080 0.080 0.060 0.010 0.001 0.010 0.010 0.010 0.020 0.006 0.005 0.044 
M3 0.180 0.100 0.080 0.080 0.050 0.010 0.001 0.010 0.010 0.010 0.020 0.006 0.005 0.043 
M4 0.170 0.100 0.080 0.080 0.050 0.010 0.001 0.010 0.010 0.010 0.020 0.006 0.005 0.042 
M6 0.140 0.100 0.070 0.070 0.050 0.010 0.001 0.010 0.010 0.010 0.020 0.006 0.005 0.039 
MO 0.140 0.100 0.090 0.080 0.060 0.010 0.002 0.010 0.020 0.020 0.020 0.010 0.009 0.044 
MX2 0.140 0.100 0.070 0.080 0.050 0.010 0.001 0.010 0.010 0.010 0.020 0.005 0.005 0.039 
MX4 0.140 0.090 0.070 0.070 0.050 0.010 0.001 0.010 0.010 0.010 0.010 0.005 0.004 0.037 
MX 0.140 0.090 0.070 0.070 0.050 0.010 0.000 0.003 0.004 0.005 0.005 0.002 0.002 0.035 
Mean 0.154 0.098 0.076 0.076 0.053 0.010 0.001 0.009 0.011 0.011 0.017 0.006 0.005  
M
ax
im
um
  
lo
st
 d
em
an
d 
M2 2.20 1.80 1.50 1.40 1.30 0.30 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.76 
M3 2.20 1.80 1.50 1.40 1.20 0.20 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.74 
M4 2.10 1.80 1.50 1.40 1.20 0.20 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.73 
M6 2.20 1.80 1.40 1.30 1.20 0.20 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.73 
MO 2.20 1.80 1.50 1.50 1.30 0.40 0.07 0.30 0.40 0.40 0.50 0.30 0.20 0.84 
MX2 2.20 1.80 1.40 1.40 1.20 0.20 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.73 
MX4 2.20 1.70 1.40 1.30 1.20 0.20 0.03 0.20 0.30 0.30 0.30 0.10 0.10 0.72 
MX 2.20 1.70 1.40 1.30 1.20 0.20 0.01 0.10 0.10 0.10 0.10 0.10 0.05 0.66 
Mean 2.19 1.78 1.45 1.38 1.23 0.24 0.03 0.20 0.29 0.29 0.30 0.13 0.11  
N
um
be
r 
of
  
St
oc
k-
ou
t 
M2 3.40 2.00 1.40 1.50 1.00 0.20 0.02 0.20 0.20 0.20 0.30 0.10 0.10 0.82 
M3 3.40 2.00 1.40 1.50 1.00 0.20 0.02 0.20 0.20 0.20 0.30 0.10 0.10 0.82 
M4 3.30 1.90 1.40 1.50 1.00 0.20 0.02 0.20 0.20 0.20 0.30 0.10 0.10 0.80 
M6 2.60 1.90 1.30 1.40 1.00 0.20 0.02 0.20 0.20 0.20 0.30 0.10 0.10 0.73 
MO 2.60 1.90 1.60 1.60 1.10 0.30 0.05 0.30 0.30 0.30 0.40 0.20 0.20 0.83 
MX2 2.60 1.90 1.40 1.50 1.00 0.20 0.02 0.20 0.20 0.20 0.30 0.10 0.10 0.75 
MX4 2.50 1.80 1.40 1.40 1.00 0.10 0.01 0.10 0.20 0.20 0.20 0.10 0.10 0.70 
MX 2.60 1.80 1.40 1.30 1.00 0.10 0.00 0.10 0.10 0.10 0.10 0.04 0.03 0.67 
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Mean 2.88 1.90 1.41 1.46 1.01 0.19 0.02 0.19 0.20 0.20 0.28 0.11 0.10  
x a, which is selected as the most frequent not-null value in the time series, i.e. a = 2 
x b, which is set as the average peak of the demand in the time series, i.e. b = 5 
x d, the boundary level in the two values lot sizing rules, is chosen equal to a, i.e. d = 2 
Moreover, note that the mode of a geometrically distributed demand is zero, and thus all the policies with zi equal 
to the mode (see tab. 3) do not provide for any precautionary size to add to ROPi. 
Results obtained by considering a planning horizon equal to 30 are reported in tab. 5.  
At the end of each row and each column, the mean value of the performances achieved by each rule (i.e. average 
inventory level, average lost demand, maximum lost demand and number of stock-out) is reported. In particular, the 
minimum values obtained are in bold. Tab. 5 represents a useful tool for comparing the heuristic re-order policies in 
terms of the priorities given by the management when irregular and sporadic items have to be managed. In 
particular, when the cost structure is not known a priori or cost items are characterised by uncertainty and the 
demand patterns follow a specific distribution function (in this case the geometric distribution), then the achieved 
values guide the management towards the more effective re-order policy in terms of their needs. Thus, each heuristic 
can be evaluated in terms of the weighted average of the four aforementioned measures, with each weight affected 
by management considerations. 
  
7. Conclusion 
Managing irregular and sporadic demand profiles is a common issue in several real industrial environments. 
Nevertheless, the literature does not offer tools that are simply and effectively implementable in all kinds of 
company. Specifically, small and medium-sized enterprises are characterised by low resources dedicated to 
forecasting and managing items. Furthermore, in emerging economic sectors or in new companies, cost-oriented 
management approaches published in literature are difficult to implement, due to the uncertainty of the available 
data. 
The present paper is focused on re-order policies and inventory management approaches for irregular and 
sporadic demand profiles. Specifically, 104 models are proposed and their performance is tested. 
After an examination of a relevant real data set, the geometric distribution function, with a specific shape factor, 
is chosen as the one that best models these demand patterns. This result allows the simulative approach to be applied 
by a pseudo-random generation. In particular, the aforementioned 104 dynamic re-order policies (ROPi, Qi) are 
tested in a multi-criteria non cost-based perspective, in terms of average inventory level, average lost demand, 
maximum lost demand and number of stock-out. The wide set of solutions obtained is finally evaluated in 
accordance with weights affected by management considerations. 
 
References 
[1] A. Regattieri, M. Gamberi, R. Gamberini, R. Manzini, Managing lumpy demand for aircraft spare parts, J Air Transport Manag 11 (2005) 
426-431. 
[2] H.C. Bahl, L.P. Ritzman, J.N.D. Gupta, Determining lot sizes and resource requirements: a review, Oper Res 35 (1987) 329-345. 
[3] B. Karimi, S.M.T. Fatemi Ghomi, J.M. Wilson, The capacited lot sizing problem: a review of models and algorithms, Omega 31 (2003) 365-
378. 
[4] J. Orlicky, Material requirements planning, McGraw Hill, New York, 1975. 
[5] A.A. Syntetos, J.E. Boylan, J.D. Croston, On the categorization of demand patterns, J Oper Res Soc 56 (2005) 495-503. 
[6] R. Gamberini, F. Lolli, B. Rimini, F. Sgarbossa, Forecasting of sporadic demand patterns with seasonality and trend components: an empirical 
comparison between Holt-Winters and (S)ARIMA methods, Math Probl Eng, 2010. 
[7] G. Nenes, S. Panagiotidou, G. Tagaras, Inventory management of multiple items with irregular demand: A case study, Eur J Oper Res 205 
(2010) 313-324. 
[8] L.F. Gelders, P.M. van Looy, An inventory policy for slow and fast movers in a petrochemical plant: a case study, J Oper Res Soc 29 (1978)  
867-874. 
[9] K.P. Aronis, I. Magou, R. Dekker, G. Tagaras, Inventory control of spare parts using a Bayesian approach: a case study, Eur J Oper Res 154 
(2004) 730-739. 
1429 Rita Gamberini et al. /  Procedia Engineering  69 ( 2014 )  1420 – 1429 
[10] A. Kukreja, C.P. Schmidt, A model for lumpy demand parts in a multi-location inventory system with transhipments, Comput Oper Res 32 
(2005) 2059-2075 
[11] A.A. Syntetos, J.E. Boylan, On the stock control performance of intermittent demand estimators, Int J Prod Econ 103 (2006) 36-47 
[12] E. Porras, R. Dekker, An inventory control system for spare parts at a refinery: an empirical comparison of different re-order point methods, 
Eur J Oper Res 184 (2008) 101-132 
[13] A.A. Syntetos, M.Z. Babai, Y. Dallery, R. Teuner, Periodic control of intermittent demand items: Theory and empirical analysis, J Oper Res 
Soc 60 (2009) 611-618 
[14] A.A. Syntetos, M.Z. Babai, J. Davies, D. Stephenson, Forecasting and stock control: A study in a wholesaling context, Int J Prod Econ 127 
(2010) 103-111 
[15] M.Z. Babai, A.A. Syntetos, R. Teunter, On the empirical performance of (T, s, S) heuristics, Eur J Oper Res 202 (2010) 466-472 
[16] A. Bacchetti, F. Plebani, N. Saccani, A.A. Syntetos, Empirically-driven hierarchical classification of stock keeping units, Int J Prod Econ 
143 (2013) 263-274 
[17] A.A. Syntetos, M.Z. Babai, D. Lengu, N. Altay, Distributional assumption for parametric forecasting of intermittent demand. Service parts 
management: Demand forecasting and inventory. Springer-Verlag, 2010 
[18] G.J. Feeney, C.C. Sherbrooke, The (S _ 1. S) inventory policy under compound Poisson demand, Manag Sci 12 (1966) 391-411 
[19] K.L. Cheung, On the (S _ 1. S) Inventory model under compound Poisson demands and i.i.d. unit resupply times, Nav Res Logist 43 (1996) 
563-572 
[20] R.M. Thompstone, E.A. Silver, A coordinated inventory control system for compound Poisson demand and zero lead time, Int J Prod Res 13 
(1975) 581-602 
[21] R. Forsberg, Optimization of order-up-to-S policies for two level inventory systems with compound Poisson demand, Eur J Oper Res 81 
(1995) 143-153 
[22] Y. Zhao, Evaluation and optimization of installation base-stock policies in supply chains with compound Poisson demand, Oper Res 56 
(2008) 437-452 
[23] M.Z. Babai, Z. Jemai, Y. Dallery, Analysis of order-up-to-level inventory systems with compound Poisson demand, Eur J Oper Res 210 
(2010) 552-558 
[24] R.H. Teunter, A.A. Syntetos, M.Z. Babai, Determining order-up-to levels under periodic review for compound binomial (intermittent) 
demand, Eur J Oper Res 203 (2010) 619–624. 
[25] L.W.G. Strijbosch, A.A. Syntetos, J.E. Boylan, E. Janssen, On the interaction between forecasting and stock control: the case of non-
stationary demand, Int J Prod Econ 133 (2011) 470-480 
[26] K. Rosling,. The square-root algorithm for single-item inventory optimization, Working Paper, Lund University, 1999 
[27] G.J. Van Houtum, W. H. M Zijm, On the relation between cost and service models for general inventory systems, Statistica Neerlandica 54 
(2000) 127-147 
[28] F.Y. Chen, D. Krass, Inventory models with minimal service level constraints, Eur J Oper Res 134 (2001) 120-140 
 
