An explicit analytic expression for the Landau distribution, related to the energy loss of a charged particle by ionization, is provided. The first momenta of the distribution are also given.
Introduction
It is well known that the Bethe-Bloch formula [1] describes the average energy loss of charged particles when travelling through matter, while the fluctuations of energy loss by ionization of a charged particle in a thin layer of matter was theoretically described by Landau [2] . This description ends with a universal asymmetric probability density function characterized by a narrow peak with a long tail for positive values. This tail towards positive values comes from the small number of individual collisions, each with a small probability of transferring comparatively large amounts of energy. An integral representation of the Landau probability density function reads
with c > 0.
Other functions such as the corresponding distribution function Φ (0, x) and the first and second momenta Φ (1, x) and Φ (2, x) of the density function truncated on the right-hand tail defined through the general formula Φ (n, x) (n − 1) (n − 2) 2 + n (3 − n)
are also needed in order to fit a truncated Landau distribution Φ (0, x) to measure or to simulate energy-loss data [2] , [3] . It is clear that a direct calculation, by numerical integration, of expressions (1) and (2) is very slow and could be used only to provide accurate values for a subsequent construction of approximation formula and for testing purposes.
In the seventies some programs [4] for the numerical computation of the Landau distribution were presented. There the main emphasis was put on the speed of the calculation but the precision was not good enough. In the eighties a new package of programs [5] arouse. These programs improved the precision of the values obtained for (1) and (2) by using piecewise functions as rational approximations and considering their asymptotic behavior. One should mention also Ref. [6] were more accurate calculations of the Landau density were presented. For more recent references see [7] . However, in view of the still high computational speed required, the precision for the distribution function was only up to 5-6 significant digits. At that time, this was thought to be enough for the applications in experimental physics but their use in other fields of application remained excluded.
For practical uses and under the standard prejudice that equation (1) cannot be rewritten into an analytic form, the following approximate expression was suggested
But this simple analytic approximation, known as the Moyal function [8] , provides values that are quite different from those coming from expression (1), in particular in connection with its maximum value and its asymptotic behavior.
In this note we present exact explicit analytic expressions for the Landau density, the distribution function and the two first momenta of the density. We successfully compare our results with the numerical evaluation of the integrals in Eq. (1) and Eq. (2) . In fact, with only few terms of our series and a fast evaluation of them in all the range of its variables, we obtain excellent approximations. This is clearly a substantial numerical advantage over the existing programs mentioned above.
In what follows we summarize the main steps for obtaining the explicit analytic expressions for the Landau probability density (1) and the momenta (2) together with a critical analysis of the results. An appendix with details of the calculation is annexed.
Landau Density
For computational purposes, it is of interest to consider the following auxiliary integral
Clearly, once its solution is known, it is necessary to perform an analytic continuation to obtain the Landau density as follows
By using standard representations of the functions in the integrand of Q(c, b), one can write
where Γ is the standard gamma function [9] . Using now the identity
and defining the coefficients
Performing now the analytic continuation, one obtains the exact analytic expression for the Landau density
Notice, by the way, that this expression can be analytically continued to c ≤ 0 values.
Landau Distribution and Momenta
In order to compute the functions defined in Eq. (2) we use the well known result for the Laplace transform of the Landau density, namely
The derivative of this relation with respect to p, gives rise to a new and convenient expression for computing the Landau distribution and the two first momenta of the density as follows
Replacing now the Landau density (6), into this last expression (7), the calculation is reduced to the computation of
that means the integrals
Once these integrals are evaluated, an analysis of their eventual divergences and the necessary cancellations is in order.
Landau Distribution
Let us solve first the case n = 0, the Landau distribution function. Notice that in this case all the integrals in expression (9) are well defined and consequently the interchange between the limit operation and the integral is licit. In this way we obtain
and
a further change of variables to v = uk, reduces the integral to an incomplete Gamma function [9] . Finally, after taking the limit, one obtains
Going back to equation (8) one gets
so that the Landau distribution results
Momenta
Going now to the analysis of the momenta, we found that in the general expression there appear divergences that finally cancel out, but that have to be treated with care. We postpone to an Appendix some details of the lengthy calculation and present here the final results, both for the first and the second momenta. They read
being γ the Euler's constant [9] . Notice that the x → ∞ indicates that these distributions, even if normalized to 1, do not have well defined momenta.
Conclusions
In summary, we have obtained exact explicit analytic expressions for the Landau density, Eq.(6), the Distribution function, Eq.(12), and the first two momenta of the density. Furthermore, our results provide, considering only a few terms of the corresponding series, excellent approximations. They in turns allow a fast evaluation in all the range of variables providing a substantial advantage on the standard numerical computation programs. Our expressions guarantee their usefulness in other fields of application that at present have remained excluded. The convergence of the expressions obtained, certainly depends upon the particular case considered. In any case, we have found that in general by taking into account terms up to k = 6 and k = 20 for positive and negative values of the variables, respectively, the relative error obtained in the values of the functions is always less than the 0.1%.As an explicit example of this, we present in the Table 1 , for comparison, results obtained by numerical evaluation of Eq. (1) and with our analytic expression (6) . These results clearly show the potentiality of our result.
Appendix on Technical Details
We start by analyzing the expression B n kr (p, x) where we cannot, a priori, interchange the operations of limit p → 0 + and integration. In those cases we are interested in the obtention of their finite analytic contribution. Their divergent terms cancel with terms like
coming from Eq. (7). Then we we solve the other integrals where the interchange of operations simplifies the calculation.
In the case n = 1 the divergent integral is just the first ones which is given for k = 0 and r = 0, namely
Integrating by parts and expanding for small p we obtain
The other integrals corresponding to (k ≥ 1) can be rewritten, after a change of variables, as follows
Taking into account that these integrals can be expressed in term of the incomplete Gamma function, we obtain:
• for k = 1
Replacing Eqs. (15), (16) and (17) into Eq. (8) we check that the logarithmic divergent terms finally cancel and the remain of the integral contributions provides the solution given by expression (13).
In the case n = 2 the divergent integrals are for k = 0 and k = 1 and they read
respectively. Integrating by parts and expanding for small values of p we obtain
• for k = 0 and r = 0
• for k = 1 and r = 0
• for k = 1 and r = 1
The others integrals (k ≥ 2) can be solved in the same way. The integrals can be written as
that allows one to obtain
• for k > 2 
