We compute the expectation value of the circular Wilson loop in N = 2 supersymmetric Yang-Mills theory with N f = 2N hypermultiplets. Our results indicate that the string tension in the dual string theory scales as the logarithm of the 't Hooft coupling.
Introduction and Summary
Exact results in quantum field theory usually rely on powerful symmetry principles, such as supersymmetry. A beautiful example of non-perturbative use of supersymmetry is Pestun's exact calculation of circular Wilson loops in a wide class of N = 2 supersymmetric Yang-Mills theories [1] . To be more precise, Pestun reduced the problem to a finite-dimensional matrix integral, still to be evaluated. In this paper we address this problem in the 't Hooft large-N limit.
The large-N limit of Pestun's matrix model has been discussed in [2] , with rather unexpected conclusions on its strong-coupling behavior. The conclusions of [2] for the most part rely on simple scaling arguments. Our goal will be to develop systematic strong and weak coupling expansions of Pestun's matrix model and its observables. We shall see that the strongcoupling behavior of the matrix integral is indeed very unusual. The large-N master field has an infinite support at infinite coupling, but such that the majority of matrix eigenvalues remain finite in accord with the scaling arguments. The limiting master field describes a certain class of observables, but not all observables. In particular, it does not describe Wilson loops, which are determined by the largest eigenvalue as in ordinary matrix models.
We shall concentrate on the N = 2 superconformal Yang-Mills theory (SCYM), an SU (N ) gauge theory with N f = 2N hypermultiplets in the fundamental representation. This theory has zero beta function and therefore is superconformal at any value of the Yang-Mills coupling g. One may expect that at N → ∞ and when the 't Hooft coupling λ = g 2 N is large the SCYM theory is described by a weakly-coupled dual string theory. There is a number of proposals for the dual string/supergravity background [3, 4, 5] . Neither of these backgrounds is of the simple form AdS 5 × X 5 . In [3, 5] , the AdS 5 part of the type-IIA/M-theory geometry is warped with respect to the coordinates of X 5 . In [4] , the string dual is non-critical, so X 5 is less than five-dimensional, or even partly non-geometric. In either case the dual string theory is never completely classical, since the backgrounds of [3, 5] contain a curvature singularity, and the non-critical string of [4] is intrinsically quantum.
We believe that Wilson loop calculations (along with possible integrability of the SCYM theory [6] ) may shed more light on the AdS/CFT duality in the N = 2 setting. For one thing, Wilson loops are very sensitive probes of the dual string dynamics, as they couple directly to the string worldsheet [7] . One can also do exact field-theory calculation at any coupling with the help of Pestun's results [1] . In the more familiar N = 4 case, the exact calculation of the circular Wilson loop [8, 9, 1] immediately confirms the AdS/CFT relationship between the string tension and the 't Hooft coupling [10] 1 :
Our goal will be to derive a similar relationship for N = 2 SCYM. The circular Wilson loops in N = 4 SYM were first calculated by resumming planar diagrams [8, 9] . The planar perturbation theory for Wilson loops in N = 2 SCYM has been studied in [11] , where quite interesting regularities have been observed. To make connection to this work we will also study the weak-coupling expansion of Pestun's matrix model.
The paper is organized as follows: in the next subsection we briefly summarize our strong-coupling results and discuss their possible implication for the string dual of N = 2 SCYM. In sec. 2 we review Pestun's matrix model for N = 2 SCYM on S 4 and derive the saddle-point equations for the eigenvalue distribution in its large-N limit. In sec. 3 we study the weak and in sec. 4 the strong coupling expansions of the saddle-point equations, and in sec. 5 we compute the one-instanton correction. We conclude with general discussion in sec. 6 . The technical details of our calculations are collected in the appendices.
Summary of results
The vacuum expectation value of the Wilson loop is computed holographically by summing over random surfaces in the bulk which end on the given contour on the boundary [7] . Assuming that the string tension is large, the string path integral is saturated by the surface of the minimal area. For the circular loop on the boundary of AdS 5 the regularized minimal area (which is negative for any contour) is equal to −2π [12] . The expected form of the circular Wilson loop expectation value in the semiclassical regime then has the form W (C circle ) = K · T −3/2 e 2πT (T → ∞), (1.2)
1 By the string tension we will always mean the dimensionless ratio of the AdS radius squared to α :
where T is the string tension. The factor of T −3/2 comes from the gauge fixing in the string path integral, as explained in [9] , and the constant factor K is determined by the quantum fluctuations of the string worldsheet.
The semiclassical calculation of the circular Wilson loop was sensitive only to the universal AdS 5 factor in the geometry, that has to be there because of the conformal symmetry. The structure of the internal space (X 5 ) was not very important, and could only enter through the prefactor in the formula (1.2) . In this respect the result (1.2) looks completely universal and should apply to any theory with the AdS dual. However, the derivation also assumes that the semiclassical approximation is accurate in some range of parameters, which might or might not be the case. It might happen that the string dual of N = 2 SCYM is always in the quantum regime, either because of the curvature singularities present in the background geometry [3, 5] , or because of strong quantum fluctuations that cancel the central charge in case the string dual is non-critical [4] . Whether or not the quantum sector in the string sigma-model can be separated from the geometric AdS 5 factor in the Wilson loop calculation, and whether the curvature of AdS 5 ever becomes small or not is unclear to us. In some sense (1.2) can be regarded as a parameterization of the Wilson loop vev in terms of the effective string tension. We will find that the circular Wilson loop vev in N = 2 SCYM is indeed consistent with the parameterization (1.2) upon a simple identification
This is certainly very different from the standard N = 4 relation (1.1). The logarithmic behavior of the effective string tension follows from the power-like growth of the Wilson loop expectation value at strong coupling:
We will try to be accurate with normalization, although keeping constants on top of the logarithms is always difficult. Our estimate for the coefficient
The corresponding constant in (1.4) is 9.47 · 10 −5 . These are analytic but approximate predictions, which we expect to have a few percent accuracy.
Partition function and saddle-point equations
The field content of the N = 2 SCYM theory consists of the SU (N ) gauge field A µ , two adjoint scalars Φ I from the vector multiplet (I = 1, 2), 2 × 2N fundamental scalars Q A f ,Q f A from 2N hypermultiplets (A = 1, 2; f = 1, . . . , 2N ), and various fermions that make the spectrum supersymmetric. The Wilson loop is defined as
where n is a unit two-dimensional vector, which can vary along the contour, but in Pestun's calculation has fixed constant components.
Partition function on S 4
Pestun computed the partition function of N = 2 SCYM on S 4 using localization [1] . Compactification on the sphere provides a useful IR regularization, but otherwise is not important, since we are dealing with a conformal theory and the sphere is conformally equivalent to R 4 . Let us briefly review the main steps of Pestun's calculation.
One can define a "vacuum state" of N = 4 SCYM "on the Coulomb branch" by Higgsing the theory with an expectation value of the scalar field Φ I along the n direction. The expectation value can be brought to the diagonal form, with respect to the SU (N ) indices, by a gauge transformation: Φ I = n I diag(a 1 , . . . , a N ). The eigenvalues a i should satisfy the SU (N ) constraint:
On the sphere one actually has to average over all vacua, but this can be postponed till the last moment. A useful strategy is to first compute an effective action for a i by integrating out all other fields. Because of the supersymmetry this effective action is one-loop exact. A proof and the explicit calculation of the one-loop factors can be found in [1] .
The path integral of N = 2 SCYM on S 4 thus reduces to a matrix integral over the zero mode of the adjoint scalar 2 :
3)
The first factor in the integrand (the Vandermonde determinant) is the Faddeev-Popov determinant of the diagonal gauge. The exponent in the second factor is the classical action -the area of the four-sphere times the conformal coupling of the scalar to the constant curvature of S 4 . The last two terms are the one-loop determinant from integrating out field fluctuations and the instanton contribution.
The instanton partition function Z inst (a; g 2 ) is a known [13] , albeit fairly complicated function of the eigenvalues a i and the Yang-Mills coupling. It is usually assumed that instantons are not important in the large-N limit, because the instanton action is linear in N in the large-N limit:
In practice the situation is more complicated, because the instanton weight contains moduli integration and the number of instanton moduli grows with N . Whether instantons are suppressed or not is thus a dynamical question [14] . There are known examples where the volume of the moduli space overcomes the suppression by the instanton action and leads to a large-N phase transition into a non-perturbative phase. Later we will compute the one-instanton weight to check if there is an instanton-driven phase transition in N = 2 SCYM. We will find that the moduli integration enhances the instanton weight by a factor of √ N , which is insufficient to overcome the exponential suppression by the instanton action. For now on we just set Z inst (a; g 2 ) = 1. The scalar vev acts on the adjoint fields from the vector multiplet through the commutator: [ Φ , v] ij = (a i − a j )v ij and therefore the vector multiplet fields get masses m
On the fundamental fields in the hypermultiplets the scalar vev acts by multiplication: ( Φ h) i = a i h i and the hypermultiplets get masses m 2 i ∼ a 2 i . The one-loop effective action is thus 2 We choose to normalize the Yang-Mills kinetic term as − tr F 2 µν /2g 2 , which differs by a factor of 2 from the conventions in [1] . a combination of terms that depend on (a i − a j ) 2 and a 2 i . The explicit expression was computed by Pestun, and can be expressed through a single function H(z), which is related to the Barnes G-function:
and admits an infinite-product representation:
The one-loop factor in the partition function is given by [1] 5) where the numerator is the contribution of the vector multiplet and the denominator is the contribution of 2N hypermultiplets. The expression (2.5) has an interesting symmetry. If we multiply H(z) by a Gaussian: 6) with an arbitrary constant C, the partition function (2.5) will not change because of the trace condition (2.2). This property is closely related to the UV finiteness of N = 2 SCYM. Each individual one-loop determinant in the background field Φ diverges in the UV. In (2.4) this divergence is regularized in an arbitrary way, but in a more general setting, for instance in the N = 2 theory with N f = 2N , the coefficient in front of a 2 in the effective action will be logarithmically divergent and will require adding a counterterm that shifts 1/λ and results in the one-loop beta-function. In N = 2 SCYM, any term quadratic in a cancels due to the shift symmetry (2.6), which in particular means that the beta function is zero. It also means that there are no finite corrections to the coefficient in front of a 2 . The absence of finite renormalization has interesting consequences for the Wilson loop vev. The first renormalized vertex in the effective action is thus quartic. The lowest-order diagram with a quartic vertex contains three propagators ( fig. 1 ) and thus contributes to the Wilson loop vev at O(λ 3 ). The lower orders are described by the Gaussian matrix model and thus are the same as in the N = 4 super-Yang-Mills, in agreement with the analysis of the SCYM perturbation theory [11] . 
Saddle-point equation
In the large-N limit the saddle-point approximation becomes exact for the integral (2.3). The effective action for the eigenvalues is
(2.8) Minimizing the action we get the saddle-point equations:
The function K(x) that appears here is defined as
and is given by
where ψ(x) is the logarithmic derivative of the Gamma-function: ψ(x) = Γ (x)/Γ(x). The symmetry (2.6) translates into invariance of the saddlepoint equations under the shifts of K(x) by a linear function. We have used this symmetry to normalize K(x) such that its Taylor expansion starts with O(x 3 ). As usual, the saddle-point equation can be interpreted as an equilibrium condition for N pairwise interacting particles in the common external potential. Since
the K(x) terms in the force are negligible at short distances, and the equilibrium distribution is determined by the balance of the attractive harmonic potential and the 1/x pairwise repulsion. At large distances, on the contrary, K(x) is large:
so the total one-body potential becomes repulsive, while the two-body interaction becomes attractive, exactly opposite to the short-distance behavior.
The balance with this configuration of forces is still possible, but the system becomes potentially unstable towards the spread of the eigenvalues to infinity. The stability again follows from mutual cancellation between the one-body K(a i ) and two-body K(a i − a j ) terms for each individual particle, such that at large distances the harmonic potential still plays the most important role and confines the eigenvalue distribution to a finite interval. The cancelations have basically the same origin as the UV finiteness of theory. We can introduce the eigenvalue density,
which is defined on some interval (−µ, µ) and is unit normalized. The saddle point equations take the form of a singular integral equation: 15) which together with the normalization condition determines the density and the endpoint µ. The Wilson loop expectation value is given by the Laplace transform of the density:
We will develop systematic expansions of the saddle-point equation (2.15) at weak and at strong coupling. To this end, it will prove useful to rewrite the equation in a different form, suggested by the solution of the Hermitean one-matrix model [15] (which corresponds to setting K(x) to zero). In this case the integral operator in (2.15) can be inverted by application of
to both sides of the equation. If we apply this operator to (2.15), we get:
(2.17) We thus reduce the problem to an integral equation of the Fredholm type, since the kernel is not singular any more. The endpoints of the eigenvalue distribution are determined by the normalization condition:
Weak coupling
In the weak coupling regime when λ 1, it follows immediately from the saddle point equation (2.15) that the eigenvalues are distributed on an interval (−µ, µ) with µ 1. In this regime, we can therefore express the function K(x) by the Taylor series
where ζ(n) is the Riemann zeta function. At the lowest order of approximation we truncate the series by keeping only the first term (2.12).
The last term in the equation (2.17) then factorizes, the integrals over z and y can be done separately, and give an approximated expression for the density
where we defined the second moment
The moment m 2 is self-consistently determined by the density (3.2), and we obtain the equation
that permits us to express m 2 in terms of µ and λ. Therefore, at this order of approximation, the density and the normalization condition are given explicitly by
and the normalization condition can be used to express µ as a function of λ.
It results in
The weak coupling solution (3.5) is compared to the numerical data in fig. 2 . Using the density (3.5) and the expression (3.7) it is possible to compute the expectation value of the circular Wilson loop, as described in (2.16). We obtain
that is in agreement with the result of [11] , considering the large N limit. The perturbative scheme just outlined can be pushed to an arbitrary high order in λ. In particular, considering an expansion for K(z) up to order O(z 2M +1 ), the Fredholm equation (2.17) gives an approximated expression for the density that depends on M moments m 2i with i = 1, . . . , M . This density can be used to compute the moments, giving a system of M equations that is the higher order generalization of the (3.4) and that permits us to express the moments as functions of µ and λ. In this way the density and the Wilson loop can be computed to an arbitrary order in λ. Expanding K(z) up to order O(z 2M +1 ), it is possible to compute the expectation value of the Wilson loop up to order O(λ 2+M ). In the appendix A this scheme is pushed to the seven-loop order for the Wilson loop vev.
Strong coupling
The strong-coupling behavior of N = 2 SCYM on S 4 was analyzed in [2] . Using simple scaling arguments the authors of [2] reached the conclusion that the eigenvalue density approaches a finite limiting shape at λ → ∞. Let us denote this limiting shape by ρ ∞ (x). This behavior is in sharp contradistinction to the Gaussian matrix model which describes N = 4 super-Yang-Mills [8, 9] , where the density is a function of the scaling variable x/ √ λ. For the N = 2 SCYM matrix model no consistent scaling is possible, as shown in [2] , and therefore the density freezes out as λ → ∞. On the other hand, the weight in the integral representation of the Wilson loop (2.16) exponentially grows with x, and thus the Wilson loop vev is determined by the largest possible eigenvalue, x = µ: W ∼ e 2πµ [2] . In the N = 4 context this leads to an exponential growth of the Wilson loop vev with √ λ, and confirms the square-root dependence of the string tension on the 't Hooft coupling (1.1). The edge behavior of the density determines the prefactor in (1.2): the factor of T −3/2 arises as a consequence of the square-root singularity at the endpoint of the eigenvalue distribution [2] . If in N = 2 SCYM the endpoint approaches a finite limiting value µ ∞ , the Wilson loop vev also approaches a constant, which is really difficult to reconcile with the holographic duality.
However, assuming that µ ∞ is a finite constant that does not depend on λ we immediately run into contradiction. The integral equation (2.15) holds on the whole interval (−µ, µ) and in particular should be satisfied at x = µ. Assuming that the density freezes out at λ → ∞ we can set λ = ∞ in the equation and then at the endpoint we get
where we have used the normalization condition to move the first term inside the integral. The integral here converges without any regularization, because the density goes to zero at the enpoint as a square root of the distance:
is a monotonically growing function, and hence the integrand is strictly positive, so the equality can never be satisfied.
What can resolve this paradox? We must assume that the density approaches a limiting shape at λ = ∞, otherwise we run into contradiction with the scaling arguments of [2] . The only way to reconcile the existence of the limiting density with the saddle-point equation is to admit that µ ∞ = ∞. This behavior is extremely unusual for matrix models. It is ultimately related to the intrinsic instability of balancing the one-body repulsion against the two-body attraction, as we discussed in sec. 2. We have performed extensive numerical checks of this behavior by solving the saddle-point equations (2.9) at large but finite N and 1/λ = 0. In the numerics we have dealt with finitely many eigenvalues which of course do not extend to infinity, but the largest eigenvalue, as we have found, grows more or less linearly with N without any signs of saturation. 
Infinite coupling
The equation for the limiting shape of the eigenvalue distribution is
It can be solved by Fourier transform:
which gives:
and
(4.4)
In fig. 3 this solution is compared to the numerical data. The majority of eigenvalues are indeed concentrated at x = O(1), as the scaling arguments suggest, but the density has exponential tails extending all the way to infinity. The shape of the density is such that the scaling arguments apply to an observable O(x) if and only if O(x) does not grow with x faster than e πx/2 . The expectation value O(x) then approaches a constant limiting value at λ → ∞. The Wilson loop does not belong to this class of observables, since the integral (2.16) with the limit density diverges. Therefore, the strong-coupling behavior of the Wilson loop is still determined by the largest eigenvalue and is sensitive to the precise value of µ and to the endpoint behavior of the eigenvalue density at large but finite λ. In order to compute the Wilson loop we need to analyze deviations from the strict infinite-coupling limit. Technically this is a much more difficult problem, and we start with simple qualitative estimates before proceeding to a more systematic analysis.
Qualitative estimates
If λ is large but finite, the density cannot differ much from ρ ∞ (x). The most important difference is the finite extent of the eigenvalue distribution. The exponential tails of ρ ∞ (x) are trimmed at x = ±µ in a certain way, which we are going to analyze. As we have seen, there is an intrinsic instability in the balance of forces at strong coupling. Because of this instability the effective force acting on an individual eigenvalue goes to zero at infinity (when λ is strictly infinite), and this allows the eigenvalues to spread all over the real line. If λ is not infinite but very large, the linear term in the force can be neglected in a certain range of x, since it has a very small coefficient. But eventually it takes over and starts to press the eigenvalues towards the origin. As a result, the density becomes slightly bigger everywhere, and cannot extend further than x = ±µ. As a crude approximation we can neglect the linear force at x ∼ 1 and neglect the two-body forces at x ∼ µ. The eigenvalues density is then approximated by (4.4) at x ∼ 1 and by the Wigner semi-circle at x ∼ µ:
Matching the two at some intermediate scale we find that the endpoint µ should scale logarithmically with λ:
We can obtain a more accurate estimate by taking into account the normalization condition. The linear force eliminates all the eigenvalues that sit at x > µ, compressing them to smaller x. Let us consider the positive endpoint x = +µ. The fraction of eigenvalues redistributed to smaller x roughly speaking is given by
If we approximate the eigenvalue distribution near the endpoint by the Wigner semi-circle, the excess number of eigenvalues, compared to the infinite-range case, is obtained by integrating the Wigner distribution from some cutoff scale µ − z 0 (z 0 ∼ 1) to µ:
Equating this with the number of eigenvalues that came from infinity, we get an equation
which determines µ as a function of λ. We cannot find the constant of proportionality in this equation from the simple arguments above (the constant depends on the cutoff z 0 which we have put in by hand). To honestly compute this constant we need more sophisticated methods. Later we will estimate C 14.60, (4.8) which corresponds to taking z 0 = 0.54 in the previous simple-minded argument, from which we can get an idea how well the actual density near the endpoint is approximated by the Wigner semi-circle.
In fig. 4 we compare the weak-coupling and strong-coupling predictions for the endpoint position with the numerical data (see also appendix B).
We can estimate the Wilson loop vev in a similar way 3 . Here we may expect better accuracy, because the exponential weight of the Wilson loop is peaked near the positive endpoint of the eigenvalue distribution, and this is precisely where it makes sense to use the simple semi-circle approximation (4.5):
Doing the integral we find that the Wilson loop vev scales with λ and µ as
with R = 2. Later we will get a better estimate of the proportionality constant which, as a matter of fact, does not differ much from the simpleminded approximate calculation above:
Expressing µ in terms of λ with the help of (4.7), we find from (4.10) the results (1.4), (1.2) quoted in the introduction. For the constant K in (1.2) we get: 12) and using (4.8), (4.11) we obtain the numerical estimate (1.5). The logarithmic dependence of the endpoint position on the 't Hooft coupling may signal the logarithmic branch point at infinity, which then implies that other complex solutions may exist, related to the original real solution by a non-trivial monodromy at infinity. We have studied this question numerically by solving the saddle-point equations for complex λ = |λ| e iφ and slowly changing φ from 0 to 2π. We have found that the monodromy is actually trivial and that the saddle-point equation does not have complex solutions for real λ. When λ acquires a non-zero phase, the eigenvalue distribution extends into the complex plane and, for small coupling, rotates in phase with √ λ, such that for φ going from 0 to 2π the eigenvalue cut makes a 180
• turn and maps to itself. The picture at strong coupling is more complicated but again the density maps to itself as soon as the phase of λ changes by 2π.
Structure of the density
When µ is large we can identify three regions in which the density has qualitatively different behavior. At x ∼ 1, the density is well approximated by the infinite-coupling solution (4.4), and varies on distances of order one. We call this region I. At x ∼ µ, but not too close to the endpoints, the density changes very slowly. The scale of its variation is of order µ. There we can introduce the scaling variable x/µ. We call this region II. Finally, near the endpoints the density rapidly changes again on the scales of order one. We call this region III.
One can infer from (2.17) that in the region III the density is proportional to √ µ/λ: 13) which is also consistent with the simple estimates in the previous section. The scaling function behaves as f (z) ∼ √ z at z → 0 + . As we shall see later, f (z) ∼ z −3/2 at z → ∞. An integral equation for f (z) of Fredholm type can be obtained by plugging (4.13) in (2.17) and taking µ → ∞ while keeping µ − x fixed. We will not study this equation here.
To solve for the density in region II it is convenient to use yet another integral representation for K(x):
14)
The integral diverges at large w and thus this dispersion relation only holds after two subtractions. Namely, to make it precise we first need to shift the argument of K(x) by z and average over z such that the first two moments vanish. But this is precisely how K(x) appears in the Fredholm representation (2.17). Upon substitution of (4.14) into (2.17) the double integral in y and w essentially acts as a unit operator as long as w ∈ (−µ, µ), because of the principal value prescription to encircle the poles. The remainder integrates to zero at |w| < µ. After some transformations, we get
(4.15)
The advantage of this representation is that the last line is always small. For the major part of the eigenvalue distribution |x| µ. Hence 1/(w − x) in the integrand is suppressed by a factor of order 1/µ. In addition, for large x:
x coth πx ≈ |x|. ≈ dy ρ(y) (w − y − w) = 0.
The last term in (4.15) is thus localized in a small vicinity of the distribution's endpoints, where µ − x, w − µ and µ − y are all small compared to µ. We can safely ignore this term in regions I and II, and we will also argue that this term is numerically small in region III. Then the equation (4.15) becomes
In region I, at x ∼ 1, we can neglect the last term in (4.17) and solve the equation by the Fourier transform, which gives the asymptotic solution (4.4). In region II, the last term can no longer be neglected, but the density slowly varies with x and consequently the typical range of y's that contributes to the integral on the left-hand side is large, such that x − y is of order µ. We can then use the long-range approximation for the kernel (4.16). Differentiating the resulting equation twice and taking into account that |x| = 2δ(x), we find:
The delta-function can be dropped, as x cannot be close to zero in region II. Each derivative brings in a factor of 1/µ, since x scales as µ, and we thus have:
Matching this to the solution (4.13) in region III, we find that the function f (z) defined there behaves at large z as
The solution (4.19) is non-normalizable, because it has a wrong endpoint behavior: (µ − x) −3/2 instead of (µ − x) 1/2 . To compute the normalization integral and thus to determine µ as a function of λ we need to compute the density in region III and also to match the solutions in regions I and II. For that we need to solve eq. (4.17) for µ 1. For µ = ∞ we could have used the Fourier transform. For large but finite interval, the solution can be obtained by a generalization of the Wiener-Hopf method [16] .
Wiener-Hopf solution
The Wiener-Hopf method is a generalization of the Fourier transform for the case when an integral equation is defined on a finite interval. The idea of the method is to focus on the vicinity of one end-point, and make sure that the boundary conditions there are correct, at the same time neglecting the influence of the other endpoint. This will give an accurate description of the density in all regions I-III for x > 0, as long as we impose the correct boundary conditions at x = µ, while the solution will give a bad approximation to the density in the region III at x < 0 (in the vicinity of x = −µ). But since the exact density is an even function of x it it sufficient to know it for positive x. In particular, this approximation will be sufficient for the computation of the Wilson loop (2.16), since it is dominated by x close to +µ.
The Wiener-Hopf method is based on the analytic decomposition of the kernel in the integral equation:
where the functions The residues are
The kernels satisfy The Wiener-Hopf solution of the integral equation, which is accurate at positive x, in the Fourier space is given by The first term in (4.26) is the asymptotic solution on the infinite interval. The second term is a correction due to the linear force, which in particular gives (4.19) in the region II. To see this, we can replace 2 sinh 2 (ω/2)/ cosh ω by ω 2 /2 → −∂ 2 /2, which is justfied because the density varies very slowly in region II. The density then is given by the second derivative of the Wigner's semi-circle, in accord with (4.19).
The last term in (4.26) subtracts the the poles of the first two terms at ω = −iν n thus ensuring that ρ(ω) is analytic in the lower half-plane. This means that the x-space density vanishes at x > µ and the solution thus satisfies the correct boundary conditions at x = µ. In fig. 6 we have plotted the x-space density ρ(x). For comparison we also plot the infinite coupling distribution (4.4) and the approximate solution in the region II (4.19). In fig. 7 the x-space density near x = µ is compared to the numerical data, to the infinite coupling solution and to the Wigner semi-circle (4.5).
To find µ as a function of λ we need to impose the normalization condition on the density. We cannot do it by requiring that ρ(ω = 0) = 1, because the solution (4.26) is approximate and gives a good approximation to the density only at x > 0. In particular, ρ(x < −µ) = 0. ρ(ω = 0) is given by the integral of the approximate solution from −∞ to +∞ (effectively to µ, since we imposed the right boundary conditions at x = µ and for x > µ the approximate density vanishes). Because the measure of integration is flat, the integral picks a contribution from the region of negative x where the solution does not approximate the true density with sufficient precision.
We should instead calculate the normalization as us to avoid using the approximate solution beyond the region where it gives a controllable approximation. Plugging in the explicit expression (4.26) we find:
r m r n e −µ(νm+νn)
The sum over m here is dominated by the first term. The rest are exponentially small in µ. However, F (−iν n ) is exponentially large, O( e µνn ), and thus all the terms in n should be kept. This gives the normalization condition:
With the help of this condition, the density (4.26) can be rewritten in the form that sometimes will be more convenient:
As a first approximation we can neglect the second line in (4.15) and start with (4.17). Then
where J 1 (x) is the Bessel function of the first kind. In the lower half-plane we get:
Substituting this into eq. (4.29) we find that the normalization condition results in the equation (4.7) with the constant C given by
The first correction due to the second line in (4.15) is computed in the appendix D. Parametrically it is of the same order, but numerically turns out to be rather small: the correction to the normalization constant is δC = −0.56. The estimate (4.8) is a combination of the leading-order result (4.34) and this correction. We expect that higher-order corrections are at least as small as the first one, which means that we know the constant C at a few percent accuracy. This is consistent with numerics, as discussed in appendix B.
Wilson loop
The Wilson loop can be computed as
When we plug in the solution (4.26), we immediately see that the exponentially growing term in the Wilson loop vev comes from the last term in (4.26) which describes the solution in region III. The Wilson loop is thus determined by the behavior of the density near the endpoint of the eigenvalue distribution, as expected on general grounds. Using (4.30) for ρ(ω) and (4.22) for G − (ω), we get, omitting exponentially small terms:
nr n e −µνn F (−iν n ) (n + 1) (3 − 2n) . The next-order correction to R is computed in appendix D and is not very big: δR = −0.37. Altogether we get an estimate quoted in eq. (4.11).
Instantons
Since instantons can lead to a large-N phase transition [14] , we will compute the large-N limit of the one-instanton contribution to the partition function, in order to check if the moduli integration can overcome the exponential suppression of the instanton weight. The total one-instanton weight is given by
The deformation parameters, that enter all instanton sums [13] , according to [1] should be set to one for the N = 2 partition function on S 4 : ε 1 = ε 2 = 1. We have taken into account that the mass of the hypermultiplet is offset by (ε 1 + ε 2 )/2 = 1 [17] , resulting in the factor of (a k + i) 2N in the numerator, which is the canonical contribution of 2N fundamental hypermultiplets of mass 1 to the one-instanton weight.
In the large-N limit the first term in the curly brackets is exponentially small as long as y is not too big. Only for y of order √ N this term becomes sizable and we need to take it into account. We can thus approximate the integrand by expnading the exponent in the first term in 1/y:
The y integral becomes elementary in this approximation and we find for the one-instanton contribution, to the leading order in 1/N :
We thus conclude that the moduli integration enhances the instanton weight by a factor of √ N , but does not overcome the exponential suppression of the weight by the instanton action.
Conclusions
At weak coupling our results are in agreement with the perturbative calculation of the Wilson loop from [11] . An observation that the difference between the N = 4 and N = 2 Wilson loops starts at three loops is ultimately related, as we saw, to the finiteness of the theory. The reason is the non-renormalization of the quadratic term in the effective action, the same non-renormalization property that guarantees the vanishing of the beta function. At any order of perturbation theory, the Wilson loop vev is given by a combination of rational numbers and zeta-functions whose argument is correlated with the order of perturbation theory. It would be interesting to understand this transcendentality property directly from Feynman diagrams.
At strong coupling we computed the effective string tension, which turns out to depend logarithmically on the 't Hooft coupling. The most straightforward interpretation of this result is that the curvature of AdS 5 in the dual geometry decreases logarithmically with λ. Such an explanation implicitly assumes that the Wilson loop can be computed semiclassically in string theory. But the dual string theory may not have semiclassical regime 5 or may be semiclassical only in some approximate sense, for instance if AdS 5 has small curvature at strong coupling, while the compact factor X 5 remains highly curved. If this is true, (1.3) is just an effective string tension defined through the parameterization (1.2) of the Wilson loop vev. In either case, it would be interesting to compute the Wilson loop in the dual string theory.
Pestun's results are fairly general and potentially apply to any N = 2 theory on S 4 . It would be interesting to repeat the large-N calculation of the Wilson loops for other superconformal, and perhaps also massive theories, although in the latter case the theory on S 4 is not equivalent to the theory in flat space. The closest superconformal theory to the one we studied is an interpolating theory with two gauge groups, which connects a Z 2 orbifold of N = 4 super-Yang-Mills to N = 2 SCYM by a continuous deformation [4, 6, 2] . At the orbifold point, the Wilson loop vev grows exponentially with √ λ according to (1.1). It would be interesting to investigate the interpolation to N = 2 SCYM, where the scaling is logarithmic. The transition may involve a non-analytic behavior [2] .
where M is a positive integer. Inserting the (A.1) in the expression (2.17), we obtain
where we defined the r-th moment
we introduced the Pochhammer symbol (a) n = a(a − 1) . . . (a − n + 1) and we used
The normalization condition reads
where C n is the n-th Catalan number. The M moments m 2i , i = 1, . . . , M , can be computed using the density (A.2), giving the following system of M equations 
The expression (A.7) is compared to the numerical data in in fig. 8 . B Numerical results for the endpoint position at strong coupling
We have shown in section 4 that in the regime of large λ, it results C = λ e −πµ/2 / √ µ where C is a constant estimated as C ≈ 14.60. In order to check this result we have performed an extensive numerical analysis. In doing so we face two technical difficulties. First, it is difficult to calculate the position of the endpoint numerically with good precision, because the density goes to zero there and at a finite N there will be few datapoints close to x = µ, which is visible in fig. 2, 3 and 7 . We can estimate how large N should be. The density in the interval of interest (region III) scales as ρ ∼ √ µ/λ (eq. (4.13)) and changes on the distances of order one. The distance between adjacent eigenvalues is thus of order ∆x ∼ 1/N ρ ∼ λ/N √ µ. This should be at least as small as the scale of variation of the density. We thus need N λ/ √ µ ∼ λ(ln λ) −1/2 to reach reasonable numerical accuracy. But the calculational cost grows as N 2 and it is impractical to go beyond N ∼ 1000 by running Mathematica on a laptop. We cannot thus reach very big λ, and very big N , but on the other hand to estimate C we need to know µ with a precision that grows exponentially with µ. Our strategy was to compute µ for several values of N and then numerically extrapolate to N = ∞, and subsequently to extrapolate in λ.
We have numerically solved the saddle-point equation in the range 50 < λ < 5000 (as explained above we cannot get reliable results for larger λ) considering the number of eigenvalues N = 400, N = 600, N = 800 and N = 1000 and computed the associated endpoints µ, see fig. 9 . These data have been used to extrapolate the value of the endpoint µ to N = ∞ for any given λ. We have used the values of µ at N = ∞ to construct an interpolating function C INT (λ) = λ e −πµ/2 / √ µ such that C INT (∞) gives the value of the constant C. We obtain that C = C INT (∞) ≈ 15.02, in agreement with the analytical result, certainly within errorbars of both calculations.
C Derivation of Wiener-Hopf solution
The generalized Wiener-Hopf method replaces the Fourier transform when an integral equation with a difference kernel is defined on a finite interval. We follow the variant of the method described in the appendix of [18] . By Fourier transforming eq. (4.15), we get:
where F (ω) is the Fourier transform of the right-hand side. If (C.1) were to hold for any x, we would immediately find ρ(ω), but the equation holds only for x ∈ (−µ, µ), and the integrand need not be equal to zero. The remainder can be represented as a sum of two rapidly oscillating functions: cosh ω 2 sinh where X ± (ω) does not contain negative/positive frequencies and consequently can be analytically continued to the upper/lower half-plane of complex ω.
To find ρ(ω) we can use the decomposition (4.21) and projection operators onto the positive and negative frequency parts. For any function, the projections are defined by an integral transform:
The functions F ± (ω) are analytic in the upper/lower half-planes. Multiplying both sides of (C.2) by G + (ω) e −iµω , and taking the negativefrequency part, we find: As we have already mentioned this gives an accurate description of the density at x > 0, and in particular satisfies the correct boundary condition at x = µ: ρ(x > µ) = 0, since ρ(ω) e −iµω is manifestly analytic in lower halfplane. But the boundary condition at x = −µ is not satisfied and we thus cannot trust this approximate solution at x < 0.
The solution in the main text is obtained by closing the contour of integration in the negative-frequency projection in the lower half-plane and picking up the poles of G + (ω).
D Second iteration at strong coupling
Here we compute the correction to the strong coupling solution due to the second line in (4. Assuming that x ∼ µ and µ − x ∼ µ (this corresponds to the region II), and taking into account that the w integral is dominated by a small neighborhood of the endpoints |w ± µ| ∼ 1, we can replace 1/(w − x) by 1/(±µ − x). The whole expression then considerably simplifies: and using the similar approximation (4.33) for F (−iν m ), we get:
where a is a numerical constant: There is no parametric suppression with respect to the leading order, but numerically the corrections is rather small. We can also calculate the correction to the coefficient R in the Wilson loop vev (4. 
