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Abstract
This paper proposes a novel language model based
combination method for ensembles of ofﬂine handwritten
textlinerecognisers. Theindividualrecognisersarebased
on hidden Markov models and the ensembles are gener-
ated with the bagging method. The proposed combination
method extends the ROVER framework by rescoring the
word transition networks with a language model. Experi-
ments conducted on a large database of ofﬂine handwrit-
ten text lines show that the proposed approach can im-
prove the recognition accuracy over a reference system as
well as over the original ROVER combination method.
Keywords: Handwritten Text Line Recognition, En-
semble Methods, Language Modelling
1. Introduction
Writer independent recognition of unconstrained
handwritten text lines is still a challenging task with many
open problems. Depending on the experimental setup,
recognition rates between 50% and 80% are reported in
the literature [12, 21, 25]. Apparently, these recognition
rates are too low for many applications. The main prob-
lems are the large differences in writing style, the huge
amount of word classes (typically more than 10,000), and
the unknown segmentation of a text line into words and
characters, respectively.
A possible strategy to improve recognition accuracy
is to apply ensemble methods [13, 19]. Multiple systems
are built that classify a given input pattern. By the com-
bination of the results of these classiﬁers, often a better
recognition rate can be obtained than by a single classi-
ﬁer.
Most of the classiﬁer combination techniques applied
in current ensemble systems are not applicable for the
combination of handwritten text line recognisers because
the output of a text line recogniser is a sequence of word
classes rather than just a single class. Furthermore, the
number of words in the output word sequence may differ
in the various recognition results. Therefore, an alignment
procedure, usually based on dynamic programming, is ap-
plied to synchronise the different recognition outputs. Af-
ter the alignment procedure voting or similar algorithms
can be applied to derive the combination result.
It has been shown in the literature that using lan-
guage model information in a text recognition system
mostly leads to a substantially higher recognition per-
formance [15, 24]. On the other side, ensembles of
text line recognisers can increase the recognition rates as
well [2, 19]. Unfortunately, however, existing ensemble
methods are unable to include language model informa-
tion in the combination process, i.e. this important infor-
mation is neglected and therefore lost. The main contri-
bution of this paper is a novel combination method for
ensembles of text line recognisers. The proposed method
includes language model information in the combination
process.
The remaining part of the paper is organised as fol-
lows. Related work is discussed in Sect. 2. Next, the
methodology section introduces the handwriting recog-
niser, the bagging method to generate the ensembles, the
ROVER framework, and the proposed language model
based combination method. Experimental evaluation is
described in Sect. 4 and conclusions are drawn in the last
section of this paper.
2. Related Work
In the handwriting recognition literature, several en-
semble methods have been presented for character, nu-
meral, and word recognition. Examples include [7, 10,
17, 22]. The investigation of ensemble methods for un-
constrained ofﬂine handwritten text line recognition has
started only recently. The combination of multiple text
line recognition systems requires additional synchroni-
sation effort, i.e. an alignment procedure, because the
number of words in the output returned by the individual
recognisers might differ. In [14], positional information,
which is output by the recognisers, reduces the search
space of the alignment procedure. This information leadsto a substantial speed up of the alignment process without
signiﬁcantly loosing recognition accuracy. An ensemble
member generation strategy based on speciﬁc integration
of a language model was proposed in [2]. The ROVER
combinationmethodwasappliedfortheﬁrsttimeinhand-
written text line recognition to combine the recognition
results.
ROVER was originally developed by J. Fiscus in the
ﬁeld of continuous speech recognition [5]. It reduces
the errors when multiple continuous speech recognition
systems are combined [18]. In [20] the framework was
extended and language model information was used to
break ties during the combination. However, the language
model was not used for anything beyond breaking ties. In
the current paper, we develop a more general method.
3. Methodology
3.1. Ofﬂine Handwritten Text Line Recognition
The ofﬂine handwritten text line recogniser used as
the base recognition system is an enhanced version of
the recognition system introduced in [15]. Improvements
happen at the language model integration level as well as
in the modelling of the characters. Additionally, the lexi-
con is not closed over the test set.
The recognition system can be divided into three
parts: preprocessing, hidden Markov model (HMM)
based recognition, and postprocessing. To reduce the im-
pact of different writing styles, a handwritten text line im-
age is normalised with respect to skew, slant, baseline po-
sition, and average character width in the preprocessing
phase. After these normalisation steps, a handwritten text
line is converted into a sequence of feature vectors. For
this purpose a sliding window is used which is moved
from left to right, one pixel at each time-step. Nine ge-
ometrical features are extracted at each position of the
sliding window. We refer to [15] for more details about
normalisation and feature extraction.
In the HMM based recognition phase each character
is modelled with a linear HMM. The number of states is
chosen individually for each character [25], and twelve
Gaussian mixture components model the output distribu-
tion in each state. Based on the lexicon, word models
are built by concatenating character models. The Baum-
Welch algorithm trains the HMMs, and the Viterbi algo-
rithm performs the recognition. A statistical bigram lan-
guage model at the word level supports the Viterbi decod-
ing. The integration of this language model is optimised
on a validation set as described in [24].
In a postprocessing step, we compute three different
conﬁdence measures. The ﬁrst conﬁdence measure is de-
rived from normalised likelihoods. The likelihood scores
output by the HMMs are normalised by the number of
frames, i.e. the length of the word in pixels. The sec-
ond and the third conﬁdence measures are derived from
alternative candidates [3]. The candidates originate from
speciﬁc integration of a statistical language model in the
base recogniser. The two conﬁdence measures, Conf1 and
Conf2, approximate the probability that a word w occurs
n times in the list of alternative candidates:
Conf1 = p(cjn) (1)
Conf2 =
p(njc)  p(cjw)
P
x=0;1 p(njx)  p(xjw)
(2)
where c = 0=c = 1 represents an incorrect/correct classi-
ﬁcation. We refer to [3] for more details about alternative
candidates based conﬁdence measures.
The conﬁdence measures are used in the combination
process, to give recognised words with higher conﬁdence
values a higher priority.
3.2. Ensemble Generation with Bagging
The ensembles used in this paper are generated
with the well-known bagging method [4]. Bagging, an
acronym for Bootstrap Aggregating, generates classiﬁers
trained on bootstrap replicas of the training set.
Given a training set S of size N, the bagging method
builds n new training sets S1;:::;Sn, each of size N, by
randomly choosing elements of the original training set.
The same element may be chosen multiple times. If all
elements are chosen with an equal probability, 63.2% of
all training elements are in each created training set Si. A
recogniser Ri is then trained for each of the generated sets
Si. Thus, an ensemble of n different classiﬁers is obtained
from the bagging method.
Instead of using all n recognisers in one large ensem-
ble, we apply an ensemble member selection strategy. On
a validation set, we apply a greedy forward search to ﬁnd
the optimised ensemble [2]. First, the individual recog-
niser which performs best is selected as the ﬁrst ensem-
ble member. Then, we tentatively add each other avail-
able recognisers and measure the performance of the re-
sulting new ensembles. The best performing ensemble
is saved and, iteratively, we add the best remaining in-
dividual recogniser to the current ensemble. We con-
tinue until the last available recogniser has been added.
Then, we determine the best performing ensemble among
all generated ensembles. This method is also known as
overproduce-and-select [13].
3.3. ROVER Combination
The Recogniser Output Voting Error Reduction
(ROVER) algorithm was developed in continuous speech
recognition [5] and can be divided into two phases, align-
ment and voting.mouth
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Fig.1. Iterative alignment of multiple recognition results.
2.4 Statistical decision
Various statistical decision strategies have been proposed in literature [5,
18]. One popular method is Behaviour Knowledge Space (BKS) [7]. The
BKS method derives the ﬁnal decision from a statistical point of view
based on which individual classiﬁer output which class label. However,
if the number of classes is large, there is usually not enough training
data available to estimate the probabilities of BKS su ciently well. In
contrast to BKS, the statistical decision method in this paper is able to
handle an arbitrary large number of classes. It considers not the class
label itself but which recognisers output a particular class label. The
proposed method is used as an extension to the ROVER combination
scheme. It uses the same alignment module but to ﬁnd the ﬁnal decision
is uses the novel decision method instead of the voting module.
Once the alignment is complete, we apply the statistical decision method
to each segment of the WTN. A feature vector Xw is extracted for each
word class w that occurs in the segment of the WTN. The feature vec-
tor contains the conﬁdence measures cw output by the recognisers that
output w:
Xw = (xw,C1,...,xw,Cn) (2)
where
xw,Ci =
 cw if classiﬁer Ci outputs w
0 else
(3)
The feature vector Xw is used as input to a Multi-Layer Perceptron
(MLP). The MLP consists of n input neurons, one hidden layer, and
Figure 1. Example of an iterative alignment of multi-
ple recognition results.
The ﬁrst phase ﬁnds an alignment for n word se-
quences. For computational reasons, a sub-optimal in-
cremental alignment algorithm is applied. At the begin-
ning the ﬁrst two sequences are aligned using a standard
string matching algorithm [23]. The result of this align-
ment is a Word Transition Network (WTN). The third
word sequence is then aligned with this WTN, resulting in
a new WTN, which next is aligned with the fourth word
sequence, and so on. The iterative alignment procedure
does not guarantee an optimal solution with minimal edit
costs. However, in practice, the sub-optimal alignment
often provides an adequate solution for the trade-off be-
tween computational complexity and accuracy.
An example of sequence alignment using ROVER ap-
pears in Fig. 1. Given the image of the handwritten text
the mouth-organ, the recognisers R1, R2, and R3 output
three different results. In the ﬁrst step the results of R1
and R2 are aligned in a single WTN. Subsequently, the
result of R3 is aligned with this WTN. Note that, because
the result of R3 contains a word that does not appear in
the output of R1 and R2, a null transition arc " must be
added to the WTN.
The voting phase fuses the different word sequences
once they are aligned in a WTN. The goal is to identify
the best scoring word sequence in the WTN and extract it
as the ﬁnal result. The decisions are made individually for
each segment of the WTN. Thus, none of the adjacent seg-
ments has an effect on the current segment. Neither is any
language model information taken into account. The de-
cision depends on the size n of the ensemble, on the num-
berofoccurrencesmw ofawordw inthecurrentsegment,
andontheconﬁdencevaluecw ofwordw. Theconﬁdence
value cw is deﬁned as the maximum conﬁdence among all
occurrences of w at the current position in the WTN. For
each occurring word class w, we calculate the combina-
tion score sw as follows:
sw = 
mw
n
+ (1   )cw (3)
As a ﬁnal result for the current segment, we select the
word class w with the highest score sw.
To apply Eq. 3, we experimentally determine the value
of , which weights the impact of the number of occur-
rences against the conﬁdence measure cw, on a validation
set. Additionally, we experimentally determine the conﬁ-
dence measure c for null transition arcs, because no con-
ﬁdence score is associated with a null transition .
Pluralityvotingbyfrequencyofoccurrenceisaspecial
case of Eq. 3 when setting  = 1. Then the score sw is
independent of conﬁdence measures cw.
3.4. Language Model Based Combination
A drawback of ROVER is that the decisions are made
individually for each segment of the WTN. Thus, lan-
guage model information that was used during HMM de-
coding is ignored. In the following we propose an exten-
sion to ROVER. This extension provides a solution to this
problem by rescoring the WTN with a language model.
To rescore the WTN we ﬁrst transform it into a recogni-
tion lattice.
A recognition lattice is a directed graph where all in-
coming edges of a node have the same word label w. This
allows the straightforward integration of a bigram lan-
guage model in the rescoring process. The transformation
of a WTN in a lattice is a rather standard graph expansion
procedure. The only difﬁculty occurs when null transition
arcs " appear in the WTN. Then, we recursively contract
the " arcs and extend the edges following the " arc, analo-
gously to the "-removal procedure in ﬁnite state automata
theory [9]. An example of this transformation appears in
Fig. 2. As already mentioned, all incoming edges of a
node have the same label. Note that, because of the null
transition arc " between node 5 and 6 in the WTN, we
include direct arcs from the nodes h and i to node k.
Additionally to the word label w, two scores are as-
signed to each edge of the lattice, a combination score
and a language model score. The combination score is
obtained from the WTN by calculating the score sw of
Eq. 3 for each word w (if null transition arcs occur we
multiply the scores of the affected edges with the conﬁ-
dence for null transition arcs). The language model score
p(wijwi 1) is obtained from the bigram language model.
During rescoring, we search for the best path through
the lattice. To control the inﬂuence of the combination
scoresandthestatisticallanguagemodelweintroducetwo
parameters,  which weights the language model against1 2 3 4 5
-
,
mouth
truth
organ
or
7 .
6
ε
go
he
the
a
c
b
e
d
g
f
i
h
j
k
he
the
truth
mouth
mouth
-
truth
-
,
,
organ
organ
or
or
.
go
go
.
.
Figure 2. Example of a transformation from a word
transition lattice (upper part) to recognition lattice
(lower part).
the combination score, and  which enables us to control
the number of words in the result. The term to optimise
during the rescoring is recursively given by:
i = i 1 + log(swi) + logp(wijwi 1) +  (4)
where 0 = 0 and n is the ﬁnal score for a combination
result. The score swi originate from the ROVER com-
bination, and the probability p(wijwi 1) is given by the
statistical language model. The parameters  and  must
be optimised on a validation set. Note that this procedure
has some similarity to the optimisation of the integration
of a statistical language model [24] in the HMM based
recognition. The difference is that the scores are not ob-
tained from the HMMs but from the ROVER combination
method.
4. Experiments and Results
All experiments reported in this section make use of
the HMM based recogniser described in Sect. 3.1. The
handwritten text lines used to train, validate, and test the
proposed system originate from the IAM1 database [16].
4.1. Experimental Setup
A writer independent recognition task is considered
which implies that none of the writers in the test set is
present in the training or validation set of the system. The
trainingsetconsistsof6,161textlineswrittenby283writ-
ers; 56 writers have contributed 920 text lines to the vali-
dation set, and the test set contains 2,781 text lines by 161
individuals.
The language model originates from three different
corpora, the LOB corpus [11], the Brown corpus [6], and
1The IAM database is publicly available for download at
http://www.iam.unibe.ch/fki/iamDB
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Figure 3. Greedy forward search to select ensemble
members. The ROVER algorithm performs the result
combination.
the Wellington corpus [1]. A bigram language model is
built for each of the corpora. These three bigram mod-
els are then combined linearly with optimised mixture
weights to build the ﬁnal language model [8].
The underlying lexicon consists of the 20,000 most
frequent words that occur in the corpora. The lexicon is
notclosedoverthetestset, i.e. thereareout-of-vocabulary
words in the test set that do not occur among the 20,000
words included in the lexicon. This scenario is more re-
alistic than a closed lexicon because the texts to be recog-
nised are usually unknown in advance. Our test set con-
tains 6:5% out-of-vocabulary words. This results in a
word level accuracy of 93.5% assuming perfect recogni-
tion.
The bagging method described in Sect. 3.2 is used
to generate multiple recognisers. Twenty-four ensemble
members are built by randomly bootstrapping the train-
ing set. The parameter value n = 24 was chosen based
on preliminary experiments. The greedy forward search
that selects the ensemble members is conducted with the
original ROVER algorithm (without using the language
model). The combination of the ensembles is ﬁnally per-
formedwiththeROVERalgorithmandtheproposedcom-
bination method based on a language model. First, only
plurality voting (i.e.  = 1 in Eq. 3) is used. Then, the
three conﬁdence measures, i.e. likelihood based conﬁ-
dence and the alternative based conﬁdences Conf1 and
Conf2, are tested.
As a reference system we use a single recogniser,
which is trained on the entire training set and includes a
language model.Table 1. Optimised validation set results for different
conﬁdence measures. The second column shows the
optimised ensemble size. The proposed LM based
method consistently outperforms the ROVER combi-
nation. The single reference recogniser attains an ac-
curacy of 69.94%.
Conﬁdence Size ROVER LM Combination
No Conf 12 71.51% 71.97%
Likelihood 11 71.51% 71.93%
Conf1 11 71.96% 72.11%
Conf2 13 72.23% 72.27%
4.2. Validation Set Optimisation
The validation set is used to optimise the integration
of the bigram language model, to train the probabilities of
the alternative candidates based conﬁdence measures, to
validate the ROVER parameters, to optimise the ensemble
size and composition, and ﬁnally to optimise the parame-
ters of the language model based combination.
The grammar scale factor (GSF) and the word inser-
tion penalty (WIP), which control the integration of the
statistical language model, are optimised for each ensem-
ble member as well as for the reference system. For the
alternative candidate based conﬁdence measures the prob-
abilities p(cjn), p(njc), and p(cjw) are estimated for each
recogniser by calculating the relative frequencies on the
validation set.
The greedy ensemble member selection is applied for
each conﬁdence measure. During this selection, the pa-
rameters  and c of the ROVER combination are opti-
mised for each validated ensemble. The results of the en-
semble selection method appear in Fig. 3.
Thelanguagemodelbasedcombinationisthenapplied
to the optimised ensembles. The required parameters 
and  of Eq. 4 are systematically optimised. The results
on the validation set are summarised in Tab. 1. Although
the ROVER combination is highly optimised on the vali-
dation set, the proposed language model based combina-
tion performs better for all conﬁdence measures.
4.3. Test Set Results
The results on the test set appear in Tab. 2. The single
reference recogniser achieves a recognition accuracy of
64.48%. Each of the ensemble methods signiﬁcantly out-
performs the reference system. For all conﬁdence mea-
sures the use of the language model based combination
leads to a signiﬁcant increase in performance. The best
performing combination strategy is the language model
based combination with conﬁdence measure Conf2 that
achieves 66.97% recognition accuracy. The statistical sig-
niﬁcance is measured with a z-test at the 1% signiﬁcance
level.
Table 2. Test set results for different conﬁdence mea-
sures. The single reference recogniser attains an
accuracy of 64.48%. All improvements of the lan-
guage model based combinations over the ROVER
algorithm are statistically signiﬁcant.
Conﬁdence ROVER LM Combination
No Conf 65.63% 66.70%
Likelihood 65.67% 66.57%
Conf1 65.88% 66.59%
Conf2 66.37% 66.97%
It is worth noting that the language model based com-
bination with plurality voting, i.e. without using any con-
ﬁdence measures, performs surprisingly well and achieves
66.7% accuracy. This is an indication that the conﬁdence
measure becomes less important if the language model
supports the combination process.
5. Conclusions
In this paper we have proposed a novel method for the
combination of ensembles of handwritten text line recog-
nisers. The method includes language model information
in the decision process.
The handwritten text line recognition systems are
based on hidden Markov models which use a mixture of
Gaussians and an individual number of states for each ba-
sic model. The lexicon consists of 20,000 word classes,
and a statistical language model trained on three different
corpora supports the recognition step.
To generate the ensemble members we implement the
baggingmethod, i.e. bootstrapreplicasofthetrainingdata
are used to train multiple recognisers. A greedy forward
search is applied to select the ensemble members.
The ROVER framework is used to combine the results
of the ensemble member. First, an iterative algorithm is
applied to align the results in a word transition network.
Secondly, we extract by conﬁdence based voting the best
scoring transcription from the network to obtain the ﬁnal
word sequence. We extend this ROVER framework by
not only applying voting but transform the word transition
network into a recognition lattice. The recognition lattice
is then rescored including a bigram language model.
Experiments have been conducted on a large set of text
lines from the IAM database. All ensemble methods sig-
niﬁcantly outperform the single recogniser used as a refer-
ence system. The novel language model based combina-
tion method performs consistently better than the standard
ROVER implementation.
Futureworkshouldincludeathoroughinvestigationof
the inﬂuence of the conﬁdence measures in the language
model based combination. Additionally, higher order n-
gram models should be used in the combination.Acknowledgement
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