Abstract. We study a class of nonlocal functionals in the spirit of the recent characterization of the Sobolev spaces W 1,p derived by Bourgain, Brezis and Mironescu. We show that it provides a common roof to the description of the BV (R N ), W 1,p (R N ), B s p,∞ (R N ) and C 0,1 (R N ) scales and we obtain new equivalent characterizations for these spaces. We also establish a noncompactness result for sequences and new (non-)limiting embeddings between Lipschitz and Besov spaces which extend the previous known results.
The assumptions on ω will be made precise later on.
Functionals of the type of (1.2) were initially introduced by Bourgain, Brezis and Mironescu [5, 7] to obtain a new characterization of the Sobolev space W 1,p (R N ). Namely, for M = s = 1 and ω(t) = t, (1.2) readŝ |σ · e| p dH N −1 (σ), e ∈ S N −1 .
As a result, they were able to establish the following limiting embedding
.
(1.6)
Since this original work, numerous new characterizations of the Sobolev spaces W k,p (R N ) or BV (R N ) have been obtained [4, 6, 10, 11, 22, 23, 25] and various asymptotic formulas characterizing the Sobolev norms in terms of fractional norms have been derived [13, 14, 18, 32] . For instance, Maz'ya and Shaposhnikova [18] obtained the counterpart of (1.6) in the critical case r ↓ 0, that is
whenever f ∈ 0<r<1 W r,p (R N ) and where σ N stands for the superficial measure of the unit sphere S N −1 .
Also, let us mention the work of Ponce [23] who was the first to obtain a characterization of the space BV (R N ) in terms of a class of functions in L 1 (R N ) satisfyinĝ R NˆRN ρ ε (h) Ω |f (x + h) − f (x)| |h| dxdh C as ε ↓ 0, (1.8) under suitable growth assumptions on Ω ∈ C(R + , R + ).
More recently, such type of characterizations were extended by Borghol [6] , Bojarski, Ihnatsyeva, Kinnunen [4] and Ferreira, Kreisbeck and Ribeiro [11] , who considered the cases 1 < p < ∞ in higher order Sobolev spaces. Typically, in [11] it is shown that the spaces W k,p (R N ), with p ∈ (1, ∞) and k ∈ N * , can be characterized by quantities of the typê (1.9) where Ω : R + → R + is an increasing, convex function such that
for all t 0 and some positive constants 0 < m 1 < m 2 .
To our knowledge, very few is known in the case 0 < s < M . Nonetheless, recent works of Lamy and Mironescu [17] suggest a connection between expressions of the type of (1.2) and Besov spaces. In [17] , the authors prove the following Then,
The converse of this holds under some additional moment condition on ρ (see [17] for further details). In fact, the case q = ∞ is not properly stated nor explicitly proven in [17] . To fill this gap, we shall give some additional details at the end of the paper. A consequence of this, which has not been noticed in [17] , is the following Proposition 1.2. Let s ∈ (0, 1), p ∈ [1, ∞) and (ρ ε ) ε>0 ⊂ L 1 (R N ) satisfying (1.1) and (1.11). Then, the following are equivalent: It is worth noticing that, by contrast with the representation of B s p,∞ (R N ) obtained in [17] , no moment condition on ρ ε is needed. Moreover, since ρ ε does not need to be radial some directions may be privileged, yet with no impact on the resulting norm. This is in clear contrast with the case s = 1 (see also [9, Remark 10] or [23, Corollary 3, p.232] ).
This sheds new lights on how to describe smoothness and could be of potential interest in some problems of the calculus of variations and in the study of some integro-differential equations (see e.g. [1, 2, 3, 20, 21, 27] ).
Also, in view of Theorem 1.2, it is natural to ask for corresponding assertions of (1.8) and (1.9) in the framework of the fractional Besov-Nikol'skii spaces B s p,∞ (R N ). For example: what can be said about the limiting behavior of (1.13) when ε ↓ 0 ? Can one describe higher order Besov-Nikol'skii spaces via expressions of the type (1.2) ? It is the main concern of this paper to deal with these issues.
Main Motivation.
This work originates in a problem raised in [3] . Consider the heterogeneous Fisher-KPP equation:
where m ∈ [0, 2], u is the density of a given population, J ε (z) :
a symmetric positive dispersal kernel with unit mass and having finite m-th order moment, and f ∈ C 1,α (R N +1 ) is a heterogeneous KPP type nonlinearity, that is:
For the sake of simplicity, we restrict our attention to non-linearities of the form
Roughly speaking, f models the growth rate of the population and J the probability to jump from one location to another. The parameter ε is a measure of the spread of dispersal of the species. The scaling term 1 ε m can be interpreted as the rate of dispersal of the species. It arises when considering a cost function (see [3, Section 2] for a more detailed explanation on the matter). Consider for instance a tree reproducing and dispersing seeds. Then, ε 1 represents a strategy where the dispersal rate is large but the seeds are spread over smaller distances, and ε 1 represents the opposite strategy (i.e. smaller dispersal rate but the seeds are spread over larger distances). As for the parameter m, it measures the influence of the cost function on the different strategies.
Existence of positive solutions to (1.15) is naturally expected to provide a persistence criteria for the population under consideration. Nonetheless, if the asymptotic of a solution of (1.15) are quite well understood when ε → ∞ (see [3] ), it is not the case when ε ↓ 0 and 0 < m < 2. Berestycki et al. [3] were able to prove the Theorem 1.3 (Berestycki, Coville, Vo, [3] ). Assume J is compactly supported with J(0) > 0, m ∈ (0, 2), max{a, 0} ≡ 0 and a ∈ C 2 (R N ). Then, when ε ↓ 0, the solution u ε of (1.15) converges almost everywhere to some non-negative bounded function v satisfying
Unfortunately, equation (1.16) admits infinitely many solutions, so it may happen that v ≡ 0 (extinction) or that v = a + 1 K for some compact K ⊂ supp(a + ) (persistence in a given area of the ecological niche). Whence, one cannot directly infer a persistence strategy for that case.
However, it is known that solutions to (1.15), when they exist, satisfŷ
with ρ ε (z) = ε −m |z| m J ε (z) a smooth mollifier satisfying (1.1) (see [3, Lemma 5.1(ii)] for a proof).
To quote Berestycki et al.: "If for the case m = 2 we could rely on elliptic regularity and the new description of Sobolev Spaces developed in Bourgain et al. [5] , Brezis [7] , Ponce [22, 23] to get some compactness, this characterization does not allow us to treat the case m < 2. We believe that a new characterization of fractional Sobolev spaces in the spirit of the work of Bourgain, Brezis and Mironescu [5, 7] will be helful to resolve this issue."
This motivates the study of general classes of functions of the type of (1.2), in particular the forthcoming Theorem 2.3 and Theorem 2.15.
1.3. Comments. If (1.13) is very similar to (1.4), the underlying spaces,
, are very different in nature and one has to cope with some technicalities. Among others, it is not clear anymore whether the limit of (1.13) as ε ↓ 0 exists nor, even if it does, whether it provides an equivalent semi-norm. In the integer order case, things are not too controversial in the sense that
(see e.g. [32] or Lemma 7.1), while the counterpart of (1.18) in the fractional case s ∈ (0, 1) is not true in general. Indeed, every nontrivial function
Finiteness of either or both the two first terms in the left-hand side of (1.19) equally describes B s p,∞ (R N ) in the sense that they define the same set of functions. But the respective (semi-)norms induced by these quantities are not equivalent (see Section 5) . For these reasons, at some places, it will be more convenient to state our results in terms of suprema as in (1.14) instead of limits.
On the other hand, smooth functions are not dense in B s p,∞ (R N ), so that the arguments used in the integer case do not simply adapt. We show how to do this in a way that allows, not only to give a meaning, but also to handle the tricky case p = ∞ in both the integer and the fractional case, using only elementary arguments. Also, in the particular case where ρ is radially symmetric, we improve (1.14) to a semi-norm equivalence at all orders s > 0. More general quantities are also investigated as well as compactness in the case of a sequence (f ε ) ε>0 ⊂ L p (R N ). At the end, this yields a common nonlocal description for the Besov-Nikol'skii spaces B 
for every t 1 , t 2 ∈ R + . When A = 1 we say that ω is subadditive.
To shorten our statements, it will be more convenient to call C inc the set of all continuous, increasing functions ω : [0, ∞) → [0, ∞) satisfying ω(0) = 0 and lim t→∞ ω(t) = ∞. Also, we set κ ω(t), for all t 0 and some constant κ > 0 (independent of t), then ω ∈ C + inc . Our first result reads as follows
be a sequence of radial functions satisfying (1.1) and (1.11). Then, the following are equivalent:
Remark 2.4. It is noteworthy that the assumptions of Theorem 2.3 are somehow self-improving. For example, if ω ∈ C inc is such that
for some ω, ω ∈ C + inc and α 1 , α 2 > 0, then ω still characterizes B s p,∞ (R N ). Note also that the Jensen inequality allows to extend this result to convex ω ∈ C inc .
Moreover, the conclusion of Theorem 2.3 still holds under the slightly weaker assumption that (ρ ε ) ε>0 ⊂ L 1 (R N ) satisfies (1.1) and (1.11) with ρ ∈ L 1 (R N ) such that there exists a number δ > 0 and a nonnegative radial function ϕ with ρ ϕ a.e. in B δ and´B δ ϕ > 0. Also, when 1 p < ∞, the fact that ω ∈ C + inc allows one to replace (2.2) bŷ
for any continuously increasing Ω : R + → R + with Ω(0) = 0 and
for all t 0 and some 0 < m 1 m 2 .
By the same token, we obtain the following counterpart for the Lipschitz space.
In fact, our proof also allows to cover first order Sobolev spaces. For example, in view of (2.4), we have the
(2.7)
Note that the limit superior in the right-hand side of (2.7) may not necessarily coincide with the limit inferior, depending on the choices of ω and Ω.
Remark 2.7. If ω(t) = t and Ω is convex, then the corresponding assertion still holds in higher order Sobolev spaces, see [11] for a proof.
Here are some straightforward consequences of Theorem 2.3.
Then, choosing
Remark 2.9. Notice that the quantity (1.17) appearing in the study of the nonlocal Fisher-KPP equation (1.15) can be seen as a particular case of (2.8).
Other choices of ρ ε highlight interesting links with the more classical Besov spaces B s p,q (R N ) with 1 q < ∞ (see Definition 3.3 on Section 3 for the definition of these spaces).
Example 2.10. Given 1 q < ∞, the choice ω(t) = t q and
Example 2.11. Given 1 q < ∞, the choice ω(t) = t q and
for some r ∈ (0, s), gives
2.2. Limits of Besov norms. Following the original result of Bourgain, Brezis and Mironescu in [5] ; Karadzhov, Milman, Xiao [13] and Triebel [32] proved the following limiting embedding
See e.g. [32] where higher order derivatives are also studied.
The counterpart of Example 2.11 for the Lipschitz space leads one to ask wether (2.11) still holds in the critical case p = ∞ (recall W 1,∞ (R N ) is the same as C 0,1 (R N )). However, because of the restriction to (1.11) in Theorem 2.5 one cannot directly infer that this is the case. In addition, spaces of the type
as dense subset (they are not even separable) and they inherit from the "bad" properties of L ∞ (R N ). This makes the validity of (2.11) in the case p = ∞ rather unclear.
We prove that a weaker version of (2.11) still holds when p = ∞.
Remark 2.13. Due to the lack of continuity of the translations in L ∞ (R N ) it is not clear wether the lim sup in (2.12) (resp. in (2.13)) can be replaced by a lim inf.
The proof can be carried out using subadditivity and monotonicity arguments via an improvement of the Chebychev inequality due to Bourgain, Brezis and Mironescu [5] together with Theorem 2.3.
However, in the fractional case, one lose the aforementioned monotonicity and the arguments fail. In view of Example 2.11 and
it is natural to ask wether or not the counterpart holds for B s p,∞ (R N ). Using subatomic decompositions we were able to show that this is not the case.
Here, " f B r p,q (R N ) " stands for the B In particular, this suggests that the restriction to (1.11) in Theorems 1.2 and 2.3 (and actually also in (1.12) when q = ∞) is not far from being optimal.
2.3.
A non-compactness result. In the integer case s = 1, it is known that any
is a suitable sequence of mollifiers (e.g. nonincreasing if N = 1 [5] or radially symmetric if N 2 [22] ).
Per contra, we show that this phenomenon does not extend to s ∈ R + \ N, at least if ρ ε exhibits a reasonable decay at infinity.
Remark 2.16. In some particular cases it is possible to get rid of assumption (1.11). For instance, if the ρ ε are non-increasing and supported in some ball of the form B rε for all ε > 0 and some r > 0, then the result still holds. Notice also that the conclusion of Theorem 2.15 still holds for slightly more general functionals in the spirit of (2.2) with, say, ω = |·| q/p , Ω = |·| p , for any q 1.
In the same vein, we obtain the following
The subscript " * " in (2.18) means that the B s−ε p,q -norm of f ε is calculated using ( s + 1)-th order finite differences (according to Definition 3.3) . This is no longer true if, instead, we use smaller order differences. 20) does not. Evidently, this restriction is immaterial if 0 < s / ∈ N.
An approximation criteria. It is well-known that neither
. If the question of how to approximate a given f ∈ B s p,q (R N ) in a "suitable manner" has already been well-studied (see e.g. [15, 19, 26] ), to the author's knowledge it seems, however, that no criterion to recognize a function f ∈ B s p,∞ (R N ) which can be approximated by smooth functions in its natural (strong) topology is available in the literature.
An interesting consequence of (the proof of) Theorem 2.3 is that it gives such a criterion.
be a sequence of radial functions satisfying (1.1) and (1.11), and let ω ∈ C + inc . Then, the following are equivalent:
A noteworthy consequence of Corollary 2.18 is the following Example 2.19. Let s ∈ (0, 1) and p ∈ [1, ∞). Then, with the choice (2.9) and ω(t) = t p we find that condition (ii) above is equivalent to
or, more generally, to
|h| N +sq dh = 0, (2.22) in the higher order case.
In Sections 3 and 4 we detail all our notations and useful definitions. In Section 5, we show some preliminary estimates which aims to simultaneously open the way to Corollary 2.18 and to explain why it is more convenient to represent B s p,∞ (R N ) in terms of the supremum of (2.2) rather than in terms of its limits. Section 6 is devoted to the proof of Theorem 2.3 and Section 7 to that of Theorems 2.5, 2.6, and 2.12. In Section 8 we establish Theorem 2.14. In Section 9, we prove Theorems 2.15 and 2.17. Finally, in the Appendix, we discuss Proposition 1.2.
Notations and definitions
Throughout the paper we will make use of the following notations.
|K| : is the Lebesgue measure of the set K (also denoted λ n (K)); 1 K : is the characteristic function of the set K; B R : is the ball of radius R > 0 centered at the origin; B R (x) : is the ball of radius R > 0 centered at x ∈ R N ; τ h : is the translation operator τ h f (x) = f (x + h), x, h ∈ R N ; f * g : is the convolution of f and g;
: is the "approximatively-less-than" symbol: a b ⇔ a Cb; ∼ : is the equivalence symbol: a ∼ b ⇔ a b and b a; ffl A : is the integral mean symbol: ffl
the Lebesgue space of (equivalence classes of) functions for which the p-th power of the absolute value is Lebesgue integrable (resp. essentially bounded functions when p = ∞); by C ∞ c (R N ) the space of smooth compactly supported functions; by S (R N ) the Schwartz space of rapidly decaying functions; and, by S (R N ), its dual, the space of tempered distributions. The Lipschitz space
is finite. The space C 0,1 (R N ) is a Banach space for the norm
The number (3.1) is called the Lipschitz constant of f . For the sake of clarity, we recall some further definitions. 
The space of functions of bounded variation, denoted by
naturally endowed with the norm
which, in the case q = ∞, is to be understood as
where
, then for
, (similarly when q = ∞), so that the definition above is indeed consistent. We refer to [28] (e.g. estimate (45) on p.99) or Lemma 6.3 for further details.
Remark 3.5. The integral in (3.2) can be indifferently replaced by an integral over {|h| δ} for any δ > 0, or on the whole R N since the singular part in h in the integral arise when h is close to zero, while the integral on {|h| > δ} can always be dominated by the L p -norm of f .
Of special interest are the cases q = p, p = ∞ and/or q = ∞. The fractional Sobolev spaces W s,p (R N ) (sometimes also called Slobodeckij, Gagliardo, or Aronszajn spaces) is defined by
In this context, the semi-norm (3.2) when s ∈ (0, 1) is often referred to as the Gagliardo semi-norm.
When q = ∞, the space B s p,∞ (R N ) is called the Nikol'skii space. This scale gives another interesting way to measure the convergence rate of the translate of a given function to itself. It is well-known that, for any p, q ∈ [1, ∞) and s > 0,
where " →" stands for the continuous imbedding symbol. We refer to [24, 30] for a proof of this fact. When p = q = ∞, then the space B Moreover, by contrast with W s,p (R N ) (see e.g. [12] for a simple proof of this fact) or, more generally, with the spaces 
Subatomic decompositions
There exists many ways to decompose a function f ∈ B s p,q (R N ) into "building blocks". The theory of subatomic (or quarkonial) decompositions developed by Triebel in [29, 31] is one of them of particular interest because, unlike related decompositions of atomic or, say, Littlewood-Paley type, it yields a decomposition of any function f ∈ B s p,q (R N ) on a suitable system of functions which is independent of f and the resulting coefficients are linearly dependent on f . In such a framework, the search for a function amounts, roughly speaking, to seeking for a discrete sequence of numbers.
For the convenience of the reader we recall some basic definitions.
Let Q ν,m be the cube of sides parallel to the coordinate axis with side-length 2 −ν and centered at 2
is called an (s, p)-β-quark relative to Q ν,m . We call B s p,q (R N ) the collection of all f ∈ S (R N ) which can be represented as
endowed with the norm
where the infinimum is taken over all admissible representations (4.3).
The standard fact of subatomic decompositions states as follows 
We refer to [31] and references therein for a proof of this. In fact, there are optimal subatomic coefficients, i.e. coefficients λ The aim of this section is twofold. On the one hand, we point out that, even though the spaces B s p,∞ (R N ) can be characterized as limits superior (see Proposition 5.2 below), it does not yield an equivalent norm (as it does for the Sobolev spaces W 1,p (R N ) with p > 1, see e.g. Lemma 7.1). As will become clear in the next section, this is the reason why B s p,∞ (R N ) is more conveniently described as the supremum of (2.2) rather than as its limit superior. On the other hand, we provide some preliminary results towards Corollary 2.18. For simplicity, we consider only first order differences ∆ 1 h f = τ h f − f but all the results of this section also hold for higher order differences.
For the sake of convenience, we define a "new" function space which, in fact, is merely another way to look at the Nikol'skii space B 
It is endowed with the following norm:
In addition, we also define
As expected, we have the
Remark 5.3. The equality here holds in the sense of sets: the topology of both are not precisely equivalent as shown below. In fact, "[·] N s,p (R N ) " is a quite crude way to characterize the Nikol'skii space. For these reasons (and in order not to mix with both topologies) we shall write B
. Then, for all η > 0 there is a δ 0 > 0 such that for all δ ∈ (0, δ 0 ) we have
Now fix such η and δ. By the triangle inequality we obtain
On the other hand,
Proposition 5.4. Let s ∈ (0, 1) and p ∈ (1, ∞]. Then,
Taking the limit superior as |h| → 0 gives f ∈ N s,p
In particular, N s,p
Then, clearly,
Thus, for all η > 0 there exists n 0 = n 0 (η) 0 and δ 0 = δ 0 (η) > 0 such that
Now, fix such η, δ and n 0 . On the other hand, for all η > 0 and all δ > 0 there is a n 1 = n 1 (η, δ) 0 such that
Indeed, this is because
Therefore, for all n max{n 0 , n 1 },
Summing up, we find that, for all η > 0, there exists M 0 such that
6. Characterization of Besov-Nikol'skii spaces 6.1. Preliminary. For the sake of clarity we shall introduce the following short notation
First, an easy observation.
Proof. Let η > 0 be any fixed number. Then, we have
On the one hand,
On the other hand, since ω is non-decreasinĝ
Taking now the limit as η ↓ 0 and using ω ∈ C + inc we obtain lim sup
The remaining inequality follows by a direct application of Hölder's inequality.
Here is another estimate we shall need.
This is essentially covered by [28, Estimate (16) , p.112] but, for the sake of completeness, we choose to provide the details.
Proof. Let f ∈ S (R N ). Since translations τ h f have Fourier transform e ih·ξf , the Fourier transform of ∆ M h f writes
And so, by applying the binomial formula and taking the inverse Fourier transform of the result one gets
Now let h 1 , h 2 ∈ R N and h = h 1 + h 2 . Notice that we have e ih·ξ − 1 = e ih1·ξ (e ih2·ξ − 1) + e ih1·ξ − 1.
Let P ∈ C[X, Y ] be the polynomial defined by
By the binomial formula one may find
This holds for any X, Y ∈ C. In particular
Multiplying this equality byf (ξ) and taking the inverse Fourier transform of the result, we obtain:
where α k, and β k, are the respective coefficients of Q 1 and Q 2 . Otherwise said,
We therefore obtain that, for each
for some constant C > 0 depending only on M , Q 1 and
. When p = ∞, the above still holds in the S sense and, thus, extends to L ∞ (R N ) as well.
Also, we recall the following well-known fact.
for some constant C(s, M ) > 0 depending only on s and M . Similarly,
This is a consequence of [28, Estimate (45) , p.99], but the proof being very short we chose to provide all the details.
and P ∈ C[X] be the unique polynomial such that
Note that P exists because X − 1 is a divisor of the right-hand side of (6.6). In particular, we have that
Hence, for every h, ξ ∈ R N we have
Whence, reasoning as in Lemma 6.2, we obtain
for some finite set of indices L ⊂ N and coefficients a depending on P . Thus, for every s
We obtain that
Therefore (6.4) follows by induction. The proof of (6.5) is similar.
Proof of Theorem 2.3.
inc and (ρ ε ) ε>0 be as in the statement of Theorem 2.3. Here again, we will make use of the short notation
such that there exists a number δ > 0 and a nonnegative, nondecreasing, radial function Ψ ∈ C(R N ) with
Note that, by Proposition 6.1, we only need to establish a one-sided inequality.
We begin with a few preliminary facts (Claim A and Claim B) showing that the proof of Theorem 2.3 reduces to the case where (ρ ε ) ε>0 ∈ M(R N ).
Claim A. It is enough to establish Theorem 2.3 for radial ρ's such that ess inf A ρ > 0 for some annulus A ⊂ R N centered at zero. (6.14)
Proof of Claim A. Let ρ ∈ L 1 (R N ) be a nonnegative radial function with unit mass. Then, there is a nonnegative functionρ ∈ L 1 loc (R + ) with ρ(z) =ρ(|z|). In particular, we may find some 0 < c 1 < c 2 such that c2 c1ρ (θ)dθ > 0.
Let 0 < θ 0 < 1 be such that c 1 > c 2 θ 0 and let ρ * be the radial function given by
where C > 0 is given by
Notice that, by Fubini, ρ * ∈ L 1 (R N ) and ρ * has unit mass. Indeed, this is because
Furthermore, one easily checks that ρ * satisfies (6.14). Indeed, we have ess inf
On the other hand, we have
Hence,
Assuming that Theorem 2.3 holds for mollifiers with ρ satisfying (6.14), we finally obtain
Thus, the claim follows.
Claim B. It is enough to establish Theorem 2.3 for
Proof of Claim B. Let ρ ∈ L 1 (R N ) be a nonnegative radial function with unit mass. Then, there is a nonnegative functionρ ∈ L 1 loc (R + ) with ρ(z) =ρ(|z|). On account of Claim A, we may assume that there are some 0 < r 1 < r 2 and some α > 0 with ρ(t) α 1 (r1,r2) (t) =: Ψ(t) for a.e. t 0.
If r 1 < r2 4 , then (ρ ε ) ε>0 ∈ M(R N ) and the claim is trivial. Hence, we may assume that r 1 r2 4 . To show that the latter case reduces to the former, we simply clip together rescaled copies of Ψ as follows. For any j 0, define
Observe that, by construction, θ j → 0 as j → ∞ and .
By construction, this guarantees that θ k < 1 5 and, in turn, that
In particular, we have
is bounded and
Moreover, η * satisfies the following monotonicity property:
Thus, there is a nondecreasing function Φ * ∈ C(R + ) with
Indeed, it suffices to take e.g. Whence, (η ε ) ε>0 ∈ M(R N ). On the other hand,
Hence, one obtains
Assuming that Theorem 2.3 holds for mollifiers belonging to M(R N ), we finally obtain
Remark 6.4. By (6.15) and (6.17) we also have that
holds for any (ρ ε ) ε>0 satisfying (1.1) and (1.11) whenever it holds for any (ρ ε ) ε>0 belonging to M(R N ).
We may now complete the proof of Theorem 2.3.
Step 1: case M = 1 and s ∈ (0, 1).
N (to be fixed later) and let z ∈ R N . Then, we have
Now, choose z ∈ B |h| (h). Then, since z and z − h belong to B 2|h| , it comes
Since ω is roughly subadditive, there exists a constant A ω > 0 depending only on ω and such that, for every x, y ∈ R + , ω(x + y) A ω {ω(x) + ω(y)} . From (6.20), Remark 6.5 and thanks to s 1, using the short notation
we know there is a radially nondecreasing Ψ ∈ C(R N ) and a number δ > 0 such that ρ ε (z) Ψ ε (|z|), for a.e. z ∈ B εδ and all ε > 0. (6.23) As seen in Figure 2 , we clearly have Ψ ε (|z − h|) Ψ ε (|z|), for all h ∈ B εδ/2 , z ∈ B |h|/2 (h) and ε > 0. (6.24) Let h ∈ B εδ/2 . Multiplying (6.22) by Ψ ε (|z − h|) and using (6.23)-(6.24) we obtain
and this holds for all h ∈ B εδ/2 and a.e. z ∈ B |h|/2 (h). So, taking |h| = δε/2 and integrating over z ∈ B |h|/2 (h), yields:
where (6.25) Passing to the limit superior as |h| → 0 in (6.25) it follows
where we used the continuity of ω. This, together with Proposition 6.1 yields
Similarly, taking the supremum over h = 0 in (6.25), we obtain
Remark 6.6. Estimate (6.26) together with Proposition 5.6 and Remark 6.4 prove Corollary 2.18 for 1 p < ∞ and s ∈ (0, 1) (recall we have assumed ω(0) = 0).
Step 2: case M 2 and s ∈ (0, M ).
The assumption s ∈ (0, 1) being artificial (by Remark 6.5) the above still holds for general s > 0. In particular, replacing (6.19) by the estimate of Lemma 6.2, for (6.27) for any s ∈ (0, M ). Taking the supremum over ε > 0 (i.e. over |h| > 0) and recalling that ω is a continuous, non-decreasing function, we find that
This is because the space B s p,∞ (R N ) with s ∈ (0, M ) is characterized by finite differences of order M , i.e.
Indeed, recall Lemma 6.3 and
. Remark 6.7. As above, we still have
So that Corollary 2.18 follows in that case too.
Remark 6.8. Note that, when (ρ ε ) ε>0 ∈ M(R N ) (with corresponding Ψ and δ), we have actually proved a stronger estimate than needed. Indeed, we have shown that for any h ∈ R N \ {0}, (6.28) where ε(t) = 2t δ and A ω is as in Definition 2.1.
Step 3: proof of Remark 2.4.
and Ω ∈ C inc satisfying (2.5). Then, we have
where K 1 (m 1 , A ω ) > 0 and A ω > 0 is a number such that ω satisfies the condition of Definition 2.1 with A = A ω . Similarly, for some
2) we obtain the desired claim, i.e. that
The remaining claims of Remark 2.4 follow by a similar argument of comparison.
Characterization of Sobolev and BV spaces
We begin with a preliminary result.
Although our argument is much simpler, a proof of a similar result (involving moduli of continuity) may be found in [32] . However, the argument in [32] heavily rely on the continuity of ∆ 1 h f L p (R N ) and, thus, does not cover the case p = ∞. We show that, in fact, it is enough to ask only for some kind of subadditivity.
Clearly, F is measurable. Now, let t 1 , t 2 ∈ R. Specializing (6.19) in h = (t 1 + t 2 )σ and z = t 1 σ, for some σ ∈ S N −1 , yields
for all t 1 , t 2 ∈ R. 
This proves the lemma. 
for all 1 p < ∞ (when p = 1 the left-hand side of (7.7) is to be understood in the BV -sense, i.e. as the total mass of the Radon measure ∇f ).
The case p = ∞ follows from the arguments above and the definition of the Lipschitz semi-norm.
A limiting embedding between Lipschitz and Besov spaces.
This subsection is devoted to the proof of Theorem 2.12. To this end, we recall the following improvement of the Chebychev inequality due to Bourgain, Brezis and Mironescu [5] . Lemma 7.2 (Bourgain, Brezis, Mironescu, [5] ). Let g, h : (0, δ) → R + . Assume that g(t) g(t/2) for all t ∈ (0, δ) and that h is non-increasing. Then, for some constant C = C(N ) > 0,
We are now ready to prove Theorem 2.12.
Proof of Theorem 2.12. Let q ∈ [1, ∞) and (ρ ε ) ε∈(0,1] be the sequence defined by
for all ε ∈ (0, 1] and all t 0. (7.9)
In addition, we also set
for all ε ∈ (0, 1] and all h ∈ R N , (7.11) where C 2 > 0 is a constant such that η ε has unit mass for each ε. Notice that
is a sequence of radial functions satisfying (1.1) and (1.11). In particular, by Theorem 2.5 we know that
Next, for every t > 0, define
By the triangle inequality we have F (2t) 2F (t) so that if we let
we have g(t) g(t/2). In these notations, we have the identity:
dt. (7.14)
Invoking Lemma 7.2 and (7.10) we deduce that, for every ε ∈ (0, 1],
Whence, using (7.12) we come up with The converse of this is covered by Proposition 6.1.
A non-limiting embedding theorem
This section is devoted to the proof of Theorem 2.14. The idea of the proof is very similar to that of Theorem 4.4 (ii) on p.36 in [28] (see in particular pp.39-40 there). Nevertheless, we choose to give more details in order to make the dependence of the constants involved on s, p and q as explicit as possible.
We will need some preliminary estimates. Recalling the well-known identity kx k = x/(1 − x) 2 (for 0 x < 1), we finally obtain A ε 2 e ln (2) .
Since this holds for every ε > 0, we obtain the desired claim. Then, for any fixed j 1 we have
for some constant c > 0 depending only on N , p, M and ψ.
Since ε > 0 is an arbitrary small parameter and ψ is not a polynomial of degree less than or equal to M − 1, we may find a number ε 0 > 0 such that c ε0 > 0.
The proof when N 2 follows by a straightforward adaptation of the case N = 1 using the product structure ψ(x 1 )...ψ(x N ) and Fubini's theorem which gives the result with c = c N ε0 . We are now ready to prove Theorem 2.14.
Proof of Theorem 2.14. Let M ∈ N * such that s ∈ (0, M ) and let u j be the sequence of Lemma 8.1. Also, we let ψ ∈ C Recall that
is an equivalent norm on B 
