Previous research on union wage effects in Australia has focused on the central parts of the conditional wage distribution. This study uses quantile regression models to examine whether the union wage effect varies across the (conditional) wage distribution. The data draw upon the first four waves of the Household, Income and Labour Dynamics in Australia (HILDA) survey. Union wage premiums are found across almost the entire wage distribution for both males and females. While for males it is evident that the union wage effect decreases when moving up the wage distribution, the effect for females is relatively stable except at the extremities of the distribution. Overall, unions are found to have a larger effect on male than on female wages. The decomposition results show that for males, the union wage effect explains a substantial proportion of the observed wage gap between union and non-union workers; this is not the case for females.
Introduction
The international literature on union wage effects is large. It shows generally that union workers enjoy a wage premium over non-union workers. For instance, previous research estimates that union wage effects in the United Kingdom and the United States are 10 and 18 per cent on average and range from 10 to 15 per cent in Canada (Blanchflower and Bryson 2002) .
Despite the unique wage setting system of compulsory arbitration prior to the Workplace Relations Act (WRA) 1996 1 , a number of Australian studies find that union workers enjoy significantly higher wages than non-union workers with comparable characteristics (Mulvey 1986; Crockett and Hall 1987; Miller and Rummery 1989; Christie 1992; Kornfeld 1993; Miller and Mulvey 1993) . Although the size of the effect estimated is small compared to the United States, it is roughly similar to that found in European countries with highly centralised systems of collective bargaining such as Germany and Austria (Blanchflower and Freeman 1992; Waddoups 2005) . In a series of studies attempting to explain the wage differential, Miller and Mulvey (1991; 1992; examine the role of overtime pay differentials, over-award pay and differences in the distribution of union and non-union workers across industries. They find that these factors together explain no more than a quarter of the estimated wage differential. However, a subsequent study by Miller and Mulvey (1996) finds that after controlling for workplace size the union wage differential disappears. This leads them to suggest that omitted variable bias is responsible for the union wage premium found in earlier Australian studies.
This study contributes to the Australian literature on union wage effects in the following ways. First, we examine union wage effects in a changed industrial relations environment where decentralised wages settings are more extensive than in the period covered by most previous studies. Since the early 1990s, through a ruling of the Australian Industrial Relations Commission, the Australian wage setting started to shift from industry-based awards towards enterprise-based (or workplace-based) agreements (Waddoups 2005) . The introduction of the Workplace Relations Act in 1996 further legitimised this practice. As a result, the proportion of workers covered by the traditional award system has fallen If anything, the new system could have increased the union wage effect for at least two reasons (Wooden 2001; Waddoups 2005) . First, the decentralised wage setting system offers opportunities for unions to exert their powers in negotiating over rent sharing. This is reflected by a strong union presence evident in the new enterprise agreements (Hawke and Dargo 1998; Wooden 2001) . Second, due to the reduction in the influence of arbitration, union-bargained wage benefits are now less likely to spread to non-union workers compared to the previous award system. Indeed, Waddoups (2005) finds that relative to 1993, the overall union wage effect increased significantly by 2001. 3 Using quantile regression models, we examine how the union wage effects vary across the (conditional) wage distribution. Previous Australian studies, including the most recent studies by Waddoups (2005; 2007) , relied on the ordinary least squares (OLS) model and focused on the impact 2 In May 2000, 35.2 per cent of employees were on registered collective agreements, 1.5 per cent on unregistered collective agreements, and 40 per cent were covered by individual agreements (Department of Employment and Workplace Relations 2002) . 3 In another study Waddoups (2007) finds that, following the industrial relations reforms, a reverse relationship between firm size and the union wage effect has emerged in Australia. at the central parts of the conditional wage distribution. They assumed that union wage effects are shared equally among all union workers. Internationally, Hildreth (1999) and O'Leary, Murphy and Blackaby (2004) are among few researchers who use quantile regression to estimate union wage effects in the United Kingdom. They find that the effects are generally larger at the lower than at the upper end of the conditional wage distribution. 4 In addition, we expect that the new industrial relations system may lead to differential union effects across the (conditional) wage distribution. In particular the effect of unions on wages is expected to be larger for workers at the lower, rather than at the upper, end of the wage distribution. In decentralised wage setting, the bargaining power of workers is clearly important in determining wage levels. Low wage earners often have little bargaining power because they tend to be low-skilled and are subject to a high degree of substitutability. But if low-skill workers are represented by unions their bargain power would be expected to increase substantially compared with low-skill workers not represented by unions. On the other hand, high wage earners have high bargaining power due to their high skills and low substitutability; association with unions makes little difference for them in terms of bargained wage outcomes. In addition, due to the potential wage compression effects of unions (Freeman and Medoff 1984) , highly skilled union workers might earn less than their non-union counterparts.
This study has limitations. Notably in our data, aside from the union membership status as reported by survey respondents, we have no information on the firm-level wage setting process. This means that we cannot distinguish union (or non-union) workers covered by enterprise-based agreements from those not covered by such agreements. This also implies that the data we use do not allow us to examine how union wage effects vary across workplaces with different levels of union activity. This is an important line of research contained in Wooden (2001) Using establishment-level data, Disney, Gosling and Machin (1995) also report that in the United Kingdom unions raise wages by more at the bottom of the wage distribution. 5 Using matching workplaces and employee data collected in the 1995 AWIRS, Wooden (2001) finds that workers in firms with active unions, and covered by enterprise-based agreements, earn a significant wage premium not enjoyed by otherwise comparable workers who are not covered by enterprise-based agreements, or are not employed in firms with active unions present.
estimates are likely to provide a lower bound for the union wage effects. We could not use the AWIRS data for our analysis for two reasons. First, the AWIRS survey was not continued after 1995. Second, the 1995 AWIRS is not appropriate for conducting quantile regression analysis which is the focus here. Wages in the AWIRS survey were reported on an interval basis, rather than as a continuous variable. More accurate estimates of the union wage effects require data that provide more detailed information on both the new industrial relations framework and wages.
The rest of the paper is arranged as follows. Section 2 describes quantile regression models and the semi-parametric decomposition method. Section 3 discusses the data source and model specification.
Section 4 presents estimation results. Finally, in Section 5, we set out our conclusions.
Method

Quantile regression
To investigate whether the union wage effects vary at different points of the conditional wage distribution, we employ the quantile regression models of Koenker and Bassett (1978) . Following Buchinsky (1998) , we specify the 
where U is a dummy variable indicating union status and x is a vector of other variables that are expected to affect wages, such as education and experience. The quantile regression coefficients can be interpreted as the rates of return to the respective characteristics at the specific quantile of the conditional wage distribution (Buchinsky 1998; Koenker 2005 (2') assumes that the wage determination process is identical for both union and non-union workers. However, test results shown later suggest that the assumption is violated; the wage determinants affect union and non-union workers differently. To account for the differences in the returns to wage determining factors between union and non-union workers, separate wage determination equations for each group are required. As in the OLS framework, after estimating the wage equation separately for union and non-union workers using quantile regressions, the differences at various quantiles of the wage distributions between the two groups of workers can be decomposed into differences in returns and differences due to observed characteristics.
Decomposition in quantile regression
A decomposition method for quantile regression models was developed by Machado and Mata (2005) .
For an application of the method to analyse the gender wage gap in Australia see Kee (2006) . Here we use a modified procedure proposed by Melly (2005) and Autor, Katz and Kearney (2005) . In the modified procedure, instead of randomly drawing θ and x, we simply estimate quantile regressions for a large number of selected θ s, such as 1 2 , ,..., J θ θ θ , and use the observed sample x to form required marginal distributions of wages. In summary, the following steps are involved in decomposing the wage gap between union and non-union workers at different points of the wage distributions.
Step 1 x refers to the observed characteristics of non-union worker i; N u and N n refer to the numbers of union workers and non-union workers respectively.
x β τ = = provide the predicted wage density of union workers;
the counterfactual wage density of union workers that would arise if they retained their own characteristics but were paid as non-union workers.
Step 2 
Step 3: Obtain To estimate the standard errors and confidence intervals of the differences, the bootstrap method can be used to replicate the above procedure. In this study 100 replications are carried out to estimate the confidence intervals and repeated observations for the same person in different waves (i.e. clustering)
are taken into account in re-sampling.
Data and model specification
Data
The empirical analysis is based on the first four waves ( The HILDA survey contains detailed information on individuals' current labour market activity including labour force status, earnings and hours worked, and employment and unemployment history.
For those employed, information on job characteristics, such as the size of the workplace and the industry to which the employee belongs is also collected. The wages used in this study refer to hourly wages derived from pre-tax total weekly earnings and hours worked. 7 Detailed documentation of the survey is in Wooden, Freidin and Watson (2002) . 8 We use hourly wages in this study to avoid complications arising from the potential effects of unions on hours worked (Andrews et al. 1998 ).
four waves of data. Wages are deflated to the first quarter of 2001 using quarterly wage growth rates for males and females separately. Another reason for pooling the data is that sufficiently large sample sizes are important in bootstrapping the standard errors of the decomposition results.
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Pooling four waves of HILDA raises two econometric issues. One relates to repeated observations, as most individuals are surveyed more than once. The other is an increase in real wages over time. We include year dummies and use bootstrap methods (that account for clustering) in the empirical work to address these issues.
Our sample includes those wage earners who worked in non-agricultural industries. It includes males aged between 25 and 64 years and females aged 25 to 61 years. Full-time students are excluded. There are 18,547 individuals: 9,381 males and 9,166 females. About 35.6 per cent of the males in the sample are union workers as are 32.5 per cent of the females.
The raw wage gap between union and non-union workers at different percentiles are presented in Figure 1 . Clearly, for both males and females the wage gap between union and non-union workers is much larger at the lower than at the upper end of the wage distribution. While the wage gap for males appears to decrease when moving up along the wage distribution, this is not the case for females. The female wage gap narrows at wages below the 20 th percentile and then widens. It narrows again at wages above the 60 th percentile. The variation of the wage gap across the wage distribution provides a case for using quantile regressions to analyse the union wage effects. Results from OLS may mask the variation of the union wage effects across the wage distribution.
9 Initially we used only the first wave of the HILDA data and found that the bootstrap methods could not be conducted because sampling draws did not all contain observations that had the characteristics used in the model. 
Model Specification
The specification of the wage equation is an extension of the standard Mincer model of wage determination (Mincer 1974) . Essential to his model are human capital variables. Therefore we include in the wage equation four education dummies, work experience (lifetime employment and its square) and a dummy on whether one has long-term health conditions (representing health capital). In addition to human capital, variables on the following characteristics are also included in the model: demographic characteristics (three dummies for whether one is a migrant born in an English speaking or non-English speaking country; a race dummy to identify whether an individual is an Aborigine or Torres Strait Islander; a marital status dummy); and employment characteristics (three dummies to identify casual, part-time or full-time employment); three occupation dummies for white-collar work (managers and professionals), other white-collar work and blue-collar work; and fourteen industry dummies. 10 These variables are fairly similar to those used in other Australian studies (Miller and Mulvey 1996; Wooden 2001) . To control for heterogeneity of local labour markets and the differential effects of regional living costs on wages, we also include six state dummies and a dummy indicating capital city residence. There are six dummies to identify workplace size ranging from less than 20 to over 500 employees. The positive relationship between workplace size and wages is well documented (Idson and Feaster 1990; Morissette 1993; Miller and Mulvey 1996) . Increasing monitoring costs (which result in higher wages according to efficiency wage theories), greater importance of workplace-specific human capital and teamwork are some explanations discussed in the literature.
Finally, year dummies are included to control for the trend of increasing real wages over the four waves of the HILDA data.
Summary statistics for the variables used are presented in appendix Table A1 . The sample means reveal very little that is not already well known. For instance, larger workplaces (generally) have a higher incidence of unionisation; union workers tend to participate in the workforce longer; are less likely to be migrants from non-English speaking countries; are more likely to be from the ACT, NSW
and Victoria but are less likely to hold casual and part-time jobs. There is some evidence of gender differences. As expected, more females have casual or part-time jobs. This is especially apparent among non-unionised workers. In addition, blue-collar jobs are mostly male-dominated; females are relatively more concentrated in white-collar related jobs. Further, male workers have a high representation in manufacturing. Most female union workers are in the education and health industries.
More female union workers are degree holders than are their male counterparts.
Econometric issues
The estimation of a union wage gap typically involves two complications resulting from two selection processes. One is the problem of sample selection arising from the work choice decision; the other is the selection into union status. If these two selection processes are determined by some unobserved factors that also affect wages, the union wage effects estimated from models that do not account for these possibilities are likely to be biased. However, within a quantile regression framework it is not easy to deal with either of the two selection processes, although standard approaches are available in the OLS framework. In addition, identifying instruments for the determination of union membership status are not available in the data. Consequently, in this study we do not control for potential biases arising from the two selection processes. We leave this issue for future research. 11 Accordingly, the results reported here must be interpreted with caution.
Another issue is possible measurement error of union status. Without the workplace level data (employer-based or matched employer-employee data), we rely on self-reported union membership status which could be problematic if respondents incorrectly identify their union status. In addition, as we focus on individual differences, rather than differences across bargaining units, we cannot distinguish between active and inactive unions. As a result, we may under-estimate the union wage effects (Wooden 2001) . Other than workplace size and industry we cannot include workplace-specific characteristics (such as capital-labour ratio and product market characteristics). Figure   2 , for males the union wage effects at quantiles below 0.1 are significantly larger than at other quantiles at the 5 per cent significance level; the effects at quantiles above 0.8 appear to be significantly smaller than at other quantiles. For females the differences of the estimated union wage effects at various quantiles appear to be insignificant.
Results
Single equation estimation
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For ease of reading, Table 1 lists the coefficient estimates for the union dummy at selected percentiles and also the estimates from OLS for males and females. 13 The OLS estimates in the last column show a 10 per cent wage premium for male union workers and 5 per cent for female union workers. These 11 Using Heckman's two-stage approach within the OLS framework, we found that the sample selection term arising from employment status is not significant for males or females. This does not mean that the selection process is exogenous to the determination of wages at other points of the conditional wage distribution. 12 Interquantile equality tests were also conducted to see whether the difference in the estimated coefficients for the union dummy at various, selected, quantiles is statistically significant. estimates are in line with the findings of most previous Australian studies.
14 More importantly the significant wage premium is found in our OLS models, even after controlling for workplace size. This contradicts the findings in Miller and Mulvey (1996) 1993, Miller and Mulvey (1996) re-estimate the results for several early studies. Their results for Mulvey (1986) show that male (female) union workers are rewarded an hourly wage rate of 8.5 (4.9) per cent more relative to non-union workers. For Blanchflower and Oswald (1989) , they find a union wage effect of 10.39 and 6 per cent for males and females respectively. They also find a similar result for Miller and Rummery (1989) . The re-estimated union wage effects by Miller and Mulvey (1996) are 7.9 and 5.8 per cent (and 11.6 and 6.6 per cent after correcting for selectivity) for men and women respectively. 15 Christie (1992) also finds a significant union wage effect after controlling for firm size. However, she defines firm size as the number of workers employed Australia-wide by firms, and thus it is not the size of the establishment (or workplace). Miller and Mulvey (1996) argue that what matters in the relationship between firm size and wages is the workplace, not the corporate entity. After controlling for firm size in Christie (1992) , they then attribute, implicitly, the significant effect to the deficiency of the firm size variable. As for the quantile regression results, ceteris paribus, both male and female union workers are found to have higher wages than non-union workers at all quantiles. These tend to be larger at the lower than at the upper end of the conditional wage distribution, particularly for males. For example, at the 10 th percentile, male union workers enjoy a premium of about 12 per cent, while at the 90 th percentile the premium is only about 6 per cent. These different effects may reflect the different unobserved determinants of wages between union and non-union workers at various parts of the conditional wage distribution.
Studies from the United Kingdom also find a larger union wage effect at the lower end of the conditional wage distribution and a smaller effect at the upper end of the conditional wage distribution (see O'Leary, Murphy and Blackaby 2004; Disney, Gosling and Machin 1995). Focusing on bluecollar workers in the United States, Chamberlain (1994) finds that for workers with 20 to 29 years of work experience, the estimate for the union dummy is much larger at the lower end (36 and 32 per cent at the 10 th and 25 th quantiles respectively) than at the upper end (16 and 9 per cent at the 75 th and 90 th quantiles respectively) of the conditional wage distribution; for workers with less than 9 years work experience no such pattern is found.
Comparing the estimates from quantile regression estimates with those from OLS, it appears that for both males and females OLS tends to overestimate the union wage effect for most parts of the conditional wage distribution, except at the very bottom where the OLS model underestimates it.
However, from Figure 2 the differences between OLS and quantile regression estimates appear insignificant for the entire conditional wage distribution for females; for males, the differences appear heteroscedasticity is present and affects the coefficient estimates, the quantile regression estimation suggests that the rate of change of the unobservables is different at different quantiles for males but it is not the case for females. One possible explanation for the difference between males and females is that women may be reluctant to bargain aggressively, either due to the virtue of being women or gratitude of a few at the top end at getting a top job which is usually dominated by men. Or it may simply be the lack of information about what men with similar jobs are paid. This could explain the relatively small and stable pattern in the rate of change of the observed wage differences between union and nonunion female workers at different quantiles in contrast to that between union and nonunion male workers. This by itself is an interesting finding that OLS fails to offer.
The single equation estimation results must be interpreted with caution, because they rely on the assumption that the wage determination process is identical for both union and non-union workers. This assumption may be violated if unions also affect the returns to factors such as education. To see whether the model should be estimated separately for union and non-union workers, we experimented through making interactions of each independent variable with the union dummy. If the interaction terms are jointly significant, the independent variables affect union and non-union workers differently. The test statistics are reported in appendix Table   A2 . The results overwhelmingly reject the hypothesis that workers are subject to the same wage determination process, irrespective of union membership. Therefore, the union wage effects estimated using the single equation model are likely to be misleading; separate wage determination equations for union and non-union workers and decomposition methods are required to provide a more reliable picture of the union wage effects.
Quantile regression decomposition
Previous research has shown that while the union wage differential can be partially explained by observed differences in personal, job, and workplace characteristics a significant proportion remains unexplained. For example, in Canada the differences in such characteristics account for a large part of the pay differentials (about 75 per cent) (Fang and Verma 2002) . On the contrary, the differences in characteristics only explain 27.5 per cent in the United Kingdom (Arabsheibani and Martin 2001) . We follow the procedure described in Section 2 to examine to what extent the union wage differential could be explained by differences in observed worker characteristics and to what extent it could arise from differences in the returns to the observed worker characteristics. workers start off, on average, with higher wages than do non-union workers. This is reflected by the larger intercept term of the union wage equations. Returns to marital status are lower for union workers than non-union workers. Returns to university degrees and experience are lower for male union workers than male non-union workers, with the opposite being true for females. For both males and females who are in a workplace of the same size, non-union workers earn higher wages than union workers. These differences further justify the estimation of separate models for union and non-union workers.
The decomposition attributes the total union wage gap to two components: one explained by the differences in observed wage determining factors (e.g. personal, job, and workplace characteristics) and the other explained by the differences in returns to those factors. It is the latter component that can be regarded as union wage effects, because otherwise there should not be any difference in the returns.
For this reason the reported results focus on the gap due to returns differences.
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17 Selected quantile regression results, together with OLS estimates, can be obtained from the authors. 18 We also compared the decomposition results using the pooled data to those obtained using each of the four waves. Although the estimates from each wave are not identical, there are no systematic differences between the waves. In addition, except for the 0.2 to 0.4 quantile range of wave 2 and the very top end of wave 4 for females, the estimates from each wave fall within the confidence interval of the pooled data estimates.
19 It is not clear what causes the extremely large union effect and thus the sharp fall of the effect at the very bottom of the wage distribution. Wages paid at below the legally specified minimum to illegal migrants who are not represented by unions may be a possible explanation; union workers are far less likely to be subject to illegal wage payments than are non-union workers. 20 The OLS estimate is computed as ( ) u u n x β β − , using the Blinder-Oaxaca decomposition (Blinder, 1973; Oaxaca, 1973) , where 30 per cent of male union workers. However, the proportion of female union workers for which the union effects are underestimated or overestimated is much smaller. How much does the difference in returns account for the total wage gap between union and non-union workers? Table 2 reports the results at selected percentile points. Two total wage gaps are shown in the table; one is estimated from raw data and the other from simulated data. The simulated data are generated from the model, as described in Section 2. If one believes that the model is correctly specified, the simulated data should better describe the underlying distribution of wages. This is because the simulated data have a much larger number of observations and the raw data can be viewed as a random draw from the underlying distribution. Nonetheless, we report the total wage gap from both datasets. The general conclusion does not change whichever total gap is used.
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21 We compared the wage distributions between raw data and simulated data. The two distributions were found to be very close, although there were some discrepancies. (a) In brackets is the percentage of the total gap explained by the difference in returns (the union effect).
(b) In brackets are bootstrapped 95% confidence intervals. Confidence intervals for quantile decomposition were bootstrapped using 100 replications and accounting for clusters in re-sampling. Confidence intervals for OLS decomposition used standard errors computed from the delta methods. Table 2 shows that a substantial proportion of the wage premium enjoyed by male union workers can be explained by differences in the returns to worker characteristics, but it is not the case for females.
Although there are variations at different quantile points, the returns differences account for more than 70 per cent of the total wage gap for most males. However, for females the differential explained by the returns difference only accounts for about one-third or less of the total wage gap. These findings are in line with Wooden (2001) and Pocock (1995) . They also find evidence to support the proposition that unions are more effective in generating wage premiums for male than for female workers.
Comparing Table 1 with Table 2 and Figure 2 with Figure 3 , we notice some differences in the estimated union wage effects between the single equation model and the model that estimates the wage equations separately for union and non-union workers. For males, the single equation model tends to underestimate the union wage effect for the lower parts of the wage distribution and to overestimate it for the upper parts of the distribution. For females, there is no such pattern but still the single equation model overestimates the effect at the 90 th percentile and underestimates it at the 50 th percentile.
Conclusion
Previous research on union wage effects in Australia has only focused on the effect at the central parts of the wage distribution. Using the first four waves of the HILDA survey, this paper employs quantile regressions and a semi-parametric decomposition method to examine the union wage effects over the entire wage distribution. We found significant union wage effects over most of the wage distribution.
For males, the union wage effects are significantly higher at the lower than at the upper end of the wage distribution, a result similar to a number of international studies. But for females, the union wage effect is very stable except at the very bottom and top ends of the wage distribution. One explanation for why the union wage effects are larger at the lower end of the wage distribution might involve the bargaining power of workers at different skill levels. Low wage earners have low skills and also low bargaining power. But if low-skill workers are represented by unions, their bargaining power would be increased substantially compared with non-unionised low-skill workers. On the other hand, high wage earners have high bargaining power due to their specific skills; association with unions or not makes little difference in terms of bargained wage outcomes. In addition, due to the potential wage compression effects of unions (Freeman and Medoff 1984) , highly skilled union workers might earn less than their non-union counterparts.
We also found that across almost the entire wage distribution unions have a larger effect on male than on female wages, which is a result similar to previous Australian studies using OLS models. The decomposition results show that for males, the union wage effects explain a substantial proportion of the observed wage gap between union and non-union workers; this is not the case for females. There may be several reasons for the larger union effects for males than for females. First, women's interests may not be effectively represented by mainstream union activity (Sap 1993) , perhaps due to the marginal nature of some female employment (part-time or casual workers). Second, even if unions could effectively represent women's and men's interests equally, because some women may be more interested in non-wage benefits such as maternity leave and child care arrangements than high wages per se, the effects of unions in the case of women may not show up in their wages as much as they do for men. Third, if the union wage effects arise from unions' involvement in collective bargaining, the lower proportion of females covered by collective bargaining (as in Wooden 2001) implies that the differentials between female union and non-union workers are small. Fourth, the distributional differences of men and women across industries may lead to the difference in the union wage effects between males and females if union powers vary across industries (Waddoups 2007) . For example, if women are more concentrated in industries with less union activity, the union wage effects for females will be smaller than otherwise. While we included industry dummies in our model, the effects of the distributional differences in industries might not have been fully accounted for by the dummies.
Finally, as discussed earlier, different unobservables between men and women could also be an attributing factor. The exact reasons for the difference of the union wage effects between males and females require further investigation.
More importantly, the significant effect of unions on wages in this study is found even after controlling for workplace size. This result is in contrast to Miller and Mulvey (1996) who, within an OLS framework, find that when the firm size variables are included in the wage model, the effect of unions becomes negligible. One possible explanation for such a difference may lie in the decentralisation of wage setting that occurred over the last decade. This reduced the effect of arbitration and offered opportunities for unions to exert their power in wage negotiation (Wooden 2001; Waddoups 2005 ).
This study has limitations. First, due to the data constraint the problem of selectivity, particularly selection into union status, could not be dealt with entirely satisfactorily. For example, if there were a negative selection into union status, the effect reported here could have been under-estimated. Second, we could only examine the effect of individual union membership on wages in this study. It is highly likely that this estimate understates the effect of unions if union negotiated wages in collective bargaining apply to both union and non-union workers (a spill-over effect). Future research with richer data would perhaps provide deeper insight into the union wage effects over the period when Australia is undertaking important industrial reforms. Third, the quantile regression results complement the OLS estimate in providing a complete picture of the union wage effects, but the varying effects across quantiles may be affected by heteroscedasticity, an issue that has haunted almost all applied work using quantile regression models. 
