We consider the problem of learning a high-dimensional graphical model in which certain hub nodes are highly-connected to many other nodes. Many authors have studied the use of an 1 penalty in order to learn a sparse graph in the high-dimensional setting. However, the 1 penalty implicitly assumes that each edge is equally likely and independent of all other edges. We propose a general framework to accommodate more realistic networks with hub nodes, using a convex formulation that involves a rowcolumn overlap norm penalty. We apply this general framework to three widely-used probabilistic graphical models: the Gaussian graphical model, the covariance graph model, and the binary Ising model. An alternating direction method of multipliers algorithm is used to solve the corresponding convex optimization problems. On synthetic data, we demonstrate that our proposed framework outperforms competitors that do not explicitly model hub nodes. We illustrate our proposal on a webpage data set and a gene expression data set.
Introduction
Graphical models are used to model a variety of biological and social processes, such as gene regulatory networks and social interaction networks. A graph consists of a set of p nodes, each representing a variable, and a set of edges between pairs of nodes. The presence of an edge between two nodes indicates a relationship between the two variables. In this manuscript, we consider two types of graphs: conditional independence graphs and marginal independence graphs. In a conditional independence graph, an edge connects a pair of variables if and only if they are conditionally dependent -dependent conditional upon the other variables. In a marginal independence graph, two nodes are joined by an edge if and only if they are marginally dependent -dependent without conditioning on the other variables.
In recent years, many authors have studied the problem of learning a graphical model in the high-dimensional setting, in which the number of variables p is larger than the number of observations n. Let X be a n × p matrix, with rows x 1 , . . . , x n . Throughout the rest of the text, we will focus on three specific types of graphical models: ∼ N (0, Σ). It is well-known that (Σ −1 ) jj = 0 for some j = j if and only if the jth and j th variables are conditionally independent (Mardia et al. 1979) ; therefore, the sparsity pattern of Σ −1 determines the conditional independence graph.
2.
A Gaussian covariance graph model, where x 1 , . . . , x n i.i.d.
∼ N (0, Σ). Then Σ jj = 0 for some j = j if and only if the jth and j th variables are marginally independent. Therefore, the sparsity pattern of Σ determines the marginal independence graph. Θ is a p × p symmetric matrix, and Z(Θ) is the partition function, which ensures that the density sums to one. Here, x is a binary vector, and θ jj = 0 if and only if the jth and j th variables are conditionally independent. The sparsity pattern of Θ determines the conditional independence graph.
To construct an interpretable graph when p > n, many authors have proposed applying an 1 penalty to the parameter encoding each edge, in order to encourage sparsity. For instance, such an approach is taken by Yuan & Lin (2007b) , Friedman et al. (2007) , Rothman et al. (2008) , and Yuan (2008) in the Gaussian graphical model; El Karoui (2008) , , Rothman et al. (2009) , Bien & Tibshirani (2011) , Cai & Liu (2011) , and Xue et al. (2012) in the covariance graph model; and Lee et al. (2007) , Höfling & Tibshirani (2009) , and Ravikumar et al. (2010) in the binary model. However, applying an 1 penalty to each edge can be interpreted as an independent double-exponential prior on each edge. Consequently, such an approach implicitly assumes that each edge is equally likely and independent of all other edges; this corresponds to an Erdős-Rényi graph in which most nodes have approximately the same number of edges (Erdős & Rényi 1959) . This is unrealistic in many real-world networks, in which we believe that certain nodes (which, unfortunately, are not known a priori ) have many more edges than other nodes. An example is the network of webpages in the World Wide Web, where a relatively small number of webpages are highly connected to many other webpages (Barabási & Albert 1999) . Many authors have shown that real-world networks are scale-free, in the sense that the number of edges for each node follows a power-law distribution; examples include gene-regulatory networks, social networks, and networks of collaborations among scientists (among others, Barabási & Albert 1999 , Barabási 2009 , Liljeros et al. 2001 , Jeong et al. 2001 , Newman 2000 . More recently, Hao et al. (2012) have shown that certain genes, referred to as super hubs, regulate hundreds of downstream genes in a gene regulatory network, resulting in far denser connections than are typically seen in a scale-free network.
In this paper, we will be referring to nodes that are very densely-connected as hubs; this is a somewhat informal definition. The word hub has been used in a variety of contexts in the literature; for instance, some authors have used it to refer to relatively highly-connected nodes in a scale-free network. However, when we refer to hubs in this paper, we have in mind nodes that are extremely densely-connected to other nodes, such as the super hubs discussed by Hao et al. (2012) , or webpages like Google in the World Wide Web. In many types of graphs, the hubs themselves are of interest.
Here we propose a hub penalty function for estimating graphs containing hubs. Our formulation simultaneously identifies the hubs and estimates the entire graph. The proposed penalty function is convex, and so yields a convex optimization problem when combined with a convex loss function. We consider the application of this hub penalty function in modeling Gaussian graphical models, covariance graph models, and binary Ising models. Our formulation does not require that we know a priori which nodes in the network are hubs.
In related work, several authors have proposed methods to estimate a scale-free Gaussian graphical model (Liu & Ihler 2011 , Defazio & Caetano 2012 . However, those methods do not model hub nodes -the most densely-connected nodes that arise in a scale-free network are far less densely-connected than the hubs that can be modeled using our formulation. Under a different framework, Hero & Rajaratnam (2012) proposed a screening-based procedure to identify hub nodes in the context of Gaussian graphical models. Our proposal outperforms such approaches when hub nodes are present.
In Figure 1 , the performance of our proposed approach is shown in a toy example in the context of a Gaussian graphical model. We see that when the true network contains hub nodes (Figure 1 (a)), our proposed approach (Figure 1(b) ) is much better able to recover the signal than is the graphical lasso (Figure 1(c) ), a well-studied approach that applies an 1 penalty to each edge in the graph (Friedman et al. 2007 ). We present the hub penalty function in Section 2. We then apply it to the Gaussian graphical model, the covariance graph model, and the binary Ising model in Sections 3, 4, and 5, respectively. In Section 6, we apply our approach to a webpage data set and a gene expression data set. We close with a discussion in Section 7.
The General Formulation

The Hub Penalty Function
Let X be a n × p data matrix, Θ a p × p symmetric matrix containing the parameters of interest, and (X, Θ) a loss function (assumed to be convex in Θ). In order to obtain a sparse and interpretable graph estimate, many authors have considered the problem
where · 1 is the sum of the absolute values of the matrix elements. For instance, in the case of a Gaussian graphical model, we could take (X, Θ) = − log det Θ + trace(SΘ), the negative log-likelihood of the data, where S is the empirical covariance matrix. The solution to (1) can then be interpreted as an estimate of the inverse covariance matrix. The 1 penalty in (1) encourages zeros in the solution. But it typically does not yield an estimate that contains hubs.
where Z is sparse, and most columns of V are entirely zero. Blue, white, green, and red elements are diagonal, zero, non-zero in Z, and non-zero due to two hubs in V, respectively.
In order to explicitly model hub nodes in a graph, we wish to replace the 1 penalty in (1) with a convex penalty that encourages a solution that can be decomposed as Z + V + V T , where Z is a sparse symmetric matrix, and V is a matrix whose columns are either entirely zero or almost entirely non-zero (see Figure 2) . The sparse elements of Z represent edges between non-hub nodes, and the non-zero columns of V correspond to hub nodes that are highly connected to many other nodes. We achieve this goal via the hub penalty function, which takes the form
Here λ 1 , λ 2 , and λ 3 are nonnegative tuning parameters. Sparsity in Z is encouraged via the 1 penalty on its off-diagonal elements, and is controlled by the value of λ 1 . The 1 and 1 / q norms on the columns of V induce group sparsity when q = 2 (Yuan & Lin 2007a , Simon et al. 2012 ; λ 3 controls the selection of hub nodes, and λ 2 controls the sparsity of each hub node's connections to other nodes. The convex penalty (2) can be combined with (X, Θ) in order to yield the convex optimization problem
which can be rewritten as
Note that when λ 2 → ∞ or λ 3 → ∞, then (4) reduces to (1). In this paper, we take q = 2, which leads to estimation of a network containing dense hub nodes. Other values of q such as q = ∞ are also possible (see e.g., Mohan et al. 2013) . We note that the hub penalty function is closely related to recent work on overlapping group lasso penalties in the context of learning multiple sparse precision matrices (Mohan et al. 2013 ).
Algorithm
In order to solve (4) with q = 2, we use an alternating direction method of multipliers (ADMM) algorithm (see e.g., Eckstein & Bertsekas 1992 , Boyd et al. 2010 , Eckstein 2012 . ADMM is an attractive algorithm for this problem, as it allows us to decouple some of the terms in (4) that are difficult to optimize jointly. In order to develop an ADMM algorithm for (4) with guaranteed convergence, we reformulate it as a consensus problem, as in Ma et al. (2013) . Then the ADMM formulation involves only two blocks of primal variables, and convergence of the algorithm to the optimal solution follows from classical results (see e.g. the review papers, Boyd et al. 2010 , Eckstein 2012 . In greater detail, we let A = (Θ, V, Z), B = (Θ,Ṽ,Z),
Then, we can rewrite (4) as
The scaled augmented Lagrangian for (5) takes the form
where W = (W 1 , W 2 , W 3 ) is the dual variable. Note that the scaled augmented Lagrangian can be derived from the usual Lagrangian by adding a quadratic term and completing the square (Boyd et al. 2010) . A general algorithm for solving (4) is provided in Algorithm 1. The derivation is in the Appendix. Note that only the update for Θ (Step 2(a)i) depends on the form of the convex loss function (X, Θ).
Algorithm 1 ADMM Algorithm for Solving (4).
1. Initialize the parameters:
(a) primal variables Θ, V, Z,Θ,Ṽ, andZ to the p × p identity matrix.
(b) dual variables W 1 , W 2 , and W 3 to the p × p zero matrix.
(c) constants ρ > 0 and τ > 0.
2. Iterate until the stopping criterion
≤ τ is met, where Θ t is the value of Θ obtained at the tth iteration:
(a) Update Θ, V, Z:
Here S denotes the soft-thresholding operator, applied element-wise to a matrix:
In the following sections, we consider special cases of (4) that lead to estimation of Gaussian graphical models, covariance graph models, and binary networks with hub nodes.
The Hub Graphical Lasso
Assume that x 1 , . . . , x n i.i.d.
∼ N (0, Σ). The well-known graphical lasso problem (see e.g., Friedman et al. 2007 ) takes the form of (1) with (X, Θ) = − log det Θ + trace(SΘ), and S the empirical covariance matrix:
The solution to this optimization problem serves as an estimate for Σ −1 , and is known as the graphical lasso solution. We now use the hub penalty function to extend the graphical lasso in order to accommodate hub nodes.
Formulation and Algorithm
We propose the hub graphical lasso (HGL) optimization problem, which takes the form
It encourages a solution that contains hub nodes, as well as edges that connect non-hubs ( Figure 1 ). Problem (8) can be easily solved using Algorithm 1. The update for Θ in Algorithm 1 (Step 2(a)i) can be derived by minimizing
with respect to Θ. This can be shown to have the solution
where UDU T denotes the eigen-decomposition ofΘ − W 1 − 1 ρ S. The complexity of the ADMM algorithm for HGL is O(p 3 ) per iteration; this is the complexity of the eigen-decomposition for updating Θ. We now briefly compare the computational time for the ADMM algorithm to that of an interior point method (using the solver Sedumi called from cvx). On a 1.86 GHz Intel Core 2 Duo machine, the interior point method takes ∼ 3 minutes, while ADMM takes only 1 second, on a data set with p = 30.
Conditions for HGL Solution to be Block Diagonal
We now present a necessary condition and a sufficient condition for the HGL solution to be block diagonal, subject to some permutation of the rows and columns. The conditions presented build upon similar results in the context of Gaussian graphical models from the recent literature (see e.g., Witten et al. 2011 , Mazumder & Hastie 2012 , Danaher et al. 2012 , Mohan et al. 2013 ). Let C 1 , C 2 , . . . , C K denote a partition of the p features. Theorem 1. A sufficient condition for the HGL solution to be block diagonal with blocks given by C 1 , C 2 , . . . , C K is that min λ 1 ,
Theorem 2. A necessary condition for the HGL solution to be block diagonal with blocks given by C 1 , C 2 , . . . , C K is that min λ 1 ,
Theorem 1 implies that one can screen the empirical covariance matrix S to check if the HGL solution is block diagonal (using standard algorithms for identifying the connected components of an undirected graph; see e.g., Tarjan 1972) . Suppose that the HGL solution is block diagonal with K blocks, containing p 1 , . . . , p K features, and K k=1 p k = p. Then, one can simply solve the HGL problem on the features within each block separately. Recall that the bottleneck of the HGL algorithm is the eigen-decomposition for updating Θ. The block diagonal condition leads to massive computational speed-ups for implementing the HGL algorithm: instead of computing an eigen-decomposition for a p × p matrix in each iteration of the HGL algorithm, we compute the eigen-decomposition of K matrices of dimensions
We illustrate the reduction in computational time due to these results in an example with p = 500. Without exploiting Theorem 1, the ADMM algorithm for HGL (with a particular value of λ) takes 159 seconds; in contrast, it takes only 22 seconds when Theorem 1 is applied. The estimated precision matrix has 107 connected components, the largest of which contains 212 nodes.
Some Properties of HGL
We now present several properties of the HGL optimization problem (8), which can be used to provide guidance on the suitable range for tuning parameters λ 1 , λ 2 , and λ 3 . In what follows, Z * and V * denote the optimal solutions for Z and V in (8). Let
Lemma 1. A sufficient condition for Z * to be a diagonal matrix is that λ 1 > λ 2 +λ 3 2
.
Lemma 2. A sufficient condition for V * to be a diagonal matrix is that λ 1 <
Corollary 3. A necessary condition for both V * and Z * to be non-diagonal matrices is that
Furthermore, (8) reduces to the graphical lasso problem (7) under a simple condition.
Lemma 3. If q = 1, then (8) reduces to (7) with tuning parameter min λ 1 ,
Note also that when λ 2 → ∞ or λ 3 → ∞, (8) reduces to (7) with tuning parameter λ 1 . However, throughout this paper, we assume that q = 2, and λ 2 and λ 3 are finite.
Simulation Study
In this section, we compare HGL to two sets of proposals: proposals that learn an Erdős-Rényi Gaussian graphical model, and proposals that learn a Gaussian graphical model in which some nodes are highly-connected.
Notation and Measures of Performance
We start by defining some notation. LetΘ be the estimate of Θ = Σ −1 from a given proposal, and letΘ j be its jth column. Let H denote the set of indices of the hub nodes in Θ (that is, this is the set of true hub nodes in the graph), and let |H| denote the cardinality of the set. In addition, letĤ r be the set of estimated hub nodes: the set of nodes inΘ that are among the |H| most highly-connected nodes, and that have at least r edges. The values chosen for |H| and r depend on the simulation set-up, and will be specified in each simulation study.
We now define several measures of performance that will be used to evaluate the various methods.
• Number of correctly estimated edges: j<j 1 {|Θ jj |>10 −5 and |Θ jj | =0} .
• Proportion of correctly estimated hub edges:
• Proportion of correctly estimated hub nodes:
• Sum of squared errors:
Data Generation
We consider three set-ups for generating a p × p adjacency matrix A.
A -Network with hub nodes: for all i < j, we set A ij = 1 with probability 0.02, and zero otherwise. We then set A ji equal to A ij . Next, we randomly select |H| = 20 hub nodes and set the elements of the corresponding rows and columns of A to equal one with probability 0.7 and zero otherwise.
B -Network with two connected components and hub nodes: the adjacency matrix is generated as A = A 1 0 0 A 2 , with A 1 and A 2 as in Set-up A, each with 10 hub nodes.
C -Scale-free network: the probability that a given node has k edges is proportional to k −α . Barabási & Albert (1999) observed that many real-world networks have α ∈ [2.1, 4]; we took α = 2.5. We consider any node with at least 50 edges to be a hub node.
We then use the adjacency matrix A to create a matrix E, as (E + E T ). Given the matrixĒ, we set Σ −1 equal toĒ + (0.1 − Λ min (Ē))I, where Λ min (Ē) is the smallest eigenvalue ofĒ. We generate the data matrix X according to
∼ N (0, Σ). Then, variables are standardized to have standard deviation one.
Comparison to Proposals that Assume an Erdős-Rényi Graph
In this subsection, we compare the performance of HGL to three proposals that learn an Erdős-Rényi Gaussian graphical model, in which each edge is equally likely and independent of all other edges. The three proposals are as follows:
• The graphical lasso (7), implemented using the R package glasso.
• Neighborhood selection (Meinshausen & Bühlmann 2006) , implemented using the R package glasso. This approach involves performing p 1 -penalized regression problems, each of which involves regressing one feature onto the others.
• Sparse partial correlation estimation (Peng et al. 2009 ), implemented using the R package space. This extension of the neighborhood selection approach combines the p 1 -penalized regression problems in order to obtain a symmetric estimator. We consider the three simulation set-ups described in the previous section with n = 500 and p = 1000. Figure (2006) each involve one tuning parameter; we applied them using a fine grid of the tuning parameter to obtain the curves shown in Figure 3 .
Results for Set-up A are displayed in Figures 3-A(i) through 3-A(iv), where we calculate the proportion of correctly estimated hub nodes as defined in Section 3.4.1 with r = 200. Since this simulation set-up exactly matches the assumptions of HGL, it is not surprising that HGL outperforms other methods. In particular, HGL is able to identify most of the hub nodes when the number of estimated edges is approximately equal to the true number of edges. We see similar results for Set-up B in Figures 3-B(i) through 3-B(iv), where the proportion of correctly estimated hub nodes is as defined in Section 3.4.1 with r = 100.
In Set-up C, recall that we define a node with at least 50 edges to be a hub. The proportion of correctly estimated hub nodes is then as defined in Section 3.4.1 with r = 50. The results are presented in Figures 3-C(i) through 3-C(iv). In this set-up, only one or two of the nodes (on average) have more than 50 edges, and the hub nodes are not as highly-connected as in Set-up A or Set-up B. Nonetheless, HGL outperforms Friedman et al. (2007) and Meinshausen & Bühlmann (2006) , and is comparable to Peng et al. (2009) , which (according to the authors of that paper) performs well on scale-free networks.
Comparison to Proposals that Do Not Assume an Erdős-Rényi Graph
In this subsection, we compare the performance of HGL to two proposals that model a Gaussian graphical model under the assumption that some nodes have many more edges than others. These proposals are as follows:
• The partial correlation screening procedure of Hero & Rajaratnam (2012) . The elements of the partial correlation matrix are thresholded based on their absolute value, 
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Num. Est. Edges Prop. Cor. Est. Hub Edges and a hub node is declared if the number of nonzero elements in the corresponding column of the thresholded partial correlation matrix is sufficiently large.
• The scale-free network estimation procedure of Liu & Ihler (2011) . This is the solution to the non-convex optimization problem
where θ \j = {θ jj |j = j}, and j , β j , and α are tuning parameters.
We generated data under Set-ups A and C (described in Section 3.4.2) with n = 125 and p = 250, with slight modifications: in Set-up A, we took |H| = 5, and in Set-up C, we considered any node with at least 10 edges to be a hub. The results, averaged over 50 data sets, are displayed in Figures 4 and 5 .
To obtain Figures 4 and 5, we applied (10) using a fine grid of α values, and using the choices for β j and j specified by the authors: β j = 2α/ j , where j is a small constant specified in Liu & Ihler (2011) . There are two tuning parameters in Hero & Rajaratnam (2012) : (1) ρ, the value used to threshold the partial correlation matrix, and (2) d, the number of non-zero elements required for a column of the thresholded matrix to be declared a hub node. We used d = {10, 20} in Figure 4 and d = {5, 10} in Figure 5 , and used a fine grid of values for ρ. Note that the value of d has no effect on the results for We see from Figure 4 that HGL outperforms the competitors when the underlying network contains hub nodes. It is not surprising that Liu & Ihler (2011) yields better results than the graphical lasso, since the former approach is implemented via an iterative procedure: in each iteration, the graphical lasso is performed with an updated tuning parameter based on the estimate obtained in the previous iteration. Hero & Rajaratnam (2012) has the worst results in Figures 4(i) -(ii); this is not surprising, since the purpose of Hero & Rajaratnam (2012) is to screen for hub nodes, rather than to estimate the individual edges in the network.
From Figure 5 , we see that the performance of HGL is comparable to that of Liu & Ihler (2011) under the assumption of a scale-free network; note that this is the precise setting for which Liu & Ihler (2011) 's proposal is intended. Again, Liu & Ihler (2011) outperforms the graphical lasso, and Hero & Rajaratnam (2012) has the worst results in Figures 5(i)-(ii) . We note that Liu & Ihler (2011) has the lowest MSE in both Figures 4 and 5. This is not surprising, since Liu & Ihler (2011) 's approach is based on a non-convex formulation, and thus avoids over-shrinkage of the non-zero estimates.
The Hub Covariance Graph
In this section, we consider estimation of a covariance matrix under the assumption that x 1 , . . . , x n i.i. Num. Est. Edges Num. Cor. Est. Edges(ii) Num. Est. Edges Prop. Cor. Est. Hub Edges
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Formulation and Algorithm
where S is the empirical covariance matrix, and is a small positive constant; we take = 10 −4 . We extend (11) to accommodate hubs by imposing the hub penalty function (2) on Σ. This results in the hub covariance graph (HCG) optimization problem,
which can be solved via Algorithm 1. To update Θ = Σ in Step 2(a)i, we note that arg min
where (A) + is the projection of a matrix A onto the convex cone {Σ I}. That is, if 
Simulation Study
We compare HCG to two competitors for obtaining a sparse estimate of Σ:
1. The non-convex 1 -penalized log-likelihood approach of Bien & Tibshirani (2011) , using the R package spcov. This approach solves
2. The convex 1 -penalized approach of Xue et al. (2012) , given in (11).
We first generated an adjacency matrix A as in Set-up A in Section 3.4.2, modified to have 5 hub nodes. ThenĒ was generated as described in Section 3.4.2, and we set Σ equal tō E + (0.1 − Λ min (Ē))I. Next, we generated x 1 , . . . , x n i.i.d.
∼ N (0, Σ). Finally, we standardized the variables to have mean zero and standard deviation one. In this simulation study, we set n = 100 and p = 200 due to computational constraints in the spcov R package; the HCG algorithm can be applied to much larger data sets. Figure 6 displays the results, averaged over 50 simulated data sets. We calculated the proportion of correctly estimated hub nodes as defined in Section 3.3.1 with r = 40. We used a fine grid of tuning parameters for Bien & Tibshirani (2011) and Xue et al. (2012) in order to obtain the curves shown in each panel of Figure 6 . HCG involves three tuning parameters, λ 1 , λ 2 , and λ 3 . We fixed λ 1 = 0.2, considered three values of λ 3 (each shown in a different color), and varied λ 2 in order to obtain the curves shown in Figure 6 . We see that HCG outperforms the other methods. These results are not surprising, since the other methods do not explicitly model the hub nodes.
The Hub Binary Network
In this section, we focus on estimating a binary Ising Markov random field, which we refer to as a binary network. We refer the reader to Ravikumar et al. (2010) for an in-depth discussion of this type of graphical model and its applications. Num. Est. Edges Num. Cor. Est. Edges
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Num. Est. Edges Sum of Squared ErrorsIn this set-up, each entry of the n × p data matrix X takes on a value of zero or one. We assume that each observation x 1 , . . . ,
and where Z(Θ) is the partition function, which ensures that the density sums to one. Here Θ is a p × p symmetric matrix that specifies the network structure: θ jj = 0 implies that the jth and j th variables are conditionally independent. In order to obtain a sparse graph, Lee et al. (2007) considered maximizing an 1 -penalized log-likelihood under this model. Due to the difficulty in computing the log-partition function, several authors have considered alternative approaches. For instance, Ravikumar et al. (2010) proposed a neighborhood selection approach, and Höfling & Tibshirani (2009) considered maximizing an 1 -penalized pseudo-likelihood.
Formulation and Algorithm
Under the model (14), the log-pseudo-likelihood for n observations takes the form
where x i is the ith row of the n × p matrix X. The proposal of Höfling & Tibshirani (2009) involves maximizing (15) subject to an 1 penalty on Θ. We propose to instead impose the hub penalty function (2) on Θ in (15) in order to estimate a sparse binary network with hub nodes. This leads to the optimization problem
We refer to the solution to (16) as the hub binary network (HBN). The ADMM algorithm for solving (16) is given in Algorithm 1. We solve the update for Θ in Step 2(a)i using a local quadratic approximation with a diagonal Hessian matrix, as is detailed in Höfling & Tibshirani (2009) . Other algorithms, such as L-BFGS, could instead be used.
Simulation Study
Here we compare the performance of HBN to the proposal of Höfling & Tibshirani (2009) , implemented using the R package BMN.
We simulated a binary network with p = 30 and |H| = 5 hub nodes. To generate the parameter matrix Θ, we created an adjacency matrix A as in Set-up A of Section 3.4.2 with five hub nodes. ThenĒ was generated as in Section 3.4.2, and we set Θ =Ē.
Each of n = 100 observations was generated using Gibbs sampling (Ravikumar et al. 2010 , Guo et al. 2010 . Suppose that x
p is obtained at the tth iteration of the Gibbs sampler. Then, the (t + 1)th iteration is obtained according to
We took the first 10 5 iterations as our burn-in period, and then collected an observation every 10 4 iterations, such that the observations were nearly independent (Guo et al. 2010 ). The results, averaged over 50 data sets, are shown in Figure 7 . We used a fine grid of values for the 1 tuning parameter for Höfling & Tibshirani (2009) , resulting in curves shown in each panel of the figure. For HBN, we fixed λ 1 = 5, considered λ 3 = {10, 15, 20}, and used a fine grid of values of λ 2 . The proportion of correctly estimated hub nodes was calculated using the definition in Section 3.4.1 with r = 15. Num. Est. Edges Num. Cor. Est. Edges0 50 100 150
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Real Data Application
We now apply HGL to a university webpage data set, and a brain cancer data set.
Application to University Webpage Data
We applied HGL to the university webpage data set from the "World Wide Knowledge Base" project at Carnegie Mellon University. This data set was pre-processed by Cardoso-Cachopo (2009) . The data set consists of the occurrences of various terms (words) on webpages from four computer science departments at Cornell, Texas, Washington and Wisconsin. We consider only the 544 student webpages, and select 100 terms with the largest entropy for our analysis. The goal of the analysis is to understand the relationships among the terms that appear on the student webpages. To begin, we standardize each term to have standard deviation one. HGL is performed with λ 1 = 0.55, λ 2 = 0.35, and λ 3 = 1.5; these values were chosen in order to obtain a network estimate that is sparse enough that it can be easily interpreted. The estimated matrices are shown in Figure 8 . Figure 8 (a) indicates that four hub nodes are detected: compute, research, scienc, and system. For instance, the fact that compute is a hub indicates that many terms' occurrences are fully explained by the occurrence of the word compute. From Figure 8 (b), we see that several pairs of terms take on non-zero values in the matrix (Z − diag(Z)). These include (depart, universe); (home, page); (institut, technolog); and (scienc, univers). These results provide an intuitive explanation of the relationships among the terms in the webpages. 
Application to Gene Expression Data
We applied HGL to a publicly available cancer gene expression data set (Verhaak et al. 2010) .
The data set consists of mRNA expression levels for 17,814 genes in 401 patients with glioblastoma multiforme (GBM), an extremely aggressive cancer with very poor patient prognosis. We aim to reconstruct the gene regulatory network that represents the interactions among the genes, as well as to identify hub genes that tend to have many interactions with other genes. Such genes likely play an important role in regulating many other genes in the network. Identifying such regulatory genes will lead to a better understanding of brain cancer, and eventually may lead to new therapeutic targets. Among 7,462 genes known to be associated with cancer (Rappaport et al. 2013) , we selected 500 with the highest variance. We applied HGL to the empirical covariance matrix corresponding to the 401 × 500 data matrix, after standardizing each gene to have variance one. In Figure 9 , we plotted the resulting network (for simplicity, only the 248 genes with at least two neighbors are displayed). We found that seven genes are identified as hubs and are connected to more than 50 other nodes. These genes are TBC1D2B, PTPN2, SLC45A1, PPP1R12C, ZNF763, AAAS, and PRH2, in decreasing order of estimated edges.
Interestingly, some of these genes have known regulatory roles. PTPN2 is known to be a signaling molecule that regulates a variety of cellular processes including cell growth, differentiation, mitotic cycle, and oncogenic transformation (Maglott et al. 2004) . ZNF763 is a DNA-binding protein that regulates the transcription of other genes (Maglott et al. 2004) . AAAS is a regulatory gene believed to be involved in normal development of the peripheral and central nervous system (Rappaport et al. 2013 ). These genes do not appear to be highlyconnected to many other genes in the estimate that results from applying the graphical lasso (7) to this same data set (results not shown). These results indicate that HGL can be used to recover known regulators, as well as to suggest other potential regulators that may be targets for follow-up analysis. 
Figure 9: Results for HGL on the GBM data with λ 1 = 0.7, λ 2 = 0.8, λ 3 = 2.8. Only nodes with at least two edges in the estimated network are displayed. Nodes displayed in pink were found to be hubs by the HGL algorithm.
Discussion
We have proposed a general framework for estimating a network with hubs by way of a convex penalty function. The proposed framework has three tuning parameters, so that it can flexibly accommodate different numbers of hubs, sparsity levels within a hub, and connectivity levels among non-hubs. However, tuning parameter selection in unsupervised settings remains a challenging open problem (see e.g., Foygel & Drton 2010 , Meinshausen & Bühlmann 2010 . In practice, tuning parameters could be set based on domain knowledge, a desire for interpretability of the resulting estimates, or a BIC-type criterion. The framework proposed in this paper assumes an underlying model involving a set of edges between non-hub nodes, as well as a set of hub nodes. For instance, it is believed that such hub nodes arise in biology, in which "super hubs" in transcriptional regulatory networks may play important roles (Hao et al. 2012) . We note here that the underlying model of hub nodes assumed in this paper differs fundamentally from a scale-free network in which the degree of connectivity of the nodes follows a power law distribution -scale-free networks simply do not have such very highly-connected hub nodes. In fact, we have shown that existing techniques for estimating a scale-free network, such as Liu & Ihler (2011) and Defazio & Caetano (2012) , cannot accommodate the very dense hubs for which our proposal is intended.
As discussed in Section 2, the hub penalty function involves decomposing a parameter matrix Θ into Z + V + V T , where Z is a sparse matrix, and V is a matrix whose columns are entirely zero or (almost) entirely non-zero. In this paper, we used an 1 penalty on Z in order to encourage it to be sparse. In effect, this amounts to assuming that the nonhub nodes obey an Erdős-Rényi network. But our formulation could be easily modified to accommodate a different network prior for the non-hub nodes. For instance, we could assume that the non-hub nodes obey a scale-free network, using the ideas developed in Liu & Ihler (2011) and Defazio & Caetano (2012) . This would amount to modeling a scale-free network with some extra-hubby nodes.
In this paper, we applied the proposed framework to the tasks of estimating a Gaussian graphical model, a covariance graph model, and a binary network. The proposed framework can also be applied to other types of graphical models, such as the Poisson graphical model or the exponential family graphical model (Yang et al. 2012) .
In future work, we will study the theoretical statistical properties of the HGL formulation. For instance, in the context of the graphical lasso, it is known that the rate of statistical convergence depends upon the maximal degree of any node in the network (Ravikumar et al. 2011) . It would be interesting to see whether HGL theoretically outperforms the graphical lasso in the setting in which the true underlying network contains hubs.
Updates for A
To obtain updates for A = (Θ, V, Z), we exploit the fact that (17) is separable in Θ, V, and Z. Therefore, we can simply update with respect to Θ, V, and Z one-at-a-time. Updates for Θ depend on the form of the convex loss function, and are addressed in the main text. Updates for V and Z can be easily seen to take the form given in Algorithm 1.
Update for B
Minimizing the function in (17) with respect to B is equivalent to 
Let Γ be the p × p Lagrange multiplier matrix for the equality constraint. Then, the Lagrangian for (18) In addition, we have that
where the last inequality follows from the sufficient condition. We have shown (23) as desired.
Proof of Theorem 2 (Necessary Condition)
We first present a simple lemma for proving Theorem 2. Throughout the proof of Theorem 2, · ∞ indicates the maximal absolute element of a matrix and · ∞,s indicates the dual norm of · 1,q .
Lemma 4. The dual representation ofP(Θ) in (20) The third equality holds since the constraints on (V, Z) and on (Λ, X, Y) are both compact convex sets and so by the minimax theorem, we can swap max and min. The last equality follows from the fact that 
We now present the proof of Theorem 2.
Proof. The optimality condition for (21) is given by
where Λ is a subgradient ofP(Θ) in (20) and the left-hand side of the above equation is a zero matrix of size p × p. Now suppose that Θ * that solves (28) is supported on T , i.e., Θ * T c = 0. Then for any (i, j) ∈ T c , we have that 0 = S ij + λ 1 Λ * ij ,
where Λ * is a subgradient ofP(Θ * ). Note that Λ * must be an optimal solution to the optimization problem (25). Therefore, it is also a feasible solution to (25), implying that Hence, we obtain the desired result.
Summing up the above inequalities, we get that
where the last inequality uses the assumption that λ 1 > λ 2 +λ 3 2
. We arrive at a contradiction and therefore the result holds.
Proof of Lemma 2
Proof. Let (Θ * , Z * , V * ) be the solution to (8) and suppose V * is not a diagonal matrix. Let V = diag(V * ), a diagonal matrix that contains the diagonal elements of V * . Also construct Z as follows,Ẑ
Then, we have that Θ * =V +V T +Ẑ. We now show that (Θ * ,Ẑ,V) has a smaller objective value than (Θ * , Z * , V * ) in (8), giving us a contradiction. We start by noting that
By Holder's Inequality, we know that x T y ≤ x q y s where 1 s + 1 q = 1 and x, y ∈ R p−1 .
Setting y = sign(x), we have that x 1 ≤ (p − 1) 1 s x q . Consequently,
Combining these results, we have that
where we use the assumption that λ 1 < . This leads to a contradiction.
