Introduction. The differential equation in question is of the form d2u
. (1) -[\24>2(z) + As"1 ¥(_, X) + z-2r]w = 0 dz2 considered in a certain bounded domain R about the origin of z, under the assumption that <f>(z) does not vanish in R and that the complex parameter X is large in absolute value. The functions <p, ^ are bounded and analytic in their arguments when z(jzR and |X| >N. r is a complex constant. Asymptotic expansions are given for the solutions of (1), and order estimates are made of the remainder after w terms of the expansion. The approach is classical, based on explicit solution of a special class of equations of type (1) . Of the earlier work especial mention should be made of an article [3] by R. E. Langer, whose results pertain to a large class of differential equations, including certain equations of type (1) . Also(2) the special case t=-3/16 is transformed by the substitution u(z) =xll2v(x), z = x2, into a certain case of an equation previously studied by the author [5] . An application of the present results to Laguerre functions is described by Kazarinoff and McKelvey in [2] .
7w detail, the hypotheses under which Equation (1) is considered are: (a) P is a simply-connected compact subset of the complex plane. The origin is an interior point of R. 
and consider the function
Differentiating twice with respect to z,
Since both M, d2M/d%2 can be expressed in terms of v by (3) and (4), we art led immediately to a differential equation for v oi the form
We introduce the quantities (4) It would be sufficient to require that * be expandable in a Taylor series with remainder, and that the coefficients of the series be merely "sufficiently differentiable."
In that case the asymptotic expansion of the solutions could be carried out only to a fixed number of terms.
(5) The normalization <f>(0) = 1 is unnecessary when i/-(0) =0. [June
Because of the normalization cf>(0) =1 (assumption e), both 0(z), X(z, X) are analytic for z(£R, and at X= oo (4). In terms of these quantities,
, which is a polynomial in 1/X, may be written
where every Xy(z) is analytic in P. Note that
These quantities are therefore at our disposal. We shall designate the wronskian of a pair of functions /i(z), /j(z) by wron (fuf2; z) = fx(z)fi (z) -f{ (z)f2(z).
If Mi, M2 are two solutions of Equation (3), and vi, v2 are the corresponding solutions of Equation (5), computation from (4) shows that (7) wron (vi, v2;z) = 2X wron (Mi, M2; £).
Hence vx and v2 are independent provided Mi and M2 are. Since neither differential equation has a first derivative term, neither wronskian can depend upon the differentiation variable-both are functions of X alone. 3. A refined approximation.
The expression (6) should be compared with the coefficient of u in the given Equation (1) . In general the quantities multiplying X in these two expressions are not identical although it may happen that they are so, as for example when i/-(z)=-0. In the general case we proceed as follows(6).
Let the functions a(z), b(z) he defined by a(z) = cosh I 6(t)/2<p(t)dt, J o Let Vi(z, X), Vi(z, X) be a linearly independent pair of the functions (4), hence independent solutions of d2v (5) -
Consider the functions
We show first that wx and w2 are linearly independent. Differentiating (9) and substituting for v" from (5), The bracketed quantity is analytic for z(E.R, X at oo ; hence both D0(z, X) and its reciprocal are bounded from zero uniformly for z£R, |x| >N.
The linearly independent functions Wi, w2 determine a second order linear differential equation of which they are integrals. The computation of the coefficients of this differential equation has been carried out [5, §3] for a(z), zb(z), Q(z, X) arbitrary analytic functions for which D0(z, X) is not zero. The result, which applies here when z?^0, is
Expanding Q as in (6), 9 as in (5a) and applying the relations (8), The solutions x(z, X) of Equation (14) may of course be expressed directly in terms of the solutions of the basic approximating Equation (5): Let ax(z), t](z), f3x(z) he defined by
Choosing _i(0) so that 771(2) vanishes at the origin, /3i(z) is defined and analytic throughout 7?.
In this fashion a sequence of functions is defined. At the vth stage, and in terms of previously determined quantities, let av(z), 77,(2), (5,(z) be defined by [June . .
in which y(z, X) is a second independent solution of the related equation, and the integration is along a sectionally smooth contour in R. It is familiar(9) that a solution w(z) of (30) is also a solution of the given Equation (1). Here w(z) depends upon y(z) and z0, not at all upon the choice of y, which may therefore be taken as different functions along different portions of the contour. Differentiating (30) leads to an expression for u'(z):
Higher derivatives may be obtained directly from the differential equation.
Estimates of various functions w(2) will be based upon the Lemma. If, for z and t in a simply-connected region R*(\), the functions f(z, X) and K(z, t, X) are analytic in z and in t and, with Y(z, X) o specific path from ZoG72* to z, exists and approaches 0 uniformly as\-»oo , then when \ X| > TV the integral equation g(z, A) = f(z, A) + f Tf (2,1, \)g(t, \)dt has in R*(\) a solution g(z, X), and, provided \f(z, X) | is bounded, g(z, X) = f(z, X) + 0(||7-11) uniformly in X.
To prove the lemma we have only to consider the Neumann expansion The lemma usually cannot be applied directly to (30), but the latter expression will always be rewritten in such form that the lemma does apply.
7. The solution of higher index at the origin. Let y(z), y(z) in (30) be respectively the functions y*(z), yo(z) defined in §5. We restrict attention to values of z, X such that | £(z, X) | S M and integrate from z0 = 0 along a curve arg £ = constant.
Supposing for the present that m^O, let the functions Y(z), Y(z), U(z) be defined by
Because of (26) and (27) and, from (31),
8. Solutions of simple structure when | £| is large. We now restrict attention to values of z, X for which £ GS, ( §5). In the expression (30) let z0(X) be a point at which Re(cr£) assumes its maximum value in 2,. The integration, as viewed in the image region 2" is taken along a straight line, or when necessary, along a pair of straight lines joined by an arc of |f| = M, it being required that Re(o£) be monotone decreasing on the linear part of such a path from z0(X) to z. The role of y(z) is taken by the function yv(z). The role of y(z) is taken by y,+i(z) on a portion of the contour for which arg £>j>ir, and by y,_i(z) when arg £<vir. We define Y(z), Y(z), U(z) by
The lemma is now applied to Equation (37); the details are almost identical with those described in §7. It is found that w(z) = y(z) + rm+1/20(l/X"+I).
When m = 0, the procedure just outlined must be somewhat modified, but no special difficulties arise. The results are described as Theorem 4. When \%\ ^M, |X| >TV, awd when m^O, then Bibliography
