In this paper we provide an elementary proof of the existence of canard solutions for a class of singularly perturbed predator-prey planar systems in which there occurs a transcritical bifurcation of quasi steady states. The proof uses a one-dimensional theory of canard solutions developed by V. F. Butuzov, N. N. Nefedov and K. R. Schneider, and an appropriate monotonicity assumption on the vector field to extend it to the two-dimensional case. The result is applied to identify all possible predator-prey models with quadratic vector fields allowing for the existence of canard solutions.
Introduction
In many multiple scale problems; that is, the problems in which processes occurring at vastly different rates coexist, the presence of such rates is manifested by the presence of a small (or large) parameter which expresses the ratio of the intrinsic time units of these processes. Mathematical modelling of such processes often leads to singularly perturbed systems of the form where f and g are sufficiently regular functions from open subsets of R × R n × R m × R + to, respectively, R n and R m , for some n, m ∈ N. It is of interest to determine the behaviour of solutions to (1. 1) as ǫ → 0 and, in particular, to show that they converge to solutions of the reduced system obtained from (1. 1) by letting ǫ = 0. There are several reasons for this. First, taking such a limit in some sense 'incorporates' fast processes into the slow dynamics and hence links models acting at different time scales, often leading to new descriptions of nature, see e.g. [2] . Second, letting formally ǫ = 0 in (1. 1) lowers the order of the system and hence reduces its computational complexity by offering an approximation that retains the main dynamical features of the original system. In other words, often the qualitative properties of the reduced system with ǫ > 0 can be 'lifted' to ǫ > 0 to provide a good description of dynamics of (1. 1). The first systematic analysis of problems of the form (1. 1) was presented by A.N. Tikhonov in the 40' and this theory, with corrections due to F. Hoppenstead, can be found in e.g. [2, 15, 31] . Later, a parallel theory based on the center manifold theory was given by F. Fenichel [11] and a reconciliation of these two theories can be found in [26] . To introduce the main topic of this paper one should understand the main features of either theory and, since our work is more related to the Tikhonov approach, we shall focus on presenting the basics of it. Letȳ(t, x) be the solution to the equation 0 = g(t, x, y, 0), (1. 2) often called the quasi steady state, andx(t) be the solution to x ′ = f (t, x,ȳ(t, x), 0),
We assume thatȳ is an isolated solution to (1. 2) in some set [0, T ] ×Ū and that it is a uniformly, in (t, x) ∈ [0, T ] ×Ū, asymptotically stable equilibrium of dỹ d τ = g(t, x,ỹ, 0) , (1. 4) where here (t, x) are treated as parameters. Further, assume thatx(t) ∈ U for t ∈ [0, T ] providedx ∈Ū and thatẙ is in the basin of attraction ofȳ.
Theorem 1.1. Let the above assumptions be satisfied. Then there exists ε 0 > 0 such that for any ε ∈ ] 0, ε 0 ] there exists a unique solution (x ε (t), y ε (t)) of (1. 1) on [0, T ] and wherex(t) is the solution of (1. 3) andȳ(t) =ȳ(t,x(t)) is the solution of (1. 2).
We emphasize that the main condition for the validity of the Tikhonov theorem are that the quasi steady state be isolated and attractive; the latter in the language of dynamical systems is referred to as hyperbolicity.
In applications, however, we often encounter the situation when either the quasi steady state ceases to be hyperbolic along some submanifold (a fold singularity), or two (or more) quasi steady states intersect. The latter typically involves the so called 'exchange of stabilities' as in the transcritical bifurcation theory: the branches of the quasi steady states change from being attractive to being repelling (or conversely) across the intersection. The assumptions of the Tikhonov theorem fail to hold in the neighbourhood of the intersection, but it is natural to expect that any solution that passes close to it follows the attractive branches of the quasi steady states on either side of the intersection. Such a behaviour is, indeed, often observed, see e.g. [8, 20, 21] . However, in many cases an unexpected behaviour of the solution is observed -it follows the attracting part of one of the quasi steady states and, having passed the intersection, it continues along the now repelling branch of it for some prescribed time and only then jumps to the attracting part of the other quasi steady state. Such a behaviour, called the delayed switch of stability, was first observed in [30] (and explained in [23] ) in the case of a pitchfork bifurcation, in which an attracting quasi steady state produces two new attracting branches while itself continues as a repelling one. The delayed switch of stabilities for a fold singularity was observed in the van der Pol equation and have received explanations based on methods ranging from nonstandard analysis [5] to classical asymptotic analysis [10] ; solutions displaying such a behaviour were named canard solutions. In this paper we shall focus on the so called transcritical bifurcation, in which two quasi steady states intersect and exchange stabilities at the intersection; here the delayed switch was possibly first observed in [12] and analysed in [27] .
The interest in problems of this type partly stems from the applications to determine slow-fast oscillations [10, 14, 16, 22, 25] , where the intersecting quasi steady states are used to prove the existence of cycles in the original problem and to approximate them. Another application is in the bifurcation theory, where the bifurcation parameter is driven by another, slowly varying, equation coupled to the original system [6, 7] . In both cases using the naive approximation of the true solutions by a solution lying on the quasi steady states, without taking into account the possibility of the delay in the stability switch, results in a serious under-, or overestimate of the real dynamics of the system, see e.g. [6, 7, 25] . As we mentioned earlier, there is a rich literature concerning these topics and we do not claim that our paper offers significantly new theoretical results. However, by employing a monotonic structure of the equations and combining it with the method of upper and lower solution of [8] we have managed to give a constructive and rather elementary proof of the existence of the delayed stability switch for a large class of planar systems including, in particular, predator-prey models with quadratic vector field. As a by-product of the method, we also provided results on immediate stability switch. Here, our results pertain to a different class of problems than that considered in e.g. [20, 21] but, when applied to the predator-prey system, they give the same outcome. As an added benefit of our approach we mention that, in contrast to the papers based on the orbit analysis, e.g. [25] , we are able to give the precise value of time at which the stability switch occurs. Finally we note that, for completeness, we only proved the results for planar systems. Some of them, however, can be extended to multidimensional systems, [4] . The paper is structured as follows. In Section 2 we recall the one-dimensional delayed stability switch theorem of [8] and we formulate and prove its counterpart when the stability of quasi steady states is reversed. Section 3 contains the main results of the paper. In Theorem 3.1 we prove the existence of the delayed switch for a general predator-prey type model. Theorem 3.2 shows the convergence of the solution to the second quasi steady state after the switch. Finally, in Theorem 3.3 we give conditions ensuring an immediate stability switch. In Section 4 we apply these theorems to identify the cases of the delayed and immediate stability switches in classical predator-prey models. Finally, in Appendix we provide a sketch of the proof of the Butuzov et. al result with some amendments necessary for our considerations.
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Preliminary results

The one-dimensional result
In this section we shall recall a result on the delayed stability switch in a one dimensional case, given by V. F. Butuzov et.al., [8] . Let us consider a singularly perturbed scalar differential equation.
Then we adopt the following assumptions.
(α 1 ) g(t, y, 0) = 0 has two roots y ≡ 0 and y = φ(t) ∈ C 2 (Ī T ) in I N ×Ī T , which intersect at t = t c ∈ (t 0 , T ) and
There is a positive number c 0 such that ±c 0 ∈ I N and
Theorem 2.1. Let us assume that all the assumptions (α 1 )-(α 5 ) hold. If y 0 ∈ (0, a), then for sufficiently small ǫ there exists a unique solution y(t, ǫ) of (2. 6) with 9) and the convergence is almost uniform on the respective intervals.
Some ideas of the proof of the above theorem play a key role in the considerations of this paper and thus we give a sketch of it in Appendix A. Here we introduce essential notation and definitions which are necessary to formulate and prove the main results. By, respectively, lower and upper solutions to (2. 6) we understand continuous and piecewise differentiable (with respect to t) functions Y and Y that satisfy, for t ∈Ī T ,
10)
It follows that if there are upper Y and lower Y solutions to (2. 6), then there is a unique solution y to (2. 6) satisfying
The proof of Theorem 2.1 uses an upper solution given by
If we considerẙ > 0 then, by assumption (α 3 ), Y = 0 is an obvious lower solution to (2. 6). It is, however, too crude to analyze the behaviour of the solution close to t * and the modification of (2. 13), given by
is used, where η, δ are appropriately chosen constants.
As explained in detail in Appendix A, conditions on g can be substantially relaxed. Namely, we may assume that g is a Lipschitz function onD with respect to all variables such that g is twice continuously differentiable with respect to y uniformly in (t, y, ǫ) ∈D and that there is a neighbourhood of (t * , 0),
is differentiable with respect to ǫ uniformly in t.
The case of reversed stabilities of quasi steady states
It is interesting to observe that the phenomenon of delayed exchange of stability, described in 
Further, we assume that (α 2 ) and (α 3 ) are satisfied. Let y 0 ∈ (0, a). Then
Proof. We see that y = φ(t) is an isolated attracting quasi steady state in the domain [0,t] × [a 0 , a], wherē t < t c is an arbitrary number close to t c and a 0 > 0 is an arbitrary number that satisfies a 0 < inf t∈[0,t] φ(t). Then y 0 > 0 is in the domain of attraction of y = φ(t). Hence, the first equation of (2. 15) is satisfied. Let us take any t ′ > t c . Then y(t ′ , ǫ) > 0 and thus it is in the domain of attraction of the quasi-steady state y = 0. We cannot use directly the version of Tikhonov theorem, [20, Theorem 1B], as we do not know a priori whether y(t ′ , ǫ) converges. In the one dimensional case, however, we can argue as in Appendix A to see that the second equation of (2. 15) is satisfied on ]t c , T ]. Finally, denoting byφ the composite attracting quasi steady state,φ(t) = φ(t) for t 0 ≤ t < t c andφ(t) = 0 for t c ≤ t ≤ T , we see that g(t, y, 0) < 0 for y >φ and thus, for y > 0, g(t, y, ǫ) < 0 for y > φ + ω ǫ with ω ǫ → 0 as ǫ → 0. 
Two-dimensional case
We consider the following singularly perturbed system of equations
. We introduce the following general assumptions concerning the structure of the system. Note that, apart the monotonicity assumptions (a3) and (a4), they are natural extensions of the assumptions of Theorem 2.1 to two dimensions. 
Further, we need assumptions related to the structure of quasi steady states of (3. 1).
(a5) The set of solutions of the equation
To fix attention, we assume that φ(t, x) < 0 for x − ψ(t) < 0 and φ(t, x) > 0 for x − ψ(t) > 0.
Since we are concerned with the behaviour of solutions close to the intersection of quasi steady state, we must assume that they actually pass close to it. Denote byx(t, ǫ) the solution of
Then we assume that (a7) the solutionx =x(t) to the problem (3. 4) with ǫ = 0, called the reduced problem,
with −M <x < ψ(t 0 ) satisfiesx(T ) > ψ(T ) and there is exactly onet c ∈]t 0 , T [ such thatx(t c ) = ψ(t c ).
Further, we defineḠ
and assume that (a8) the equationḠ
As in the one dimensional case, by assumption (a6),Ḡ attains a unique negative minimum att c and is strictly increasing for t >t c and thus assumption (a8) ensures thatt * is the only positive root in ]0, T [.
Finally,
(a9) There is 0 < c 0 ∈ I N and
We noted earlier, though the list of assumptions is quite long, they are quite natural. Apart from usual regularity assumptions, assumptions (a5) and (a6) ensure that we have two quasi steady states with interchange of stabilities. Crucial for the proof are assumptions (a3) and (a4) that allow to control solutions of (3. 1) by upper and lower solutions of appropriately constructed one dimensional problems, while (a7)-(a9) make sure that the latter satisfy the assumptions of Theorem 2.1.
In what follows repeatedly we will use the following argument which uses monotonicity of f and g in (3. 1) and is based on e.g. [28, Appendix C] . Consider a system of differential equations
with F and G satisfying Lipschitz conditions with respect to x, y in some domain of
) and we can invoke [28, Theorem B.1] to claim that x(t) ≤ z 1 (t) on [t 0 , T ] (note that in the one dimensional case the so-called type K assumption that is to be satisfied by F is always fulfilled). The other case follows similarly from the same result.
We also note that if F satisfies F (t, x, y 1 ) ≤ F (t, x, y 2 ) for y 1 ≤ y 2 and we know that a unique solution (x(t), y(t)) of (3. 7) satisfies φ 1 (t, x(t)) ≤ y(t) ≤ φ 2 (t, x(t)) on [t 0 , T ] for some Lipschitz functions φ 1 and φ 2 , then z 1 (t) ≤ x(t) ≤ z 2 (t) where, as before, z i is a solution to (3. 8).
Theorem 3.1. Let assumptions (a1)-(a9) be satisfied and
wherex(t) satisfies (3. 5) withx(t 0 ) =x and the convergence is almost uniform on respective intervals.
Furthermore, ]t 0 ,t * [ is the largest interval on which the convergence in (3. 10) is almost uniform.
Proof. First we shall prove that there ist * such that y(t, ǫ) → 0 almost uniformly on ]0,t * [. Let us fix initial conditions (x,ẙ) as in the assumptions and consider the solution (x(t, ǫ), y(t, ǫ)) originating from this initial condition. Since y(t, ǫ) ≥ 0 on [t 0 , T ], assumption (a3) gives
see (3. 4) . Then assumptions (a2) and (a4) give
whereȳ(t, ǫ) is the solution to
and we denotedḡ(t, y, ǫ) := g(t,x(t, ǫ), y, ǫ). Since (3. 4) is a regularly perturbed equation, by e.g. [31] , (t, ǫ) →x(t, ǫ) is also twice differentiable with respect to both variables and thusḡ retains the regularity of g. Furthermore,ḡ(t, y, 0) = g(t,x(t), y, 0). By (3. 2), the only solutions toḡ(t, y, 0) = 0 are y = 0 and y = φ(t,x(t)). Denote ϕ(t) = φ(t,x(t)). From (3. 3), φ(t, x) = 0 if and only if x = ψ(t) and thus ϕ(t) = 0 if and only ifx(t) = ψ(t); that is, by (a7), for t =t c . Indeed, we have ϕ(t c ) = φ(t c ,x(t c )) = φ(t c , ψ(t c )) = 0, with ϕ(t) < 0 for t <t c and ϕ(t) > 0 for t >t c . Hence, assumption (α 1 ) is satisfied for (3. 13). Further, sinceḡ y (t, y, ǫ) = g y (t,x(t, ǫ), y, ǫ), we see that assumption (a6) implies (α 2 ). Then assumptions (a8) and (a9) show that assumptions (α 4 ) and (α 5 ) are satisfied for (3. 13) and thusȳ(t, ǫ) satisfies (2. 9); in particular
This result, combined with (3. 12), shows that lim ǫ→0 y(t, ǫ) = 0 for t ∈]t 0 ,t * [. Now, for anyx satisfying (a7), there is a neighbourhood U ∋x andt > t 0 such that y = 0 is an isolated quasi steady state on [t 0 ,t] ×Ū so that (3. 1) satisfies the assumptions of the Tikhonov theorem, see [2] . Thus, lim ǫ→0 x(t, ǫ) =x(t) on [t 0 ,t] and hence the problem
In the next step we shall show that this is the largest interval on which y(t, ǫ) converges to zero almost uniformly. Assume to the contrary that lim ǫ→0 y(t, ǫ) = 0 almost uniformly on ]t 0 , t 1 ] for some t 1 >t * ; that is, for any ρ > 0 and any θ > 0 there is ǫ 1 = ǫ 1 (ρ, θ) such that for any t ∈ [t 0 + θ, t 1 ] and ǫ < ǫ 1 we have 0 ≤ y(t, ǫ) ≤ ρ.
(3. 14)
Then, by assumption (a3), on [t 0 + θ, t 1 ] we have
At the same time, y(t, ǫ) ≤ C for some constant C > 0, see e.g. [2, Proposition 3.4.1]. In fact, in our case we see that g < 0 for y > 0, sufficiently small ǫ and t close to t 0 , hence y(t, ǫ) ≤ẙ on [t 0 , t 0 + θ] if θ is sufficiently small. Then the function
where
. However, this function is not differentiable and cannot be used to construct the lower solution for y(t, ǫ). Hence, we consider the solution
. By Gronwall's lemma, using the regularity of f with respect to all variables, we get
for some constant L (note that L can be made independent of ǫ as f is C 2 in all variables). Thus, summarizing, for a given ρ, there is θ 0 such that for any θ < θ 0 and sufficiently small ǫ,
Then, using assumption (a4), we find that the solution y = y(t, ρ, θ, ǫ) to
where g(t, y, ρ, θ, ǫ) := g(t, x(t, ρ, θ), y, ǫ), satisfies
By construction, equation (3. 18 ) is in the form allowing for the application of Theorem 2.1. We will not need, however, the full theorem but only the considerations for the lower solution. As withḡ, we note that g is a C 2 function with respect to all variables. We consider the function
and observe that g(t, 0, 0, 0, ǫ) =ḡ(t, ǫ) = g(t,x(t, ǫ), 0, ǫ) and also g y (t, 0, 0, 0, ǫ) =ḡ y (t, ǫ) = g y (t,x(t, ǫ), 0, ǫ).
Furthermore, since by (a4) and (a2) we have g(t, x 1 , y, 0) ≤ g(t, x 2 , y, 0) for x 1 ≤ x 2 and g(t, x, 0, 0) = 0, we easily obtain g y (t,
we find that G(t, ρ, θ, 0) ≤Ḡ(t, 0) and thus t * (ρ, θ) ≥t * .
Denote by Y (t, ρ, θ, δ, η, ǫ) the solution defined by (2. 14) with G replaced by G. We observe that the parameter δ is defined independently of ρ, θ and η, hence G(t(ρ, θ, δ, ǫ), ρ, θ, ǫ) − δ(t − t 0 ) ≡ 0 and
This function Y is a lower solution to (3. 18) provided η ≤ δ/k, see (A.3), where k can be also made independent of any of the parameters. So, we can find ρ 0 , θ 0 such that sup 0≤ρ≤ρ0,0≤θ≤θ0
Then, for a given ρ, θ satisfying the above, we have
and we can take δ, ǫ 1 such that ω(δ, ǫ) +t < t 1 for all ǫ < ǫ 1 . For such a δ, we fix η < δ/k and then ρ < η. Then, for sufficiently small ǫ, y(t(ρ, θ, δ, ǫ), ǫ) < ρ and, on the other hand,
Thus, the assumption that there is t 1 >t * such that y(t, ǫ) converges almost uniformly to zero on ]t 0 , t 1 [ is false.
In the next step, we will investigate the behaviour of the solution beyondt * . Clearly, we cannot use y defined by (3. 18) as a lower solution there since it is a lower solution only as long as x(t, ǫ) ≤ ρ which, as we know, is only ensured for t <t * . Thus, we have to find another a priori upper bound for x(t, ǫ) that takes into account the behaviour of x(t, ǫ) beyondt * . For this we need to adopt an additional assumption which ensures that x(t, ǫ) does not return to the region of attraction of y = 0. Let Fig.1 . The normal to the curve x = ψ(t) pointing towards the region {(t, x); x > ψ(t)} is given by (−ψ ′ (t), 1). However, we have 0 ≡ φ(t, ψ(t)), hence ψ ′ = −φ t /φ x | (t,x)=(t,ψ(t)) which, in turn, is given by −g t /g x on (t, x, y, ǫ) = (t, ψ(t), φ(t, ψ(t)), 0) = (t, ψ(t), 0, 0) on account of 0 ≡ g(t, x, φ(t, x), 0). Thus (3. 21) is equivalent to
so that it expresses the fact that the solution x of (3. 5) cannot cross x = ψ(t) from above. If the problem is autonomous, then (3. 21) turns into
where x = ψ(t c ) ≡ c, which means thatx(t) is strictly increasing crossing the line x = c.
Theorem 3.2. Assume that, in addition to (a1)-(a9), inequality (3. 21) is satisfied. Then
and the convergence is almost uniform on ]t * , T ].
Proof. Since the proof is quite long, we shall begin with its brief description. Note that in the notation here we suppress the dependance of the construction on all auxiliary parameters. The idea is to use the one dimensional argument, as in Theorem 3.1; that is, to construct an appropriate lower solution but this time on [t 0 , T ]. As mentioned above, for t <t * we can use x and y, but beyondt * we must provide a new construction. First, using the classical Tikhonov approach, we show that if y(t, ǫ), with sufficiently small ǫ, enters the layer φ − ω < y < φ + ω at some t >t c , then it stays there. Hence, in particular, we obtain an upper bound for y(t, ǫ) for t > t c . Combining it with the upper bound obtained in the proof of Theorem 3.1, we obtain an upper bound for y on [t 0 , T ] which is, however, discontinuous. Using (a3), this gives a lower solution X for x(t, ǫ) on [t 0 , T ], that can be modified to be a differentiable function. It is possible to prove that X stays uniformly bounded away from ψ but only up to somet >t * . This fact is essential as otherwise the equation for Y , constructed using X as in (3. 18), would have quasi steady states intersecting in more than one point (whenever X(t) = ψ(t), see the considerations following (3. 13)). Hence, we only can continue considerations on [t 0 ,t ]. Now, as in the one dimensional case, the constructed Y converges on ]t 0 ,t ] to some quasi steady state, which is close to φ(t, X(t)) but, since we only have y(t, ǫ) ≥ Y (t, ǫ), this is not sufficient for the convergence of y(t, ǫ). However, this estimate allows for constructing an upper solution for x(t, ǫ) and hence an upper solution for y(t, ǫ). By careful application of the regular perturbation theory for x(t, ǫ) we prove that y(t, ǫ) is sandwiched between two functions which are small perturbations of φ(t, x φ (t)), where x φ satisfies (3. 24). Thus y(t, ǫ) converges to φ(t, x φ (t)) on ]t 0 ,t ]. This shows, in particular, that the solution enters the layer φ − δ < y < φ + δ for arbitrarily small δ provided ǫ is small enough, and the application of the Tikhonov approach with a Lyapunov function allows for extending the convergence up to T .
Step 1. An upper bound for y(t, ǫ) aftert c . Let us take arbitrary t 1 ∈]t c ,t * [. By (3. 21) , there is ̺ 0 > 0 such thatx(t 1 ) > ψ(t 1 ) + ̺ 0 . Since x(t 1 , ǫ) →x(t 1 ) and y(t 1 , ǫ) → 0, there is ǫ 0 such that for any 0 < ǫ < ǫ 0 we have x(t 1 , ǫ) > ψ(t 1 ) + ρ 0 /2 and 0 < y(t 1 , ǫ) < ρ, as established in the proof of the previous theorem. Let Ψ(t, x, y, ǫ) := g t (t, x, y, ǫ) g x (t, x, y, ǫ) + f (t, x, y, ǫ).
By (3. 21), we have Ψ(t, ψ(t), 0, 0) > 0 for t ∈ [0, T ] and thus there is α 1 , r 1 , r 2 , ǫ 0 such that
for all |y| ≤ r 1 , |̺| < r 2 , |ǫ| < ǫ 0 . Consider now the surface S = {(t, x, y); t ∈ [0, T ], x = ψ(t)+̺, 0 ≤ y ≤ r 1 }. By continuity, there is 0 < ̺ < min{̺, r 2 } such that φ(t, ψ(t) + ̺), consider the layer
and the domain
Note that 'left' wall of V ω , V ω,l := V ω ∩ S is contained in the set {(t, x, y); Ψ(t, x, y, ǫ) > 0} and thus, by Remark 3.2, no trajectory can leave V ω across V ω,l . Using a standard argument with the Lyapunov type function V (t) = (y(t, ǫ) − φ(t, x(t, ǫ))) 2 , see e.g. [2, pp. 86-90] or [31, p. 203] , if the solution is in Σ ω , it cannot leave this domain through the surfaces y = φ(x, t) ± ω. Hence, in particular, we have {x(t, ǫ), y(t, ǫ)} t1≤t≤T ∈ V ω .
Step 2. Construction of the lower solution for x(t, ǫ) on [t 0 , T ]. By Step 1, for an arbitrary fixed t 1 ∈]t c ,t * [, there is ω such that y(t, ǫ); 0 < y(t, ǫ) < φ(t, x(t, ǫ)) + ω for t ∈ [t 1 , T ]. On the other hand, for any ρ > 0 and sufficiently small θ > 0 we have 0 < y(t, ǫ) < ρ on [t 0 + θ,t * − θ] for all ǫ < ǫ 1 = ǫ(ρ, θ). Then, by (3. 17), we have in particular x(t, θ, ρ) ≤ x(t, ǫ) for t ∈ [t 0 ,t * − θ].
Consider now the solution to
for some somet ∈]t 1 ,t * − θ[. Using Remark 3.1, we see that x 4 (t, θ, ρ, ǫ) ≤ x(t, ǫ) for all sufficiently small ǫ. At the same time, using the regular perturbation theory, for any ϑ > 0 there is, possibly smaller, ǫ 5 such that for all ǫ < ǫ 5 and t ∈ [t, T ] the solution x 5 (t) = x 5 (t,t, θ, ρ) to
satisfies |x 5 (t, θ, ρ) − x 4 (t, θ, ρ, ǫ)| < Cϑ on [t, T ], with C independent of θ, ρ, ǫ, ϑ,t. Then we construct the function
which clearly satisfies
Next we prove that X stays uniformly away from ψ(t) in some neighbourhood oft * . For this, we note that bothx and x are defined on [t 0 , T ] and close to each other, by the definition of x 3 and (3. 17) (for small ρ). Thus, by (a7), there are Ω ′′ ≤ Ω ′ and t # <t
Then, by (a1), we see that infV f ≥ K for some K > −∞ (which follows, in particular, since 0 ≤ y(t, ǫ) ≤ φ(t, x(t, ǫ)) for t ≥t) and hence
Then, for anyt ∈]t
# ,t * [, we have
Since the constants C, Ω, Ω ′′ can be made independent oft ∈ [t # ,t * ], and by the regularity of ψ, we see that there ist >t * ,t sufficiently close tot * , and ϑ > 0 such that
Step 3. Construction of the lower solution for y(t, ǫ) on [t 0 , T ] and its behaviour for t ∈]t * ,t ]. Let us now consider the solution Y (t, θ, ρ, ϑ, ǫ) of the Cauchy problem
We observe that the above equation has two quasi-steady states, y ≡ 0 and y = φ(t, X(t, θ, ρ, ϑ)), that only intersect at t c , which is close tot c , at least on [t 0 ,t ]. Moreover, for t <t the lower solution x can be made as close as one wishes tox. Though X is not a C 2 function, as required by Theorem 2.1, we can use the comment at the end of Appendix A and only consider t ≥t. Here, instead of only a Lipschitz function X, we have the function x 5 (t, θ, ρ) − Cϑ that is smooth with respect to all parameters -note that ρ and θ enter into the formula through a regular perturbation of the equation and the initial condition. We define the function G for (3. 30) by
We observe that for t <t we have, by (3. 20) ,
and also, since X(t) ≤ x(t, ǫ) ≤x(t) for any t ∈ [t 0 , T ],
This means that G < 0 on ]0,t] and G → 0 witht →t * and θ, ρ, ϑ → 0. Now, writing
and, using (a6) and (3. 29) to the effect that g y (t,
for some L > 0, we see that for sufficiently smallt * −t, θ, ρ and ϑ we have
since the last term is negative. Therefore there is a solution t * = t * (t, ρ, θ, ϑ) <t to G(t, ρ, θ, ϑ, 0) = 0. Moreover, this solution is unique as G is strictly monotonic for t ≥t, by (3. 32) it satisfies t * >t * and t * →t * ift * −t, θ, ρ, ϑ → 0. Now, for a fixedt, ρ, θ, ϑ, G is a C 2 -function of (t, ǫ) ∈]t,t * [× ]−ǭ,ǭ[ wherē ǫ is chosen so that (3. 28) is satisfied for all 0 < ǫ <ǭ. Thus, we can apply Theorem 2.1 with the weaker assumptions discussed at the end of Appendix A to claim that lim ǫ→0 Y (t, θ, ρ, ϑ, ǫ) = φ(t, x 5 (t) − Cϑ) (3. 33) almost uniformly on ]t * ,t ]. Because of this, for any τ ∈]t * ,t[ and any δ ′ > 0 we can findǫ > 0,θ > 0 such that for any ǫ <ǫ, ϑ <θ and t ∈ [τ,t] we have
Step 4. Upper solutions for x(t, ǫ) and y(t, ǫ) on [t 0 ,t ]. Thanks to these estimates, we see that the solution x 6 = x 6 (t, ǫ) of the problem
satisfies, for sufficiently small ǫ,
. Thus, we can construct a composite upper bound for x(t, ǫ) on [t 0 ,t ] as
and hence a new upper bound for y(t, ǫ), defined to be the solution to
We observe that for t ∈ [t 0 , τ ] we have g(t,X(t), 0, 0) = g(t,x(t), 0, 0). Step 5. Convergence of (x(t, ǫ), y(t, ǫ)) on ]t * ,t ]. Now, x 6 (t, 0) is the solution to
HenceḠ (t, 0) =
which is a regular perturbation of
But, by the uniqueness, the solution of the latter is x 5 and thus, for any δ ′′ > 0 we can findt, τ, θ, ρ, ϑ, δ ′ , ǫ ′′ such that for all ǫ < ǫ ′′ we have
. We need some reference solution independent of the auxiliary parameters so we denote by x φ the function satisfying x
Clearly, this equation is a regular perturbation of both (3. 39) and (3. 27) and thus for any δ ′′′ > 0, after possibly further adjusting ǫ, we find
which shows that lim ǫ→0 y(t, ǫ) = φ(t, x φ (t)) (3. 41)
. This in turn shows that
Step 6. Convergence of (x(t, ǫ), y(t, ǫ)) on ]t * , T ]. Eq. (3. 42) allows us to re-write (3. 40) as
for some, arbitrarily small,δ > 0. Using the argument with the Lyapunov function and the notation from
Step 1, the trajectory will not leave the layer Σδ. But then, by the standard argument as in e.g. [ for each t ∈Ī T has a unique simple solution ]0, M [∋ x = ψ(t) ∈ C 2 (Ī T ). We assume that φ(t, x) > 0 for x − ψ(t) < 0 and φ(t, x) < 0 for x − ψ(t) > 0.
(a6') g y (t, x, 0, 0) > 0 and g y (t, x, φ(t, x), 0) < 0 for x − ψ(t) < 0, g y (t, x, 0, 0) < 0 and g y (t, x, φ(t, x), 0) > 0 for x − ψ(t) > 0.
(a7') The solution x φ to the problem
with −M <x < ψ(t 0 ) satisfies x φ (T ) > ψ(T ) and there is exactly one
Then the solution (x(t, ǫ), y(t, ǫ)) of (3. 1) satisfies (a) (3. 47) and the convergence is almost uniform on respective intervals; (b)
wherex(t) satisfies (3. 5) withx(t c ) = x φ (t c ) and the convergence is uniform.
Proof. Some technical steps of the proof are analogous to those in the proofs of Theorems 3.1 and 3.2 and thus here we shall give only a sketch of them. From (a7') we see that for any t c < t c there is
and thus φ is an isolated quasi steady state on U η . Note that in the original formulation of the Tikhonov theorem, [2, 31] , U η should be a cartesian product of t and x intervals, but the current situation can be easily reduced to that by the change of variables z(t) = x(t) − ψ(t). Hence, (3. 47) follows from the Tikhonov theorem. We observe that for any η > 0 we can find t c so that y(t c , ǫ) < η and ψ(t c )−η < x(t c , ǫ) < ψ(t c )+η. Now, as in (3. 25), there are α 1 > 0, ζ 0 , ǫ 0 such that
for all |y| ≤ ζ 0 , |ζ| < ζ 0 , |ǫ| < ǫ 0 . Further, denote byφ the composite stable quasi steady state:φ(t, x) = φ(t, x) for t 0 ≤ t < T, 0 < x ≤ ψ(t) andφ(t, x) = 0 for t 0 ≤ t ≤ T, ψ(t) < x ≤ M . Then, by (a6'), we see that g(t, x, y, 0) < 0 for t 0 ≤ t ≤ T, 0 ≤ x ≤ M,φ(t, x) < y ≤ N. Therefore, for any ω > 0 there is β > 0 such g(t, x, y, 0) < −β for y ≥φ + ω and thus also g(t, x, y, ǫ) ≤ 0 for y ≥φ + ω for sufficiently small ǫ. Now, let us take arbitrary ζ < ζ 0 , ω < ζ and η such that φ(t, ψ(t) − η) + ω < ζ. Then we take t c such that
It is clear that y(t, ǫ) ≤ ζ for t ≥ t c . Indeed, by (3. 49), the trajectory cannot cross back through {(t, x, y); t 0 ≤ t ≤ T, x = ψ(t) − η, 0 ≤ y ≤ φ(t, ψ(t) − η) + ω}, hence the only possibility would be to go throughφ + ω < η for x > ψ(t) − η but then, by the selection of constants, the trajectory would enter the region where y ′ (t, ǫ) ≤ 0. Thus, a standard argument shows that lim ǫ→0 y(t, ǫ) = 0, uniformly on [t c , T ]. Then the problem
on [t c , T ] is a regular perturbation of
whose solution isx. Therefore (3. 48) is satisfied. Using (3. 49) we can get a more detailed picture of the solution. Indeed, we see that
for t <t c := t c + 2η/α 1 and sufficiently small ǫ and (x(t, ǫ), y(t, ǫ)) cannot cross back through {(t, x, y); t 0 ≤ t ≤ T, x = ψ(t) + η, y ≥ 0}, by 0 ≤ y(t, ǫ) ≤ ζ for t ≥ t c . Thus the solution stays in the domain of attraction of the quasi steady state y = 0 after x(t, ǫ) crosses the line x = ψ(t).
An application to predator-prey models
Let us consider a general mass action law model of two species interactions,
where none of the coefficients equals zero. It is natural to consider this system in the first quadrant Q = {(x, y); x ≥ 0, y ≥ 0}. It is clear that y = 0 is one quasi steady state, while the other is given by the formula with y describing a predatory type population but with a very specific vital dynamics. It may describe a population of sexually reproducing generalist predator, see e.g. [9, Section 1.5, Exercise 12], but its dynamics is not very interesting -without the prey it either dies out or suffers a blow up. Also, in the coupled case of (4. 1), the only attractive quasi steady state in Q is y = 0 for x < d/f as the attracting part of φ is negative. We shall not study this case. Case 1b. E < 0. In this case the right hand side of the second equation of (4. 1) is of the form y(−d−ey+f x) which may describe a specialist predator (one that dies out in the absence of a particular prey). In this case the second quasi steady state is given by
and the quasi steady state y = 0 is attractive for x < d/e and repelling for x > d/e, where φ becomes attractive. Hence we are in the geometric setting of Theorem 3.1. For its applicability, f (x, y) = x(A + Bx + Cy) must be decreasing with respect to y, which requires C < 0 (for x > 0). Then the assumptions of 
crosses d/f at some finite time t c . We observe thatx is increasing in all three cases. Thus, the function G, defined by (2. 7), satisfies
and thus there is a unique t * > t c for which G(t * ) = 0. Finally, we see that g yy (x, y) = −e < 0 and thus (a9) is satisfied. . 1) is of the form y(d + ey − f x), thus y describes a prey type population but with a specific vital dynamics: if not preyed upon, y blows up in finite time. Also, in the coupled case of (4. 1), the only attractive quasi steady state in Q is y = 0 for x > d/f as the attracting part of φ for x < d/f is negative. As before, we shall not study this case. Case 2b. E < 0. Here, the right hand side of the second equation of (4. 1) is y(d − ey − f x), which describes a prey with logistic vital dynamics. The second quasi steady state is given by
and the quasi steady state y = 0 is repelling for x < d/e and attractive for x > d/e, while φ is attractive for x < d/e. Thus the geometry of the problem is that of Theorem 3.3 and we have to identify conditions on A, B and C that ensure that the solution x φ , see (3. 46), originating fromx < d/f, crosses the line x = d/f in finite time. In this case (3. 46) is given by
Consider the dynamics of this equation. If Be − Cf = 0, then there is only one equilibrium x = 0 and the solution grows or decays depending on whether Ae + Cd is positive or negative. If Be − Cf = 0, then there is another equilibrium, given by The assumptions of Theorem 3.3 will be satisfied if and only ifx < d/f and x eq > d/f and it is attracting, or Be − Cf = 0, Ae + Cd > 0, or x eq ∈ [0, d/f [ is repelling with x eq <x.
To express these conditions in algebraic terms, we see that if Be − Cf = 0, then we must have It is interesting that Cases 1b and 2b have, in some sense, their duals. Consider, in the geometry of Case 2 b,x > d/f and assume that the coefficients are such that the solutionx(t) to (4. 2) decreases and crosses d/f . Then the solutions (x ǫ (t), y ǫ (t)) are first attracted by (x(t), 0) as long as they are above x > d/f and later they enter the region of attraction of (4. 3). So, under some technical assumptions, one can expect again a delay in the exchange of stabilities. We prove this by transforming this case to Case 1b. Hence, consider (4. 1) in the geometric configuration of Case 2b, x < a/b in the latter case. Let us change the variable according to x = −z + 2d/f. Then the system (4. 6) becomes
We observe that the second equation is the same as in Case 1b, so the assumptions of Theorem 3.1 concerning the function g are satisfied. We only have to ascertain that the assumptions concerning the function f of Theorem 3.1 also hold. We note that we consider the problem for z < 2d/f where the multiplier (z − 2d/f ) < 0. Thus, to have (a3) we need C = c > 0. For (a7), we observe that the equlibria of z are z 1 = 2d/f and
As before, (a7) will be satisfied if z 2 < d/f is repelling withz > z 2 , or z 2 > d/f and is attracting, or z 2 > 2d/f and z 1 is attracting. It is easy to see that the first case occurs when A/B < −d/f and B > 0, the second when A/B > −d/f and B < 0, and the last when both A > 0, B > 0. Thus, we obtain
Since the case when z 2 < d/f and it is repelling is possible if and only if B = b > and A = −a < 0, we see
We observe that if we consider the geometry of Case 1 b, but assume thatx > d/f and the solution to
is decreasing and passes through x = d/f , then, by the same change of variables as above, we can transform this problem to the one discussed in Case 2b and obtain that there is an immediate switch of stabilities as in Theorem 3.3. To summarize, we obtain the delayed switch of stabilities in the following six cases:
Fast predator a)
Fast prey a)
Sketch of the proof of Theorem 2.1. To explain the construction of the upper solution (2. 13), first we observe that, by the Tikhonov theorem, for any c 0 > 0 (see assumption (α 5 )) and δ > 0 (such that t 0 + δ < t c ), there is an ǫ(δ) > such that 0 < y(t 0 + δ, ǫ) ≤ c 0 . Thus, using (α 3 ), all solutions y(t, ǫ) are nonnegative and bounded from above by the solution of (2. 6) witht = t 0 + δ andv b = c 0 . Since in the first identity of (2. 9) we have to prove the convergence on the open interval ]t 0 , T ], it is enough to prove it for any δ with the initial condition at t 0 + δ being smaller than c 0 . Thus, without loosing generality, we can assume that y(t 0 , ǫ) =ẙ ≤ c 0 . Then assumption (α 5 ) asserts that the right hand side of (2. 6) is dominated by its linearization at y = 0 as long as the solution remains small (that is, at least on [t 0 ,t] for anyt < t c ).
The author then considers the linearization
whose solution is (2. 13), Y (t, ǫ) =ů exp ǫ −1 G(t, ǫ). Crucial for the estimates are the properties of G. From the regularity of g and (α 2 ) we see that g y (t, 0, ǫ) is negative and separated from zero for sufficiently small ǫ and thus, by (2. 7), G(t, ǫ) ≤ 0 on [t 0 , t 0 + ν] for some small ν > 0. Similarly, from (α 4 ) and the regularity of G with respect to ǫ we find that there is a constant κ such that
on [t 0 , t * ], ǫ ∈ I ǫ0 , so that G(t, ǫ)/ǫ < 0 on [t 0 + ν, t * − ν] for sufficiently small ǫ. Hence Y (t, ǫ) ≤ c 0 on [t 0 , t * − ν] and sufficiently small ǫ, and thus the inequality of assumption (α 5 ) can be extended on [t 0 , t * − ν]. Since ν was arbitrary, we obtain the first identity of (2. 9).
We can also derive an upper bound for y(t, ǫ) for t ∈ [t * − ν, T ]. From the above, there isǭ such that for ǫ <ǭ we have y(t * − ν, ǫ) < φ(t * − ν). Then, as in [31, p. 203 ] (see also 3. 26), we fix (sufficiently small) ω and select ǫ so that any solution y(t, ǫ) with ǫ <ǫ that enters the strip {(y, t); t ∈ [t * − ν, T ], φ(t) − ω < y < φ(t) + ω}, stays there. Hence, we have y(t, ǫ) ≤ φ(t) + ω, t ∈ [t * − ν, T ], for any ǫ ≤ min{ǭ,ǫ}.
To prove the second identity of (2. 9) we first have to prove that y(t, ǫ) detaches from zero soon after t * . Clearly, Y (t, ǫ) has this property as G(t, ǫ) > 0 for t > t * . However, this is an upper solution so its behaviour does not give any indication about the properties of y(t, ǫ). Hence, we consider the function (2. 14), Y (t, ǫ) = η exp ǫ −1 (G(t, ǫ) − δ(t − t 0 )), with η ≤ min{ẙ, min t∈[t * ,T ] φ(t)}. Using assumptions (α 2 ) and (α 4 ) and the implicit function theorem (first for G(t, 0) − δ(t − t 0 ) and then for G(t, ǫ) − δ(t − t 0 )) we find that for any sufficiently small δ there exists ǫ(δ), such that for any 0 < ǫ < ǫ(δ) there is a simple root t(δ, ǫ) > t * of G(t, ǫ) − δ(t − t 0 ) = 0. Moreover, t(δ, ǫ) → t * as δ, ǫ → 0. Then we have Y (t, ǫ) ≤ η for t 0 ≤ t ≤ t(δ, ǫ) (A. for k = supD |g yy | < ∞ and hence
on [t 0 , t(δ, η)], provided η ≤ δ/k. Observe, that the constants are correctly defined. Indeed, k depends on the properties of g that are independent of ǫ, and on c 0 , that is selected a priori as the constant for which assumption (α 5 ) is satisfied. Thus, it is independent of δ and η. Next, we can fix δ and ǫ(δ) which are related to solution of G(t, ǫ) − δ(t − t 0 ) = 0 and independent of η. Finally, we can select η to satisfy the above condition. Thus, Y is a subsolution of (2. 6) on [t 0 , t(δ, ǫ)].
Next we have to make these considerations independent of ǫ. Since the solution t(δ, ǫ) is a C 1 function, for a fixed δ we can consider t(δ) = sup 0<ǫ≤ǫ(δ) t(δ, ǫ). As before, t(δ) → t * as δ → 0. By the regularity of g and second part of assumption (α 2 ) we see that g(t, η, 0) > 0 on [t * , T ] for sufficiently small η > 0 and then g(t, η, ǫ) > 0 for sufficiently small ǫ on [t * , T ]. Thus, Y (t, ǫ) = η is a subsolution on [t(δ, ǫ), t(δ)]. Hence we see that η ≤ y(t(δ), ǫ) ≤ φ(t(δ)) + ω (A. 4) for sufficiently small ω and for sufficiently small corresponding ǫ. Clearly, the points (t(δ), η) and (t(δ), φ(t(δ))+ ω) are in the basin of attraction of φ and hence solutions originating from these two points converge to φ for t > t(δ). Since solutions cannot intersect we have, by (A.4), lim ǫ→0 + y(t, ǫ) = φ(t),t > t(δ) (A.5)
uniformly on [t, T ] and thus the convergence is almost uniform on ]t(δ), T ]. Since, however, t(δ) → t * as δ → 0, we obtain the second identity of (2. 9). A closer scrutiny of the proof shows that the assumption that g is a C 2 function with respect to all variables is too strong. Indeed, for (A.1) we need that g y (t, 0, ǫ) be Lipschitz continuous in ǫ ∈ I ǫ0 uniformly in t ∈ [t 0 , t * ]. Further, (A.3) together with earlier calculations require g to be twice continuously differentiable with respect to y. Finally, the construction of the root t(δ, ǫ) requires G to be a C 1 function in some neighborhood of (t * , ǫ) for which it is sufficient that g u (t, 0, ǫ) be a C 1 function in ǫ for sufficiently small ǫ, uniformly in t in a neighbourhood of t * .
