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An analysis of the motion of a relativistic electron under a linear constraint in four dimensions
is presented. Interesting results are given that show that the state of the electron is well defined
under the formalism of time optimal quantum state control. We establish compact mechanisms for
achieving time dependent unitary evolution, and present new calculation methods for time-ordered
exponential operators. A powerful modification of the brachistochrone technique is presented that
allows solution of a class of problems via matrix decomposition of the Hamiltonian. These tech-
niques allow us to arrive at a series of solutions for quantum systems that have readily accessible
physical realisations. We contrast the output of the theory when constrained to a relativistic space-
time to that of other physical systems of lower dimensionality. Some comment is given regarding
hypercomplex numbers and their application in quantum mechanics.
PACS numbers: 03.67.Lx, 02.30.Xx, 02.30.Yy, 03.65.Ca
I. INTRODUCTION
The growing need for effective methods of control in
quantum systems becomes more of a critical concern the
closer we get to atomic scale fabrication and technology.
Quantum control is essential to our ability to add up in
the nanoscale domain if we are to have an effective mech-
anism of computation in this realm. That we achieve the
manipulation of quantum states in a timely fashion is
almost as pressing a need in terms of a functional device.
We have set up this demonstration of time optimal
quantum control in order to show how more complicated
examples in time optimisation can be rendered into a
manageable form. In this contrived environment, we have
achieved success. The approach demonstrated will show
a generally applicable approach that can be used to solve
almost any dynamic system of this type. Recognition
must also be given to the development of this new field.
It is pleasing to see such a rich calculus emerge from ev-
idently simple constructions. Most of modern quantum
mechanical calculation starts with the basic assumptions
that the system in consideration is time independent, and
also that the time dependent interaction, if present at
all, is weak in comparison to the static fields driving the
transitions between states. We shall assume neither of
these properties, and shall be examining the analytical
properties of strongly driven, periodic quantum systems
where the time dependence and periodicity is the prin-
cipal part of the dynamics. These systems are of the
autonomous Floquet-type which naturally live on a finite
multidimensional Hilbert space. They have extremely in-
teresting properties, as we shall demonstrate throughout
this paper.
The method of calculation presented will appear com-
plementary to current techniques; we are solving for the
system Hamiltonian dependence in time which optimises
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an action principle, in this case the time taken for a state
to evolve from one place to another on a complex projec-
tive space under some simple constraints. Once we have
achieved this, we then go on to derive all other proper-
ties of the quantum system. This is to be held in direct
contrast with much of current quantum theory, which
assumes the existence of certain Hamiltonian structures.
We shall not be making any assumptions about the func-
tional form of the Hamiltonian as it depends on time;
instead, we allow it to vary, and find the optimal choice
given the constraints at hand, the preservation of time
being one of the primary considerations of our objective.
The underlying parameter dependence emerges naturally
from the consideration of certain simple dynamical con-
siderations which are easily evaluated using a method of
isometric transformation. That the solutions obtained
are of succinct and elegant form is obviously a conse-
quence of the simplicity of the chosen scenarios within
which we apply this theory. One might hope that ex-
ploration of these types of problems might allow more of
an interchange of ideas between the field of dynamical
systems and that of quantum mechanics, to look more
closely at the idea of truly dynamic quantum systems.
It certainly simplifies the situation mathematically and
numerically, and aids with the physical understanding of
the systems under consideration.
In their original series of papers relating to time opti-
mal quantum control, Carlini et. al. addressed the con-
trol of a quantum system in order to minimise time taken
for state-to-state transfer on a complex projective space
given fixed energy and subject to linear constraints. This
was originally achieved using a brachistochrone [6], then
extended to unitary operators [7], mixed states [8] and
Ising chains [9]. They derive a quantum brachistochrone
from an action principle which enforces the dynamical
laws of quantum evolution and the constraints which the
Hamiltonian of the physical system has to satisfy. They
have further demonstrated the general applicability of
this technique, showing that it is quite natural to use
this formalism to cover a wide range of quantum control
2problems, including open systems with thermodynamic
considerations [33], transfer of state coherence [10] and
the production of time optimal gates for quantum com-
puting and storage procedures for special states. We note
that the method contained within this series of papers
struggles at times to produce the answers required, espe-
cially when it comes to unitary operators. The method
can be complex, and we will be seeking to modify the
technique to improve ease of application.
The reader is directed towards worked calculations on
time optimal quantum state control for SU(2) and SU(3)
[30], where the calculations in [6, 7] are applied and ex-
panded to some exotic systems of higher dimension, ex-
panded upon in [32], where eigenvalue methods were used
to examine unitary transformations on a number of prob-
lems. In particular, this paper develops some observa-
tions considered in [31] relating to the optimal control of
a time dependent biqubit system.
For computer applications, the reader is referred to [44]
where some numerical methods are examined that can be
used to solve the quantum brachistochrone equation. The
authors observe performance problems and scaling issues
even for moderately large dimensions. Computationally,
this is related to calculating the brachistochrone over all
possible subcombinations of Hamiltonian and constraint
to find globally time optimal solutions.
As for other examples of physical systems where time
optimal control techniques may be applied, we direct to-
wards [19] for an outline regarding a DC squid problem
given applied time-dependent bias current and magnetic
flux for a driven multi-level quantum system. The use of
spectral filter theory in this domain allows both a place
to find possible continuous state formalisms for time op-
timal control theory as well as an experimental testing
ground.
Optimisation theory has been applied for many years
within the field of photochemical control. [18] contains
an outline of photochemical control using radiative cou-
pling; this is used to control the output of the chemical
reaction, using mathematical techniques that are struc-
turally similar to our time optimal control problem on
SU(2). The functionals used as objectives for the optimi-
sation procedure differ from the methods of time optimal
control; in this field one is primarily focused on variation
of the transmitted probability of an electronic state in
order to maximise yields of product. Other references
related to photochemistry may be found in [41]for the
photochemical control of I2 dissociation, also using op-
timal control to manipulate transition probabilities, and
providing a test ground for SU(2) problems. Unitary op-
erators that target overlaps were also considered in [34]
where diatomic surfaces & chemical control were used to
develop a quantum Fourier transform.
We note the large experimental and theoretical litera-
ture devoted to gradient descent methods. These devel-
opments have led the way through exploring the role time
plays in spin-NMR optimal control, e.g. in [21], where
techniques of sub-Riemannian geometry as applied to the
unitary evolution of the quantum state were given, also
[22] where SO(3) algebra was used to solve a spin system,
and [23] for gradient descent methods. Other research
relating to magic-angle transformations may be found in
[38, 43]. Papers relating to sub-Riemannian geometry
and other aspects of quantum state control may be found
in [4, 5], where a critical distinction is made between open
and closed loop formalisms. Observations are made relat-
ing to the relationship between the Riemannian structure
on a manifold, its natural measure, and how to obtain an
invariant operator which may prove useful for the con-
tinuous case. For experimental description of gradient
descent in spin magentic resonance systems, consult [11].
In [20], coherence transfer efficiences were increased via
optimal control sequences using inhomogenous rf fields.
Further, [27] examined a hybridised version of quantum
computing where the classical computer serves a role in
a gradient-based optimal control system.
The applications for this type of optimisation problem
are not solely within quantum mechanics; other authors
within operations research and dynamical programming
have examined related topics. In particular, [13] c. 1964
looks at some properties of time dependent dynamic sys-
tems that have similarities to the systems we have con-
sidered, while [2] tackles the time optimal control prob-
lem from another direction using automata and computer
simulation. [3] outlines a technique to minimise the time
taken for a discrete system for a robotic manipulator,
whereas [26] also examined autonomous control systems
of a discrete nature. Other earlier moves to study the
problem of discrete time controllers for dynamic systems
under constraints may be found in [29]; finally, [17] looked
at the time optimisation problem for a system of net-
worked traffic to try and find optimised flows.
The need for concrete examples and concise notation
is recognised, especially given how complicated the fol-
lowing calculation quickly becomes. An effort has been
made to reduce the load of dealing with such intricate
matrix calculus and non-commutative objects. For that
reason, every opportunity has been taken to simplify no-
tation and give explicit descriptions of the objects used
throughout the calculation where necessary. As we are
using objects in general that can’t be assumed to com-
mute, often the order of multiplication will be defined
in full. Extra levels of difficulty are added through the
use of complex matrix identities that form part of under-
lying blocks of matrices that are of higher dimensions.
This will be shown to be a consequence of certain trans-
formation properties of unitary operators that describe
the time evolution of the quantum system.
Our mathematical apparatus shall exploit matrices of a
particular type well known to physics, originally explored
in [12]. In [35], the authors develop spinor transforma-
tions and unitary operators on SU(4) which have similar
properties to what we derive in this paper. The major
results we shall focus on include an Euler angle decom-
position, and the extraction of the SU(3) subgroups of
SU(4). In particular, the unitary operators, composition
3laws of the group and formulae for the inversion of matri-
ces they develop are mathematically similar to our find-
ings. We shall have to resort to clever transformations,
and the understanding of chirality and twisted states in
the Dirac spinor space is useful. The reader is directed
towards [39], where chiral states can be used and their re-
lationship to spin & helicity, with applications to muon
decay. For other types of systems that explore similar
mathematical techniques, refer to [28], who looks at the
spin Hall effect and Rashba Hamiltonians, where time
optimal state control might be of interest. We shall have
particular use for the methods of Floquet [16]. Notes
with particular relevance to two level systems and the
interaction of polarised states via Floquet theory may be
found in [37].
For application to curvilinear coordinates to the Dirac
equation, consult [25], where some equations which may
be related to the quantum brachistochrone equation con-
sidered in [6] are derived. Other systems related to the
calculation in this paper can be found in [36], where some
non-Hermitian modifications of the Dirac-Pauli equations
are considered.
As we shall have some use in passing for SU(3), a de-
scriptor of SU(3) symmetry states and their implemen-
tation in beryllium isotopes is contained in [1] where
an SU(3) form of quadrupolar-quadrupolar interaction
is used to model a set of excitations. This may pro-
vide us with a mechanism to move to continuous systems
via orthogonal polynomials. [40] looks at some more
complex SU(3) problems using a canonical decomposi-
tion,they calculated in order to achieve state control us-
ing the Hamilton-Jacobi-Bellman equation. Finally, in
[24] , some problems similar in dimension to the SU(3)
case are addressed in full.
The outline of the paper will be as follows; in section
II we outline the matrix calculus we will be using in the
problem, III will address the quantum control of the sys-
tem and some simple dynamical systems calculations, IV
will apply a transformation of eigenstates, and V will
discuss the quantum brachistochrone equation. We will
then use the results obtained to evaluate the time evo-
lution operator of the system in VI, and discuss results
for some related problems on other dimensions in VII.
Finally, we shall discuss some ways in which the quan-
tum brachistochrone method could be extended in VIII,
and examine some interesting statements from the field
of quantum electrodynamics which this calculation has
addressed.
II. PHYSICAL CONSIDERATIONS
Consider the standard Dirac Hamiltonian matrix for a
spinning electron, using natural units:
H˜(t) = αˆ  p+ βˆm (1)
We use bold lowercase letters to represent a vector such
as p = (px, py, pz), with matrix operators to be
represented by the caret as with βˆ, and a vector of
matrices to be given by a bolded caret as
withαˆ = (αˆx, αˆy, αˆz). We choose the particular basis
given by Kronecker products of the Pauli matrices and
the identity matrix βˆ = σˆz ⊗ 1, αˆj = σˆx ⊗ σˆj so that the
Hamiltonian is Hermitian. One can immediately write
down the standard rules of the algebra, in this case we
work with the Hermitian anti-commuting quartic roots
of unity, αˆ†j = αˆj , βˆ
† = βˆ, & similarly:
βˆ2 = αˆ2j = 1 (2)
{αˆj , αˆk} = 2δjk (3)
{
βˆ, αˆk
}
= 0 (4)
This ensures that the Hamiltonian is completely Hermi-
tian and has the simple matrix form displayed below:
H˜ =
[
m1 −i(p  σˆ)
i(p  σˆ) −m1
]
(5)
We have the standard time evolution equation for the
time dependent state i
d
dt
|Ψ(t)〉 = H˜(t) |Ψ(t)〉. We shall
not use partial differentiation in this paper, so all deriva-
tives will be with respect to the underlying time parame-
ter. The tilde over an operator indicates that it is trace-
free and Hermitian, which is true by observation. We
could write this for the constituent operators but this is
not necessary; we shall conform to the notation as origi-
nally intended.
Using an action principle of
S =
ˆ
1dt+
ˆ
λ1Tr
(
H˜2
2
− E2
)
dt+
ˆ
λ2Tr
(
H˜F˜
)
dt
(6)
we may minimise the time taken between states on the
complex projective space via the Fubini-Study metric:
1dt =
1
∆E
√
(〈dΨ| (1− |Ψ〉 〈Ψ|) |dΨ〉) (7)
originally derived in [6], expanded upon in [7, 30], where
we implicitly assume the state evolves according to the
Schrödinger equation as id |Ψ〉 = H˜(t) |Ψ〉 dt, the energy
dispersion being defined by ∆E(t) = 〈Ψ| H˜2(t) |Ψ〉 −(
〈Ψ| H˜(t) |Ψ〉
)2
, and the action principle given by the
standard formula δS = 0. The Lagrange multipliers, as-
sumed to be equal zero at all times, represent constraints
on the physical system such that it is free to explore some
4dimensions of the system, while being constrained in oth-
ers, and held to a condition of finite energy. For further
discussion and the complete original argument in detail,
the reader should consult [6]. The implicit assumptions
for the dynamics of the system may seen as the addition
of a further Lagrangian to the action principle in order
to constrain the dynamics as in [6], however, as we will
not have need for the extension to mixed states, it is suf-
ficient for our purpose to simply note that the result is
the Heisenberg equation for certain operators and some
complicated relations for boundary conditions. In some
ways, this is the perfect application for this theory, as
relativity implies constraints on the relationship between
energy, momentum and rest mass as per the relations of
Einstein, which imply the existence of certain types of
metric spaces. We shall see through the series of exam-
ples that follows that we are able to satisfy all the above
demands and more.
III. QUANTUM CONTROL
Let us now consider the quantum control equations.
As H˜ is Hermitian, and trace-free, we can form another
matrix independent of this such that Tr
(
H˜F˜
)
= 0 us-
ing a decomposition over the Hermitian, trace-free gen-
erators of the group. We shall call the matrix operator
F˜ (t) as ’constraint’; it limits the degrees of freedom that
the system has access to over the whole operator space.
This matrix will also be Hermitian and trace-free by
construction. Using the Heisenberg equation of motion
i
dAˆ
dt
= [H˜(t), Aˆ], and forming the operator Aˆ = H˜ + F˜ ,
we can derive the following equation
i
d
dt
(
H˜ + F˜
)
= [H˜, H˜ + F˜ ] = [H˜, F˜ ] = H˜F˜ − F˜ H˜ (8)
where we have used the fact that the Hamiltonian ma-
trix commutes with itself at a fixed time. In a sense this
derivation is naïve, and only proves consistency, with-
out sufficiency; it assumes the Heisenberg equation of
motion, to be contrasted with using the analysis of the
brachistochrone in [6].
The final piece of data required for the analysis of this
problem is to calculate the isotropic constraint itself. Cal-
culating Tr
(
H˜2/2
)
= m2 + |p|2 = const. < ∞, we find
that for the quantum control theory to be valid, we must
have the state constrained to the surface of a sphere of
finite size, in this case in four dimensions. We will write
this explicitly in the form E2 = m2 + |p|2 for some con-
stant E; note also that we have the result H˜2 = E21,
analogous to the Klein-Gordon equation, proven using
the matrix formula in eq. (5).
The calculation of the equations in (8) can be sim-
plified using the following technique. First, break down
the Hamiltonian matrix and constraint as sums over the
generators of the group via H˜ =
∑′
λigˆi, F˜ =
∑′′
Ωj gˆj ,
where the sum in the Hamiltonian is over the set S and
that of the constraint is over SC , i.e. we have split
the whole space into two sections, termed Hamiltonian
and constraint. We can then write the quantum brachis-
tochrone equation (6) in the form:
i
(∑
S
dλi
dt
gˆi +
∑
SC
dΩj
dt
gˆj
)
=
∑
S
∑
SC
λiΩj [gˆi, gˆj ] (9)
Using the orthogonality property of the generators of the
space, we have Tr [gˆkgˆl] = δkl, so by multiplying by an el-
ement of the group gˆk and computing the trace of eq.(9)
one can read off the independent components of the dy-
namical equations. At this point, we display the con-
straint matrix explicitly as:
F˜ =


Ω+ ξ01 ξ02 ξ03
ξ∗01 −Ω+ ξ12 ξ13
ξ∗02 ξ
∗
12 Ω− ξ23
ξ∗03 ξ
∗
13 ξ
∗
23 −Ω−

 = ∑
i,j∈SC
Ωij(t)[σˆi ⊗ σˆi]
(10)
where we have defined Ω± = Ω33 + Ω03, also σˆ0 = 12×2
and the complex coefficients as below:
ξ01 = Ω31 − iΩ32 +Ω01 − iΩ02
ξ23 = −Ω31 + iΩ32 +Ω01 − iΩ02
ξ13 = Ω10 − iΩ20 + iΩ23
ξ02 = Ω10 − iΩ20 − iΩ23
ξ03 = −Ω22 − iΩ21
ξ12 = Ω22 − iΩ21
(11)
This choice of constraint matrix guarantees the relation-
ship Tr
(
H˜F˜
)
= 0. Note that we might equally have
chosen the representation of the space in terms of as-
cending products of Dirac gamma matrices. An example
calculation is shown below:
i
d
dt
(
Tr
[
βˆ
(
H˜ + F˜
)])
= Tr
[
βˆ
[
H˜, F˜
]]
(12)
dm
dt
= 2 (Ω21px +Ω22py +Ω23pz) (13)
Computing this operation over all elements of the group
σˆi ⊗ σˆj , we obtain the following set of first-order differ-
ential equations:
dΩ0j
dt
=
dΩ2j
dt
= 0, j = 1, 2, 3 (14)
d
dt


Ω10
Ω31
Ω32
Ω33

 = 2


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




m
px
py
pz

 (15)
5d
dt


m
px
py
pz

 = 2


0 Ω21 Ω22 Ω23
−Ω21 0 Ω03 −Ω02
−Ω22 −Ω03 0 Ω01
−Ω23 Ω02 −Ω01 0




m
px
py
pz


(16)
dΩ20
dt
= 2(mΩ10 − pxΩ31 − pyΩ32 − pzΩ33) (17)
This can be succinctly summarised in vector-matrix no-
tation as Ω˙0 = Ω˙2 = 0, Ξ˙µ = −Sµνpν , p˙µ = Θµνpν and
s˙ = pµSµνΞν . Additionally, we have that Θµν = −Θνµ
by observation. This system, while complex, is solvable.
However, we have one principal difficulty in that the mo-
mentum equation contains a matrix that is not easily
exponentiated, given that we are not provided with the
initial values Ω2j and Ω0j . At this point, it appears that
we are at a stop. It is important that the number of
additional assumptions is reduced, if at all possible, and
the boundary conditions of the theory should emerge nat-
urally rather than as an extra artificial constraint. The
next section shall demonstrate that considerable simplifi-
cation of this complicated set of coupled differential equa-
tions may be achieved by looking at the dynamics of the
system in a transformed reference frame. This will ren-
der the need for extra boundary conditions placed upon
the initial and terminal values on the quantum state to
be superfluous to the correct implementation of a time
optimal unitary evolution.
IV. MATRIX OF EIGENSTATES
Given the matrix H˜ defined in eq. (5) we can write a
simple eigenvalue equation H˜ |n(t)〉 = En |n(t)〉for the
generally time-dependent eigenstates. As this section
deals almost solely with time-dependent frames of refer-
ence, we shall drop the explicit time dependence on the
states |n(t)〉and just write|n〉. Consider now the matrix
that is given by the set of eigenstates:
Wˆ =


...
...
...
...
|u1〉 |u2〉 |v1〉 |v2〉
...
...
...
...

 (18)
and an inverse matrix of eigenstates as below:
Wˆ−1 =


· · · 〈u¯1| · · ·
· · · 〈u¯1| · · ·
· · · 〈v¯1| · · ·
· · · 〈v¯2| · · ·

 (19)
We must now address the question of how to produce 〈u¯1|
from |u1〉. Firstly, we can derive the eigenvalue equation
from det
(
H˜(t)− λ1
)
= 0. We obtain the following poly-
nomial (
λ2 − E2)2 = 0 (20)
with E = ±
√
m2 + |p|2, which is independent of time.
We must therefore have two eigenvalues, each with mul-
tiplicity two. We can write the eigenvalue equation
for the left and right forms of the eigenstate matrix as
H˜Wˆ = ELˆWˆ , conversely Wˆ−1H˜ = EWˆ−1Lˆ, where we
have the matrix Lˆ given explicitly as:
Lˆ =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 = σˆz ⊗ 1 (21)
Note that H˜−1 = H˜/E2 by the matrix identity H˜2 =
E21 and that all matrices in the above equations are
invertible. We can construct the eigenmatrices:
Wˆ =


px − ipy
E −m
pz
E −m −
(px − ipy)
E +m
−pz
E +m−pz
E −m
(px + ipy)
E −m
pz
E +m
− (px + ipy)
E +m
0 1 0 1
1 0 1 0


(22)
Wˆ−1 =
1
2E


px + ipy −pz 0 E −m
pz px − ipy E −m 0
−(px + ipy) pz 0 E +m
−pz −px + ipy E +m 0


(23)
where we also have the implicit equation E2 = m2+ |p|2,
which when used together demonstrates that WˆWˆ−1 =
Wˆ−1Wˆ = 1 as required. It is immediately apparent that
we do not have Wˆ−1 = Wˆ †, so for this system we must
work very carefully as it is not unitary even if it is in-
vertible. These formulae are all valid for any energy and
momentum values, as long as we maintain quantum state
separation, via E 6= 0. In particular, they are true for
the situation in which the momentum values pj and mass
might explicitly depend on the time parameter.
V. QUANTUM BRACHISTOCHRONE
EQUATION
Consider an isometric transformation of the Hamilto-
nian via Dˆ0 = Wˆ
−1H˜Wˆ . For our particular example,
using Wˆ (t), Wˆ−1(t) as above, where we are now labelling
the time dependence explicitly, we find the simple expres-
sion:
H˜(t) = Wˆ (t)Dˆ0Wˆ
−1(t) (24)
where Dˆ0 = ELˆ as in the previous section.
Let us calculate the time-rate of change for the
eigenmatrices. We have, by construction, that
ˆ˙W = −iH˜(t)Wˆ (t) = −iDˆ0Wˆ . Taking the derivative of
6the identity matrix, we find
d
dt
(1) =
d
dt
(Wˆ−1Wˆ ) =
dWˆ−1
dt
Wˆ + Wˆ−1
dWˆ
dt
= 0 (25)
which gives us the identity ˆ˙W−1Wˆ = −Wˆ−1 ˆ˙W , the over-
dot indicating differentiation with respect to the time pa-
rameter. The equation for the inverse eigenmatrix evo-
lution is then ˆ˙W−1 = iWˆ−1H˜ = iWˆ−1Dˆ0. We can then
explicitly differentiate eq. (24) to obtain
i
dH˜
dt
= [H˜, Dˆ0] (26)
which aids with the solution of the quantum brachis-
tochrone equation. Let us now directly solve the remain-
ing expressions. We may write the Hamiltonian in the
following form:
H˜(t) = Wˆ (t)Dˆ0Wˆ
−1(t) (27)
H˜(t) = eiDˆ0tWˆ (0)Dˆ0Wˆ
−1(0)e−iDˆ0t (28)
Computing directly, we obtain the time-optimal Hamil-
tonian operator:
H˜(t) =
[
m1 e−i(2Et+θ)p(0) · σ
ei(2Et+θ)p(0) · σ −m1
]
(29)
from which we conclude that m˙ = 0. For the momen-
tum component, we may immediately write down the
solution. Note that the arbitrary phase can be taken as
θ = −π/2, in which case we recover the optimal Hamil-
tonian as
H˜(t) =
[
m1 −ie−2iEtp(0) · σ
ie2iEtp(0) · σ −m1
]
(30)
H˜ =
[
m1 −i(p  σˆ)
i(p  σˆ) −m1
]
(31)
We find automatically that H˜2 = E21. Differentiating
directly, it is simple to show that
i
dH˜
dt
= 2E
[
0 e−2iEtp(0) · σ
−e2iEtp⋆(0) · σ 0
]
(32)
Evaluating the commutator with the diagonal matrix of
eigenvalues:
[H˜, Dˆ0] = 2E
[
0 −i(p  σˆ)
i(p⋆  σˆ) 0
]
= i
dH˜
dt
(33)
We have used a star to denote the complex conjugate of
the momentum vector. Although it is a vector that can
be seen as a real, three-dimensional vector, in a sense it
is more correct to model it as a vector with real pz and
px + ipy rotating in the complex plane.
VI. TIME EVOLUTION OPERATOR
Let us now return to calculation of the time evolution
operator. We can write the time dependent Hamiltonian
as a matrix decomposition:
H˜(t) = Wˆ (t)Dˆ0Wˆ
−1(t) (34)
=
[
Wˆ (t)Wˆ−1(0)
] [
Wˆ (0)Dˆ0Wˆ
−1(0)
] [
Wˆ (0)Wˆ−1(t)
]
(35)
= Uˆ(t, 0)H˜(0)Uˆ−1(t, 0) (36)
where we define Uˆ(t, s) = Wˆ (t)Wˆ−1(s). We must now
establish the unitary nature of the operator Uˆ(t, s) to fin-
ish the proof. We can explicitly construct our eigenstate
matrices in the following block-diagonal format:
Wˆ (t) =


ǫ · p0e−2iEt
E−
...
−ǫ · p0e−2iEt
E+
· · · · · · ·
σˆx
... σˆx

 (37)
Wˆ−1(t) =
1
2E


ǫ† · p0e2iEt
... E−σˆx
· · · · · · ·
−ǫ† · p0e2iEt
... E+σˆx

 (38)
where we define the vector of matrices ǫ =
(1,−iσˆz,+iσy) for brevity. We have used the time evo-
lution of the eigenmatrices as Wˆ (t) = e−itDˆ0Wˆ (0), also
Wˆ−1(t) = Wˆ−1(0)eitDˆ0 . A simple calculation shows the
matrix identity
(ǫ · p) (ǫ† · p) = (ǫ† · p) (ǫ · p) = |p|2 12×2 (39)
We can now calculate eigenmatrix properties:
Wˆ−1(t)Wˆ (t) = 1 (40)
where we have used E+E− = |p|2. Conversely, for the
opposite side of the identity, we find Wˆ (t)Wˆ−1(t) = 1.
We are nearly complete, as this establishes the identity
Uˆ(t, t) = 1. We have demonstrated the explicit time
dependent form of the matrix of eigenstates. We may
now directly evaluate the time evolution operator via
Uˆ(t, s) = Wˆ (t)Wˆ−1(s) (41)
Direct matrix multiplication gives the final result:
Uˆ(t, s) =


eiE(t−s)1
... 0
· · · · · · ·
0
... e−iE(t−s)1

 (42)
7where we have used (ǫ · p)(ǫ† · p) = |p|2 1, as well as
the conservation law E2 − m2 = E+E− = |p0|2.We
manifestly have the necessary unitary properties, such
as Uˆ−1(t, s) = Uˆ †(t, s), also Uˆ∗(−t,−s) = Uˆ(t, s). This
is the major result of this paper, as it is a new solveable
system in the field of quantum dynamics. We have suc-
ceeded in our seemingly insurmountable task of disentan-
gling the variables of a relativistic electron. We now, for
completeness, evaluate the dynamical system exhibited
in the preliminaries. We can firstly obtain the constraint
as a function of time via the unitary operator:
Uˆ(t, 0)F˜ (0)Uˆ †(t, 0) = F˜ (t) (43)
F˜ (t) =


σ · n+
... −e2iEt (a1− iσ · b)
· · · · · · ·
e−2iEt (a⋆1+ iσ · b) ... σ · n−


(44)
where we define the split-complex variables as a = Ω10+
iΩ20, n± = [Ω0j±Ω3j ], b = [Ω2j ]. Rewriting the original
system of equations in vector-matrix form, we obtain the
following:
p˙ = −m (n+ + n−)− (n+ + n−)×p (45)
ξ˙c = mξr + p · (n+ − n−) (46)
n˙+ + n˙− = 4p (47)
as well as n˙+ = n˙−, ξ˙r = −m, m˙ = b · p, b˙ = 0.
VII. OTHER DIMENSIONS
Given the success of this technique, we now briefly
demonstrate its applicability for a number of other
quantum dynamic systems that have been covered in
[6, 30, 32]. These quantum systems are of particular in-
terest for quantum control, and can be easily related to
real physical systems that can be measured in the labora-
tory. The relationship between the special unitary group
SU(2) and spin-orbit coupling, as in the Zeeman effect, is
well known. We can assume a constraint magnetic field
F˜ = λσˆz with H˜ = ǫσˆ++ǫ
⋆σˆ−; using the preceding anal-
ysis to solve the quantum brachistochrone equation, we
arrive at the unitary/optimal Hamiltonian pair below:
H˜(t) =
[
0 e−it
e+it 0
]
Uˆ(t, s) =
[
1 0
0 ei(t−s)
] (48)
where it is simple to show the isometric property
H˜(t) = Uˆ(t, s)H˜(s)Uˆ †(t, s) as required. We have nor-
malised constant coefficients to unity for the purposes of
discussion. The preceding analytic technique improves
the speed of calculation, as the method of [6, 7] requires a
lengthy argument relating to the boundary conditions on
the state space for particular choices of input and target
vectors. The method presented completely avoids this is-
sue and allows us to find exact solutions on higher order
spaces with strange geometric features. For an example
of a more exotic choice of dynamics, one might consider a
particle embedded in SU(3). This problem was analysed
in detail originally in [30] using techniques developed in
[6]. We present the unitary/Hamiltonian pair:
H˜(t) =

 0 cos(t) 0cos(t) 0 −ie−iθ sin(t)
0 +ieiθ sin(t) 0


Uˆ(t, s) =

 cos(t− s) 0 −ie−iθ sin(t− s)0 1 0
ieiθ sin(t− s) 0 cos(t− s)


(49)
Note that this expression for the unitary operator is ex-
tremely compact compared to the derived expansions
used originally in [30] to calculate brachistochrones on
SU(3). We are not required to evaluate many difficult
steps in order to arrive at the unitary transformations of
the state, once we have constructed suitable eigenvectors
using results established in [30] and solved the quantum
brachistochrone equation. Comparing these two matri-
ces with the formula derived for the relativistic electron,
we immediately observe that the unitary operator has a
centre in the case of SU(3) problem against the results
from SU(2) and SU(4), as analysed in detail. As a mat-
ter of practical use, the operators shown for SU(3) could
quite easily be used in a quantum computation/control
scenario to implement some interesting gates. For exam-
ple, we can write down the transformation which takes
us into the eigenstate representation:
Qˆ(t) =


1√
2
cos(t) − 1√
2
cos(t) ie−iθ sin(t)
1√
2
1√
2
0
i√
2
eiθ sin(t) − i√
2
eiθ sin(t) cos(t)


(50)
and in particular
Qˆ(0) =


1√
2
− 1√
2
0
1√
2
1√
2
0
0 0 1

 (51)
which is in a suitable form for application within a quan-
tum logic schemata as a qutrit gate. Now, in con-
trast, the above two unitary operators follow the equa-
tion Uˆ(t, s) = Qˆ(t)Qˆ†(s) against the difficulties experi-
enced in the problem of the relativistic electron, which
8has the property that Uˆ(t, s) = Wˆ (t)Wˆ−1(s) . So, we
can classify the types of physical systems by whether the
matrix of eigenvectors is unitary, and whether their time
evolution operator has a centre. There may be further
emergent properties to be discovered, especially for new
groups and dynamical systems that are amenable to this
analysis.
VIII. DISCUSSION & FUTURE DIRECTIONS
We have shown in this paper how one might address
the question of relativistic electron dynamics from a per-
spective of time optimal state control. The methods that
we have outlined and applied to this problem are indeed
more general. One is free to move up, down or within
any quantum system and apply a similar formalism of
constraints on the system degrees of freedom that are ac-
cessible. The results should be similar. Whether that is
to be the case remains to be established in general, apart
from the examples we have demonstrated there are re-
markably few examples of these types of exactly solveable
quantum systems. Their mathematical nature is tightly
tied to the symmetries of the system we constrain the dy-
namics to evolve throughout; although we do not specif-
ically demand that the motion be periodic over the time
interval it has naturally emerged as a derivate property.
This is a distinct mathematical curiousity, with specific,
testable consequences for how we view quantum systems,
and how we best go about planning functional devices on
a nanoscale.
It is a simple exercise to show Lorentz invariance of
the formalism developed for the SU(4) problem. We can
simply transform the unitary operator further under a
Lorentz rotation in space and time. That it is invari-
ant is a consequence of the constraints of the problem.
We take particular note that the rest mass of the elec-
tron/positron is a constant of motion. It is indeed fortu-
nate, for if it were otherwise, we would have significant
scientific reason to invalidate the theory. Some other in-
teresting features of the dynamic system are immediately
apparent. In a deeper sense, this model of the spinning
electron/positron system gives validation to the concept
of electronic indivisibility, a predicted and measurable
fact. We know, from experiment, that the rest mass
is the same for all electrons, and does not change. It
seems that, in this case, the spinning electron also holds
no (extra) mass. It is difficult to add mass to an elec-
tron. Further papers will address the scattering theory
of these types of systems using the anti-commuting Her-
mitian variables we have found so useful in this paper.
The extension of this argument will be discussed; the ob-
servation of Lorentz invariance shows that one may move
to a situation of non-zero electromagnetic potential using
the gauge invariance principle. Whether this addresses
the question of constancy of charge for is to be demon-
strated. One would hope that this turns out to be the
case.
The use of the Hamiltonian method to solve these types
of questions, while not unheard of, has enjoyed a sojourn
in the field of quantum electrodynamics. The primacy of
the Lagrangian method, while enabling calculation of cer-
tain types of scattering problems, has served to obfuscate
the true nature of the dynamics of electrons. Feynman
[14] writes that by “..forsaking the Hamiltonian method,
the wedding of relativity and quantum mechanics can
be accomplished most naturally”. It may be a matter
of taste and aesthetics, but one might respectfully dis-
agree, given the ease of calculation presented through-
out this paper. The bringing together of these seemingly
disparate topics of scattering theory and time optimal
quantum control is sure to be a productive and fruitful
enterprise. The parallels to established results in quan-
tum field theory are easily seen and will be explored in
future expositions.
We have addressed some outstanding questions in
modern quantum mechanics with this calculation. Feyn-
man, in his paper on operator calculus [15], states that
if “..other operators are involved, such as Pauli’s spin
operators or Dirac matrices which satisfy different com-
mutation rules, a complete reduction eliminating all the
operators is not nearly so easily affected....the amplitude
for a single trajectory is then a hypercomplex quantity in
the algebra of the gamma or sigma matrices” and then re-
marks further that “..not much has been done with this
expression... (It is suggestive that the perhaps coordi-
nates and the space-time they represent may in some fu-
ture theory be replaced completely by analysis of ordered
quantities in some hypercomplex algebra)”. Tomonaga
[42] also comments on the nature of time in his seminal
paper on Lorentz invariant field equations, stating that
one “..sees that time plays also here a role distinguished
from x,y and z; also here a plane parallel to the xyz-
plane has a special significance. So we must in some way
remove this unsatisfactory feature of the theory” and fur-
thermore that the “ ..reason why the ordinary formalism
of the quantum field theory is so unsatisfactory lies in the
fact that one has built up this theory in the way which
is too much analogous to the ordinary non-relativistic
mechanics.” With this calculation, we have achieved a
realisation of this hypercomplex algebra, and it seems to
serve particular utility within this application of quantum
state control. That it relates directly to the optimisation
of time, and the nature of time itself within quantum
systems, is an interesting answer to the questions both
Feynman and Tomonaga raise in their papers on quan-
tum electrodynamics.
Using the method we have presented, we are able to
evaluate exact solutions for time-ordered exponentials
that have not been available before, for explicitly time
dependent quantum systems, while successfully avoid-
ing the difficulties of Dyson series, Magnus series, Lie-
Trotter expansions and the Baker-Campbell-Haussdorff
approach. The problem has been recast to one of diag-
onalisation into the set of initial eigenstates, and mul-
tiplication by an exponential matrix. A clever observa-
9tion allows us to look at the unitary operator, akin to
the monodromy matrix in standard Floquet theory, as
composed of one operator moving forward in time and
another moving backwards in time. This transformation
allows us to readily evaluate the system. All that is re-
lied upon is the form of the initial eigenvectors of the
Hamiltonian operator, and the way in which it evolves
in time. For the non-trivial systems examined so far,
we have observed both periodic and constant behaviour.
Whether this turns out to be the case in general, i.e. the
Hamiltonian for these types of quantum systems is either
periodic, or constant, remains to be shown. There are an
infinite amount of differential equations that can be posed
in this form, and we can’t claim to have solved them all.
We have, however, established results on all groups of
matrices less than 4×4. There are obviously generalisa-
tions that can be made to spin chains and other systems
which might have a sensible continuous limit. The way
forward seems familiar, but is not well trodden.
From an experimental perspective, we can observe a
certain consistency in the time-dependent Hamiltonian
systems we have developed in this paper. We require,
it appears, to be able to resonate with the device us-
ing strong fields. As the interaction of the current with
the device is aperiodic within DC-type solid state de-
vices, we propose the alternative of making these reso-
nant fields the driving force of the quantum state rather
than a source of error. Forms this might take include AC
spin-tronics on quantum dots, chemical control, NMR
or other systems where time dependent fields are easily
introduced. Principal challenges to this implementation
may include the complex engineering task of rendering a
power source with stable driving oscillator current to ex-
ist within the circuit design on a nano-scale. Differential
analysers and computers that run off alternating current
exist on a macro scale, one learns of such techniques in
any standard class on AC circuit theory. Reduction of
AC components and retooling of the computational de-
sign and hardware to deal with oscillatory signals on the
nano-scale is a major engineering task. Despite the chal-
lenges, the theory should be readily testable in at least a
scattering context and within spin-NMR type systems.
Various ways in which time optimal control theory may
be extended include the addition of non-linear constraints
to the action principle. When the Hamiltonian operator
is varied, these will result in additional terms in the quan-
tum brachistochrone equation, and may describe some in-
teresting non-linear dynamics. It may or may not be con-
sistent with current quantum mechanics, as thus far we
have only required linear constraints in order to describe
the relevant physics, however, it is likely to be of interest
to those in the dynamical systems field. Much remains to
be done regarding the implementation of numeric meth-
ods to address these types of coupled non-linear ordinary
differential equations. The problems will not scale well
as dimension increases, so a good understanding of the
nature of the underlying groups that drive the dynamics
is likely to be a place of fruitful endeavour.
Finally, we state that the extension of this type of time
optimal quantum control problem to the continuum is
one of pressing interest. The equations, being cast in the
form of finite matrices, are only true for finite dimen-
sional objects. One would hope that there would be a
continuous version of the quantum brachistochrone which
would be the result of some limit of matrices extending
to infinity. This hope, while likely misplaced, should be
explored further. To date this has not been carried out.
The known relationships between continuous groups and
infinite dimensional matrices may be of some use here,
however the answer to this question remains outstanding.
As we have gone up in dimension from SU(2), through
SU(3) and finally to the SU(4) examples examined in
this paper, we have observed the emergence of several
completely different types of unitary systems. Whether
a sensible limit at the point of infinity exists is an open
question.
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