Linking 3D face shape to social perception by Holzleitner, Iris J.
LINKING 3D FACE SHAPE TO SOCIAL PERCEPTION 
Iris J. Holzleitner 
 
A Thesis Submitted for the Degree of PhD 
at the 
University of St Andrews 
 
 
  
2015 
Full metadata for this item is available in                                                                           
St Andrews Research Repository 
at: 
http://research-repository.st-andrews.ac.uk/ 
 
 
 
Please use this identifier to cite or link to this item: 
http://hdl.handle.net/10023/11970  
 
 
 
This item is protected by original copyright 
 
 
LINKING 3D FACE SHAPE TO SOCIAL
PERCEPTION
Iris J. Holzleitner
is thesis is submitted in partial fullment for the degree of
PhD
at the
University of St Andrews
Date of Submission
21 September 2015

Declarations
Candidate’s declaration
I, Iris J. Holzleitner, hereby certify that this thesis, which is approximately 40,000 words
in length, has been written by me, and that it is the record of work carried out by me, or
principally by myself in collaboration with others as acknowledged, and that it has not been
submitted in any previous application for a higher degree.
I was admitted as a research student in October 2011 and as a candidate for the degree of
PhD in July 2012; the higher study for which this is a record was carried out in the University
of St Andrews between 2011 and 2015.
Date Signature of candidate
Supervisor’s declaration
I hereby certify that the candidate has fullled the conditions of the Resolution andRegulations
appropriate for the degree of PhD in the University of St Andrews and that the candidate is
qualied to submit this thesis in application for that degree.
Date Signature of supervisor
i

Permission for publication
In submitting this thesis to the University of St Andrews I understand that I am giving
permission for it to be made available for use in accordance with the regulations of the
University Library for the time being in force, subject to any copyright vested in the work not
being aected thereby. I also understand that the title and the abstract will be published, and
that a copy of the work may be made and supplied to any bona de library or research worker,
that my thesis will be electronically accessible for personal or research use unless exempt by
award of an embargo as requested below, and that the library has the right to migrate my
thesis into new electronic forms as required to ensure continued access to the thesis. I have
obtained any third-party copyright permissions that may be required in order to allow such
access and migration, or have requested the appropriate embargo below.
e following is an agreed request by candidate and supervisor regarding the publication
of this thesis:
PRINTED AND ELECTRONIC COPY
Embargo on all of printed and electronic copy for a period of 2 years (maximum ve) on
the following ground(s):
• Publication would preclude future publication
Supporting statement for print and electronic embargo request
Substantial parts of the empirical work in this thesis have not yet been published in peer-
reviewed journals. Publication of articles can have long lag periods, thus two years may be
required to publish all results of this thesis.
Date: September 21, 2015
Signature of candidate Signature of supervisor
iii

Collaboration statement
roughout the experimental chapters in this thesis, I have used the pronoun “we” in addition
to “I”. is work is my own under the support of my supervisor in terms of hypotheses,
experimental design, analyses and conclusions; however, the Perception Lab is an inherently
collaborative environment.e plural pronoun reects the fact that if/when published, the
following experiments would carrymultiple authorship and is used in keepingwith intellectual
honesty.
v

Acknowledgments
While PhD-ing can be a rough business at times, a great many people have made the last four
years a hugely enjoyable experience. I am particularly indebted to the following people.
To Dave Perrett, for being a fabulous mentor, never getting tired of discussing ideas—
promising or not somuch—and challengingme. I could not havewished for a better supervisor.
ank you for providing us all with an immensely stimulating and fun environment to work
in (as well as an unlimited supply of coee, and treats from the garden).
To the two generations of Perception Lab members I had the pleasure of sharing days (and
nights) in the lab with, Amanda, Carmen, Dan, Milena, and especially Audrey, Carlot(t)a,
Jing, Martha and Sean(n). I’ll miss the banter (and bickering). Special thanks to Willypete for
taking me out for wee breaks.
To Lesley Ferrier, for being the calm rock on which we all rely (and who yet manages to
never lose her good spirits), Dengke Xiao, for his computing wizardry, and Anne Perrett for
her eagle-eyed proof-reading of manuscripts. My apologies for all the “howevers”.
To Bernie Tiddeman, for his ceaseless patience and swi help whenever I ran into a problem
with MorphAnalyser, and Dave Hunter, for his tech and stats support when I rst joined the
lab.
To my St Andrews family, Cathy and Lizzie for never failing to cheer me up and helping
me to keep sane (mostly), and Malcolm, Naomi, Jamie and Becky for being great friends and
mentors.
To my sister Gerda, for her generous loan.
To my mum, for being my number one fan and supporting me all the way.
And, last but not least, to Ross, for freeing his desk for me, reminding me that there are
happy places whenever my pessimism kicked in and I lost sight of them, and for exploring
Scotland’s remotest corners with me. Here’s to exploring some more; I can’t wait.
vii

Abstract
Advances in computer graphic and statistical methods have made it possible to visualise global
face shape correlates of social judgments. e current thesis used a data-driven approach
to investigate face shape correlates and perception of two traits, masculinity and strength,
both of which are important in mate choice and social perception more generally.e studies
presented dened the inuences of body physique (height, body mass index, body fat and
muscle mass) on facial shape, and their eects on the perception of masculinity, attractiveness
and strength.
Study 1 investigated the face shape correlates of actual and perceived masculinity. I found
that perceived masculinity is not only driven by sexually dimorphic shape, but also by cues
to body height and weight. Men with taller and heavier bodies were perceived to have more
masculine-looking faces.
Study 2 investigated women’s perception of male attractiveness as a function of masculine
face shape. As previously assumed but not explicitly tested, I found that masculinity prefer-
ences followed a quadratic relationship: attractiveness increased with increasing masculinity
levels, but dropped o at higher levels of masculinity. In addition, I showed that the relative
costs and benets of high and low masculinity are aected by individual dierences in own
condition, perceived nancial harshness and pathogen disgust.
In Study 3, I found that perception of strength from faces is driven by facial cues to body
physique; individuals with higher body bulk were perceived to be stronger. In men, it proved
possible to further dissociate facial cues to muscle and fat mass which both contributed to
strength perception.
e thesis demonstrates that facial cues used in the evaluation of masculinity and strength
are linked to bodily characteristics associated with sex dierences and actual strength, namely
height, weight, muscularity and adiposity. My ndings therefore support the hypothesis that
perceptions have an adaptive origin.
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Part I.
General Introduction
1

1. e relevance of faces in social interactions
To “judge a book by its cover” is considered ill-advised and socially undesirable. Yet, numerous
studies show that facial appearance aects how we perceive others, especially on—but not
limited to—rst encounters. Faces are central to social interactions. As Hassin and Trope
(2000) noted, they are available in almost every social situation and provide relatively stable
information regarding a range of socially relevant categories such as sex and age (Bruce
& Young, 1986), but can also reveal emotions and intentions. e importance of faces also
is supported by neuroscientic evidence showing that some brain areas are specialized for
processing faces (e.g., Kanwisher & Barton, 2011). Inferences from faces go far beyond basic
judgments such as sex or age: One study found that 75% of a sample of more than 500 adults
explicitly embraced the notion that faces reveal “true” personality (Hassin & Trope, 2000).
e idea that facial appearance might be linked to behavioural traits or personality is termed
physiognomy, and can be traced back to antiquity. Physiognomy received renewed interest in
the 18th and 19th century, but was soon dismissed as pseudoscience. Berry and Wero (1993)
identied fear of association with physiognomists as one of the reasons why psychologists
were initially reluctant to investigate the link of physical appearance and impression formation.
Yet, empirical evidence gathered over the last decades suggests that some initial perceptions
not only show high inter-rater agreement, but also might have a “kernel of truth” to them
(Berry &Wero, 1993).
is thesis is based on the premise that understanding how inter-personal impressions are
formed from faces helps to understand why they are formed, and one interest of this thesis
lies in linking these whys to evolutionary reasoning.is introductory chapter will rst briey
review the relevance of faces in social interactions, theoretical andmethodological approaches
to social face perception, and then introduce the scope of the current thesis.
1.1. Appearance-based judgments aect social interactions
One of the most researched aspects of facial appearance is facial attractiveness.e power
of physical attractiveness in impression formation and social interactions has been well
documented. Even infants distinguish between attractive and unattractive faces (Langlois et
al., 1987), and from infancy throughout adult life more attractive people are perceived and
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treated preferentially (Dion, Walster & Berscheid, 1972; Feingold, 1992; Langlois et al., 2000)
in academic (e.g., Ritts, Patterson & Tubbs, 1992), occupational (Cash, Gillen & Burns,
1977; Dipboye, Arvey & Terpstra, 1977; Dipboye, Fromkin &Wiback, 1975; Hamermesh &
Biddle, 1994) and mating contexts (Jokela, 2009; Pu¨ger, Oberzaucher, Katina, Holzleitner
& Grammer, 2012; Walster, Aronson, Abrahams & Rottmann, 1966) and even in court (e.g.,
Sigall & Ostrove, 1975).
Facial attractiveness is not the only appearance-based judgment that has been shown to
have real-world outcomes. Like judgments of facial attractiveness, social attributions, too,
have been found to show high inter-rater agreement (e.g., Engell, Haxby & Todorov, 2007;
Zebrowitz McArthur & Berry, 1987) and to impact strongly on various social outcomes. Facial
perceptions of competence predict the selection of political (e.g., Ballew & Todorov, 2007;
Olivola & Todorov, 2010a; Rule et al., 2010; Todorov, Mandisodza, Goren & Hall, 2005) as
well as corporate leaders: the CEOs of more successful companies look like better leaders
(Rule & Ambady, 2008, 2009), and more competent-looking CEOs receive higher salaries
(Graham, Harvey & Puri, 2010). Zebrowitz and Montepare (2005) suggested that perceptions
of competence reect dierence in babyfaceness; earlier studies by Zebrowitz and colleagues
found evidence suggesting that babyfaceness, too, aects hiring (Collins & Zebrowitz, 1995;
Zebrowitz, Tenenbaum & Goldstein, 1991) and sentencing (Berry & Zebrowitz McArthur,
1988; Zebrowitz & McDonald, 1991) decisions.
Trustworthiness is another social attribute that has powerful eects on social interactions
including sentencing: Wilson and Rule (2015), for example, showed that facial trustworthi-
ness predicts the likelihood of death sentences for convicted murderers, and perceptions of
trustworthiness were found to predict electoral outcomes in Japan (Rule et al., 2010). On
an inter-personal level, trustworthiness judgments likely aect who we choose to cooperate
with—experimental studies show that untrustworthy-looking individuals are less likely trus-
ted in economic games (e.g., Rezlescu, Duchaine, Olivola & Chater, 2012). Even children as
young as ve years old appear to base their cooperative behaviour on facial impressions of
trustworthiness (Ewing, Cauleld, Read & Rhodes, 2014).
Hassin and Trope (2000) found that facially inferred personality can change the interpret-
ation of verbal information, and that facial appearance has consistent and uncontrollable
eects on decisions (even when asked to ignore facial photographs of hypothetical job seekers,
participants failed to do so). While their study suggests that we do read from faces, they also
found evidence that we read into faces: perceptions of faces can be altered when information
about personality is available (Hassin & Trope, 2000)1. Nonetheless, Rudoy and Paller (2009)
showed that perceptual information from facial images was more inuential than verbal cues
1Compare ndings by Little, Burt and Perrett (2006) who showed that faces perceived to reect desired person-
ality traits were rated as more attractive.
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to trustworthiness when judgments were made under time constraints. Olivola and Todorov
(2010b) found that facial appearance prevails over other social cues in driving judgments,
even if those other cues might be more valid. Similarly, Rezlescu et al. (2012) showed that the
eect of a trustworthy facial appearance in a trust game was greatly reduced but remained
signicant when behavioural information was available.
In summary, appearance-based impression formation is of signicant importance in social
interactions.
1.2. Faces elicit snap judgments
Willis and Todorov (2006) found that an exposure time of 100 ms was enough for observers to
form judgements of attractiveness, likability, trustworthiness, competence and aggressiveness
that correlated with ratings by a dierent set of raters without time constraints. Increasing
exposure time to up to 1 s did not signicantly change judgments, but increased condence
in judgments and lead to more dierentiated person impression—the correlation between
the ve dierent judgments decreased with longer exposure, and so did the eect of attract-
iveness on trait judgments (see also Todorov, Pakrashi & Oosterhof, 2009). Bar, Neta and
Linz (2006) found that observers formed relatively stable impressions of how threatening a
(neutral) unknown face looks aer exposure times as little as 39 ms. Rapidity of judgments
has also been demonstrated for ratings of competence (Ballew & Todorov, 2007) and extra-
version (Borkenau, Brecke, Mo¨ttig & Paelecke, 2009), amongst others, suggesting that certain
judgments are made spontaneously and automatically.
1.3. Faces elicit (somewhat) accurate judgments
Research on the accuracy of social perceptions has oen focussed on the “Big Five” personality
characteristics (openness, conscientiousness, extraversion, agreeableness, neuroticism), as
well as dimensional traits derived from circumplex models (e.g., Wiggins, 1979) such as being
submissive versus dominant. By relating trait judgments to self-report measures of personality,
small to moderate correlations have been found between observer- and self-rated measures of
personality for some but not other traits. For example, in studies reviewed by Zebrowitz and
Collins (1997) correlations of other-rated dominance and self-report questionnaire measures
ranged from .11 for women up to .53 formen. Extraversionwas found to be perceivedwith some
accuracy by Penton-Voak, Pound, Little and Perrett (2006) and Borkenau et al. (2009)2. Berry
and Wero (1993) found that observers were able to predict social dominance, interpersonal
2Note, however, that these ndings were based on unstandardized stimulus pictures—accuracy for judgments of
extraversion was mediated by facial expressions
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warmth and honesty with some accuracy. Limited accuracy was also found for judgments
of intelligence (Zebrowitz, Hall, Murphy & Rhodes, 2002) and perceived trustworthiness
(Porter, England, Juodis, ten Brinke &Wilson, 2008).
Studies on the accuracy of judgments might have over-estimated true accuracy. Todorov,
Olivola, Dotsch andMende-Siedlecki (2015) identied the following shortcomings of previous
studies on judgment accuracy. First, a failure to control for gender, ethnicity and age which
may provide obvious indicators of the traits being inferred; second, studies have compared
accuracy of face judgments against chance when it should be compared against other sources
of information (such as base rates of traits in the population).ird, it is usually assumed that
facial images adequately capture facial appearance—yet, there can be considerable variation
between images of the same individual (e.g., Jenkins, White, Van Montfort & Burton,
2011; Todorov & Porter, 2014).3 Nonetheless, evidence does suggest that judgments are not
completely arbitary.
In summary, judgments such as trustworthiness are made automatically and rapidly, seem
to prevail even when additional (conicting) behavioural information is available and have
a strong impact on social decisions and interactions—but if these judgments are of limited
(and sometimes indeed very poor) accuracy, why do we make them?
3Note that this variation might be of less concern when capturing participants with neutral facial expressions,
standardising head posture and excluding non-face cues such as clothing and hair, which are standard
procedures in many face perception studies.
6
2. Reading faces: understanding social face
perception
e following section will review research trying to answer why we form quick and some-
times persistent impressions if they are not necessarily accurate. e main premise of the
reviewed research is that faces may provide information regarding future social interactions
which is adaptive to attend to; some facial cues might have evolutionary signicance. e
following section will rst briey discuss theoretical frameworks.e ecological theory of
face perception emphasises that perception impacts on behaviour and social interactions; it
intersects with evolutionary psychology theories that focus on the importance of facial cues in
the context of sexual selection and mate choice (Zebrowitz & Montepare, 2008).e second
part of the following section will then introduce dierent methodological frameworks that
have been deployed to investigate social face perception.
2.1. eoretical frameworks
2.1.1. Perceiving is for doing: adaptive perceptions and overgeneralizations
e ecological theory of social perception suggests that observers are attuned to cues that
have adaptive signicance (Zebrowitz, 2011; Zebrowitz & Collins, 1997; Zebrowitz, Fellous,
Mignault & Andreoletti, 2003; Zebrowitz McArthur & Baron, 1983). From an evolutionary
point of view, it would have been important to detect with accuracy those attributes that
aect the outcomes of potential social interaction. For example, individuals that pose a threat
should be avoided. If the costs of missing a cue to threat are higher than those of erroneously
ascribing threat to someone that happens to bear facial traits resembling cues to threat, a bias
in social perception, i.e. overgeneralization, can arise (Zebrowitz & Collins, 1997; Zebrowitz
& Montepare, 2008). Zebrowitz (1996) proposed that facial traits resembling emotions might
be overgeneralized in trait judgments.1 In line with this reasoning, Said, Sebe and Todorov
1Previously, Secord (1958) had proposed that emotional expressions are perceived to extend in time: current
expression can lead to mistaken inferences about stable traits. Knutson (1996), for example, found that people
with angry expressions were perceived high in dominance, while people with sad or fearful expression were
perceived low in dominance.
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(2009), for example, found that (neutral) faces that showed structural resemblance to angry
facial expressions were perceived to bear negative (threatening) traits (see also Montepare
& Dobish, 2003; Neth & Martinez, 2009). Emotion-related trait inferences also appear to
interact with facial cues to sex. Hess, Adams Jr., Grammer and Kleck (2009) hypothesized
that because expressive markers of anger overlap with markers of sex (e.g., lowered eyebrows),
androgynous angry faces would be more likely perceived as male than female; indeed, they
found that angry faces were more likely perceived to be men (while happy/fearful faces were
more likely to be perceived as women) (see also Zebrowitz, Kikuchi & Fellous, 2010).
One of the most compelling studies in support of a functional basis of face perception (and
tying in with reasoning on emotion overgeneralization) was conducted by Oosterhof and
Todorov (2008). Research on social perception had suggested that faces are evaluated along
two dimensions (trustworthiness or valence, and dominance). Oosterhof and Todorov (2008)
showed that these perceptions might represent an overgeneralization of cues indicative of
harmful intentions and the ability to cause harm, respectively. Whereas the valence dimension
comprised facial cues to expressions signalling approach and avoidance behaviours, the
dominance dimension appeared to comprise cues to physical strength:e valence but not
the dominance dimension was related to judgments on a scale ranging from angry to happy,
whereas ratings of facial maturity and femininity/masculinity where more strongly related to
the dominance than to the valence dimension (see also Oosterhof & Todorov, 2009).2
2.1.2. Mate preferences: Darwinian aesthetics
Owing to its importance in social interactions, facial attractiveness has been heavily researched.
Based on ndings that from an early age and across diverse cultures there is noteworthy
agreement in ratings of facial attractiveness (Langlois et al., 2000; Rhodes, 2006), a lot
of research has investigated attractiveness within an evolutionary framework. It has been
hypothesized that “[w]hen members of a species discriminate between potential mates with
regard to their physical appearance, as humans do, . . . the discrimination reects special-
purpose adaptations responsive to cues that hadmate value in evolutionary history” (ornhill
& Gangestad, 1999, p. 452). Put dierently, mating decisions, advised by specic preferences
and aecting reproductive success (Jokela, 2009; Pu¨ger et al., 2012; Rhodes, Simmons &
Peters, 2005), are likely to be shaped by processes of sexual selection rather than being arbitrary
concepts exclusively shaped by cultural norms (Grammer, Keki, Striebel, Atzmu¨ller & Fink,
2003; Rhodes, 2006;ornhill & Gangestad, 1999).
2A recent study using less controlled stimulus images suggests that a third dimension which the authors termed
“youthful-attractiveness” might be used to evaluate faces (Sutherland et al., 2013).
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2.1.2.1. Sexual selection
Being startled by traits that seemed detrimental to survival (such as the much-cited peacock’s
tail), Darwin developed the idea of sexual selection. Its agents are sexual rivals and mates
(Ghiselin, 1974, as cited in Andersson, 1994)—sexual selection, as conceptualised by Darwin,
is driven by males competing against each other for females (intrasexual selection), and by
females choosing males (intersexual selection).
Bateman (1948) sought to provide an explanation for intrasexual competition, and found
that the variance in reproductive success dieredmore betweenmale than between femaleDro-
sophila. Whereas male reproductive success increases with the number of matings achieved,
female reproductive success does not increase aer the rst mating. Drosophila female repro-
ductive success is limited by the number of eggs that can be produced, but male reproductive
success is only limited by the ability to fertilise eggs, leaving males with a higher reproductive
potential than females and a erce competition for mates. Trivers (1972) dened a more
general principle governing sexual selection: the relative parental investment in ospring
by the two sexes. He dened parental investment as “any investment by the parent in an
individual ospring that increases the ospring’s chance of surviving (and hence reproductive
success) at the cost of the parent’s ability to invest in other ospring” (Trivers, 1972, p. 139).
What governs sexual selection, thus, is the relative investment of the sexes3:e sex to invest
more should be more critical in mate choice; the sex to invest less should be competitive about
sexual access to members of the higher-investing sex. In humans, it is women who have a
higher obligatory investment in ospring (cost-intensive gametes, gestation, lactation, etc.),
and a limited fertile phase.4
Traits whose expression is related to dierences in reproductive success, and caused by
competition over mates (Andersson, 1994) are called sexually selected traits. Intrasexually
selected traits are sexually dimorphic traits that benet males in aggressive encounters with
same-sex individuals, such as increased body height. Intersexually selected traits can benet
their bearers via two dierent routes: rst, through Fisherian runaway selection (Fisher, 1930)
for “sexy sons” (and daughters, Cornwell & Perrett, 2008), which leads to the evolution of
ornaments—traits whose value is initially arbitrary, but increases ospring’s reproductive
success by rendering them more desirable to potential partners. And second, opting mate
choice for honest signals, leading to traits that indicate good genes or non-heritable benets
like parental care, providing abilities, protective behavior etc. (e.g., Hamilton & Zuk, 1982;
3Although it has been suggested that operational sex ratios and potential reproductive rates might be other
important determinants (e.g., Eens & Pinxten, 2000).
4Note that this is not the case in all species (sex-role reversal, e.g., Andersson, 1994), and even within species
it has been observed that populations may switch between exhibiting conventional and reversed sex-roles
depending on uctuations in ecological or physical factors (e.g., Eens & Pinxten, 2000), and this may also
apply to humans (Brown, Laland & Mulder, 2009).
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Trivers, 1972; Williams, 1966; Zahavi & Zahavi, 1997). Oen, ornaments and indicators are not
easily discriminable. According to Miller, “[a]ny particular trait that evolved through sexual
selection was probably inuenced by some combination of runaway processes, pressures
to advertise tness, and psychological preferences.” (Miller, 2001, p. 159–161). Indeed,
Kokko, Brooks, Jennions and Morley (2003) argue the dichotomy of “Fisherian runaway” and
Zahavian “good genes” models to be misrepresentative, as both preferences and traits become
correlated when they have a heritable genetic basis.
Several such sexually selected traits have been put forward, such as symmetry, (e.g., Gram-
mer &ornhill, 1994; B. C. Jones, Little & Perrett, 2003; Moller &ornhill, 1998; Perrett
et al., 1999;ornhill & Gangestad, 1993), averageness (e.g., Alley & Cunningham, 1991;
Grammer et al., 2003; Grammer &ornhill, 1994; Langlois & Roggman, 1990; Rhodes &
Tremewan, 1996;ornhill & Gangestad, 1993), skin texture (e.g., Fink, Grammer & Matts,
2006; B. C. Jones, Little, Burt & Perrett, 2004; S. C. Roberts et al., 2005), scent (e.g., Gangestad
&ornhill, 1998; Grammer, Fink & Neave, 2005; Rikowski & Grammer, 1999;ornhill &
Gangestad, 1999), and movement quality, (e.g., Fink, Weege, Neave, Pham & Shackelford,
2015; Grammer et al., 2003). Another trait, and of main interest to the current work, is (facial)
sexual dimorphism, which will be briey reviewed in the following section.
2.1.2.2. Facial sexual dimorphism
Proximately, dimorphism in secondary sexual traits is caused by sex-specic ratios of two
classes of steroid hormones, androgens and oestrogens. Both sexes have both hormones,
but the ratio at puberty is sex-specic (ornhill & Moller, 1997). Sex hormones aect
both morphology and behaviour via multiple routes. Prenatally, they have organising eects
on body and brain anatomy (e.g., Mazur & Booth, 1998; McEwen, 1988). During puberty,
sexual dimorphism increases drastically under their inuence, and uctuating levels of sex
hormones continue to aect human behaviour post-pubertally (see Section 7). Hence, pre-
and post-natal hormone levels, behaviour and (face-) morphological features are mutually
linked.
In women, typically female (facial) features have been linked to higher attractiveness in
numerous studies (Cunningham, 1986; Fraccaro et al., 2010; Johnston & Franklin, 1993;
Johnston, Hagel, Franklin, Fink & Grammer, 2001; D. Jones & Hill, 1993; Law Smith et al.,
2006; Perrett et al., 1998; Perrett, May & Yoshikawa, 1994; Rhodes, 2006; Rhodes, Hickford
& Jeery, 2000). Female femininity is linked (and sometimes even treated synonymously,
D. Jones & Hill, 1993) to neotenous traits:5 big eyes, full lips, a small nose, and reduced
vertical dimensions (Cunningham, 1986; D. Jones et al., 1995; D. Jones & Hill, 1993). Korthase
5“Neoteny” in this context refers to features distinguishing older adults from young adults rather than babies.
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and Trenholme (1982) found that younger female faces were rated as more attractive, and
D. Jones et al. (1995) showed that men from ve populations preferred female faces bearing
neotenous traits as mentioned above. According to D. Jones et al. (1995), neoteny constitutes
an essential part of female attractiveness, because it signals youth and thereby fertility. D. Jones
(1996) argued that individual females displaying supernormal youth had an advantage in
female-female competition for desirable mates. Neoteny thus would constitute a by-product
of an adaptive fondness for youth, which has been tightly connected to fertility in our female
ancestors. With increasing age, faces become more masculine as the oestrogen to androgen
ratio lowers in women, and fertility decreases (Symons, 1995;ornhill & Gangestad, 1999).
e most attractive female faces, however, also show markers of maturity such as high
cheekbones (which are thought to develop as a result of increased pubertal oestrogen levels,
Cunningham, 1986; Grammer et al., 2003), possibly because a combination of neonate and
mature features might signal an optimal age for reproduction. Indeed, oestrogen levels have
been found to predict ratings of facial femininity, attractiveness and health (Law Smith et al.,
2006). In addition, female facial attractiveness correlates with body attractiveness (ornhill
& Gangestad, 1999) and oestrogen-dependent body traits such as breast size and waist-to-hip
ratio also positively correlate with fecundity (Jasienska, Ziomkiewicz, Ellison, Lipson &
une, 2004).
Law Smith et al. (2012) put forward another theory regarding the attractiveness of women’s
facial femininity. ey found that both facial femininity and maternal tendencies were as-
sociated with higher oestrogen levels; facial femininity may thus serve as a cue to maternal
tendencies to potential mates. However, facial femininity was not measured directly. Com-
posites of women desiring a higher number of children were rated to look more feminine
than composites of women who reported a lower ideal number of children. Stimuli provided
both textural and shape cues and were unmasked, making it hard to determine whether it was
indeed oestrogen-dependent face shape cues that led to the perception of higher femininity
in women who desired more children.
Inmen, the attractiveness of typicallymale features is debated. Nonetheless, men’s secondary
sexual traits were long viewed as having primarily evolved under female choice: women would
choose facially masculine partners as facial masculinity would act as an honest signal of health.
Recently, it has been argued that men’s facial masculinity is irrelevant to women’s perceptions
of attractiveness, and might be primarily linked to male-male competition, as evidenced by
the close link of facial masculinity to perceptions of dominance and threat. is topic will
be explored in more detail in Part III of this thesis. At this point, it is only noted that men’s
facial masculinity is interesting for two main reasons: rst, it has been suggested to be linked
to dominance, one of the main facial dimensions along which unfamiliar, neutral faces are
assessed, and second, facial masculinity might reliably cue behavioural tendencies such as
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increased aggression or competitiveness via its dependence on testosterone.
2.1.3. Parallels and disagreement
Reasoning on the functional signicance of cues by proponents of an ecological theory of
social perception and evolutionary psychology diverge when it comes to facial attractiveness.
While evolutionary psychology considers facial attractiveness to be rooted in cues to mate
condition, Zebrowitz and Rhodes (2004, see also Zebrowitz, 1996 and Zebrowitz & Collins,
1997) argue that perceptions of facial attractiveness are rooted in a sickness overgeneralization
eect.6 Individuals whose faces bear traits resembling facial cues of sickness or bad genes
should be avoided as they might be contagious or have poor intellectual or social skills.is
argument is based on the nding that health, for example, is only accurately perceived in
less attractive individuals, while very attractive individuals are not actually healthier than
individuals of average attractiveness. us, an apparent inaccuracy in judgments (more
attractive individuals being more healthy than less attractive individuals) could be explained
by an overgeneralization that is rooted in an accurate, adaptive judgment—a negative response
to unhealthy faces being overgeneralized to a negative response to faces that resemble those
of less healthy individuals. In contrast, from an evolutionary psychology point of view
unattractive people do not resemble unhealthy people, but rather are perceived as unattractive
because they are less healthy (or of otherwise poorer condition).
Another area of potential disagreement lies in the role facial cues to maturity play in
interpersonal perception. Zebrowitz (1996) suggested that it is adaptive to respond to age-
related physical qualities, such as “nurturing the very young and the very old and mating
with the fertile” (Zebrowitz, 1996, p. 213). An overgeneralization of age cues may lead to
individuals whose facial traits resemble those of a particular age group being perceived to have
psychological qualities typical of that age. In particular, studies on an overgeneralization of
age-related cues have focussed on an overgeneralization of babyface-like features (Zebrowitz,
2011; Zebrowitz & Montepare, 2008). Berry and Zebrowitz McArthur (1986), for example,
found that faces with childlike features were perceived as warmer and less threatening.
Zebrowitz McArthur and Berry (1987) explicitly viewed babyfaceness as a unipolar dimen-
sion, that is, not as part of an axis stretching from baby-faced to mature.7 While Zebrowitz
(1996) acknowledges that the facial and bodily characteristics that “distinguish babies from
adults also dierentiate women and men”,8 or, more generally, that cues to sex and age overlap,
6 Zebrowitz (2011) refers to “anomalous face overgeneralization”.
7 Zebrowitz (2011) acknowledges that perceived babyfaceness and maturity lie on an axis when it comes to
perceptions of dominance.
8Note that this denition is not identical to the denition of neotenous traits used earlier. While femininity is
linked to actual and perceived youth, it would clearly not be adaptive for men to feel sexually attracted to
immature women.
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they concluded that it is age-related overgeneralization that drives or at least contributes
to sex-typical perceptions and gender stereotypes, and not the other way round (see also
Zebrowitz, 2011). While it remains to be demonstrated whether women are perceived as more
trustworthy (Dzhelyova, Perrett & Jentzsch, 2012) because they look younger, or whether
individuals with feminine facial features are perceived as more trustworthy because women
are, on average, less likely to show aggressive/threatening behaviour, overgeneralization is
likely to play an important role in amplifying impressions.
In summary, both proponents of an ecological theory of social perception and evolutionary
psychologists propose an adaptive basis of preferences and perceptions, but disagree on the
functional signicance of specic cues.
2.2. Methodological frameworks
Dierent methods have been used to determine which facial traits aect perceptions of attract-
iveness and other social judgments. Some studies were based on ratings of facial morphology.
For example, Zebrowitz et al. (1991) used faces rated low and high on babyfaceness to in-
vestigate how facial maturity aects hiring recommendations; Rhodes, Chan, Zebrowitz and
Simmons (2003) collected ratings of facial masculinity/femininity to test whether facial sexual
dimorphism is linked to actual and perceived health.
As ratings of specic aspects of morphology of natural faces might be biased by other facial
dimensions, identity, or stereotypical associations (e.g., Komori, Kawamura & Ishihara, 2011;
Pound, Penton-Voak & Surridge, 2009), other studies used computer-graphic methods to
visually manipulate traits of interest. For example, Rhodes and Tremewan (1996) and Perrett
and Penton-Voak (1999) made individual facial images more or less symmetric to test for the
eects of symmetry on attractiveness; Perrett et al. (1998) manipulated faces along a male-
female shape axis to test for the eects of sexual dimorphism on attractiveness and impressions
such as dominance and warmth. While this method made it possible, for example, to visualize
the facial correlates of sexual dimorphism, its typical use in two-alternative forced-choice
paradigms allows only limited inferences regarding the importance of specic features in
judgments of attractiveness and social attributions (see Section 9 of the current thesis).
Yet a dierent approach took to physically measuring traits. In the context of sexual
dimorphism, the size of sexually dimorphic traits such as cheekbone width, eye height or
chin length were either used on their own or combined into masculinity indexes to predict
attractiveness (Cunningham, 1986; Grammer &ornhill, 1994; Koehler, Simmons, Rhodes
& Peters, 2004; Penton-Voak et al., 2001; Scheib, Gangestad &ornhill, 1999;ornhill &
Gangestad, 2006; Waynforth, Delwadia & Camm, 2005). One shortcoming of this method is,
though, that it requires a priori hypotheses about the perceptual determinants of judgments:
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if not anticipated, a relationship cannot be detected. A fourth approach circumvents this
limitation—data-driven models make it possible to visualize global facial structure that
covaries with specic social attributions without the necessity of a priori assumptions.
2.2.1. Geometric morphometrics
Quantifying human proportions has a long tradition in physical anthropology and medicine.
Physical features have beenmeasured to derive normative data, compare groups (e.g., men and
women) and, related to the latter, to identify group-dening characteristics that can be used,
for example, to sex skeletal remains. With the advance of statistical and computational meth-
odology, a transition frommeasuring distances, angles and ratios to geometric morphometric
methodology has begun. Geometric morphometrics subsume analyses and visualisations that
are based on Cartesian coordinates instead of single distances and angles. More specically,
analyses focus on shape: the geometric properties of an object that are invariant to location,
scale and orientation (Slice, 2005). Cartesian coordinates of digitised points are transformed
into shape coordinates by subjecting them to generalized Procrustes analysis (see, e.g. Slice,
2005, and Section 5), thereby retaining all of the geometric information, i.e. the relative
conguration of traits.ese methods can be used to derive global face measures of variables
such as sexual dimorphism (Komori et al., 2011; Scott, Pound, Stephen, Clark & Penton-Voak,
2010; Valenzano, Mennucci, Tartarelli & Cellerino, 2006), but also for visualising face shape
correlates of biological variables such as sex (e.g., Fink, Neave, Manning & Grammer, 2005)
and social judgments such as perceived dominance (e.g., Windhager, Schaefer & Fink, 2011)
and trustworthiness (Kleisner, Priplatova, Frost & Flegr, 2013). As the number of shape
variables oen exceeds feasible sample sizes (and for statistical reasons briey discussed in,
e.g., Slice, 2007), principal components analysis (PCA) is oen used to reduce the number of
variables.
2.2.2. Face space
Parallel to these methods, the psychological literature developed its own computational
methods from a somewhat dierent starting point.e initial impetus came from questions
regarding the encoding of faces underlying face recognition. Sirovich and Kirby (1987) laid
out how facial images could be described by using principal component analysis. Valentine
(1991) then introduced a theoretical model to describe how humans represent faces: “face
space” (Turk & Pentland, 1991). O’Toole (2011) summarizes the model as follows: (1) faces are
points in a multidimensional space; (2) axes of this multidimensional space describe feature
sets that encode individual faces (each face has a specic value on each axis); (3) the Euclidian
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distance between to faces describes their similarity. us, while just one of many tools for
morphometricians, PCA also serves a theoretical framework in psychology.
Translating this theoretical model into a “physical face space” (O’Toole, 2011), the rst
models were purely image- or pixel-based: faces were aligned by the position of eyes, and
(grey values of) pixels of each image subjected to a PCA (e.g., O’Toole, Abdi, Deenbacher
& Valentin, 1993). An obvious problem of this approach was that images were not aligned
according to feature location, resulting in some face dimensions carrying artefacts due to
misalignment of input images. A next step saw shape information removed from faces before
subjecting images to a PCA, thus analysing only texture/reectance information. Craw and
Cameron (1991) delineated faces with a set of “control points”, averaged the location of these
points across faces and then morphed individual images into the average shape. Hancock,
Burton and Bruce (1996) further developed this approach by not only conducting a PCA
on the “shape-free” (i.e. texture/reectance) information, but also on the position of the
landmark points used to morph individual images into the average shape. ey called the
resulting PCs “shape vectors”.9 Importantly, this made it possible to separately test for eects
of shape and texture on human perception and cognition. Benson and Perrett (1991) and
Rowland and Perrett (1995) reconstructed not only the shape of faces, but also their colour
information and texture (Tiddeman, Burt & Perrett, 2001), thus making it possible to recreate
(and manipulate) more realistic facial images.
Blanz and Vetter (1999) presented a morphable model of 3D face scans, which brought
multiple important advancements. First, face shape was independent of lighting in their
model. Second, they established correspondence across the whole surface of 3D scans rather
than just a landmark template.ird, their their model allowed them to describe individual
faces as a trajectory from the average, in terms of both shape and reectance. Fourth, this
morphable model could be tted to 2D images (Blanz & Vetter, 1999, 2003).
Oosterhof and Todorov (2008) used this morphable model to visualize the facial cues
underlying perceptions of trustworthiness and dominance. By regressing judgments of trust-
worthiness and dominance on principal components of shape, they derived two orthogonal
dimensions of face evaluation: valence and dominance10.ey showed that (a) synthetic faces
based on the shape correlates of valence/dominance judgments elicited perceptions of trust-
worthiness/dominance and (b) that other social judgments such as threat could be reproduced
as a function of these two dimensions. Todorov and Oosterhof (2011) also modeled reectance,
and derived six more vectors of social judgments (e.g., attractive, mean, competent), and
9While this approach is similar to that used in geometric morphometrics, these shape vectors would not be
considered true shape variables in a geometric morphometric framework, because they still contained variance
due to dierences in scale, as evidenced by face size emerging as the the rst principal component in Hancock
(2000).
10e dominance dimension was rotated to make dimensions of valence and dominance orthogonal.
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Todorov, Dotsch, Porter, Oosterhof and Falvello (2013) validated these vectors by showing
that they elicit corresponding social judgments.
Similarly, Walker and Vetter (2009) investigated both shape and reectance correlates of
personality, by regressing trait ratings on the faces dening Blanz and Vetter’s (1999) 3D
morphable model onto PC scores.ey then applied the derived vectors to a new set of 2D
images: Original images were moved towards shape and reectance associated with low and
high [trait] ratings.ese images were then presented in a two-alternative forced choice task,
in which participants had to choose the face that looked more like [trait]. For all six traits,
participants chose the image manipulated towards higher [trait] above chance, showing that
the constructed vectors accurately reected shape and reectance associated with the tested
trait impressions. Walker, Jiang, Vetter and Sczesny (2011) demonstrated these vectors can
also elicit consistent perception of personality cross-culturally.
Said and Todorov (2011) used the Blanz and Vetter face space to build a “statistical model
of attractiveness”.ey generated 4,000 random faces and collected ratings of attractiveness
on them. ey then regressed ratings of attractiveness on principal components of both
shape and reectance.e resulting model accurately predicted attractiveness of a new set of
randomly generated faces (correlation of predicted and rated attractiveness greater than r=.79
for both male and female faces). ey also calculated the vector of greatest attractiveness
and compared it to the vector of sexual dimorphism (measured as the dierence between
male and female average). One of the most interesting ndings from their model is that male
attractiveness is dierently related to sexual dimorphism in shape and reectance: while male
masculinity in the reectance dimensions was relatively similar to the male attractiveness
vector, male shape dimensions were closer to the attractiveness vector when more feminine
(Said & Todorov, 2011). Similarly, male and female averageness and attractiveness were related
dierently for shape and reectance: averageness was found to be attractive especially for
shape but not reectance components.
In summary, recent advances regarding data-driven models provide unprecedented possib-
ilities to visualise and manipulate facial correlates of a range of trait judgments, allowing a
more rened investigation of cues used in impression formation.
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3. esis scope: linking shape to perception
Previous research has made great progress in visually describing face dimensions associated
with social perception. While it has been convincingly demonstrated that structural traits
resembling emotional expressions are underlying evaluations along the trustworthiness di-
mension, the dominance dimension has been less explored.at is, it has been found that
certain face traits reliably predict perceptions of dominance, and it has been hypothesized
that perceptions of dominance are overgeneralized from cues to strength.is was backed
by ndings that face shape correlates of dominance elicit perceptions of facial maturity and
masculinity (Oosterhof & Todorov, 2008). Yet, a strong version of this hypothesis has been
under-explored. What are the face shape correlates of masculinity and (actual) strength? Do
they indeed link to the perceptions of masculinity and strength (and, ultimately, dominance)?
us, one aim of this thesis is to link perceptions back to physical characteristics (sometimes
implicitly) assumed to be underlying these perceptions using a data-driven approach. Based
on reasoning regarding the adaptive signicance of facial cues used in the social evolution
of faces, face cues deployed in judgments such as strength should be linked to physical
characteristics relevant to these judgments (see Figures 3.0.1 and 3.0.2).
Two of the empirical studies presented in this thesis will link physical characteristics to
3D face shape and test whether face shape correlates of bodily traits inform perceptions of
masculinity (Study 1) and strength (Study 3). Another study will investigate the contribution
of 3D face shape to facial attractiveness using the example of male facial masculinity (Study
2). Studies on mate preferences have predominantly used two-dimensional stimuli facial
photographs. Yet, photographs of the same individual can dier greatly in the information
they provide.1 Even slight head postures change both measurements and perception of faces
(e.g., Mignault & Chaudhuri, 2003). us, information available from two-dimensional
stimuli can be ambiguous, and perhaps even obscuring perceptual eects of subtle facial shape
dierences. An ambiguity of two-dimensional pictures was, for example, suggested by Swaddle
and Reierson (2002), who found that women’s preferences for the same male face diered
depending on whether the face was presented face-on, or from a lateral view. Swaddle and
Reierson concluded that future experiments “need to account for three-dimensional viewing
1For unstandardized photographs, variability in attractiveness within subjects can be greater than that between
subjects (Jenkins et al., 2011).
17
of faces if researcher are going to document realistic relations between facial characters and
socially (or evolutionarily) important parameters.” (Swaddle & Reierson, 2002, p. 2287).e
use of three-dimensional stimuli, thus, seems overdue.
Masculinity and strength were chosen as research topics due to their relevance in both
research on mate choice as well as social face evaluation more generally. While Studies 1 and 3
are closer in methodology, the presented experimental studies have been organised according
to the aspect they investigated. at is, Part III will present ndings on masculinity, while
Part IV will focus on strength. Relevant literature will be reviewed at the beginning of the
respective sections.
As outlined in the previous section, one of the benets of using a data-driven approach is
that no a priori hypothesis regarding the importance of specic traits has to be made. Instead,
it can be visualized how face shape is associated with anthropometric traits (e.g., height and
weight) and subjective trait-judgments.e latter makes it possible visualize the facial features
on which a specic judgment is based on; the former can reveal how bodily characteristics
are reected in the face, and how they might aect social judgments through their reection
in facial appearance.
Many recent studies on social face perception have used FaceGen (Singular Inversions,
2015)2 to derive shape vectors and create stimuli, which is based on Blanz and Vetter’s (1999)
morphable model. While FaceGen oers many advantages, especially when it comes to
generating tightly controlled stimuli, I used a non-proprietary computer program developed
in house, MorphAnalyser (Tiddeman, Duy & Rabey, 2000)3.e use of non-proprietary
soware allowed me to build (and extend) models from which dimensions can be derived.
is also allowed me to integrate additional data on the faces building these models which
was necessary to derive face-morphological descriptors of bodily traits such as height and
weight.
2http://facegen.com
3http://cherry.dcs.aber.ac.uk/morphanalyser/version2.4/launch2.4.html
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Figure 3.0.1.: Zebrowitz and Collins (1997)
proposed four developmental routes thatmay
lead to an association of (facial) appearance
and psychological qualities: (A) Common
biological causes, i.e. genetic dispositions
that aect both appearance and behavioural
tendencies. (B) Environmental causes, e.g., a
harsh environment leaving physical and emo-
tional traces. (C) Psychological qualities af-
fecting physical attributes. In what is called a
“Dorian Gray eect”, psychological qualities
may lead to a congruent facial appearance
(C1, C3). For example, repeated facial expres-
sions may reect in patterns of wrinkles re-
inforcing expression-related impressions. In-
congruent associations of psychological and
physical qualities can arise from eorts to
convey desired personality traits by manip-
ulating appearance (C2, C4). (D) Physical
attributes aecting psychological qualities,
either through a choice of particular social en-
vironment, e.g., unattractive people seeking
out small gatherings rather than large mix-
ers, or through evoking a particular environ-
ment, e.g., unattractive people being viewed
and treated as socially awkward. is may
lead to self-fullling prophecy eects (D1) or
self-defeating prophecy eects (e.g., an un-
attractive person compensating experienced
social decits by becoming more extraverted,
D2).
Figure 3.0.2.:e original model by Zebrow-
itz and Collins was modied by extending it
to explicitly include social perception (em-
phasising that perception and actual attrib-
utes are not necessarily congruent), as well
as perceived physical qualities which also
likely contribute to social perception (e.g.,
perceived height inuences perceived leader-
ship ability, Re et al., 2013).
Black arrows indicate the relationships ex-
plored in the current thesis: In order to ex-
amine the adaptive signicance of facial cues
in social perception, biological causes of phys-
ical appearance are investigated.is frame-
work can be used to explore how perceptions
that have been hypothesized to be rooted in
physical qualities can be linked to those phys-
ical qualities, although it is not suggested that
every perceived trait (and in particular, in-
ferred personality) has a biological cause.
Environmental inuences other than social
environment (Path B in the original model)
are not depicted. Dashed arrows represent
paths C and D of the original model and are
not further investigated in the current thesis.
Note that it is also possible for psychological
qualities to aect perceived physical qualities.
Sell, Cosmides and Tooby (2014) recently sug-
gested that angry facial expressions serve the
function of eliciting perceptions of strength
in observers.
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Part II.
General Methodology
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4. Data sets
e work in this thesis is based on two sets of faces. Face Set 1 is a subset of facial images the
Perception Lab has collected over the last 10 years in the course of various research projects.
Set 2 was collected as part of the current thesis. Both image sets were collected with the same
3D camera1 and will be briey described in the following.
4.1. Face set 1
From a bigger collection of 280 faces, all those images were chosen for which complete
scans were available. Incomplete scans can result from problems with viewing angles or poor
positioning of the subject, showing in missing areas particularly beneath the chin and around
the neck. As the scanner cannot record areas with reective surfaces, hair is another source of
scanning problems, with data oen missing from jaws (due to beards, sideburns), or, if no
headband is used, ears and forehead. As the sample was unbalanced in terms of ethnicity, I
also excluded images of non-caucasian faces.
is le images of 66 women and 66 men. For 59 of these women and 52 men, descriptive
data in the form of age, height and weight of the depicted person was available. As all of these
variables potentially aect facial perception, I sought to include only those individuals, for
which all variables were available. In women and men for which all measures were at hand,
body mass index (BMI, weight[kg]/(height[m])2)was heavily skewed (women: skewness=1.71,
SE=.31; men: skewness=2.03, SE=.33).us, analyses were restricted to a sub-sample; women
and men with a BMI above what is considered to be the healthy upper limit (25 WHO, 2013)
were excluded2.e resulting nal sample consisted of 40 women and 40men and is described
in Figure 4.1.1.
4.2. Face set 2
Set 1 was limited in the additional data available for each face.us, I collected a second set of
data, designed to record more anthropometric variables, as well as other variables that have
1http://www.3dMD.com
2Note that some women had a BMI<18.5 (though not smaller than 18), which is considered slightly underweight.
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Figure 4.1.1.: Face Set 1 comprised 40 female and male faces each. Values are given asM(SD).
See Section 5 on construction of average face images.
been previously linked to masculinity (see below). Data collection took place between January
and November 2013. In total, I recruited 140 participants (79 women, Mage = 21.1±5.5 years)
through the department’s study advertising system as well as undergraduate, postgraduate
and sta mailing lists.
On rst coming in, all participants were asked to use facial wipes.is ensured that faces
were bare of make-up for the facial image capturing, and allowed a resting time regarding a
potential increase in facial redness caused by the use of the face wipes before taking colour-
standardised 2D image. Aer removing footwear and excess clothing, body height was
measured, and weight and body composition (muscle and fat mass) were assessed barefoot
using an electrical impedance scale (Tanita SC–330).3 Le and right hands were scanned for
measurements of second-to-fourth digit ratio. ree measures of skeletal frame size were
collected: a tape measure was used to record wrist and head circumference, and elbow breadth
was taken with a sliding caliper. All three measures were taken three times. Two measures
of upper body strength were assessed with a hydraulic dynamometer (Jamar 5030J1, see Part
IV for further details on strength measurements). Finally, 3D and 2D images were taken.4
Participants were asked to remove any jewellery, and their hair was pulled back. Participants
were seated at a set distance and relative height to the camera, and asked to maintain a neutral
facial expression. A questionnaire on developmental speed, self-reported health, dominance
3To account for the weight of remaining clothing, 1 kg was deducted from weight measurements of each
participant
4To collect colour-calibrated 2D images, the protocol described in Whitehead, Re, Xiao, Ozakinci and Perrett
(2012, Experiment 2) was followed.
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and self-perceived mating success (see Appendix A) concluded the data collection.
Exclusions were made based on the following criteria: non-caucasian (n=11), poor 3D
images (n=5, due to facial hair or technical problems), age (n=6, age<18 or age>mean+3 SD).
is le me with a total sample size of 68 women and 50 men (see Figure 4.2.1). No exclusions
were made based on BMI.
Figure 4.2.1.: Face Set 2 comprised 68 female and 50 male faces. Values are given asM(SD).
See Section 5 on construction of average face images.
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5. Quantifying face shape
5.1. Preparing faces for analyses
5.1.1. Raw data
e 3D camera provides a surfacemap of the 3D face structure (amesh of vertices) and a texture
image for each face (see Figure 5.1.1). us, shape and texture of face can be manipulated
separately.
Figure 5.1.1.:e 3D camera provides separate les for shape (le, surface depth map) and
textural information (right).
5.1.2. Delineation
In a rst step, facial surface maps were delineated with homologous landmarks.ere were
several dierent landmark templates in use when I rst joined the lab.e most basic template
consisted of 38 landmarks. Most of these landmarks were fairly easy to locate and could thus be
delineated with little error, such as the centre of the pupil or tip of the nose. Some landmarks
were adopted from 2D delineation templates, such as le and right zygion, which denote the
greatest width of the face. While these points can be located fairly unambiguously in 2D
pictures, in 3D their reliable delineation is more dicult. First, moving the head up and down
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in a frontal view will change where the face has its greatest width. is is also true for 2D
images; yet, as soon as the picture has been taken, in 2D images the location of these points
will be xed. Second, rotating the head from a frontal to a lateral view, it becomes clear that
the zygion is actually not a well-dened point but lying on a surface.
In a rst step, I thus worked on an operationalised denition of all points that would
allow for a reliable positioning of points from dierent views. Points that could not be
operationalised were excluded. For some existing landmarks, position was adjusted; e.g., the
landmark that was originally placed at the point of uppermost attachment of the external ear
was moved to the point of lowest attachment as the upper part of the ear was oen missing for
Face Set 1. In addition, landmarks were added on the hairline, jawline and neck to describe
the facial outline more comprehensively. is resulted in a total number of 51 landmarks
(see Figure 5.1.2 and Appendix B). Faces were delineated inMorphanalyser 2.3.0 (Set 1) and
Morphanalyser 2.4.0 (Set 2; Tiddeman et al., 2000).
Figure 5.1.2.: Surface maps were delineated with 51 facial landmarks, i.e. homologous points.
5.1.3. Standard head and averaging
Tomake structures comparable, i.e., accessible to shape analysis, they must be registered in the
same shape space.is is achieved by subjecting Cartesian coordinates of delineated landmark
points to an algorithm called Generalised Procrustes Analysis (GPA Gower, 1975). General
procrustes analyses transforms Cartesian coordinates into shape coordinates: coordinates
that reect variance in shape which is not due to dierences in location, orientation, or sized
of the original specimens.
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Facial images taken with the 3D camera comprise a varying number of vertices. Yet,
shape analytic algorithms can only be applied to specimen that have the same number of
(corresponding) variables.us, an extra step was required to make head models comparable
as a whole: Each model must consist of the same number of vertices, and for each model,
any particular vertex needs to have a corresponding (“homologous”) vertex in each of the
other specimens. To achieve this, the landmark templates of all digitised head models were
aligned in orientation, rotation and scale using using Procrustes superimposition. In a next
step, surface maps of each captured face were re-sampled in accordance to a standard face
delineated with the same set of landmark points.us, aer the alignment process the surface
maps of each head model have the same number of tessellations between corresponding
landmarks on individual heads (e.g., Re et al., 2011). is establishes homology for the
entire facial surface of each head in the set, and allowed me to use whole surfaces rather than
landmark templates for further analyses and visualisations. Aer head models have been
brought into the same shape space, x-, y- and z-coordinates of corresponding loci on the facial
surface can be averaged across individuals. Maps for the colouration of the facial surface,
i.e. image les of the facial texture, can be separately averaged, and brought into alignment
with the surface maps (Tiddeman et al., 2000). Figures 4.1.1 and 4.2.1 show average male and
female faces of Face Sets 1 and 2.
e standard head that was in use when I rst came to the lab was the head of one particular
participant. As individual, extreme features could aect the warping process, I created a new
standard head in an iterative process. Out of Face Set 1, I chose one female and one male face
each, based on the completeness of the scan, a lack of misplaced vertices etc. All female faces
were warped to this one female, and a female average face was created; analogously, all male
faces were warped to this one male, and a male average face was created.e female average
face was warped to the male average face, and then these two faces were averaged to create a
new, androgynous standard head, devoid of individual features. Finally, all raw faces were
warped to this new standard head.
5.1.4. Masking faces and standardising texture
To eliminate the inuence of hairstyle, clothing and cues to strength from neck circumference
on perceptual ratings, all 3D heads were masked to show faces only. As colour and textural
cues can strongly aect perception (e.g., B. C. Jones et al., 2004; Said & Todorov, 2011; Scott
et al., 2010), average male and female face texture images were created using Psychomorph 4
(Tiddeman et al., 2001). All faces were rendered with this sex-specic standardized texture,
so that only face shape diered between same-sex 3D face models. Figure 5.1.3 shows one of
the stimulus faces before and aer processing.
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Figure 5.1.3.: One of the stimuli from Face Set 1 before (le) and aer (right) processing, i.e.
warping to standard head, masking, and rendering with average texture.
5.1.5. Principal components of shape
Working with the whole surface as opposed to a landmark template considerably increases the
amount of dependent variables. Each head model consisted of approximately 11,500 vertices,
i.e. was described by about 34,500 x-, y-, z-coordinates. I reduced the dimensions of the data
set by subjecting the coordinates dening each head model to a principal component analysis
(see Section 2.2), and using the resulting principal component scores as descriptors of face
shape.
In both data sets, the rst two principal components explained about 30% amount of
variance (Face Set 1: 30.7%, Face Set 2: 29.3%). Appendix C visualizes the rst six principal
components of shape for both sets of faces.
5.2. Describing shape based on group dierences
Multiple methods exist in the literature to describe how variables such as attractiveness (e.g.,
Said & Todorov, 2011) or personality (e.g., Wol4echel et al., 2014) are reected in facial
shape. For the current thesis, I chose a method that conceptually equates to one of the most
frequently used methods in studies of face perception: that is, using the dierence in average
shape between two groups to describe shape changes between them. For example, to test for
the eect of men’s masculinity on women’s preferences, the dierence between men’s and
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women’s average face shape has been used to manipulate individual images towards lower or
higher masculinity/femininity (Perrett et al., 1998).
While most previous studies have used such vectors to visually manipulate individual
images, they can also be used to quantify how much an individual face expresses face shape
associated with a specic variable. Valenzano et al. (2006) and Komori et al. (2011) recently
used this approach to derive an empirical measure of facial sexual dimorphism: based on
the average dierence between men and women’s face shape, they measured sex typicality of
individual faces by determining their position on this male to female vector.
In Section 8, I extrapolate these previous methods to calculate a morphological score
of sexual dimorphism in 3D faces. Section 8 will also describe how this method can be
applied to determine face shape correlates of body height and weight, while Part IV goes on
to investigate face shape correlates of body composition, i.e. muscle and fat mass. Appendix
D will demonstrate that these measures are relatively stable, and can be cross-validated with
an independent set of faces.
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Part III.
Male Facial Masculinity
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6. Section outline
Men’s facial masculinity and its role inmate choice has been a topic of considerable controversy
in recent years.is section starts by reviewing literature on women’s preferences for men’s
facial masculinity, and then summarises ndings from two empirical studies. Study 1 focusses
on explaining perceptions of facial masculinity. Previous literature has shown that objective
measures of masculinity only explain a limited amount of variance in perceived masculinity;
yet it is pivotal to understand what masculinity entails before making inferences about its
signicance in mate choice. Study 2 continues the review of the impact of masculinity on
women’s preference, will test an implicit assumption of many mate choice studies—that mas-
culinity and men’s facial attractiveness are related in a curvilinear fashion—and investigates
how attractiveness of masculinity changes as a function of dierent levels of masculinity.
Fromamethods point of view, Study 1 derives and perceptually validates face-morphological
scores of facial sexual dimorphism, body height and BMI, while Study 2 introduces a new
testing paradigm for masculinity preferences.
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7. Women’s preferences for masculinity in
men’s faces
Trivers (1972) proposed that in species in which females have the higher obligatory investment
and males invest in ospring, females should choose males based on their genetic quality,
as well as the quality of the parental care males (can) provide. Gangestad and Buss (1993)
suggested this may result in a female trade-o between preferences for male investment
and male genetic quality. at is, if men dier with regard to heritable tness, they might
demonstrate varying levels of investment in order to be competitive as mates (Gangestad
& Buss, 1993). us, some men might provide increased levels of investment (but may be
providing less heritable tness to future ospring) while other men might provide higher
heritable tness (but may be investing less in future ospring). Women’s preferences for men’s
facial masculinity have been suggested to reect this trade-o because masculinity would
be indicative of men’s heritable tness. e following section briey reviews the historical
development of this idea.1
ornhill and Gangestad (1993) were the rst to suggest that facial masculinity, i.e. exagger-
ated secondary sexual facial characteristics in men’s faces, are attractive to women because
they might act as a handicap display: as an honest signal of heritable immunocompetence.
Yet, Perrett et al. (1998) found that enhancing masculine facial traits increased both perceived
dominance and negative attributions of male faces including decreased quality as a parent
(also see Boothroyd, Jones, Burt & Perrett, 2007; Johnston et al., 2001).ey concluded that
women may dierentially prefer characteristics associated with genetic quality and charac-
teristics related to paternal investment.is idea was further developed by Penton-Voak et
al. (1999) who found that preferences for masculinity shied across the female menstrual
cycle. In the fertile window of their cycle, women preferred a higher level of masculinity
than in the non-fertile phase. As women had also been found more likely to seek extra-pair
copulations during the fertile compared to the non-fertile phase of the cycle (Bellis & Baker,
1990), it was suggested that women would pursue a mixed long- and short-term strategy, to
1While Gangestad and Buss (1993) as well as the current work focus on women’s preferences and female trade-os
in mate choice, it should be noted that men’s reproductive success, too, is aected by women’s tness and
ability to invest in ospring; men, too, are likely to trade o mate attractiveness and investment (Gangestad &
Buss, 1993).
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meet a trade-o between less masculine but more agreeable, investing long-term partners
and men whose more masculine appearance would indicate good immunocompetence (and
thus heritable benets for potential ospring), but at the same less socially desirable traits
(Penton-Voak et al., 1999).
While numerous studies have built on this theoretical framework, the empirical evidence
that masculinity acts as an honest signal of immunocompetence has been increasingly called
into question (see below). Instead, it has been suggested that masculinity may signal com-
petitive ability to other men, and is only secondarily attractive to women. More recently,
it has been suggested that neither of these two approaches fully captures the link between
“male testosteronized development and quality” (Gangestad & Eaton, 2013). e dierent
theoretical frameworks will be discussed in the following. Note that for the current thesis
it is less important whether masculinity is a signal of a specic aspect of male quality or
general condition. Empirical ndings, if interpreted somewhat dierently by dierent authors,
broadly suggest that women’s perception of male attractiveness is sensitive to facial cues of
masculinity, and that there might be benets and costs associated with choosing a (facially)
masculine partner (see Section 9).
7.1. Masculinity as a cue to (heritable) health
Numerous studies have linked facial masculinity to perceived (Johnston et al., 2001; Rhodes
et al., 2003, 2007; Scott, Swami, Josephson & Penton-Voak, 2008) and (self-reported) actual
health (Rhodes et al., 2003;ornhill & Gangestad, 2006).2 A link to health has also been
suggested based on ndings that facial masculinity and symmetry, another potential cue
to heritable tness benets, as well as preferences for facial masculinity and symmetry are
correlated (Little, Jones, DeBruine & Feinberg, 2008; Little, Jones, Waitt et al., 2008).
How could facial masculinity cue health?e immunocompetence handicap hypothesis
(ICHH, Folstad & Karter, 1992) proposes that testosterone acts as a handicap (Hamilton
& Zuk, 1982; Zahavi, 1975) by suppressing the immune system. Secondary sexual traits
would thereby be honestly signaling immunocompetence to potential mates. Male secondary
sexual characteristics develop in response to high levels of androgens, but producing and
metabolizing testosterone is costly—both energy and metabolites required in the expression
of secondary sex characteristics are limited resources (and might lead to higher levels of
oxidative stress, e.g., Alonso-Alvarez, Bertrand & Sorci, 2007). However, costs associated
with expressing secondary sexual traits are dierential—they will be higher for individuals
with low (inherited) immunocompetence. “High-quality” individuals, by contrast, can aord
2Although Boothroyd et al. (2005) found no evidence that higher facial masculinity was linked to increased
perceptions of health.
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more costly displays, because disadvantageous eects on health for them will be easier to bear.
us, immunosuppressant eects of testosterone might reect an “adaptive” male resource
allocation, in that tness benets by attracting mates outweigh costs of “drawing energy and
essential metabolites” from the immune system (Wedekind & Folstad, 1994).
Although oen invoked in explaining preferences for facial sexual dimorphism, evidence
for direct eects of testosterone on human immunity is sparse, and a meta-analytic review of
cross-species data regards evidence for the ICHH as inconclusive (M. L. Roberts, Buchanan
& Evans, 2004, see also Scott et al., 2013). However, testosterone could have indirect eects
on the immune system, mediated by glucocorticoids (stress hormones). Chronically elevated
levels of glucocorticoids have been found to be immunosuppressive, and correlate in some
species with circulating testosterone (M. L. Roberts et al., 2004).is stress-linked version of
the ICHH has recently also received some attention in research on humans.
Moore, Cornwell et al. (2011) and Moore, Al Dujaili et al. (2011) found results supporting
the stress-linked, but not the original immunocompetence handicap model: women pre-
ferred facial cues to low cortisol, and even more so in the fertile phase of their cycle, but they
showed no preferences to cues to high levels of testosterone only. In the non-fertile phase,
cues to co-occuring high levels of testosterone and low levels of cortisol were found to be
more attractive than increased or decreased levels of both hormones (Moore, Cornwell et
al., 2011). Cortisol was not found to mediate the relationship between cues to testosterone
levels and attractiveness; rather, testosterone was moderating the eect of cortisol on attract-
iveness: under high co-occuring levels of testosterone, cues to cortisol had a smaller eect
on attractiveness ratings (Moore, Al Dujaili et al., 2011). Moore and colleagues suggested
that instead of testosterone, it might be cortisol that acts as cue to a heritable component of
health, whereas “testosterone might be a proxy of male ability to cope eciently with stressors”
(Moore, Al Dujaili et al., 2011, p. 269). Rantala et al. (2012) reported further evidence for
the stress-linked ICHH: higher levels of testosterone were linked to both a higher immune
response to a hepatitis B vaccine and higher facial attractiveness, and these relationships were
stronger in men with lower levels of cortisol.3
Boonekamp, Ros and Verhulst (2008), too, suggested a trade-o between immunocompet-
ence and sexual signaling, but in an opposite way to that proposed by the ICHH: immune
activation would lead to suppressed testosterone levels. Repeated, or endured response to
immune threats might thus lead to less masculine phenotypes (Puts, Jones & DeBruine, 2012).
Although this theory is more compatible with ndings by M. L. Roberts et al. (2004), it is less
3Note that a later study by Rantala et al. (2013) suggested the relationship of immunocompetence and facial
attractiveness was likely to be mediated by facial adiposity rather than masculinity. However, masculinity was
not objectively measured but based on perceptual ratings—as Study 1 will show, perceived masculinity is a
suboptimal measure of sexual dimorphism in facial shape.
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compatible with the ndings by Rantala et al. (2012).
7.2. Masculinity as a cue to status/dominance
Recently, it has been suggested that instead of having primarily evolved under inter-sexual
selection pressures (i.e. for cueing health to women), men’s facial masculinity may have
primarily evolved under intra-sexual selection pressures (Scott, Clark, Boothroyd & Penton-
Voak, 2013). Men’s masculinized voices are perceived to belong to more dominant men
(e.g., Puts et al., 2012), and enhancing facial masculinity of male (and female) photographs
increases perceived dominance (Boothroyd et al., 2007; DeBruine et al., 2006; Perrett et al.,
1998; Swaddle & Reierson, 2002; Watkins, Jones & DeBruine, 2010; Watkins, Quist, Smith,
DeBruine & Jones, 2012; Windhager et al., 2011). Male facial robustness might have also direct
benets in male-male competition—the greater robustness of male skulls may be related to
higher levels of physical violence in men (Puts, 2010; Puts et al., 2012); Stirrat, Stulp and Pollet
(2012) showed that wider-faced men were less likely to die from male-male physical violence.
Does facial masculinity, reecting high levels of testosterone, reliably signal dominance,
and thereby status? According to Mueller and Mazur (1997), it does. In a sample of cadets,
facial dominance was related to higher status (i.e., military rank) attained. Swaddle and
Reierson (2002), too, found that faces (manipulated to) showing putative markers of increased
testosterone were perceived as more dominant. is association of masculinity and perceived
and actual dominance might be mediated via two routes: physical strength, and a drive to
seek for status.
Physical Strength Facial masculinity correlates positively with measures of hand grip
strength (Fink, Neave & Seydel, 2007; Windhager et al., 2011), a proxy of general body
strength (briey reviewed in Wind, Takken, Helders & Engelbert, 2010). In addition, facial
shape has been found to correlate with second-to-fourth (2D:4D) digit ratio (Fink et al.,
2005), which is thought to reect early organising eects of testosterone on both physical
abilities and facial shape—the higher the prenatal testosterone exposure, the lower the 2D:4D
ratio. Second-to-fourth digit ratio correlates positively with both male strength and physical
performance in men and women (e.g., Fink,anzami, Seydel & Manning, 2006). Moreover,
a lower 2D:4D digit ratio is associated with more masculine and a higher 2D:4D with more
feminine facial features (Fink et al., 2005).
Status-seeking Whereas early studies suggested a causal relationship between testosterone
and aggressive behaviour, many studies indicate that testosterone might be linked to status-
seeking behaviour (which at times might require higher levels of aggression; e.g., Rowe,
Maughan, Worthman, Costello & Angold, 2004; Schaal, Tremblay, Soussignan & Susman,
1996). Increased testosterone levels in response to anticipation and success in competitive
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tasks have been interpreted as evidence that testosterone might mediate dominant behaviour
intended to gain andmaintain status (e.g.,Mazur&Booth, 1998). Aer winning a competition,
men with more masculine faces show higher increases in levels of circulating testosterone
than men with less masculine faces (Pound et al., 2009), and the willingness to engage in
another competitive task aer defeat is greater for men with post-experimentally higher levels
of testosterone (Mehta & Josephs, 2006). Similarly, a supposedly testosterone-dependent
trait (facial width-to-height ratio), that was previously thought to be linked to aggression, has
been recently found to predict achievement drive (Lewis, Lefevre & Bates, 2012).
7.3. Masculinity in the context of life history theory
While recent discussions have focussed on an either-/or-approach (masculinity is either a cue
to health or dominance), there is a broader theoretical context that may oer an integrative
framework for previous ndings (Gangestad & Eaton, 2013): testosterone might mediate the
allocation of male resources to survival vs reproductive eort, as well as parenting vs mating
eorts (e.g., Ellison, 2003; Muehlenbein & Bribiescas, 2005).
To maximise their inclusive tness, organisms need to optimally allocate their nite re-
sources to competing functions, such as reproduction, maintenance, storage and growth, and
thus face a range of unavoidable trade-os (Muehlenbein & Bribiescas, 2005). Among the
most important of all trade-os is that of reproductive eort and survival: investing in the
former limits the available resources to the latter, and thus implies costs to survival or future
fertility (Ellison, 2003; Muehlenbein & Bribiescas, 2005).
While men’s reproductive eort is small in terms of obligatory minimal investment in
ospring (male gamete production requires little energetic investment), energy devoted
to reproductive eort in the form of mating eort such as mate guarding, sexual activity
and intrasexual competition can be considerable. Male competitive ability is facilitated by
physical strength/muscularity. According to Ellison (2003), the metabolically expensive
production and maintenance of muscle form can be considered somatic reproductive eort.
Evidence suggests that this somatic reproductive eort is modulated by testosterone: energy
constraints can lead to the suppression of testosterone levels in order to allocate resources to
other body functions such as growth or immune function. Testosterone not only contributes
to the regulation of somatic reproductive eort but may also help to regulate behavioural
mating eort, by impacting on libido and possibly also on condence and assertiveness
in competitive social interactions. Indeed, high levels of testosterone have been shown to
facilitate mating eort: men with higher testosterone levels have been found to seek out more
mating opportunities (e.g., Pollet, der Meij, Cobey & Buunk, 2011) and show lower levels of
commitment (e.g., Booth & Dabbs, 1993). In contrast, low levels of testosterone may facilitate
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parenting eort: lower levels of testosterone have been associated with increased spousal
investment and higher commitment to romantic relationships (Burnham et al., 2003; Gray,
Kahlenberg, Barrett, Lipson & Ellison, 2002). Facial masculinity may thus be a visual indicator
of men’s general condition, as well as male pursuit of mating vs parenting eort strategies.
In summary, testosterone might aect female mate choice as (1) testosterone could be
related to heritable immunity, but evidence for a link of heritable immunity and testosterone
is weak; (2) testosterone could be related to intra-sexual competition; (3) testosterone could
be more generally related to mating eort and somatic signs of reproductive eort (such as
bulk and muscle mass, see Section 8 and Part IV of the current thesis). Yet, women face a
trade-o, as high levels of testosterone are associated with reduced investment in ospring,
higher levels of indelity and other non-desirable social traits.is trade-o is the subject of
Section 9.
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8. Study 1: What makes men’s faces
masculine?1
8.1. Introduction
A plethora of published studies has examined the role of men’s facial masculinity on mate
choice and interpersonal judgments such as leadership or dominance (e.g., Little, Apicella
& Marlowe, 2007; Perrett et al., 1998). Despite this, studies to date have failed to provide a
clear and comprehensive account of what constitutes a “masculine” face when non-shape
cues such as skin texture and facial hair are controlled for. Measures of sexual dimorphism
in face shape have been found to account for as little as 6–11% of variance in ratings of
masculinity (Koehler et al., 2004; Komori et al., 2011; Pound et al., 2009). Moreover, although
ratings of masculinity have been linked to judgments of attractiveness (Koehler et al., 2004;
Rhodes et al., 2005, 2007; Scott et al., 2010), several studies have failed to nd a relationship
between morphological masculinity and attractiveness (Koehler et al., 2004; Penton-Voak
et al., 2001; Scott et al., 2010; Stephen et al., 2012;ornhill & Gangestad, 2006; Waynforth
et al., 2005). is has led some researchers to conclude that morphological measures of
masculinity are not overly useful, as they fail to capture masculinity as perceived by raters.
Others have reasoned that perceptual ratings of masculinity are problematic, as they appear
to be confounded by unknown parameters. Komori et al. (2011) termed these parameters
“sex-irrelevant characteristics” and suggested they reect sexual stereotypes of personality.
Here, we tested a dierent hypothesis. Given the sexual dimorphism in body height and
weight of men and women (e.g., Gaulin & Boster, 1985), we investigated whether facial
correlates of these variables aect the perception of men’s masculinity. Height and weight
aect face structure (e.g., Coetzee, Chen, Perrett & Stephen, 2010; Mitteroecker, Gunz,
Windhager & Schaefer, 2013), and the resultant facial cues may aect not only the perception
of body size but also masculinity.
Some researchers have challenged the validity of using 2D photographs in studies assessing
the perception of gender, since 2D images do not fully depict the prominence of features that
1Part of the work in this section has been published in Perception. e reference for this work is as follows:
Holzleitner, I. J., Hunter, D. W., Tiddeman, B. P., Seck, A., Re, D. E., & Perrett, D. I. (2014). Men’s facial
masculinity: when (body) size matters. Perception, 43, 1191-1202.
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dier between men and women (e.g., eyebrow ridge or jaw protuberance; Bruce et al., 1993;
Burton, Bruce & Dench, 1993, see also Swaddle & Reierson, 2002). Valenzano et al. (2006) and
Komori et al. (2011) described an objective score of sexual dimorphism based on the average
dierence between men and women’s 2D face shape. We extrapolated these previous methods
to calculate the morphological masculinity of 3D faces. In addition, we calculated the average
shape dierence between short and tall men, as well as the average dierence between men
with a low and high body mass index (BMI), to test whether facial correlates of body height
and weight predict perceptions of height and weight. Furthermore, we examined whether
facial cues to height and weight may account for previously unexplained variance in ratings
of masculinity. We hypothesized that within a healthy weight range both morphological cues
to weight and height would be positively associated with the perception of facial masculinity.
Study 1 comprised two parts: In Study 1.1, we calculated the measure of morphological
masculinity, linked this measure to perceived masculinity and visually compared similarities
and dierences between masculine facial architecture and perception of masculinity. In Study
1.2, we derived the facial correlates of height and BMI, and then tested the hypothesis that
facial cues to these parameters contribute to the perception of masculinity.
8.2. Study 1.1: Perceived and morphological masculinity dier
8.2.1. Methods
8.2.1.1. Stimulus data set
e stimulus set comprised the faces of Face Set 1 (see Section 4.1).
8.2.1.2. Morphological masculinity
Aer headmodels were subjected to a principal component analysis, the resulting 80 principal
component (PC) scores served as the computational basis for morphological masculinity
(see Section 5). Average male scores and the (androgynous) sample average of each compon-
ent were computed. We dened the morphological masculinity axis as the direction from
the androgynous sample average Ð→a to the male average Ð→m (arrows are denoting vectors).
We calculated individual masculinity scores (MS) as the distance along the morphological
masculinity axis from the component scores for a subject’s faceÐ→i to the point on the mor-
phological masculinity axis closest to the male average component scoresÐ→a .is distance
was then normalized by dividing by the magnitude of the masculinity axis (i.e. the distance
between male and sample average) to ensure that androgynous faces receive a score of 0,
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and faces with average masculinity receive a score of 1.at is, each individual faceÐ→i was
projected onto the morphological masculinity axisÐ→m −Ð→a using:
MS(Ð→i ) = (Ð→i −Ð→a ) ⋅ (Ð→m −Ð→a )∥Ð→m −Ð→a ∥2
where ∥∥ gives the magnitude (length) of the vector. Figure 8.2.1 visualizes facial correlates
of this shape vector.
Figure 8.2.1.:Masculinity scores were based on the shape dierence between the (androgynous)
sample average (0) and the average male face (1). e hypermasculine faces with scores 2
and 3 illustrate changes in facial shape along this vector towards higher masculinity and were
generated by applying 200% and 300% of the dierence between the androgynous and the
average male face to the androgynous face, respectively.e hyperfeminine face with score
–2 visualizes changes towards higher femininity (all faces were rendered with the same skin
texture for illustration purposes). Individual masculinity scores in the 40 men of Face Set 1
ranged from –0.4 to 2.1.
To test whether the calculated scores were indeed detecting morphological dierences
related to sex, we also calculated the morphological masculinity of female faces, and both
female and male scores were employed in a discriminant analysis.e resulting discriminant
function yielded correct sex classications for 92.5% of the faces (Wilks’ λ=.264; df=1; χ2=103.3,
p<.001).
8.2.1.3. Perceived masculinity
Twenty Caucasian female students (Mage = 21.5±2.5 years) from the University of St Andrews
rated the masculinity of the faces on a 7-point Likert-type scale (1-not masculine at all, 7-very
masculine). Prior to the rating, participants were presented with frontal 2D images of all face
models to provide an overview of stimulus variability. e 3D face stimuli were presented
on a computer screen in randomized order. ey were rotated from –50° to +50° from le
to right while simultaneously being rotated from –15° to +15° up and down, resulting in the
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stimuli “bobbing” in a sinusoidal manner. Images were presented individually against a black
background and remained visible until a rating was made2. All procedures were approved by
the University of St Andrews Teaching and Research Ethics Committee.
Inter-rater reliability for ratings of masculinity was high (Cronbach’s α=.82). Masculinity
ratings by the 20 participants were averaged for each of the 40 faces. Regression analyses were
used to test the predictive value of morphological scores for perceptual judgments
8.2.1.4. Similarities and dierences of morphological and perceived masculinity
To visualize the similarities and dierences in facial structure between perceived and mor-
phological masculinity, composites of the 10 faces scoring lowest and highest on each variable
were generated (see Table 8.1).e dierence between low and high perceived masculinity
composite faces was calculated and translated into standard deviation (SD) units for perceived
masculinity observed in the sample (the dierence between low and high prototypes in ratings
on the 7-point scale was 1.3, equating to 2.5 SD). To visualize the face shape associated with
a perceived masculinity of 5 SD below the mean and 5 SD above the mean, two times the
dierence between low and high prototypes was subtracted from or added to the average male
face. Analogously, the transform amount equivalent of 5 SD of morphological masculinity
was subtracted and added from the average male face to create transforms reecting the face
shape associated with low and high morphological masculinity.
Table 8.1.: Perceived and morphological masculinity in Face Set 1. e dierence in shape
between composite head models of the 10 men scoring lowest and highest on perceived
and morphological masculinity served to visualize face shape associated with masculinity.
Values are given asM(SD). Perceived masculinity was rated on a 7-point Likert-type scale;
morphological masculinity describes how close a face was to the androgynous sample average
(0) as compared to the average male face (1).
Prototype N Perceived masculinity Morphological masculinity
Perceived masculinity Mean 40 4.34 (0.52) 1.01 (0.63)
Low 10 3.67 (0.29) 0.79 (0.63)
High 10 4.98 (0.21) 1.21 (0.42)
Morphological masculinity Mean 40 4.34 (0.52) 1.01 (0.63)
Low 10 4.11 (0.40) 0.21 (0.38)
High 10 4.49 (0.51) 1.79 (0.21)
2A demo of the rating interface used in the empirical studies in this thesis can be found at http://
perceptionlab.com/~Iris/SI.html.
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8.2.2. Results
Morphologicalmasculinity signicantly predicted perceivedmasculinity (β=.33,R2=.11, F(1,38)=4.57,
p=.039, see Figure 8.2.2). Figure 8.2.3 visualizes male face shape associated with perceived
and morphological masculinity.
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Figure 8.2.2.: Morphological masculinity was calculated based on shape dierences between
the (androgynous) sample average and the average male face (denoted by 0 and 1 on the
x-axis), and was a moderate predictor of perceived masculinity (R2=.11, N=40).
As can be seen from Figure 8.2.3, facial correlates of morphological and perceived mas-
culinity showed similarities as well as dierences.
Compared to men rated to look less masculine, highly masculine men were found to have
more robust-looking faces: the forehead was less bulbous, the eyes smaller, the nose bridge
and mouth wider, and eye brow ridges, chin and jaw were more pronounced. Overall, highly
masculine men appeared to look heavier and more mature.
Men having a face shape more masculine than the male average, compared to men with
a less than average male face shape, too, appeared to have a more robust faces with a less
bulbous forehead. Again, brow ridges, jaw and chin increased in prominence with increasing
masculinity. However, in contrast to perceived masculinity, morphological masculinity did
not seem to be associated with changes in eye size, and changes in the chin and jaw region
were less pronounced compared to those associated with perceived masculinity. In addition,
morphologically masculine men did not necessarily appear heavier, but had wider faces with
more pronounced zygomatic arches (cheekbones).
8.2.3. Discussion
Study 1.1 extended a previously used objective measure of facial masculinity to 3D shape and
related it to perceived masculinity. In line with our prediction, morphological masculinity
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Figure 8.2.3.: Face shape associated with perceived (A) and morphological (B) masculinity.
Visualizations reect face shape associated with ±5 SD of perceived and morphological mas-
culinity, based on the dierence in face shape between the 10 men scoring lowest and highest
on perceived masculinity, and lowest and highest on morphological masculinity (see Table
8.1). Please note that the transform amount of ±5 SD was chosen to increase the salience of
changes and goes beyond what would be observed in natural faces.
predicted perceived masculinity, albeit to a limited extent. In a next step, we investigated
which facial traits drive the perception of masculinity, and how these traits may dier from
dierences between the average male and female face shape, i.e. sexual dimorphism.
Both morphological and perceived masculinity were found to be associated with facial
robustness and changes in the ratio of upper- andmid-face height to lower face height. Robust,
short and wide faces were perceived as more masculine; elongated and more gracile faces
as less masculine. is concurred with shape dierences based on low and high scores of
morphological masculinity, and ts with traits previously found to be sexually dimorphic.
For example, men have larger airways than women, reecting a higher energy expenditure
due overall greater body size and muscle mass (Enlow & Hans, 1996). As airways are a
developmental key stone in facial development, this leads to a principal dierence in men
and women’s faces: On average, male noses are larger, wider, with a straight to convex shape
and the nose tip pointing downwards. Male noses are more protrusive, which also models the
forehead contiguous with the nose into a more protrusive position, and leads to a typically
more sloping forehead in men, with protrusive supraorbital and globular part (Enlow &Hans,
1996). Women, on the other hand, have a smaller frontal sinus, which makes the temporal
regions of their lateral forehead appear less full and more sloping. Overall, the female face
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appears atter, proportionately wider and more gracile—which in the current study was
reected in face shape correlates of both perceived masculinity as well as our measure of
sexually dimorphic face shape.
However, as reected by the moderate association of morphological and perceived mas-
culinity, not all perceptually dimorphic traits corresponded to sexual dimorphism as captured
by the average dierence in male and female face shape. First, perceived masculinity was
linked to eye size, with big eyes being perceived as less masculine. Eye size has previously
been found to be greater in women than men (Mitteroecker, Windhager, Mu¨ller & Schaefer,
2015; Penton-Voak et al., 2001;ornhill & Gangestad, 2006; Waynforth et al., 2005, but see
Koehler et al., 2004). Yet, prototypes based on scores of morphological masculinity showed no
changes with eye size. As I did not test for statistical dierences between the sexes, it could be
that eye size was sexually dimorphic in the tested sample although this dierence could only
be small (or else would show in the visualisations of face shape associated with morphological
sexual dimorphism). Nonetheless, perceptually, eye size seems to be an important feature
when judging masculinity. Two explanations seems possible: either raters overgeneralize
sexually dimorphic features when making judgments of masculinity; or it could be that eye
size is “mistaken” as a sexually dimorphic feature when it is actually related to height/overall
size. Eyeball size scales with negative allometry relative to body size, while orbits scale with
strong positive allometry to facial size (Lieberman, 2011)—that is, being shorter may lead to
larger(-looking) eyes, and as women are on average shorter than men, larger eyes might be
associated with being female. Indeed, the composite faces of perceived masculinity showed a
trend to dier in height: men in the low perceived masculinity composite face showed a trend
to be shorter (179.6 cm) than men in the high perceived masculinity composite face (183.4
cm; t=1.54, p=.140), while men in the low and high morphological masculinity composites
were closer in height (t=.59, p=.562; the mean height of the low composite face was actually
marginally greater than that of the high morphological masculinity composite).
Second, perceptual but not morphological masculinity was associated with changes in facial
expression. Perceptually highly masculine faces had a much more “unfriendly” expression
than those faces perceived the least masculine, which showed a subtle smile. While facial
expression themselves are not sexually dimorphic (both men and women smile), smiling
might be perceived as a more feminine trait (Hess, Adams Jr., Grammer & Kleck, 2009; Hess,
Adams Jr. & Kleck, 2009), and thus interact with the association of actual and perceived sexual
dimorphism.
ird, both morphological as well as perceptual masculinity were associated with a more
robust facial appearance, but dierences between low and high levels of perceptually mas-
culinity were more pronounced than those between low and high levels of morphological
masculinity. Faces rated the least masculine appeared notably slimmer and more gracile than
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those rated as highly masculine. Men are on average taller and heavier than women, and both
body weight and height have been previously shown to aect facial shape (e.g., Coetzee et al.,
2010; Mitteroecker et al., 2013). It seems likely that facial cues to these characteristics may
contribute to the perception of sexual dimorphism/masculinity and this formed the rationale
for Study 1.2.
8.3. Study 1.2: Facial cues to body size contribute to the perception
of masculinity
In line with previous ndings, Study 1.1 showed a discrepancy between masculinity of face
shape and perception thereof. Study 1.2 investigated whether facial cues to body height and
weight may explain some variance in perception of masculinity previously unaccounted for
by morphological masculinity.
8.3.1. Methods
8.3.1.1. Face-morphological height and BMI scores
Analogously to the calculation of morphological masculinity (see Section 8.2.1.2), morpholo-
gical scores were calculated separately for height and BMI. Average PC scores were calculated
for short and tall men, as well as men with high and low BMI (see Table 8.2), and the resulting
shape vectors were used to assign each face a score on facial correlates of height and BMI,
respectively (see Figure 8.3.1 for visual representations of the two vectors). Men in the low
and high BMI groups were matched so they did not dier in height (mean dierence=1.8 cm,
t(17)=0.67, p=.520); likewise men in the low and high height groups were matched so they did
not dier in BMI (mean dierence=0.04 kg/m2, t(15)=0.05, p=.959). Resulting morphological
scores of height and BMI were not correlated (Pearson’s r(40)=–.16, p=.316). Morphological
height and BMI scores were cross-validated with the independent Face Set 2 in Appendix D.
8.3.1.2. Experimental validation of face-morphological scores
Stimuli Stimuli were the 40 male 3D face models from Face Set 1.
Procedure Perceived Weight Seventeen students (2 male, age 21.6±3.6 years) from the Uni-
versity of St Andrews rated the body weight of persons depicted in the face stimuli on a 7-point
Likert-type scale from 1-Very underweight to 7-Very overweight.e experimental set-up was
the same as in Study 1.1 (see Section 8.2.1.3).
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Figure 8.3.1.: Morphological height and BMI scores were based on the shape dierence associ-
ated with short (0) and tall (1) height (top row), and low (0) and high (1) BMI (bottom row).
e synthetic faces –2 and –1 illustrate shape changes towards lower height/BMI, while the
synthetic faces 2 and 3 illustrate changes towards higher height/BMI. Individual height scores
in the sample ranged from –1.3 to 2.1, while BMI scores ranged from –0.9 to 3.1.
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Table 8.2.: Computing facial correlates of BMI and height.
Face-morphological scores of height and BMI were based
on the dierences in face shape between short and tallmen,
and men with low and high BMI, respectively. Values are
given as M(SD); signcant dierences (p<.05) between
low and high prototypes are indicated in bold. Note that
due to constraints in sample size in constructing BMI-
controlled height scores and height-controlled BMI scores
the number of faces that dened the height and weight
vectors dier.
Prototype N Height (cm) BMI (kg m−2)
Height Mean 40 180.8 (6.4) 21.6 (1.6)
Low 9 171.9 (3.2) 21.6 (1.2)
High 8 189.0 (2.1) 21.5 (1.9)
BMI Mean 40 180.8 (6.4) 21.6 (1.6)
Low 9 180.2 (5.8) 19.3 (0.7)
High 10 182.0 (6.0) 23.5 (0.4)
Perceived Heightirty-nine participants (12 male, age 26.8±10.1 years) rated body height
of depicted persons on a 7-point Likert-type scale from 1-Very short, to 7-Very tall in an online
study.
For all studies, informed consent of participants was obtained either in written form or
electronically. All procedures were approved by the University of St Andrews Teaching and
Research Ethics Committee. Inter-rater reliability was high for both ratings (Cronbach’s α
perceived weight=.92, perceived height=.93).
8.3.2. Results
Ratings of masculinity, height and weight were averaged separately for each of the 40 faces.
Regression analysis was used to test the predictive value ofmorphological scores for perceptual
judgments.
e morphological height score was a strong predictor of perceived height (β=.42, R22=.18,
F(1,38)=8.04, p=.007), whereas actual height was not related to perceived height (R22=.01,
F(1,38)=0.52, p=.475; Figure 8.3.2, top row). e morphological BMI score was a strong
predictor of perceived weight (β=.65, R2=.43, F(1,38)=28.13, p<.001). Actual BMI was not a
signicant predictor of perceived weight, although it showed a trend for a relationship in the
expected direction (β=.26, R2=.07, F(1,38)=2.67, p=.110; Figure 8.3.2, bottom row).
Adding the morphological height and BMI scores to the regression model predicting
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Figure 8.3.2.: Correlations of actual height/BMI, ratings of height/weight, and corresponding
face-morphological scores and ratings (N=40). Face-morphological scores were better pre-
dictors of perceived height and weight than actual height and BMI (height: actual R2=.01 vs
morphological scores R2=.18; BMI: actual R2=.07 vs morphological scores R2=.43).
53
perceived masculinity increased the variance explained from 11% for masculinity scores as
sole predictor (AIC=–54.9) to 34% (R2=.34, F(3,36)=6.18, p=.002; AIC=–61.5). All three
morphological scores were found to be signicant predictors of perceived masculinity, with
morphological masculinity scores being the strongest predictor (β=.46, p=.006), followed
by morphological scores of height (β=.42, p=.011) and BMI (β=.35, p=.016; tolerance for
all variables>.75; variance ination factor<1.3). While morphological masculinity was not
signicantly related to facial cues to BMI (Pearson’s r(40)=.20, p=.210), it was signicantly
negatively correlated with facial cues to height (Pearson’s r(40)=–.49, p=.001).
Brand and Bradley (2012) have argued that the use of average-based rating scores inates
eect sizes (but see McCormick, 2013). We also examined the association of morphological
variables and masculinity ratings of individual raters. We compared the average t of models
using only morphological masculinity as a predictor of individually perceived masculinity
(simple models) with those using all three morphological scores (masculinity, height and
BMI) as predictors (full models). Full models (mean R2=0.14, mean adjusted R2=0.07, mean
AIC=126.4) were not found to explain substantially more variance than simple models (mean
R2=.04, mean adjusted R2=0.01, mean AIC=127.4) as indicated by the minor change in the
mean AIC.us, observed eect sizes in the group-based analysis were indeed bigger than in
the individual-based analysis, but pointed in the same direction (McCormick, 2013).
8.4. Discussion
Our results show that it is possible to derive meaningful morphological scores of body height
and BMI from 3D face shape. Face-morphological scores of height and BMI strongly predicted
perceived height and weight.ough morphological masculinity alone moderately predicted
perceived masculinity of men’s colour- and texture-standardized faces, morphological correl-
ates of height and BMI made additional and independent contributions to the perception of
men’s masculinity.
e physical characteristics that inuence the perception of masculinity have proven re-
markably elusive. Like others, we nd that sex dierences in face structure explain only 11%
of perceived masculinity (6 - 11% in Koehler et al., 2004; Komori et al., 2011; Pound et al.,
2009). Since morphological masculinity predicted gender in our sample correctly for 92.5% of
faces, we suggest that the weak relationship betweenmorphological and perceivedmasculinity
cannot be explained by an inadequate structural estimation of sexual dimorphism. In line
with others, we propose it is the perception of masculinity that is poorly understood. Whereas
Komori et al. (2011) explain some of the discrepancy of morphological and perceptual mas-
culinity with social stereotypes of personality, the aim of the current study was to investigate
why specic social perceptions may be driven by certain face shape features. In particular,
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we tested whether face shape correlates of body dimensions impact on the perception of
masculinity. We used a simple computational method to show that face structure associated
with quantitative anthropometric variables such as body height and BMI aects the perception
of facial masculinity. Men are perceived as masculine not only based on how much their face
shape diers from the average woman’s, but also based on morphological cues to height and
weight. Given that height and weight are sexually dimorphic, it is plausible that facial cues to
these traits are used in forming perceptions of masculinity.
As the men in our sample were taller and had higher BMIs than women, this dierence
would have been reected in the average male and female faces on which our masculinity
scores were based.at individual variation in facial cues to height and BMI contributed to
the perception of masculinity beyond the average shape dimorphism suggests an overgeneral-
ization of facial trait correlates (see Section 2.1). Such overgeneralization is also revealed in the
nding that both morphological scores of height and BMI were better predictors of perceived
height and weight than were actual body height and BMI. Previous studies have shown that
tall people have a more elongated face shape than short people (Mitteroecker et al., 2013;
Windhager et al., 2011), and observers may overestimate dierences in height based on this cue.
us, the association between actual height and its facial correlates, such as elongation, may
be overgeneralized to produce a perceptual relationship that is stronger than the correlation
between facial correlates of height and actual physical height. Interestingly, we found that
facial cues to height were negatively correlated with morphological masculinity, while both
variables were positively linked to perceived masculinity.is may seem counterintuitive but
it may be explained by focusing on two simplied characteristics associated with masculinity
and height: width and elongation of faces. With increasing morphological masculinity, faces
get wider; with increasing height, faces get longer. Both morphological masculinity and height
are perceived as masculine (from a variety of surface traits, e.g., increased brow prominence),
but the more elongated a face, the less wide it will be.is may partly account for the weak
relationship between morphological and perceptual masculinity found in previous studies.
In order to interpret observed eects of masculinity on other interpersonal judgments, it is
useful to understand the facial traits that inuence perception of masculinity. e nding
that the perception of facial masculinity is aected by not only sex-specic morphological
features that are dependent on sex hormone levels, but also by traits that are linked to body
size (independent of gender) aligns with studies on craniofacial allometry in humans and
non-human primates (Mitteroecker et al., 2013; Schaefer, Mitteroecker, Gunz, Bernhard
& Bookstein, 2004). Schaefer et al. (2004) suggested that the two dimensions of sexually
dimorphic shape—sex-specic and size-dependent—may have been subject to dierent selec-
tion pressures; thus, they may have dierential eects on social perceptions and preferences.
at is, the eect that masculinity has on judgments such as attractiveness or leadership
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ability may depend not only on the extent to which a face is perceived to look masculine, but
also on whether this perception of masculinity was formed based on cues to size or cues to
sex hormone levels. Methods such as the one presented here provide the means to uncover
distinct physical origins of social and stereotypic judgments that have to date been rolled into
a singular concept of masculinity.
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9. Study 2: Masculinity trade-o accounts
revisited
Previous studies have argued that men’s masculinity is linked in a curvilinear fashion to
women’s ratings of attractiveness, and that costs and benets associated with choosing a
masculine men may dier according to a range of aspects such as women’s menstrual cycle
status, environmental and individual condition.ese factors will be reviewed in the following
section.e presented experimental study will investigate attractiveness as a function of mas-
culinity in more detail: While most previous studies investigated shis in mean preferences, I
investigated women’s preferences for the same male faces at dierent levels of masculinity,
establishing how tolerance for low and high masculinity levels might shi in dierent contexts.
9.1. Individual dierences in women’s preferences
Trivers (1972) theory on parental investment suggests that women have a higher minimal
investment in ospring, and thus gain more in terms of reproductive success from the support
of a potential partner than men. Based on this reasoning, it has been proposed that, in general,
men should opt for short-term sexual encounters, whereas women should prefer long-term
partner relationships. Moreover, men and women should show dierential preferences for
potential mates, responding to dierent adaptive problems they faced during evolutionary
history. While both men and women have been found to value traits like intelligence and
kindness as the most important characteristics in a partner, men place a special value on
characteristics signalling high female reproductive potential, whereas women place higher
value on cues to male parental investment, i.e., male capability and willingness to provide
resources (e.g., Buss, 1989).
Nonetheless, it has been convincingly demonstrated that both men and women engage in
preferential mate choice and same-sex competition over desirable mates—there is not only
variation in mating strategies between the sexes, but equally important within-sex variation,
caused by dierential access to mates and environmental variation, and leading to shis in
preferences for certain mate traits (e.g., Burley, 1986; Buss & Schmitt, 1993; Gangestad &
Simpson, 2000; Landolt, Lalumie`re &Quinsey, 1995). In order to be adaptive, mating strategies
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and preferences for mate characteristics such as apparent health, fertility, or willingness to
invest in ospring can be expected to be facultative rather than absolute.e following section
reviews evidence for such facultative preferences. Individual dierences may account for
much of the variance in observed preferences for faces in general, and sexual dimorphism in
particular (e.g., DeBruine, Jones, Smith & Little, 2010).1
9.1.1. Menstrual cycle shis
Gangestad andornhill (1998) were the rst to observe a menstrual cycle shi in women’s
preferences for a male trait presumably linked to male quality: women in the fertile phase of
their menstrual cycle were found to prefer the scent of more symmetrical men, while women
in the non-fertile phase of their cycle did not seem to discriminate between the scent of less
and more symmetrical men. Penton-Voak et al. (1999, see Section 8.1) found that a menstrual
cycle shi could also be observed for women’s preferences for male facial masculinity.ese
ndings have been interpreted as evidence that women pursue a mixed-mating strategy
whereby dierent male characteristics are preferred depending on whether a potential mate is
assessed as a stable long-term partner or within the context of a short-term sexual encounter
(e.g., Penton-Voak et al., 1999). Multiple studies have picked up this idea of a “hormone-
mediated adaptive design” (Johnston et al., 2001) of preferences, and replicated that women
seem to prefer more masculine faces during the fertile window of their cycle (Johnston et
al., 2001; B. C. Jones et al., 2008, 2005; Little, Jones, Waitt et al., 2008; Penton-Voak & Perrett,
2000). Cyclic shis in preferences have been found to also extend to non-facial traits such as
voices, odour, and gait (briey reviewed in Gangestad &ornhill, 2008).
Recently, however, the existence of cycle shis has been challenged which has sparked an
ongoing discussion (DeBruine, Jones, Frederick et al., 2010; Gildersleeve et al., 2013; Harris,
2011, 2013; Harris, Chabot & Mickes, 2013), including two meta-analyses of overlapping
samples that have come to opposing conclusions. While Gildersleeve, Haselton and Fales
(2014a) argue that there is sound empirical evidence for cycle shis in short-term relationship
contexts (see Section 9.1.3), Wood, Kressel, Joshi and Louie (2014) conclude the evidence
for cycle eects is not compelling (see also Gildersleeve, Haselton & Fales, 2014b; Harris,
Pashler & Mickes, 2014; Wood, 2014; Wood & Carden, 2014, for further commentaries on
discrepancies in ndings and their interpretations).
A second line of criticism accepts the existence of cycle shis, but challenges that cyclic
preference shis indeed represent an adaptation. Havlicek, Cobey, Barrett, Klapilova and
Roberts (2015) argue that women’s cyclical shis in (masculinity) preferences do not reect a
1Although a recent study claims that “context-eects” such as the ones reviewed in the following are of minor
importance in explaining masculinity preferences compared to genetic dierences (Zietsch, Lee, Sherlock &
Jern, 2015).
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mixed-mating strategy but are the by-product of an adaptive “individual sensitivity to ovarian
hormone-dependent individual quality” (Havlicek et al., 2015, p. 8).at is, dierences in,
for example, estradiol levels between women would lead to dierential mate value of women
and related associated psychological adaptations. Cyclical hormone changes within women
would lead to a shi in preferences as a by-product of this more general hormone-dependent
mechanism that is based on between-individual dierences.
9.1.2. Individual condition: attractiveness and health
Burley (1986) suggested that in species with biparental care, individuals have dierential
access to potential mates contingent upon their own desirability, which would also aect the
amount of parental investment obtainable from a partner. Variation in individual condition
may thus lead to dierent life history strategies.
How does this translate to facial preferences? Physical attractiveness, hypothesized to reect
“good condition”, has been linked to dierential preferences: female self-rated attractiveness is
positively associated with preferences for male facial (and vocal) masculinity (Kandrik &
DeBruine, 2012; Little, Burt, Penton-Voak & Perrett, 2001; O’Connor et al., 2012; Smith et al.,
2009; Vukovic et al., 2008). Similarly, women who reported lower self-esteem were found to
prefer less masculine faces (Johnston et al., 2001).is has been interpreted as evidence that
“high quality females” may be able to acquire both good genes and investment from “high
quality males”, whereas for women with lower mate value the costs of selecting a low investing
partner might be higher than the heritable health benets that this partner might provide
(Little et al., 2001). Subsequent studies found that the eect of individual condition interacts
with the type of relationship women are looking for. Condition eects were only found in the
context of long-term relationships (Little et al., 2001; Penton-Voak et al., 2003, see Section
9.1.3).
Little and Mannion (2006) found that exposing women to pictures of attractive same-sex
faces decreased both their self-rated attractiveness and their preference for masculinity.ey
suggested condition-dependent mate choice should be better conceived as “market-value-
dependent” mate choice: Masculinity preferences can be aected by manipulating self-rated
opinion, and are thus aected by relative rather than absolute mate value. Interestingly, Buss
(2008) suggested that it might be also for self-perceived mate value to mediate preference
shis during ovulation. Instead of demonstrating a shi in the value that is put on “good
genes” markers per se, it may actually be women’s self-perceived mate value that is shiing,
“reecting the fact that women actually become more reproductively valuable at ovulation”
(Buss & Schmitt, 2011, p. 778; cf. Havlicek et al., 2015).
Individual condition and self-perceived mate value may also be linked to individual health.
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Scott et al. (2008) found that self-reported health in a ruralMalaysian populationwas positively
associated with masculinity preferences, and signicantly so only in a long-term but not
short-term relationship context, a nding that mirrors previous ndings on the eect of
self-rated attractiveness discussed above. Nonetheless, two other studies suggest that health
and perceived mate value have dissociable eects on mate preferences. Feinberg et al. (2012)
found that while self-rated attractiveness and self-reported health were positively correlated,
their eects on masculinity preferences diered. Self-rated attractiveness showed a positive
association with masculinity preferences, but it was women with poorer self-reported health
that preferred masculinity more in potential short-term partners than women who reported
to be of better health. Feinberg et al. (2012) interpreted this nding as tting with reasoning
on pathogen disgust sensitivity (see Section 9.1.5.1): women who are more concerned about
diseasemight place a higher value on cues to heritable health in a partner. In line with Feinberg
et al. (2012), De Barra, DeBruine, Jones, Mahmud and Curtis (2013) predicted—and found—a
negative correlation of childhood health and adult masculinity preferences, qualied by an
interaction with present health. Individuals with currently poor health showed a stronger
association of childhood diarrhoea and masculinity preferences than individuals with better
health.
9.1.3. Relationship context: long- and short-term relationships
Little et al. (2001) suggested that the eect of own perceived mate-value on masculinity prefer-
ences might be moderated by the temporal relationship context in which men’s attractiveness
is assessed—i.e. whether women are judging men as potential short- or long-term partners.
ey reasoned that masculinity as a cue to parental investment should only be relevant in
relationships that are expected to last for an extended period of time. Indeed, they found
that self-rated attractiveness did not aect masculinity preferences in a short-term context,
when facial cues to paternal investment are likely to be less important. If, however, asked
to judge long-term attractiveness it was found that less attractive women preferred more
feminine faces than more attractive women (cf. Section 9.1.2). Smith et al. (2009) found that a
preference for less masculine men in a long-term relationship context was most pronounced
in women who perceived less masculine men as particularly trustworthy.
In line with reasoning by Little et al. (2001), Penton-Voak et al. (2003) found that women
rated by others as less attractive preferred more feminine faces in a short-term compared
to a long-term context, while no such eect was observed for more attractive women. A
general preference for more feminine faces in a long- as compared to a short-term context
(independent of individual condition) was observed by Little, Jones, Penton-Voak, Burt
and Perrett (2002), Penton-Voak et al. (2003), Scott et al. (2008) and Smith et al. (2009).
60
Additionally, masculine faces (and voices) have been found to be preferred over feminine
ones for short-term relationships (Boothroyd, Jones, Burt, DeBruine & Perrett, 2008; Little,
Connely, Feinberg, Jones & Roberts, 2011). Recently, it has also been suggested that ovulatory
cycle shis in preferences might be context-dependent, with shis being more pronounced or
only existent in short-term compared to long-term relationship contexts (Gildersleeve et al.,
2014a; Little & Jones, 2012).
e importance of relationship type can be moderated by other factors, such as envir-
onmental condition. Little, Cohen, Jones and Belsky (2007) found that in harsh, insecure
environments women prefer more feminine faces in a long-term than in a short-term relation-
ship context. If, however, primed with cues to a safe environment, no eect of relationship
type was observed (see Section 9.1.5.2).
9.1.4. Relationship status
Little et al. (2002) suggested that masculinity preferences should be higher in partnered
compared to single women: in a stable, happy relationship, women might assess other men’s
attractiveness in the context of a short-term sexual encounter, where facial cues to pro-sociality
are less likely to be important or possible good-gene benets might be maximized in an extra-
pair copulation. In line with this reasoning, Little et al. (2002) and Sacco, Jones, DeBruine
and Hugenberg (2012) found that happily partnered women preferred more masculine faces
than single women.
9.1.5. Environmental conditions
9.1.5.1. Pathogen load
If there is a trade-o between genetic quality and paternal investment in potential mates,
and if male genotypic quality is indicated by facial masculinity (see earlier), women should
prefer more masculine faces when there is high pathogen load in the environment. In general,
populations with high pathogen load place more value on physical attractiveness in mate
choice (Gangestad & Buss, 1993; Low, 1990).
Penton-Voak, Jacobson and Trivers (2004) compared female masculinity preferences in
Jamaica and the UK, two countries that dier in parasite load and health care.ey demon-
strated a stronger preference for male masculinity in women from Jamaica than in women
from the UK. Two interpretations are possible: either health as reected by male facial mas-
culinity is indeed higher valued in Jamaica; or there is a populational dierence in how much
importance in mate choice is attached to cues of more positive personality characteristics
(Penton-Voak et al., 2004).
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DeBruine, Jones, Crawford,Welling and Little (2010) investigated cross-culturalmasculinity
preferences with regards to health in 30 countries.ey found average population preferences
for masculinity to increase with decreasing national health as calculated from eight WHO
statistics (r=−.62). Brooks et al. (2011) suggested this relationship to be mediated by income
inequality, which would not only predict health, but also prevalence of (violent) male-male
competition. is was rebutted by DeBruine et al. (2011) by controlling for gross national
product in their 2010 dataset, and collecting new data from over 8000 women in the US—
national health in dierent US states was a better predictor of masculinity preferences than
income equality or homicide rate.
In addition to ndings on nationwide variation, preferences have been also found to be
contingent on personal dierences in sensitivity to pathogens. Exposing raters to pictorial cues
of pathogen contagion was found to shi men and women’s preferences towards more sexually
dimorphic opposite-sex faces (Little, DeBruine & Jones, 2011), and women’s preference for
masculine male faces is positively correlated with self-reported pathogen disgust (DeBruine,
Jones, Tybur, Lieberman & Griskevicius, 2010; B. C. Jones et al., 2013). In line with reasoning
that masculinity reects genetic tness, Lee and Zietsch (2011) found that when primed with
cues of pathogen prevalence, women place higher values on “good-gene” traits than “good-
dad” traits. Recently, however, the link between pathogen disgust sensitivity and masculinity
preferences has been called into question. Lee and Zietsch (2015) found that pathogen disgust
sensitivity only aected masculinity preferences if measured with forced-choice paradigms,
and eects seemed to be limited to women of relatively young age (i.e. less than 35 years old).
9.1.5.2. Resource availability
Little, Cohen et al. (2007) found that when women were primed with verbal cues to an envir-
onment scarce of nancial (but also emotional) resources, women preferred more feminine
faces than when primed with cues to a safe environment. is eect was only visible in a
long-term but not a short-term relationship context.ey concluded that harsh environments
may favour the choice of lower-quality but higher-investing long-term partners.
Little, DeBruine and Jones (2013) used a similar priming paradigm but included a control
condition—women indicated theirmasculinity preference prior to experimentalmanipulation,
and aer being primed with visual cues to low and high wealth.is allowed a more rened
analysis of preferences: not only did masculinity preferences decrease compared to baseline
when primed with cues to low wealth, but it was also found that masculinity preferences
increased when women were primed with cues to high wealth, suggesting that women prefer
more feminine men in resource-low, but more masculine men in resource-high environments.
In line with these ndings, Lee and Zietsch (2011) found that women more generally prefer
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“good-dad” traits over “good-gene” traits when primed with resource scarcity.
A similar reasoning had already been put forward by Gangestad and Buss (1993): female
access to resources should change the trade-o women face between mates that provide
high investment and mates that have higher genetic tness. Higher (nancial) status should
lead women to place more importance on mate characteristics relevant to tness relative to
characteristics relevant to exclusive investment. Moreover, all else being equal, having greater
access to resources leads to an increase in women’s tness and hence should aect women’s
(perceived) mate value. Indeed, Moore, Cassidy, Law Smith and Perrett (2006) showed that
women’s resource control was associated with a greater preference for physical attractiveness
compared to good nancial prospects in a partner. Resource availability might thus be linked
to facial masculinity preferences through an eect on female condition.
9.1.6. Personality, attitudes and experience
Individual dierences in opposite-sex facial preferences have also been related to factors such
as personality and individual experience.e positive relationship between women’s self-rated
attractiveness and their preference for masculine men’s faces was found to be mediated by
extraversion (Welling, DeBruine, Little & Jones, 2009), and women’s masculinity preferences
were found to be positively related to a “feminine” personality trait, i.e. empathising, while
men’s femininity preferences were linked to a “masculine” trait, systemizing (Smith, Jones &
DeBruine, 2010). Welling, Jones and DeBruine (2008) reported a positive association between
women’s masculinity preferences and their self-rated sex drive. Waynforth et al. (2005) linked
masculinity preferences to femalemating strategies using the sociosexual orientation inventory
(SOI). A high score on this measure reects higher self-reported sexual experience and interest
in short-term relationships. Although women were found to slightly prefer overall more
feminine male faces, higher scores on the sociosexual orientation inventory were associated
with a greater preference for masculine male faces. Similarly, Boothroyd and Brewer (2014)
found a positive correlation of overall SOI scores and masculinity preferences (but no such
eect for the SOI attitude sub scale). However, this relationship became non-signifcant when
entering SOI scores into a regression model together with measures of impulsivity—planning
behavior (or lack thereof ) was the only signicant predictor of masculinity preferences
(Boothroyd & Brewer, 2014).
It has been also suggested that preferences for facial sexual dimorphism can be aected by
visual diet. Saxton, Little, DeBruine, Jones and Roberts (2009) found that female adolescents
who attended a same-sex schools showed a lesser preference for masculinity in opposite-
sex faces than adolescents who attended a mixed-sex school (or had opposite-sex siblings).
Boothroyd and Perrett (2008) found that early family stress, too, can impact on masculinity
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preferences: the quality of women’s relationships with their parents was positively linked to
masculinity preferences.
9.1.7. Study rationale and predictions
Previous studies on the eect of individual dierences on masculinity preferences were
based on two main premises. (1) Attractiveness and masculinity are related in a curvilinear
fashion. Very low as well as exceedingly high levels of masculinity are unattractive. e
former for indicating low levels of testosterone, and hence a “low-quality” mate; the latter for
being associated with undesirable social traits, such as unfaithfulness, coldness, and a lack of
trustworthiness. (2) Preferences for masculinity are subject to a trade-o that is aected by
several factors, such as hormonal and environmental conditions.
To our knowledge, the rst assumption has never been explicitly tested.2 e rst aim of
the current study thus was to investigate whether the relationship between masculinity and
attractiveness is indeed curvilinear.e second assumption has been derived from ndings
that show that mean preferences for masculinity can dier between, and shi within, women
depending on the factors discussed above. It was concluded that costs and benets associated
with choosing a masculine partner dier depending on these aspects. Yet, as B. C. Jones
et al. (2013) noted, the use of experimental designs such as a two-alternative forced choice
task cannot answer the question whether individual dierences in relative preferences for
masculinised vs feminised faces are driven by an increased attraction tomasculinemen and/or
an increased aversion to feminine men. Here, we directly investigated potential dierences in
attraction to low and high levels of masculinity. We determined the attractiveness of the same
men at dierent levels of masculinity, thereby investigating the tuning of facial preferences,
i.e. rated attractiveness, as a function of masculinity in facial shape.
Most previous studies investigating the eect of male facial masculinity on women’s pref-
erences have worked with 2D photographs. Oen, masculinity of individual faces was ma-
nipulated and presented to participants either in two-alternative forced choice tasks or in
interactive tasks asking users to maximise attractiveness by hovering the mouse over a stimu-
lus face, thereby changing its masculinity.e current study introduced two methodological
changes; the use of 3D stimulus faces (1), manipulated in masculinity but presented in a rating
task (2). us, I also tested whether there might be systematic dierences in masculinity
preferences as assessed with 2D and 3D stimuli, and whether previously established eects
of individual dierences on masculinity preferences replicated in the current sample when
2Note that while Said and Todorov (2011) modelled a quadratic relationship of face shape components and
attractiveness, they did not explicitly test for a quadratic relationship of masculine face shape and attractiveness
but compared the direction of the vector of greatest attractiveness to the direction of the vector of sexual
dimorphism.
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tested with a previously used method, i.e. an interactive task.e following hypotheses were
tested.
Self-rated attractiveness Based on the nding that less attractive women prefer more fem-
inine male faces than highly attractive women, and prefer more feminine faces in a long-
compared to a short-term relationship context, the following prediction was tested.
A.Women rating themselves as more attractive should show a reduced tolerance
of low masculine male faces and/or a higher tolerance of highly masculine male
faces than women perceiving themselves as less attractive, and especially so when
comparing preferences in a long-term and short-term relationship context.
Relationship status It has been suggested that women who are in stable long-term relation-
ships would assess othermen’s attractiveness in the context of a potential extra-pair copulation,
for which a) facial cues to parental investment (i.e. low masculinity) are less important, and
b) facial cues to good health (i.e. high masculinity) are more important.us, the following
prediction was tested.
B.Women who have a partner (and are happy in/committed to their relationship)
should show a higher preference for/a higher tolerance towards high levels of
masculinity than women who are currently single.
Environmental harshness: nancial insecurity Previous studies suggest that priming wo-
men with cues to nancial scarcity/environmental harshness decreases their masculinity
preferences. Instead of priming participants with hypothetical scenarios, we tested whether
perceived nancial resource scarcity aects masculinity preferences: We asked women how
much they worried about their future nancial situation, and tested the following prediction.
C.Women who worry more about their nancial future show a higher tolerance/
preference for low levels of masculinity than women who are less worried about
their nancial future.
Pathogen disgust sensitivity Facial masculinity has been suggested to be linked to heritable
good health. As DeBruine, Jones, Tybur et al. (2010) suggested, health benets might be
o-setting costs of high masculinity when pathogens are a greater concern. We thus tested
the following prediction.
D.Women with higher pathogen disgust sensitivity show a higher preference/
tolerance for high levels of masculinity than women scoring low on pathogen
disgust sensitivity.
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Self-reported health Based on the presumed link of masculinity and heritable health bene-
ts, it could be predicted that for women with poor health, partner’s health is of greater value
than for women of self-reported good health. However, health might aect self-perceived
mate value, and a prediction of the opposite direction is conceivable—that for women with
poor health, and therefore lower mate value, the costs of choosing a highly masculine (and
low-investing mate) outweigh benets, reected in a preference for feminine men. If self-
reported health is indeed linked to (self-perceived) mate value, preferences might also dier
for long- and short-term relationship contexts.
E. Self-reported health aects masculinity preferences.
Control variables Age Little et al. (2010) found that masculinity preferences were highest
for womenwithin a reproductive age range. Moreover, several studies have indicated a positive
correlation of age and masculinity preferences within a reproductive age range (e.g., Little et
al., 2001, 2002, but see, for example, DeBruine et al., 2006, for a null-nding regarding age).
Analyses were thus limited to women aged 18–45, and age was controlled for in all analyses.
Sexual orientationBatres, Jones, Feinberg, DeBruine andPerrett (n.d.) found that variation
in women’s attraction to men predicted masculinity preferences.ey asked participants to
indicate their sexual orientation on a variant of the Kinsey scale (Kinsey, Pomeroy & Martin,
1948), a continuous scale ranging from 1-homosexual over 4-bisexual to 7-heterosexual (e.g.,
Boothroyd et al., 2008; Moore et al., 2006). For women who identied their sexual orientation
as 5, 6 or 7 on this scale, a positive relationship of sexual attraction to men and masculinity
preference was observed. A preliminary base model tested for the eect of sexual orientation
on masculinity point preference measures and tuning curves before deciding on how this
variable would be treated in subsequent analyses of individual dierences (see Section 9.3.1).
Hormonal contraceptive useHormonal contraceptives appear to cause systematic dier-
ences in masculinity preferences. Little, Burriss, Petrie, Jones and Roberts (2013) showed
that initiating hormonal contraceptive use led to a decrease in women’s preference for male
facial masculinity. ey also found that the partners of women who were using hormonal
contraceptives when the relationship was formed had less masculine faces than the partners
of women who were not using hormonal contraceptives at that time, suggesting not only a
dierence in mate preferences but indeed mate choice. Menstrual cycle shis in preferences
have been found to be weaker, or non-existent in women who are using hormonal contra-
ceptives (Alvergne & Lummaa, 2010; Penton-Voak et al., 1999). Hormonal contraceptive
use can also moderate the eect of factors such as self-rated attractiveness (see Section 9.1.2),
relationship context (see Section 9.1.3) and relationship status (see Section 9.1.4). Little et al.
(2002) found that relationship context and being single or not only aected women’s mas-
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culinity preferences when they were not using hormonal contraceptives. Similarly, Smith et al.
(2009) found that only masculinity preferences of women who were not using the pill were
aected by the temporal context of relationships. As Little et al. (2002) noted, dierences
in preferences between women using and not using hormonal contraceptives might also be
caused by behavioural dierences—women who are using hormonal contraceptives might
also engage in behaviours or make lifestyle-choices that are dierent from those of women
not using hormonal contraceptives (e.g., women on the pill reported more sexual partners
than women not using the pill).
As with sexual orientation, the eect of hormonal contraceptive use on masculinity prefer-
ences was rst tested in a preliminary base model before deciding on how this variable would
be treated in further analyses (see Section 9.3.1).
9.2. Methods
9.2.1. Participants
A total of 563 women were recruited through the Perception Lab website (online sample) and
through Amazon MTurk (MTurk sample, Buhrmester, Kwang & Gosling, 2011). Amazon
MTurk workers were paid $2.00 for their participation. Exclusions were made based on
ethnicity (Caucasian only), age (only women in a reproductive age range, i.e. between ages 18
and 45), sexual orientation (only women who reported higher sexual attraction to men than
women) and rating behaviour (only women who assigned more than two dierent values
when judging men’s attractiveness on an 8-point Likert-type scale, see Section 9.2.3). Table 9.1
provides descriptive statistics for the overall and nal sample.
Table 9.1.: Descriptive statistics for Study 2.
Total Aer exclusions
Online MTurk Online MTurk
N 267 296 173 142
Age M 24.98 37.08 24.12 33.51
SD 8.84 11.53 7.26 6.27
9.2.2. Stimulus set
e stimulus set consisted of four base faces that were composites of four men each (see
Figure 9.2.1). Men were picked from Face Set 2 (see Section 4.2) to match in age, height, and
BMI (see Table 9.2).
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Table 9.2.:e composite base faces used in Study 2 were matched in age, height,
and BMI. e table gives the range in mean age, height and BMI of the four
composite face in the 3D and 2D tasks, as well as the range for the individual faces
that went into the respective composites.
Age (years) Height (cm) BMI (kg m-2)
3D stimuli Composite base faces 20.8 - 22.0 180.1 - 182.5 22.0 - 22.4
Individual faces 18.0 - 25.0 173.0 - 191.5 18.0 - 25.0
2D stimuli Composite base faces 21.0 - 22.5 180.3 - 180.8 21.9 - 22.4
Individual faces 19.0 - 26.0 174.0 - 191.0 19.0 - 26.0
Figure 9.2.1.: Base faces for Study 2. Each base face was a composite of four men from Face
Set 2.
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Base faces were manipulated in their masculinity by applying or subtracting the linear
dierence between the averagemale and female face shape fromFace Set 2. With this dierence
corresponding to 100%, each base face was feminized and masculinised to cover a range of
–100% to +200% sexually dimorphic shape in seven steps of 50%, resulting in 28 stimulus faces.
Figure 9.2.2 shows one of the base faces at the seven dierent levels of masculinity. Note that
transforming faces in this way changes face shape along the male-female axis while retaining
identity and sex. e (asymmetric) range of –100% to +200% was chosen based on a pilot
study, which showed that when presented with a range of –100% to +100%, women rated
very low levels of masculinity as unattractive, but very high levels of masculinity as relatively
attractive, indicating a ceiling eect.
Figure 9.2.2.: One of the base faces at the seven dierent levels of masculinity. Masculinity
transforms were based on the dierence in average face shape of men and women from Face
Set 2.
9.2.3. Experimental tasks
9.2.3.1. Task 1: 3D rating
e stimulus faces were presented in two separate tasks. In Task 1, women were asked to rate
all 28 faces on their attractiveness on an 8-point Likert-type scale from 1–Not at all attractive
to 8–Very attractive. Prior to the rating, participants were presented with 2D frontal images
of all face models for one second each to provide an overview of stimulus variability.e 3D
face stimuli were presented on a computer screen in randomized order.ey were rotated
from –45° to +45° from le to right while simultaneously being rotated from –15° to +15° up
and down, resulting in the stimuli “bobbing” in a sinusoidal manner. Images were presented
individually against a black background and remained visible until a rating was made.
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9.2.3.2. Task 2: 3D and 2D interactives
In Task 2, the stimulus faces from Task 1 were presented in an interactive slider task that
showed each face from a frontal and lateral view (see Figure 9.2.3)3. Interactive stimuli were
presented in two randomised blocks. In each block, participants were briefed with one of the
following two instructions (Penton-Voak et al., 2003):
(1) “In this block, you are asked to imagine you are looking for a SHORT-TERM
partner. Short-term implies that the relationship may not last a long time. Ex-
amples of this type of relationship would include a single date accepted on the
spur of the moment, an aair within a long-term relationship, and possibility of
a one-night stand.”
(2) “In this block, you are asked to imagine you are looking for a LONG-TERM
partner. Examples of this type of relationship would include someone you may
want to move in with, someone you may consider leaving a current partner to
be with, and someone you may, at some point, wish to marry (or enter into a
relationship on similar grounds as marriage).”
Figure 9.2.3.: Interface of Task 2. By hovering the mouse over the face, participants changed
its masculinity simultaneously in a frontal and lateral view.
To compare ndings to previous studies using 2D stimuli, Task 2 also included a 2D
interactive task. Again, four composite faces of four men each served as base identities that
3A demo of the interactive interface can be found at http://perceptionlab.com/~Iris/SI.html.
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were transformed to cover a masculinity range from–100% to +200% (see Figure 9.2.4). Faces
were chosen from a database of commercially available facial pictures (3DSK, e.g., Re et
al., 2013) to match the 3D stimulus faces in age, height and BMI (see Table 9.2). Masculinity
transforms were based on the average of 50 women and 50 men from the same data base.
Figure 9.2.4.: Stimulus faces in 2D control condition. Each face was a composite of four men
each from the 3DSK picture set.
e order of experimental tasks was xed; participants rst completed Task 1 (3D rating),
then Task 2. e order of blocks within Task 2 (short-term, long-term) was randomised;
within these blocks, participants rst completed the 3D, then the 2D interactives; the order of
faces within each interactive task was randomised.
9.2.4. Instructional manipulation check
For the MTurk sample, an instructional manipulation check (IMC) was included prior to
the experimental tasks to ensure participants carefully read instructions.e IMC described
in Oppenheimer, Meyvis and Davidenko (2009) was adapted to the current experiment.
Participants were presented with the following instruction:
is experiment investigates individual dierences in preferences for face shape
and skin tone. Individual preferences and knowledge, along with situational
variables, can greatly impact decision processes. In order to facilitate our research
we are interested in knowing certain factors about you, the decision maker.
Specically, we are interested in whether you actually take time to read the
instructions; if not, some of our tests that rely on changes in the instructions will
be ineective. So, in order to demonstrate that you have read the instructions,
please ignore the question below, as well as the “Next” button. Instead, simply
click on the “Back” button to proceed to the next screen.ank you very much.
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Beneath this paragraph, participants were presented with the question “Which of these factors
inuence facial attractiveness the most in your opinion?” and could rate the importance of
aspects such as “clear skin” or “a beautiful smile”. At the very bottom, participants could either
click “Back” or “Next”. If they clicked “Back” the experiment proceeded; if they clicked “Next”,
they were taken to a page that explained the importance of reading instructions and told
participants they could restart the experiment if they wanted to.
9.2.5. Individual dierences
Prior to the experimental tasks, participants were asked to ll out a questionnaire on basic
demographic information (age, gender, ethnicity).
Participants indicated their sexual orientation on a 7-point scale ranging from 1-homosexual
to 4-bisexual to 7-heterosexual (Moore et al., 2006). Only participants that reported a sexual
orientation of 5 or above (i.e. a greater sexual attraction to men than women) were included
in the subsequent analyses. Health was measured on a 5-point scale with the options 1-
Excellent, 2-Very good, 3-Good, 4-Fair and 5-Poor (e.g., Ju¨rges, Avendano &MacKenbach,
2008). Answers on the health item were reverse-coded for analysis, so that higher values
corresponded to better health. Disgust sensitivity was measured with the seven-item pathogen
disgust sensitivity scale (Tybur, Lieberman &Griskevicius, 2009). Items were summed to give
a disgust sensitivity score, with high values indicating a high disgust sensitivity. If a participant
did not rate all seven items, their disgust sensitivity was recorded as missing. Participants
rated their own attractiveness (to the sex they were attracted to) on a 7-point Likert-type scale
ranging from 1-Below average/Not so attractive to 7-Above average/Very attractive. Participants
were also asked about their relationship status: whether they were currently in a relationship,
and if so how happy they were in the relationship (7-point Likert-type scale ranging from
1-Very unhappy to 7-Very happy), and how committed they felt to their relationship (7-point
Likert-type scale ranging from 1-Not committed at all to 7-Very committed). Only women who
reported to be committed to and happy in their current relationship (values of 4 or above on
the respective scales) were included in the analysis of the eect of relationship status (Little et
al., 2002). To approximate perceived environmental harshness, participants were asked to
report how much they worried about their future nancial situation when thinking ahead
(7-point Likert-type scale ranging from 1-I worry a lot to 7-I’m not worried at all). Finally,
participants were asked whether they were currently using hormonal contraceptives, and
whether they had answered all questions truthfully (all women in the nal sample—i.e. aer
the described exclusions—indicated they had).
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9.2.6. Analyses
As few studies have worked with 3D faces so far, masculinity preferences were rst compared
across the dierent modalities (2D and 3D stimuli) and tasks (interactive tasks vs. rating
task). Next, we tested for the eects of the recorded individual dierences on masculinity
preferences.
(1) Preferences across dierent modalities and tasks. To compare preferences in 2D and 3D
faces, preferred masculinity levels in the interactive tasks were averaged across the four base
faces as well as long-term and short-term contexts for each participant, separately for 2D and
3D faces. To allow for a comparison of preferred masculinity levels in the interactive tasks
and the rating task, each woman’s peak preference level in the 3D rating task was computed.
Peak preference was determined as the level to which the highest attractiveness rating had
been assigned. For each woman, the mean attractiveness rating for each masculinity level was
computed by aggregating ratings across the four base faces. If the same rating was given to two
consecutive masculinity levels, the peak preference level was calculated as the average of those
two levels (e.g., if the highest rating was given to levels +50% and +100%, peak preference was
determined as 75%). If the same rating was given to more than two levels, or two levels that
were not consecutive, peak preference was recorded as missing. Correlation analysis was used
to test for an association of masculinity preferences across dierent modalities and tasks.
(2)e eect of individual dierences on masculinity preferences in interactive and rating
tasks. As the data had a hierarchical structure (four base faces assessed by participants from
two dierent samples), linear mixed eect models were used to test for the eect of both
control variables as well as individual dierences in the variables of interest. All tested models
are presented in the following form: outcome variable ∼ (predicted by) xed eects + random
eects.
For preferences in the interactive tasks, the initial model included the chosen level of mas-
culinity as outcome variable and two xed eects, stimulus dimension (2D vs 3D) and context
(short-term vs long-term). Random eects due to dierences between the online andMTurk
samples, dierences in participant scale use and dierences in the baseline attractiveness
of the four base faces were modelled by including a random intercept for faces nested in
participant nested in sample. Aer establishing the eect of the three control variables, this
base model was then adapted for the analyses of the dierent variables: questionnaire items
were entered as additional xed eects, and, depending on the specic research question,
allowed to interact with dimension and/or context.
To analyse attractiveness as a function of masculinity, attractiveness ratings were entered as
the dependent variable, and masculinity level as a predictor. As we expected the relationship
of attractiveness and masculinity to be curvilinear, we added a quadratic term of masculinity
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level to the model. Random eects were modelled as for the interactive task. For the analysis
of the dierent variables, questionnaire items were then entered as xed eects and allowed
to interact with both the linear and quadratic masculinity level term.
All analyses were carried out using SPSS 22 andR (RDevelopment Core Team, 2015). Linear
mixed eect models were calculated using the R packages lme4 (Bates, Maechler, Bolker
& Walker, 2015) and lmerTest (Kuznetsova, Brockho & Christensen, 2015). Interaction
plots were created using sjPlot (Lu¨decke, 2015); interactions with continuous variables were
by default plotted for the marginal means for the minimum and maximum values of the
independent variable. All p-values are reported two-tailed.
9.3. Results and discussion
9.3.1. Preliminary analyses
9.3.1.1. Masculinity preferences across dierent modalities and task
Masculinity preferences expressed in the 3D and 2D interactive tasks were averaged across
base faces and relationship contexts. Mean preferences for 3D and 2D faces were strongly
correlated (r(313)=.57, p<.001, see Figure 9.3.1). Peak preference as measured in the rating
task was found to be correlated with preferences in both 3D (r(279)=.65, p<.001) and 2D
(r(279)=.41, p<.001) interactive tasks (see Figures 9.3.2 and 9.3.3).
Figure 9.3.1.: Masculinity preferences were highly correlated for 3D and 2D interactive tasks.
e solid line is the line of best t; dashed lines show the 95% CI.
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Figure 9.3.2.:e masculinity level chosen to
be the most attractive in the rating task cor-
related with mean masculinity preferences in
the 3D interactive task.e solid line is the
line of best t; dashed lines show the 95% CI.
Figure 9.3.3.: Peak preference level in the rat-
ing task was also correlated with preferences
in the 2D interactive task, albeit less strongly
so.e solid line is the line of best t; dashed
lines show the 95% CI.
While preferences in the dierent tasks were correlated, mean preferences in the three
tasks diered.e highest preference was expressed in the 3D rating (M=76%), followed by
the 3D interactive (M=69%) and the 2D interactive (M=19%; see Figure 9.3.4). One-sample
t-tests showed that preferences in all three tasks were signicantly higher than the original
(i.e. unmanipulated) level of masculinity (3D rating: t(279)=15.60, p≤.001; 3D interactive:
t(313)=26.34, p≤.001; 2D interactive: t(313)=8.86, p≤.001).
9.3.1.2. Analysing preferences in interactives and rating: base models
Before testing individual eects, I determined eects of the three control variables: participant
age, sexual orientation and hormonal contraceptive use.
Interactive tasks I rst tested a linear mixed eect model with chosen masculinity level as
outcome variable, the predictors stimulus dimension (2D vs 3D) and context (short-term vs
long-term) and a random intercept for stimulus face nested in participants nested in sample.
en, participant age, sexual orientation and hormonal contraceptive use were added to the
model. To test whether eects might dier for 2D and 3D stimuli, all three control variables
were allowed to interact with stimulus dimension.emodel including age, sexual orientation
and hormonal contraceptive use was found to be a better t (AIC=14082) than the model
without these control variables (AIC=14104, χ2=34.33, p<.001).
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Figure 9.3.4.: Masculinity preferences in the dierent tasks.e solid line marks the masculin-
ity level of unmanipulated faces. In all three tasks, preferences were signicantly dierent
from 0, indicating an overall preference for increased masculinity.is preference was more
pronounced in 3D compared to 2D tasks.
Results showed signicant main eects of context (short-/long-term) and dimension (2D/
3D) on masculinity preferences (see Table 9.3). Preferences for masculine faces were higher
in a short- compared to a long-term context, and greater for 3D compared to 2D faces (cf.
Section 9.3.1.1). ese main eects were qualied by an interaction between relationship
context and stimulus dimension, whereby higher masculinity was preferred in a short-term
compared to long-term context to a greater extent in 3D compared to 2D faces (see Figure
9.3.5).
e main eect of participant age on masculinity preferences was not signicant but
participant age showed a signicant interaction with stimulus dimension: older women
showed a greater preference for higher levels of masculinity than younger women in 2D
but not 3D faces (see Figure 9.3.6). Sexual orientation had a signicant main eect on
masculinity preferences: the higher women’s score on the sexual orientation scale (i.e., the
more women reported to be exclusively attracted to men), the higher their preferred level
of masculinity. Sexual orientation did not interact with stimulus dimension in predicting
masculinity preferences. Hormonal contraceptive use showed no signicant main eect on
preferences, but interacted with stimulus dimension: women using hormonal contraceptives
preferred a higher level of masculinity than women not using hormonal contraceptives in 2D
compared to 3D faces.
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Table 9.3.: Masculinity preferences in interactive task—base model including the
control variables participant age, sexual orientation and hormonal contraceptive use.
Estimates for categorical variables are given with respect to reference categories; these
were “context short-term”, “dimension 3D” and “contraceptive use no”.
estimate SE df t-value p
(Intercept) 2.59 0.47 376 5.57 <.001
context –0.17 0.04 4626 –4.59 <.001
dimension 2D –0.82 0.29 4626 –2.83 .005
dimension 2D x context long-term 0.11 0.05 4626 2.03 .042
age 0.01 0.01 374 1.36 .174
age x dimension 2D 0.01 0.00 4626 2.61 .009
sexual orientation 0.24 0.07 374 3.34 .001
sexual orientation x dimension 2D –0.08 0.05 4626 –1.68 .093
contraceptive use yes 0.08 0.10 374 0.79 .429
contraceptive use yes x dimension 2D 0.16 0.06 4626 2.71 .007
Figure 9.3.5.: Women preferred a higher level
of masculinity when optimising men’s facial
attractiveness in a short-term compared to
a long-term relationship context, and espe-
cially so for 3D faces. Error bars represent
95% CI.
Figure 9.3.6.: Olderwomenpreferred a higher
level of masculinity than younger women,
and especially so in 2D compared to 3D faces.
Error bars represent 95% CI.
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Tuning curves I rst predicted ratings of attractiveness by entering men’s level of facial
masculinity as a linear term. Re-running the model including the quadratic term signicantly
increased model t (AIC 30240 vs 29499, χ2=743.4, p<.001). In a next step, the three control
variables (participant age, sexual orientation and hormonal contraceptive use) were added to
the model and allowed to interact with both linear and quadratic masculinity terms. Model
t signicantly improved by adding the control variables (AIC=26379, χ2=137.6, p<.001).
Table 9.4 summarizes the results. Age had a signicant main eect and was found to
interact with both the linear and the quadratic masculinity term. Hormonal contraceptive
use had no main eect on attractiveness ratings, nor did it interact with either the linear or
quadratic masculinity terms. Sexual orientation had a main eect on attractiveness ratings,
and interacted with the linear but not the quadratic masculinity term.
Table 9.4.: Masculinity preferences in rating task—base model of preference
curves including the control variables participant age, sexual orientation and
hormonal contraceptive use. e estimate for contraceptive use is given with
respect to the reference category, “contraceptive use no”. For brevity, masculinity
level is from here on abbreviated as “mlevel”, and the quadratic term as “mlevelsq”.
estimate SE df t-value p
(Intercept) 4.86 0.84 179 5.79 <.001
mlevel 0.17 0.32 7480 0.53 .597
mlevelsq –0.09 0.04 7480 –2.16 .031
age 0.02 0.01 747 2.03 .043
age x mlevel –0.01 0.00 7480 –2.69 .007
age x mlevelsq 0.00 0.00 7480 2.45 .014
contraceptive use yes –0.20 0.16 1079 –1.21 .227
contraceptive use yes x mlevel 0.08 0.07 7480 1.25 .210
contraceptive use yes x mlevelsq –0.00 0.01 7480 –0.03 .978
sexual orientation –0.52 0.12 1068 –4.14 <.001
sexual orientation x mlevel 0.16 0.05 7480 3.18 .001
sexual orientation x mlevelsq –0.01 0.01 7480 –1.22 .224
To visualize the shape of the preference function, a curve was tted based on the estimated
slopes from the linear mixed eect model. e local maximum of the function (for values
corresponding to the range of presented masculinity levels, 1–7) was calculated as a measure
of peak preference and graphically illustrated. Figure 9.3.7 visualizes masculinity preference
curves at the sample minimum and maximum age (18 and 45 years, respectively) for women
who were not using hormonal contraceptives and reported to be completely heterosexual.
Figure 9.3.8 visualizes masculinity preference curves at the sample minimum and maximum
sexual attraction to men (5 and 7 on the sexual orientation scale, respectively) at the sample
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mean age (28.4 years) when no hormonal contraceptives were used.
Figure 9.3.7.: Attractiveness as a function of
masculinity in younger and older women.
e ticks mark the turning points of the pref-
erence curves or peak preference levels.e
peak preference level for an average 18-year
old woman in the sample was +87%masculin-
ity, while the peak preference for an average
45-year old was +91% masculinity.
Figure 9.3.8.: Attractiveness as a function of
masculinity in women with varying sexual
attraction to men. e peak preference
level for (heterosexual) women reporting the
strongest attraction to women was +39%mas-
culinity, while the peak preference forwomen
who reported to be exclusively attracted to
men was +88% masculinity.
9.3.1.3. Discussion
Masculinity preferences were found to be strongly correlated in the three dierent tasks (2D
interactive, 3D interactive, 3D rating). Moreover, masculinity preferences in all three tasks
were signicantly dierent from zero.is is in line with ndings from previous studies that
have reported a general preference for masculinity/masculine traits (Cunningham, Barbee
& Pike, 1990; Gillen, 1981; Grammer &ornhill, 1994; Koehler et al., 2004; Neave, Laing,
Fink & Manning, 2003; Rhodes et al., 2003, 2007; Saxton et al., 2009; Scheib et al., 1999),
but in contrast to other studies, most of which used a similar methodology as the current
study and reported that, overall, women prefer a close to average or slightly feminine male
face shape (Little et al., 2001; Penton-Voak et al., 2004, 2003; Perrett et al., 1998; Rhodes et
al., 2000; Scott et al., 2010). Our results might dier from these latter ndings because we
used an asymmetric range of masculinity (–100% to +200%). Being presented with more
masculinised compared to feminized faces, participants might have shied their preferences
towards a higher level of masculinity/the average of the presented range (+50%).
My second main nding was that while masculinity preferences were correlated in 2D and
3D, they were signicantly greater in 3D compared to 2D faces. As 2D faces were presented
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with the same asymmetric masculinity range in masculinity, range eects cannot account for
systematic dierences between 2D and 3D faces.
Two explanations for systematic dierences between 2D and 3D faces seem possible. First,
masculinity manipulations might change dierent traits/traits dierently in 2D and 3D faces.
For example, with increasing masculinity, brows move downwards in 2D images, but move
downwards and protrude in 3D images. Moreover, and related to this latter point, information
available from 2D and 3D faces might dier.e additional information available from lateral
views in 3D faces might change how information from frontal views is integrated. Systematic
dierences between 2D and 3D stimuli are further investigated in Appendix E.
Second, dierences between preferences in 2D and 3D images found in the current study
might be related to a methodological artefact. While the base stimulus faces in the 2D and
3D tasks were matched on age, BMI and height, the 2D and 3D sex prototypes on which
masculinity transformations were based were not matched on these variables and might have
diered in their dimorphism. at is, it could be that 2D prototypes were more sexually
dimorphic than the 3D prototypes. is would mean that moving a 2D face towards 50%
higher masculinity would result in a more masculine face shape than applying the same
percentage of masculinity to a 3D face. Potential dierences in masculinity transforms due to
dierences in prototypes are further investigated in Appendix F.
Attractiveness as a function ofmalemasculinity Findings from the interactive tasks replic-
ated previous ndings of an eect of temporal relationship context on masculinity preferences.
Women preferred a higher level of masculinity in a short-term compared to long-term context,
which has been previously interpreted as evidence that in a long-term context, high levels of
masculinity, associated with less prosocial behaviour, might be more costly than in a short-
term context (see Section 9.1.3). An eect of temporal context of masculinity preferences in
the rating task was not assessed.
e initial analysis of women’s attractiveness ratings as a function of masculinity level
showed that, as predicted, men’s facial masculinity was related to women’s ratings of attract-
iveness in a curvilinear fashion. Very low and very high levels of masculinity were rated as
relatively unattractive. Attractiveness ratings peaked at a level of +87% masculinity.
e preference curves were asymmetric in shape for the presented range of masculinity.
Very low levels of masculinity were rated as notably less attractive than very high levels, a
pattern not predicted by the extensive literature focussing on the costs associated with (facial)
masculinity. One possible explanation for the decreased tolerance of low as compared to
high levels of masculinity might be found in the relatively low quality of the texture images
with which the stimulus faces were rendered. Base faces might not have been perceived as
particularly masculine to begin with. Transforming a face of average masculine shape towards
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50% greater femininity renders the face as androgynous in shape; a transformation of –100%
eectively corresponds to the face shape of an average woman. Due to the potentially lower
starting level in perceived masculinity, the applied transformations towards greater femininity
might have been too extreme. Note however, that early work on masculinity preferences used
similarly low resolution images (e.g., Perrett et al., 1998), yet found a much lower preferred
masculinity level (close to +90% in the current study compared to –10% in Perrett et al., 1998).
Control variables Age. In line with previous ndings (e.g., Little et al., 2001), I found that
older women preferred a higher level of masculinity in the interactive tasks. Facial masculinity
has been previously found to increase men’s perceived age (Boothroyd et al., 2005; Perrett et
al., 1998). Older-, more mature-looking men might be particularly attractive to older women
because of the association of age and social status, as well as a tendency in women to prefer
somewhat older men than themselves (e.g., Buss, 1989). Consistent with the ndings from
the interactive task, older women’s attractiveness ratings peaked at a slightly higher level than
those of younger women in the rating task.
My ndings add to the previous observation of an age eect by showing that age not only
seems to aect peak preference level, but attractiveness ratings as a function of masculinity
more generally—older women showed a higher tolerance for both low and high levels of
masculinity. is might reect a decreased mate value of older women (e.g., Pawlowski
& Dunbar, 1999). Younger women gave less favourable ratings on both sides of their peak
preference level. At the peak preference level itself, their ratings of attractiveness were actually
higher than those of older women’s ratings at peak preference level. Taken together, these
ndings suggest that while younger women, on average, prefer a lower level of masculinity,
their ratings of attractiveness are more sensitive to facial masculinity.
Sexual orientation. Analyses from the interactive tasks showed that the more women were
exclusively sexually attracted to men, the higher their preferred level of masculinity was.is
nding is in line with ndings from the preference curves: the more women were exclusively
sexually attracted to men, the more attractive they found highly masculine faces. Findings
from the preference curves suggest that cost/benet functions of masculinity do not dier
depending on how exclusively women feel attracted to men—rather, the entire preference
curve is just shied towards higher levels of masculinity. Together with ndings by Batres et
al. (n.d.), this suggests that even within women who might report their sexual orientation
as heterosexual if only given the options of homosexual/bisexual/heterosexual, variation in
attraction to men aects masculinity preferences, and should therefore be accounted for in
future studies.
Hormonal contraceptive use. In contrast to previous ndings, my results showed that women
using hormonal contraceptives preferred a higher level of masculinity in the interactive tasks
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than womenwho did not use hormonal contraceptives.is is surprising given recent ndings
showing that for women who started using the pill, masculinity preferences shied toward
less masculinity (Little, DeBruine & Jones, 2013). With regards to masculinity preference
curves, hormonal contraceptives were found to have no eect.
Base models for subsequent analyses Age was found to aect masculinity preferences
in both the interactive as well as rating tasks, and was thus retained as a control variable.
Sexual orientation, too, was found to aect preferences in both the interactive and rating
tasks. Sample sizes for the dierent sexual orientation categories were relatively small and
unbalanced, making it hard to statistically control for sexual orientation in the analyses of
other eects.us, it was decided to restrict subsequent analyses to women who identied as
completely heterosexual (N=223).4
While women using hormonal contraceptives preferred more masculine faces in the in-
teractive task than women not using hormonal contraceptives, hormonal contraceptive use
did not aect masculinity preference curves in the rating task. As the aim of this chapter was
to identify potentially adaptive tuning of mate preferences and hormonal contraceptive use
is an evolutionary novel phenomenon, the following approach was adopted for subsequent
analyses: If previous literature suggested that hormonal contraceptive use might interact
with the variable of interest in predicting masculinity preferences, women who reported to
use hormonal contraceptives were excluded from analyses. If no previous literature existed,
an interaction with hormonal contraceptive use was modelled. If an interaction was found,
analyses were restricted to women not using hormonal contraceptives.
e base models to which questionnaire items were added as xed eects were thus the
following.
Interactive task: preferred masculinity level ∼ stimulus dimension + temporal
context + temporal context x stimulus dimension + age + age x dimension +
(1∣sample/subject/face).5
Tuning curves: attractiveness ∼masculinity level + masculinity level2 + age +
age x masculinity level + age x masculinity level2+(1∣sample/subject/face)
4On the 7-point scale, 23 women indicated their sexual orientation as 5, 69 as 6 and 223 as 7, i.e. completely
heterosexual.
5e symbol “∼” should be read as “predicted by”.e term “(1∣sample/participant/face)” denotes the random
eects: a random intercept was modelled for stimulus base face nested in participant nested in sample.
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9.3.2. Self-rated attractiveness
9.3.2.1. Results
Four women did not report their self-rated attractiveness, and for one additional women data
on hormonal contraceptive use was missing. e sample size was thus N=218. e mean
self-rated attractiveness was 4.6±1.2, with values ranging from 1 to 7.
Preferences in interactive tasks e eect of self-rated attractiveness on masculinity pref-
erences was tested by adding self-rated attractiveness to the interactive task base model (see
Section 9.3.1.2). To test whether eects might dier for 2D and 3D stimuli, I allowed for an
interaction between self-rated attractiveness and stimulus dimension. As eects have been
previously shown to be contingent upon the temporal context for which attractiveness is
assessed, we also allowed for an interaction between self-rated attractiveness and context. To
control for the eects of hormonal contraceptive use, hormonal contraceptive use was added
to the model, and three-way interactions between hormonal contraceptive use and self-rated
attractiveness x dimension and self-rated attractiveness x context was tested.
e three-way interaction between self-rated attractiveness x dimension x pill use was sig-
nicant (p=.009). Analyses were thus restricted to women not using hormonal contraceptives
(N=156). For women not using hormonal contraceptives, a signicant interaction between
self-rated attractiveness and relationship context was observed (see Table 9.5). As can be
seen from Figure 9.3.9, women who rated themselves as more attractive preferred similar
masculinity levels in both contexts, whereas women who rated themselves as less attractive
preferred more masculine faces in a short-term compared to a long-term context.
Table 9.5.: Eects of self-rated attractiveness on masculinity preferences in the
interactive tasks for women not using hormonal contraceptives. Self-rated at-
tractiveness was reported on a 7-point scale; high values indicate high self-rated
attractiveness.
estimate SE df t-value p
(Intercept) 4.14 0.35 202 11.85 <.001
context long-term -0.61 0.15 2305 -4.12 <.001
dimension 2D -1.33 0.21 2305 -6.31 <.001
dimension 2D x context long-term 0.10 0.08 2306 1.29 .196
age 0.01 0.01 185 1.63 .105
age x dimension 2D 0.01 0.00 2305 1.61 .108
self attractive 0.00 0.05 220 0.01 .992
self attractive x context long-term 0.10 0.03 2305 3.36 .001
self attractive x dimension 2D 0.01 0.03 2305 0.18 .861
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Preferences in rating task: tuning of preferences To control for the eects of hormonal
contraceptive use, self-rated attractiveness was entered in a rst step with hormonal contra-
ceptive use into the tuning curve base model (see Section 9.3.1.3).e three-way interaction
between hormonal contraceptive use, self-rated attractiveness and masculinity level was signi-
cant for both the linear (p=.002) and quadratic masculinity terms (p=.004). Analyses were
thus restricted to women not using hormonal contraceptives.
e model revealed a signicant main eect of self-rated attractiveness on ratings of male
attractiveness, as well as signicant interactions with both the linear and quadratic masculinity
level terms (see Table 9.6). Figure 9.3.10 visualizes preference curves for women who rated
themselves lowest (1) and highest (7) on attractiveness.
Table 9.6.: Eect of self-rated attractiveness on masculinity preference
curves in women not using hormonal contraceptives. Self-rated attract-
iveness was reported on a 7-point scale; high values indicate high self-
rated attractiveness.
estimate SE df t-value p
(Intercept) 2.73 0.63 48 4.32 <.001
mlevel 0.62 0.23 3738 2.64 .008
mlevelsq -0.07 0.03 3738 -2.50 .013
age 0.01 0.01 367 0.61 .544
age x mlevel 0.00 0.01 3738 -0.78 .436
age x mlevelsq 0.00 0.00 3738 0.74 .460
self attractive -0.24 0.09 513 -2.80 .005
self attractive x mlevel 0.11 0.03 3738 3.05 .002
self attractive x mlevelsq -0.01 0.00 3738 -2.34 .019
9.3.2.2. Discussion
In line with previous ndings (Little et al., 2001; Penton-Voak et al., 2003), results from the
interactive tasks revealed an interaction between women’s self-rated attractiveness and the
type of relationship for which men’s faces were assessed. Women who perceived themselves
as less attractive shied their masculinity preferences towards lower levels of masculinity in a
long-term compared to a short-term relationship context. In contrast, women who perceived
themselves as more attractive preferred a similar level of masculinity in both short- and
long-term contexts. is has been previously taken as evidence that less attractive women
have a lesser mate value and thus might opt for long-term mates who are “more likely to
invest or least likely to desert” (Little et al., 2001, p. 42,)—i.e. it has been suggested that the
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Figure 9.3.9.: Women rating themselves as
less attractive preferred less masculine faces
in a long-term compared to a short-term rela-
tionship context, while women rating them-
selves as more attractive showed similar pref-
erences in both contexts. Bands represent the
respective 95% CI.
Figure 9.3.10.: Compared to women who
rated themselves as less attractive, women
who rated themselves as more attractive
showed a higher masculinity peak preference
level (94% vs 74%), and less tolerance towards
lower levels of masculinity.
cost of choosing a highly masculine partner might be higher for women with low mate value
compared to women with a higher mate value.
Results from the rating task suggest dierently—preference curves show that both women
of self-rated low and high attractiveness show a similar level of attraction to highly masculine
men. It seems that it is not the costs of high levels of masculinity that dier for women
depending on their perceived individual condition; instead, there seems to be a dierence in
the costs associated with choosing a very feminine mate. More attractive women showed less
tolerance to low levels of masculinity than less attractive women. Attractiveness ratings of
more attractive women were lower for the lowest level of masculinity, and increased more
steeply with increasing masculinity. More generally, more attractive women showed a greater
variance in their ratings of attractiveness, which might indicate they are more discriminatory
when it comes to men’s facial masculinity.
9.3.3. Relationship status
9.3.3.1. Results
Based on ndings from Little et al. (2002), analyses were restricted to women not using
hormonal contraceptives (N=157). Relationship status was missing for 11 women; the nal
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sample size was thus N=146 (59 single women, 87 partnered women).
Preferences in interactive tasks e eect of relationship status onmasculinity preferences
was tested by adding relationship status to the interactive task base model (see Section 9.3.1.3).
To test whether eects might dier for 2D and 3D stimuli, I allowed for an interaction between
relationship status and stimulus dimension. As previous studies suggested that the eect of
relationship status might be contingent on the type of relationship for which attractiveness is
assessed (Little et al., 2002), we also tested for an interaction between relationship status and
temporal context.
Relationship status had no main eect on masculinity preferences, but interacted with
stimulus dimension (see Table 9.7). As Figure 9.3.11 shows, when presented with 2D stimuli,
partnered women preferred a higher level of masculinity than single women, while this
dierence was less pronounced for 3D faces.e interaction between relationship status and
relationship context was not signicant.
Table 9.7.: Eect of relationship status on masculinity preferences in interactive
tasks in women not using hormonal contraceptives.e reference category for
relationship status is “partner no”.
estimate SE df t-value p
(Intercept) 4.13 0.27 17 15.53 <.001
context long-term -0.18 0.07 2156 -2.40 .017
dimension 2D -1.24 0.16 2155 -7.79 <.001
dimension 2D x context long-term 0.09 0.08 2156 1.10 .273
age 0.01 0.01 51 1.39 .170
age x dim 2D 0.00 0.01 2155 0.04 .968
partner yes 0.00 0.16 186 0.03 .977
partner yes x dim 2D 0.26 0.09 2156 2.88 .004
partner yes x context long-term 0.09 0.08 2156 1.13 .261
Preferences in rating task: tuning of preferences Adding relationship status to the tuning
curve base model (see Section 9.3.1.2) revealed that relationship status had neither a main
eect on ratings of male attractiveness nor did it interact with masculinity level terms in
predicting women’s ratings of attractiveness (see Table 9.8).
9.3.3.2. Discussion
In line with previous ndings, single women were found to prefer less masculine men than
partnered womenwhen tested with 2D stimuli.is nding has been previously interpreted as
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Figure 9.3.11.: Partnered women preferred a higher level of masculinity in the interactive 2D
task but less so in the interactive 3D task.
Table 9.8.: Eect of relationship status onmasculinity preference curves
in women not using hormonal contraceptives.e reference category
for relationship status is “partner no”.
estimate SE df t-value p
(Intercept) 1.68 0.52 13 3.25 .006
mlevel 1.07 0.18 3498 6.05 <.001
mlevelsq -0.11 0.02 3498 -5.17 <.001
age 0.01 0.02 434 0.62 .538
age x mlevel 0.00 0.01 3498 -0.04 .967
age x mlevelsq 0.00 0.00 3498 -0.12 .902
partner yes -0.23 0.25 489 -0.90 .371
partner yes x mlevel -0.11 0.10 3498 -1.07 .286
partner yes x mlevelsq 0.02 0.01 3498 1.36 .175
evidence that compared to single women, for partnered womenmating with amoremasculine
men has higher benets (cf. immunocompetence handicap hypothesis) and fewer costs (less
prosocial behaviour of masculine men being less relevant in short-term context). However,
no evidence for such a tuning of preferences was observed in the 3D rating task, and the
relationship status eect was less pronounced in the interactive task when 3D faces were
assessed.
87
9.3.4. Financial worries
9.3.4.1. Results
Based on ndings from Little, Cohen et al. (2007), analyses were restricted to women not
using hormonal contraceptives (N=157). One woman did not report her nancial worries;
the nal sample size was thus N=156.e mean reported nancial worries was 4.5±1.8, with
values ranging from 1 to 7.
Preferences in interactive tasks e eect of nancial worries on masculinity preferences
was tested by adding nancial worries to the interactive task base model (see Section 9.3.1.3).
To test whether eects might dier for 2D and 3D stimuli, I allowed for an interaction between
nancial worries and stimulus dimension. As eects of environmental harshness have been
previously shown to be contingent upon the temporal context for which attractiveness is
assessed, I also allowed for an interaction between nancial worries and context.
e tested model revealed no signicant main eect of, or interactions with, nancial
worries (see Table 9.9).
Table 9.9.: Eects of nancial worries on masculinity preferences in interactive
tasks in women not using hormonal contraceptives. Financial worries were
recorded on a 7-point scale; high values indicate many nancial worries.
estimate SE df t-value p
(Intercept) 4.20 0.29 198 14.62 <.001
context long-term -0.26 0.11 2306 -2.36 .019
dimension 2D -1.32 0.18 2305 -7.52 <.001
dimension 2D x context long-term 0.08 0.08 2306 1.06 .291
age 0.01 0.01 184 1.49 .138
age x dimension 2D 0.01 0.00 2305 1.59 .112
worries -0.01 0.04 220 -0.26 .793
worries x dimension 2D 0.01 0.02 2306 0.30 .765
worries x context long-term 0.03 0.02 2306 1.22 .224
Preferences in rating task: tuning of preferences Adding nancial worries to the tuning
curves base model showed no main eect of nancial worries on attractiveness ratings, but
a signicant interaction between nancial worries and the quadratic masculinity term (see
Table 9.10). Figure 9.3.12 visualizes masculinity preference curves for women who reported
the least (1) and most (7) nancial worries.
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Table 9.10.: Eect of nancial worries on masculinity preference
curves in women not using hormonal contraceptives. Financial
worries were reported on a 7-point scale; high values indicate
many nancial worries.
estimate SE df t-value p
(Intercept) 1.71 0.55 23 3.12 .005
mlevel 1.02 0.19 3738 5.31 <.001
mlevelsq -0.09 0.02 3738 -3.97 <.001
age 0.01 0.01 388 0.75 .453
age x mlevel -0.01 0.01 3738 -1.05 .296
age x mlevelsq 0.00 0.00 3738 0.97 .334
worries -0.03 0.06 515 -0.57 .570
worries x mlevel 0.03 0.02 3738 1.16 .247
worries x mlevelsq -0.01 0.00 3738 -2.15 .032
Figure 9.3.12.: Women who reported fewer nancial worries showed a higher peak preference
than women who reported more nancial worries (122% vs 71%) and a higher tolerance for
high levels of masculinity.e attractiveness of low levels of masculinity appeared unaected
by individual dierences in nancial worries.
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9.3.4.2. Discussion
We asked participants how much they worried about their future nancial situation to approx-
imate women’s perceived environmental harshness. While we found no eect on masculinity
preferences in the interactive task, ndings from the rating task are in line with previous
research on the eect of perceived environmental harshness: women in perceived harsh envir-
onments preferred less masculine men than women in safe environments (Little, Apicella
& Marlowe, 2007; Little, DeBruine & Jones, 2013), reected in a lower peak preference level.
Our ndings add to previous observations by showing that women with less nancial worries
preferred very masculine men; respectively, women with more nancial worries appeared to
dislike very masculine men rather than preferring low levels of masculinity—very feminine
faces were rated as equally (un)attractive by women with little and high nancial worries.
Moore et al. (2006) found that women in control of nancial resources placed greater
importance on men’s physical attractiveness—from the current work, this may translate to
greater attraction to high levels of masculinity. Note that this interpretation is in conict with
previous studies which suggested environmental harshness would be linked to a preference
for facial cues to male pro-sociality, i.e. less masculine men.
9.3.5. Pathogen disgust sensitivity
9.3.5.1. Results
Ten participants did not respond to all pathogen disgust questionnaire items.e nal sample
size was thus N=213.e mean pathogen disgust sensitivity was 25.4±7.7, with values ranging
from 2 to 42.
Preferences in interactive tasks In a rst step, I tested for an interaction between hormonal
contraceptive use and pathogen disgust sensitivity, as well as disgust sensitivity and age (Lee
& Zietsch, 2015) by adding the following terms to the interactive task base model (see Section
9.3.1.3): disgust + hormonal contraceptive use + disgust x stimulus dimension + disgust x age +
disgust x hormonal contraceptive use
Neither the main eect of contraceptive use, nor the interaction between contraceptive
use and pathogen disgust sensitivity were signicant (both p>.436). Omitting hormonal
contraceptive use from the model revealed a trend for an interaction between age and disgust
(see Table 9.11). While younger women’s masculinity preferences increased with increasing
pathogen disgust sensitivity, older women’s masculinity preferences decreased with increasing
pathogen disgust sensitivity (see Figure 9.3.13).
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Table 9.11.: Eects of pathogen disgust sensitivity on masculinity preferences in
interactive tasks. Pathogen disgust sensitivity ranged from 2 to 42, with high
values indicating high pathogen disgust sensitivity.
estimate SE df t-value p
(Intercept) 3.00 0.79 214 3.78 <.001
context long-term -0.15 0.05 3153 -3.19 .001
dimension 2D -1.08 0.17 3154 -6.22 <.001
dimension 2D x context long-term 0.09 0.07 3154 1.33 .184
age 0.06 0.02 211 2.30 .022
age x dimension 2D 0.01 0.00 3153 1.38 .169
disgust 0.05 0.03 211 1.55 .124
disgust x dimension 2D 0.00 0.00 3156 -1.07 .284
disgust x age 0.00 0.00 208 -1.91 .057
Figure 9.3.13.: A trend for an interaction between disgust and age was found. For younger
women, increasing pathogen disgust sensitivity was associated with increasing masculinity
preferences, while for older women the opposite was observed. Bands represent the respective
95% CI.
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Preferences in rating task: tuning of preferences Following ndings by Lee and Zietsch
(2015) and ndings from the interactive tasks, I conducted analyses separately for younger
and older women by splitting the sample by median age (30 years).
In younger women, the interaction between pathogen disgust sensitivity and the linear
masculinity term was signicant, while the main eect of pathogen disgust sensitivity and the
interaction with the quadratic masculinity term were not signicant (see Table 9.12). Figure
9.3.14 shows the preference curves for minimum and maximum pathogen disgust sensitivity
at the subsample median age (23 years).
Table 9.12.: Eects of pathogen disgust sensitivity on masculinity preferences
curves. Pathogen disgust sensitivity ranged from 2 to 42, with high values indicat-
ing high pathogen disgust sensitivity.
Sample estimate SE df t-value p
30 or younger (Intercept) 0.50 1.04 75 0.48 .633
(N=111) mlevel 1.46 0.40 2658 3.63 <.001
mlevelsq –0.19 0.05 2658 –3.82 <.001
age 0.10 0.03 288 2.75 .006
age x mlevel –0.04 0.01 2658 –2.82 .005
age x mlevelsq 0.01 0.00 2658 3.17 .002
disgust –0.03 0.02 507 –1.81 .071
disgust x mlevel 0.02 0.01 2658 2.26 .024
disgust x mlevelsq –0.00 0.00 2658 –1.66 .097
31 and older (Intercept) 1.28 1.24 294 1.04 .302
(N=102) mlevel 0.98 0.48 2442 2.05 .041
mlevelsq –0.04 0.06 2442 –0.75 .456
age 0.04 0.03 294 1.18 .237
age x mlevel –0.01 0.01 2442 –0.59 .559
age x mlevelsq 0.00 0.00 2442 –0.34 .733
disgust –0.03 0.01 294 –1.86 .064
disgust x mlevel 0.01 0.01 2442 1.68 .094
disgust x mlevelsq –0.00 0.00 2442 –2.03 .042
In older women, the interaction between pathogen disgust sensitivity and the quadratic
masculinity termwas signicant, while themain eect and the interaction with the linear term
were not signicant (see Table 9.12). Figure 9.3.15 shows the preference curves for minimum
and maximum pathogen disgust sensitivity at the subsample median age (37 years).
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Figure 9.3.14.: In the younger subsample, wo-
men with high pathogen disgust sensitivity
rated the least masculine faces as less favour-
able than women with low pathogen disgust
sensitivity, and showed a higher increase in
ratings of attractiveness with increasing mas-
culinity.
Figure 9.3.15.: In the older subsample, women
with low pathogen disgust showed a higher
peak preference level than women with high
pathogen disgust sensitivity and their prefer-
ences remained high beyond the peak level.
For women with high pathogen disgust sens-
itivity, attractiveness ratings decreased more
strongly aer reaching peak preference.
9.3.5.2. Discussion
In contrast to Lee and Zietsch (2015), I found a marginally signicant interaction between
participant age and pathogen disgust sensitivity in predicting masculinity preferences in the
interactive task: while younger women’s masculinity preferences increased with increasing
pathogen disgust sensitivity (in line with, e.g., DeBruine, Jones, Tybur et al., 2010), older
women’s masculinity preferences decreased with increasing pathogen disgust sensitivity. I note
that while Lee and Zietsch (2015, Study 1) tested preferences in a similar sample to the current
one (heterosexual MTurk users residing in the US), their participants were considerably—i.e.
on average seven years—older than mine. e eect they reported, while not signicant,
was comparable to the one I observed (Lee and Zietsch: t=–1.40, current study t=–1.91).
is (trend for an) interaction between age and pathogen disgust can account for the null
nding in Lee and Zietsch’ overall sample, as well as their nding of a positive relation
between pathogen disgust sensitivity and masculinity preferences in the younger subsample.
It supports their interpretation that the eect of pathogen disgust on masculinity preferences
is age-dependent. Younger women who are worried about pathogen contamination appear
to prefer men with more masculine faces, and this may be due to the heritable good health
associatedwithmasculinity (DeBruine, Jones, Tybur et al., 2010). It remains to be clariedwhy
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the association of pathogen disgust sensitivity and masculinity preference in the interactive
task was found to be reversed in older age.
In line with ndings from the interactive task, I found that attractiveness ratings of younger
women who score higher on pathogen disgust sensitivity show a greater sensitivity to facial
masculinity than those of women who score lower on pathogen disgust sensitivity. While for
women with low pathogen disgust sensitivity the preference curve was relatively at, women
with high pathogen disgust sensitivity showed a greater variation in their attractiveness ratings.
ey rated low levels of masculinity as less attractive than women with low pathogen disgust
sensitivity, but their attractiveness ratings increased more steeply with increasing masculinity,
peaked at a higher level of masculinity, and their attractiveness ratings at that peak level
were higher than attractiveness ratings at the peak level of women with low pathogen disgust
sensitivity.
In older women, a dierent pattern was observed. Here, both women with low and high
pathogen disgust sensitivity showed a relatively steep increase in attractiveness ratings with
increasing masculinity. Older women with high pathogen disgust sensitivity showed a similar
preference curve to younger women with high pathogen disgust sensitivity. However, in
contrast to younger women, older women with low pathogen disgust sensitivity gave more
favourable attractiveness ratings in general, and showed a higher peak preference level than
women with high pathogen disgust sensitivity; indeed, their preference curve attenuated
minimally aer the peak preference level.
9.3.6. Self-reported health
9.3.6.1. Results
As self-reported health might be related to self-perceived condition, which has been found to
interact with pill use in predicting masculinity preferences, analyses were restricted to women
not using hormonal contraceptives (N=157). One woman did not report her health; the nal
sample size was thus N=156.e mean self-reported health was 2.3±0.9, with values ranging
from 1 to 4.
Preferences in interactive tasks Self-reported health was added to the interactive task base
model and allowed to interact with both context and stimulus dimension.e main eect of
self-reported health was not signicant; neither was the interaction with stimulus dimension
(see Table 9.13). Self-reported health did interact signicantly with temporal relationship
context. As can be seen from Figure 9.3.16, women who reported better health did not show
dierences in masculinity preferences for short- and long-term contexts, whereas women who
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reported worse health showed a lower preference for masculinity in a long-term compared to
a short-term context.
Table 9.13.: Eects of self-rated health on masculinity preferences in the interact-
ive tasks for women not using hormonal contraceptives. Self-rated health was
reported on a 5-point scale; high values indicate good self-rated health.
estimate SE df t-value p
(Intercept) 4.21 0.38 203 11.03 <.001
context long-term -0.46 0.17 2305 -2.71 .007
dimension 2D -1.30 0.23 2305 -5.69 <.001
dimension 2D x context long-term 0.09 0.08 2306 1.21 .225
age 0.01 0.01 184 1.58 .116
age x dimension 2D 0.01 0.00 2305 1.61 .108
health -0.02 0.07 219 -0.27 .789
health x dimension 2D 0.00 0.04 2306 0.05 .960
health x context long-term 0.08 0.04 2305 1.99 .047
Preferences in rating task: tuning of preferences Adding self-reported health to the base
model showed a signicant negative main eect of self-reported health on attractiveness
ratings (see Table 9.14). Neither of the interactions with self-reported health was signicant
Figure 9.3.17 visualizes masculinity preference curves for women who reported to be of worst
(1) and best (5) health.
Table 9.14.: Eect of self-rated health on masculinity preference
curves in women not using hormonal contraceptives. Self-rated
healthwas reported on a 5-point scale; high values indicate good
self-rated health.
estimate SE df t-value p
(Intercept) 2.64 0.67 65 3.95 <.001
mlevel 0.94 0.25 3738 3.71 <.001
mlevelsq -0.13 0.03 3738 -4.06 <.001
age 0.01 0.01 358 0.63 .528
age x mlevel 0.00 0.01 3738 -0.89 .373
age x mlevelsq 0.00 0.00 3738 0.92 .360
health -0.27 0.12 499 -2.26 .024
health x mlevel 0.05 0.05 3738 1.02 .306
health x mlevelsq 0.00 0.01 3738 0.23 .822
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Figure 9.3.16.: Self-reported health interac-
ted with relationship context in predicting
masculinity preferences: While women who
reported poorer health showed a higher pref-
erence for masculinity in a short-term com-
pared to long-term relationship context, wo-
men who reported better health showed sim-
ilar masculinity preferences in both contexts.
Bands represent the respective 95% CI.
Figure 9.3.17.: Women who reported better
health showed a higher peak preference level
and less tolerance towards lower compared
to higher level of masculinity. Women who
reported poorer health showed a similar tol-
erance towards low and high levels of mas-
culinity.
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9.3.6.2. Discussion
My ndings are in conict with Feinberg et al. (2012) andDe Barra et al. (2013), who concluded
that (self-reported) health was negatively correlated withmasculinity preferences in faces (and
voices), and that eects of self-reported attractiveness and health have dissociable eects on
masculinity preferences.e current study found that both self-rated health and attractiveness
were positively related to masculinity preferences in a long-term relationship context.
My ndings point to self-reported health aecting condition/mate value rather than af-
fecting masculinity preferences due to health benets associated with choosing a masculine
partner. In line with Scott et al. (2008), I found that preferences for masculinity did not dier
for women of better and poorer health in a short-term relationship context, but were lower
for women with poorer compared to better self-reported health in a long-term relationship
context. In support of an association of self-reported health and self-perceived mate value,
I found that self-reported health and self-rated attractiveness were moderately correlated
(Pearson’s r(271)=.41, 95% CI [.31 .51], p<.001).
Masculinity preference curves suggest that women shi their preferences towards higher
levels of masculinity with increasing health; the peak masculinity preference level was higher
for women of better compared to poorer health. For women of poorer self-reported health,
attractiveness ratings were similar for the lowest and highest presented levels of masculinity,
while women of better health appeared to show less tolerance towards lower compared to
higher levels of masculinity.
9.3.7. Combining dierent factors into one model
Previous literature has mainly focussed on investigating how single factors aect masculinity
preferences. In a last step, I tested whether established eects onmasculinity preference curves
would remain signicant if combined into one model, as the dierent established parameters
aecting masculinity preferences could reect a single underlying cause or construct. Analysis
was restricted to women who reported not to use hormonal contraceptives.
Results e following terms were added to the base model: relationship status, self-rated
attractiveness, nancial worries, pathogen disgust sensitivity and self-reported health. All
terms were allowed to interact with both the linear and quadratic masculinity terms.
Table 9.15 summarises the results. e eects for self-rated attractiveness, nancial wor-
ries and pathogen disgust remained signicant; eects of relationship status was again not
signicant, and the eect of self-reported health no longer reached signicance.
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Table 9.15.: Simultaneously testing for the eect of multiple individual
dierences on masculinity preference curves in women not using hor-
monal contraceptives.
estimate SE df t-value p
(Intercept) 4.67 0.98 92 4.78 <.00
mlevel -0.11 0.37 3298 -0.29 .776
mlevelsq 0.01 0.05 3298 0.24 .813
age 0.00 0.02 383 0.15 .882
age x mlevel 0.00 0.01 3298 0.13 .894
age x mlevelsq 0.00 0.00 3298 -0.03 .974
partner -0.19 0.26 428 -0.73 .467
partner x mlevel -0.09 0.11 3298 -0.83 .407
partner x mlevelsq 0.01 0.01 3298 0.93 .351
self attractive -0.18 0.11 440 -1.61 .109
self attractive x mlevel 0.10 0.04 3298 2.24 .025
self attractive x mlevelsq -0.01 0.01 3298 -2.63 .009
worries -0.09 0.07 440 -1.22 .222
worries x mlevel 0.06 0.03 3298 2.05 .040
worries x mlevelsq -0.01 0.00 3298 -2.51 .012
disgust -0.03 0.01 438 -1.76 .079
disgust x mlevel 0.01 0.01 3298 1.87 .062
disgust x mlevelsq 0.00 0.00 3298 -2.09 .036
health -0.25 0.16 433 -1.56 .120
health x mlevel 0.04 0.06 3298 0.62 .535
health x mlevelsq 0.01 0.01 3298 0.66 .511
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Discussion My ndings suggest that the eects of self-rated attractiveness, perceived envir-
onmental harshness and pathogen disgust reported here and elsewhere make independent
contributions to masculinity preferences. Self-reported health and attractiveness, however,
may be two facets of condition or mate value.
9.4. Tuning curves—worth the eort?
“Point measures” of masculinity preferences, such as interactive or two-alternative forced
choice tasks can reveal how individual dierences shi preferences towards lower or higher
masculinity.e study presented in this chapter was the rst to test how women’s masculinity
preferences for men’s faces change acrossmultiple levels of masculinity.
First, I established that—as previously assumed but not explicitly tested—male facial attract-
iveness is related to facial masculinity in a curvilinear fashion. Second, I investigated whether
individual dierences change the shape of masculinity preference curves. Put dierently, we
tested whether women dierentially tune their masculinity preferences. My approach has
shown that individual dierences do indeed change the tolerance towards low and high levels
of masculinity as previously suggested. For some parameters, preferences do not simply shi
towards lower/higher masculinity levels.
As the current study introduced several new methodological aspects compared to previous
studies (3D stimuli, rating of dierent masculinity levels), I rst tested whether previously
found eects replicated in the current data set when employing previously used methods.
Using 2D and 3D stimuli in an interactive task, I replicated ndings for a number of
variables: partnered women preferred higher levels of masculinity than single women; less
attractive women shied their preferences towards lower masculinity levels in a long-term
context while more attractive women did not; a (perceived) harsh nancial environment led
to preferences for lower levels of masculinity; younger women’s pathogen disgust sensitivity
was positively associated with masculinity preferences. I also tested for eects of self-reported
health on masculinity preferences and found similar results as for self-reported attractiveness.
Modelling and plotting tuning curves allowed for a more rened investigation of these
eects. I was able to show that some individual dierences aect the tolerance towards high
but not low levels of masculinity (perceived environmental harshness), while others aect
the tolerance towards low but not high levels of masculinity (self-rated attractiveness). Other
factors were found to shi masculinity preference curves as a whole without changing their
shape (exclusive sexual attraction to men, self-reported health). Yet other ndings showed
changes in sensitivity to masculinity with tuning curves becoming sharper (age, pathogen
disgust sensitivity).
99
ese ndings are important because of their theoretical implications: for example, they
suggest that self-perceived condition does not change the benets associated with choosing a
very masculine mate; rather, self-rated attractiveness appears to change the costs of choosing
a very feminine mate. For less attractive women it seems less costly to choose a very feminine
men than for more attractive women.is might make it necessary to reconsider previous
narratives which have argued that cues to pro-sociality (less masculinity/higher femininity)
are actively preferred by less attractive women. I note that the observed comparatively small
dierence in peak preference levels in the current study is not necessarily in conict with
previous ndings: the steeper tuning function for low levels of masculinity in more attractive
women can lead to the nding of a large preference dierence when using a two-alternative
forced choice task using stimuli that range between ±50%, i.e. a low range of masculinity.e
use of preference curves instead of point measure also showed that older women and less
attractive women seem less discriminatory when it comes to men’s facial masculinity—a new
nding that should be taken into account when investigating masculinity preferences.
Investigating tuning curves requires participants to rate a set of faces with limited variation
in appearance. One disadvantage thus lies in the repetitiveness of the task—participant
motivation might be lower than in, for example, an interactive task. Ideally, I would have
presented more base faces, at more masculinity levels, under both a short- and long-term
relationship context. Due to concerns about attrition rates (especially for the unpaid online
sample), I decided to keep the task relatively brief. Despite these concerns, I suggest that the
use of tuning curves is indeed benecial.
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Part IV.
Facial Cues to Strength
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10. Section outline1
Recent literature has suggested that facial impressions of dominance and strength have a
profound eect on interpersonal perception. Yet, little is known on how physical strength is
reected in facial morphology, and which facial cues observers use to form impressions of
strength.is section presents four empirical studies. Study 1 tests how accurately strength is
perceived from colour- and texture-standardised 3D faces. Studies 2 and 3 test the hypothesis
that perceptions of strength are informed by facial cues to physical characteristics, specically
BMI, muscle and fat mass. As Study 3 introduces new face-morphological scores of body
muscularity and fat mass, Study 4 tests whether the shape dimensions described by these
scores are perceptually distinct.
1Part of the work in this section is currently under review: Holzleitner, I. J., & Perrett, D. I. (under review).
Perception of strength from 3D faces is linked to facial cues to physique. Evolution and Human Behavior.
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11. Introduction
A growing body of literature suggests that intrasexual selection pressures amongst men might
have played amore important role in shapingmen’s traits than has been hitherto acknowledged
(Puts, 2010; Puts et al., 2012; Scott et al., 2010). Intrasexual competitiveness, i.e. the drive
to compete with other men and the ability to do so successfully, is linked to higher social
status, which in turn has positive tness payos (von Rueden, Gurven & Kaplan, 2011). Both
intrasexual competitiveness and social status have been argued to be partly based on strength,
and in particular upper-body strength, which is tightly linked to ghting ability (Sell et
al., 2009). Handgrip strength is a good predictor of upper-body strength (Sell et al., 2009)
and overall muscle strength (Wind et al., 2010), and has been found to be associated with
behavioral tendencies (such as a propensity for anger and aggressive behaviour Gallup, White
& Gallup Jr, 2007; Munoz-Reyes, Gil-Burmann, Fink & Turiegano, 2012; Sell et al., 2009) as
well as to inuence interpersonal perception (such as impressions of dominance, e.g., Fink
et al., 2007).
Sell et al. (2009) emphasized the importance of being able to assess potential rivals’ formid-
ability accurately in order to avoid costs from physical conicts that cannot be won. Similarly,
Puts (2010) and Puts et al. (2012) suggested that men’s face shape may have developed to signal
the ability to successfully engage in competitive encounters to potential rivals. Although
it could also be argued that observers learn any consistent cues to strength, the impact of
facial impressions of dominance and strength on interpersonal perception indeed seems to
be profound. Oosterhof and Todorov (2008), for example, have argued that faces are assessed
on two main dimensions, one of which is based on facial cues to physical strength (i.e. the
dominance or power dimension, revealing the ability to inict damage on others as opposed to
the valence dimension, which reveals pro- or antisocial intentions). In line with the proposed
importance of visual cues to strength in social interactions, Sell et al. (2009) showed that
observers can judge men’s upper-body strength accurately from facial images alone. ey did
not, however, investigate which facial cues underpin such judgments.
Recent papers have investigated how strength is reected in face shape, and which facial
features might be driving judgments of strength and formidability. By regressing handgrip
strength on two-dimensional (2D) face shape, Windhager et al. (2011) found that strength is
associated with a rounder facial shape, a widening between eyebrows, a shorter nose, broad-
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ening of the lower face and pronounced jaw muscles (masseter region). Toscano, Schubert
and Sell (2014) tested which facial features—used by Zebrowitz et al. (2003) and Zebrowitz,
Kikuchi and Fellous (2007)—were associated with the perception of strength and found that
faces with a lower eyebrow height, a shorter eye length (i.e. less opened/smaller eyes) and a
wider nose were perceived as both stronger and more dominant. Yet, it remains unclear why
these features may be related to perceptions of strength and dominance. Recently, Zilioli et al.
(2014) identied a facial cue that may mediate perceptions of formidability: facial width to
height ratio (fWHR) was linked to both actual ghting ability as well as perceived formidabil-
ity. fWHR may be linked to formidability through an association with physical strength, or
through its association with a propensity for aggressive behavior (e.g., Carre´ & McCormick,
2008; Carre´, McCormick &Mondloch, 2009), although these explanations are not necessarily
mutually exclusive given the link between strength and aggression.
Here, we aimed to test whether perceptions of strength might be mediated by facial cues to
body physique.at is, instead of pre-dened face features, we investigated whether global
variation in face shape linked to body parameters can explain perceptions of strength from
faces. If it is adaptive to perceive strength accurately in order to assess ghting ability (Sell et
al., 2009), judgments of strength should be based on facial cues to physical characteristics that
predict actual strength.us, we investigated whether anthropometric variables that relate to
actual strength are reected in face shape, and hypothesized that face shape associated with
physical predictors of actual strength would contribute to the perception of strength.
Four studies were conducted. Study 3.1 tested whether strength could be perceived accur-
ately from color- and texture-standardized 3D faces, and visualized the facial correlates of
actual and perceived strength. Studies 3.2 and 3.3 investigated which physical parameters are
predictive of strength, how they are reected in face shape, and whether facial correlates of
body physique predict perceived strength.
Most previous studies have investigated anthropometric predictors of strength within
a clinical context. Two of the most basic descriptors of body physique that are positively
correlated with (handgrip) strength are body mass index (BMI, weight[kg]/height[m2]) and
height (e.g., Balogun, Akinloye & Adenlola, 1991; Chandrasekaran, Ghosh, Prasad, Krishnan
&Chandrasharma, 2010; Fink,Weege,Manning&Trivers, 2014; Sartorio, Lafortuna, Pogliaghi
& Trecate, 2002). Section 8.3 showed that facial cues to BMI and height can be relatively
simply assessed and used in a model to explain perceptual ratings of masculinity. In Study 3.2,
we thus tested whether facial cues to BMI and height are predictors of perceptual ratings of
strength.
While BMI is associated with strength, it conates muscle mass and fat mass. Perhaps
counterintuitively, muscle and fat mass are positively correlated. A weight gain due to nu-
tritional intake leads to an increase in both body fat and lean body mass, potentially due to
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muscle hypertrophy as a result of increased weight bearing (Forbes, 1987, 1993).is increase
in lean mass with weight gain appears to be to some extent sex-specic: at least in obese
samples, leanmass increasedmore strongly with increasing weight in men and boys compared
to women and girls (Lafortuna, Mauletti, Agosti & Sartorio, 2005; Sartorio, Agosti, De
Col & Lafortuna, 2006; Sartorio et al., 2004). In essence, being heavier results in higher
absolute strength (Sartorio et al., 2006, 2004), reected in ndings that obese participants
have higher (anaerobic) strength than a normal-weight control group (Lafortuna et al., 2005),
and reected by the general positive association of weight/BMI and strength (compare weight
classes in sporting events).
Despite the correlation of lean and fat mass, underlying body composition in terms of
fat and muscle may be a better predictor of strength than BMI for two reasons. First, at a
given BMI level, the amount of lean mass can dier. For example, Deurenberg, Yap and van
Staveren (1998) reported that, at the same BMI level, European Caucasians have a higher
percentage body fat than American Caucasians. Moreover, while fat and muscle appear to
be positively correlated when it comes to nutrition-related weight gains, androgens such as
testosterone are associated with an increase in lean body mass, but a decrease in fat mass (e.g.,
Bhasin, Woodhouse & Storer, 2003; Forbes, 1993). Hence, despite having the same BMI, men
can dier in their muscle mass and thus in their strength. Second, while being heavier will
usually result in being stronger in absolute terms, body fat has a negative impact on muscle
quality or relative strength, i.e. strength scaled to body or muscle mass (Goodpaster et al.,
2001; Newman et al., 2003; Vilaca et al., 2014; Zhang, Peterson, Su & Wang, 2015). Indeed,
Sartorio et al. (2002) found that controlling for BMI, lean mass is the best predictor of grip
strength in a sample of healthy children, while percentage body fat was negatively related to
grip strength.us, if two men have the same BMI, but dier in their proportion of lean to fat
mass, the man with the higher proportion of muscle mass will be stronger; or, put dierently,
at the same level of lean mass, having more body fat will negatively aect strength.
In Study 3.3, we tested whether facial cues to muscle and fat could be separated and whether
they relate to the perception of strength. We predicted that facial cues to muscle mass would
positively predict perceptions of strength. As the relationship of fat mass and strength is
complex (positive association with absolute strength, negative relation to relative strength), we
predicted facial cues to body fat would impact on perceived strength, but made no prediction
regarding the direction of this eect.
In summary, Studies 3.2 and 3.3 had the following research questions.
1. Do anthropometric variables (BMI/height, muscle/fat mass) predict strength?
2. Do these anthropometric parameters relate to face shape?
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3. Do facial estimates of anthropometric parameters predict perceptions of strength?
To our knowledge, muscle and fat mass have not been separately related to 3D face shape
before. Study 3.4 thus tested whether the face shape associated with fat and muscle would be
perceived as being related to body fat and bodymuscularity, andwhether these two dimensions
would be perceptually distinguishable from each other.
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12. General material and methods
12.1. Stimulus dataset
12.1.1. 3D Images
e facial images of Face Set 2 (see Section 4.2) served as stimulus images.
12.1.2. Anthropometric measurements
Aer removing footwear and excess clothing, participants’ height was measured and weight
and body composition (muscle and fat mass) were assessed barefoot using an electrical
impedance scale (Tanita SC–330). Height and weight were recorded for all participants, but
body composition measures could not be accurately assessed due to the wearing of tights
for 10 of the women. BMI and fat mass were positively skewed. For both variables, log
transformations successfully removed the skew. Analyses were thus conducted on these
transformed variables. As men are on average taller and have more lean body mass than
women (in the current sample, men were 14.7 cm taller, t(116)=12.08, p<.001, and had 11.9%
less body fat, t(103.2)=9.46, p<.001), height, muscle mass and (log-transformed) fat mass were
z-score standardized within sex.
12.1.3. Strength measurements
Two measures of upper body strength were assessed with a hydraulic hand dynamometer
(Jamar 5030J1). Handgrip strength was measured following a standard testing protocol three
times on the le and the right side with the handle adjusted to a position recommended for
testing both men and women (Innes, 1999; Trampisch, Franke, Jedamzik, Hinrichs & Platen,
2012). Participants were tested seated, with their feet at on the oor, the elbow exed at a 90°
angle with the arm not touching the side of the body, and the forearm in a neutral position.
ey were instructed to squeeze the handle as hard as they could in a slow, sustained squeeze.
e highest grip strength readings from the le and right hand were averaged (Gallup et al.,
2007). To measure inverted grip strength or chest strength, subjects were instructed to hold
the dynamometer in front of their chest with two hands and compress inwards (Sell et al.,
2009; Simmons & Roney, 2011). Again, this procedure was repeated three times. Maximum
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grip strength and maximum chest strength were separately z-scored within each sex and
averaged to produce a composite score of actual strength (Cronbach’s α=0.81).
12.2. Identifying anthropometric variables that are predictive of
strength
As a rst step, zero-order correlations of BMI and height (Study 3.2) and muscle and fat
mass (controlling for height, Study 3.3) with the strength composite score were calculated
to establish whether or not the measured traits were signicantly related to actual strength.
Literature suggests that the association of BMI, muscle and fat mass might be sex-specic.
us, a general linear model was used to test for interactions of sex and height/BMI (Study
3.2), and sex and height/muscle/fat (Study 3.3) in predicting actual strength. If any of the
anthropometric traits was found to interact with sex, separate multiple regression analyses
were conducted for men and women. Diagnostic regression plots were used to check for
normality of residuals, homoscedasticity and outliers. Multicollinearity was considered to be
of no concern if tolerance was greater than .10, and the variance ination factor was less than
3.5.
For one of the women, strength could only be measured for one arm due to an injury; her
strength measurements were thus excluded from the analysis. One of the male participants
was more than three standard deviations away from the mean height (z-score of 3.1) and was
therefore excluded from any analyses involving height.
12.3. Computing, validating and visualizing morphological scores
based on group dierences
Face-morphological scores were computed as described in Sections 5.2 and 8.2.1.2. Due to the
sexual dimorphism in body composition and build, face-morphological scores were separately
calculated for men and women. Zero-order correlations of each face score and the variable it
was based on were used to test whether face scores captured shape variation associated with
the variable of interest (i.e. height, BMI, body fat and muscle mass). In addition, face scores
were correlated with each other to test for the independence of face dimensions. All p-values
reported are two-tailed.
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12.4. Face ratings
12.4.1. Participants
Twenty-seven female and 33 male participants (Mage = 35.7±10.1 years, range 22–63) were
recruited from the United States of America through Amazon MTurk (Buhrmester et al.,
2011). Participants were paid $2.00 each.
12.4.2. Procedure
Prior to the rating, participants were presented with static 2D frontal images of all face models
to provide an overview of stimulus variability. e 3D face stimuli were then presented in
randomized order, ‘bobbing’ in a sinusoidal manner from le to right and up and down.
For each face, participants were asked “Compared to other men/women his/her age, how
physically strong is this person?” Ratings were given on a slider scale beneath each image that
ranged from 1-Very weak to 100-Very strong (numerical values were not visible to participants).
Stimuli were presented individually against a black background and remained visible until a
rating was made. Female and male faces were presented in two separate blocks; the order of
blocks was randomized.
Ratings of strength were z-scored within raters and stimulus sex to account for potential
dierences in scale use. Ratingswere then averaged across participants for each face. Reliability
of ratings was calculated using the R package irr (Gamer, Lemon, Fellows & Singh, 2012; R
Development Core Team, 2015). Reliability among raters was high for the average measure
(Cronbach’s α=.92, 95 % CI [0.90, 0.94]). We note that the intra-class correlation coecient
for the single raters was much lower, though signicantly dierent from 0 (ICC=.16, 95% CI
[0.13, 0.20]).
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13. Study 3.1: Is strength accurately perceived
from 3D faces?
As previous studies were based on 2D colour photographs, the aim of Study 3.1 was to test
whether strength can be perceived accurately from colour- and texture-standardized 3D faces.
A general linear model was used to test the predictive value of actual strength on ratings of
perceived strength, and to test for an eect of stimulus sex. In addition, composite images
of faces scoring low and high on actual and perceived strength were created to visualize
dierences and similarities in face shape associated with actual and perceived strength.
13.1. Results
Actual strengthwas found to have a signicantmain eect on perceived strength (F(1,113)=4.03,
p=.047, η2p=.034). Neither the main eect of sex, nor the interaction between sex and actual
strength reached signicance (both F(1,113)≤0.19, p≥.666, η2p ≤.002). Figure 13.1.1 shows the
association of actual and perceived strength across both men and women.
Figure 13.1.2 visualizes the face shape associated with actual and perceived strength for men
and women.1 Facial images of the 10 individuals with lowest and highest actual and perceived
strength were separately averaged for men and women, resulting in 8 prototypes (2 types of
strength [actual, perceived] x 2 levels of strength [low, high] x 2 sexes [male, female], see Table
13.1).e dierence in strength between corresponding low and high strength prototypes was
calculated and translated into units of standard deviation observed for the respective variable.
Morphanalyser 2.4 was then used to add and subtract the dierence between low and high
strength prototypes equivalent to ±5 SD of actual and perceived strength to the mean male
and female face shape.
For men, shape changes from low to high actual strength were subtle—high strength was
associated with a slightly higher forehead, more widely spaced eyebrows and eyes, more
pronounced cheekbones (greater bizygomatic width), a longer midface, a wider mouth and,
from a frontal view, narrower mandible. For women, high strength was associated with a
shorter and rounder face. Compared to women with low strength, women with high strength
1Please see http://perceptionlab.com/~Iris/SI.html for animated views.
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Figure 13.1.1.: Actual strength (a composite of z-scored handgrip and chest strength) was
weakly related to perceived strength (average of z-scored ratings, see main text; R2=.04).
e black line represents the best t regression line for combined male and female face data.
Ratings of men (black circles) and women’s strength (open squares) did not dier in their
accuracy.
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Figure 13.1.2.: Face shape associated with actual (top row) and perceived strength (bottom
row). Visualizations reect face shape associated with ±5 SD of actual and perceived strength
in men and women, based on the dierence in face shape between the 10 men (A) and women
(B) scoring lowest and highest on actual strength, and the 10 men (C) and women (D) scoring
lowest and highest on perceived strength (see Table 13.1). Please note that the transform
amount of ±5 SD was chosen to increase the salience of changes and goes beyond what would
be observed in natural faces.
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Table 13.1.: Actual and perceived strength in the tested sample. e dierence in shape
between composite head models of the 10 men and women scoring lowest and highest on
perceived and actual strength served to visualize face shape associated with strength. Due to
the missing strength measurement for one participant, female sample size was 67 for actual
strength but 68 for perceived strength. Values are given asM(SD). Actual strength is the
average of z-scored measure of handgrip and chest strength. Perceived strength was rated
on a slider scale from 1-100, z-scored within raters and stimulus sex, and then averaged for
each face (see main text). Signicant dierences (p<.05) between low and high prototypes
are indicated in bold.
Sex Prototype N Actual Strength Perceived Strength
Actual Strength Men Mean 50 0.00 (0.92) 0.00 (0.47)
Low 10 –0.92 (0.35) 0.04 (0.50)
High 10 1.33 (0.43) 0.11 (0.40)
Women Mean 0.00 (0.91) 0.00 (0.37)
Low 10 –1.32 (0.37) –.09 (0.28)
High 10 1.13 (0.32) .21 (0.45)
Perceived Strength Men Mean 50 0.00 (0.92) 0.00 (0.47)
Low 10 –0.11 (0.72) –0.65 (0.29)
High 10 –0.08 (0.81) 0.62 (0.23)
Women Mean 0.00 (0.91) 0.00 (0.37)
Low 10 –0.39 (0.82) –0.54 (0.18)
High 10 0.55 (0.99) 0.54 (0.28)
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had a shorter forehead, lower brow height and smaller, deeper-set eyes, a shorter midface, a
nose that was wider at the level of the nostrils, a wider mouth with thinner lips, a shorter and
wider chin, and a wider and more angular mandible.
Perceived strength showed similar facial correlates in men and women. Both men and
women’s faces that were perceived as stronger had shorter and rounder faces than faces that
were perceived as weak.eir foreheads were wider and from a lateral view less bulbous, had
a lower brow height, smaller and deeper-set eyes, a shorter midface, a shorter nose (decreased
distance between nasion and subnasale) with a broader bridge and a greater width at the level
of the nostrils, a wider mouth, a wider chin and a wider mandible. Men that were perceived
as stronger also had a longer and, from a lateral, view more forwardly protruding chin.
13.2. Discussion
In contrast to Sell et al. (2009) and Toscano et al. (2014), we found only a weak relationship
between actual and perceived strength. Further, we found no evidence of strength being
more accurately perceived from men’s as compared to women’s faces. Several methodological
dierences might partly account for these dierences in ndings. First, the current study
used 3D heads, all of which were rendered with the same average skin texture, while Sell et
al. (2009) used color 2D photographs. Despite the fact that 3D stimuli likely provide a more
comprehensive impression of overall face shape, using a standardized skin texturemay conceal
shape information that is usually gained through shadows on the face. Second, our stimulus
sample size was about half the size of that of Sell et al. (2009). It is therefore likely that actual
strength in our study did not vary as much as in Sell et al. (2009) and thus made it harder
to detect dierences in true strength.ird, Sell et al. (2009) included a self-report measure
of strength in their composite measure of actual strength, while we focused on whether the
perception of strength is linked to physical predictors of strength.
In accordance with the statistical analysis, visualizing the face shape associated with actual
and perceived strength showed similarities between actual and perceived strength in women’s
but not necessarily men’s faces. Women who are stronger, and look stronger, were found to
have a rounder face, smaller, deeper-set eyes and lower eyebrows, a shorter and wider nose,
and the same facial traits were observed to be associatedwith perceived strength inmen, in line
with ndings by Toscano et al. (2014). Men’s actual strength was linked to only subtle variation
in face shape; most notably, and in line with Windhager et al. (2011), a widening between
eyebrows and a widening between eyes was observed, as well as an increased bizygomatic
width, a wider mouth and a narrower mandible. In contrast to Windhager et al. (2011), male
handgrip strength in the current sample was not linked to thinner and higher eyebrows, a
shorter nose, thinner lips or a shorter midface.
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14. Study 3.2: Do facial cues to BMI and
height predict strength?
e aim of Study 3.2 was to test whether perceptions of strength can be linked to face shape
associated with BMI and height, two physical characteristics that have been previously found
to be predictive of (handgrip) strength. We tested (1) whether BMI and height were related to
strength in the current sample, (2) derived face-morphological correlates of BMI and height,
and (3) nally tested whether these face scores predict the perception of strength.
14.1. Results
14.1.1. Are BMI and height predictive of strength?
e composite score of actual strength was found to be positively correlated with BMI (r(117)=
.35, p<.001) and height (r(116)=.22, p=.019; see Table 14.1 for an overview of zero-order cor-
relations of strength and anthropometric measurements). A general linear model (between-
subjects factor: stimulus sex [male, female]; covariates: height and BMI) showed no signicant
interaction between sex and BMI or height in predicting actual strength, nor a main eect
of sex (all F(1,110)≤0.50, p≥.479, η2p ≤.005).e model was re-run omitting the interaction
terms. Eects of BMI (β=0.36, t=4.14, p<.001) and height (β=0.22, t=2.51, p=.013) on actual
strength were signicant, while the eect of sex was not (β=0.01, t=0.07, p=.946; adj R2=.15,
F(3,112)=7.90, p<.001).
14.1.2. Computing and validating morphological scores of BMI and height
Average values for each PC were separately calculated for men and women with low and high
BMI, as well as short and tall men and women. Faces in the low and high groups were matched
so that low and high BMI groups did not dier in height, and those in the low and high height
groups did not dier in BMI (all t(18)≤0.78, all p≥.454; see Table 14.2).e dierence vectors
from low to high height and low to high BMI were used to assign scores to each face on the
facial correlates of height and BMI, respectively.
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Table 14.1.: Correlation of actual and perceived strength and anthropometric vari-
ables: Actual strength (composite of z-scored handgrip and chest strength), perceived
strength (average rating derived from z-scores), body mass index (BMI, ln(kg m−2)),
height (z(cm)), muscle mass (z(kg)), and fat mass (z(ln(kg)). Values are given as
Pearson’s r(N).
Group
Actual
strength
Perceived
strength BMI Height
Muscle
mass
Overall Perceived strength .19∗
(117)
BMI .35∗∗∗ .36∗∗∗
(117) (118)
Height .22∗ .10 .00
(116) (117) (117)
Muscle mass .49∗∗∗ .36∗∗∗ .74∗∗∗ .52∗∗∗
(107) (108) (107) (107)
Fat mass .25∗ .34∗∗∗ .84∗∗∗ .29∗∗ .65∗∗∗
(107) (108) (108) (107) (108)
Men Perceived strength .13
(50)
BMI .27 .41∗∗
(50) (50)
Height .19 .15 .15
(49) (49) (49)
Muscle mass .50∗∗∗ .39∗∗ .73∗∗∗ .68∗∗∗
(49) (50) (50) (49)
Fat mass .06 .29∗ .82∗∗∗ .28∗ .55∗∗∗
(50) (50) (50) (49) (50)
Women Perceived strength .26∗
(67)
BMI .40∗∗ .34∗∗
(67) (68)
Height .24 .06 -.07
(67) (68) (68)
Muscle mass .49∗∗∗ .34∗∗ .77∗∗∗ .41∗∗
(57) (58) (58) (58)
Fat mass .42∗∗ .40∗∗ .87∗∗∗ .30∗ .74∗∗∗
(57) (58) (58) (58) (58)∗p ≤ .05, ∗∗p ≤ .01, ∗∗∗p ≤ .001
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Table 14.2.: Computing facial correlates of BMI and height (Study 3.2). Face-
morphological scores of BMI and height were based on the dierences in face
shape between men/women with low and high BMI, and dierences in face shape
of short and tall men/women, respectively. Values are given asM(SD); signcant
dierences (p<.05) between low and high prototypes are indicated in bold.
Sex Prototype N BMI Height
kg m−2 ln(kg m−2) cm
BMI Men Mean 50 22.7 (2.98) 3.11 (0.13) 181.3 (6.81)
Low 10 19.5 (0.94) 2.97 (0.05) 181.6 (7.58)
High 10 26.9 (2.92) 3.29 (0.10) 182.1 (7.59)
Women Mean 68 22.3 (4.11) 3.10 (0.17) 166.6 (6.35)
Low 10 17.9 (1.41) 2.89 (0.08) 167.5 (5.13)
High 10 28.7 (2.83) 3.35 (0.10) 167.7 (4.55)
Height Men Mean 50 22.7 (2.98) 3.11 (0.13) 181.3 (6.81)
Low 10 21.4 (2.78) 3.06 (0.13) 161.7 (2.67)
High 10 22.3 (2.59) 3.10 (0.12) 173.8 (2.89)
Women Mean 68 22.3 (4.11) 3.10 (0.17) 166.6 (6.35)
Low 10 20.7 (2.17) 3.02 (1.00) 180.8 (4.38)
High 10 20.4 (2.55) 3.00 (0.13) 190.6 (4.03)
Face-morphological BMI scores correlated with actual BMI (r(118)=.59, p<.001), but not
height (r(117)=.05, p=.565). Face-morphological height scores correlated with actual height
(r(117)=.38, p<.001), but not BMI (r(118)=.09, p=.323). BMI and height scores were not
signicantly correlated with each other (r(118)=–.10, p=.297). Figures 14.1.1 and 14.1.2 visualize
changes in face shape along the BMI and height vector, respectively.1
In both men and women, high BMI was associated with a wider, rounder face, smaller
eyes, more closely set eyebrows, a narrower nose bridge and greater width at the height of the
nostrils, chubbier cheeks (especially in women), wider but less full lips, and a shorter chin.
Being taller was in both men and women associated with a more elongated face shape, lower
and more closely set eyebrows, a longer chin and a narrower-angled jaw (shorter distance
between gonion and pogonion). In men, being taller was also associated with a larger nose
(longer, wider and more curved bridge, wider at the level of the nostrils) and fuller lips, while
in women being tall was associated with a shorter, more upward pointing nose, less chubby
cheeks, an increased distance between nose and upper lip (philtrum height) and a narrower
chin.
1Please see http://perceptionlab.com/~Iris/SI.html for animated views.
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Figure 14.1.1.: Face shape associated with
body mass index (BMI) in men (A) and wo-
men (B). Faces were manipulated to reect
face shape associated with the sample mean
BMI ±5 SD based on the dierence in face
shape of the low and high BMI prototypes
described in Table 14.2. Note that while cal-
culations were based on the log-transformed
variable, for the gure numerical values are
given on the original scale (kg m−2).
Figure 14.1.2.: Face shape associated with
height in men (A) and women (B) based on
the dierence in face shape of the short and
tall prototypes described in Table 14.2.
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14.1.3. Do facial correlates of height and BMI predict perceived strength?
e face-morphological height scores were neither related to actual (r(117)=.01, p=.943) nor
perceived strength (r(118)=–.06, p=.531).e face-morphological BMI scores were found to
be weakly correlated with actual strength (r(117)=.18, p=.054), and strongly correlated with
perceived strength (r(118)=.53, p<.001).
A general linear model (between-subjects factor: stimulus sex [male, female]; covari-
ates: face-morphological height and BMI scores) showed no main eect of stimulus sex
(F(1,112)=0.02, p=.897, η2p<.001), and no signicant interaction between stimulus sex and BMI
scores or height scores (both F(1,112)≤1.54, p≥.217, η2p ≤.014).e model was re-run omitting
the interaction terms. Again, a signicant eect of BMI scores on perceived strength was
found (β=0.54, t=6.74, p<.001), while height scores and sex were not predictive of perceived
strength (both β ≤.06, t≤0.70, p≥.485; adj R2=.27, F(3,114)=15.34, p<.001).
To test whether facial correlates of BMI mediated the eect of actual on perceived strength,
the SPSS plugin PROCESS was used (Hayes, 2012). Actual strength was entered as the
independent variable, perceived strength as the outcome variable and the face-morphological
BMI scores as the mediating variable. Bias-corrected condence intervals for indirect eects
were calculated through 5000 bootstrap samples. Figure 14.1.3 depicts the tested model and
results.e completely standardized indirect eect of actual strength on perceived strength (i.e.
the mediation eect through the BMI score) was found to be signicant (β=0.09, Bootstrap
SE=0.05, 95% CI [0.01, 0.21]). e initial signicant direct eect of actual on perceived
strength was no longer signicant (controlling for BMI scores β=0.09, p=.245), conrming
the mediation role of facial correlates of BMI in the accuracy of strength perception from
faces.
Figure 14.1.3.: Model testing whether the eect of actual strength on perceived strength was
mediated by facial cues to BMI (BMI score). Path weights show standardized regression
coecients.e standardized regression coecient between actual and perceived strength
controlling for facial cues to BMI is in parentheses. ∗p <.05
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14.2. Discussion
In line with previous literature, both actual BMI and body height were found to positively
predict strength in the current sample. Based on the dierence in the average face shape
of men and women scoring low and high on these variables, face-morphological scores of
BMI and height were computed. e resulting face scores were related to actual BMI and
height, but only BMI scores were also related to actual strength. Finally, the BMI score was
found to be a strong predictor of perceived strength, and was mediating the eect of actual
strength on perceived strength. us, the facial correlates of size (BMI) seem responsible
for the accuracy in perceptual judgments of strength from 3D face shape in our sample. In
line with previous ndings, a high BMI was found to be associated with a wider and rounder
(mid-) face (e.g., Coetzee et al., 2010), as well as lower and more closely set eyebrows, smaller
and deeper-set eyes, wider nose at the level of the nostrils, wider (but not fuller) lips and a
shorter lower face (Windhager, Patocka & Schaefer, 2013; Windhager et al., 2011). All of these
traits were also found to be associated with perceived strength in Study 3.1. Analyses showed
no signicant dierences in the tested relationships between men and women, suggesting
that facial correlates of BMI explain a signicant and similar amount of variance in strength
perceived from men and women’s faces.
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15. Study 3.3: Do facial cues to muscle and
body fat predict strength?
As BMI might be an inferior indicator of actual strength compared to underlying body
composition, Study 3.3 tested for the contribution of facial correlates of muscle and fat mass
to perceptions of strength. We (1) tested whether muscle and fat mass were related to actual
strength in the current sample, (2) derived face-morphological correlates of muscle and fat
and (3) linked them to perceptions of strength.
15.1. Results
15.1.1. Are muscle and fat mass predictive of strength?
e composite score of handgrip and chest strength was found to be positively correlated with
muscle mass (r(107)=.49, p≤.001) and fat mass (r(107)=.25, p=.011; see Table 14.1). A general
linear model [between-subjects factor: stimulus sex (male, female); covariates: height, muscle
and fat mass] showed no signicant interaction between stimulus sex and height or muscle
mass in predicting actual strength (both F(1,98)≤2.25, p ≥.137, η2p ≤.022), but a trend towards
an interaction between sex and fat mass (F(1,98)=3.77, p=.055, η2p=.037).us, separate linear
models predicting actual strength using the simultaneously entered covariates, muscle mass,
fat mass and height, were run for men and women.
For men, actual strength was found to be signicantly and positively predicted by muscle
mass (β=0.81, t=4.11, p<.001) and negatively by fat mass (β=–0.35, t=–2.32, p=.025). Height
was not signicantly related to actual strength (β=–0.26, t=–1.49, p=.142; adj R2=.25, F(3,45)=
6.44, p=.001). For women, actual strength again was found to be positively predicted by
muscle mass (β=0.38, t=2.01, p=.050), but neither height nor fat mass were related to actual
strength (both (β ≤0.12, t≤.65, p≥.521; adj R2=.20, F(3,53)=5.63, p=.002).
15.1.2. Computing and validating morphological scores of muscle and fat mass
As in Study 3.1, average PC scores were calculated for men and women with low and high
absolute muscle mass, as well as men and women with low and high absolute fat mass. Faces
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in the low and high muscle group were matched so they did not dier in fat mass or height;
likewise, faces in the low and high fat group were matched so they did not dier in muscle
mass or height (all p≥.461; see Table 15.1).e dierence vectors from low to high fat mass
and muscle mass were used to assign scores to each face on the facial correlates of fat and
muscle, respectively.
Table 15.1.: Computing facial correlates of muscle and fat mass (Study 3.3). Face-morphological
scores of muscle and fat were based on the dierences in face shape between men/women
with low and high muscle/fat mass. Values are given asM(SD); signcant dierences (p<.05)
between low and high prototypes are indicated in bold.
Sex Prototype N Muscle mass Fat mass Height BMI
kg kg ln(kg) cm kg m−2
Muscle Men Mean 50 61.8 (7.28) 9.7 (5.59) 2.12 (0.58) 181.3 (6.81) 22.7 (2.98)
Low 10 57.4 (3.66) 7.9 (4.12) 1.96 (0.50) 181.7 (6.61) 20.8 (2.02)
High 10 65.4 (4.25) 8.5 (5.34) 1.95 (0.66) 180.3 (5.48) 23.7 (1.62)
Women Mean 58 43.4 (4.02) 15.7 (8.00) 2.64 (0.47) 166.6 (6.35) 22.3 (4.11)
Low 10 40.5 (2.41) 13.4 (4.15) 2.55 (0.33) 167.2 (3.80) 20.0 (1.74)
High 10 46.6 (3.28) 15.3 (6.96) 2.63 (0.47) 167.0 (4.87) 23.0 (3.00)
Fat Men Mean 50 61.8 (7.28) 9.7 (5.59) 2.12 (0.58) 181.3 (6.81) 22.7 (2.98)
Low 10 61.2 (5.46) 4.3 (1.24) 0.41 (0.32) 180.4 (5.34) 21.1 (1.84)
High 10 63.1 (5.58) 15.8 (4.07) 2.73 (0.23) 181.1 (4.56) 25.0 (2.04)
Women Mean 58 43.4 (4.02) 15.7 (8.00) 2.64 (0.47) 166.6 (6.35) 22.3 (4.11)
Low 9 42.9 (3.34) 9.1 (1.84) 2.19 (0.21) 165.8 (5.43) 19.7 (1.02)
High 9 43.8 (2.42) 21.2 (4.30) 3.03 (0.20) 167.0 (6.03) 24.1 (1.21)
In men, face-morphological muscle scores correlated with muscle mass (r(50)=.27, p=.055)
but not fat mass (r(50)=.06, p=.666) or height (r(49)=.15, p=.292). Face-morphological fat
scores correlated with fat mass (r(50)=.39, p=.005) but not muscle mass (r(50)=.14, p=.348) or
height (r(49)=–.09, p=.552). Face-morphological scores of fat andmusclewere not signicantly
correlated with each other (r(50)=–.23, p=.110). Figure 15.1.1 visualizes changes in face shape
along the muscle and fat vectors in men.1
Higher muscle mass was visually associated with a steeper forehead, a longer mid- and
lower face, lower and more closely set eyebrows and more prominent brow ridges, smaller,
deeper-set eyes, wider lips, and a longer chin. In addition, high muscle mass seemed to be
associated with more prominent cheekbones (i.e. a wider and more pronounced zygomatic
arch). Higher amount of body fat was associated with a rounder and wider face, lower, more
prominent and more closely set eyebrows, smaller eyes, a smaller nose, wider and thinner
lips, and a shorter chin.
1Please see http://perceptionlab.com/~Iris/SI.html for animated views.
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Figure 15.1.1.: Male face shape associated with muscle mass (A) and fat mass (B) based on the
dierence in face shape between men with low and high muscle and fat mass described in
Table 15.1.
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In women, no signicant association of face-morphological muscle scores and muscle mass
was found (r(58)=.10, p=.444), although this association was signicant when controlling
for fat mass (r(55)=.27, p=.040). Muscle scores were not correlated with fat mass (r(58)=–.11,
p=.413) or height (r(68)=.01, p=.971). Face-morphological fat scores correlated with fat mass
(r(58)=.45, p<.001) and showed a trend to correlate with muscle mass (r(58)=.23, p=.077)
but not height (r(68)=–.06, p=.640). Face-morphological scores of fat and muscle were
signicantly correlated with each other (r(68)=–.52, p<.001), suggesting that we failed to
derive separate dimensions of face shape.
15.1.3. Do facial correlates of muscle and fat mass predict perceived strength
In women, face scores of fat and muscle were highly correlated with each other but not
necessarily with the variables they were based on, indicating that the face shape associated
with muscle and fat could not be satisfactorily separated in women. us, the subsequent
analysis of the association ofmuscle- and fat-associated face shapewith perceptions of strength
was restricted to men’s faces.
e facial muscle score showed a trend to relate to actual strength (r(50)=.25, p=.082) but
was not related to perceived strength (r(50)=.11, p=.432). e fat score was not related to
actual strength (r(50)=–.04, p=.770) but was positively related to perceived strength (r(50)=.58,
p<.001). A general linear model with muscle scores and fat scores as predictors of perceived
strength showed signicant independent eects of both muscle score (β=0.25, t=2.14, p=.037)
and fat score (β=0.63, t=5.47, p<.001; adj R2=.37, F(2,47)=15.46, p<.001).
15.2. Discussion
In line with previous literature, the zero-order correlations of actual strength and muscle
as well as fat mass showed positive relationships in the current sample. As evidence for an
interaction between sex and bodily predictors of strength was found, relationships of fat
and muscle were separately investigated for men and women. A multiple linear regression
with muscle mass, fat mass and height as predictors of actual strength showed that, for both
sexes, muscle mass remained a signicant predictor of actual strength when controlling for
fat mass and height. In contrast, the relationship of fat and strength diered in the male and
female sub-samples when controlling for muscle and height. In women, fat mass was not
signicantly related to actual strength; in men, fat mass was negatively related to strength.
e latter observation is in line with previous ndings that fat mass is positively associated
with absolute strength, but inversely related to relative strength (i.e. strength per unit muscle
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mass or strength controlling for muscle mass), although it remains unclear why no such
observation was made for women.
As both fat and muscle mass were found to be linked to actual strength, face-morphological
scores of muscle and fat mass were derived based on dierences in the average face shape
of men and women with low and high fat and muscle mass. For men, our results suggested
we were successful in describing separate dimensions of face shape associated with muscle
and fat mass. e resulting face scores predicted the variable on which they were based
(muscle/fat) but were not correlated with the other anthropometric variables (fat and height/
muscle and height), or each other. With regards to women, eorts to separate face shape
associated with fat and muscle were unsuccessful. Muscle scores were not associated with any
of the anthropometric variables, but highly correlated with fat scores. Fat scores, on the other
hand, were related to both fat mass and muscle mass.e diculties in describing separate
dimensions of muscle and fat-associated face shape may reect the stronger correlation of
muscle and fat mass in women compared to men (see Table 14.1). is nding might also
reect a sex dierence in sex hormone levels, and in particular testosterone. High testosterone
can lead to a greater proportion of lean mass, i.e. a dissociation of fat and muscle, making it
easier to separate face shape associated with fat and muscle in men compared to women.
While, for men, we dened two dimensions of face shape change related to distinct body
composition components (fat and muscle mass), their perceptual dissociation remains to
be shown.us, Study 3.4 tested whether face shape associated with fat and muscle would
indeed represent two perceivably distinct dimensions in two-alternative forced choice tasks.
e face-morphological fat score was not related to actual strength but was positively
related to perceived strength. We note that facial correlates of fat were a stronger predictor
of perceived strength than facial correlates of muscle, despite the fact that muscle mass is
the stronger predictor of actual strength. Controlling for muscle mass, in men fat mass was
negatively correlated with actual strength. Given this negative relationship of fat mass and
actual strength in men, these ndings are perhaps counterintuitive. ey might be better
understood by taking into account that in general, increased weight and therefore increased
size means higher absolute strength. In line with previous ndings (e.g., Lafortuna et al.,
2005), zero-order correlations in the current sample showed that fat mass was positively
correlated with actual strength overall. Our ndings could be interpreted as evidence that
observers, above all, use cues to overall size when judging strength from faces. Together, the
two face-morphological scores of muscle and fat, derived from absolute muscle and fat mass,
both of which were linked to actual strength, explained close to 40% of the variance in ratings
of strength.
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16. Study 3.4: Are facial cues to muscle and
body fat distinct dimensions?
Study 3.3 found that in men (but not women) face shape could be separately related to fat and
muscle mass, and two new vectors of male face shape were derived—shape associated with
fat mass, and shape associated with muscle mass. Study 3.4 aimed to validate the structural
descriptions of fat and muscle mass perceptually.at is, while we derived face shape vectors
associated with distinct aspects of body composition—fat and muscle mass—it remained to
be established whether the facial shape dimensions would inuence perception in distinct and
appropriate ways. Study 3.4 thus explored whether the two structural descriptions of muscle
and fat mass related to the perception of muscle and fat mass. We designed a two-alternative
forced-choice experiment that tested the following two predictions.
1. e dened fat and muscle face shape vectors are perceptually associated with body fat
and muscularity.
a) Manipulating faces towards the shape associated with lower and higher fat mass
should aect facial judgments of body fat—‘high fat’-faces should be perceived as
having more body fat than ‘low fat’-faces.
b) Analogously, manipulating faces towards the shape associated with lower and
higher muscle mass should lead ‘high muscle’-faces to be perceived as having
more muscle than ‘low muscle’-faces.
2. Fat- and muscle-associated face shape are separate dimensions.
a) Manipulating fat-associated face shape should have no eect on perceived muscle
mass, while manipulating muscle-associated face shape should have no eect on
perceived fat mass.
b) Comparing high fat- and high muscle-faces, high fat-faces should be perceived as
having more body fat than high muscle-faces, while high muscle-faces should be
perceived as having more muscle than high fat-faces.
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16.1. Methods
16.1.1. Participants
Twenty-ve female and 35 male participants (Mage = 32.3±8.1 years) were recruited from the
United States of America through Amazon MTurk. Participants were paid $2.00 each.
16.1.2. Material
Five male composite faces (each an average of three randomly chosen male faces) were
manipulated visually to reect the face shape associated with low and high levels of muscle
and separately fat mass based on the prototypes created in Study 3.3 (see Table 15.1). To
visualize the face shape associated with muscle mass, the dierence in muscle mass between
the low and high muscle prototypes was calculated and translated into standard deviation
units (SD) for muscle mass observed in the sample (dierence between high and low=7.97
kg equating to 1.09 SD). To visualize the face shape associated with having a muscle mass of
1.50 SD below the mean (‘low’) and 1.50 SD above the mean (‘high’), 1.37 times the dierence
between low and high prototypes was subtracted from or added to each composite face (as
1.50=1.09*1.37). Analogously, the transform amount equivalent of 1.50 SD of fat mass was
subtracted and added from each face to create transforms reecting the face shape associated
with ‘low’ and ‘high’ fat mass. Figure 16.1.1 provides an example of the resulting stimuli.
Figure 16.1.1.: Example of stimuli used in validation task.e rst and second column show
one of the base faces transformed towards the equivalent of 1.5 SD lower (le) and higher
(right) fat mass.e third and fourth column show the same base face transformed towards
the equivalent of 1.5 SD lower (le) and higher (right) muscle mass.
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In total, 20 transforms were generated: ve identities x two transform dimensions (muscle
and fat) x two transform levels (low and high). ese were presented in a two-alternative
forced choice task with two dierent blocks. Participants were asked to choose “which man
has more body fat” and “which man has more muscle”. In each block, participants were
presented with the same 15 face pairs: ve pairs of low fat vs high fat, ve pairs of low muscle
vs high muscle and ve pairs of high fat vs high muscle.e order of blocks as well as stimuli
within each block was randomized.
16.1.3. Analysis
For each task and stimulus type, the proportion of times a predicted choice was made was
calculated. For example, when asked “which man has more body fat”, the proportion of trials
in which the high fat-face was chosen over the low fat-face was calculated, and separately
the proportion of trials in which the high fat-face was chosen over the high muscle-face was
calculated. For cross-dimensional choices, such as picking the man with more body fat out of
a pair showing low and high muscle transforms, proportions of trials were calculated in which
the high transform was chosen over the low transform. As ve identities were presented for
each stimulus pair combination, the outcome variable could range from 0 to 1, where 0 would
indicate that a particular choice was not made once, and 1 would indicate that a particular
choice was made for 5 out of 5 identities. Proportions were tested against the null hypothesis
of random choice (.50) using one sample t-tests.
16.2. Results
16.2.1. Are the dened face shape vectors perceptually associated with muscle
and fat?
A one-sample t-test against chance (.50) showed that when asked “which man has more body
fat?”, high fat-faces were signicantly more oen chosen than low fat-faces (.87, t(59)=17.48,
p<.001) and high muscle-faces (.74, t(59)=7.15, p<.001). When asked “which man has more
muscle”, high muscle-faces were signicantly more oen chosen than low muscle-faces (.78,
t(59)=8.638, p<.001) and high fat-faces (.69, t(59)=5.90, p<.001; see Figure 16.2.1).
16.2.2. Do fat- and muscle-associated face shape describe two separate
dimensions?
To test whether fat and muscle vectors described two separate dimensions, cross-dimensional
judgments were investigated. For the question, “which man has more muscle mass”, no
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Figure 16.2.1.: Results of the two-alternative forced choice task. Participants were asked to
choose in two separate blocks which man out of a pair had more body fat, and which man
had more muscle. Participants were presented with three types of stimulus pairs—high fat
vs low fat, high muscle vs low muscle and high muscle vs high fat faces.e y-axis gives the
proportion with which the capitalized stimulus face was chosen over the lower case-lettered
stimulus face. Error bars represent 95% CI.
preference for high or low fat-faces was observed; high fat-faces were chosen as oen as
low fat-faces (.50, t(59)=–0.11, p=.913). Contrary to our prediction, when asked “which man
has more body fat”, participants chose high muscle-faces signicantly less oen than low
muscle-faces (.39, t(59)=–2.56, p=.013; see Figure 16.2.1).
16.3. Discussion
e fat and muscle vector scores computed in Study 3.3 were found to describe the face shape
perceived as being linked to body fat and muscularity, respectively. In addition, we found
that these two vectors were perceived as fairly separate dimensions. Men’s faces manipulated
towards a shape associated with high muscle mass but not high fat mass were perceived as
having more muscle. Men’s faces manipulated towards a higher fat mass were perceived to
have more body fat, although it was found that muscle mass also had an eect on judgments
of body fat—face shape associated with lower muscle mass was perceived as having more
body fat.ese ndings suggest that our fat and muscle vectors were successful in describing
face shape changes associated with actual fat and muscle mass; they were both correlated with
actual fat and muscle mass as well as being perceived as being related to muscle and fat.
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17. Discussion
e presented studies investigated whether facial cues to body physique associated with
actual strength can account for perceptions of strength from faces. We found that in a set
of masked, colour- and texture standardized 3D faces, strength could be assessed with some
accuracy. We found BMI as well as body composition (fat and muscle mass) to be linked to
both actual strength as well as face shape. e face-morphological correlates of BMI were
found to mediate the relationship of actual and perceived strength, explaining about 30%
of the variance in perceived strength. In men, further dissecting weight into muscle and fat
allowed the separation of two face shape vectors that together explained close to 40% of the
variance in perceived strength.
17.1. Facial cues to height and BMI
Body height and BMI were both found to correlate with actual strength. Visualizing the face
shape associated with height and BMI showed that a higher BMIwas linked to a rounder/wider
face (e.g. Coetzee, Gree, Barrett & Henzi, 2009; Holzleitner et al., 2014), while height was
associated with a more elongated face shape (e.g., Holzleitner et al., 2014; Mitteroecker et
al., 2013; Re et al., 2013).e computed face-morphological BMI scores were linked to both
actual and perceived strength. In contrast, the face-morphological height scores were related
to neither actual nor perceived strength. We note that body height was strongly correlated
with muscle mass in our sample.e correlation of height and actual strength was no longer
signicant when controlling for muscle mass, suggesting that it is not height itself that is
predictive of strength, but a taller build being associated with a higher amount of lean mass.
Visualizing the face shape associated with perception of strength suggested that it is especially
the roundness or wideness of a face that drives how strong the face owner looks. We argue
that this facial roundness is denoting strength because roundness is a cue to a bulky/heavy
body—and on average, heavy means higher strength. We note that this nding might also
account for reports that facial width-to-height ratio (fWHR) is linked to perceptions of
strength (Zilioli et al., 2014), in line with previous ndings that fWHR is correlated with BMI
(Coetzee et al., 2010; Lefevre et al., 2012).
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17.2. Facial cues to muscle and body fat
Study 3.3 attempted to dierentiate facial cues to BMI, or weight, into separate aspects of body
composition, muscle and fat mass.ree points are worth noting. First, in men, face shape
associated with fat andmuscle could be reasonably well separated. Visualizing facial correlates
of body fat revealed face shape changes that were closely matched to those associated with
BMI. In contrast, the muscle vector revealed overlapping as well as distinct feature changes.
For example, high values of BMI/fat and muscle were all associated with more pronounced
brow ridges, lower eyebrows and smaller eyes. By contrast, length of mid- and lower face
decreased with increasing BMI/fat but increased with increasing muscle mass. Some of the
shape changes associated with muscle were reminiscent of shape changes associated with
height (such as overall more elongated face shape, e.g., Holzleitner et al., 2014; Mitteroecker
et al., 2013; Re et al., 2013) and as outlined earlier, muscle mass increases with increasing height.
We note, however, that the prototypes on which muscle vectors were based were matched for
height.
It is possible that the muscle vector may be more generally linked to testosterone. Indeed,
the muscle-associated face shape revealed characteristics previously described as “masculine”
(such as more protruding brow ridges, deeper-set eyes, pronounced cheekbones and a larger
jaw). We suggest that eects of testosterone might mediate the perception of strength. In-
creased muscle mass itself is unlikely to be directly detectable from the face (strength training
is unlikely to show in facial musculature). Yet, high levels of testosterone during development
will aect body physique/frame size (and hence attainable strength) as well as facial morpho-
logy. Observers may use these aspects of facial architecture as cues to body physique and
hence strength. As no hormonal measures were taken, this interpretation remains speculative.
Second, eorts to separate fat- and muscle-associated face shape in women were unsuc-
cessful. We suggest this might be due to the stronger correlation of fat and muscle in women
than men, which might be linked to the hormonal dierences between men and women. In a
larger, more varied sample of women it may also be possible to separate face shape associated
with muscle and fat.
ird, the three facial features previous linked to perceptions of strength by Toscano et al.
(2014) may all be accounted for by the face shape associated with BMI and/or muscle and fat.
Our ndings show that brow height may be linked to muscularity, nostril width to a heavier
body build, and eye size to both weight and muscularity. As both muscularity and BMI were
found to be linked to actual strength, our ndings may oer an explanation as to why features
identied by Toscano et al. (2014) are associated with perceptions of strength.
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17.3. Concluding comments
e compositemeasure of grip and chest strength was only weakly linked to perceived strength
in the current sample. Visualizing the face shape associated with perceived strength suggests
that, for both male and female faces in the current sample, perceptions of strength were based
on similar facial cues. Indeed, Study 3.2 showed that in both sexes a considerable proportion
of variance in ratings of perceived strength could be explained by facial cues to BMI or overall
mass, such as facial roundness, eyebrows that were narrower and closer together and smaller
eyes. Nonetheless, Study 3.3 demonstrated that evenmore variance inmen’s perceived strength
could be explained by partitioning facial cues to mass into facial cues associated with fat and
muscle. Despite a lack of a relationship of actual and perceived strength in men in the current
sample, some of the traits that we found to co-vary with perceived strength (such as more
pronounced cheekbones and a longer chin) were found to be linked to higher muscle mass,
and facial correlates of muscle were found to be linked to both actual as well as perceived
strength.
Sell et al. (2009) found that in three out of four tested samples, measured upper-body
strength was a better predictor of men’s perceived strength than body weight.ey concluded
that judgments of strength from faces track muscularity rather than overall body size. We
interpret our ndings slightly dierently. We agree that muscularity is a cue to strength, yet
we note that overall size may be a more eective perceptual cue to strength. Our study is the
rst to identify facial correlates of muscularity in 3D face shape. By directly testing for the
eect of facial shape correlates of muscle mass as well as fat mass and overall mass (BMI), we
nd that muscularity is a signicant predictor of perceived strength. At the same time, facial
correlates of overall body size had a stronger eect on perceptions of strength than facial
correlates of muscularity. Indeed, in line with our ndings, Sell and colleagues did nd that
for women and men in their US sample, the eect of body weight was equal to or larger than
the eect of actual strength on perceived strength.
Taken together, ndings from the current study provide limited support for suggestions
that men’s face shape evolved as a signal of formidability. Some aspects of men’s face shape
that seem to inuence the perception of strength (such as facial adiposity or muscularity)
could be a ‘by-product’ of a selection pressure for overall greater body size. ese aspects
of face shape do not need to have or have had automatic signal value; instead their link
to physical characteristics (and hence strength) could be learned. Other, and maybe less
physique-dependent aspects of facial shape, could have been selected for. For example, a
larger and more robust zygomatic arch might result from benets associated with a larger
masseter muscle and greater bite force. Alternatively, greater robusticity might have been
benecial by providing greater resilience to contact violence (Stirrat et al., 2012).
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Despite the fact that we found actual strength to be only weakly associated with perceived
strength, we have shown that perceptions of strength are likely rooted in facial correlates of
physical parameters. Facial correlates of BMI, a rough measure of overall size or bulk, were
found to be strongly predictive of perceptions of strength in both men and women. Future
studies could further investigate the relationship of sex hormone levels, body composition
and facial correlates of body composition. If facial sexual dimorphism is partly mediated
by dimorphism in body composition, accounting for these sex dierences might allow for a
more targeted investigation of sexually selected facial traits.
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Part V.
Synthesis and Reections
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Summary
Recent advances in computer graphic and statistical methods have made it possible to visu-
alize global face shape correlates of social judgments.e current thesis used a data-driven
approach to investigate face shape correlates and perception of two traits, masculinity and
strength, both of which have been previously found to have important eects on mate choice
and social perception more generally.e studies presented dened the inuences of body
physique (height, body mass index, body fat and muscle mass) on facial shape, and via these
inuences on the perception of masculinity and strength.
Study 1 investigated the face shape correlates of actual and perceived masculinity. In line
with previous studies, I found thatmorphologicalmasculinity explains only limited variance in
perceptions of masculinity.is nding begs caution regarding inferences on the adaptiveness
of women’s preferences for a masculine face shape: perceived masculinity has oen been
used as a measure in this context yet may not be entirely appropriate. My results show that
perceived masculinity is not only driven by sexually dimorphic shape, but also by cues to
body height and weight. Men with taller, and heavier bodies were perceived to have more
masculine looking faces.
Study 2 investigated women’s perception of male attractiveness as a function of masculine
face shape. As previously assumed but not explicitly tested, masculinity preferenceswere found
to follow a quadratic relationship: attractiveness increased with increasing masculinity levels,
but dropped o at higher levels of masculinity. In addition, I showed that the attractiveness
function of masculinity is aected by individual dierences in own condition, perceived
nancial harshness and pathogen disgust. Women who perceived themselves as low in
attractiveness or who worried about nance showed a greater aversion to high masculine
male faces and/or a greater attraction to more feminine male faces.
Study 3 demonstrated that perception of strength from faces is driven by facial cues to body
physique. Individuals with higher body bulk were perceived to be stronger. In men it proved
possible to further dissect facial cues to muscle mass and fat mass; cues that both contributed
to perception strength. Findings showed that perception reected cues to absolute strength
rather than strength per unit body size.
eoretical contributions, limitations and future prospects
My ndings show the importance of facial cues to height and weight, or overall size, in
perceptions of both masculinity and strength. In line with suggested overgeneralization
eects in social perception, facial cues to height and weight predicted perceptions of height
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and weight more accurately than actual height and weight. Likewise, facial cues to size were
more strongly linked to perceived than to actual sexual dimorphism and strength.
Future studies on the attractiveness of masculinity and on the eects of facial masculinity
on perceived dominance and leadership ability should follow-up on evidence that (masculine)
face shape may be comprised of two dierent dimensions: one related to overall size, one
independent of size and likely related to sex hormone inuences. Facial cues to height have
already been shown to be linked to perceptions of dominance and leadership ability. Findings
from the biological literature and this thesis suggest that a more thorough investigation of the
face shape changes associated with size scaling and consequent eects on mate choice and
social judgments is warranted.
My work is the rst to dissociate facial cues to weight into facial cues to fat and muscle
mass. While the face shape correlates of fat show resemblance to previous visualisations of
BMI, the derived muscle vector shows resemblance to face shape correlates of both height and
masculinity. I suggest that thismuscle vectormight be linked to androgens such as testosterone,
and potentially be a visual indicator of somatic reproductive eort: resources allocated to
muscle mass, thereby facilitating male competitiveness. Future studies should investigate
more thoroughly how testosterone levels and testosterone sensitivity are linked to physical
and facial characteristics and how these characteristics in turn aect social judgements.
Previous studies found that facial adiposity in a developed country was negatively linked
to perceived attractiveness (Rantala et al., 2013). Yet, my nding that facial cues to weight
are linked to perceptions of strength and masculinity in a similar, Western sample1 would
suggest that facial cues to weight, to a certain extent, should have a positive eect on perceived
attractiveness.
One possible explanation for this discrepancy might be that Rantala et al. collected at-
tractiveness and adiposity ratings from colour-photographs. Textural and reectance cues
have been suggested to be important cues to current health status, while shape cues such
as those to masculinity may reect developmental stability or long-term condition (Scott
et al., 2010; Stephen et al., 2012). Cues to current and long-term condition may be of dier-
ential importance in dierent contexts (e.g., when choosing a short- or long-term partner).
Moreover, reectance and shape associated with the same trait (e.g., sex) have been found
to aect preferences dierently, with shape masculinity detracting from attractiveness and
reectance cues to masculinity enhancing attractiveness (e.g., Said & Todorov, 2011). It
is likely that if both shape and colour information are available, they interact in aecting
perceptions and preferences. at is, while a face of high weight when presented with its
1In rural (harsh) environments, a higher body mass is oen found more attractive than lower body weight,
although it is unknown whether or not this reects attraction to physiques with more fat or muscle (e.g.,
Batres & Perrett, 2014; Swami & Tove´e, 2005).
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original texture and colour may be perceived as unhealthy due to hormonal eects of, e.g.,
cortisol on skin colour, face shape cues to weight or bulk might be perceived as strong and
healthy when skin colouration and texture are held constant as in the current work. One
of the limitations of the current work, thus, is that it did not investigate how shape cues are
integrated with colour cues. I started my investigation with a focus on a more rened analysis
of shape, but future studies should extend research to the relative importance of textural and
shape information.
Methodological contributions
e current work presented several new approaches that should prove valuable in future
investigations. First, we did not only visualize (and manipulate) facial cues driving perceptual
judgments, but we also made these shape cues available to statistical modelling and analysis.
For example, in Study 1 statistical analysis showed that facial cues to body height and weight
seem to contribute more to the perception of masculinity than sexual dimorphism in shape
(i.e. the dierence between average male and female shape). Likewise, in Study 3 regression
analysis showed that facial cues to fat are better predictors of perceived strength than facial
cues to muscle despite being weaker predictors of actual strength. Such ndings are in line
with overgeneralization eects found for other perceptual judgments.
Second, while many studies have worked with 3D shape models of faces, participants in
these studies evaluated static 2D frontal images of the 3D face models.at is, many potential
perceptual eects of 3D information are discarded in studies with static 2D images. e
current thesis made an eort to retain 3D information in perceptual studies.is was done
by animating changes in perspective view of the 3D shape.e rational behind this eort was
that 3D stimuli confer a higher degree of ecological validity.
e current thesis cannot give a denitive answer as to whether the ecological validity of
3D stimuli is indeed higher. Perceptual judgments from 2D and 3D faces were compared for
two traits, masculinity and weight. Due to the discrepancy of morphological and perceived
masculinity, masculinity does not lend itself to an investigation of perceptual accuracy; with
regards to weight, no dierences between 2D and 3D stimuli was found. Yet, it would be
premature to conclude that the use of 3D stimuli is not preferable over 2D stimuli. First, more
traits should be compared in 2D and 3D. Second, stimuli in the current thesis suered in their
realism by the low-resolution of their texture images and shadows locked to the face, rather
than changing with changes in view. With a newer camera system, and imaging soware, this
could be easily remedied.
ird, prior literature had speculated on the trade o between the potential costs associated
with high masculinity (greater indelity, lower cooperativeness) and the potential benets
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(e.g., better heritable immunocompetence, higher status, higher competitiveness). Analys-
ing the relationship between masculinity and attractiveness allowed inferences about the
consequences of relative costs and benets to women dependent on their own condition.
e experimental design and analytic methods of Study 2 may be useful in the investigation
of a number of traits other than masculinity. Cost and benet functions of traits could be
explored to test for context-specicity within subjects or for cultural dierences between
subjects. For example, dierent levels of trustworthiness or dominance might be of dierent
value in dierent political contexts (e.g., outgroup vs ingroup conict).
Conclusion
e work of the current thesis is only one step towards a more rened investigation of the basis
and functional signicance of social perceptions. Previous research suggested that perceptions
of dominance are adaptive because they reect facial cues to strength. e current thesis
demonstrated that facial cues used in the evaluation of masculinity and strength are linked
to bodily characteristics associated with sex dierences and actual strength, namely height,
weight, muscularity and adiposity.e thesis ndings therefore support the hypothesis that
perceptions have an adaptive origin. In a next step, face shape correlates of determinants
of physical prowess should be linked to judgments of dominance and attractiveness, and
integrated with social perception.
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A. Face Set 2 questionnaire data
1. Please indicate your age (drop-down selection)
2. Please select your gender (drop-down selection)
3. Please indicate your ethnic group (drop-down selection)
4. Please indicate your age at your rst period/rst shave (drop-down selection)
5. Compared to my peers at the time, my physical growth and development was: 1 Much
earlier - 7 Much later
6. Compared to my peers at the time, I went through puberty: 1 Much slower - 7 Much
faster
7. At what age did you gain the most height? (drop-down selection)
8. At what age did you reach your nal height? (drop-down selection)
9. Compared to other people, how healthy do you think you are in general? 1 Not at all
healthy - 7 Extremely healthy
10. How many times and days in the past 3 years have you had a respiratory infection (cold,
u) or stomach or intestinal u?
Respiratory infections: Number Days infected
Stomach and intestinal infections: Number Days infected
11. For how many infections in the past 3 years did you take antibiotics?
Number of times antibiotics used:
12. Please use the following 7-point scale to indicate howmuch you agree with the following
statement:
If I were in a physical ght with a person of the same sex, I would probably win. (1
Strongly disagree - 7 Strongly agree)
13. I am physically stronger than % of others of my sex.
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14. A socially dominant person tells other people what to do, is respected, inuential, and
oen a leader, while submissive people are not inuential or assertive and are usually
directed by others. Based on the above statement, do you consider yourself to be: 1
Highly submissive - 7 Highly dominant
15. Please indicate how accurately each statement describes you ( 1 Very inaccurate - 7 Very
accurate):
a) I try to surpass others’ accomplishments
b) I try to outdo others
c) I am quick to correct others
d) I impose my will on others
e) I demand explanations from others
f) I want to control the conversation
g) I am not afraid of providing criticism
h) I challenge others’ point of view
i) I lay down the law to others
j) I put people under pressure
k) I hate to seem pushy
16. Please indicate how much you agree with each of these statements (1 Strongly disagree -
7 Strongly agree):
a) Members of the opposite sex that I like, tend to like me back.
b) Members of the opposite sex notice me.
c) I receive many compliments from members of the opposite sex.
d) Members of the opposite sex are not very attracted to me.
e) I receive sexual invitations from members of the opposite sex.
f) Members of the opposite sex are attracted to me.
g) I can have as many sexual partners as I choose.
h) I do not receive many compliments from members of the opposite sex.
17. I’ve answered all questions truthfully. (Yes/No)
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B. Delineation template
Table B.1.: List of denitions and operationalization of used landmarks (following Farkas,
1994). Italics indicate names of traditional anthropometric landmarks.
Landmark Denition
1 Nasion; on midsagittal plane, in lateral view on lowest point above the nose
2 Centre of right pupil
3 Centre of le pupil
4 Exocanthion right; outer corner of the right eye ssure where eyelids meet
5 Endocanthion right; inner corner of the eye ssure where eyelids meet
6 Highest point of right iris
7 Lowest point of right iris
8 Endocanthion le
9 Exocanthion le
10 Highest point of le iris
11 Lowest point of le iris
12 Alare right; most lateral point on the right ala
13 Alare le
14 Cheilion right; right corner of the mouth where the outer edges of upper and
lower vermillion meet
15 Cheilion le
16 Labrale superius; midpoint of the upper vermillion line
17 Labrale inferius; midpoint of the lower vermillion line
18 Mid-cle of upper vermillion
19 Mid-cle of lower vermillion
20 Trichion, midpoint of the hairline
21 Gnathion; midpoint of chin
22 Frontal view: right outermost feature of face along the horizontal axis of the
mouth. Lateral view: turning point of Ramus and Corpus mandibulae
(continued)
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Landmark Denition
23 Frontal view: le outermost feature of face along the horizontal axis of the
mouth. Lateral view: turning point of Ramus and Corpus mandibulae
24 Glabella; on midsagittal plane, joins the superciliary ridges; lateral view: most
protuberant point
25 Tip of the nose; lateral view: most protuberant point on nose
26 Subnasale; on the local midline of the junction formed by lower border of
nasal septum and cutaneous portion of upper lip
27 Lateral view: deepest point between lip red and chin
28 Lateral view: most protuberant point of chin
29 Lowest point of attachment of right external ear to the face
30 Lowest point of attachment of le external ear to the face
31 Superciliare mediale right; most medial point of eyebrow
32 Midpoint of right eyebrow (horizontally and vertically)
33 Supercilare laterale right; most lateral point of right eyebrow
34 Superciliare mediale le
35 Midpoint of le eyebrow
36 Superciliare laterale le
37 Crista philtrum right; right crest of the philtrum, i.e. the vertical groove in
the median portion of upper lip, located on the vermillion border
38 Crista philtrum le
39, 40 Evenly spaced between 21 and 22 along jaw line
41, 42 Evenly spaced between 21 and 23 along jaw line
43 On midsaggital plane beneath chin
44 Lateral view: right intersection of sternocleidomastoid muscle and jaw (ex-
cluded for shape analyses in Study 3)
45 Lateral view: le intersection of sternocleidomastoid muscle and jaw (ex-
cluded for shape analyses in Study 3)
46 Right intersection of pupil line and hairline
47 Le intersection of pupil line and hairline
48, 49 Evenly spaced along hairline between 20 and 46
50, 51 Evenly spaced along hairline between 20 and 47
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C. Principal components of shape
Figure C.0.1.: Principal components of shape in Face Sets 1 (A) and 2 (B), and variance
explained by each principal component (PC). For each PC, shape changes associated with
low (le, –5 SD) and high values (right, +5 SD) are depicted.
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D. Cross-validation of face scores
In Study 1, we extended a previousmeasure of morphological masculinity to 3D face shape and
showed that the samemethod can also be applied to quantify face shape correlates of height and
BMI. We validated our measures perceptually by linking face-morphological scores of height
and BMI to perceptual ratings of height and weight. Here, we tested whether morphological
height and weight scores themselves could be cross-validated with an independent set of faces.
We used Face Set 2 to construct weight and height vectors and tested whether these out-of-
set vectors would produce face scores that (A) were correlated with the original, within-set
derived scores, and (B) would predict perceptual ratings of height and weight.
Following the method described in Section 8.2.1.2, headmodels of Face Set 2 were subjected
to a principal component analysis, and resulting principal component scores were used
to construct height and BMI vectors accordingly (see Section 14 for a description of the
prototypes used to construct the vectors). Projecting faces from Face Set 2 onto height and
BMI vectors produced face-morphological height and BMI scores that were un-correlated
with each other, but correlated with actual height and BMI (see Section 14.1).
In a next step, principal component scores of the 40 male and 40 female faces in the
original set (Face Set 1) were predicted based on the principal component model of Face Set 2.
Morphological height and weight scores were then calculated by projecting faces from Face
Set 1 onto the height and BMI vectors derived from Face Set 2.
Morphological height and BMI scores as derived from Face Sets 1 (within-set) and 2
(out-of-set) were highly correlated (height: Pearson’s r(40)=.84, p≤.001); BMI: Pearson’s
r(40)=.90, p≤.001). In addition, face-morphological scores derived from Face Set 2 predicted
perceived height and weight (height: β=.39, t=2.63, F=6.94, p=.012, R2=.13; weight: β=.82,
t=7.92, F=62.68, p≤.001, R2=.67).
Scores derived from Face Set 2 also showed a trend to predict actual height (β=.29, t=1.85,
F=3.41, p=.073, R2=.06) and BMI (β=.30, t=1.91, F=3.67, p=.063, R2=.09). Taken together,
these ndings suggest that the method we describe provides morphological descriptors that
are stable across independent sets of faces and thus can be regarded as ‘validated’.
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E. e eect of stimulus dimension
Study 2 compared masculinity preferences in 2D and 3D faces. Evidence for systematic
dierences was found. A higher level ofmasculinity was consistently preferred in 3D compared
to 2D faces, and some individual dierences aected masculinity preferences dierently in
2D and 3D faces.ese preference dierences might have two sources: (1) 2D and 3D stimuli
are perceived dierently; (2) preferences for stimulus faces that have been manipulated in
their masculinity are sensitive to the specic prototypes on which masculinity transforms are
based.
As stimulus faces and prototypes diered for 2D and 3D samples in Study 2, we could not
directly test these possibilities. Here, we investigated whether 2D and 3D stimuli are perceived
dierently. We compared perceptions of masculinity and weight from 2D and 3D images
of the same participants. As 3D faces might provide a more comprehensive impression of
faces than 2D images do, we also tested whether accuracy in ratings might be higher for 3D
compared to 2D faces by linking perceptions of weight to actual BMI.We predicted that actual
BMI should be more strongly linked to perceived weight in 3D compared to 2D faces.e
second alternative, i.e. that masculinity measures might be set- or prototype-sensitive, is
investigated in Appendix F.
E.1. Methods and material
E.1.1. Stimulus images
For 45 men from Face Set 2, 2D images were available in addition to 3D images. To minimize
potential dierences between 2D and 3D stimuli, 2D images, too, were masked and rendered
with an average male skin texture (see Section 8.2). Figure E.1.1 shows an example of the same
man’s face in 2D and 3D.
E.1.2. Face ratings
E.1.2.1. Masculinity
Sixty participants were recruited from the United States of America through Amazon MTurk
and reimbursed with $2.00 each. Participants who failed to complete a brief demographic
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Figure E.1.1.: Example of male face from Face Set 2. (A) Masked and texture-standardised 2D
image. (B) Masked and texture-standardised image captured with 3D camera.
questionnaire on their gender, age and ethnicity at the beginning of the study or who reported
an ethnic background other than white were excluded. In addition, analyses were restricted
to female participants1, resulting in a nal sample size of 18 women (Mage = 37.1±8.9 years,
range 21–52 years).
Participants rated the masculinity of male 2D and 3D faces and the femininity of female 2D
and 3D faces in four separate blocks (only male data is presented here).e order of blocks
was pseudo-randomised, so that female faces and male faces were presented in subsequent
blocks. e order of which face sex was presented rst was randomised. Within each sex,
the order of 2D and 3D blocks was randomised, as was the order of face stimuli within each
block. Each of the four rating blocks was preceded by a movie that showed static 2D frontal
image of all the faces in the respective block for one second each to provide an overview of
stimulus variability. All face stimuli were presented individually against a black background
and remained visible until a rating was made.ree-dimensional face stimuli were presented
‘bobbing’ in a sinusoidalmanner from le to right and up and down. For each face, participants
were asked “Howmasculine/feminine is this face?” Ratingswere given on a slider scale beneath
each image that ranged from 1-Not masculine/feminine at all to 100-Very masculine/feminine
(numerical values not visible to participants).
E.1.2.2. Weight
Ratings on perceived weight were separately collected for 2D and 3D faces.2 Participants
were again recruited from the United States of America through Amazon MTurk and were
1Men’s ratings were excluded for two reasons; rst, to make ndings comparable to those in Section 8; second,
for men even more so than for women, perceived male masculinity might be related to perceived dominance;
men’s rating of male masculinity might be aected by men’s self-perceived dominance (Watkins et al., 2010).
2Weight ratings on 2D faces were collected as part of the data collection for Study 3.4.
182
paid $2.00 each.e same exclusions were applied as for masculinity ratings, except for the
exclusion ofmale participants. Fiy participants completed the 2D rating task; aer exclusions,
this le 22 women and 26 men (Mage = 38.3±10.9 years, range 23–60). Sixty participants
completed the 3D rating task; aer above described exclusions, this le 21 women and 21 men
(Mage = 40.6±11.3 years, range 23–65).
Participants rated male and female faces in two separate blocks (only male data presented
here).e order of blocks and the order of face stimuli within each block was randomised.
Again, face stimuli were individually presented against a black screen and remained visible
until a rating was made.ree-dimensional stimuli were again presented in moving up and
down and side-ways. For each face, participants were asked “How would you judge this
man’s/woman’s weight?” Ratings were given on a slider scale beneath each image that ranged
from 1-Underweight to 100-Overweight (numerical values not visible to participants).
E.2. Results
To compare masculinity perceptions in 2D and 3D faces, a linear mixed eect model with
perceived masculinity as the outcome variable, stimulus dimension as the predictor and
random intercepts for stimulus face nested in participant was tested. Stimulus dimension
was found to have a signicant eect on perceived masculinity (t=–4.76, p≤.001). ree-
dimensional stimuli were rated as signicantly less masculine than 2D stimuli.
To compare 2D and 3D perceptions of weight, a linear mixed eect model with perceived
weight as the outcome variable, stimulus dimension as the predictor and random intercepts
for stimulus face and participant was tested. Again, stimulus dimension was found to have a
signicant eect on perceptual ratings; 3D stimuli were rated as signicantly less heavy than
2D stimuli (t=–3.93, p≤.001).
Accuracy of perceptual weight ratings from 2D and 3D faces was also tested by adding
actual BMI as a predictor and allowing it to interact with stimulus dimension. e model
showed that the interaction between stimulus dimension and BMIwas not signicant (t=–0.74,
p=.459). Dropping the interaction revealed a main eect of both stimulus dimension (t=–4.18,
p<.001) and BMI (t=1.74, p<.001). As can be seen from Figure E.2.1, actual BMI was a strong
predictor of perceived weight. While 3D faces were rated as generally lighter than 2D faces,
accuracy of 2D and 3D weight ratings did not dier.
E.3. Discussion
is follow-up study tested for dierences in the perception of 2D and 3D faces using the
examples of perceived masculinity and weight. We found evidence for systematic dierences
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Figure E.2.1.: Accuracy of weight ratings from 2D and 3D faces did not dier. Bands represent
95% CI.
in the perception of 2D and 3D images of the same men. Men were perceived to look less
masculine and less heavy when their images were presented as 3D as compared to 2D images,
which might explain why Study 2 found that masculinity preferences for 3D faces were higher
than those for 2D faces. Contrary to our prediction, accuracy of weight ratings was not higher
for 3D compared to 2D faces. Our prediction that preferences for 3D and 2D images might
dier because 3D images provide a more “accurate” representation of faces was thus not
supported (or at least not so for the example of perceived weight).
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F. Morphological masculinity
Study 2 found evidence for systematic dierences in masculinity preferences between a set of
2D and 3D faces that had been manipulated in their facial masculinity. Appendix E tested for
dierences in perception due to dimensionality of stimuli. However, the two image sets that
served as stimuli in Study 2 did not only dier in their dimensionality—they also diered
in the prototypes that were used to manipulate facial masculinity. Here, we tested whether
morphological masculinity (and thus visual manipulations of masculinity) might be to some
extent set-dependent.at is, we tested whether the visual correlates of sexual dimorphism
vectors used to manipulate facial images depend on the male and female prototypes they were
based on.
Appendix D suggested that facial height and BMI scores are fairly stable across sets—within-
and out-of-set derived scores were highly correlated, and out-of-set derived scores predicted
perceptions of height and weight.us, we predicted that face-morphological masculinity
scores derived within- and out-of-set, too, would be positively correlated and explain a similar
amount of variance in perceptions of masculinity (although, as Study 1 discussed, rated
masculinity is only moderately aected by sexually dimorphic shape). In addition, we tested
whether within- and out-of-set face-morphological masculinity scores would show similar
patterns of association with face-morphological height and BMI scores.
F.1. Methods and material
F.1.1. Perceived masculinity
e masculinity ratings described in Appendix E served as a perceptual measure of masculin-
ity.
F.1.2. Morphological masculinity
Following the procedures outlined in Section 8.2 and Appendix D, morphological masculinity
was calculated in two ways. First, by relating each face to the dierence between the average
male and female shape of Face Set 2 (within-set), and second, by relating the face shape of
each man in Face Set 2 to the dierence between the average male and female shape of Face
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Set 1 (out-of-set). Section 4 provides a demographic and visual description of the average
male and female faces of Face Sets 1 and 2.
F.2. Results
Morphological masculinity scores for men’s faces as derived from within- and out-of-set were
positively correlated (r(50)=.43, p=.002, see Figure F.2.1); when looking at masculinity scores
for both male and female faces, this association was even stronger (r(118)=.77, p≤.001, see
Figure F.2.2). Within-set masculinity scores correctly predicted sex in a discriminant analysis
for 90.7% of faces (Wilks’ λ=.321; df=1; χ2=131.16, p<.001, comparable to ndings in Section
8.2.1.2). Out-of-set masculinity scores performed slightly worse in predicting sex, but still
classied 83.1% of faces correctly (Wilks’ λ=.504; df=1; χ2=79.15, p<.001).
Figure F.2.1.: Within- and out-of-set derived
masculinity scores were moderately correl-
ated.
Figure F.2.2.: Across both sexes, the associ-
ation of within- and out-of-set derived face-
morphological masculinity scores was com-
parable in strength to that observed for face-
morphological height and BMI scores (see
Appendix D).
Despite a moderate correlation of scores for men’s faces, and a strong correlation of mas-
culinity scores when looking at both sexes, there was evidence suggesting dissimilarities
between the two sets of masculinity scores. Study 1 found that morphological masculinity
predicted about 11% of the variance in perceived masculinity for faces in Face Set 1. Relating
within-set masculinity scores to perceived masculinity ratings of faces in Face Set 2 showed
that within-set masculinity scores explained only 3% of the variance in perceived masculinity
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(β=.17, F(1,48)=1.00, p=.322). In contrast, out-of-set masculinity scores explained 19% of the
variance in perceived masculinity (β=.44, F(1,48)=11.47, p=.001).
To visualize similarities and dierences between sexual dimorphism vectors derived from
Face Sets 1 and 2, we visualized the endpoints of the masculinity range used in Study 2 based
on male and female prototypes from Sets 1 and 2 (see Figure F.2.3). In addition, we compared
the facial correlates of morphological masculinity scores. We created composite images of
faces that scored low and high on each of the two sex dimorphism vectors by averaging faces
that fell into the rst and fourth quartile on each vector, and exaggerated dierences between
low and high masculinity composite faces by applying +200% and –200% of the dierence
between low and high masculinity to the average male face of Face Set 2 (see Figure F.2.4).
Figure F.2.3.: One of the composite faces
used in Study 2 manipulated towards lower (–
100%) and higher (+200%) masculinity. (A)
shows masculinity manipulations based on
sex prototypes from Face Set 2 (as used in
Study 2), while (B) visualises masculinity ma-
nipulations based on sex prototypes from
Face Set 1.
Figure F.2.4.: Shape correlates of face-
morphological masculinity scores. (A)
shows face shape associated with low (le)
and hight (right) masculinity scores as
derived from Face Set 2. (B) shows face
shape associated with low (le) and high
(right) masculinity scores as derived from
Face Set 1.
While Figure F.2.3 shows that masculinity transformations based on Face Sets 1 and 2
show many similarities, Figure F.2.4 makes dierences more salient. One of the most striking
dierences between masculinity based on Face Sets 1 and 2 is that morphological masculinity
based on Face Set 2 appears to involve a greater change in facial elongation compared to
Face Set 1.e current thesis and previous work have linked facial elongation to increased
body height. Indeed, morphological masculinity scores based on Face Set 2 were found
to be positively correlated with face-morphological height scores (within-set height scores:
r(50)=.43, p=.002; out-of-set height scores: r(50)=.28, p=.047). Note that in contrast (and
in line with ndings from Study 1 of the current thesis), morphological masculinity scores
derived from Face Set 1 correlated negatively with face-morphological height scores (within-
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set height scores: r(50)=–.25, p=.080; across-set height scores: r(50)=–.32, p=.022). Neither
set of masculinity scores was signicantly correlated with face-morphological BMI scores,
although it should be noted that the masculinity scores derived from Set 1 showed a trend
for a positive association with BMI scores (r(50)=.23, p=.104), while Set 2 scores showed a
non-signicant negative association with BMI scores (r(50)=–.10, p=.509).
F.3. Discussion
is follow-up study investigated whether morphological masculinity is dependent on the
faces that form the female and male prototypes on which measures of masculinity (but also
visual masculinity transforms) are based. Our results suggest that at least in the current
sample, morphological masculinity appeared to be to some extent set-dependent, and more
so than other face-morphological scores (height and BMI, see Appendix D). Morphological
masculinity scores for the same faces derived from two dierent sets of prototypes were mod-
erately correlated, and diered in their predictive value of perceived masculinity. Interestingly,
out-of-set masculinity scores were actually a better predictor of perceived masculinity than
within-set scores. e two face sets did not dier in their mean male and female height or
BMI; nonetheless, our ndings suggest that morphological masculinity comprised face shape
correlates of sexual dimorphism in BMI and height to a dierent extent. It might be that while
BMI did not dier between the two sets of faces, body composition, i.e. relative proportion of
muscle and fat, might have diered to a dierent extent in Sets 1 and 2. While this nding
of set-dependency might be dismissed as being related to a relatively small sample size in
the current study, we note that recent studies have used similar sample sizes (e.g., Little,
DeBruine & Jones, 2013; Watkins, Debruine, Feinberg & Jones, 2013, used 50 male and 50
female faces). Set-dependent masculinity is a potential methodological confound that future
studies manipulating (and quantifying) facial masculinity based on linear dierences between
average male and female face shape should account for.
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