We study the Schrödinger-Robertson uncertainty relations in an algebraic framework. Moreover, we show that some specific commutation relations imply new equalities, which are regarded as equality versions of well-known inequalities such as Hardy's inequality.
Introduction
In this paper, we study the Schrödinger-Robertson uncertainty relations as corollaries of equalities in a scalar product space. Moreover, we give a number of characterizations in the case where the associated inequalities are in fact equalities. Our presentation is based exclusively on an algebraic observation on the standard Cauchy-Schwarz inequality and could presumably provide a clear and explicit understanding of uncertainty relations from the point of view of orthogonality. As applications, we show that some specific commutation relations, in the Hilbert space L 2 (R n ) of square integrable functions on the Euclidean space R n of dimensions n, imply new norm equalities in L 2 (R n ), which are regarded as equality versions of well-known inequalities such as dilation and Hardy type inequalities. In particular, we give a method of recognizing Hardy type inequalities in the framework of commutation relations of operators.
This paper is organized as follows. In Section 2, we characterize the Schrödinger-Robertson uncertainty relations in the framework of equalities in a scalar product space. In Section 3, we give a number of examples of uncertainty relations on the basis of equalities in L 2 (R n ). In the Appendix, we summarize basic theorems on the Cauchy-Schwarz inequality in an algebraic setting.
Throughout the paper, H denotes a complex vector space endowed with scalar product ( · | · ) : H × H ∋ (u, v) → (u|v) ∈ C, which is linear (resp. antilinear) in the first (resp. second) variable. The associated norm is defined by u = (u|u) 1/2 , u ∈ H. There is a large literature on the uncertainty relations. We refer the readers to [7, 9, 5, 14, 24] and references therein.
Uncertainty Relations
Let A and B be symmetric operators in H with domains D(A) and D(B), respectively. In this and next sections, we use the terminology of operator theory (see [10, 21] for instance).
According to Mourre [17] , we define the commutator [A, B] as a sesquilinear form on H × H by
It coincides with the usual definition AB − BA on D(AB) ∩ D(BA), which is smaller than M . In this paper, we adopt the definition (2.1) to avoid the domain problem as much as possible (see [15] ) and assume that
to avoid trivial cases. Similarly, we define the anticommutator {A, B} by
It is straightforward to verify that for all ϕ ∈ M ,
(2.8)
We now summarize algebraic identities related to the Schrödinger-Robertson uncertainty relations. The identities below are the direct consequences of the theorems in the Appendix.
for any θ ∈ R, where sgn z = z/|z|, z ∈ C \ {0}, and sgn 0 = 1.
Remark 2.1. The standard uncertainty inequalities follow directly from equality (2.12) . Indeed, equality (2.12) implies the inequality
which is called Schrödinger-Robertson uncertainty inequality [9, 12] . It is further bounded from below by 14) which is known as the Robertson uncertainty inequality [11] . [18, 19, 3, 26, 22, 13, 4] and references therein. (1) (i) ({A, B}ϕ|ϕ) = ±2 Aϕ Bϕ .
(ii) Bϕ Aϕ = ± Aϕ Bϕ.
(iii) (Aϕ|Bϕ) = ± Aϕ Bϕ .
(iv) Aϕ 2 Bϕ = (Aϕ|Bϕ)Aϕ.
Applications
In this section, we give a number of examples of commutation relations between operators in the Hilbert space L 2 (R n ) of square integrable functions on R n as well as related norm identities which are regarded as equality versions of well-known inequalities. We follow the standard notation to denote a point in R n by x = (x 1 , . . . , x n ) ∈ R n . The associated Euclidean length is defined as |x| = (x
The gradient operator is defined as ∇ = (∂ 1 , . . . , ∂ n ), where ∂ j = ∂/∂x j is the partial differential operator in the jth direction.
Momentum and Position Operators
Let A = −i∇ and B = x. More precisely,
for any ϕ ∈ C ∞ 0 (R n ; C), compactly supported smooth functions on R n . In fact, the natural domains of A and B are given respectively by
3)
where the derivatives are understood to be distributional derivatives and H 1 denotes the standard Sobolev space of order one. Since Aϕ and Bϕ are C n -valued, the corresponding natural Hilbert space is given by H = L 2 (R n ; C n ) with scalar product
where
, all computations will be carried out on
and
Then, the following statements are equivalent:
(ii) xϕ = −∇ϕ.
(iii) There exists θ ∈ R such that, for any x ∈ R n , ϕ satisfies
(ii) ∇ϕ xϕ = − xϕ ∇ϕ.
Note that for ∇ϕ = 0
and hence Re sgn(xϕ|∇ϕ) = Re sgn (xϕ|∇ϕ) < 0. (3.14) is given by (3.11) , and is known to be a squeezed state in the field of quantum optics [23, 25] . If furthermore the vector ϕ satisfies
ϕ , it is reduced to (3.10) , and is called coherent state [23, 25] . A tighter inequality than (3.14) , Proof of Theorem 3.1.
Then, equalities (3.6)-(3.8) follow, by recalling (2.5) and (2.10) + . On the other hand, the identity (3.9) follows from (2.12), by noting |sgn z| = 1 and (sgn z) −1 = sgn z = sgn z.
(2) The equivalence between (i) and (ii) follows from (3.8) . If ϕ has the form (iii), then (ii) follows by a direct calculation. Conversely, if (ii) holds, then 18) and therefore, for some c ∈ C, ϕ is represented as
Then, (iii) follows by evaluating ϕ . and therefore, for some c ∈ C, ϕ is represented as
Then, (iii) follows by evaluating ϕ .
(4) The equivalence between (i) and (ii) follows from (3.9). If ϕ has the form (iii), then (ii) follows by a direct calculation. Conversely, if (ii) holds, then
by noting sgn z = (sgn z) −1 , and therefore, for some c ∈ C, ϕ is represented as
We now rewrite (3.6) as
and regard (3.24) as an orthogonality relation. Then, as in [16] we notice that (3.24) yields a new equality:
The following equality
as well as the nonexistence of nontrivial extremizers has been proved in [20] . Theorem 3.2 is recognized as an optimal description of (3.27 ) from the point of view of equalities.
Proof of Theorem 3.2. The equality (3.25) follows from (3.24), by noticing that for all x ∈ R n \ {0}, where S n−1 is the unit sphere S n−1 = {x ∈ R n ; |x| = 1}. Then, ϕ ∈ L 2 (R n ) if and only if
which in turn is equivalent to f = 0 and to ϕ = 0, where σ is the surface element, namely, the Lebesgue measure on S n−1 . This proves the nonexistence of nontrivial extremizers of (3.27).
In [20] , it has been proved that the inequality (3.27) is equivalent to the standard Hardy inequality for n ≥ 3. The following theorem describes such relationship at the level of equalities: Theorem 3.3. Let n ≥ 3. Then, the equality
for all ψ ∈ D(A) follows from (3.25) . Conversely, (3.32) implies (3.25) .
The following calculations are justified as long as ϕ, ψ ∈ C ∞ 0 (R n \ {0}) without restriction on the space dimensions. First, suppose that (3.25) holds for all
) and the left-hand side of (3.25) is rewritten as
where we have used Gauss' divergence theorem, while the first term on the right-hand side of (3.25) is rewritten as
Combining (3.33) and (3.34), we derive (3.32) from (3.25) with ϕ = 1 |x| ψ, noticing that
Conversely, suppose that (3.32) holds for all
) and all the computations in (3.33) and (3.34) can be traced backword to imply (3.25).
In [21] , the standard Hardy type inequalities of the form
are referred to as the uncertainty principle lemma. Here we have derived (3.36) as a corollary to (3.24) , which is equivalent to (3.6), which in turn is regarded as an original form of the uncertainty relation between the position and momentum operators.
Generator of Dilations and Free Hamiltonian
The operator A is called the generator of dilations in the sense that one-parameter group of dilations
The generator of dilations A and the free Hamiltonian B have a special commutation relation
for smooth functions ϕ ∈ C ∞ 0 (R n ; C), where the commutator is understood to be AB − BA since
As a direct consequence, we have the inequality 
The operator A is regarded as a symmetrized radial derivative defined by ∂ r ≡ x |x| · ∇. The squared length of the gradient has a pointwise decomposition
where L j is the jth component of the spherical derivative defined by
At the point x ∈ R n , the unit outer vector is given by x |x| and it is orthogonal to e j − xj |x| x |x| , 1 ≤ j ≤ n, where e j = (0, . . . , 0, 1, 0, . . . , 0) is the standard unit vector in the jth direction. The corresponding one-parameter family of operators acting on functions are given by
which satisfy
The (symmetrized) radial derivative and the Coulomb potential have a special commutation relation
for smooth functions ϕ ∈ C ∞ 0 (R n \ {0}; C), where the commutator is understood to be AB − BA since
Theorem 3.5. Let n ≥ 3 and let ϕ ∈ H 1 (R n ) satisfy Aϕ = 0, Bϕ = 0. Then,
60)
Remark 3.6. As a direct consequence of (3.60) , we have the inequality 
to obtain (3.61).
We now rewrite (3.57) or (3.59) as
and regard (3.64) as an orthogonality relation. Then, as in [16] we notice that (3.64) yields a new equality,
where the right-hand side is exactly the same as
while the left-hand side is rewritten as the right-hand side of (3.61). Therefore, we have proved
which is exactly the same as (3.32). We have thus derived the standard Hardy type inequality (the uncertainty principle lemma [21] ) from the orthogonality (3.64), which is equivalent to the commutation relation between the radial derivative and Coulomb potential (3.57). By (3.51), the equality (3.32) or (3.67) is also rewritten as
Appendix A. Basics of the Cauchy-Schwarz Inequality
In this appendix, we summarize algebraic identities related to the Cauchy-Schwarz inequality. For this purpose, we introduce sign function sgn : C → R by
Theorem A.1. The following equalities hold for all u, v ∈ H \ {0}:
Proof. Let (u|v) = 0. Then, we expand the square of the last norm on the right-hand side of (A.2) as Indeed, the former immediately implies the latter. [1, 2] and are verified by similar and simpler calculations as above, too. See also [6, 8] for related subjects. where all those inequalities turn out to be equalities, which in turn imply (ii). Given (ii), we have by Part (5), which proved above v 2 u = (u|v)v, (A.15) where the imaginary part of (u|v) vanishes to imply (iii). Given (iii), we calculate 
