Uniform boundary stabilization of nonlinear spherical shells by using two controls only: analysis and numerical computations  by Marchand, Rich
Journal of Computational and Applied Mathematics 114 (2000) 189{216
www.elsevier.nl/locate/cam
Uniform boundary stabilization of nonlinear spherical shells by
using two controls only: analysis and numerical computations
Rich Marchand
Department of Mathematics and Computer Science, SUNY College at Fredonia, Fredonia, NY 14063, USA
Received 10 December 1998; received in revised form 24 June 1999
Abstract
The model for an elastic, dynamic, thin shallow spherical shell will be considered. The model, consisting of a nonlinear
coupled system of partial dierential equations (PDEs), assumes that rotational forces are negligible. One of the primary
novelties of the paper is the use of semidiscrete nite element (FEM) approximations of the eigenvalues associated with
the corresponding linear system of PDEs. The numerical computations are used to gain insight regarding the number of
boundary controls required to uniformly stabilize the nonlinear system and provide conrmation of the theoretical results.
In particular, it will be shown that the nonlinear model is uniformly stabilized with only two controls acting on the
boundary instead of the usual three. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Dynamic nonlinear spherical shells; Uniform stabilization; Boundary control; Finite elements; Eigenvalue
approximations
1. Introduction
The reference conguration of an elastic, thin shallow spherical shell is given in spherical co-
ordinates (r; ; ) as the region bounded by r 2 [R − h; R + h];  2 [0; 0], and  2 [0; 2], where
the thickness of the shell, 2h, middle surface ray, R, and the opening angle, 0<  are given.
Typically, two characteristic parameters are associated with spherical shells; namely, thinness given
by =h=R sin 0 and shallowness given by =(R−R cos 0)=R sin 0. In this paper, we are interested
only in thin shallow spherical shells. In particular, a spherical shell is considered to be thin when
 = h=l.1 for some xed l satisfying the relationship 0<l = R sin 0. Similarly, a spherical shell
is considered to be shallow when .1 or, equivalently, 0 is suciently small. It is assumed that
the deformations of the shell are axisymmetric, so the displacements do not depend on . Hence,
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we dene the variable = R and let u(t; ) and w(t; ) represent the meridional and radial middle
surface displacements respectively which are dened on 
 = (0;1) (0; 0), where 0  R0.
The dynamic model governing axially symmetric vibrations of an elastic, thin shallow spherical
shell is given by the following system of dierential equations:
dutt + b21ut − L(u) +
1 + 
R
w0 − e
R
L(V )−

V 0 +
1− 
2
V − S
R

V = 0; (1)
dwtt + b22wt +
e

[L(V )]0 − 1 + 


u
R

0
+
2(1 + )
R2
w − 1 + 
2R
V 2 − (VS)
0

= 0; (2)
where the prime symbol (0) denotes dierentiation with respect to  and V  u=R + w0; S 
A1 + A0; A1  u0 − w=R + V 2=2, and A0  u= − w=R. Additionally, Poisson's ratio is given by
 2 (0; 1=2), Young's modulus is given by E, and d  [d0=(1 − 2)]E, where d0 represents the
density of the shell. The linear second-order dierential operator L is given by
L(u)  u00 + u
0

− u
2
for  2 (0; 0):
The functions bi() 2 L1(0; 0) are assumed to be positive almost everywhere and represent weak
or light damping in the system (acting on the interior of the shell).
The model above is taken from [12] in which a similar model accounting for rotational forces
was derived from [1] (see also [5], and for linear shells, see [14] along with Koiter's treatment of
linear shells in [7]). Notice that the model here does not account for rotational forces which are
typically assumed to be negligible.
We shall consider the following homogeneous boundary conditions at = 0:
u(t; 0) = w(t; 0) = w0(t; 0) = 0; (3)
and the following dissipative boundary conditions at = 0:
S =−f1(ut)− u;
eV 0 =−f2(Vt);
eL(V )− VS = f3(wt):
(4)
Note that other types of homogeneous boundary conditions may be applied at =0 without aecting
the subsequent results and analysis. The fis are nonlinear feedback functions which are assumed
to be continuous, monotonically increasing functions passing through the origin and satisfying the
relationship
ms26fi(s)s6Ms2 for jsj>M ;
where M  is some positive constant. Hereafter we will refer to the fis as the \controls" of the
system, representing forces, moments, and shears respectively.
The main goal of this paper is to study the asymptotic behavior of the system given in
(1){(2). Indeed we shall show that the energy of this system decays uniformly to zero as t ! 1
with only two controls acting on the boundary. It will be shown that this result requires the thinness
parameter, h=0, of the shell to be suciently large. This is a necessary condition for avoiding what
are known as everted states in which uniqueness is lost at the static level. That is, the corresponding
static equation with no load admits multiple solutions which minimize the potential energy.
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Since three controls are possible (f1; f2; and f3), it was necessary to gain some insight as
to which two controls to choose. This was done by analyzing the associated linear system for
(1){(2). In particular, a semidiscrete nite element analysis was used to approximate the eigenvalues
of the rst-order linear system. By studying the eigenvalue approximations of the linear system using
dierent controls on the boundary, it was concluded that the most likely arrangement for stability
with only two controls would be to use forces and shears only on the boundary, i.e., f2  0. Indeed,
the main result of this paper is that uniform stability for the nonlinear system in (1){(2) can be
achieved with f2  0.
Historically, the stabilization of plate models has received a great deal of attention, see [8,13]
and references therein, but shell models are just recently starting to gain interest. For linear shell
models, exact controllability subject to size restrictions on R was established in [4] and uniform
stabilization was proved in [11] without any restriction on the parameters of the system. The only
result for nonlinear shell models is given in [12] in which uniform stabilization is proven for a
model which accounted for the rotational forces. Three controls, in the form of forces, moments and
shears acting on the boundary of the shell were used in [12]. Stabilization can be obtained with
only two controls acting on the shell in the case when rotational forces are assumed to be given by
(1){(2).
Since the model considered here does not account for rotary inertia, it is somewhat analogous
to the well-known Euler{Bernoulli plate model, while the model in [12] is somewhat analogous to
the Kircho plate model. However, the analysis of the shell models is much more complicated than
plate models due to nonconstant coecients and very strong coupling in the principal part of the
dierential operator. For these reasons, new techniques must be developed to analyze them.
1.1. Energy functional
In light of [4,12], the following \weighted" topological spaces are dened:
U  U1 
(
:
p

2 L2(0; 0); 0p 2 L2(0; 0) and (0) = 0
)
;
H  H0  f :  p 2 L2(0; 0)g;
W  W2  f :  2 H ;  (0) = 0 and  0 2 Ug
accompanied by the norms
jj2U1  jj21 
Z 0
0
"
2

+ (0)2
#
d; jj2H0  jj20 
Z 0
0
2 d:
It is important to note that the boundary condition, (0)= 0, in the denition of U1 is well dened.
This is due to the fact that the trace operator at =0 is a bounded operator with respect to the j  j1
norm as shown in [11,12].
Without loss of generality, let d  1. Then the corresponding energy functional is given by
E(t)  Ek(t) + Ep(t); (5)
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where
Ek(t)  12 [jut(t)j20 + jwt(t)j20]; (6)
Ep(t)  12 [ejV (t)j21 + jA0j20 + jA1j20 + u2(0)0] + 
Z 0
0
A1A0 d (7)
represent the kinetic and potential energies, respectively. The essential properties of the potential
energy are described in the following proposition which was proved in [12].
Proposition 1. The potential energy; Ep(t); dened in (7) is bounded and coercive in U W .
1.2. Statement of the main result
A precursor to the study of the asymptotic behavior of this dissipative system is the need to
address well-posedness and regularity of its solutions. In this regard, the following theorem applies.
Theorem 2. For any initial data u(0; )= u0; w(0; )=w0 and ut(0; )= u1; wt(0; )=w1 in the en-
ergy space; i.e.; Ep(u0; w0)+Ek(u1; w1)<1; there exists a unique solution u; w to the system given
in (1){(2) such that
E(u(t); w(t))6E(u0; w0); (8)Z t
0
[u2t (0) + w
2
t (0)] d6C(E(0)): (9)
This follows from the abstract results presented in [9] specialized to this particular system in [2].
Additional notation is required before the main result on stability can be stated. Primarily, tech-
niques developed in [10] will be used. In particular, let hi(s) for i = 1; 2; 3 be real-valued functions
dened for s>0 and pass through the origin, i.e., hi(0) = 0. Also assume that the his are strictly
increasing, concave and satisfy the inequality
hi(fi(x))>x2 + fi(x) for jxj61: (10)
It is always possible to derive functions with these properties as shown in [10]. Now we dene
H (x) 
3X
i=1
hi

x
T

for xed T > 0: (11)
Notice that H (x) enjoys the same properties as the his, i.e., strictly increasing, concave, and H (0)=0.
In fact, because H is monotonically increasing, I + H must be invertible. Hence, we dene
p(x)  (I + H)−1

x
CT (E(0))

; (12)
where CT (E(0)) is an increasing function to be dened in the proof of the subsequent theorem.
Notice that p is also a strictly increasing function with p(0) = 0. Thus, it is possible to dene the
function
q(x)  x − (I + p)−1(x) (13)
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which is strictly monotonically increasing. Now the machinery is in place to provide the main result
of this paper as stated in the following theorem.
Theorem 3. Let u; w be weak (nite energy) solutions to the system given in (1){(2) with bound-
ary conditions dened in (3) and (4) with f2  0. Also; assume that the half-thickness of the
shell; h; satises
h>C00Q0 where Q0 =
0
R
.1; (14)
and C0 is a positive constant which does not depend on any of the parameters of the system. Then
E(t)6S(t) for t>T0; (15)
where S(t)! 0 as t ! 0 and is the solution of the nonlinear dierential equation given by
St(t) + q(S(t)) = 0;
S(0) = E(0);
(16)
where q is dened in (13).
Remark 4. One can easily compute explicit rates of decay for solutions to the system in (1){(2)
once the exact form of the dissipative terms is known. This is accomplished by constructing the
corresponding function q and solving the ordinary dierential equation (ODE) in (16). For example,
if the fis exhibit linear growth at the origin, then S(t) =C(E(0))e−!t for some !> 0. Similarly, if
the fis exhibit polynomial growth at the origin, i.e., fi(x)  xp for p> 1, then the decay rates are
algebraic, i.e., S(t) = C(E(0))t2=1−p.
Remark 5. As one might suspect, it is very dicult to stabilize a shell that is physically too thin.
Hence, the thickness condition given in (14) is a \necessary" condition for uniform stabilization
of the shell. Indeed, this is a condition which is required to avoid \everted states" (see [3]) which
give rise to nonunique steady states. Intuitively, imposing the relationship between the thinness and
shallowness parameters in (14) is equivalent to requiring that the ratio of the thickness to curvature
be suciently large. If this is the case, then the static problem with no loads admits a unique solution
and the theorem above guarantees that the dynamic system is uniformly stable.
Uniform stabilization for a plate or shell model is typically obtained via three dissipative terms
applied to the boundary. For example, this is the case for the linear shell model in [11] and the
nonlinear shell model in [12]. In both cases, the dissipation is in the form of forces, moments and
shears (three controls) applied to the boundary of the shell. The primary result of this paper in
Theorem 3 holds for only two controls acting on the boundary (forces and shears).
The next section provides motivation for the choice of controls by numerically approximating the
eigenvalues of the governing dierential operator for the associated linear system. If the system is
uniformly stabilizable, the spectrum needs to be shifted away from the imaginary axis into the left
half of the complex plane. Thus, the approximate spectrum of the linear system was analyzed for
dierent pairs of the controls in order to decide which two controls might be sucient to stabilize
the nonlinear system uniformly.
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This investigation led to the analysis and proof of uniform stability (Theorem 3) in Section 3. The
proof relies on a thickness condition for the shell and the development of several PDE estimates
and a compactness-uniqueness argument to absorb lower order terms.
2. Numerical results for the linear case
A standard technique used to gain insight about the nonlinear model is to consider the correspond-
ing linear model. In this case, semidiscrete nite element (FEM) approximations to the solutions of
the linear model will be computed. These approximations will be used to estimate the eigenvalues
of the corresponding rst-order linear system of equations for dierent forms of dissipation acting
on the boundary at = 0 in an attempt to determine which boundary conditions would be required
to uniformly stabilize the nonlinear system. Note that this process only provides insight and does
not prove Theorem 3.
A simplied linear form of the system in (1){(2) is given by
utt − L(u) + 1 + R w
0 = 0; (17)
wtt +
e

[L(V )]0 − (1 + )
R
(u)0 +
2(1 + )
R2
w = 0 (18)
with the following homogeneous boundary conditions at = 0:
u(t; 0) = w0(t; 0) = L(V (t; 0)) = 0 for t > 0; (19)
and the following dissipative boundary conditions at = 0:
u0 − 1 + 
R
w + 
u

=−ut − u;
eV 0 =−Vt;
eL(V ) = !wt:
(20)
Notice that the term, (e=R)L(V ), has been omitted from the model. Its numerical contribution will be
negligible since e is proportional to the square of the thickness of the shell and R is assumed to be
large. Similarly, the approximation V = (u=R) + w0  w0 will be used due to the assumption on R.
Regarding the boundary conditions, notice that the condition at  = 0 diers slightly from those
in (3), but the analysis will not be aected as aforementioned. Also note the explicit form (linear)
of the control functions (fis) in the boundary conditions given in (20). The positive constants ; 
and ! are so-called tuning parameters or gains for the system.
The energy for this linear system is
E(t)  Ek(t) + Ep(t);
where
Ek(t)  12 [jut(t)j20 + jwt(t)j20];
Ep(t)  12 [ejV (t)j21 + j ~A1j20 + jA0j20 + u2(0)0] + 
Z 0
0
~A1A0 d
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represent the kinetic and potential energies, respectively. Also, we dene ~A1  u0 − w=R and A0 
u= − w=R. It follows from standard arguments that the system above is dissipative, and when
 = = != 0, the system is energy conserving, i.e., E(t) = E(0).
Results related to well-posedness and regularity of the solutions to system (17){(18) are similar
to those provided in [11] and would be derived using the same techniques. These issues are not
discussed here however due to space limitations.
It is a simple exercise to verify that the semidiscrete variational form of the linear system is
given by
(uhtt ; 
h) + (uh
0
; h
0
) +
 
u h

; h
!
− C1(wh; h0+ h)
=

−uht −

1 +



u h; h

; (21)
(whtt ;  
h) + (ewh
00
;  h
00
) +
 
e
wh
0

;  h
0
!
− (C1(uh0+ uh);  h) + (C2wh;  h)
=− h!wht ;  hi − hwh
0
t ;  
h0i; (22)
where C1 = (1+ )=R and C2 = 2(1+ )=R2 and the inner products (; ) are the usual L2(0; 0) inner
products, i.e.,
(f; g) =
Z 0
0
fg d (23)
and h; i denotes evaluation along the boundary given by
hf; gi= f(0)g(0)− f(0)g(0): (24)
Here the test functions are h 2 VhU1 and  h 2 WhW2. In particular, the nite-dimensional test
spaces, Vh and Wh, will consist of Hermite cubics. This is simply a matter of convenience since the
elements in Vh do not require this much regularity (unlike Wh). Note that the convergence of the
nite element method follows from relatively standard arguments.
Since all that is required is to gain some general insight about the asymptotic behavior of the
system, it is prudent to choose \nice" values for the parameters of the system. Thus, without loss
of generality, let 0 = 1 and 0 = =3 so that R= 3=. Also, let e = 10−4 and = 0. Now in order
to compute the FEM approximations, the interval [0; 0] is partitioned uniformly into n subintervals
which means that there will be 2n + 1 basis functions, i and  i, for the approximation spaces Vh
and Wh, respectively. Then the semidiscrete approximations for u and w are given by
uh(t; ) =
2n+1X
j=1
j(t)j()
and
wh(t; ) =
2n+1X
j=1
j(t) j():
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After substituting these approximations into (21) and (22) and making the following matrix
denitions:
M1i; j = (i; j); M2i; j = (0i ; 
0
j);
M3i; j = (i; j=); M4i; j = (i;  j);
M5i; j = (i;  0j); M6i; j = (i(1); j(1));
N1i; j = ( i;  j); N2i; j = ( 00i ;  
00
j );
N3i; j = ( 0i ;  
0
j =); N4i; j = ( i; 
0
j);
N5i; j = ( i; j); N6i; j = ( i(1);  j(1));
N7i; j = ( 0(1);  0(1));
the system in (21){(22) can be written as a rst-order system given by0
BBBBBB@
~
~t
~
~t
1
CCCCCCA
t
=
0
BBBBB@
0 I 0 0
K1 K2 K3 0
0 0 0 I
K4 0 K5 K6
1
CCCCCA
| {z }
A
0
BBBBBB@
~
~t
~
~t
1
CCCCCCA
| {z }
~x
; (25)
where
K1 =−M1−1(M2 +M3 + (1 + )M6);
K2 =−M1−1M6;
K3 = C1M1−1(M4 +M5);
K4 = C1N1−1(N4 + N5);
K5 =−N1−1(e(N2 + N3) + C2N1);
K6 =−N1−1(!N6 + N7);
C1=(1+)=R and C2=2(1+)=R2. This provides the matrix equation ~xt=A~x. Thus, the eigenvalues
of the matrix A will provide information about the stability of the system. The matrix inverses in
the system above were not computed since the system can be rewritten as a generalized eigenvalue
problem which eliminates the need to compute them.
As mentioned earlier, when  =  = ! = 0, the system in (17){(18) is conservative. Hence, for
this case, the eigenvalues will all lie along the imaginary axis. This served as a good check for the
numerical computations. On the other hand, Figs. 1{4 show the spectrum for dierent choices of
the control functions. In each gure, the imaginary axis is vertical and the real axis is horizontal.
When the tuning parameters are all equal to one, the system is uniformly stabilized as proved in
[11], so the eigenvalues should be shifted to the left of the imaginary axis. This fact is veried in
Fig. 1. The distance the eigenvalues are shifted from the imaginary axis in this case is signicant,
as expected, but the resolution of the graph is chosen to show the general structure of the spectrum.
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Fig. 1. Eigenvalues of A with  = = != 1.
Fig. 2. Eigenvalues of A with  = 0; = != 1.
In Figs. 2 and 3, the respective choices of the tuning parameters (see captions) leads to spectra
with a large number of eigenvalues very close to the imaginary axis. Hence, it does not seem
likely that it would be possible to uniformly stabilize the system if  or ! are zero. In contrast,
when  = 0 one can see from Fig. 4 that most of the eigenvalues are substantially shifted away
from the imaginary axis. Thus, it seems more likely that the system can be stabilized without this
control function. Physically, this particular control function represents the presence of moments on
the boundary of the shell. Thus, it appears as though it may be possible to uniformly stabilize the
system with only forces and shears applied to the boundary of the shell, i.e., no moments. Needless
to say, if any two of the tuning parameters are zero, then most of the eigenvalues are very close to
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Fig. 3. Eigenvalues of A with  = = 1; != 0.
Fig. 4. Eigenvalues of A with  = 1; = 0; != 1.
the imaginary axis which seems to indicate that it is very unlikely that the system could be stabilized
uniformly with only one control function.
Note that these numerical results do not prove anything, and they could be altered slightly by
dierent values of the gains (tuning parameters). However, the conclusion would be the same. These
results do provide hope for the possibility of achieving uniform stabilization of the nonlinear model
without the application of moments, i.e. f2  0. Indeed, the remainder of the paper will be devoted
to proving this result (Theorem 3).
R. Marchand / Journal of Computational and Applied Mathematics 114 (2000) 189{216 199
3. Proof of Theorem 3 (uniform stabilization)
In order to prove Theorem 3, the analysis in [12] needs to be appropriately modied in order
to account for the lack of inertial moments. One of the primary tasks required to complete the
proof is to show that the energy can be reconstructed from the observations on the boundary of
the shell. This is a so-called \inverse-type" result in which the goal is to derive an energy estimate
in terms of the dissipative terms acting both on the interior and on the boundary of the shell
along with some lower-order terms. Then the lower-order terms can be absorbed by a nonlinear
compactness-uniqueness argument. A unique continuation property of the static problem along with
a comparison theorem is needed next to obtain the nal estimate required in order to apply the
techniques developed in [10] to complete the proof of the theorem.
The rst step is to derive the variational or weak form of the system given in (1){(2) and develop
an energy identity. To this end, for  2 U , we multiply equation (1) by  and integrate by parts
to obtain
(utt ; ) + (A1; 0) + (A0; )− 

w
R
; + 0

+

2
(V 2; )− e
R
(L(V ); ) +

VS;

R


=−

f1(ut) + u+ 
u

; 

− (b21ut; ): (26)
Similarly, for  2 W , we multiply (2) by   and integrate by parts to obtain
(wtt;  )− e(L(v);  0) + (VS;  0)− (1 + )

u0+ u;
 
R

+
1 + 
R
 
2w
R
− V
2
2
;  
!
=−hf3(wt);  i − (b22wt;  ): (27)
Notice from this derivation, and henceforth throughout the remainder of the paper, it is assumed that
f2  0 in the boundary conditions for  = 0 in (4). The variational form will be used to derive
the following energy identity.
Lemma 6. Let u and w be weak (nite energy) solutions to the system given in (1){(2). Then
the energy of the system satises the identity
E(t) + 0
Z t
0
[f1(ut(0; t))ut(; t) + f3(wt(0; t))wt(0; t)] dt
+
Z t
0
Z 0
0
[b21()u
2
t (t; ) + b
2
2()w
2
t (t; )] d dt = E(0):
Proof. The proof which follows assumes suciently smooth solutions, but the identity clearly holds
for weak solutions. In particular, for weak solutions, one can use an approximating argument and
pass to the limit due to the regularity theory developed in [11], and then the proof would follow
from techniques used in [10,6].
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Let = ut in (26) and  = wt in (27) and add the two equations. This gives
1
2
d
dt
[jutj20 + jwtj20]− e(L(V ); Vt) + (A1; u0t) + (A0; ut) + (VS; Vt)
+ (1 + )
"
−u0− u; wt
R

+
 
2w
R
− V
2
2
;
wt
R

!#
− 

w
R
; ut + u0t

+ 
 
V 2
2
; ut
!
=−

f1(ut) + u+ 
u

; ut

− hf3(wt); wti − (b21ut; ut)− (b22wt; wt): (28)
By making use of the identities
(VS; Vt) =

1
2
d
dt
V 2; S

=

1
2
d
dt

A1 − u0 + wR

; (A1 + A0)

=

d
dt
A1; A1

− (u0t ; A1) +

wt
R
; A1

+ 

A0; (A1)t − u0t +
wt
R

(29)
and
(A0; ut) =

A0;
d
dt
A0

+

A0;
wt
R

=
1
2
d
dt
jA0j20 +

A0;
wt
R


; (30)
we obtain
(A1; u0t) + (A0; ut) + (VS; Vt)
=
1
2
d
dt
[jA1j20 + jA0j20] +

A1 + A0;
wt
R


+ 

A0; (A1)t − u0t +
wt
R

: (31)
Also notice that
− (L(V ); Vt) = 12
d
dt
jV j21 − hV 0; Vti=
1
2
d
dt
jV j21 (32)
and
(1 + )
"
−u0− u; wt
R

+
 
2w
R
− V
2
2
;
wt
R

!#
= (1 + )

−A1 − A0; wtR 

: (33)
Applying (31){(33) to (28) produces
1
2
d
dt
[jutj20 + jwtj20 + ejV j21 + jA0j20 + jA1j20] + 

A0; (A1)t − u0t +
wt
R

− 
"
A1 + A0;
wt
R


+

w
R
; ut + u0t

−
 
V 2
2
; ut
!#
=−

f1(ut) + u+ 
u

; ut

− hf3(wt); wti − (b21ut; ut)− (b22wt; wt): (34)
Through some algebraic manipulations and application of the boundary condition u(0) = 0, the
expression involving  on the left-hand side in (34) reduces to
(A0; (A1)t) + ((A0)t; A1)− ddt (u
0; u) =
d
dt

(A0; A1)− 12u2(0)

: (35)
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This result combined with (34) and the boundary conditions in (3) and (4) (with f2  0) gives
1
2
d
dt
[jutj20 + jwtj20 + ejV j21 + jA0j20 + jA1j20 + 2(A0; A1)]
=

2
d
dt
u2(0)−

u+ 
u

; ut

− hf1(ut); uti − hf3(wt); wti
−(b21ut; ut)− (b22wt; wt)
=− 1
2
d
dt
u2(0; t)0 − hf1(ut); uti − hf3(wt); wti
−(b21ut; ut)− (b22wt; wt)
from which the result in Lemma 6 follows.
3.1. PDE estimates
Multiplier methods are needed to derive the PDE estimates required for the proof of uniform
stability. The rst estimate required consists of the following:
Lemma 7. For every T > 0; and every  for which 0<<e;Z T
0
jutj20 + jwtj20 + (1− e)
Z T
0
juj21 dt + (e − )
Z T
0
jV j21 dt
6C[E(0) + E(T )] + C
Z T
0
[u2t (0) + w
2
t (0) + f
2
1(ut(0)) + f
2
3(wt(0))] dt
+C

C[E(0)]
Z T
0
 Z 0
0
(u2 + w2 + V 2) d+ juj2H 1=2+(;0) + jwj2H 3=2+(;0)

dt
+
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt

:
Proof. The proof is developed through the application of two dierent sets of multipliers. Specif-
ically, the equations in (1) and (2) are rst multiplied by u02 and w02, respectively, added, and
integrated over 
. Then the process is repeated using the multipliers 12u and − 12w. The results of
each multiplier application are then combined to derive the estimate.
After multiplying (1) and (2) by u02 and w02, respectively, adding, and integrating over 
, the
divergence theorem applied to the inertial terms provides the identityZ T
0
Z 0
0
[uttu0 + wttw0]2 d dt =
Z T
0
Z 0
0
(u2t + w
2
t ) d dt
+
Z 0
0
([utu0 + wtw0]2)jT0 d−
1
2
Z T
0
[hut; uti+ hwt; wti] dt: (36)
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Additionally, applications of Green's identity provide the following results:
−
Z T
0
Z 0
0
L(u)u0 d dt =−1
2
Z T
0
hu0; u02i dt + 1
2
Z T
0
hu; ui dt (37)
and
−e
Z T
0
Z 0
0

L(V )
u0
R
2 − [L(V )]0w0

d dt
= e
Z T
0

hL(V ); w02i −
Z 0
0
L(V )[V 02 + w0] d

dt
= e
Z T
0

hL(V ); w02i − 12hV 0; V 02i+ 12hV; V i −
Z 0
0
L(V )w0 d

dt: (38)
A similar analysis of the nonlinear terms givesZ T
0
Z 0
0

−Vu02

V 0 +
1− 
2
V

− (1 + )
2R
V 2w02
+
VS
R
u02 − (VS)0w0

d dt
=
Z T
0
Z 0
0

−1
2
d
d
(V 22)u0 +
1 + 
2
V 22

u0

− w
0
R

+
VS
R
u02 + VS(w00+ w0)

d− hVS; w0i

dt
=
Z T
0
Z 0
0

−1
2
d
d
(V 22)u0 +
1 + 
2
V 22

u0

− w
0
R

+

1
2
d
d
(V 22)− V 2+ Vw0

S

d− hVS; w0i

dt
=
Z T
0
(Z 0
0
"
1 + 
2
V 22

u0

− w
0
R

+
1
2
d
d
(V 22)
 
V 2
2
+ A0 − wR
!
− (V − w0)SV
#
d− hVS; w0i
)
dt: (39)
The arithmetic{geometric mean inequality applied to the lower-order (derivatives) terms results in
1 + 
R
Z T
0
Z 0
0

w0u02 − (u)0w0+ 2
R
ww02

d dt
6
Z T
0

juj21 + C
Z 0
0
[(w0)2 + w2]2d

dt: (40)
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Now we multiply Eqs. (1) and (2) by 12u and − 12w, respectively, add the equations and integrate.
Conducting a similar analysis for this set of multipliers, it can be shown that the inertial terms
satisfy the relationship
1
2
Z T
0
Z 0
0
(uttu− wttw) d dt =
Z 0
0

[utu− wtw]2
T
0
d− 1
2
Z T
0
Z 0
0
(u2t − w2t ) d dt: (41)
Thus, the addition of (36) and (41) yields
T1 = E0; T +
1
2
Z T
0
Z 0
0
(u2t + 3w
2
t ) d dt −
1
2
Z T
0
[hut; uti+ hwt; wti] dt; (42)
where T1 is the sum of the left-hand sides of (36) and (41) and
E0; T =
Z 0
0

ut

u02 +
u
2
T
0
d+
Z 0
0

wt

w02 − w
2
T
0
d: (43)
Regarding the higher-order linear terms it can be shown that
−1
2
Z T
0
Z 0
0

L(u)u+ eL(V )
u
R
+ e[L(V )]0w

d dt
=
1
2
Z T
0
Z 0
0
−eL(V )

u
R
− w0

 d+ juj21 − hu0; ui − hL(V ); wi

dt; (44)
so that the sum of (37), (38) and (44) leads to
L1 =
1
2
Z T
0
Z 0
0
−eL(V )V d+ juj21 − hu0; u02i+ hu; ui − hu0; ui

dt
+
e
2
Z T
0
[2hL(V ); w02i − hL(V ); wi − hV 0; V 02i+ hV; V i] dt; (45)
where L1 is the sum of the left-hand sides of (37), (38) and (44). The nonlinear terms reduce to
1
2
Z T
0
Z 0
0

−Vu

V 0 +
1− 
2
V

+ VS
u
R
+ (VS)0w +
1 + 
2R
V 2w

d dt
=
1
4
Z T
0
Z 0
0
[V 2(u0+ u)− (1− )V 2u] d− hV 2; ui

dt
−1
2
Z T
0
Z 0
0

VS

w0 − u
R

− 1 + 
2R
V 2w

d+ hVS; wi

dt: (46)
The sum of (39) and (46) gives
N1 =
Z T
0
Z 0
0
V 2

1 + 
2

u0− w
0
R
2

+ 14(u
0+ u)− 1− 
4
u

d dt
+
Z T
0
Z 0
0

1 + 
4R
w+ S

−V 2 + 12Vw0 + V
u
2R



d dt
+
Z T
0
Z 0
0

1
8
d
d
(V 42) + 14V
4− 12V 22

−w
0
R
+ A00

d dt
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+
Z T
0

V 22;−w
R
+ A0

− hVS; w0i

dt
+
Z T
0
− 14hV 2; ui+ 12hVS; wi dt
=
Z T
0
Z 0
0
3
4V
2

u0+ u+
1 + 
3R
w− 23SV 2− 13V 4

d dt
+
Z T
0

1
2

V 2; 14V
2− w
R
+ A0− u2

+ hVS; 12w − w0i

dt; (47)
where N1 is the sum of the left-hand sides of (39) and (46).
Many of the estimates that follow depend on Sobolev imbeddings that imply
sup
2(0; 0)
jV ()pj6CjV ()p()jH 1(0; 0)6CjV j1; (48)
which, when combined with the coercivity of the potential energy Ep(t) as stated in Proposition 1
and the energy estimate in Lemma 6, gives
sup
t2(0;T ); 2(0; 0)
jV (; t)pj6CE1=2p (t)6CE1=2(0): (49)
For the nonlinear terms in (47), the following estimates hold:Z 0
0
SV 2 d6juj21 + C
Z 0
0
[V 4 + w2] d; (50)
and Z 0
0
V 2

u0+ u+
1 + 
3R
w

d6(juj21 + jwj21) + C
Z 0
0
[V 4 + w2] d: (51)
Additionally,Z 0
0
V 4 d6
Z 0
0
V 2

d+ C
Z 0
0
V 63d; (52)
and (49) givesZ 0
0
V 63d6 sup
2[0; 0]
jV 42j
Z 0
0
V 2 d6CE2(0)
Z 0
0
V 2 d: (53)
Combining the estimates in (50){(53) and realizing that jwj216juj21+ jV j21, gives rise to the following
estimate for the nonlinear interior terms in (47):Z T
0
Z 0
0
3
4V
2

u0+ u+
1 + 
3R
w− 23SV 2− 13V 4

d dt
6
Z T
0
[juj21 + jV j21] dt + CE2(0)
Z T
0
Z 0
0
[V 2 + w2] d dt: (54)
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Now it remains to estimate the boundary terms in (47). Recalling the boundary conditions in (3)
and (4) along with the estimate in (49) leads to the estimates

VS;
w
2
− w0
6C[jf1(ut(0))j+ ju(0)j]jV (0)j jwjH 3=2+0 (; 0)
6CE(0)[jf1(ut(0))j+ ju(0)j]jwjH 3=2+0 (; 0); (55)
and 

V 2; 14V
2− w
R
+ A0− u2
6CE(0)[jwj2H 3=2+0 (; 0) + juj2H 1=2+0 (; 0)]; (56)
for every 0> 0 and 0<<0. Combining the estimates in (54){(56) with (47) gives
N16 
Z T
0
[juj21 + jV j21] dt + C(E(0))
Z T
0
jwj2H 3=2+0 (; 0)dt
+
Z T
0
juj2H 1=2+0 (; 0)dt +
Z T
0
 Z 0
0
(V 2 + w2) d+ Cf21(ut(0))

dt

: (57)
Applying the second set of multipliers to the lower-order terms in (1) and (2) givesZ T
0
Z 0
0

1 + 
R

w0u+ (u)0w − 2
R
w2

d dt
6
Z T
0

juj21 + C
Z 0
0

(w0)22 + w2

d

dt; (58)
which, when combined with (40), gives
L26
Z T
0

juj21 + C
Z 0
0

(w0)22 + w2

d

dt
6
Z T
0

juj21 + C
Z 0
0
(V 2 + w2 + u2) d

dt; (59)
where L2 is the sum of the left-hand sides of (40) and (58). Adding the results from (42), (45),
(57) and (59) gives
T1 + L1 + N1 + L2
>
1
2
Z T
0
Z 0
0
[u2t + 3w
2
t ] d dt +
( 1
2 − 
 Z T
0
[juj21 + ejV j21] dt + E0; T + lot + BT; (60)
where lot denotes the lower-order terms on the right-hand sides of (42), (45), (57) and (59) and
satisfy
lot6C(E(0))
Z T
0

jwj2H 3=2+0 (; 0) + juj2H 1=2+0 (; 0) +
Z 0
0
(V 2 + w2 + u2) d

dt: (61)
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The boundary terms from the right-hand sides of these four expressions, BT, satisfy
BT6C
Z T
0
[f21(u
2
t (0)) + w
2
t (0)0 + u
2
t (0)0 + hu0; u0i+ hu; ui] dt
+ e
Z T
0
〈
L(V ); w02
− 12 hL(V ); wi+ hV; V i dt: (62)
Notice that the boundary conditions ensure
e
Z T
0
〈
L(V ); w02i − 12hL(V ); w

dt
= e
Z T
0
〈
f3(wt) + VS; w02
− 12 〈f3(wt) + VS; w2 dt
6C
Z T
0
[jf3(wt(0))j2 + jw0(t; 0)j2 + jw(t; 0)j2]
+C
Z T
0
[E(0)fjf1(ut(0))j2 + ju2(t; 0)j2g] dt
6C(E(0))
Z T
0
[jf1(ut(0))j2 + jf3(wt(0))j2] dt + lot: (63)
For the remaining terms in (62), it can be shown that
Z T
0
[hu0; u0i+ hu; ui+ ehV; V i]
6C
Z T
0
[(u0(0))20 + V 2(0) + u2(0)] dt
6C
Z T
0
[f21(ut(0)) + w
2(0) + A20(0) + V
2(0) + u2(0)] dt
6C
Z T
0
f21(ut(0)) dt + C(E(0)) lot: (64)
Hence, the combination of (62){(64) yields
BT6C
Z T
0
[f21(ut(0)) + f
2
3(wt(0)) + w
2
t (0)+ u
2
t (0)] dt + C(E(0)) lot: (65)
In order to provide an estimate for
E0;T =
Z 0
0

ut

u02 +
u
2
T
0
d+
Z 0
0

wt

w02 − w
2
T
0
d; (66)
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notice thatZ 0
0

ut

u02 +
u
2

d =
Z 0
0
"
(ut
p
)(u0
p
)+ (ut
p
)
up


2
#
d
6C
Z 0
0
"
u2t + (u
0)2+
u2

#
d
= C
 Z 0
0
u2t  d+ juj21

: (67)
Using a similar argument we haveZ 0
0

wt

w02 − w
2

d6C
 Z 
0
w2t d+ jwj21

: (68)
Thus, applying (67) and (68) to (66) provides the estimate
E0;T6C[E(0) + E(T )]: (69)
All that remains is to provide an estimate for the internal dissipation terms under the application of
the two sets of multipliers to Eqs. (1) and (2). Collecting the results of both sets of multipliers and
recalling the properties of b1() and b2() results in the estimateZ T
0
Z 0
0
fb21ut(u02 + 12u) + b22wt(w02 − 12w)g d dt
6
Z T
0
[juj21 + jwj21] dt + Cmaxi jbijL1(0; 0)
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt: (70)
The combination of (60), (65) and (70) provide the result in Lemma 7.
3.2. Estimates for uniform stability
One of the goals for showing uniform stability is to bound the energy function by the dissipation
(internal and boundary) of the system along with lower-order terms. The lower-order terms will
later be absorbed by a nonlinear compactness and uniqueness argument. The rst proposition which
follows pertains to the potential energy of the system in (1){(2).
Proposition 8. Given the potential energy dened as in (7) by
Ep(t)  12 [ejV (t)j21 + jA0j20 + jA1j20 + u2(0)0] + 
Z 0
0
A1A0 d;
there exists constants C > 0 and C(E(0)) such thatZ T
0
Ep(t) dt6C
Z T
0
[juj21 + jV j21] dt + C(E(0)) lot:
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Proof. It suces to provide estimates for A0, A1 and u2(). In particular, Poincare's inequality and
the estimateZ 0
0
w2 d6C0
Z 0
0
(w0)2

d6C0
Z 0
0
1

"
w0 +
u
R
2
+ u2
#
d
6C0 [jV j21 + juj21];
justies the estimate
jA0j2062
Z 0
0
"
u2

+
w2
R2

#
d62juj21 +
C
R2
jV j21: (71)
Similarly,
jA1j206C
Z 0
0
"
(u0)2 +
w2
R
+ V 4
#
 d
6C

juj21 + jV j21 +
Z 0
0
V 4 d

: (72)
Recall from (52) and (53) thatZ 0
0
V 4 d6
Z 0
0
V 2

d+ C(E(0))
Z 0
0
V 2 d: (73)
Thus, (72) and (73) provide the estimateZ T
0
jA1j20 dt6C
Z T
0
[juj21 + jV j21] dt + C(E(0)) lot: (74)
Finally, from the trace theorem,
u2(0)6Cjuj2H 1=2+0 (; 0): (75)
The conclusion of the proposition follows from (71), (74), and (75).
Now we are prepared to bound the energy by the dissipation of the system modulo lower-order
terms. In this regard, we have the following lemma.
Lemma 9. There exists a constant T0 such that for all T >T0;
E(0) + E(T ) +
Z T
0
E(t) dt6BT + CT (E(0)) lot + C
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt:
Proof. From Lemma 7 and Proposition 8, it is clear thatZ T
0
E(t) dt6E0;T + BT + CT (E(0)) lot + C
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt: (76)
Additionally, from the energy identity in Lemma 6, we have
TE(T )6C

2E(T ) + BT +
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt

+ BT + CT (E(0)) lot; (77)
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and after applying the Cauchy{Schwartz inequality to (77) and taking T − 2C>1 gives
E(T )6C

BT +
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt

+ CT (E(0)) lot: (78)
Using the energy identity one more time gives
E(0)6C

BT +
Z T
0
Z 0
0
(b1u2t + b2w
2
t ) d dt

+ CT (E(0)) lot: (79)
The collection of (76), (78) and (79) provides the result stated in Lemma 9.
3.3. Absorption of lower-order terms
This will be accomplished by a nonlinear compactness and uniqueness argument which relies on
the uniqueness of solutions at the static level. In order to describe the associated static problem, let
 2 R be a given parameter. Then we consider the following family of static problems:
L(u)− 1 + 
R
w0 +
e
R
L(V ) + V

V 0 +
1− 
2
V

− 
R
VS = 0; (80)
e

[L(V )]
0 − 1 + 
R
(u)0 +
2(1 + )
R2
w − (1 + )
2R
V 2 − 

(VS)
0
= 0; (81)
for  2 (0; 0) with boundary conditions,
u(0) = w(0) = w0(0) = 0;
S(0) =−u(0);
V 0(0) = 0;
L(V (0))− VS(0) = 0;
(82)
where
S  A + A0;
A  u0 − wR +

2
V 2:
The uniqueness result is provided by the following theorem.
Theorem 10. Let u and w satisfy (80){(82). Then there exists a constant C > 0 independent of
the parameter  such that if h>C00Q0 then u and w are identically 0; i.e.; u  0 and w  0.
The proof (see [12]) involves the use of multipliers and relies on the fact that the potential energy
associated with the system is bounded and coercive as described in Proposition 1.
Remark 11. The restriction on the thickness, h, is a necessary condition. It is well known in the
static case that the thickness of the shell needs to be suciently large in order for the system to
admit unique solutions, see [3,15]. In particular, if the thickness is too small, h=0<k, for some k,
then it is possible for the shell to have an \everted" state, in addition to the zero equilibrium.
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The absorption of the lower-order terms is provided in the following lemma.
Lemma 12. Let h>C00Q0 in accordance with Theorem 10. Then there exists a constant CT (E(0))
> 0 such that
lot(u; w)6CT (E(0))
Z T
0

u2t (0) + w
2
t (0) +
Z 0
0
(b1u2t + b2w
2
t ) d

dt

+
Z T
0
[f21(ut(0)) + f3(wt(0))] dt
 CT (E(0))G(u; w):
Proof. The proof follows by contradiction. In particular, assume that there exists a set of solutions
(un; wn; Vn) such that the initial energy is bounded by E(0) and
lot(un; wn)
G(un; wn)
!1 as n !1; (83)
where G(u; w) is dened as in Lemma 12. In order to simplify the notation, we introduce the
variables
c2n  lot(un; wn); u^ 
un
cn
; w^  wn
cn
and V^n  Vncn : (84)
Then, from (83) and the denition of cn,
lot(u^ n; w^n))  1 (85)
and
G(un; wn)
c2n
! 0 as n !1: (86)
The convergence result in (86) provides the following conclusions:
u^ nt ! 0 a:e: in 
;
w^nt ! 0 a:e: in 
;
(87)
and
u^ nt(0)! 0 in L2(0; T ); 1cnf1(unt(0))! 0;
w^nt(0)! 0 in L2(0; T );
V^nt(0)! 0 in L2(0; T ); 1cnf3(unt(0))! 0:
(88)
After evaluating the inequality in Lemma 9 at un and wn and dividing by cn gives
E^n(0) + E^n(T ) +
Z T
0
E^n(t) dt6CT (E(0))G(u^n; w^n) + CT (E(0))
!CT (E(0)); (89)
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which combines with Proposition 1 to provide the following weak convergences:
u^ nt
w! u^ t in L2((0; T );H0);
w^nt
w! w^t in L2((0; T );H0);
V^nt
w! V^ t in L2((0; T );H0);
u^ n
w! u^ in L2((0; T );U1);
w^n
w! w^ in L2((0; T );W2);
V^n
w! V^ in L2((0; T );U1);
1
cn
A1n
w!A1  u^0 −
w^
R
+
V^ V
2
in L2((0; T );H0):
(90)
Lemma 6 guarantees that these weak convergences also hold for all subsequences of the original
solutions. Hence, (90) also holds for (u^ n; w^n; V^n) replaced by (un; wn; Vn). Moreover, junjU16M and
junpjH 2(0; 0)6M . Hence, the compact imbeddings, H 1(0; 0)H(0; 0) for < 1, along with the
Aubin Compactness Lemma from [16] provides the following strong convergences:
u^ n
p
 ! u^p in L2((0; T );H(0; 0));
w^n
p
 ! u^p in L2((0; T );H(0; 0));
V^n
p
 ! V^p in L2((0; T );H(0; 0))
w^0n
p
 ! w^0p in L2((0; T );H(0; 0)):
(91)
Additionally, for any > 0 we have
u^ n ! u^ in L2((0; T );H(; 0)) for < 1;
w^n ! w^ in L2((0; T );H(; 0)) for < 1;
V^n ! V^ in L2((0; T );H(; 0)) for < 1:
(92)
As above, these convergences also hold for the sequences (un; wn; Vn).
These convergence results are necessary in order to pass to the limit in the variational form of the
system in (1){(2). To this end, we rewrite the sum of the equations of the variational form, given
in (26) and (27) in terms of the new variables (u^n; w^n; V^n). Thus, for all (;  ) 2 U1 W2 we have
(u^ ntt ;  ) + (w^ntt ;  ) + (A1n; 
0) + (A^0n; )− R(w^n; + 
0) +

2
(V^nVn; )
+ e
 
V^
0
n;


R
+  0
0

!
+ e
 
V^n

;

R
+  0
!
−

VnSn ;


R
+  0



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−1 + 
R
"(
u^0n+ u^ n;  
−
 
2w^n
R
− V^nVn
2
;  
!#
+

1
cn
f1(unt) + u^ n + 
u^ n

; 

+

1
cn
f3(wnt);  

+(b1u^ nt ; ) + (b2w^nt ;  ) = 0; (93)
where
A1n  u^0n −
w^n
R
+ 12 V^nVn =
A1n
cn
(94)
and
Sn  u^0n − (1 + )
w^n
R
+ 12 V^nVn +

R
u^ n =
Sn
cn
: (95)
From (91) and (92), it is clearly possible to pass to the limit in the linear terms in (93). Also, (88)
justies passing to the limit in the boundary terms. Namely, as n !1,
1
cn
f1(unt) + u^ n + 
u^ n

; 

!

u^+ 
u^

; 

; (96)
and 
1
cn
f3(wnt);  

! 0 (97)
in L2(0; T ). The nonlinear terms in (93) require more technical arguments. In particular, we apply
the convergence results in (90) and (91) to obtain V^np

L2(0; 0)
+
 Vnp

L2(0; 0)
6M (98)
and (V^n − V^ )p
L1(0; 0)
+ j(Vn − V )pjL1(0; 0) ! 0 (99)
which justies the following result:
(V^nVn; ) =
 
(V^n − V^ )p; Vnp
!
+
 
V^p

; (Vn − V )p
!
+ (V^ V; )! (V^ V; ): (100)
A similar argument can be used to show
(A1n; )! (A1 ; ): (101)
Continuing with the nonlinear terms in (93), notice that
(VnSn ; ) = (A

1n + A^0n; Vn) (102)
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and applying (90) and (99) gives
(A1n; Vn) = (A

1n
p
; Vn
p
)
= (A1n
p
; (Vn − V )p) + ((A1n − A1)
p
; V
p
) + (A1V; )
! (A1V; ) as n !1: (103)
A similar argument using (91) and (99) can be used to show that
(A^0n; Vn)! (A^0; V) as n !1; (104)
which implies
(u^ n − u^)p ! 0 in L1(0; 0);
w^n − w^ ! 0 in L1(0; 0):
(105)
Thus, applying Eqs. (103){(105) to (102) gives
(VnSn ; )! (VS; ) as n !1: (106)
Collecting (96), (97), (100), (101), and (106) and passing on to the limit in the linear terms in
(93) leads to the following equation as n !1:
(A1 ; 
0) + (A^0; )− R(w^; + 
0) +

2
(V^ V; ) + e
 
V^
0
;


R
+  0
0

!
+ e
 
V^

;

R
+  0
!
−

VS;


R
+  0



−1 + 
R
"
(u^0+ u^;  )−
 
2w^
R
− V^ V
2
;  
!#
+

u^+ 
u^

; 

= 0 (107)
for all (;  ) 2 U1  W2. It is convenient to dene c0  limn!1 lot(un; wn), which exists by the
compactness properties of lot(un; wn) (see (91) and (92)). Now there are two cases to consider:
c0 6= 0 and c0 = 0.
Case 1: (c0 6= 0). In this case we have
u^ n =
un
cn
! u
c0
; w^n =
wn
cn
! w
c0
and V^n =
Vn
cn
! V
c0
;
which upon substitution into (107) produces a variational form of the system described in
(80){(81). Hence, assuming that h>C00Q0, Theorem 10 gives
u^= w^ = V^  0:
Combining this result with (91) and (92) implies lot (u^ n; w^n)! lot(u^; w^)=0 which contradicts (85).
Case 2 (c0 = 0): In this case, lot(un; wn) ! 0 which means G(un; wn) ! 0 from (83). This
combined with Lemma 6 implies E(un; wn)! 0. It must therefore be the case that
un ! 0; wn ! 0 and Vn ! 0 (108)
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in the sense of (90). By passing on to the limit in (93), and using (108), we deduce that u^; w^; V^
must satisfy the following linear system:
L(u^)− 1 + 
R
w^0 +
e
R
L(V^ ) = 0;
e

[L(V^ )]0 − 1 + 
R
(u^)0 +
2(1 + )
R
w^ = 0
with boundary conditions at = 0:
u^(0) = w^(0) = V^ (0) = 0;
and at = 0:
u^0 − w^
R
+ A^0 =−u^;
V^
0
= 0;
L(V^ ) = 0:
However, a linear uniqueness result analogous to Theorem 10 given in [11] implies u^= w^= V^  0
which provides the same contradiction as in the prior case.
3.4. Completion of the Proof of Theorem 3
In this section, the notation dened in Section 1.2 is used to apply the techniques developed in
[10]. From Lemmas 9 and 12, we obtain for T >T0
E(0) + E(T ) +
Z T
0
E(t) dt6CT (E(0))

BT +
Z T
0
Z 0
0
[b1u2t + b2w
2
t ] d dt

: (109)
Let A  ft 2 (0; T ): ut(0)>Kg and B  (0; T )− A. Then from the properties of f1,Z
A
[f21(ut(0)) + u
2
t (0)] dt6

m+
1
M

0
Z
A
ut(0)f1(ut(0)) dt;
and by the denition of the his,Z
B
[f21(ut(0)) + u
2
t (0)] dt6
Z
B
h1[0ut(0)f1(ut(0))] dt:
By Jensen's inequality,
Z
B
h1[0ut(0)f1(ut(0))] dt6Th1

1
T
Z T
0
0ut(0)f1(ut(0)) dt

:
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A similar conclusion holds for f3. These results, along with the monotonicity of the fis, imply that
the boundary terms can be estimated by
BT6CT

0
Z T
0
[ut(0)f1(ut(0)) + wt(0)f3(wt(0))] dt
+
X
i=1; 3
~hi

0
Z T
0
[ut(0)f1(ut(0)) + wt(0)f3(wt(0))] dt
)
; (110)
where ~hi(x)  hi(x=T ).
To simplify the discussion, let
F(T )  0
Z T
0
[ut(0)f1(ut(0)) + wt(0)f3(wt(0))] dt +
Z T
0
Z 0
0
[b21u
2
t + b
2
2w
2
t ] d dt:
Then, (109) and (110) give
E(0) + E(T ) +
Z T
0
E(t) dt6CT (E(0))[F(T ) + H (F(T ))]; (111)
where H (x) Pi=1; 3 ~hi(x). However, from Lemma 6, we have
F(T ) + H (F(T )) = (I + H)[E(0) + E(T )]
which, when combined with (111) and the monotonicity of H gives
(I + H)−1
E(T )
CT (E(0))
6E(0)− E(T ): (112)
Then if we dene
p(x)  (I + H)−1

x
CT (E(0))

we have by virtue of (112)
p(E(T )) + E(T )6E(0):
Repeating the same argument on the intervals (T; 2T ); (nT; (n+ 1)T ) we obtain
pn(E((n+ 1)T )) + E((n+ 1)T )  E(nT );
where
pn(x)  (I + H)−1

x
CT (E(nT ))

:
Since E(nT ) is decreasing as n increases, pn is increasing. Thus, without loss of generality, we may
assume that pn does not depend on n (but it will depend on E(0)), and we can write
p(E((n+ 1)T )) + E((n+ 1)T )6E(nT ):
Thus, Lemma 3:3 in [10] guarantees that
E(t)6S

t
T
− 1

for t >T;
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where S(t) satises the ordinary dierential equation
St + q(S(t)) = 0;
S(0) = E(0);
and q(x)  x − (I + p)−1(x). Finally, as q is monotonically increasing, ODE theory guarantees
S(t)! 0 as t !1.
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