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Sampling rare fluctuations of discrete-time Markov chains
Stephen Whitelam∗
Molecular Foundry, Lawrence Berkeley National Laboratory, 1 Cyclotron Road, Berkeley, CA 94720, USA
We describe a simple method that can be used to sample the rare fluctuations of discrete-time
Markov chains. We focus on the case of Markov chains with well-defined steady-state measures, and
derive expressions for the large-deviation rate functions (and upper bounds on such functions) for
dynamical quantities extensive in the length of the Markov chain. We illustrate the method using
a series of simple examples, and use it to study the fluctuations of a lattice-based model of active
matter that can undergo motility-induced phase separation.
I. INTRODUCTION
Quantifying the rare behavior of stochastic models is
necessary to understand important physical processes
such as phase separation and chemical reactions [1].
Computer simulation methods for quantifying rare be-
havior include umbrella sampling [2]; forward-flux sam-
pling [3]; transition-path sampling [4]; and diffusion
Monte Carlo methods [5–9], which often involve the use
of an auxiliary or reference model whose typical behav-
ior is in some sense equivalent to the rare behavior of
the model of interest [5, 7, 8, 10–15]. Motivated by this
latter approach, we show that the rare fluctuations of
a discrete-time Markov chain generated by a stochastic
model of interest can be quantified in a simple way us-
ing a stochastic reference model whose parameters are
simply related to those of the original model. Partial in-
formation about the original model’s rare fluctuations –
meaning a bound on the large-deviation rate function for
time-extensive observables – can be obtained from typ-
ical trajectories of the reference model, while complete
information about the original model’s rare fluctuations
can be obtained by considering constrained fluctuations
of the reference-model trajectory ensemble. In Ref. [16]
we use this procedure to study the rare behavior of mod-
els of growth; here we focus on Markov chains with well-
defined steady-state measures.
In what follows we describe the method, and use a se-
ries of simple examples to illustrate the method’s appli-
cation to Markov chains with well-defined steady-state
measures (Section II). We then apply the method to
the lattice-based model of active matter introduced in
Ref. [17], in order to quantify that model’s rare dynamic
fluctuations (Section III). We conclude in Section IV.
II. SAMPLING THE RARE FLUCTUATIONS
OF DISCRETE-TIME MARKOV CHAINS
Consider a discrete-time Markov chain of K steps. At
a given instant the system is in microstate (or ‘state’)
C, and with probability p(C → C ′) moves to state C ′
∗ swhitelam@lbl.gov
(which may be C). Probability conservation requires that∑
C′ p(C → C ′) = 1. A trajectory x is a sequence of
microstates x = {C0, C1, C2, . . . , CK} generated by this
dynamics, and its probability is
P [x] = P0(C0)
K−1∏
k=0
p(Ck → Ck+1), (1)
where P0(C0) is the probability of starting in state C0.
The master equation for this discrete Markov chain is
P (k + 1) = WP (k), (2)
where P (k) is the column vector whose elements are
P (i, k), the probability of residing in state i after k steps
of the dynamics, and W is the matrix whose (j, i)th el-
ement is p(i → j). For an M -state system, P has M
elements and W has M ×M elements.
Consider now an observable A[x], called the ‘activ-
ity’, extensive in the length of the trajectory [12]. Upon
moving from C to C ′ we increment A by an amount
α(C → C ′), so that A[x] = ∑K−1k=0 α(Ck → Ck+1). Our
aim is to compute the probability
ρ(a,K) ≡
∑
x
P [x]δ(A[x]−Ka) (3)
that a trajectory of length K possesses a particular value
a ≡ A/K of the intensive counterpart of the observ-
able A. For many models this probability adopts a
large-deviation form ρ(a,K) ∼ e−KI(a) for large val-
ues of K, where I(a) is the large-deviation rate func-
tion [11]. Eq. (3) is the instruction to simulate the origi-
nal model and count the trajectories that possess activ-
ity A = Ka. When a is close to a ‘typical’ value a0, for
which I(a0) = 0, such sampling is efficient. But when
a is far from a0, so that it is rarely generated by direct
simulation, a different strategy is required.
To motivate this strategy, note that the desired quan-
tity ρ(a,K) can be regarded as the normalization factor
(or ‘partition function’) of the microcanonical path en-
semble [18–21]
Pa[x] =
P [x]δ(A[x]−Ka)
ρ(a,K)
, (4)
which defines an ensemble of trajectories conditioned
upon the constraint A[x] = Ka. (The term ‘microcanon-
ical’ comes from analogy with the fixed-energy ensemble
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2of equilibrium statistical mechanics; here it is activity
that is fixed). Alternatively one can define a canonical
path ensemble (or tilted ensemble or s-ensemble) [11] in
which A[x] can fluctuate,
Ps[x] =
e−sA[x]P [x]∑
x e
−sA[x]P [x]
. (5)
The master equation in the s-ensemble is
Ps(k + 1) = WsPs(k), (6)
where Ws is the matrix whose (j, i)
th element is
ps(i→ j) = e−sα(i→j)p(i→ j). (7)
From the canonical path ensemble one can in certain
cases recover the desired quantity ρ(a,K) [20, 21]. The
logarithm of the normalization factor in Eq. (5), λ(s) ≡
K−1 ln
∑
x e
−sA[x]P [x], can be obtained by taking the
logarithm of the principal eigenvalue of the generator Ws
of s-ensemble dynamics [11, 12]. Legendre transform of
λ(s) yields a rate function
Is(a) = max
s
(−sa− λ(s)), (8)
which is equal to the true rate function I(a) when the
latter is convex [11, 22, 23]. The s-ensemble has been
used with great success, providing insight into the be-
havior of a large number of models [12], but it pos-
sesses two drawbacks. One is that Ws is not a stochas-
tic generator (its columns do not sum to unity, i.e.∑
j e
−sα(i→j)p(i → j) 6= 1), and so considerable ef-
fort and ingenuity is sometimes needed to identify and
simulate the s-ensemble [5, 7, 8, 11–15]. More seri-
ously, the calculation of probabilities is indirect, and fails
when the rate function I(a) of the original model is non-
convex [11, 22, 23]. This is so in many physically in-
teresting cases, where there exist phase transitions and
coexistence of trajectories. Here (8) returns only the con-
vex hull of the true rate function [11]: information about
the trajectory ensemble is missing.
The method described here and in Ref. [16] draws
inspiration from the s-ensemble method but calculates
ρ(a,K) directly, and so can recover non-convex rate func-
tions. It is related to the method used in Ref. [24], gen-
eralized to Markov chains and applied to a probability-
conserving model. Consider a stochastic reference model
whose transition probabilities pref(i→ j) are normalized
versions of those of the s-ensemble, ps(i→ j)/
∑
j ps(i→
j) (the idea of using such a model is noted in Eq. (4.24)
of [25]). The master equation of the reference model is
then
Pref(k + 1) = WrefPref(k), (9)
where element (j, i) of Wref is
pref(i→ j) = e
−sα(i→j)p(i→ j)∑
j e
−sα(i→j)p(i→ j) . (10)
Note that the columns of Wref sum to unity –∑
j pref(i → j) = 1 – and so Wref is stochastic
(probability-conserving). The idea of the scheme is then
as follows. The reference model is not the s-ensemble,
and is not intended to be. Simulations of the reference
model (parameterized by s) produce values of a that for
large K concentrate on as, where as minimizes the rate
function Iref(a) of the reference model. Carrying out such
simulations, and using the equations shown below, we
calculate a piece I(as) of the rate function of the original
model. Repeating the process for a different value of s
yields another piece of I(a), and so on. We do not gener-
ate the microcanonical or canonical path ensembles. In-
stead, a simple modification of the original model (which
admits all the processes of that model and no new ones)
allows us to control which value of a is sampled, and from
comparison of original and reference models we calculate
the likelihood, Eq. (3), of generating those values of a
using the original model.
To carry out this calculation note that Eq. (3) can be
written
ρ(a,K) =
∑
x
Pref [x]w[x]δ(A[x]−Ka), (11)
where
Pref [x] = P0(C0)
K−1∏
k=0
pref(Ck → Ck+1) (12)
is the trajectory weight of the reference model, and
w[x] ≡ P [x]/Pref [x]. It is convenient to write the tran-
sition probabilities of the original and reference models
as p(C → C ′) = W (C → C ′)/R(C) and pref(C → C ′) =
Wref(C → C ′)/Rref(C), where W (C → C ′) and
Wref(C → C ′) = e−sα(C→C′)W (C → C ′) (13)
are rates for the original and reference models, respec-
tively, and R(C) ≡ ∑C′W (C → C ′) and Rref(C) ≡∑
C′Wref(C → C ′) are the models’ escape rates from a
given state.
We then have w[x] =
∏K−1
k=0 wk, where
wk = e
sα(Ck→Ck+1)Rref(Ck)
R(Ck)
. (14)
It is also convenient to define the quantity
q[x] ≡ K−1
K−1∑
k=0
ln
Rref(Ck)
R(Ck)
, (15)
using the pieces of w[x] not fixed by the delta-function
path constraint.
The sum in Eq. (11) is the instruction to simulate the
reference model, and take the arithmetic mean of values
of w for trajectories that display activity a (the constraint
imposed by the delta function). It is natural to consider
the case a = as, where as is a value typical of the refer-
ence model (for which Iref(as) = 0). If we generate N
3trajectories of the reference model, and the trajectories
labeled i = 1, 2, . . . ,M≤ N are typical in this way, then
(11) reads
ρ(as,K) =
M
N ·
1
M (w1 + · · ·+ wM). (16)
From (14) and (15) we have wκ = e
sKaseKqκ , where κ
labels trajectories. Upon taking logarithms of (16) and
assuming K large, so that K−1 ln(M/N ) is negligible,
we get
I(as) = −sas − qs −K−1 ln
∫
dq Ps(q|as)eKδq. (17)
Here I(as) = −K−1 ln ρ(as,K) is the large-deviation
rate function of the original model evaluated at as;
qs ≡
∫
dq q Ps(q|as) is the mean value of q[x] for the en-
semble of typical reference-model trajectories (those with
A[x] = Kas); Ps(q|as) is the probability distribution of q
for the ensemble of typical reference-model trajectories;
and δq ≡ q − qs.
By Jensen’s inequality the first two terms in (17) pro-
vide a bound on the rate function I0(as) ≥ I(as), where
I0(as) = −sas − qs. (18)
The full rate function can be recovered by evaluation of
the integral, which is demanding in general [24] (e.g. re-
quiring a high-order cumulant expansion) but straight-
forward when Ps(q|as) is Gaussian or close to it (this is
not guaranteed in general, but is realized in several cases
we have encountered [16]).
The computational cost C(0)refK of generating a trajec-
tory of length K of the reference model is in general
greater than the cost C(0)K of generating a trajectory
of similar length using the original model, because to use
the reference model we must calculate the bias param-
eters α(C → C ′). However, this cost is usually more
than offset by our ability to direct the reference model
to rarely-sampled values as of the dynamic parameter:
the cost to sample the piece I(as) of the rate function
using the original model is C = C(0)KeKI(as), while the
cost using the reference model is Cref = C(0)refKeKIref (as) =
C(0)refK. Under most conditions we have encountered, the
reference model is much more efficient than the origi-
nal model. E.g. for the lattice model of Section III,
α(C → C ′) can be calculated via spatially local updates
(updates involving only the neighborhood of the chosen
lattice site), and the ratio C(0)ref /C(0) does not depend on
the size of the system (it is of order 10). In this case the
ratio C/Cref = (C(0)/C(0)ref )eKI(as) becomes large for any
appreciable K (and nonzero I(as)), and so the reference-
model method is more efficient than direct simulation.
If for instance the computation of the bias α(C → C ′)
required updates of the whole lattice, and so C(0)ref grew
with system size N , then there would exist an interval of
K for which direct simulation may be more efficient.
In what follows we specialize the discussion to ergodic
(irreducible, aperiodic) Markov chains possessing well-
defined steady-state measures (probability of occupancy)
pi(C) and piref(C). These are obtained by requiring (2)
and (9) to be stationary, and satisfy
pi(ref)(C) =
∑
C′
pi(ref)(C
′)p(ref)(C ′ → C). (19)
The existence of such a measure is guaranteed when each
microscopic process has a non-vanishing probability of
reversal, which is true of the model of Ref. [17], but not
true, for instance, of irreversible growth processes [16].
Eq. (17) can be written
I(as) = −K−1 ln〈exp(lnw1 + · · ·+ lnwK)〉ref , (20)
where 〈·〉ref denotes the average over the reference-model
dynamics (for trajectories such that a = as). By Jensen’s
inequality we have Eq. (18), or
I0(as) = −K−1 ln exp(〈lnw1 + · · ·+ lnwK〉ref)
= −〈lnw〉ref . (21)
The average 〈lnw〉ref can be calculated by keeping track
of the terms lnwi associated with each move in a
reference-model simulation,
θ(K) = K−1
K−1∑
k=0
lnwk. (22)
For large K, the series θ(K) will converge to θs, where
θs = sas + qs (23)
= a
∑
C
piref(C)
∑
C′
pref(C → C ′)α(C → C ′)
+
∑
C
piref(C) ln
Rref(C)
R(C)
(24)
=
∑
C
piref(C)
{
−s ∂
∂s
lnRref(C) + ln
Rref(C)
R(C)
}
.(25)
Note that for the choice α(C → C ′) = B(C ′), made in
Ref. [17], we have
as =
∑
C
piref(C)
∑
C′
pref(C → C ′)B(C ′) (26)
=
∑
C′
B(C ′)
∑
C
piref(C)pref(C → C ′) (27)
=
∑
C
piref(C)B(C), (28)
in which case
θs =
∑
C
piref(C)
{
sB(C) + ln
Rref(C)
R(C)
}
. (29)
For simple models for which states C can be enumer-
ated explicitly, the above expressions provide an analytic
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FIG. 1. The coin-toss model represented as a Markov process,
with transition probabilities as indicated.
way of calculating the bound I0(as) = −θs. The forms
(24) and (25) emphasize that only the typical occupancies
piref(C) need be calculated; the form (25) emphasizes in
addition that the prefactors of these occupancies can be
derived from the object ln
∑
C′ e
−sα(C→C′)W (C → C ′).
The rate function calculated using the reference-model
method is not constrained to be convex: Eq. (17), which
is a direct evaluation of a probability, follows from simple
arguments that do not depend on the form of the rate
function in question. Convexity of the s-ensemble rate
function, Is(a), is guaranteed by the structure of Eq. (8),
which imposes a particular relationship between the two
terms in that expression. Upon maximization, the quan-
tity a in the first term of (8) is given by the derivative
of the second term, −∂λ(s)/∂s (where this derivative ex-
ists). The same relationship does not exist between the
terms of Eq. (17), or between the terms of its bound,
Eq. (18), I0(as) = −sas − qs. To see this, note from
Eq. (25) that
as = −
∑
C
piref(C)∂s lnRref(C), (30)
and
qs =
∑
C
piref(C) ln[Rref(C)/R(C)]. (31)
Thus
− ∂sqs = as −
∑
C
(∂spiref(C)) ln[Rref(C)/R(C)], (32)
and so as and qs are not related in the way they would
be if they were the elements of a Legendre transform
(except in the special case of constant exit-rate ratio
Rref(C)/R(C)).
Thus the rate-function bound (18), which is simple to
calculate, can be non-convex and so can give informa-
tion about coexistence of trajectories (see e.g. Fig. 4 of
Ref. [16]).
A. Example 1
To illustrate the reference-model method we start with
a simple example in which the s-ensemble and reference-
model method are equivalent. Consider the unbiased
coin-toss model, represented in Fig. 1 as a two-state
Markov chain. The microstates 0 and 1 correspond to a
tail or a head, respectively, and the probability of gener-
ating either is 1/2. The master equation in the constant-
K ensemble, Eq. (2), has generator (matrix of transition
probabilities)
W =
(
1
2
1
2
1
2
1
2
)
. (33)
We define a dynamic observable A that increases by +1
upon any move into microstate 1, and by −1 upon any
move into microstate 0. The observable a = A/K is
then the total number of heads minus the total number
of tails, divided by the number of coin tosses, and its rate
function is [26]
Icoin(a) =
1− a
2
ln (1− a) + 1 + a
2
ln (1 + a) . (34)
The s-ensemble can be used to derive this result [11].
The s-ensemble of the coin-toss model has generator
Ws =
(
es
2
es
2
e−s
2
e−s
2
)
, (35)
whose principal eigenvalue is cosh s. Then λ(s) =
ln cosh s, and Eq. (8) yields the rate function
Is(a) = max
s
(−sa− ln cosh s)
= a tanh−1 a− ln cosh tanh−1 a
=
1− a
2
ln (1− a) + 1 + a
2
ln (1 + a) , (36)
as expected.
Consider now the reference-model dynamics, which is
generated by
Wref =
(
es
2 cosh s
es
2 cosh s
e−s
2 cosh s
e−s
2 cosh s
)
. (37)
This stochastic process can be simulated using standard
methods [27], in order to calculate Eq. (17) numeri-
cally [16]. For this problem the evaluation can also be
done analytically. The steady-state measure of the refer-
ence model is pi(0) = es/(2 cosh s) and pi(1) = 1 − pi(0),
and the typical activity is as =
∑
C pi(C)
∑
C′ pref(C →
C ′)α(C → C ′) = − tanh s (thus as and s have the rela-
tionship that a and s possess in Eq. (36)). The exit-rate
ratio is always qs = ln(Rref(C)/R(C)) = cosh s, and so
Eq. (17) is
I(as) = as tanh
−1 as − ln cosh tanh−1 as
=
1− as
2
ln (1− as) + 1 + as
2
ln (1 + as) , (38)
giving us one point on the rate-function curve Icoin(a).
Repeating the method for a range of values of s (which
here amounts simply to replacing as → a) allows us to
reconstruct the full rate-function curve.
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FIG. 2. For the 4-state model shown we compute the large-deviation rate function I(a) associated with the order parameter
a = A/K, where A is incremented by 1 for every transition along the blue arrows in the course of a trajectory of K steps.
The green line is the result obtained using the s-ensemble. The blue and red lines on the right are upper bounds (18) on the
rate function computed using the reference-model method. We keep track of explicit configuration changes during numerical
simulations (red line, Eq. (22)) or evaluate analytically Eq. (24) = Eq. (43) (blue line). The black dashed line is obtained by
evaluation of Eq. (44), which accounts for fluctuations of the weight for typical reference-model trajectories.
B. Example 2
A second example illustrates a case in which the s-
ensemble and reference-model ensemble are different (but
both can be used to obtain ρ(a,K)). Consider the 4-state
model shown in Fig. 2, with each rate set to unity (indi-
cated are the transition probabilities, all 1/2). Define the
activity A as the number of configuration changes from
state 1 to 2 or state 2 to 1 in the course of a simulation
of K steps. By symmetry of the network the mean num-
ber of such configuration changes will be A = K/4, but
some trajectories will exhibit more changes, and some
less. We can use the s-ensemble and the reference-model
method to calculate the logarithmic probability distribu-
tion I(a) = −K−1 ln ρ(a,K) associated with the quantity
a = A/K.
The generator of the original model is
W =

0 12 0
1
2
1
2 0
1
2 0
0 12 0
1
2
1
2 0
1
2 0
 , (39)
and that of the s-ensemble is
Ws =

0 e
−s
2 0
1
2
e−s
2 0
1
2 0
0 12 0
1
2
1
2 0
1
2 0
 . (40)
The principal eigenvalue of Ws is e
λ(s) =
1
4
(
e−s
√−2es + 5e2s + 1 + e−s + 1), from which, us-
ing Eq. (8), I(a) can be calculated numerically. The
result is the green line in Fig. 2.
The reference-model generator is
Wref =

0 e
−s
1+e−s 0
1
2
e−s
1+e−s 0
1
2 0
0 11+e−s 0
1
2
1
1+e−s 0
1
2 0
 , (41)
which can be simulated using standard stochastic meth-
ods [27]. For a range of values of s (from −3 to 3, in
intervals of 0.25) we carried out a single simulation of
the reference model of K = 5×108 configuration changes.
We computed the rate-function bound (18) by a) keeping
track of explicit configuration changes, as in Eq. (22), and
b) by evaluating Eq. (24). To evaluate the latter, note
that the steady-state measure is
piref(1) = piref(2) =
1 + e−s
2(3 + e−s)
. (42)
The typical activity of the reference model is then as =
(piref(1) +piref(2))× e−s/(1 + e−s , from which we obtain
s = ln[(1/as−1)/3]. The relationship between as and s is
different to the relationship a = −∂sλ(s) obtained from
the s-ensemble: here the two methods produce different
typical activity for given s.
From Eq. (24) we have
I0(a) = −θs(a) = −a ln 1− a
3a
− 1 + 2a
3
ln
1 + 2a
2− 2a. (43)
As shown in Fig. 2, both ways of calculating I0(a), ana-
lytically using Eq. (43) and numerically using (22), the
blue and red lines in the figure, give the same result.
The full rate function can be estimated by evaluating
numerically the integral in Eq. (17). To do so we took
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FIG. 3. (a) Minimal model of a one-dimensional active particle [11]. (b) For the values of α shown, rate functions obtained
from the s-ensemble (green) and reference-model method (black dashed lines) agree. (c) For small values of α the rate function
is very broad (red, green, and black lines, α = 10−2; the blue line shows the case α = 1/2 for comparison). Here the rate
function can be obtained from the s-ensemble via Legendre transform (green line) only if a very fine numerical grid of s is
used; if not, the rate function displays spurious flat portions (red line). The reference-model method (black line) evaluates I(a)
directly, and does not require closely-spaced values of s.
each trajectory of 5× 108 steps and split it into 5× 103
pieces of length K ′ = 105. Of that set we retained only
those pieces with extensive order parameter A′ = K ′as
(it is necessary to explicitly enforce the delta-function
constraint of Eq. (11) for short trajectories). The result-
ing distribution of q, P (q|as), is Gaussian with variance
σ2s . In this case Eq. (17) reads
I(as) = −sas − qs −Kσ2s/2. (44)
Evaluation of Eq. (44) gives the dotted black line in
Fig. 2, consistent with the result calculated via the s-
ensemble.
C. Example 3
A third example illustrates some numerical difficulties
associated with obtaining a rate function via Legendre
transform, even when the rate function is convex. Con-
sider the two-state Markov chain of example IV.4 of [11]
(see also [28]), shown in Fig. 3(a). We shall construct a
dynamic observable A by associating a value of +1 with
any move into state 1, and −1 with any move into state 0.
In this case we can consider the model to be a minimal
representation of a one-dimensional active particle (see
e.g. [29, 30]), with 0 being a left-pointing, left-moving
state, and 1 being a right-pointing, right-moving state.
At each step the particle flips direction with probability α
(and takes a step in the new direction), or else retains its
current orientation and takes a step in the corresponding
direction. a = A/K is then the position of the particle
after K steps.
For α = 1/2 we have the random walker (or unbi-
ased coin-toss) of Section II A. For α = 0 the two states
cannot interconvert (the Markov chain is reducible), and
there exist two rate functions (which vanish for a = 1 or
a = −1, and are infinite otherwise). For 0 < α < 1/2
we have an ‘active walker’ that moves persistently right
or left between flips. In physical terms, fluctuations of
A/K for this model are related to fluctuations of mag-
netization M/N in the one-dimensional Ising model in
zero magnetic field, where N is system size. Flips be-
tween runs · · ·LLLRRRRLLLL · · · occur independently
with probability α, much as domain walls between Ising
spins · · · −−−+ + + +−−−− · · · occur independently
with probability (1 + eβJ)−1, where J is the Ising cou-
pling. For nonzero α (finite J) we expect domain lengths
to be exponentially distributed with mean α−1 or 1+eβJ ;
for there to be no bias between L and R or between −
and +; and for the mean values of A/K and M/N in the
limits of large K and large N to be zero. Thus the rate
function I(a) should be convex, symmetric, and have a
(unique) minimum at zero.
We first calculate the rate function using the s-
ensemble, following Ref. [11]. The generator
W =
(
1− α α
α 1− α
)
(45)
becomes, in the s-ensemble,
Ws =
(
(1− α)es αes
αe−s (1− α)e−s
)
. (46)
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FIG. 4. The activity a = −∂sλ(s) (panel (a)) and scaled
cumulant-generating function λ(s) (b) in the s-ensemble are
constrained to vary sharply whenever the rate function I(a)
of the original model (shown in Fig. 3) has small gradient. In
this case this is so near a = 0 as α becomes small. As a result,
fine sampling near s = 0 is required to allow recovery of I(a)
by Legendre transform of λ(s); see Fig. 3(b). By contrast,
in the reference-model method the quantities as (c) and qs
(d) are not constrained to vary sharply when I(a) has small
gradient. Their combination −sas − qs yields the piece I(as)
of the rate function I(a).
From this we extract λ(s) in the usual way [11], and
calculate I(a) via Legendre transform. Some results for
three values of α are shown in Fig. 3(b) (green lines).
We next calculate I(a) using the reference-model
method. Its generator is
Wref =
 (1−α)es(1−α)es+αe−s αes(1−α)e−s+αes
αe−s
(1−α)es+αe−s
(1−α)e−s
(1−α)e−s+αes
 . (47)
Calculation of I(a) can be done analytically, because the
Jensen bound (18) is exact for this model. This is so be-
cause each value of activity A is associated with a unique
path weight: every move into state 1 (and only state 1)
generates activity +1, and every move out of the state
generates a piece ln(Rref(1)/R(1)) of the path weight.
Similarly for state 0. By conservation of probability, ev-
ery move into a state must be balanced by a move out of
the state, and so the path weight takes a unique value for
each value of A. Solving as before for the stationary mea-
sure piref(C), we evaluate the terms in Eq. (24) and write
the rate function in the parametric form (as(s), I(s)); we
get
as(s) =
(α− 1) sinh(2s)
α− (α− 1) cosh(2s) (48)
and
I(s) =
(α− 1) (e4s − 1) s+ (α (e2s − 1)+ 1) ln((2α− 1) sinh s+ cosh s)
α (e2s − 1)2 − e4s − 1
+
e3s(−2α sinh s+ sinh s+ cosh s) ln(−2α sinh s+ sinh s+ cosh s)
α (e2s − 1)2 − e4s − 1 . (49)
In Fig. 3(b) we show I(a) obtained from the reference-
model method for three values of α (black dotted lines).
These results agree with those obtained using the s-
ensemble.
For smaller values of α the Legendre transform en-
counters numerical problems. In Fig. 3(c) we consider
the case α = 10−2 (the blue line shows the case α = 1/2
for comparison). The rate function, calculated via the
reference-model method, is shown in black. The same
result can be obtained using the s-ensemble via numeri-
cal Legendre transform, but only if many closely-spaced
values of s are used to calculate Eq. (8): the associated
scaled cumulant-generating function is sharply kinked,
and its numerical differentiation requires fine intervals of
s. In Fig. 1(c) the green line was calculated by numeri-
cal Legendre transform using intervals of s of 5 × 10−4,
and this agrees with the reference-model result. The red
line was calculated by Legendre transform using coarser
intervals of spacing 5× 10−3, and the result has spurious
flat portions. It is clear that this result is unphysical:
the mean value of a of the original model is 0, and so the
true rate function must have a unique minimum at zero.
The smaller the value of α, the finer the mesh required
by the Legendre transform.
In this case the rate function is ‘simple’, i.e. it is con-
vex and quadratic (for α small we can expand (48) and
(49) about s = 0 to obtain I(a) ≈ αa2/2) but its calcu-
lation via Legendre transform requires fine sampling of
values of s. This is so for geometrical reasons. In the
s-ensemble the calculated quantity λ(s) is the Legendre
transform of the rate function I(a). As a result (see Fig.
4 of [11]), s(a) is given locally by (minus) the slope of the
rate function I(a). Thus a varies sharply with s wher-
ever the rate function has small curvature. In Fig. 4(a)
we show a = −∂sλ(s) in the s-ensemble, for the model
of Fig. 3; a changes sharply near s = 0 as α becomes
small (here a ≈ −s/α near s = 0). The corresponding
scaled cumulant-generating function (b) becomes sharply
kinked, and fine sampling near s = 0 is needed to convert
λ(s) into I(a).
8By contrast, the key quantities as and qs of the
reference-model method, panels (c) and (d) of Fig. 4, are
not constrained to change sharply where original model’s
rate function I(a) is slowly varying. The reference-model
rate functions shown in Fig. 3 are evaluated directly, by
taking the combination −sas − qs. Each point on the
function can be evaluated independently, and the grid of
s can be as coarse or as fine as desired. The evaluation
works when the rate function has very small curvature
or is non-convex (see e.g. Fig. 4 of [16]). In the latter
case the rate function cannot be recovered by Legendre
transform [11].
In physical terms the results of this section relate
to the probability distribution P (a) of the position a
of an active particle, with rotation rate α, in discrete
space. This distribution adopts a large-deviation form
P (a) ∼ e−KI(a) in the limit of a large number of steps
K, with I(a) given by Equations (48) and (49), shown in
Fig. 3. For small α, fluctuations of a become large in the
sense of having a large variance, but are to leading order
Gaussian: I(a) ≈ αa2/2, for a, α small. This distribution
can be calculated using the s-ensemble, whose key quan-
tities λ(s) and a(s) (see Fig. 4(a,b)) show a sharp jump
when the rate function has small gradient. This is so for
the geometrical reasons shown in Fig. 4 of [11]. The dis-
tribution P (a) can also be calculated using the reference-
model method, whose key quantities (see Fig. 4(c,d)) are
not required to change sharply. Indeed, here the original
model is similar to the 1D Ising model at nonzero tem-
perature, for the reasons discussed above, and the set of
reference models is similar to the 1D Ising model in a
field h ∝ s. Neither shows a sharp transition.
III. SAMPLING NONEQUILIBRIUM
TRAJECTORIES OF A LATTICE MODEL OF
ACTIVE MATTER.
For models with larger state space, matrix diagonal-
ization becomes impractical, and other methods are re-
quired to determine the s-ensemble [5, 7, 8, 11, 13–15].
The reference-model method is implemented in the same
way, however, as we now illustrate using the lattice model
of active particles introduced in Ref. [17].
Active particles propel themselves by consuming en-
ergy, and move by diffusion and by drift in a direction
that fluctuates [31–46]. Active particles form clusters
and undergo phase separation even in the absence of in-
terparticle attractions [31, 37, 39, 44, 47, 48]. This phe-
nomenon, called motility-induced phase separation, can
be reproduced on the computer using simple model par-
ticles [30, 39, 47, 48] (motility-induced phase separation
also occurs in the presence of velocity alignment [36, 49–
51]). Associated with this phenomenon are various kinds
of large fluctuations [34, 47, 52].
With an eye to studying such fluctuations in detail
we introduced in Ref. [17] the following lattice model
of active matter. Consider particles that move in iso-
translation
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(a)  time 80000000, rho =  0.2, (v+,v-,v0,D) =  (16, 1, 1, 0.1)  
 bonds/particle = 1.48887; fraction jammed = 0.800625 ; R/(N r_0) = 0.219421 
(b)
color scheme
FIG. 5. (a) Rates of motion for a model of lattice-based
active particles [17]. (b) A typical phase-separated config-
uration of collections of volume-excluding particles of this
kind, produced using a continuous-time Monte Carlo algo-
rithm [27], starting from well-mixed conditions. The packing
fraction is φ = 1/5; the rates are v+ = 16, v− = v0 = 1,
D+ = D− = 1/10. The lattice size is 2002, and periodic
boundaries are applied in each direction. Particles are col-
ored red if they point toward a nearest-neighbor particle, and
blue otherwise.
lation with the rates shown in Fig. 5(a). Particles pos-
sess both positions and orientations, and move on a two-
dimensional square lattice. An isolated particle moves
forward with rate v+, backward with rate v−, to either
side with rate v0, and rotates pi/2 with rate D+ or D−
(here we set D+ = D− ≡ Drot). An on-lattice particle
of this nature moves in a manner similar to an off-lattice
Brownian particle [17]. As expected from the behavior
of off-lattice particles [30, 39, 47, 48], on-lattice active
particles undergo motility-induced phase separation: see
Fig. 5(b) and Fig. 6. We used N hard particles on a
periodically-replicated lattice of size L2 (for a packing
fraction φ = N/L2), starting from disordered configura-
tions, and propagated dynamics using a continuous-time
Monte Carlo algorithm [27]. At each step of the simula-
tion the system moves from the current configuration C
to a new configuration C ′ with probability
p(C → C ′) = W (C → C
′)∑
C′W (C → C ′)
, (50)
where the rates W for each possible process are taken
from Fig. 5. Typical trajectories of this model lead to
phase separation at a density-dependent value of the
Pe´clet number [17, 39].
To quantify the rare behavior of this model we chose
a dynamic order parameter a motivated by studies of
glasses. There, authors sometimes choose to count the
number of events that occur in a particular time, with the
mean time taken to leave configuration C being 1/R(C).
This choice allows the identification of phase transitions
out of equilibrium [12, 53, 54]. Here we choose to measure
9 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (16, 1, 1, 0.1)  
 bonds/particle = 0.9565; fraction jammed = 0.54675 ; R/(N r_0) = 0.473216 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (13, 1, 1, 0.1)  
 bonds/particle = 0.65375; fraction jammed = 0.41 ; R/(N r_0) = 0.615586 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (12, 1, 1, 0.1)  
 bonds/particle = 0.3065; fraction jammed = 0.2605 ; R/(N r_0) = 0.771151 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (7, 1, 1, 0.1)  
 bonds/particle = 0.275; fraction jammed = 0.20225 ; R/(N r_0) = 0.827108 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (6, 1, 1, 0.1)  
 bonds/particle = 0.256; fraction jammed = 0.19225 ; R/(N r_0) = 0.839864 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (5, 1, 1, 0.1)  
 bonds/particle = 0.25275; fraction jammed = 0.17875 ; R/(N r_0) = 0.851159 
 time 70000000, rho =  0.1, (v+,v-,v0,D) =  (1, 1, 1, 0.1)  
 bonds/particle = 0.19825; fraction jammed = 0.09775 ; R/(N r_0) = 0.905595 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (1, 1, 1, 0.1)  
 bonds/particle = 0.396; fraction jammed = 0.200375 ; R/(N r_0) = 0.811429 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (5, 1, 1, 0.1)  
 bonds/particle = 0.496625; fraction jammed = 0.33575 ; R/(N r_0) = 0.715091 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (6, 1, 1, 0.1)  
 bonds/particle = 0.52525; fraction jammed = 0.37025 ; R/(N r_0) = 0.684592 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (7, 1, 1, 0.1)  
 bonds/particle = 0.723; fraction jammed = 0.46 ; R/(N r_0) = 0.587647 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (16, 1, 1, 0.1)  
 bonds/particle = 1.48887; fraction jammed = 0.800625 ; R/(N r_0) = 0.219421 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (12, 1, 1, 0.1)  
 bonds/particle = 1.31975; fraction jammed = 0.7235 ; R/(N r_0) = 0.302763 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (13, 1, 1, 0.1)  
 bonds/particle = 1.39488; fraction jammed = 0.756375 ; R/(N r_0) = 0.267515 
 time 150000000, rho =  0.5, (v+,v-,v0,D) =  (1, 1, 1, 0.1)  
 bonds/particle = 1.0048; fraction jammed = 0.50225 ; R/(N r_0) = 0.521524 
 time 150000000, rho =  0.5, (v+,v-,v0,D) =  (5, 1, 1, 0.1)  
 bonds/particle = 1.2924; fraction jammed = 0.7399 ; R/(N r_0) = 0.323854 
 time 200000000, rho =  0.5, (v+,v-,v0,D) =  (6, 1, 1, 0.1)  
 bonds/particle = 1.4594; fraction jammed = 0.80655 ; R/(N r_0) = 0.244397 
 time 200000000, rho =  0.5, (v+,v-,v0,D) =  (7, 1, 1, 0.1)  
 bonds/particle = 1.5575; fraction jammed = 0.84575 ; R/(N r_0) = 0.197108 
 time 200000000, rho =  0.5, (v+,v-,v0,D) =  (16, 1, 1, 0.1)  
 bonds/particle = 1.80605; fraction jammed = 0.94415 ; R/(N r_0) = 0.0742526 
 time 150000000, rho =  0.5, (v+,v-,v0,D) =  (12, 1, 1, 0.1)  
 bonds/particle = 1.7523; fraction jammed = 0.92185 ; R/(N r_0) = 0.102306 
 time 100000000, rho =  0.5, (v+,v-,v0,D) =  (13, 1, 1, 0.1)  
 bonds/particle = 1.7607; fraction jammed = 0.9291 ; R/(N r_0) = 0.0944074 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (3, 1, 1, 0.1)  
 bonds/particle = 0.445875; fraction jammed = 0.28275 ; R/(N r_0) = 0.76496 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (8, 1, 1, 0.1)  
 bonds/particle = 0.91525; fraction jammed = 0.53875 ; R/(N r_0) = 0.499844 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (9, 1, 1, 0.1)  
 bonds/particle = 1.02963; fraction jammed = 0.59875 ; R/(N r_0) = 0.438586 
 time 80000000, rho =  0.2, (v+,v-,v0,D) =  (29, 1, 1, 0.1)  
 bonds/particle = 1.7075; fraction jammed = 0.899625 ; R/(N r_0) = 0.111661 
 time 150000000, rho =  0.5, (v+,v-,v0,D) =  (3, 1, 1, 0.1)  
 bonds/particle = 1.0702; fraction jammed = 0.6127 ; R/(N r_0) = 0.457129 
 time 200000000, rho =  0.5, (v+,v-,v0,D) =  (8, 1, 1, 0.1)  
 bonds/particle = 1.62765; fraction jammed = 0.8702 ; R/(N r_0) = 0.165473 
 time 200000000, rho =  0.5, (v+,v-,v0,D) =  (9, 1, 1, 0.1)  
 bonds/particle = 1.66525; fraction jammed = 0.88695 ; R/(N r_0) = 0.145402 
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FIG. 6. Active lattice-based particles undergo phase separation at a density-dependent value of their motility. Rows are labeled
by the packing fraction, φ, and columns are labeled by the rate of forward motion, v+. The other rates are as Fig. 5, giving a
Pe´clet number Pe = 5(v+ − 1) [17]. The lattice size is 2002.
the values of the escape rates R(C) of states explored by a
fixed number of configuration changes. With this choice
the bias α(C → C ′) = B(C ′), where B(C ′) = R(C ′)
is the escape rate from the state to which the model is
moving, and the transition probabilities of the reference
model are
pref(C → C ′) = e
−s[B(C′)−B(C)]W (C → C ′)∑
C′ e
−s[B(C′)−B(C)]W (C → C ′) . (51)
The factors esB(C) in numerator and denominator have
been introduced so that numbers appearing in the argu-
ments of exponentials are not too large.
The coding overhead for the reference model is only
slightly greater than that of the original model. One
needs to keep track of the escape rate R(C ′) of each con-
figuration C ′ accessible from the current configuration
(rather than just the escape rate of the current configu-
ration), but this can be done efficiently, in the course of
the simulation, by noting which particles can touch the
moving particle, before and after its move, one move into
the future.
The order parameter against which dynamics is con-
ditioned is a = A/K = K−1
∑K−1
k=0 B(Ck+1), the mean
relaxation rate of configurations comprising the trajec-
tory, which we report in the form of a scaled ‘activity’,
ν ≡ a/(ΣN). Here N is the number of particles and
Σ ≡ v+ + 2v0 + v− + 2Drot is the sum of rates of pro-
cesses of isolated particles. We used Eq. (22) to calculate
the rate-function bound, which in this case reads
I0(as) = −sK−1
K−1∑
k=0
[B(Ck+1)−B(Ck)] (52)
−K−1
K−1∑
k=0
ln
∑
C′ e
−s[B(C′)−B(Ck)]W (Ck → C ′)∑
C′W (Ck → C ′)
.
The first term on the right-hand side of (52) becomes
negligible for large K. We evaluated this expression for
trajectories of about K = 108 steps (the bound looks no
different trajectories of K ∼ 107 steps are used).
Results derived from these simulations are shown in
Fig. 7, for packing fraction φ = 1/5. Here the rate-
function bound (which is not convex) shows that the typ-
ical activity of the model (where I0(ν) = 0) shifts from
large ν to small ν as the drift rate v+ of the active par-
ticles increases, because typical trajectories exhibit clus-
tering (see Fig. 6) and (hence) reduced dynamism. In ad-
dition, trajectories show an active-to-less active crossover
as a function of the bias parameter s. For model parame-
ters far from the ‘typical’ nonequilibrium phase transition
(which occurs near v+ ≈ 7 for φ = 1/5) this crossover is
seen in the ensemble of rare trajectories (for which s 6= 0),
while for model parameters near the ‘typical’ transition
the crossover occurs in the ensemble of typical trajecto-
ries, for which s ≈ 0. This behavior resembles transitions
observed in models of glasses [53] or proteins [55] using
the s-ensemble.
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 time 140000000, rho =  0.2, (v+,v-,v0,D) =  (2, 1, 1, 0.1)  
 bonds/particle = 0.5035; fraction jammed = 0.297 ; R/(N r_0) = 0.749231 
 time 160000000, rho =  0.2, (v+,v-,v0,D) =  (2, 1, 1, 0.1)  
 bonds/particle = 1.9215; fraction jammed = 0.98 ; R/(N r_0) = 0.0725 
 time 60000000, rho =  0.2, (v+,v-,v0,D) =  (7, 1, 1, 0.1)  
 bonds/particle = 0.822; fraction jammed = 0.543 ; R/(N r_0) = 0.519412 
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FIG. 7. Activity ν as a function of s (left graphs) and rate-function bound I0(ν) as a function of ν (right graphs) from the
reference-model method applied to the active lattice model. Packing fraction is φ = 1/5 and drift rate v+ = 2 (blue lines, top)
or v+ = 7 (red lines, bottom). Lattice size is 100
2. Trajectories prepared at s = 0 are typical of the original model, while
trajectories prepared at s 6= 0 are rare in the original model; how rare can be understood from the right-hand graphs. For
v+ = 2 we are far from the ‘typical’ phase transition (see Fig. 6), and the crossover from active to inactive trajectories occurs
for s 6= 0. For v+ = 7, close to the ‘typical’ transition, the crossover occurs near s = 0. Shown right are typical and rare
configurations of the model.
IV. CONCLUSIONS
We have described a method to sample the rare fluctu-
ations of discrete-time Markov chains, and have applied
it to the lattice-based model of active matter introduced
in [17]. The method is inspired by the s-ensemble method
but is distinct: we use a probability-conserving reference
model to calculate directly the likelihood that a model
displays a particular value of a dynamic order parame-
ter a. As a result, the method can be used to calculate
non-convex rate functions, so giving information about
trajectory coexistence near nonequilibrium phase transi-
tions. The method is straightforward to implement for
models for which continuous-time Monte Carlo dynamics
can be carried out. Take the rates of the original model
W (C → C ′), change them to e−sα(C→C′)W (C → C ′),
run simulations and evaluate the quantities needed for
equation (17) (repeat for a range of values of s). In gen-
eral, as noted in Ref. [24], high-precision evaluation of
integrals of the form appearing in Eq. (17) is demanding.
For several models we have studied, however, calculation
of the variance of q appears to give a good approximation
of the rate function I(a) (because fluctuations of q are
often approximately Gaussian), while calculation of the
mean of q – which is straightforward – gives via Eq. (18) a
physically meaningful, and potentially non-convex, rate-
function bound. Thus the method provides a simple
way of obtaining non-trivial information about a model
and its phase transitions away from equilibrium, and so
provides a complement to existing trajectory-sampling
methods [5, 6, 10–13, 53, 56–59].
We end with a note about time. The reference-model
method operates within the constant-event-number en-
semble (the discrete-time Markov chain), because plac-
ing no restriction upon jump times makes the sampling
procedure easier (see Appendix B of [16]). However, the
procedure used to move through configuration space is
the same as that used in a continuous-time Monte Carlo
11
scheme (except that no random number is drawn to com-
pute the time of escape from a given state), and all tem-
poral information can be recovered after the fact. The
escape time tk from configuration Ck is an exponentially
distributed random variable with mean 1/R(Ck), and
so the total time of a trajectory, T =
∑K−1
k=0 tk, is a
stochastic variable with a known distribution P (T ) [60].
This distribution reduces to the Erlang distribution if
all R(Ck) are identical, and to the hypoexponential dis-
tribution if all R(Ck) are distinct [61]. Thus the com-
plete distribution of trajectory times, for fixed number
of events and specified activity a, can be recovered from
the constant-event-number ensemble without additional
simulation.
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