Abstract. We study infinite-dimensional well-posed linear systems with output feedback such that the closed-loop system is well-posed. The generator A of the open-loop system is assumed to be diagonal, i.e., the state space X (a Hilbert space) has a Riesz basis consisting of eigenvectors of A. We investigate when the closed-loop generator A K is Riesz spectral, i.e, its generalized eigenvectors form a Riesz basis in X. We construct a new Riesz basis in X using the sequence of eigenvectors of A and the control operator B. If this new basis is, in a certain sense, close to a subset of the generalized eigenvectors of A K , then we conclude that A K is Riesz spectral. This approach leads to several results on Riesz spectralness of A K where the closed-loop eigenvectors need not be computed. We illustrate the usefulness of our results through several examples concerning the stabilization of systems described by partial differential equations in one space dimension. For the systems in the examples we show that the closed-loop generator is Riesz spectral. Our method allows us to simplify long computations which were necessary otherwise.
A which form a Riesz basis in X, see Dunford and Schwartz [7] .
in this paper complement their results. Recently, Guo and Luo [11] have studied systems described by a second order undamped differential equation in a Hilbert space with a scalar collocated feedback control which adds a damping term to the differential equation. They have derived sufficient conditions such that (i) the openloop system is an exactly controllable regular system and (ii) the closed-loop system generator is Riesz spectral. They have also derived asymptotic closed-loop eigenvalue and eigenvector estimates. Unfortunately, one of their assumptions implies that the open-loop spectrum gap tends to infinity, which is rather restrictive.
2. Statement of the main results. First we recall the concepts of admissible control operator and exact controllability, in the context of diagonal semigroups. Let T be a diagonal semigroup on the Hilbert space X, with generator A. Let (λ n ) be the sequence of eigenvalues of A and let (e n ) be the corresponding sequence of eigenvectors (so that (e n ) is a Riesz basis). Since (by the definition of a Riesz basis) there exists an invertible operator H ∈ L(X) such that (He n ) is an orthonormal basis in X, it follows that A * is also diagonal, with eigenvalue sequence (λ n ) and the corresponding eigenvectors (2.1) e n = H * He n .
Recall that X −1 is the dual of D(A * ) with respect to the pivot space X. If A is diagonal and the sequence ( e n ) is as in (2.1), then any B ∈ L(U, X −1 ) can be decomposed using a sequence (b n ) in U , as follows: B is called an admissible control operator for T if the X −1 -valued equation (2. 3)ẋ(t) = Ax(t) + Bu(t), t ≥ 0 , x(0) = 0 , has a continuous X-valued solution for any u ∈ L 2 ([0, ∞), U ), see for example Ho and
Russell [14] or Hansen and Weiss [12] for details. If B is admissible, then (A, B) is called exactly controllable if there exists a τ > 0 with the following property: for any x 1 ∈ X, u in (2.3) can be chosen such that x(τ ) = x 1 .
If B is an admissible control operator for T, then there is an M > 0 such that
This is [32, Proposition 4 .1], stated in dual form (and without the exponential stability condition). The above condition is not sufficient for admissibility. For a detailed discussion of various sufficient conditions in terms of the sequence (b n ) we refer to Hansen and Weiss [12] . If B is admissible and moreover, (A, B) is exactly controllable, then there is an L > 0 such that
This is [32, Proposition 4.2] , stated in dual form (and without the exponential stability condition). Condition (2.4) is not sufficient for exact controllability. For various necessary and sufficient conditions in terms of the sequence (b n ) (with finite-dimensional U ) we refer to Jacob and Zwart [16] and Tucsnak and Weiss [39] .
With the notation of Theorem 1.1, assume that A is diagonal and (A, B) is exactly controllable. The following theorem tells us how to generate another Riesz basis for X using A and B. Our motivation is that this new Riesz basis has a good chance of being quadratically close to a sequence of linearly independent generalized eigenvectors of A K . When this happens, then this enables us to prove the existence of a finite number of additional generalized eigenvectors of A K which, together with the considered sequence of generalized eigenvectors of A K , form a Riesz basis for X. The details of this construction will be in Theorems 2.7 and 2.9.
Theorem 2.1. Let A be the generator of a diagonal semigroup T on X, with the sequence of eigenvalues (λ n ). Let B be an admissible control operator for T such that (A, B) is exactly controllable. Then, for each r ∈ R such that sup n∈N Re λ n < r/2, the sequence (f n ) defined below is a Riesz basis in X: (2.5) f n = (r − λ n )I − A −1 Bb n , where b n is the sequence representing B, as in (2.2).
Remark 2.2.
There is a version of Theorem 2.1 in which we replace admissibility by infinite-time admissibility and exact controllability by exact controllability in infinite time (as defined in [12] and [32] ). In this case, we may take r = 0 in (2.5) and (after a change of sign) we obtain that the sequence (f n ) with f n = λ n I + A −1 Bb n is a Riesz basis in X. The proof is similar to the proof of Theorem 2.1.
If we assume that T is invertible, i.e., T can be extended to a group acting on X, then we can apply Theorem 2.1 to −A. In particular, if T can be extended to a unitary group, then we obtain the following. with ω n ∈ R such that a corresponding sequence of eigenvectors (e n ) is an orthonormal basis in X (thus, in particular, A * = −A). Let B be an admissible control operator for T such that (A, B) is exactly controllable. Then the sequence (h n ) given by
, is a Riesz basis in X, for every choice of r > 0.
Recall that a sequence in a Hilbert space is called linearly independent if for any finite linear combination of its elements the following holds: if the coefficients are not all zero then the combination is non-zero.
Theorem 2.4. Let A be a densely defined operator in a separable Hilbert space X, with non-empty resolvent set ρ(A) and with compact resolvents. Let (ψ n ) be a linearly independent sequence of generalized eigenvectors of A and let ( ψ n ) be a Riesz basis in X such that for some m ∈ {0, 1, 2, . . .} (2.7)
Then there exist m generalized eigenvectors of A, denoted by φ 1 , φ 2 , . . . , φ m , such that the sequence
is a Riesz basis in X (in particular, A is Riesz spectral).
This result is essentially due to B.Z, Guo, see his Theorem 6.3 in [9] . Our statement is slightly stronger, since in our formulation m in (2.8) is known. For the sake of completeness we include a proof in the next section.
Remark 2.5. The compactness of the resolvents is essential in the last theorem. Without requiring it, the theorem is not true, even if A is bounded and (ψ n ) is a sequence of eigenvectors of A. Take for example X = l 2 with its canonical orthonormal basis {e n | n ∈ N}. Consider A defined as follows: Ae 1 = (1, 1 2 , 1 3 , . . .) and Ae n = n − 1 n e n for n = 2, 3, 4 . . .. Then σ p (A) = n − 1 n n = 2, 3, 4, . . . . Hence, A has a sequence of eigenvectors (ψ n ) with ψ n = e n+1 ∀n ∈ N, which satisfies (2.7) with m = 1. However, A is not Riesz spectral.
Remark 2.6. With the notation of Theorem 2.4, let (λ n ) be the sequence of eigenvalues of A which corresponds to (ψ n ) (there may be repetitions in the sequence (λ n )). Similarly, for j = 1, ..., m, let µ j be the eigenvalue corresponding to φ j . Then σ(A) = σ p (A) = {λ n | n ∈ N} ∪ {µ 1 , ..., µ m }, as it is easy to see. Theorem 2.7. Let Σ be a well-posed linear system with semigroup generator A and control operator B, which satisfy the assumptions of Corollary 2.3 (in particular, T is unitary and (A, B) is exactly controllable). The sequence (h n ) is defined as in (2.6). Assume that K is an admissible feedback operator for Σ such that A K has compact resolvents. Let Λ = {σ n ∈ C | n ∈ N} denote a subset of σ(A K ) contained in ρ(A). Let (ψ n ) be a linearly independent sequence of generalized eigenvectors of A K corresponding to Λ. If there are some integer m ∈ {0, 1, 2, . . .} and some r > 0 in (2.6) such that (2.9) With the notation of the last theorem, consider the case U = C. The rank of the observation operator C is not important here. In this case, b n in (2.6) is a non-zero number. We may take v = b n in (1.2), obtaining the following sequence of eigenvectors of A K :
In this case we get a practical sufficient condition from the last theorem:
Theorem 2.9. With the assumptions and the notation of Theorem 2.7, suppose
If, for some m ∈ {0, 1, 2, . . .} and some r > 0, the following holds:
Remark 2.10. If A, B and ω n are as in Corollary 2.3 and U = C, then the numbers ω n must have a uniform gap (this is easy to check, see also [16] ). This implies that A has compact resolvents. By Remark 2.8, the same is true for A K , so that there is no need to verify this condition in Theorem 2.7.
In some applications the set σ(A K ) may asymptotically approach σ(A) shifted to the left by r (for example, in the stabilization of vibrating systems by collocated output feedback, see Sections 4 and 5) . If the control input is scalar (i.e., U = C), then Theorem 2.9 can be useful. However, for some feedback stabilized hyperbolic systems, such as in Rebarber [27] , the spectrum of A K may not even approach any vertical line. Nevertheless σ(A K ) asymptotically remains in a vertical strip: for large
The next theorem has been developed in order to prove Riesz spectralness for such feedback systems.
Theorem 2.11. Let Σ be well-posed with input space U = C, state space X, semigroup generator A and control operator B. Suppose that A is diagonal, σ(A) = {±i ω n | ω n ∈ (0, ∞), n ∈ N} (in increasing order: ω n+1 > ω n ) satisfying (2.12)
is exactly controllable and K is an admissible feedback operator for Σ. Let Σ K be the corresponding closed-loop system, with semigroup generator
then A K is Riesz spectral and there are 2m complex numbers σ 1 , . . . , σ 2m such that
We will illustrate the usefulness of these results through several examples concerning the stabilization of systems described by partial differential equations (PDEs) in one dimension. For these systems we show that the closed-loop generator is Riesz spectral. Our approach leads to some generalizations of existing results and a unified treatment of different cases which have been studied separately, see the references already mentioned. It also enables us to simplify certain computations. The exact controllability (or the exact observability) condition which needs to be verified in our approach can be tested by powerful methods such as the multiplier method, see for example Komornik [19] , or the recent criteria of Jacob and Zwart [16] . 
densely and with continuous embeddings. T extends to a semigroup on X −1 , denoted by the same symbol. The generator of this extended semigroup is an extension of A, whose domain is X, so that A : X→X −1 . We consider a well-posed linear system Σ with input space U , state space X, output space Y , semigroup generator A, control operator B, observation operator C and transfer function G. Thus, B ∈ L(U, X −1 ) is an admissible control operator for T and C ∈ L(X 1 , Y ) is an admissible observation operator for T. For the various concepts mentioned above we refer to [36, 40, 41, 42] and the references therein. B is called bounded if B ∈ L(U, X), and C is called bounded if it can be extended such that C ∈ L(X, Y ).
Denote the growth bound of T by ω 0 (T). Originally, G is defined on the right half-plane where Re s > ω 0 (T). For all s, β in this half-plane, we have
Using the above formula with Re β > ω 0 (T) but allowing s ∈ ρ(A), we extend G to an analytic function defined on ρ(A). Then, this function G satisfies (3.1) for all s, β ∈ ρ(A). This extension of G has been used in [33, 35, 36] and it may be different from the extension by analytic continuation, adopted in [41, 42] (see [41, Remark 4.8] ). However, if ρ(A) is connected, then this extension of G is the same as its analytic continuation. The function G is well-posed, which means that it is a bounded and analytic L(U, Y )-valued function on some right half-plane (in particular, on any half-plane which is strictly to the right of ω 0 (T)).
An operator K ∈ L(Y, U ) is called an admissible feedback operator for Σ (or for G) if I − GK is invertible on some right half-plane and its inverse is well-posed (here, I − GK may be replaced equivalently by I − KG). If this is the case, then the feedback system from Figure 1 is a new well-posed linear system Σ K . We use the
holds on some right half-plane. What is less obvious is that (1.1) remains valid for
is invertible for all such s). Indeed, this follows from Corollary 5.3 and Remark 5.5 in [36] . Let T K denote the strongly continuous semigroup generated by A K . The following identities, proved in [42] , will be useful:
According to [42] , these identities are valid on the right half-plane where Re s >
We remark that, using again [36, Section 5] , it follows that
{0} if and only if KerB K = {0}. It is worth noting that (3.4) implies (via an easy computation) that for all x ∈ D(A K ) and for all z ∈ D(A),
It is not difficult to prove, using (3.2) , that C K is bounded if and only if C is bounded.
Similarly, (3.3) implies that B K is bounded if and only if B is bounded.
An important subclass of the well-posed linear systems are the regular linear systems, see for example [41, 42] . The system Σ is called regular if for each v ∈ U , the limit
We define the Λ-extension of C by
where D(C Λ ) is the space of those x ∈ X for which the above limit exists. The system Σ is regular if and only if (sI −A)
and, if this is the case, then
for a regular system, y(t) = C Λ x(t) + Du(t) holds for almost every t ≥ 0 (for every initial state x(0) ∈ X and every input signal u ∈ L 2 loc ([0, ∞), U )). If Σ is regular, K is an admissible feedthrough operator for Σ and I − DK is invertible, then Σ K is also regular and the relationship between the open and closedloop systems becomes more transparent. Indeed, in this case
can be expressed in terms of A, B, C and D, see [42] , in particular
for all x ∈ D(A K ). Thus, regularity simplifies matters, and it will be useful in the examples, however, in general we will only assume the well-posedness of Σ.
The following simple facts from Russell and Weiss [32] will be needed. 
If T is exponentially stable, then (A, C) is exactly observable if and only if it
is exactly observable in infinite time.
3. If T is exponentially stable, then the observability Gramian of (A, C), defined by (3.9)
can be extended so that P ∈ L(X). P is invertible if and only if (A, C) is exactly observable.
4.
If T is a C 0 -group on X and (A, C) is exactly observable, there exist some positive constants α and β such that the following holds: For any normalized eigenvector e k of A,
Proof of Theorem 2.1. We introduce the "shifted" generatorÃ = A − The observability Gramian P of (Ã * , B * ) is invertible (point 3 of Proposition 3.1).
Hence, applying P to each e n we obtain a new basis:
Using the Laplace transform of T t we get P e n = f n , for all n ∈ N.
Remark 3.2. Without assuming that T is exponentially stable, suppose that C is infinite-time admissible for T, so that t→C
By duality, the infinite-time admissibility of C implies two facts: (a) For each T > 0, the mapping Φ T : u→ Lemma 3.3. Let R be a densely defined operator in a separable Hilbert space X with compact resolvents and let C be the closed linear span of all the generalized eigenvectors of R. If C is of finite codimension in X, then C = X.
Proof. An operator R as in the lemma is called a discrete operator in Dunford and Schwartz [7] , and C is called the spectral span of R. It is easy to see that σ(R) = σ p (R) and σ(R * ) = σ p (R * ). According to [7, Lemma 5 on p. 2355], the following orthogonal decomposition holds:
where σ ∞ (R * ) = {x | P λ x = 0 ∀ λ ∈ σ(R * )} and P λ is the eigen-projector of R * corresponding to λ. Hence, C = X if and only if σ ∞ (R * ) = {0}. However, by [7, Lemma 5 on p.2295], σ ∞ (R * ) is either {0} or infinite-dimensional. Therefore, the codimension of C is finite if and only if σ ∞ (R * ) = {0}.
A sequence (e n ) in a Hilbert space X is called ω-independent if the equality k∈N a k e k = 0 with a k ∈ C implies that a k = 0 for all k (see [8, p. 317] ). Here, the series k∈N a k e k is supposed to converge in norm, but not necessarily absolutely. Two sequences (φ n ) and (ψ n ) in X are called quadratically close if n∈N φ n −ψ n 2 X < +∞. A sequence (e n ) in X called a Riesz basis in X if for each x ∈ X there exists a unique sequence (a k ) ∈ l 2 such that x = k∈N a k e k and
where c 1 , c 2 > 0 are independent of x. For another characterization of Riesz bases see the text before (2.1). We recall Bari's theorem: an ω-independent sequence quadratically close to a Riesz basis is itself a Riesz basis (see [8, p.317 
]).
Proof of Theorem 2.4. Let m be as in (2.7). For some integer J ≥ 0 which will be chosen later, we define the sequence ξ = (ξ n ) in X by
Note that for n > m + J we have ξ n = ψ n−m , which is close to ψ n by (2.7).
We claim that (ξ n ) is a Riesz basis in X for sufficiently large J. Indeed, define
T : X→X such that T ψ n = ξ n ∀ n ∈ N. It suffices to prove that T is continuous and invertible. We decompose T = I + Θ, where
2 for some constant K > 0, by the quadratic closeness condition (2.7) we have Θ ∈ L(X) and Θ L(X) < 1 for all sufficiently large J. This means that for some J, T is boundedly invertible. Therefore, by the definition of T , (ξ n ) is a Riesz basis in X.
In the sequel, we assume that J has been chosen such that ξ is a Riesz basis. Then it follows that the closed linear space C J spanned by (ψ n ) n>J has finite codimension in X, equal to J + m. In particular, the closed linear space C spanned by all the generalized eigenvectors of A has finite codimension in X, so that C = X by Lemma 3.3. Thus, the closed linear span of all the generalized eigenvectors of A is X.
Since the codimension of the closed linear span C J of the linearly independent subsequence (ψ n ) n>J is equal to J +m, there must exist J +m generalized eigenvectors of A which, concatenated with the subsequence (ψ n ) n>J , form a linearly independent sequence. In fact, for the first J generalized eigenvectors of A we may take ψ k , k = 1, 2, . . . , J. The existence of the other m generalized eigenvectors, denoted by φ k , k = 1, 2, . . . , m, is guaranteed by C = X, which was proved earlier. Note that by construction the sequence ζ from (2.8) is linearly independent. Since A has compact resolvents, the sequence ζ is necessarily ω-independent (see Xu and Sallet [44, Section 3] ). Obviously, the sequence ζ is quadratically close to ξ. From Bari's theorem ζ is also a Riesz basis in X.
Proof of Theorem 2.9. Denote b k = B * e k . From point 4 of Proposition 3.1 and the exact controllability of (A, B) there exist α, β > 0 such that α ≤ |b k | ≤ β ∀k ∈ N.
We have Λ ⊂ ρ(A) ∩ σ p (A K ). By (2.10) and σ n = σ k for n = k the sequence (ψ n ) defined below is a linearly independent sequence of eigenvectors of A K :
By Corollary 2.3 the sequence (h n ) given in (2.6) is a Riesz basis in X. Recall the following identity:
Because of (2.11) we have lim n→∞ Re (σ n ) = −r. By r > 0 and admissibility of B,
Thus, the condition (2.11) and (3.11) imply that (2.9) holds. According to Theorem 2.7 and Remarks 2.6 and 2.8, the conclusions of Theorem 2.9 hold.
A sequence (λ n ) in C is called properly spaced if sup Re λ n = α < ∞ and inf
Note that if α < 0, then the term 1 in the denominator above can be omitted without affecting the meaning of the condition: inf k,n∈N Proof. Without loss of generality, we may assume that T is exponentially stable.
Indeed, if it not, then replace A by A − ω I for some sufficiently large ω > 0. The admissibility of B for T is equivalent to the admissibility of B for the semigroup generated by A − ω I, and the exact controllability of (A, B) is equivalent to the exact controllability of (A − ω I, B). Now, with the exponential stability, (2.4) is equivalent to : 
For sequences (λ n ) with Re λ n < 0, this condition is a little more restrictive than Theorem 3.6. Let A be the generator of a diagonal semigroup T on X, with the sequence of eigenvalues (λ n ). Let (µ n ) be a properly spaced sequence in C such that 
Now by Proposition 3.4, (A µ , B) is exactly controllable.
Remark 3.7. With the assumptions and the notation of the above theorem, it follows from Theorem 2.1 that the sequence
is a Riesz basis in X. Here, r ∈ R is such that sup n∈N Re µ n < r/2 and ( e n ) is the sequence of eigenvectors of A * in the correct order, as in (2.1). If it is possible to take r = 0 (for exemple, if A µ is exponentially stable), then we may consider the Riesz basis defined by
It is an unpleasant feature of Theorem 3.6 that we have to check the admissibility of B also for T µ . This inconvenience disappears if the eigenvalues are in a vertical strip. Note that a sequence (µ n ) in a vertical strip (i.e., γ ≤ Re µ n ≤ α) is properly spaced if and only if inf k =n |µ k − µ n | > 0. The following theorem is a version of Theorem 3.6 for eigenvalues in a vertical strip.
Theorem 3.8. Let A be the generator of a diagonal semigroup T on X, with the sequence of eigenvalues (λ n ) in a vertical strip. Let (µ n ) be a properly spaced sequence in a vertical strip. Let A µ be the generator of a diagonal semigroup T µ on X, so that the sequence of eigenvalues of A µ is (µ n ) and the corresponding eigenvectors are the same as for A (in the same order).
Assume that U is finite-dimensional and B ∈ L(U, X −1 ) is an admissible control operator for T such that (A, B) is exactly controllable. Then the following holds: follows from Theorem 3.6.
Remark 3.9. For A diagonal and skew-adjoint such that Ae n = iω n e n , we consider the diagonal A µ such that A µ e n = µ n e n for all n ∈ N. We choose (µ n ) such that (3.14)
∀ n ∈ N and such that the whole sequence is properly spaced in a vertical strip contained in the open left half-plane. Let G be the diagonal operator such that A µ = −A + G. By (3.13) the sequence (f n ) defined below is a Riesz basis in X:
If we consider (ψ n ) as in (2.10), then under some conditions on (σ n ) and (iω n ), (f n ) and (ψ n ) will be quadratically close. This is the idea behind Theorem 2.11. Proof of Theorem 2.11. The proof is similar to that of Theorem 2.9. Let (e n ) be the sequence of eigenvectors of A which is an orthonormal basis in X and let b n = B * e n . By exact controllability δ = inf n =k |ω n − ω k | > 0. By (2.13) the sequence (σ n ) is properly spaced as well as (µ n+m ). (The proof is elementary but tedious.) We add to (µ n+m ) m complex numbers µ 1 , . . . , µ m of negative real part such that (µ k ) is properly spaced. The sequence (ψ n ) given by (3.10) is a linearly independent sequence of eigenvectors of A K . By Theorem 3.8 and Remark 3.9 the sequence (f n ) (as defined in (3.15)) is a Riesz basis in X. As A and A µ commute, the following identity is easy to prove:
Note that sup n∈N (µ n+m I + A µ ) −1 Bb n+m X < ∞. It is sufficient to prove that for some n > m,
Recall that G is diagonal as defined in Remark 3.9:
The reader can check that (2.12) and (2.13) imply (3.18) (cf. [44] ). So Theorem 2.4
and Remark 2.6 can be applied to complete the proof. 
where w(x, t) denotes the displacement of the point x of the string at time t. Define the 1 + e −2s .
We consider the feedback operator K = −κ, with κ > 0, which is easily seen to be admissible. The closed-loop generator A K described below is exponentially stable:
and
We apply Theorem 2.9 for reproving a result of Rideau [31] : for κ = 1, A K is diagonal. As a first step, using the notation ψ(t) = [w(·, t) w t (·, t)] ⊤ , we rewrite the open-loop system in operator form:
where A is the skew-adjoint operator defined by
by Cf = f 2 (1), B = C * ∈ X −1 , C Λ is the Λ-extension of C (see (3.7)) and D = 1 (see (3.6)). We study the two different cases 0 < κ < 1 and κ > 1, respectively. The following lemma is contained in the thesis of Rideau [31] .
Lemma 4.
1. The open-loop generator A has compact resolvents,
the corresponding eigenvectors (e ±n ) form an orthonormal basis in X and the closedloop generator A K has for eigenvalues σ(A K ) with simple algebraic multiplicity:
We claim that (A, B) is exactly controllable. Note that this is equivalent to (A, B * ) being exactly observable. To prove this, let u = 0 in (4.1). Multiplying both sides of (4.1) by xw x (x, t) and integrating by parts, we obtain
Using the conservation of energy and the Cauchy inequality, we get the admissibility of B together with the exact observability of (A, B * ): For κ > 1 the same reasoning works by inverting the flow of information in the system, i.e., exchanging the roles of u(t) and y(t) in (4.1). We can see that
From (3.8), the closed-loop generator is
The spectrum of the closed-loop system, given by the zeros of 
The system has two inputs u 1 and u 2 and two outputs y 1 and y 2 . We consider the closed-loop system obtained by the following output feedback: 
The system Σ in (4.5) is regular with U = Y = R 2 . The matrix K in (4.6) is an admissible feedback operator for Σ. Let A K denote the closed-loop generator (defined below). We prove that A K is Riesz spectral.
Define the skew-adjoint operator A : D(A)→X such that
and set C =
C1
C2 . By direct computation we can find that
and B = −C * . The system (4.5) can be written as
where D = −I. The transfer function of the system (4.5) is given by 
and the corresponding eigenvectors (e ±n ) form an orthonormal basis of X : The operators A K and C K are given in (3.8) . It is easy to see that
The following lemmas can be proved by direct computation using Theorem 1.1. 
Without loss of generality we study only the case when κ 1 , κ 2 ∈ (0, 1).
Moreover, the eigenvector φ n of A K corresponding to σ n is
Theorem 4.6. The closed-loop generator A K is Riesz spectral.
Proof. The sequence (σ k ) is easily computed using Rouché's theorem for some large m. Recall that A K = A + BK(I + K) −1 C Λ . From (4.10) and using Lemma 4.4
we get easily:
It follows that
.
The matrix K = K(I +K) −1 S being diagonal and positive definite, the pair (A, B K 1 2 ) is exactly controllable. Applying Corollary 2.3 to (A, B K 1 2 ) proves that the following sequence ( φ n ) is a Riesz basis in X :
An argument similar to the proof of Theorem 2.9 tells us that the first sequence in (4.11) is quadratically close to ( φ n+m ). The second one is quadratically close to zero, because the sequence ( (σ n − A) −1 B L(U,X) ) is bounded. Hence there exists some integer m ≥ 0 such that
By Theorem 2.7, A K has m other generalized eigenvectors which, concatenated with (φ n ) like in (2.8), form a Riesz basis in X.
Remark 4.7. If κ 2 = 0 then A K is Riesz spectral using Theorem 2.9 with r = β.
Homogeneous string with variable viscous damping.
This example has an infinite-rank control operator. We consider the homogeneous string with variable viscous damping :
where a ∈ H 1 (0, 1). The eigenvalues and eigenvectors of this system have been studied in detail by Cox and Zuazua [6] in the case a(x) ≥ 0 for all x ∈ [0, 1] and
One of the open questions in [6] is whether some sequence of generalized eigenvectors of (4.13) forms a Riesz basis in the state space. They needed this Riesz basis property to determine an a(·) resulting in the optimal decay rate of the solutions (see Rao [24] for another result in this direction). Here, using our Theorem 2.4 we prove that the closed-loop generator for (4.13) has a sequence of generalized eigenvectors which is a Riesz basis in the state space. Consider 
Here, A is the skew-adjoint operator with compact resolvents given by
and for all
The operator B is linear and bounded from U = L 2 [0, 1] to X, it has infinite rank and it is given by
The observation operator C is also linear and bounded from
. Thus, (A, B, C) is regular with D = 0 and every bounded feedback operator K is admissible. The closed-loop system (4.13) is obtained from the open-loop system (4.14) via u(t) = Ky(t) with K = −I, and
The following result is easy to prove. 
and the corresponding eigenvectors (e n ) form an orthonormal basis in X :
where e n (x) = √ 2 sin(nπx), n ∈ N, form an orthonormal basis in L
Note that B * e n (x) = i sin πnx and B * e −n (x) = −B * e n (x) for all n ∈ N.
Since (iω ±n ) is properly spaced, (A, B) is exactly controllable because ( B * e ±n U ) is bounded from below by a positive number (see [32] ). Similarly, we have that can show that this is equivalent to the existence of a L > 0 such that
In (4.13) the feedback operator is infinite-rank and depends on the space variable x ∈ [0, 1]. To apply Bari's theorem, we have to construct a Riesz basis with which we compare a sequence of generalized eigenvectors. However, this Riesz basis is not so easy to obtain as in the case U = C. Therefore, some asymptotic estimates of eigenvalues and eigenvectors of the closed-loop system are necessary.
It is easy to see that λ ∈ σ(A K ) if and only if the following equation has a non-trivial solution:
We set
As m is sufficiently large, the closed-loop system has an eigenvalue in each of the disjoint disks D n centered at −a 0 + i(n + m)π, n ∈ N, with radius small enough to make them disjoint. We denote by σ n the eigenvalue in D n and by σ −n the eigenvalue in D −n . Let w n (s) denote the non-trivial solution of (4.15) corresponding to λ = σ n . The eigenvector of A K corresponding to σ n is written as
The following result has been obtained in [6] .
Proposition 4.9. There exist some positive integer m and some K > 0 such that the following estimates hold for all n ∈ N:
,
Using Proposition 4.9 and our Theorem 2.4 we show that some sequence of generalized eigenvectors of A K forms a Riesz basis in X. 
, with the usual inner product. Let Λ 1 : X→ X be defined by
Then Λ 1 is an isometric isomorphism. It transforms the orthonormal basis (e ±n ) in X into the following orthonormal basis in X:
with ξ(x) defined as in (4.16) . We claim that Λ 2 is continuous and invertible from X onto X. Indeed, it is not difficult to check that Λ 2 is bounded, one-to-one and onto. Hence, the sequence (ψ n ) = (Λ 2 ̟ n ) is a Riesz basis in X. Integrating by parts we see that the following two sequences are both in l 2 :
Note also that f X = Λ 1 f X . By these facts and the estimates in Proposition 4.9, there exists some integer m > 0 such that
Now applying Theorem 2.4 finishes the proof.
In Cox and Zuazua [6, Section 6], Theorem 4.10 is proved by a different method, with the less restrictive assumption that a(x) has bounded variation. However, they impose a(x) ≥ 0 (which we do not assume) and one step in their proof is unclear (applying Rouché's theorem on an unbounded domain). 
We prove that a sequence of generalized eigenvectors of the semigroup generator associated to the system (5.1) forms a Riesz basis in the state space. This answers an open question raised by Chen et al in [4] and studied by Conrad and Morgul [5] . Our approach gives a complete positive answer to this question.
The associated open-loop system Σ with input u and output y is described by
The state of Σ is [w w t ]
⊤ and the state space is the separable Hilbert space
With the notation x(t) = [w(·, t) w t (·, t)] ⊤ we write (5.2) as follows:
where A is the skew-adjoint operator with compact resolvents defined by
and B = C * .
The formulation (5.3) is possible because Σ is regular, see Rebarber [26] . We know from [27, Theorem 2.7 ] that every K = −κ, with κ > 0 is an admissible feedback operator for Σ. The closed-loop generator corresponding to (5.1) is
with a suitable domain (see [42] ). Notice that (A, B * ) is exactly observable. Indeed, multiplying (5.2) (with u(t) = 0) by xw x (x, t) and integrating, we obtain
Since x(t) X is constant, there exist positive constants k 1 , k 2 and T 0 such that
Hence, (A, B) is exactly controllable. 
For k sufficiently large, by Rouché's theorem, f (z) − g(z) has one and only one zero in each disk D k , just as f (z). Let (λ n ) be the sequence in C such that σ p (A) = {λ ±n = ±iω n | n ∈ N}. Thus there exist an integer m > 0 and a constant K 1 > 0 such that
Recall that A is the generator of a unitary group on X, the triple (A, B, C) is regular and every K ∈ R is an admissible feedback operator for Σ (see [27, Lemma 2.6] ).
Lemma 5.2. Let A and B be defined as above. Then
The solutions are of the form s = iτ 2 , where
(5.12) + cosh τ cos τ = 0 . Let m ∈ N and let the numbers α n (n ∈ N) be defined by
where iω n+m ∈ σ p (A) ∀ n ∈ N. Using Rouché's theorem we can prove that for some large integer m > 0, there exists a sequence (σ n ) such that σ n and σ n are eigenvalues of A K and such that |α n − σ n | ≤ K/(n + m) for some constant K > 0 (see also Guo and Chan [10] ). It is obvious that σ l = σ k for l = k when m is large enough. Hence (2.13) is satisfied. Thus the proof is complete.
Coupled beams with two dissipative controls.
The system consists of coupled beams with both a force and a torque feedback at the coupling joint.
With the simultaneous feedback of force and torque present in action the system is always exponentially stabilized as proved in Tucsnak and Weiss [38] using the Huang-Prüss theorem. This prevents the well-known lack of robustness of exponential stabilization by force feedback or by torque feedback alone (cf. Rebarber [27] and see also Subsection 5.2). In this subsection we prove that the exponentially stabilized system is Riesz spectral. As a consequence of our result not only is the system always exponentially stabilized but also may its decay rate be assigned arbitrarily by means of a simultaneous feedback.
The system of coulped beams controlled by both force control and torque control is described by the following PDE: integer m such that all the zeros of det(ω) that are larger than 2 m are given by these two sequences. Moreover each eigenvalue λ = i ω 2n or i ω 2n+1 is geometrically simple as proved above. Since det(ω) is analytic, (5.31) has only a finite number of zeros in
