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ABSTRACT 
KI-KHA SHOP merupakan toko online yang bergerak di bidang penjualan 
barang-barang seperti jilbab, baju, sepatu, dan sebagainya. Dalam penjualan 
dilakukan dengan cara mengupload semua foto barang di status whatsApp. 
Sedangkan untuk rekomendasi item lain owner belum menggunakannya. Oleh 
karena itu diperlukan analisis  yang dapat membantu pihak owner KI-KHA SHOP 
dalam merekomendasikan barang-barang yang akan dijual ke konsumen. Langkah 
yang dapat dilakukan adalah menggunakan keilmuan data mining untuk menggali 
informasi dari data yang ada. Salah satu teknik data mining adalah association rule 
mining. Penelitian ini melakukan teknik association rule mining guna mencari pola 
asosiasi yang dapat merekomendasikan owner dalam memperjualkan barang-barang 
ke konsumen. Metodologi penelitian yang dilakukan yaitu load data, transformation 
data, analisa pola dengan algoritma FP-Growth, melakukan pattern evaluation hasil 
FP-Growth dengan lift ratio dan knowledge presentation. Hasil dari penelitian ini 
berupa rule pada data penjualan di KHA-SHOP dengan memanfaatkan association 
rule mining yang ada pada data mining. Dari 402  data yang diolah dengan 
minumum support 2 dan minumun confidence 0,5 menghasilkan 152 rules dengan 
nilai rata-rata lift ratio sebesar 191,23 yang berarti item dalam rules memiliki 
korelasi positif. Dari hasil rules tersebut didapatkan lift ratio tertinggi yaitu 204,081 
dengan beberapa kemungkinan yaitu ketika membeli tas ransel SD hellokity maka 
item yang direkomendasikan yaitu wahana. Ketika membeli sepatu rajut manik 
coklat dan wahana maka item yang direkomendasikan sepatu rajut ruji coklat Ketika 
membeli alegra set grey, rasnya dress marun dan wahana maka item yang 
direkomendasikan rainbow milo. Ketika membeli eltern dress ghea kulot, gigan 
dress dark dan milla dress yellow maka item yang direkomendasikan helda cream.  
Keywords: Data Mining, association rule mining, FP-Growth, data penjualan, KI-
KHA SHOP.   
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1. INTRODUCTION 
 
KI-KHA SHOP merupakan toko online yang bergerak di bidang penjualan 
barang-barang seperti jilbab, baju, sepatu, dan sebagainya. Berdasarkan hasil 
wawancara degan Ibu Sista selaku owner dari KI-KHA SHOP, bahwa sejauh ini 
penjualan dilakukan dengan cara mengupload semua foto barang di status whatsApp 
sebagai etalase. Sedangkan untuk rekomendasi item yang lain owner belum 
menggunakan atau menerapkannya. Oleh akrena itu diperlukanlah analisa yang 
dapat membantu pihak owner KI-KHA SHOP dalam merekomendasikan item-item 
yang akan ditawarkan ke konsumen. Salah satu cara yang dilakukan untuk 
mengatasi masalah di KI-KHA SHOP yaitu dengan melakukan association rule. 
association rule adalah teknik data mining untuk menemukan aturan asosiatif antara 
suatu kombinasi item. Salah satu algoritma yang cukup efektif untuk mencari 
himpunan data yang paling sring muncul (frequent itemset) dalam sebuah kumpulan 
data yang besar pada association rule yaitu algoritma FP-Growth. Algoritma FP-
Growth merupakan pengembangan dari algoritma Apriori. Sehingga kekurangan 
dari algoritma Apriori diperbaiki di algoritma FP-Growth. Algoritma ini 
menentukan frequent itemset yang berakhirkan suffix tertentu dengan menggunakan 
metode devide and conquer untuk memecah problem menjadi subproblem yang 
lebih kecil. Salah satu penelitian yang dilakukan menggunakan algoritma FP-
GROWTH oleh Nurul Arifin (2015) dalam menentukan asosiasi antar produk (study 
kasus nadimart) didapatkan nilai confidence 33,89%. Adapun penelitian lain 
dilakukan oleh (Sumangkut, Lumenta and Tulenan, 2016) dalam analisa pola belanja 
swalayan daily mart untuk menentukan tata letak barang dihasilkan aturan (rules) 
dengan nilai confidence yang tinggi yaitu 94%. Nilai confidence merupaan hasil 
banyaknya transaksi yang di beli secara bersamaan. Dengan melihat masalah dari 
KI-KHA SHOP dan penelitian sebelumnya, maka penelitian ini dilakukan untuk 
menerapkan algoritma FP-GROWTH pada data penjualan di KI-KHA SHOP yang 
dapat memberikan rekomendasi kepada pihak owner dalam hal penjualan. 
 
2. RELATED WORK 
 
Kajian terdahulu pertama mengacu pada penelitian yang dilakukan oleh Nurul 
(2015). Pada penelitian in digunakan algoritma FP-Growth untuk menemukan pola 
asosiasi antar produk (study kasus nadiamart). Dari hasil implementasi disimpulkan 
bahwa metode data mining yaitu market basket analysis dengan algoritma FP-
Growth dapat diterapkan pada data transaksi untuk menentukan promosi di 
minimarket nadimart. Hasil ini juga menjelaskan bahwa semakin banyak jenis 
kriteria item yang diteliti maka semakin kecil nilai supportnya. 
Kajian terdahulu kedua mengacu pada penelitian yang dilakukan oleh 
Sumangkut, dkk (2016). Pada penelitian ini digunakan algoritma FP-GROWTH 
dalam menganalisa pola belanja swalayan daily mart untuk menentukan tata letak 
barang. Dari hasil implementasi didapatkan bahwa aturan dapat digunakan sebagai 
strategi untuk meningkatkan penjualan. 
Kajian terdahulu ketiga mengacu pada penelitian yang dilakukan oleh Larasati, 
dkk (2015). Pada penelitian ini digunakan algoritma FP-Growth untuk menentukan 
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market basket analysis pada usaha retail (studi kasus : PT.X). dari hasil 
implementasi didapatkan semakin besar minimum support dan minimum confidence 
yang dimasukkan, maka menghasilkan rule yang semakin sedikit. 
Kajian terdahulu keempat mengacu pada penelitian yang dilakukan oleh 
Kurniawan, dkk (2018). Pada penelitian ini dugunakan algoritma FP-Growth untuk 
merekomendasikan produk pada data retail penjualan produk kosmetik (studi kasus : 
MT Shop Kelapa Gading) . dari hasil implementasi didapatkan semakin rendah 
penetuan nilai confidence, maka semakin banyak rule yang terbentuk sesuai dengan 
nilai cnfidence yang di masukkan. 
Kajian terdahulu kelima mengacu pada penelitian yang dilakukan oleh Fajrin, 
dkk (2018). Pada penelitian ini digunakan algoritma FP-Growth untuk menganalisa 
pola pembelian konsumen pada data transaksi penjualan spare part motor. Dari hasil 
implementasi rule yang dihasilkan sebanyak 12 rules. 
 
3. METHODOLOGY 
 
3.1 DESIGN OPTIMIZATION SYSTEM 
 
Han, dkk., (2012) menjelaskan bahwa data mining adalah proses mencari pola yang 
menarik dan pengetahuan dari data dengan jumlah yang besar. Data bisa berasal dari database, 
data warehouse, web, dan lain-lain. Adapun tahapan data mining dapat di gambarkan seperti 
pada Gambar 1.  
 
Gambar 1. Tahapan Data Mining (Han, dkk., (2012)) 
Terdapat beberapa tahap dalam data mining antara lain : 
a. Data Cleaning : tahap meghapus data yang tidak bermakna dan tidak konsisten. 
Hiwilma Cleta Ermanti, Lisna Zahrotun, S.T., M.Cs 
Penerapan Data Mining Untuk Merekomendasikan Item Berdasarkan Pola Asosiasi 
Data Penjualan Pada KI-KHA SHOP Menggunakan Algoritma FP-Growth  
 
4                 ISSN: 2252-4274 (Print) 
                                                                                                                ISSN: 2252-5459 (Online) 
 
 
b. Data Integration (Optional) : tahap dimana data dari banyak sumber digabung menjadi 
satu. 
c. Data selection : tahap pemilihan data yang relevan dengan analisis. 
d. Data transformation : tahap penyesuaian format data ke bentuk yang dapat diterima 
dalam proses mining. 
e. Data mining : tahap penerapan algoritma untuk mengekstrak pola data. 
f. Pattern Evaluation : tahap mengidentifikasipola yang menarik direpresentasikan 
menggunakan metode evaluasi pola. 
g. Knowledge Presentation : tahap memvisualisasi dan merepresentasikan hasil kepada 
user. 
 
3.2 DESIGN PROSES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Design Proses 
 
Design proses berdasarkan Gambar 2. Dijelaskan sebagai berikut: 
1. Load Data 
Tahap load data merupakan proses awal dengan menginputkan file excel data 
penjualan di KI-KHA SHOP. 
2. Transformation data 
Tahap transformation data mengubah bentuk data numerik menjadi array list. 
3. Algoritma FP-Growth 
Dibagi menjadi 3 tahap yaitu : 
a) Pembangkitan Conditional Pattern Base 
Tahap ini didapatkan melalui FP-Tree yang telah dibangun sebelumnya. 
Pencarian Conditional Pattern Base untuk suatu item didapat dari kberadaan 
node item tersebut didalam tree dengan menelusuri dari link yang 
menghubungkan tree dan headetable yang dibuat sebelumnya. Setelah 
menemukan node tersebut, maka dapat ditelusuri node-node apa saja yang 
telah dilalui dari item sampai ke root. Node-node yang dilewati tersebut 
akan menjadi sebuah lintasan. Lintasan-lintasan tersebutlah yang akan 
menjadi Conditional Pattern Base. 
 
Load Data 
Transformation Data 
Algoritma FP-Growth 
Aturan 
Pattern Evaluation 
Knowledge Presentation 
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b) Pembangkitan Conditional FP-Tree 
Pada tahap ini support count dari setiap item pada setiap conditional pattern 
base dijumlahkan, lalu setiap item yang memiliki jumlah support count 
lebih besar sama dengan minimum support count yang akan dibangkitkan 
dengan conditional FP-Tree. 
c) Pencarian Frequent Itemset 
Pada tahap ini apabila conditional FP-Tree merupakan single path, maka 
akan didapatkan frequent itemset dengan melakukan kombinasi item untuk 
setiap conditional FP-Tree. Namun jika bukan single path maka akan 
dilakukan pembangkitan FP-Growth secara rekrusif. 
4. Aturan 
Ada 2 kondisi yang harus dipenuhi yaitu menentukan batas minimum support 
dan minimum confidence. Adapun rumus support dapat dilihat pada persamaan 
(1) dan rumus confidence dapat dilihat pada persamaan (2). 
Support (A) =
                                 
               
................(1) 
Confidence (A→B) =
                                 
                                
.....(2) 
5. Pattern Evaluation 
Lift measure adalah salah satu teknik pattern evaluation measure dan 
merupakan salah satu metode pengukuran korelasi yang sederhana (Han dkk., 
2012). Lift dignakan untuk mengukur seberapa besar korelasi antar item. 
Adapun rumus lift dapat dlihat pada persamaan (3). 
    (   )  
 (   )
 ( ) ( )
 .......................(3) 
Hasil dari pwngukuran lift adalah berupa rasio antara nilai confidence yang ada dengan 
nilai confidence yang dibaca dengan ketentuan sebagai berikut : 
a) Nilai 1 bermakna rule yang dihasilkan bersifat independen atau tidak ada korelasi 
antara item. 
b) Nilai dibawah 1 berarti item dalam rule negatif berkorelasi. 
c) Nilai diatas 1 berarti item dalam rule positif berkorelasi. 
6. Knowledge Presentation  
Pada tahap ini yaitu memvisualisasi dan merepresentasikan hasil kepada user. 
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4. RESULT RULES FROM ASSOCIATION RULE MINING 
rules yang terbentuk dari 10 data dengan minumum support count 2 dan minimum 
cofidence 0,5 atau 50% dihasilkan adalah sebagai berikut : 
   
TABLE 1.  
Hasil Rules 10 data 
 
No Item Rekomendasi Support Confidence lift 
      
1 Wahana Rainbow milo 0,6 atau 
60% 
0,867 atau 
85,7 % 
1,42 
2 Rainbow milo wahana 0,6 atau 
60% 
1 atau 100% 5 
      
3 Eltern dress Helda cream 0,2 atau 
20% 
1 atau 100% 5 
      
4 Helda cream Pompom camel 0,2 atau 
20% 
1 atau 100% 5 
   
5 
 
 
Milla dress yellow Pompom camel 0,2 atau 
20% 
1 atau 100% 5 
 
6 Pompom camel Milla dress 
yellow 
0,2 atau 
20% 
1 atau 100% 5 
 
7 
 
Eltern dress, helda 
cream 
 
Pompom camel 
 
0,2 atau 
20% 
 
0,66 atau 
66% 
 
3,3 
 
 
8 Eltern dress, 
pompom camel 
Helda cream 0,2 atau 
20% 
1 atau 100% 5 
 
9 
 
Helda cream, 
pompom camel 
 
Eltern dress 
 
0,2 atau 
20% 
 
1 atau 100% 
 
5 
      
 
Dihasilkan 9 rules dengan rata-rata nilai lift sebesar 3,853 yang berarti memiliki 
kolerasi positif. Dari hasil tersebut didapatkan lift tertinggi yaitu 5 dengan 
kemungkinan ketika membeli rainbow maka membeli wahana. Sedangkan untuk 402 
data dengan minumum support count 2 dan minimum cofidence 0,5 atau 50% 
menghasilkan 152 rules dengan nilai rata-rata lift 191,23 yang berarti item dan rules 
memiliki korelasi positif. Dari hasil 152 rules tersebut di ambil 4 rules tertinggi yaitu 
204,081 dengan beberapa kemungkinan sebagai berikut : 
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TABLE 2.  
Hasil Rules 402 data dengan 4 rules tertinggi 
 
No Item Rekomendasi Support Confidence lift 
      
1 Tas ransel SD 
hellokitty 
wahana 0,0049 
atau 0,49% 
1,0 atau 
100% 
204,081 
 
2 
 
Sepatu rajut manik 
coklat, wahana 
 
Sepatu rajut ruji 
coklat 
 
0,0049 
atau 0,49% 
 
1,0 atau 
100% 
 
204,081 
      
3 Alegra set grey, 
rasny dress marun, 
wahana 
Rainbow milo 0,0049 
atau 0,49% 
1,0 atau 
100% 
204,081 
      
4 Eltern dress, ghea 
kulot, gigan dress 
darka, milla dress 
yellow 
Helda cream 0,0049 
atau 0,49% 
1,0 atau 
100% 
204,081 
 
5. CONCLUSION 
Telah dibuat program dengan bahasa pemrograman python yang mampu menghasilkan 
rules yang mana rules tersebut dapat digunakan owner untuk merekomendasikan item kepada 
customer. 
Uji lift yang dilakukan pada program “Penerapan Data Mining Untuk Merekomendasikan 
Item Berdasarkan Pola Asosiasi Data Penjualan Pada Ki-Kha Shop Menggunakan Algoritma 
FP-Growth” menggunakan 10 data menghasilkan 9 rules dengan nilai rata-rata lift ratio 3,853 
dengan minumum support 2 dan minumum confidence 0,5. Sedangkan untuk 402 data dihasilkan 
152 rules dengan nilai rata-rata lift ratio sebesar 191,23 yang berarti  item dalam rules memiliki 
korelasi positif. Dari hasil rules tersebut didapatkan lift ratio tertinggi yaitu 204,081 dengan 
beberapa kemungkinan yaitu ketika membeli tas ransel SD hellokity maka item yang di 
rekomendasikan yaitu wahana. Ketika membeli sepatu rajut manik coklat dan wahana maka 
item yang direkomendasikan sepatu rajut ruji coklat. Ketika membeli alegra set grey, rasnya 
dress marun dan wahana maka item yang direkomendasikan rainbow milo. Ketika membeli 
eltern dress ghea kulot, gigan dress dark dan milla dress yellow maka item yang 
direkomendasikan helda cream. 
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