Abstract-Flooding is a natural disaster which has been occurring annually throughout the whole world. The disaster, such as other natural catastrophe could only be mitigated rather than it being completely solved. Runoff prediction proved to be very vital in pre-flooding management system. In recent years, Artificial Neural Network has been applied in various prediction models of hydrological system. It is proposed to model the rainfall-runoff system of Pahang River in Pekan. 
INTRODUCTION
In flood management system, a forewarning of incoming flood is indeed needed for assembling and evacuation purposes [1] . River flow forecast proved to be an important research topic in hydrologic engineering as the natural disaster of flooding has been happening for centuries [2] , [3] . Runoffs are complicated interaction between precipitation and landscape factors with storm characteristics, intensity and duration of rainfall event, geomorphology and climatic characteristic all effecting runoff response [4] thus, making the model nonlinear and hard to be represented [15] . Many of the effects of various factors mentioned are embedded in rainfall and runoff data which cover hydrology and climatologic factor [4] , [16] .
Rainfall-runoff modelling is a complex task due to its delicate hydrologic balance and mix process [1] , [3] , [5] - [7] . In this last forty years, mathematical modelling representing the stochastic structure of hydrological process has been done extensively [8] , [19] . The artificial neural network proved to be prevailing in rainfall-runoff prediction [9] - [11] , as they are cost effective [1] and offers relatively fast and flexible means of modelling [5] . It have been used increasingly in various aspects of science and engineering [18] . ANN imitates the concept of biological neuron systems [17] . It have the capability of representing complex nonlinear process relating input and output of the system of different fields [1] , [2] , [9] , [12] . Feed forward ANN is highly suitable prediction tool resulting to a very high degree of water level prediction [1] .
In neural networks, there are various optimization functions. Few of the leading algorithms are widely used, namely Bayesian Regulization and Back Propagation. For Back Propagation neural network, though it is sufficient for most of the simulations, sometimes their weights are trapped in local minima. Thus, the optimization process halt before it have reached local minimum [5] . The network stuck and early stopping of network training occurs. Whereas for neural network with Bayesian Regulization, time for simulation are usually higher as the particles are late to achieve convergence [22] . This happens especially when the data range are wide in size. This results into longer simulation time. Thus, to achieve successful simulation with less time, some opted to train neural network with another learning algorithm. .
Particle swarm optimization can be applied in many various optimization problem [12] , [13] with even in the most complex circumstance in medical domain; heart disease and breast cancer [14] . One of the most significant advantages of PSO is its simplicity [1] , [2] , [5] . PSO is basically starts with a group of random particles (solutions) which have their own random position and velocities. A search for optima through a series of iteration was done with the particles flown through the hyperspace looking for potential solutions. The learning process of the particles is done referring to its own experience and other particle's experience. Each particle has its best fitness position in the hyperspace, noted by the term personal best. The overall best value of the population is noted by global best. In the state of iteration, each particle moves in accordance to personal best and global best with new velocity term for each particle based on the distance from the personal best and global best former position. The personal best and global best velocities are randomly weighted to produce new velocity value for the particle [5] .
In the search of global optimization, there are various test function exists. On this study, Ackley's function was selected. Ackley's function has the strength of analytical expression with moderate complexity [20] . Originally proposed by Ackley [21] , it has been extended to arbitrary dimensionality. This function is suitable for wide region analysis and data, with combined exploratory and exploitative components. Its optimization function forms a shape of a single funnel, and widely relevance for real world application due to its free energy hyper surface which is considered to be similar, but less symmetric. [20] .
This study is done to show rainfall-runoff can be model by neural network with PSO as learning algorithm. The best configurations for PSO were obtained throughout.
II. STUDY AREA Besides Kelantan and Terengganu, the state of Pahang is one of the three states which are situated at the east coast of Malaysia. With Sungai Pahang is situated in the state of Pahang, the watercourse flows through 6 different districts before it goes into South China Sea. Pahang River is the longest river in Peninsular Malaysia with 459km covered all along the river flow.
As east coast of Malaysia are cornered by the sea and have rivers flowing, heavy rains during northeast monsoon increases the water level, thus making the place flood prone. 
A. Artificial Neural Network
Multilayer Perceptron (MLP) is a form of Artificial Neural Network (ANN). They consist of three instrumental parts namely input layer, hidden layer and output layer. In between these layers there are interconnecting weights. There are also additional weights, which are known as biases. Biases are values which are added at nodes except input node during feedforward phase. (1) Equation (1) is the sigmoid function for Multilayer Perceptron (MLP), where g(x) is the activation of particular receiving node, and x is the sum of prduct of emitting nodes. 
B. Particle Swarm Optimization
PSO is basically initialized with a group of random particles (solutions) which have their own random position and velocities. A search for optima through a series of iteration was done with the particles flown through the hyperspace looking for potential solutions. The learning process of the particles is done referring to its own past experience and other particle's former experience. Each particle has its best fitness position in the hyperspace, noted by the term personal best. The overall best value of the population is noted by global best. In the state of iteration, each particle moves in accordance to personal best and global best with new velocity term for each particle based in the distance from the personal best and global best position. The personal best and global best velocities are randomly weighted to produce new velocity value for the particle [5] 
Equation (3) 
C. Evaluation
Results were determined by comparing the cost function value. The cost function of the output is Ackley function. 
IV. EXPERIMENTAL RESULTS
Artificial Neural Network models were trained by the equation of Particle Swarm Optimization. There are 2 parameters to be investigated, namely maximum number of iteration and optimum number of particles. The maximum numbers of iteration were set as 300, 350, 400 and 450. The performance of the output were recorded and compared. The numbers of particles were set as 3, 6 and 10 numbers of particles in the hidden neuron. The value of 1 c and 2 c was also amongst the set of parameters under study. The values were set from 1.9 until 2.2. The time of executions were obtained and recorded.
A. Maximum Number of Iteration
The numbers of iteration were tested from 300 until 450. The global best ( 1 c ) and personal best ( 2 c ) were both set at the value of 2. The numbers of particles in hidden layer were set as 10. Table 1 shows the result of objective value with varying number of maximum iteration. As the number of maximum iteration increases, the objective cost function value decreases. Lowest global best function value was determined on 450 number of iteration. The highest global best function value was recorded on 300 number of iteration. The time of execution was on the minimum level.
B. Number of particles in hidden layer
The numbers of particle tested were 3, 6 and 10 number of particles. The global best ( 1 c ) and personal best ( 2 c )
were both set at the value of 2. The maximum numbers of iteration were placed at 450. Table 2 display the objective value result for different number of particles in the hidden layer. The numbers of particle tested were 3, 6 and 10 numbers of particles. 6 numbers of particles in the hidden layer give the lowest function cost value with global best function value 2.4869e-014. 3 numbers of particle show highest value of cost objective function with global best function value 9.5135e-011. It is shown that Artificial Neural Network can model rainfall-runoff model by using Particle Swarm Optimization as the learning algorithm. As PSO algorithm only comprises of particle position and velocity update to achieve optimum global best 1 c and personal best 2 c , least time of simulation has been acquired. The simplicity of the equation helps prevents the training from early stopping.
C. Constant for global best (

