Abstract. We prove some Schur positivity results for the chromatic symmetric function X G of a (hyper)graph G, using connections to the group algebra of the symmetric group. The first such connection works for (hyper)forests F : we describe the Schur coefficients of X F in terms of eigenvalues of a product of Hermitian idempotents in the group algebra, one factor for each edge (a more general formula of similar shape holds for all chordal graphs). Our main application of this technique is to prove a conjecture of Taylor on the Schur positivity of certain X F , which implies Schur positivity of the formal group laws associated to various combinatorial generating functions. We also introduce the pointed chromatic symmetric function X G,v associated to a rooted graph (G, v). We prove that if X G,v and X H,w are positive in the generalized Schur basis of Strahov, then the chromatic symmetric function of the wedge sum of (G, v) and (H, w) is Schur positive.
Introduction
Let G be a finite simple graph with vertices V and edges E. A coloring of G is a function κ : V → N, and κ is proper if (v, w) ∈ E implies κ(v) = κ(w).
Definition 1.1 ([9]
). The chromatic symmetric function of G is the formal power series
where κ runs over proper colorings of G and x κ = v∈V x κ(v) .
The more classical chromatic polynomial χ G (k) can be recovered as X G ( k 1, . . . , 1, 0, 0, . . .). Being a symmetric function, X G is a linear combination of Schur functions, and the question we are concerned with here is when these coefficients are nonnegative, i.e. when X G is Schur positive. We will often say "G is Schur positive" to mean that X G is Schur positive.
The best-known result of this type is due to Gasharov: if P is a (3 + 1)-free poset (does not contain the disjoint union of a 3-chain and a 1-chain as a subposet), and G is its incomparability graph (the graph on P with an edge (x, y) whenever x and y are incomparable in P ), then X G is Schur positive [3] . Stanley and Stembridge conjectured a stronger claim, that such X G are positive in the basis of elementary symmetric functions, and this conjecture remains open [12] .
Let Λ be the ring of symmetric functions over C, and C[S n ] be the complex group algebra of the symmetric group S n . Write cyc(σ) for the cycle type of σ ∈ S n , i.e. the partition of n whose parts are the lengths of the cycles of σ. Lemma 1.3 is most familiar in the case when α is central. The Frobenius characteristic ch : Z(C[S n ]) → Λ is a linear isomorphism sending the characters of S n to the Schur functions of degree n, and the eigenvalues of α ∈ Z(C[S n ]) are essentially the same as the Schur coefficients of ch(α). We will apply Lemma 1.3 to α which are usually not central, but which have nice factorizations that sometimes let us deduce nonnegativity of their eigenvalues using standard linear algebra techniques.
In particular, given a forest F with vertex set [n] def = {1, 2, . . . , n} and edge set E, define the operator
where the product is taken in some unspecified linear order. Theorem 1.4 (cf. Theorem 2.5). Let F be a forest. Then ch(α F ) = X F , regardless of the choice of edge ordering used to define α F .
This theorem can be generalized: in Section 2 we will see that there is a partition E 1 , . . . , E q of the edges of any chordal graph G with the property that α G = n! Example 1.5. The operator 1 − (i j) is positive semidefinite with respect to the Hermitian inner product on C[S n ] having S n as an orthonormal basis. Thus, if P 3 is the path with edges (1, 2), (2, 3) , then α P3 = (1 − (1 2))(1 − (2 3)) is the product of two positive semidefinite operators, and therefore has nonnegative eigenvalues [5, Corollary 7.6.2] . It follows from Lemma 1.3 and Theorem 1.4 that P 3 is Schur positive.
Our main application of this technique will be to prove a conjecture of Taylor [14] on the Schur positivity of certain path-like hypergraphs G (Section 2.3). Taylor showed that this conjecture would imply the Schur positivity of the formal group law f (f −1 (x 1 ) + f −1 (x 2 ) + · · · ) associated to the generating function f (x) = n a n x n of various interesting families of combinatorial objects.
The wedge sum G ∨ H of two graphs G and H with distinguished vertices v and w is their disjoint union modulo the identification of the two distinguished vertices. In Section 3 we define the pointed chromatic symmetric function X G,v ∈ Λ[t], and show it has the following properties.
• The Λ-linear function defined by
• If X G,v and X H,w expand nonnegatively in the pointed Schur basis of Λ[t] (called the generalized Schur basis in [13] ), then G ∨ H is Schur positive. Example 1.6. We will show that X Pn,1 is pointed Schur positive, as is X C,v where C is a cycle graph. Thus any graph is Schur positive.
In Section 4 we investigate the expansion of X G,v in a pointed analogue of the elementary symmetric functions. Pointed e-positivity of X G,v implies e-positivity of X G , and we describe a version of the Stanley-Stembridge conjecture for pointed chromatic symmetric functions.
Our analysis of pointed chromatic symmetric functions will again rely on representation theory. Up to predictable positive scalars, the eigenvalues of some β in the center Z(C[S n ]) of C[S n ] are also the coefficients of β in the basis of characters, or the Schur coefficients of ch(β). Now let
) turns out to be commutative and semisimple, so by Wedderburn's theorem it again has a distinguished basis of "generalized characters". Strahov [13] defined an analogue ch
of the Frobenius characteristic, and defined the pointed Schur functions mentioned above as the images of the generalized characters under ch ′ . The pointed chromatic symmetric function X F,v is ch
, and the eigenvalues of β are essentially the pointed Schur coefficients of ch ′ (β).
Chromatic operators
2.1. Forests. The following lemma of Dénes provides the basic connection between trees and permutation factorization which we will exploit.
the product being taken in any order, is an n-cycle if and only if G is a tree.
Proof. See [7, §2] , or Lemma 2.26 below.
Write type(G) for the partition whose parts are the sizes (number of vertices) of the connected components of G. Recall that cyc(σ) is the partition consisting of the lengths of the cycles of σ.
Stanley showed how to expand X G in the power sum basis of Λ. Given S ⊆ E(G), let G S be the graph with vertex set V (G) and edge set S.
Definition 2.4. Given a forest F with vertex set [n] and a linear ordering π of its edges, define the associated chromatic operator
where the product is taken in the order prescribed by π.
The dependence on π will often be unimportant, in which case we write α F . Corollary 2.2 and Theorem 2.3 immediately give: Theorem 2.5. ch α F,π = X F for any edge ordering π of a forest F .
If G is not a forest, then ch α G,π usually does not equal X G , and may depend on the choice of π. For instance, if G is a length 4 cycle with the two edge orderings π = ((1, 2), (2, 3) , (3, 4) , (4, 1) ) and π ′ = ((1, 2), (3, 4) , (2, 3) , (4, 1)), then ch α G,π = ch α G,π ′ . We now recall a little representation theory of finite groups. Let Γ be a finite group. The center Z(C[Γ]) consists of the conjugation-invariant elements of C[Γ], so has a natural basis { g∈C g} where C runs over the conjugacy classes of Γ. On the other hand, because C[Γ] is a semisimple ring, Wedderburn's theorem says that Z(C[Γ]) has a unique (up to ordering) basis of idempotents adding to 1, which are necessarily orthogonal (distinct idempotents multiply to 0). Explicitly, these idempotents are ε χ def = χ(1) |Γ| g χ(g)g where χ runs over the irreducible characters of Γ. The group algebra C[Γ] decomposes as a direct sum χ (V χ ) ⊕χ (1) , where V χ is the irreducible module with character χ, and multiplication by the idempotent ε χ is the unique Γ-equivariant projection onto (V χ ) ⊕χ (1) . In the case Γ = S n , symmetric functions appear because the transition matrix between the conjugacy class basis and idempotent basis described above is the transition matrix between rescalings of the power sum basis and Schur basis. More specifically, the Frobenius characteristic ch :
χ λ (1) ε λ to s λ ; here and below we abbreviate ε χ λ to ε λ and
Proof. As described above, ε λ is a projection onto the irreducible representation V λ , so tr(α| V λ ) = tr(αε λ ). To see that this equals n![s λ ] ch(α), it suffices by linearity to assume α ∈ S n . Now tr(α| Proof. The irreducible representations of S n are defined over R and α ∈ R[S n ], so the eigenvalues of α| V λ come in complex conjugate pairs. By the positive semistability assumption, their sum is nonnegative, and this sum is tr(α|
For our purposes, Theorem 2.5 allows us to work with any convenient edge ordering. We conjecture that the spectrum of α F,π does not depend on π, and that there is a nice family of forests with positive semistable chromatic operators. The number of forests on n vertices whose chromatic operator is positive semistable is f n−1 , where f n is the nth Fibonacci number (using the convention that
The eigenvalues of α F ⊔G are the disjoint union of the eigenvalues of α F and of α G , so α F is positive semistable if and only if α C is for all connected components C of F . Figure 2 .1 shows the other trees T on at most 10 vertices for which α T is positive semistable, omitting the paths for brevity (α P is positive semistable for any path P , as per the proof of Theorem 2.30).
We have checked part (b) of Conjecture 1 up to 10 vertices. In general the operators α F,π for different π are not similar to each other, and need not have the same minimal polynomial. For instance, if F = P 4 is the length 4 path with two edge orderings π = ((1, 2), (2, 3), (3, 4) ) and π ′ = ((1, 2), (3, 4) , (2, 3)), then α P3,π ′ is diagonalizable while α P3,π is not. For α ∈ C[S n ], let [1] α denote the coefficient of the identity permutation in α. Conjecture 1(a) would follow from the more combinatorial conjecture that [1] α k F,π is independent of π for every positive integer k (or just k ≤ n!). Indeed, for α ∈ C[S n ] one has tr(α) = n! [1] α, so the numbers n![1]α k F,π are the power sum symmetric functions p k evaluated on the eigenvalues of α F,π . These numbers determine the elementary symmetric functions e k evaluated on the eigenvalues of α F,π , which are the coefficients of the characteristic polynomial of α F,π (up to a predictable sign). This combinatorial conjecture holds when k = 1, 2: Lemma 2.1 implies that
F,π is the number of matchings of the forest F . It appears that more generally, the symmetric function ch(α k F,π ) is independent of π, although it need not be monomial-positive for k > 1.
Chordal graphs.
In this section we note that the product definition of α F (Definition 2.4) can be generalized to a broader class of graphs. Put a total ordering on the edges of G. A circuit of G is the set of edges in a cycle, and a broken circuit is a circuit minus the edge with the largest label. The broken circuit complex B G of G is the collection of all sets of edges which contain no broken circuit of G.
Definition 2.8. The join of two simplicial complexes ∆ 1 and ∆ 2 is the complex
A complex ∆ factors completely if it is the join of zerodimensional complexes.
Example 2.9. Take G to be the complete graph K 3 , with edges a < b < c. There is one broken circuit, namely {a, b}, and the broken circuit complex B K3 is the simplicial complex with groundset {a, b, c} and facets {a, c}, {b, c}. This complex factors completely: it is the join {{c}} * {{a}, {b}}.
Stanley gave the following alternative formula for X G in terms of power sums.
Proof. If S ∈ B G , then G| S is a forest, given that if S contained a circuit it would contain a broken circuit. Corollary 2.2 then implies that
Thus ch maps n! S∈BG (−1)
Example 2.12. Since B K3 factors completely as {{(2, 3)}} * {{(1, 2)}, {(1, 3)}}, we can write X K3 as the image under ch of
Finally, there is a nice characterization of the graphs whose broken circuit complex factors completely.
Theorem 2.13 ([1]).
The broken circuit complex B G factors completely if and only if G is chordal, i.e. has no induced cycles of size larger than 3.
Hyperforests.
Definition 2.14. A hypergraph is a pair (V, E) where V is a set and E ⊆ 2 V \ {∅}.
We think of hypergraphs as graphs whose edges may contain more than two vertices.
Definition 2.15 ([10], §3.3).
A coloring of a hypergraph G = (V, E) is again a function κ : V → N, and κ is proper if |κ(e)| > 1 for all e ∈ E with |e| > 1. That is, there are no monochromatic edges under κ except perhaps singletons. The chromatic symmetric function of G is again X G = κ x κ where κ runs over proper colorings of G.
As pointed out in [10] , one might at first want to a define a proper coloring of a hypergraph G to be proper if κ(v) = κ(w) whenever v = w are contained in a common edge, but this would lead to nothing new: such colorings are simply proper colorings of the graph on V with an edge (v, w) whenever v, w are contained in a common edge of G. Definition 2.17. The line graph of a hypergraph G is the graph L(G) with vertex set E(G), and an edge (e, e ′ ) if and only if e ∩ e ′ = ∅ for distinct edges e, e ′ ∈ E(G).
Example 2.18. Suppose G is a linear interval hypergraph, meaning that L(G) is a disjoint union of paths and if e, e ′ ∈ E(G) are distinct, then |e ∩ e ′ | ≤ 1. Then G is edge 2-colorable. By contrast, the graph G with edges {1, 2}, {1, 3}, {1, 4} has L(G) = K 3 , and is not edge 2-colorable.
Taylor conjectured that linear interval hypergraphs are Schur positive [15, Conjecture B] . In this section we prove Taylor's conjecture, and more generally that edge 2-colorable hyperforests are Schur positive-the hypergraph with edges {1, 2, 3}, {1, 1
′ }, {3, 3 ′ } being an example of an edge 2-colorable hyperforest which is not a linear interval hypergraph. Once we check that the machinery of §2.1 still works for hypergraphs, the proof will be essentially the short argument of Example 1.5. Definition 2.19. A path in a hypergraph is a sequence v 1 , e 1 , v 2 , e 2 , . . . , v k , e k , v k+1 where the v i are vertices and the e i are edges with v i ∈ e i ∩ e i−1 , all entries in the sequence are distinct except perhaps that v k+1 = v 1 , and k > 1. If v 1 = v k+1 then the path is a cycle. A hypergraph with no cycles is a hyperforest, and a connected hyperforest is a hypertree.
Example 2.20. The hypergraph G with edges e 1 = {1, 2, 3} and e 2 = {2, 3, 4} is not a hypertree even though L(G) is a tree, because it contains the cycle 2, e 1 , 3, e 2 , 2.
Lemma 2.21. If T is a hypertree on [n] and Σ ⊆ S n is a collection of cycles whose supports are exactly the edges of T , then e∈Σ σ is an n-cycle, regardless of the order in which the product is taken.
Proof. Any hypertree has a leaf, as can be seen using the same argument one would use for a tree: starting at an arbitrary vertex and trying to follow a path for as long as possible, we are eventually forced to repeat a vertex or edge that has already been used; in the former case we have found a cycle, and in the latter we have found a leaf.
So, let v be a leaf of T . Form a new hypergraph T ′ by removing v from V (T ) and from the edge {v 1 , . . . , v k , v} it was in, and deleting the modified edge if it becomes a singleton. Evidently T ′ is still a hyperforest, and is connected because v was a leaf. Write the product of cycles associated to T as σ(v 1 · · · v k v)τ where σ and τ are products of cycles. By induction,
Since ρ is an (n−1)-cycle with support containing τ
Corollary 2.22. If F is a hyperforest and Σ is a collection of cycles with supports E(F ), then cyc σ∈Σ σ = type(F ). The power sum expansion of X G for hypergraphs can be described in exactly the same way as for graphs.
|S| p type(GS) for any hypergraph G.
Definition 2.24. Given e ⊆ [n], let
where σ runs over all cycles in S n with support e. Given a hyperforest F on [n] and an ordering π of its edges, define the hyperforest operator
with the product being taken in the order dictated by π.
Example 2.25. If F has vertices {1, 2, 3, 4} and edges {1, 2, 3} and {3, 4}, then
Lemma 2.26. ch α F,π = X F for any edge ordering π of a hyperforest F .
Proof. α F,π is the sum over all subsets S = {e 1 < · · · < e p } ⊆ E(F ) of the expressions
where σ 1 , . . . , σ p range over the cycles with supports e 1 , . . . , e p . By Corollary 2.22, the image under ch of (1) is
The lemma now follows by Theorem 2.23.
In what follows, we consider C[S n ] as an inner product space by taking the elements of S n to form an orthonormal basis, writing (·, ·) for the inner product.
Proposition 2.27. Viewed as the operator x → αx, the adjoint of α ∈ C[S n ] is α * .
Proof. It suffices to check that the adjoint of σ ∈ S n is σ −1 , which follows from the computa-
Lemma 2.28. For any e ⊆ [n], the operator α e is positive semidefinite.
Proof. Using, say, the Murnaghan-Nakayama rule, one can obtain the explicit expansions
where f λ = χ λ (1) is the number of standard Young tableaux of shape λ. These expansions make it clear that |e|! ch(α e ) = p |e| 1 − p |e| is Schur positive, and since α ∈ Z(C[S n ]), this implies α e has nonnegative eigenvalues. Proposition 2.27 shows that α e is Hermitian, so it is positive semidefinite.
Remark 2.29. The proof of Lemma 2.26 actually shows that ch(α F,π ) = X F holds for any choice of α e = 1 − σ c σ σ where σ ranges over cycles with support e and σ c σ = 1. For our applications we want α e to be positive semidefinite, and we made the choice of α e we did because it allows for the proof of Lemma 2.28 given above, which seems natural in our setting. However, it is worth noting that a more direct computation will show that 1 − We can now prove one of the main theorems of this section. Suppose f (x) is a formal power series over a field with f (0) = 0 and f ′ (0) = 0, so that the compositional inverse f −1 (x) exists as a formal power series. The formal power series
. ., although it may lie in the completion of Λ rather than Λ itself.
Taylor [14] showed that if f (x) is the exponential or ordinary generating function of an appropriate family of combinatorial objects-more precisely, of a species equipped with an operation satisfying certain axioms-then
is an explicit positive linear combination of chromatic symmetric functions X H for some hypergraphs H. These hypergraphs often turn out to be linear interval hypergraphs, so that the associated formal group law is Schur positive by Theorem 2.30. The next theorem records some such cases.
Theorem 2.31. If a n counts any of the following, the formal group law associated to the ordinary generating function If f is the exponential generating function of a contractible species, then there is again an expression f
The H appearing in the sum are not always edge 2-colorable hypertrees, but in the cases (a ′ ), (b ′ ), and (c ′ ) they are linear interval hypergraphs. Since this fact is not explicitly mentioned in [14] , we verify it here, although nothing in the rest of the paper relies on the present theorem. We use the descriptions of the relevant hypergraphs H from, respectively, §3. 4 Let P be a finite poset with minimum and maximum elements. Define I ′ (P ) to be the set of non-singleton intervals U = [a, b] ⊆ P such that if p ∈ P \ U and u ∈ U , then p ≤ u if and only if p ≤ a, and p ≥ u if and only if p ≥ b. Let I(P ) be the set of elements of I ′ (P ) which are minimal under containment. Then H can be taken to run over a set of hypergraphs whose edge sets have the form I(P ) [14, §3.5] .
Suppose H is such a hypergraph. Let us first see that |e ∩ e ′ | ≤ 1 for distinct e, e ′ ∈ E(H).
. It suffices to consider the following two cases.
• Finally, suppose f (x) = ∞ n=0 a n b n x n n! is the Hadamard product of two of the exponential generating functions described above. As described in [14, §5] , there is an expression
|V (H)|! X H where H runs over hypergraphs with edge sets of the form E(H 1 ) ∩ E(H 2 ), with H 1 and H 2 being two hypergraphs of the types described in (a ′ ), (b ′ ), or (c ′ ). We saw that such H 1 and H 2 are linear interval hypergraphs, which implies H is.
Pointed chromatic symmetric functions
A pointed graph is a pair (G, v) with v ∈ V (G). Write type 
Example 3.2. If G = P 2 = , then
The wedge sum (G, v) ∨ (H, w) is the pointed graph obtained from G ⊔ H by identifying v and w, with v = w as the distinguished vertex. The next proposition is analogous to the fact that X G⊔H = X G X H . Proposition 3.4. X G∨H,v = X G,v X H,w for any pointed graphs (G, v) and (H, w).
Proof. For subsets S ⊆ E(G) and S
where λ ∪ µ is the partition whose parts are the parts of λ together with the parts of µ.
Pointed chromatic symmetric functions satisfy a deletion-contraction recurrence. Given e ∈ E(G), let G \ e be the graph obtained from G by deleting the edge e, and G/e the graph obtained by contracting it.
Proof. In Definition 3.1, sum separately over those sets S ⊆ E(G) in which e does not appear and those in which it does. These two sums are, respectively, X G\e,v and −tX G/e,v . To be precise, the second sum is −tX G/e,v where G/e is considered as a multigraph-for instance, if e = (v, w) and G contains a triangle (v, w), (u, v), (u, w) ∈ E(G), then the edge (u, v) appears twice in G/e. However, one can check by inclusion-exclusion that if H is a multigraph and H ′ is its underlying graph, then Proof. Induct using the deletion-contraction recurrence. The base case is when v is an isolated vertex, in which case X G,v = X G ∈ Λ is monomial-positive.
Given Corollary 3.6, it would be interesting to find a combinatorial description of the monomial expansion of X G,v .
Our goal in the rest of this section is to prove that if X G,v and X H,w are positive in the pointed Schur basis, then X G∧H,v is Schur positive. Defining this basis and proving the necessary lemmas requires a small detour into representation theory. For v ∈ [n], let Z n,v be the centralizer of C[S n−1 ] in C[S n ], where we identify S n−1 with the subgroup of S n fixing v.
Lemma 3.7 ([16], Theorem 2.1)
. Every x ∈ R[S n ]∩Z n,v is Hermitian, and Z n,v is a semisimple commutative algebra.
Being semisimple, Wedderburn's theorem says that the algebra Z n,v has a unique basis of orthogonal idempotents which add to 1. These idempotents can be described as follows. Given a part i of λ ⊢ n, let λ ↓i be λ with one copy of i replaced by i − 1 (or deleted if
The ε λ,i lie in Z n,v and are again idempotents, and one can show that i∈λ ε λ,i = ε λ (this is basically the branching rule for restricting representations from S n to S n−1 ), which implies that they are the basis of primitive orthogonal idempotents of Z n,v . The next two definitions are due to Strahov [13] . 
Definition 3.9. The pointed Schur function associated to λ ⊢ n and i ∈ λ is
Pointed Schur functions form a basis of Λ[t] because the idempotents ε λ,i form a basis of Z n,v . Note that s λ,i has degree |λ| − 1.
Thus,
Letting z λ be the size of the centralizer of a permutation of cycle type λ (so there are n!/z λ permutations in S n of cycle type λ), one verifies similarly that the number of permutations σ ∈ S n with cyc − n (σ) = λ is (n − 1)!/z λ . Applying this fact, and breaking up the sum (2) according to the size k of the cycle containing n,
Here sgn(λ) = (−1) n−ℓ(λ) is the sign of a permutation of cycle type λ. The lemma now follows from the symmetric function identity λ⊢m sgn(λ)
Let S X be the group of permutations of a set X, and let [a, b]
Proof. It suffices to assume α ∈ S n and β ∈ S [n,n+m−1] , in which case the proposition follows from the identities Proof. Using Proposition 3.11 and the fact that ch = ψ • ch v ,
By Lemma 2.6, it is enough to show that tr((ε λ,i •ε µ,j )ε ν ) is nonnegative for all ν ⊢ |λ|+|µ|−1. Now,
Since the characters of S n are real-valued, Lemma 3.7 shows that ε λ,i and ε µ,j (and of course ε ν ) are Hermitian. Being idempotent, they are therefore positive semidefinite, as is ε µ,j ε ν since ε ν is central. It follows that ε λ,i ε µ,j ε ν has nonnegative eigenvalues and that the sum (3) is nonnegative.
We now come to the main result of this section. Proof. It is clear from the definitions that ψ(X G∨H,v ) = X G∨H . Since X G∨H,v = X G,v X H,w by Proposition 3.11, the theorem follows from Lemma 3.12.
In Section 4 we will obtain explicit expressions for pointed chromatic symmetric functions of paths (when the distinguished vertex is a leaf) and cycles, which in particular will be pointed Schur positive. Even without such expressions we can obtain a stronger result for paths than pointed Schur positivity. First, a lemma analogous to Lemma 2.6.
n! rank(ε λ,i ) tr(αε λ,i ). Proof. First suppose α ∈ Z n,v . Since the ε λ,i are commuting orthogonal idempotents spanning Z n,v , the coefficient of ε λ,i in α is tr(αε λ,i )/ rank(ε λ,i ). By definition of s λ,i , this coefficient is equal to
On the other hand,
Therefore the lemma holds by applying the previous paragraph to β.
Theorem 3.15. Let G be a graph on [n, n + m − 1] and P the path on [n], both with distinguished vertex n. If X G,n is pointed Schur positive, then X G∨P,1 is also pointed Schur positive
Proof. Let β ∈ Z [n,n+m−1],n be such that ch n (β) = X G,n . Define
Observe that (n+m−1)! n! ch 1 (AβB) = X G∨P,1 (cf. Lemma 2.1). By Lemma 3.14, it suffices to see that tr(ε λ,i AβB) ≥ 0 for each idempotent ε λ,i ∈ Z n+m−1,1 .
Both A and B are positive semidefinite, being the product of commuting positive semidefinite operators. Both ε λ,i and β are also positive semidefinite: they are Hermitian by Lemma 3.7, ε λ,i is an idempotent, and β has nonnegative eigenvalues because ch n (β) = X G,n is pointed Schur positive (applying Lemma 3.14). Now consider two cases: [2,n] ] while ε λ,i is in Z n+m−1,1 , the centralizer of S [2,n+m−1] . Therefore both Aβ and Bε λ,i are positive semidefinite, so (Aβ)(Bε λ,i ) has nonnegative trace.
• n even: Here β and B are both in C[S [2,n] ], so commute with ε λ,i . In fact, B is in C[S [2,n−1] ], so it also commutes with β. Therefore βBε λ,i is positive semidefinite, so A(βBε λ,i ) has nonnegative trace.
Taking G to be a single vertex shows that X Pn,n is pointed Schur positive. As another example, X C,v is pointed Schur positive where C is a cycle graph (Theorem 4.8), so any graph is pointed Schur positive at the leaf, and any graph is Schur positive.
The commutativity and semisimplicity of Z n,v arise from the fact that the branching rule for restricting irreducible representations from S n to S n−1 is multiplicity free, and is key in Vershik and Okounkov's approach to S n representation theory [16] . When restricting to S n−k with k > 1, multiplicities can appear, and the centralizer of C[S n−k ] is no longer semisimple. On the other hand, irreducible restrictions restricted to S n−2 ×S 2 are multiplicity-free; indeed, the coefficient of
, which is 0 or 1 when |µ| ≤ 2. To get an analogue of a pointed chromatic symmetric function in this setting, we would choose two distinguished vertices v, w and record two partitions (for each subset of edges): the unordered list of sizes of the connected components not containing v or w, and the unordered list of the sizes of the 1 or 2 components containing v and w. However, it is unclear whether the product of two of these symmetric functions would have a nice interpretation in the same way that the product of pointed chromatic symmetric functions relates to wedge sum.
Pointed chromatic symmetric functions of particular graphs
In this section we give formulas for pointed chromatic symmetric functions of complete graphs, cycle graphs, and paths (with the distinguished vertex being a leaf in the last case). These formulas will be positive in a pointed analogue of the basis of elementary symmetric functions {e λ }. Pointed elementary symmetric functions will themselves be pointed Schur positive, so this is a stronger property than pointed Schur positivity. We will take e 0,0 to be 0. By α \ i we mean α with, say, the first instance of i deleted-but we only use this notation in cases where the order of the parts of α\ i is not relevant. Likewise, we use α ∪ i to mean α with a part i added, and again the position in which i is added will never be relevant. Proof. Say λ ⊢ n−1 and µ ⊢ m. Viewing ε λ ∈ C[S n−1 ] as a member of C[S n ], we have ch n (ε λ ) = ch(ε λ ) = s λ . By Proposition 3.11, s λ s µ,j = ch n (ε λ • ε µ,j ). Up to multiplication by positive scalars, the pointed Schur coefficients of ch n (ε λ •ε µ,j ) are the numbers tr(ε ν,k (ε λ •ε µ,j )) for ν ⊢ n+m−1, as per Lemma 3.14. But we already showed that these traces are nonnegative in the proof of Lemma 3.12. Recall from Example-Lemma 3.10 that e n,n = n k=1 (−t) k−1 e n−k . Equivalently,
Proposition 4.4. te λ,i = e λ − e λ ↑i ,i+1 = e λ∪1,1 − e λ ↑i ,i+1 for any partition λ and i ∈ λ, where λ ↑i is the partition obtained from λ by replacing one copy of the part i with i + 1.
Proof. We need to see that te i,i = e i − e i+1,i+1 . By (4), this is equivalent to the identity
Proof. Since ψ is a map of Λ-modules, it suffices to check that ψ(e n,n ) = ne n . Indeed,
and Newton's identity says that this equals ne n .
In particular, if X G,v is pointed e-positive, then X G = ψ(X G,v ) is e-positive.
4.1.
Complete graphs. Let K n be the complete graph on [n], and let K(n, k) be K n with the edges (1, n), (2, n), . . . , (k, n) removed. Thus, K(n, 0) = K n , while K(n, n − 1) is K n−1 plus the isolated vertex n.
Theorem 4.6. X Kn,n = (n − 1)!e n,n .
Proof. Letting e be the edge (k+1, n), we have K(n, k)\e = K(n, k+1) and K(n, k)/e = K n−1 . By the deletion-contraction recurrence (Lemma 3.5),
We have X K(n,n−1),n = X Kn−1 , which is easily verified to be (n − 1)!e n−1 , and by induction X Kn−1,n−1 = (n − 2)!e n−1,n−1 . Thus
which is (n − 1)!e n,n by Proposition 4.4.
4.2.
Paths. Let
Stanley [9, Proposition 5.3] showed that
for the multiplicity of the part i in λ, and m(λ) for the list of multiplicities. The number of permutations of the list λ is then the multinomial coefficient
, and
Proof. The deletion-contraction recurrence applied to the edge (n − 1, n) of P n gives
where we set X P0,0
Using equation (4), this formula for G(z) gives
From this generating function we see that the coefficient of e λ,i in X Pn,n (where n = |λ|) is
where α runs over compositions of n. This is equivalent to the formula given in the statement of the theorem.
It is often the case that X Pn,v is pointed Schur positive when v is not a leaf, but we have no general classification of when this happens. We originally conjectured that X Pn,k is pointed Schur positive if and only if one of k and n − k + 1 is odd, together with the exceptional cases that X P4,2 is pointed Schur positive and X Pn,2 is (apparently) not for n ≥ 3. This holds for n ≤ 17, but X P18,4 is not pointed Schur positive.
4.3.
Cycles. Let C n be the cycle graph on [n], with edges (1, 2), (2, 3) , . . . , (n−1, n), (n, 1). In particular, C 1 is a vertex with a loop attached, and C 2 is a pair of vertices with two edges between them. Definition 3.1 still makes sense when G has loops or multiple edges, and gives X C1,1 = 0 and X C2,2 = p 1 − t. We define X C0,0 def = 0. 
Note that the only difference between expression (7) for X Cn,n and expression (5) for X Pn,n in Theorem 4.7 is that j∈λ\i j−1 is replaced by j∈λ j−1. Thus, Theorem 4.8 asserts that the linear map Λ[t] → Λ[t] sending e λ,i to (i − 1)e λ,i maps X Pn,n to X Cn,n .
Proof of Theorem 4.8. Let H(z) = ∞ n=2 X Cn,n z n . The deletion-contraction recurrence gives X Cn,n = X Pn,n − tX Cn−1,n−1 (8) for n ≥ 2. Thus, H(z) = ∞ n=2 X Pn,n z n − tzH(z), and solving for H(z) and applying Guay-Paquet [4] showed that if G is the incomparability graph of a (3 + 1)-free poset, then X G is a convex combination of X H for some unit interval graphs H. In particular, to prove the e-positivity of incomparability graphs of (3 + 1)-free posets conjectured by Stanley and Stembridge, it would suffice to prove it for unit interval graphs. By Lemma 4.5, this conjecture would imply the e-positivity of X G(m) and hence the StanleyStembridge conjecture. It holds for n ≤ 7. One can use the deletion-contraction recurrence to obtain various recurrences for X G(m),1 , but these recurrences do not a priori preserve pointed e-positivity, and the ones we have found have the drawback of either requiring us to broaden our class of graphs, or of passing through some X G(m),v for v = 1. It is worth noting that G(m) is a chordal graph, so the tools of §2.2 apply, although we do not know whether these tools are useful for understanding the e-expansion of X G(m) .
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