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ABSTRACT
We address the problem of building a manifold in order to represent
a set of geometrically transformed images by selecting a good com-
mon sparse approximation of them with parametric atoms. We pro-
pose a greedy method to construct a representative pattern such that
the total distance between the transformation manifold of the represen-
tative pattern and the input images is minimized. In the progressive
construction of the pattern we select atoms from a continuous dictio-
nary by optimizing the atom parameters. Experimental results suggest
that the representative pattern built with the proposed method provides
an accurate representation of data, where the invariance to geometric
transformations is achieved due to the transformation manifold model.
Keywords— Manifold learning, pattern transformation manifolds,
dimensionality reduction, sparse signal approximations.
1. INTRODUCTION
The selection of low dimensional structures in high-dimensional data
sets is generally referred to as manifold learning. Dimensionality re-
duction methods such as ISOMAP [1] compute a global parameteri-
zation of data based on the preservation of geodesic distances, while
the manifold structure in signal sets can also be retrieved via locally
linear embeddings as in LLE [2]. In this study, we build on our previ-
ous work [3] and examine the problem of constructing a manifold from
parametrizable atoms, which efficiently approximates observations of a
geometrically transformed signal. In particular, we consider the learn-
ing of a pattern transformation manifold, which is a family of image
signals that are geometrically transformed versions of a reference pat-
tern. This manifold learning process becomes equivalent to identifying
a good reference pattern that is representative of the input images.
We propose a procedure for building the reference pattern progres-
sively by iterative selection of parametric atoms. The atoms are ob-
tained from a mother function via rotation, translation and anisotropic
scaling; this corresponds to a manifold-structured dictionary with in-
finite cardinality and an intrinsic dimension of five. The selection of
atoms in the construction of the representative pattern is formulated as
an optimization problem in six variables, where five variables stand for
atom parameters and the sixth variable is the atom coefficient. In order
to minimize the total distance of input images to the computed pat-
tern transformation manifold, we define a cost function in the form of
a DC (Difference-of-Convex) function. DC functions have the special
property that their global minima can be computed using DC solver
algorithms [4]. We perform a preliminary optimization using DC pro-
gramming and then refine this solution under local linearity assump-
tions of the transformation manifold. Experimental results show that
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the data approximation error is minimized gradually with the progres-
sive construction of the representative pattern, and the constructed pat-
tern transformation manifold approximates the input data accurately.
Since we achieve a greedy construction of the representative pat-
tern, our method bears resemblance to sparse approximation algo-
rithms such as Matching Pursuit (MP) [5] or Simultaneous Orthogonal
Matching Pursuit (SOMP) [6]. However, the main contributions of this
work lie in the following. Firstly, we obtain a transformation-invariant
sparse approximation of signals due to the transformation manifold
model. Secondly, we perform an optimization of the atom parameters,
which corresponds to learning atoms from a dictionary manifold, while
MP and SOMP pick atoms in a predefined discrete dictionary. On the
other hand, dictionary learning methods such as K-SVD [7] involve
alternating applications of a sparse coding stage and a codebook up-
date stage, and the latter corresponds to the optimization of atoms used
in signal approximation. The optimization procedure that we apply for
selecting an atom in a dictionary manifold resembles this dictionary up-
date stage, which forms a bridge between our manifold building frame-
work and dictionary learning. Finally, we note that our work is also
related to transformation-invariant dictionary design, where a sparse
representation of signals is sought not only in terms of the original dic-
tionary atoms but also in their geometrically transformed versions. So
far transformation-invariant dictionary design has been mostly studied
for shift-invariance as in [8] and [9]. We examine the problem of gen-
erating atoms that not only contribute to the sparse approximation of a
group of signals but also assure invariance to a wider range of geomet-
ric pattern transformations. Hence, our work may also provide some
insight into transformation-invariance in dictionary learning.
2. PROBLEM FORMULATION
Let p ∈ Rn be a visual pattern. We define the transformation manifold
of p as
Mp = {Uλ(p), λ ∈ Λ} ⊂ Rn, (1)
where λ = (θ, tx, ty, sx, sy) is a transformation parameter vector, Λ
is the parameter domain, and Uλ(p) is a geometrically transformed
version of p specified by λ. Here θ denotes rotation, tx and ty rep-
resent the translations in x and y directions, and sx and sy define an
anisotropic scaling in x and y directions. The relation between Uλ(p)
and p can be expressed as Uλ(p)(x, y) = p(x′, y′), where»
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Let U = {ui}Ni=1 ⊂ Rn be a set of observations of a geomet-
rically transformed visual signal. We would like to describe the ob-
servations {ui} by the transformations of a representative pattern p
as ui = Uλi(p) + ei, where the term ei denotes the deviation of
ui from the transformation manifold Mp of p. Here, the represen-
tative pattern p is to be learned, as well as the parameter vectors
{λi} corresponding to the observations {ui}. We construct p as a
linear combination of some atoms selected from a dictionary mani-
fold D = {φγ = Uγ(φ), γ ∈ Γ} ⊂ Rn, where γ is an atom
parameter vector and Γ is the parameter domain defining D. In our
case, we derive atoms φγ from a Gaussian mother function φ(x, y) =p
2/pi exp(−x2 − y2) by applying the geometric transformation de-
fined by γ = (ψ, τx, τy, σx, σy), where ψ is a rotation parameter, τx
and τy denote translations, and σx and σy represent anisotropic scal-
ings in x and y directions. We construct the representative pattern
p =
PK
j=1 cjφγj as a combination of K atoms {φγj} with coeffi-
cients {cj}. We would like to optimize the atom parameters {γj} and
the coefficients {cj} such that the total data approximation error
E =
NX
i=1
‖ui − Uλi
` KX
j=1
cjφγj
´‖2 (3)
is minimized, where the notation ‖.‖ stands for the l2-norm andUλi(p)
corresponds to the transformation of the reference pattern p that has the
smallest distance to ui.
3. MANIFOLD BUILDING ALGORITHM
In order to minimize the approximation error E, we use an approxima-
tion of the manifold near each data point. We begin with an arbitrary
initialization of the representative pattern as p = c0φγ0 , where φγ0
can be chosen as an atom that has high correlation with some typi-
cal images in the data. Then, we assign a tentative set of parameter
vectors {λi} to the points {ui} by projecting them ontoMp such that
λi = arg minλ∈Λ ‖Uλ(p)−ui‖. We construct the pattern gradually by
adding an atom at each iteration. Let us denote the pattern consisting
of j − 1 atoms by pj−1. In the jth iteration we would like to optimize
the parameters of the new atom γj and its coefficient cj such that the
new pattern pj = pj−1 + cj φγj minimizes E. Now we focus on the
jth iteration and denote γ = γj , c = cj for notational convenience.
The error E has a complicated dependence on γ and c, mainly due to
the fact that the values of parameter vectors {λi} determined by the
previous state of the pattern pj−1 are not necessarily the same as their
values corresponding to the updated pattern pj . Hence, we propose the
following approach for the minimization of E in two steps. In the first
step, we define a coarse approximation Eˆ of E as
Eˆ =
NX
i=1
‖eˆi‖2 =
NX
i=1
‖ui − Uλi
`
pj−1 + c φγ)‖2, (4)
where the vectors {λi} are determined according to the previous pat-
tern pj−1. Assuming that the parameter vectors {λi} do not change
too much upon the addition of a new atom to p, Eˆ is expected to give
an acceptable approximation of E. We have the following proposition,
whose proof is given at the end of this section.
Proposition 1. The error Eˆ is a DC (Difference-of-Convex) function
of the atom parameters γ and the atom coefficient c, i.e., it can be rep-
resented in the form Eˆ(γ, c) = f(γ, c)− g(γ, c), where the functions
f and g are convex in γ and c.
We use the cutting plane algorithm discussed in [4] to approach
the vicinity of the globally optimum solution (γ, c) that minimizes Eˆ.
Then in the second step of our method, we employ a more refined ap-
proximation  of E. We use a locally linear approximation of the man-
ifoldMpj around each point Uλi(pj) and derive  as the total distance
between data points ui and their projections onto the first order approx-
imation ofMpj . It can be shown that  is given by [3]
 =
NX
i=1
‖εi‖2 =
NX
i=1
‖vi − Ti(T Ti Ti)−1 T Ti vi‖2, (5)
where vi = ui−Uλi(pj), and Ti is an n×5 matrix whose columns are
the tangent vectors to the manifoldMpj at the point Uλi(pj). Starting
with the solution (γ, c) that minimizes Eˆ, we finalize the atom selec-
tion by minimizing  over (γ, c) using a gradient-descent algorithm.
Once the new atom φγj and its coefficient cj corresponding to
the jth iteration are determined by these two optimization steps, the
learned pattern is updated as pj = pj−1 + cj φγj . Then the parameter
vectors {λi} are updated by recomputing the projections of the points
{ui} onto the updated pattern transformation manifold Mpj . The
projections can be updated by performing a search in a small region
around their previous locations. We repeat this procedure to select
and add atoms to the pattern p until the data approximation error
E converges. We name this method Parameterized Atom Selection
(PATS) and summarize it in Algorithm 1.
Algorithm 1 Parameterized Atom Selection (PATS)
1: Input:
U = {ui}Ni=1: Set of observations
2: Initialization:
3: j = 0.
4: Initialize the representative pattern p0 = c0φγ0 with a reference
atom φγ0 ∈ D.
5: Determine a set of parameter vectors {λi} by projecting {ui} on
the transformation manifoldMp0 .
6: repeat
7: j = j + 1.
8: Optimize the atom parameters γj and the coefficient cj with
DC programming such that the approximate error Eˆ in (4) is
minimized.
9: Further optimize γj and cj with gradient descent in order to
minimize the refined approximate error  in (5).
10: Update pj = pj−1 + cjφγj .
11: Update parameter vectors {λi} by projecting {ui} onto the
transformation manifoldMpj .
12: until the approximation error E converges
13: Output:
p = pj : A representative pattern whose transformation manifold
Mp fits the data U
Proof of Proposition 1: In order to show the DC property of the objec-
tive function Eˆ, we build on the results from [4], where a DC decom-
position of the distance between a query pattern and the 4-dimensional
transformation manifold of a reference pattern consisting of Gaussian
atoms is derived. We make use of the following properties of DC func-
tions, which are explained in more detail in [4] and [10].
Proposition 2. (a) Let {fi}mi=1 be DC functions and {λi}mi=1 be real
numbers. Then
Pm
i=1 λifi has a DC decomposition [10], [4].
(b) Let f : Rn → R be a DC function and q : R → R be a convex
function. Then q(f(x)) has a DC decomposition [10], [4].
(c) Let f1 and f2 be DC functions with nonnegative convex parts.
Then the product f1 f2 also has a DC decomposition with non-
negative convex parts [10], [4].
(d) Let ψ ∈ [0, 2pi) and σ ∈ R+. Then the following func-
tions have DC decompositions with nonnegative convex parts:
cos(ψ), sin(ψ), cos(ψ)
σ
, sin(ψ)
σ
[4].
With a simplification of notation, let eˆ = u − Uλ
`
p + c φγ)
denote the difference vector between the data point u and the pat-
tern p + c φγ transformed by λ. Then one can write eˆ in the form
eˆ = v − cUλ(φγ) = v − c φλ◦γ , where v = u− Uλ(p) is a constant
with respect to γ and c, and λ ◦γ denotes the composition of the trans-
formations λ and γ such that Uλ(φγ) = φλ◦γ . We express the relation
between the transformed Gaussian atom and the mother function with
the change of variables
φλ◦γ(x, y) = φ(x˜, y˜) =
r
2
pi
exp(−x˜2 − y˜2).
Then the coordinates (x˜, y˜) of the point in the mother function that
corresponds to a point with coordinates (x, y) in the transformed atom
can be derived in the form
x˜ = α1 cos(ψ)/σx + α2 sin(ψ)/σx − cos(ψ)τx/σx + sin(ψ)τy/σx
y˜ = β1 cos(ψ)/σy + β2 sin(ψ)/σy + cos(ψ)τy/σy + sin(ψ)τx/σy.
Here α1, α2, β1, β2 are functions of the transformation parameters
λ and coordinates (x, y) but they stay constant with respect to the
atom parameters γ. One can obtain a DC decomposition of the term
cos(ψ)τx/σx by using the DC decomposition of cos(ψ)/σx (Propo-
sition 2.d) and the DC decomposition of τx as τx = 0.5 (τx +
1)2 − 0.5 (τ2x + 1), together with the product property in Proposition
2.c. The decompositions of the terms sin(ψ)τy/σx, cos(ψ)τy/σy and
sin(ψ)τx/σy are obtained similarly. Then, as x˜ and y˜ are weighted
sums of DC-decomposable terms, one can obtain their decompositions
using Proposition 2.a. Following this, we define z˜ = x˜2 + y˜2, whose
DC decomposition is given by Propositions 2.c and 2.a. Then express-
ing the mother function φ(x˜, y˜) =
p
2/pi exp(−z˜) as a convex func-
tion of z˜, Proposition 2.b provides the decomposition of φ(x˜, y˜).
Now in order to decompose the approximation error Eˆ, we expand
‖eˆ‖2 in terms of the errors at individual pixels as
‖eˆ‖2 = ‖v − c φλ◦γ‖2
=
nX
m=1
`
v(m)2 − 2 v(m) c φλ◦γ(m) + c2 φ2λ◦γ(m)
´
,
(6)
where v(m) and φλ◦γ(m) are the mth entries of respectively v and
φλ◦γ . The first term v(m) is constant with respect to the opti-
mization variables γ and c. Using the decompositions of φλ◦γ and
c = 0.5 (c + 1)2 − 0.5 (c2 + 1), Propositions 2.c and 2.a pro-
vide the DC decomposition of the second term −2 v(m) c φλ◦γ(m).
Then, we define z˜(m) = x˜(m)2 + y˜(m)2, where x˜(m) and y˜(m)
are the coordinates corresponding to the mth pixel. Observing that
φ2λ◦γ(m) = 2/pi exp(−2 z˜(m)) is directly decomposable by Proposi-
tion 2.b, one can obtain the decomposition of the last term c2 φ2λ◦γ(m)
by applying Proposition 2.c. Finally, the DC decompositions of ‖eˆ‖2
and Eˆ =
PN
i=1 ‖eˆi‖2 simply follow from Proposition 2.a. Note that
although we have shown the DC property of Eˆ for the Gaussian mother
function here, one can obtain similar DC decompositions for some
other types of generating functions as well, such as the anisotropic re-
finement function (AnR) as shown in [4].
4. EXPERIMENTAL RESULTS
We test the proposed algorithm on several data sets with geometric
transformations. In the first experiment we generate a data set by pick-
ing 30 random images of the digit ‘5’ from the MNIST handwritten
digits database1 and applying to each image a random geometric trans-
formation according to our transformation model of Eq. (1). Some
example data set images are shown in Fig. 1(a). We construct a rep-
resentative pattern with 20 atoms with the proposed PATS algorithm.
The resulting pattern is shown in Fig. 1(b). It is seen that the con-
stitutive characteristics of the input data are successfully captured in
1http://yann.lecun.com/exdb/mnist/
the learned pattern. In order to evaluate the performance of the pro-
posed algorithm, we compare it with some baseline approaches. In the
first approach (MP on mean pattern), we determine a representative
pattern by aligning all data set images and then picking the aligned im-
age that is closest to the centroid of all aligned images. We call this
representative pattern as the mean pattern and obtain progressive ap-
proximations of the mean pattern with up to 20 atoms via the Matching
Pursuit [5] algorithm using a redundant dictionary consisting of sam-
ples from our dictionary manifoldD. Then in a second approach (SMP
on aligned patterns), we again align all data set images but then obtain
a progressive simultaneous approximation of the aligned images with
up to 20 atoms via the Simultaneous Matching Pursuit [6] algorithm
using the same dictionary. We construct a representative pattern grad-
ually by adding the atoms chosen by the SMP algorithm, where each
atom is weighted by its average coefficient in all images. In order to
compare the PATS method with these approaches we approximate the
input images with the transformation manifolds of the representative
patterns obtained with all three approaches. In Fig. 1(c) we plot the
data approximation error, i.e., the average distance between the data
set images and the transformation manifold, with respect to the num-
ber of atoms used in the progressive generation of the representative
patterns with PATS, MP on the mean pattern and SMP on the aligned
patterns. We also compute the locally linear approximation error of the
data in order to demonstrate the advantage that our manifold building
approach provides over classical manifold learning algorithms. The lo-
cally linear approximation error is indicated in Fig. 1(c), which is the
average distance between a point and its projection onto the plane pass-
ing through its nearest neighbors. Many manifold learning algorithms
as [2] and [11] make use of such a linear approximation of the manifold
in order to compute a global parameterization of the data. The results
in Fig. 1(c) show that the transformation manifold of the representa-
tive pattern constructed with the proposed method provides a more ac-
curate data representation compared to the MP and SMP approaches.
Moreover, the locally linear approximation error is significantly higher
than the approximation errors obtained with transformation manifolds,
which is due to the fact that the data is quite sparsely sampled on the
manifold in this experiment, i.e., it is not possible to estimate the tan-
gent vectors accurately from the data. Since our method is specially
adapted for the pattern transformation model, it is not affected by such
a sparse sampling.
Then, we repeat the same experiment on 30 randomly chosen hand-
written ‘2’ digits from the same database. Some images used in the
experiment are shown in Fig. 2(a), the pattern constructed with 20
atoms using the PATS algorithm is shown in Fig. 2(b), and the data
approximation errors are plotted in Fig. 2(c). The results are consistent
with the results of the previous experiment and the proposed algorithm
yields the most accurate representation of the data.
Finally, we test the algorithm on face images. We use a data set con-
sisting of 35 geometrically transformed face images of a single subject,
which also includes some variation in facial expressions [12]. Some
sample data set images are shown in Fig. 3(a). Note that as our pattern
transformation manifold model does not account for the facial expres-
sion changes, the diversity caused by these is regarded as the deviation
of the data from the representative manifold. We repeat the same ex-
periment as in the previous setups. The pattern built using the PATS
method with 30 atoms is shown in Fig. 3(b) and the data approxima-
tion errors yielded by the different manifold construction approaches
are plotted in Fig. 3(c). In this experiment, all face images belong to
the same subject and the transformation manifold of the mean pattern
constitutes a better approximation of all patterns when compared to
the handwritten digits experiments. Therefore, while our method still
provides the best approximation accuracy, the performances of the MP
and SMP methods are closer to that of ours as compared to the previous
experiments.
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Fig. 1. Results obtained on handwritten ‘5’ digits
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Fig. 2. Results obtained on handwritten ‘2’ digits
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Fig. 3. Results obtained on face images
5. CONCLUSIONS
We have presented a method for building a pattern transformation
manifold for the approximation of a set of geometrically transformed
signals. We construct a representative pattern gradually by selecting
atoms from an analytical dictionary manifold. The experimental results
suggest that the proposed algorithm can be used effectively for dimen-
sionality reduction, modeling and registration of geometrically trans-
formed data conforming to an implicit manifold structure. Moreover,
the optimization of atom parameters on a continuous dictionary mani-
fold yields more accurate results compared to reference pursuit meth-
ods that use a fixed discrete dictionary. Unlike traditional manifold
learning algorithms, our transformation manifold building approach
provides an analytical representation of data, which brings favorable
properties such as smoothness, ease of encoding and allowing the gen-
eration of new samples.
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