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Linear homogeneous partial differential equations with constant coef- 
ficients arise often in mathematical physics and elsewhere. We can write 
such an equation as P(D)u = 0 where P is a polynomial in II variables. Here, 
we understand that the function u lives on a given domain R in Euclidean 
space I?” and takes real values. By a motion of this equation, we shall mean 
a C” map 9: R + R such that if P(D)u = 0, then P(D)(u 0 9) = 0. Thus the 
motions are just the changes of independent variables that take solutions to 
solutions. The basic theme of this paper is to throw away the equation 
P(D)u = 0, retaining only its motions, and still be able to say much about 
the solutions. 
Three basic problems arise in this context. The first, “analysis,” is to find 
all the motions by some explicit procedure. The second, “recognition,” is to 
determine whether or not u solves P(D)u = 0 by studying the family (U o p} 
as v, runs through all the motions. (In earlier papers, this problem was 
erroneously called “synthesis.“) The true problem of synthesis is to find all 
solutions of P(D)u = 0 by studying sets (V 0 q}, where p runs through all the 
motions and u runs through some selected subset of the solutions. 
We have a complete solution of the problem of analysis, some definite 
contributions to the problem of recognition, but almost nothing for the 
problem of synthesis. 
Our main tool in the study of the motions v, of P(D)u = 0 is what we shall 
call the signature CT,, which occurs in a different guise in the author’s paper 
with Taylor [6]. To begin with, a simple observation about cQ enables us to 
construct rigid PDE’s in any dimension, and not merely in dimension 2 as 
was done in [6]. (Recall that to say that P(D)u = 0 is rigid is to say that the 
only motion is the identity map.) 
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DEFINITION. If P is a polynomial in n variables, if Q is a region in F?“, 
and if rp: s2 + R is a C” map, then we define the signatute of tp by 
where x E Sz, <E R”, and D, operates on the x-variables. 
THEOREM 1. In order that rp be a motion of P(D)u = 0, it is necessary 
and su$‘icient that um(x, <) = o&) be a function of x alone. 
Proof The necessity was proved in [6] via a division lemma. The 
sufficiency follows from the proof of the next result. 
THEOREM 2. The mapping p: D--f R is a motion of P(D)f = 0 o for 
every u E Coo(Q), 
fYD)(u 0 P) = 1 W)ulo a, 1 a,(x) (4 
for some function u,: 0 -+ F?. 
Proof: (e) is certainly easy. For (*), we take u, to be the signature of 
rp, which is a function of x by the proved part of Theorem 1. 
We have from (*) 
WJ e l’m(x) = p(r) er’“(“)u,(x), 
which is nothing but (#) for the case u(x) = e”“. Since (#) is linear in u, we 
see that it holds for linear combinations of exponentials, u= Cajet.rX. But 
this class of functions is dense in P(G), so that (#) holds for any 
u E P(f2). Q.E.D. 
Remark. We remark that no formula like (#) can hold in the case of 
variable coefficients. For F. Trives, in a private communication, has shown 
that there exists a polynomial P such that, for a suitable C” function p, the 
equation P(x, D)f - pf = 0 has only the C”” solution f = 0 on any domain 
LI containing the origin. Thus any a, at all is a motion, yet (#) holds only for 
special rp. 
THEOREM 3. ~1 is a motion of P(D)u = 0 u q satisfies the system of 
algebraic partial dtflerential equations 
0) = - p(r) 
V$W + pub et’e(x)l 
P(D,)[et’“‘X’] ’ 
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Proof: (a) comes from the assertion that 0,(x, c) is a function of x alone, 
written in the form Vfum(x, <) = 0, after a little manipulation. 
We now extend the main theorem of [6] to any dimension n > 1. 
THEOREM 4. There is an equation P(D)u = 0 which is rigid on every 
bounded region in IF?“. Further, if D is all of I?“, the only motions of 
P(D)u = 0 are the translations. 
Proof: We proceed much as in [6], letting P = Q + R, where Q is a rigid 
homogeneous polynomial, but now we take the lower-order term R so that 
R(0) # 0, say R z 1 for convenience. Then P(0) # 0 and we see from (*) on 
taking <= 0 that us s 1 whenever P(0) # 0. Hence 
so that the Jacobian matrix g(q) is the identity matrix because Q is rigid, 
and hence v, must be a translation as claimed. 
EXAMPLE 1. Let n = 2 and let P(r) =<T + <: so that P(D)u =0 is 
Laplace’s equation. It is well-known that o is a motion o a, is either a 
conformal or an anticonformal map. To see how this follows from 
Theorem 3, write out (a) in detail, using the notation o = (o,, pz) to get 
(i) VP, . VP* = 0, 
(ii) 1 Vyl, I* = ) Vo,, ]* pointwise, 
(iii) V*rp, = 0, 
(iv) V202 = 0. 
(a’> 
This says that o, and rp, are harmonic functions whose gradients are 
orthogonal and have the same lengths at each point. This is another way of 
saying that cp = v), + iv2 is either conformal or anticonformal. Further 
computation shows that when v, is conformal (i.e., analytic) then a,(z) = 
1 yl’(r)(* is its signature, with a similar result in the anticonformal case. 
EXAMPLE 2. n=3 and P(<,~,~)=~*+~*+~*. If we write 
q= (u, v, w), then (*) becomes 
(i) Vu.Vv=Vu.Vw=Vv.Vw=O 
(ii) (Vul* = JVv]‘= IVw(* pointwise 
(iii) V*u = V2v = V*w = 0. 
Already (i) and (ii) together say that (D is a conformal (or anticonformal) 
map. By a theorem of Liouville (see [4], pp. 224-226]), u, must lie in the 
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group generated by the similitudes and the inversions in spheres, in the 
conformal case, with a similar result in the anticonformal case. But 
inversions in spheres are not harmonic (i.e., do not satisfy (iii)) so that we 
see that rp must be a similitude or an indirect similitude. (Recall that a 
similitude is any map that is a composition of a homothety of some ratio ,I 
and a Euclidean motion. An indirect similitude is a composition of a 
similitude with a linear orthogonal transformation of determinant -1.) 
EXAMPLE 3. Consider again n = 2 and P(<,, &) = <,<, so that 
P(D)u = 0 becomes the hyperbolic equation i32~/&, ax, = 0 whose solutions 
are u = a(xl) + b(x2). A typical motion may be seen by (*) to be 
cp = t(o,y PA wh ere o,(x,, x2) = pr(x,) and 02(x,, x2) = 02(x2) are functions 
of only one variable, as well as simple variations on this theme, like 
permuting x, ++ x2. 
EXAMPLE 4 (The biharmonic equation). P(<, , 6,) = <: + 2<: <: + <:. 
The actual calculations have been carried out, but are too tedious to 
reproduce here. There are about 15 equations that result, and it is not clear 
how redundant hey are. 
EXAMPLE 5. For the wave equation a2f/ax2 - a2f,ay2 = 0 the motions 
work out to be either 
(0, = a(x + y) + b(x - Y), 
a)2 = atx f Y) - b(x - Y> 
or 
9, = 4x + Y) + b(x - Y), 
rp, = -a(x + y) t b(x - y). 
EXAMPLE 6. For the heat equation, a2f/ax2 - aflat = 0, we get 
fp,(x,t)=ax+P, 
v,(x, t) = a*t t 7, 
with a similar result for 
2 2 
g&+0. 
aY 
The next result gives conditions under which a)-’ is a motion when rp is. 
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THEOREM 5. Suppose q~ is a motion of P(D)u = 0 on R, that the range of 
(o is dense in 0 and that a,(x) = 0 only on a nowhere dense subset of R. 
Then P(D)(u o q) = 0 ~j P(D)u = 0. 
Proof: This is a corollary of (#) in Theorem 2. For if the left-hand side 
is zero, and if orp vanishes seldom, then we have [P(D)u]a, = 0. Since the 
range of v, is dense in 0, we have P(D)u = 0. 
In what follows, we let g(Q) denote the space of continuous functions on 
Q, in the topology of uniform convergence on compact subsets of R. 
THEOREM 6. Suppose 52 = IR” and that !P is a transitive semigroup of 
invertible motions of P(D)u = 0, and that !P contains all translations. 
Suppose u E C?‘(Q), and that u is not a solution of P(D)u = 0. Further 
suppose that 
Then 
span@&-I): qr E Y} = G?(G). 
span{u 0 u, : q E !P} = g(O). 
Remark. This result is in the direction of recognition, since it may be 
used to determine that u must be a solution of P(D)u = 0 if 
span{uolg:ylE Y}fC?(a). 
Proof: (We remark that the theorem might well be true if one drops the 
hypotheses that J2 = iR” and that !P contains all translations, but they are 
technical hypotheses that seem to be needed for the present proof.) If the 
conclusion were to fail, then by the Hahn-Banach theorem and the Riesz 
Representation Theorem, there would exist a measure dp of compact support 
in 0 such that 
I 4~) 4 = 0 for each v, E Y. 
Let us write Q, for the measure that acts via 
We have 
j u(dx + t>) &,W = 0 for all rp, q E Y. 
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On applying P(D,) to both sides, we derive 
I W,) eP(x + 0) Q,(t) = 0. 
Since P(D,) commutes with translations, we have 
I [PPJUMX + t))l u,(x + t) d/4$) = 0 
on applying (#) of Theorem 2. Setting x = 0, we get 
I I lwb4w))l~,(~) dP,W = 0. 
Letting q = q~,, we conclude that 
1 (PP)u)W a& - ’ 0)) 44) = 0. 
Moreover, for any A E Y, we have 
I PPN I o,(a, - ‘) &,a = 0. 
Since span cr,(q~)-~) = g(G), we conclude that 
( [P(D)u]fdp, = 0 for each f E q(n). 
Hence P(D)u = 0 a.e. dpA, i.e., [P(D)u](A-‘(t)) = 0 a.e. &. Since Y is tran- 
sitive, we conclude that P(D)u = 0, a contradiction that proves the theorem. 
We may use this result to give yet another proof of the main theorem of 
[5,71. 
THEOREM 7. On 8.=iR”, let P(D)u = 0 be the hyperbolic equation 
coming from P(r) = <, f& a.- r,, and let @ denote all the motions. If 
u E Coo(Q) and span{u o a, : q E @J} # Q?(Q), then u must solve P(D)u = 0. 
ProoJ Let us take n = 2 for convenience. Then the maps cp: x N a(x), 
y E+ b(y) are motions. By Theorem 6 it is enough to prove that 
span{a’(a-l(x)) b’(b-‘(y)) : a, b : R -+ R} =~(lR2) 
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since the signature of the above cp is just (3,(x, y) = a’(x) b’(y). Let us now 
take a(x) = xzk+ ’ + a, b(y) = y*” ’ + /3, where CY and ,8 are constants, and k 
and I are positive integers. Then 
a’(~-‘(x)) = (x - cqk’Qk-t’), 
b’(b_l(y)) = (y -p)*“(2’+‘). 
If the above span is not dense, there would be a measure d, # 0 of 
compact support such that 
i 
aya-‘(X)) W(b-l(y)) &(x, y) = 0. 
By a normalization we may take supp,~ E [e-i, e] x [e-l, e] with (r = p = 0. 
Then we have 
c X2kl(2k+ 1) y2’l’2’+ 1) +tx, v> = 0, 
and on changing variables 
I e(2k10k+ l))s+(21/(21+ I))( qs, t) = 0 2 IXI 
where Z= [-1, 11. 
Let 
H(z, w) = j, x, ezs + wt dv(s, t). 
Then H is an entire function, and 
H ( 2 21 - =O 2k’2’+ 1 1 
for k,l= 1,2,3 ,.... By the Weierstrass Preparation Theorem, H = 0. In 
particular, H(m, n) = 0 for m, n = 0, 1, 2 ,..., i.e., 
I xmyn d&x, y) = 0. 
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By the Weierstrass Approximation Theorem, this forces dp = 0, and the 
result is proved. 
In deriving the conditions, for a specific P, that rp be a motion,, there may 
be a lot of redundancy. We say that P is reductive to mean that in the 
expression e -r’cx)P(D ) e[‘PO(x) = P(l) a,(x), the top-order terms in r (which 
give rise to the first-orxder quations in the components of cp) force the lower- 
order terms to be right. We have seen this phenomenon for the Laplacian in 
two variables. This following gives one reductivity result. It would be good 
to find a positive reductivity result of greater generality, but we cannot at 
present do so. 
THEOREM 8. If P is a homogeneous quadratic polynomial in two 
variables, P(<, ?I) = At’ + B& + Cvz and if A = BZ - 4AC f 0, then P is 
reductive. 
ProoJ By a rotation of the coordinate system, we may suppose that 
B = 0, and then, since A = -4AC # 0, we may write P(c, q) = tz + Cq2, with 
CfO. Now 
e-(lu+w) a2 
se ["+fl"= (g+$)'+ (r$+v$), 
Hence if (o = (u, v), 
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Looking at the r*, r2 and {q terms, we see we must have 
To say that P is reductive is to say that (a) and (,!?) imply 
(Y) 
We treat the case C > O... ; the case C < 0 is similar. For two vectors 
R = (r, p) and S = (s, a), let us define 
R*S=(r,p)*(s,o)=rs+Cpa 
so that (a), @3), (y), and (6) now read 
C(Vu * Vu) = vu * vu, (a’> 
vu*vv=o. do’) 
Now 
ReS=R.g 
where 
R= (G PI- = tr, P da, s = (s, a) - = (s, u &), 
so we have 
But 
da”) 
tb) 
Hence (~v/~x, C&lay) = k(x, y)(-\rc au/ay, au/ax) where k(x, y) is a 
scalar function that is well-defined except where au/ax = &lay = 0. Hence 
(gg+c (g)2=k’(x,y) [ (g)*+c(f.ff)‘]. (4 
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Compare with 
(g)‘+c ($)2=c [ ($f)‘+c($)‘]. (a> 
We see that k(x, y) = k \Tc for all x, y. We then have the mock 
Cauchy-Riemann equations 
or 
Taking partial derivatives 
and adding, we get 
which is the desired (7). Similarly we have 
so that we arrive at (y) and (6). Q.E.D. 
It is instructive to see what happens when A = 0. For this, we may take 
P(r, q) = r2. Again, we have 
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The top-order terms tell us only that &/ax = 0 and there is no way to derive 
from this the important lower-order implication that a*u/ax* = 0. Hence this 
degenerate P is not reductive. 
THEOREM 9. Let a, be a motion of 
P(D)u = 0 (4 
and let 
~~~,(XM,(4 = k(x)* (b) 
Then v, is a motion of 
P(D)u + k(x) Q(u) = 0. cc> 
Proof: 
= [-m(x)) @(u o PII & = -k(x) @(u 0 cp). 
Remark. This result has applications to differential geometry, where the 
equation 
Au + k(x) e” = 0 (4 
arises, with R = {z E C: Im z > 0). We see that if k(z) = lK’(z)j’, where K is 
an automorphic function with respect to some group G of linear fractional 
maps of R to 0, then each v, E G is a motion of (d). We shall not further 
explore this connection here. 
Concluding remarks. The problem of synthesis is to find a small or nice 
class U of solutions u so that span{u o VP: u E U, v, motion} is all solutions. 
In certain cases (see [ 11) (but surely not when P(D)u = 0 is rigid!) there is 
actually a single “universal” function uO, i.e., U = {u,} suffices. It would be 
interesting to find reasonable conditions under which there must exist a 
universal function. 
Also, it seems likely that our methods would establish the following 
generalization of Theorem 3: 
THEOREM 3 *. In order that P(D)u = 0 should imply Q(D)(u 0 q) = 0 it 
is necessary and suflcient that IJJ satisfy the system of algebraic partial 
differential equations 
(a*) 
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Note added in proof. (1) Despite the remark after the proof of Theorem 2, it seems that 
the methods and results of this paper will carry over to linear partial differential equations of 
the form P(x, D)f= 0, where P is a polynomial in all its variables. Note that the quoted 
example of Treves has the nonpolynomial function p in it. 
(2) Sheldon Axler has pointed out that it is unnecessary to use the Weierstrass Preparation 
Theorem near the end of the proof of Theorem 7. Instead, a quite elementary argument 
suffices. 
(3) In affirmative response to a question of Larry Brown, we can now handle by our 
methods the implication P(D)u = 0 * P(D)[I X (u 0 cp)] = 0, saying this case that 9 is a A- 
motion. Indeed, the results of this paper seem to go through with only formal changes. Thus, 
the signature becomes 
and 9 is a I-motion iff u. is independent of 5. The “Jacobian formula” becomes 
w)ln x (u 0 9)] = 1 IW)ul 0 9/o,(x) 
and system (a) of Theorem 3 that determines whether 9 is a I-motion becomes 
- V,P(<) + p(D,)[~(x)cp(x)e”W’“‘I 
9(x) = ___ 
p(r) P(D,)lJ.(x)e”‘“‘-” 1 ’ 
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