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Abstract— This paper examines the impact of compression
methods on the long-range dependence of communication
network traffic measurements. The two compression methods
that are examined are based on the Wavelet transformation
and the Discrete Cosine Transformation (DCT). In order to
measure the length of long-range dependence of a stochastic
process, we first have to estimate the Hurst parameter. The
Hurst parameter is estimated by using the rescaled range
statistic (R/S) method. The Hurst values of the examined
signal, before and after the applied compression, are estimated
and compared. If the Hurst value of the compressed signal i s
close to the Hurst value of the uncompressed signal, then the
compression algorithm has little interference on the long-
range dependence. The results show that Wavelet
transformation performs better than the DCT.
I. INTRODUCTION
This paper is motivated by the need to measure the
performance of high speed communication networks of the
future. Monitoring such networks produces a large amount of
data over a long period of time, making the storage of this
information practically inefficient.
A possible solution to this problem is to use compression.
In the case of lossless compression, the achieved compression
ratios are not satisfactory, making the choice of lossy
compression mandatory.
By using a lossy compression some network performance
measurements may become distorted and unusable for later
analysis. One of those measurements is the long-range
dependence, which is examined in this paper.
Leland et al., with their well-known publication in 1994
[1], showed that Ethernet LAN traffic does not follow the
“Poisson” model as was commonly assumed. They proved
that Ethernet LAN traffic is self-similar i.e. the network
traffic is bursty across a wide range of time scales.
Self-similarity can be described as the property of a data
set to look or behave the same when viewed at different time
or space scales [2]. Some self-similar processes are given in
[3]. Self-similarity of network traffic depends on the network
utilization level and is described by the Hurst parameter [1].
The long-range dependence (LRD) is one of the properties
that self-similar processes have and it is also described by the
Hurst parameter [3]. It is a way to measure the memory of a
process or, in other words, how correlated distant events of a
process are. By examining the autocorrelation function (ACF)
of a LRD process we can find out how similar that process is
with shifted versions of itself [4]. For LRD data, the ACF
follows a power-law behavior (i.e. quickly decaying) whereas
for short-range dependence data the ACF decays
exponentially (i.e. slowly decaying) [4].
In recent years, many studies have been conducted
observing the self-similarity and long-range dependence
phenomena in various networking contexts like ATM, VBR
video and the world-wide-web (WWW) [5-10]. Furthermore,
many studies have concluded that LRD significantly
increases queuing delays and leads to packet loss [11,12].
The above issues have led the network community to become
involved in identifying and measuring the Hurst parameter in
order to perform a better signal analysis.
There is no definite way found yet to precisely calculate
the Hurst parameter. In addition, there are various Hurst value
estimators and each one has its own shortcomings and
merits. A comparison of various Hurst estimators is
presented in [13].
In general, the higher the value of Hurst (H) the longer the
LRD is. For a random signal H=0.5. This means that there is
no LRD in the signal. If H is greater than 0.5, then this
indicates a persistent behavior (large values followed by large
values and small values followed by small) whereas if H is
less than 0.5, it indicates a non-persistent behavior (also
known as a reverting process) [14].
The main objective of this paper is to compare Wavelet
and Discrete Cosine Transformation (DCT) algorithms to
determine which best preserves the Hurst parameter of a set of
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network traffic measurements. In order to investigate this
subject various signals were examined using the following
procedure:
• The Hurst parameter of the examined signal is estimated
using algorithms described later in the paper.
•  The coefficients of the examined signals are first
calculated using DCT and Wavelet transformations and
later compressed. Afterwards, the signal is recovered
from the compressed coefficients.
• The Hurst parameter of the recovered signal is estimated
and compared with the Hurst parameter of the original
signal.
The rest of the paper is structured as follows. In Section II
the signals that were used in the experiments are presented.
Section III presents the compression algorithm. In Section
IV, V and VI Hurst estimation algorithms are explained. The
results are presented in Section VII and the conclusions in
Section VIII.
II. EXAMINED SIGNALS
During the research, a bursty and a non-bursty signal taken
from a packet delay measurement database were examined.
Additionally, a Vonkoch signal and fractional Gaussian noise
(fGn) were also examined due to the fact that their Hurst
parameter is already known.
The non-bursty signal examined was the 50th percentile of
a signal representing packet delay in milliseconds between
two sites: the Australia’s Academic and Research Network
(AARNet) and Indiana University, Indianapolis. The graph of
the signal is presented in Fig. 1. Similarly, the bursty signal
was the 50th percentile of a signal presenting packet delay
between AARNet and Washington State University. The
bursty signal’s graph is shown in Fig. 2. Both signals were
compressed by 50%, 75%, 87%, 93% and 99%.
The Vonkoch signal was taken from the MATLAB
toolbox and extracted as a text file, so it could be used later
as input to the compression and Hurst estimation algorithms.
It was compressed with 75% and 93% compression ratios.
The Vonkoch signal has a Hurst parameter equal to one.
Finally, an fGn with Hurst parameter equal to 0.8 was also
compressed with 75% and 99% compression. Both the
Vonkoch and the fGn were used to evaluate the performance
of the developed Hurst estimation algorithms.
III. COMPRESSION ALGORITHM
The compression method was simple. In each case (either
DCT or Wavelets) the transformation was applied to each
signal to find its coefficients. After that, only a specific
number of coefficients were kept while the rest of these were
thrown away. For example, if only 25% of the total
coefficients were kept then a compression of 75% was
achieved. To perform the reverse process the coefficients had
to be padded with zeros and then the reverse of the initial
transformation was applied.
The flow chart of the compression algorithm is presented
in Fig. 3.
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Fig. 1. Non-bursty signal
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Fig. 2. Bursty signal
Fig. 3. Compression algorithm flow chart. Fig. 3a shows the production
of the compressed coefficients. Fig. 3b shows the reconstruction of the
signal.
IV. THE RESCALED ADJUSTED RANGE STATISTIC
For the estimation of the Hurst parameter two algorithms
were developed based on the rescaled range (R/S) statistic.
“The R/S statistic is the range of partial sums of deviations
of a time series from its mean, rescaled by its standard
deviation” [14].
For a given set of n  samples (X1, X2, X3, …, Xn), with
sample mean 
€ 
X(n)  and sample standard deviation S(n), the
classic rescaled adjusted range statistic for that particular set
of samples is given by the following equation [1]
€ 
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and k=1,2,3,…,n [1].
By combining equations (1) and (2) we can get the
following equation [14]:
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Hurst observed that the following equation well represents
the relation between the R/S statistic expectation and the
Hurst parameter [1]:
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where a is a constant. By taking the log transformation of
(4) we have:
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The final step involves plotting the log of R(n)/S(n) versus
the log of the sample region [1,n]. This process produces the
R/S plot also called pox diagram.
By performing regression analysis, a least squares line is
fitted to the points of the R/S plot. However, the edge values
of the sample region are not considered. This is because for
the smallest samples, the R/S values are biased due to short-
range correlations; whereas for the largest samples the R/S
values are statistically insignificant [3,14]. The slope of the
regression line is an estimate of the Hurst parameter [1,3].
V. GOODNESS OF FIT CALCULATION
In order to estimate the error of the drawn regression line
the goodness of fit of the linear regression was calculated.
The “goodness of fit”, denoted by r2, has no units and is
given by the following expression [15]:
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The variable i represents a sample and takes values between
1 and n, where n is the total number of samples.
yi is the actual log R/S value of sample i
y'i is the regression line estimate value for sample i
€ 
y
_
 is the mean of log values of R/S statistic for the total
range of samples.
VI. THE RESCALED RANGE STATISTIC BLOCK
ALGORITHM
A variation of the classic R/S statistic was used as a Hurst
estimation algorithm. This involved dividing the whole data
set of n samples into 
€ 
n /N  non-overlapping sample blocks;
where 
€ 
1≤ N ≤ n  is the sample block size. The calculations
for the rescaled range value presented in section IV apply
recursively to each sample block and ultimately produce
€ 
n /N  intermediate R/S values. These intermediate values are
cumulated and divided by the number of sample blocks in
order to find the average R/S value for the current sample
block size. The whole process repeats for all values that the
sample block size can take (
€ 
1≤ N ≤ n ) [1].
The above R/S statistic variation uses non-overlapping
blocks of samples. However, there are other variations that
use overlapping blocks or are limited to data sizes that are a
power of two [16].
As was mentioned in section IV, for the regression
analysis the edge values should not be considered. Thus, in
order to exclude the edge values, a window that includes
either 80% or 90% (depending on the specific algorithm) of
the data trace values was utilized. The window slides through
the data trace and for each position of the window a
regression line is calculated.
Two variations of the R/S algorithm were developed. In
one case the Hurst parameter is estimated based on the
gradient of the regression line with the smallest value (i.e.
the minimum Hurst value), while the second case is based on
the gradient of the regression line with the best “goodness of
fit” value. Below is presented the R/S algorithm flowchart:
          
Fig. 4. R/S algorithm flowchart
VII. RESULTS
Tables I and II show the estimation of the Hurst parameter
of the Vonkoch signal (H=1) by using the four Hurst
estimation algorithms. The names of the algorithms describe
their characteristics. For example, RS_WINDOW_80 indicates
that the Hurst parameter is estimated based on the gradient of
the regression line with the smallest value and that the
regression line is drawn by considering 80% of the total
samples. The RS_WINDOW_BEST_FIT estimates the Hurst
parameter according to the gradient of the regression line with
the maximum “goodness of fit” value.
 The tables also show the value of H after compressing the
signal by using the Wavelet and DCT transformations. Table
I corresponds to 75% compression and Table II to 93%
compression of the Vonkoch signal.
TABLE I
HURST VALUES FOR VONKOCH SIGNAL 75% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_WINDOW_80 0.99 0.99 0.99
RS_WINDOW_90 0.99 0.99 0.99
RS_window_best_fit_80 0.99 0.99 0.99
RS_window_best_fit_90 0.99 0.99 0.99
TABLE II
HURST VALUES FOR VONKOCH SIGNAL 93% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_WINDOW_80 0.99 0.99 0.99
RS_WINDOW_90 0.99 0.99 0.99
RS_window_best_fit_80 0.99 0.99 0.99
RS_window_best_fit_90 0.99 0.99 0.99
Similarly, Table III and Table IV show the results of the
Hurst estimation for the fractional Gaussian noise signal with
H=0.8.
TABLE III
HURST VALUES FOR FGN 75% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.72 0.72 0.72
RS_window_90 0.77 0.77 0.77
RS_window_best_fit_80 0.77 0.77 0.77
RS_window_best_fit_90 0.77 0.77 0.77
TABLE IV
HURST VALUES FOR FGN 93% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.72 0.73 0.78
RS_window_90 0.77 0.79 0.82
RS_window_best_fit_80 0.77 0.80 0.80
RS_window_best_fit_90 0.77 0.81 0.80
The results of the above tables (Tables I-IV) show that the
algorithms closely estimate the Hurst parameter, with the
best results being given by the RS_window_best_fit_90
algorithm.
However, due to the fact that the rescaled range statistic is
not an ideal method of estimating the Hurst parameter for all
kind of signals, we should not expect great efficiency
[13,17]. In particular, signals that do not show variation and
remain constant can easily produce Hurst values outside the
range [0.5, 1].
The results of the following tests are helpful in
determining which compression algorithm best preserves the
Hurst value of the original signal. They are not intended to
give a precise estimation of the Hurst values.
Tables V to XIV show results based on real packet delay
data as described in section II. Tables V to IX correspond to
the non-bursty signal Hurst estimations and Tables X to XIV
to the bursty signal measurements.
TABLE V
HURST VALUES FOR NON-BURSTY SIGNAL 50% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 1.12 1.12 0.95
RS_window_90 1.20 1.19 0.99
RS_window_best_fit_80 1.20 1.19 0.95
RS_window_best_fit_90 1.23 1.21 0.99
TABLE VI
HURST VALUES FOR NON-BURSTY SIGNAL 75% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 1.12 1.13 0.93
RS_window_90 1.20 1.18 0.95
RS_window_best_fit_80 1.20 1.20 0.93
RS_window_best_fit_90 1.23 1.20 0.95
TABLE VII
HURST VALUES FOR NON-BURSTY SIGNAL 87% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 1.12 1.11 0.92
RS_window_90 1.20 1.15 0.92
RS_window_best_fit_80 1.20 1.17 0.92
RS_window_best_fit_90 1.23 1.16 0.92
TABLE VIII
HURST VALUES FOR NON-BURSTY SIGNAL 93% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 1.12 1.03 0.84
RS_window_90 1.20 1.09 0.86
RS_window_best_fit_80 1.20 1.14 0.87
RS_window_best_fit_90 1.23 1.12 0.86
TABLE IX
HURST VALUES FOR NON-BURSTY SIGNAL 99% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 1.12 0.79 0.73
RS_window_90 1.20 0.85 0.80
RS_window_best_fit_80 1.20 1.06 0.89
RS_window_best_fit_90 1.23 1.04 0.89
TABLE X
HURST VALUES FOR BURSTY SIGNAL 50% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.85 0.84 0.85
RS_window_90 0.88 0.87 0.80
RS_window_best_fit_80 1.28 1.25 1.22
RS_window_best_fit_90 1.11 1.09 0.87
TABLE XI
HURST VALUES FOR BURSTY SIGNAL 75% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.85 0.87 0.87
RS_window_90 0.88 0.89 0.88
RS_window_best_fit_80 1.28 1.18 0.87
RS_window_best_fit_90 1.11 1.07 0.88
TABLE XII
HURST VALUES FOR BURSTY SIGNAL 87% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.85 0.92 0.88
RS_window_90 0.88 0.94 0.89
RS_window_best_fit_80 1.28 0.92 0.88
RS_window_best_fit_90 1.11 0.94 0.90
TABLE XIII
HURST VALUES FOR BURSTY SIGNAL 93% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.85 0.95 0.94
RS_window_90 0.88 0.96 0.95
RS_window_best_fit_80 1.28 0.95 0.95
RS_window_best_fit_90 1.11 0.96 0.95
TABLE XIV
HURST VALUES FOR BURSTY SIGNAL 99% COMPRESSION
Algorithm Original
signal
Regenerated
after Wavelet
Compression
Regenerated
after DCT
Compression
RS_window_80 0.85 1.14 0.99
RS_window_90 0.88 1.23 1.00
RS_window_best_fit_80 1.28 1.14 1.00
RS_window_best_fit_90 1.11 1.36 1.01
VIII. CONCLUSIONS
For the Vonkoch and fGn signals (Tables I, II, III), the
results of the two compression methods are very similar.
Only in Table IV do we find better results from the Wavelet
compression.
Regarding the non-bursty signal (Tables V to IX) the
Wavelet transformation performs much better than the DCT.
As the DCT uses cosine operations, it is inefficient when
processing constant values (viewed as almost straight lines in
the graphs) due to the cosine’s nature.
For the bursty signal, (Tables X to XIV) Wavelet
transformation gives better results when using the more
precise algorithm that is based on the “goodness of fit” value
of the regression line.
It should be pointed out that in cases where the signal is
bursty and the compression very high (i.e. 99%) the
reproduced signal is so much distorted that it has little
relation to the original one. Therefore, the results of the Hurst
estimation algorithms are not useful in drawing conclusions
about the efficiency of the two compression algorithms in
this situation.
By examining the values of the above tables we can see
that the Wavelet transformation generally performs better than
the DCT in keeping the Hurst parameter close to the
parameter of the uncompressed signal.
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