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ABSTRACT
Over the last years, mobile devices have become an integral
part of people’s everyday life. At the same time, they pro-
vide more and more computational power and memory ca-
pacity to perform complex calculations that formerly could
only be accomplished with bulky desktop machines. These
capabilities combined with the willingness of people to per-
manently carry them around open up completely new per-
spectives to the area of Social Signal Processing. To allow for
an immediate analysis and interaction, real-time assessment
is necessary. To exploit the benefits of multiple sensors, fu-
sion algorithms are required that are able to cope with data
loss in asynchronous data streams. In this paper we present
MobileSSI, a port of the Social Signal Interpretation (SSI)
framework to Android and embedded Linux platforms. We
will test to what extent it is possible to run sophisticated
synchronization and fusion mechanisms in an everyday mo-
bile setting and compare the results with similar tasks in a
laboratory environment.
CCS Concepts
•Human-centered computing → Open source soft-
ware; Ubiquitous and mobile computing systems and
tools;
Keywords
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1. INTRODUCTION
The contemporary relevance of Social Signal Processing
(SSP) and emotion recognition can be seen in Microsoft’s
service for facial emotion recognition or Apple’s acquisition
of Emotient. However these services run on computer clus-
ters in the cloud and therefore depend on a high bandwidth
internet connection, rely on video as the main modality and
require private data to be transferred. The target of SSP is
to bring social intelligence to computers. It is based on mod-
els of human-human interaction. Such models are difficult
to develop just within laboratories, therefore SSP benefits
from corpora collected outside the lab, “in the wild”. Mobile
devices allow us to collect data in a natural and unobtrusive
manner and thus offer new perspectives and opportunities
to SSP [31]. In particular, the following characteristics of
mobile devices may be of benefit to SSP:
• Mobile devices have become an integral part of peo-
ple’s everyday life. Therefore, they enable us to design
experiments that balance realistic conditions and ex-
perimental control.
• Mobile devices are equipped with a wide array of sen-
sors to monitor user behavior and derive context in-
formation.
• Mobile devices are small and lightweight. They can be
carried around for an extended period of time, which
suits long-term and in-situ recording. Spontaneous
and natural interactions can therefore be expected.
• Mobile devices also allow us to go beyond short-term
social and emotional cues and to create long-term user
profiles. Battery power still comes in as a limitation
which is mitigated by the fact that most people keep
their phones charged routinely.
Hence, it is not surprising that there has been growing in-
terest over the past few years in the development of mobile
applications that monitor user behavior. Mobile devices are
worn in pockets most of the time and motion sensing using
accelerometers is the modality of choice. But the amount
of integrated sensors grows as well as computational power
that enables online processing of social signals when they
occur. As a consequence, time has come to exploit fusion
techniques on mobile devices that combine the benefits of
multiple modalities to compensate for the deficiencies of oth-
ers. Fusion techniques are of particular relevance to mobile
settings which typically have to face issues with data loss
that might be mitigated by drawing on the modalities that
show the best performance in a particular situation. The
objective of this paper is to bring novel fusion techniques to
mobile SSP. To this end, we developed MobileSSI, a port of
the Social Signal Interpretation (SSI) framework [33] to An-
droid and embedded Linux platforms. MobileSSI provides
developers with tools to record and analyze human behav-
ior in real-time on mobile devices. In addition, it offers an
event-based fusion mechanism that is able to handle gaps
in asynchronous data stream and therefore shows particular
promise for mobile settings.
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After a discussion of related work in Section 2, the pa-
per will describe the technical realization of MobileSSI in
Section 3 focusing on the engineering process of porting the
existing SSI framework to mobile devices. To validate the
approach, we tested MobileSSI in a real-life setting focusing
on multimodal laughter recognition for groups. The study
enables us a direct comparison with a previous laboratory
study addressing the same topic. As a study in the wild,
it bears advantages for laughter induction compared to lab-
oratory studies, where careful design and laugh induction
techniques have to be applied. As the range of available
sensors on mobile devices is very limited in comparison to
a laboratory setting, we discuss how to replace classical in-
put modalities, such as video capturing and facial analysis,
with modalities that can easily and permanently be obtained
from smartphones (e. g. accelerometer data) and do not limit
the users in their mobility. In Section 5, the results of our
experiments are discussed focusing on challenges that we
identified for mobile SSP. The paper ends with a conclusion
in Section 6 and future work in Section 7.
2. RELATED WORK
Sensor-equipped mobile phones have promoted new forms
of social sensing since they allow us to collect data of human-
human interactions over extended periods of time in the
wild. Such data can provide useful insights on social be-
havior patterns as well as psychological user states, such as
mood and emotion. In the literature, a wide range of fea-
tures has been investigated including the amount of conver-
sation recorded by the smartphone’s microphone [5], com-
munication data [14], postures [10] or proximity behaviors
detected by Bluetooth patterns [2]. In addition to data pro-
vided by the mobile phone sensors, communication data,
such as the number of text messages or missed calls, have
been investigated as stress and mood indicator [30, 14, 24,
18]. Furthermore, attempts have been made to detect stress
from the user’s voice in natural environments using the mi-
crophones on smartphones.
Devices that can be worn around the wrist today feature
more computing power than high end desktop machines two
decades ago. Nevertheless many approaches still focus on
offline analysis. That is they employ the sensors integrated
in the mobile phones to record data of human-human inter-
actions in mobile settings. However, the acquired data are
analyzed offline after transferring the data to servers. Typ-
ically, data conveying behavior, such as acceleration, skin
conductance or voice, is obtained from mobile phones or
wrist sensors and uploaded to a server for conducting sta-
tistical analysis. Typical applications include life logging
systems, such as the smile and laughter detector presented
by Fukumoto et al. [11]. Also a number of health care sys-
tems follow this approach. For example, Moturu et al. [23]
transfer mobile data to a server to compute correlations be-
tween mood and human behaviors including their physical
activity, social interactions and sleep.
Only recently, attempts have been made to analyze social
cues in online mode in order to provide users with real-time
feedback. MoodScope [14] trains predictive mood models
in the cloud using data collected with mobile phones. The
trained models are then transferred to the mobile phones
to enable inferences on the user’s mood in online mode.
Damian et al. [7] present a portable online system called
Logue that provides real-time feedback about the quality of
a presenter’s performance in public speaking. Recommen-
dations are automatically derived by analyzing openness,
body energy and speech rate. Then recommendations are
presented through a wearable display, such as Google Glass.
Rachuri et al. [27] present a wearable system called Socia-
bleSense that monitors the users’ social interactions in an
office environment in order to provide them with feedback to
improve their sociability. In order to balance the trade-offs
between energy consumption, performance and data traffic,
the system offers a mechanism for adaptive sampling and
distributed computation. In particular, the system decides
in a context-sensitive manner whether to conduct computa-
tion tasks on the mobile device or on a remote server.
In the past, mobile social sensing was based on light-
weight algorithms. With increasing computing and storage
capabilities of mobile devices, more and more complex tasks
can be run locally on these devices. As a consequence, a
number of platforms have been developed that facilitate the
development of mobile social sensing applications. Exam-
ples include StressSense [17] and AMMON [5], two plat-
forms that offer feature extraction functionalities for vocal
emotion recognition running on mobile devices. Encouraged
by the recent success of deep neural networks in the area
of audio and video processing, Lane et al. [13] conducted
a number of experiments to explore the potential of deep
learning in the mobile context. Their experiments revealed
that deep learning techniques have the potential to increase
robustness of various mobile sensing tasks, such as activity,
emotion and speaker recognition, without requiring an un-
realistic amount of resources. However, they relied on previ-
ously acquired mobile sensing data and did not yet employ
their deep learning framework in the wild.
Despite of the increasing variety of sensors, fusion mecha-
nisms running on mobile phones employ rather simple rules
and treat multiple modalities usually in a strict comple-
mentary manner. For example, the above mentioned Logue
system analyzes speech and body movements of a speaker.
However, the two modalities are not fused in a synergis-
tic manner, but handled separately to analyze the speaker’s
performance. This observation is also reported in a recent
survey paper by Palaghias et al. [26] who give a compre-
hensive overview of frameworks and systems that analyze
human social data in the mobile context. The current paper
aims to close this gap by providing tools to filter, transform,
classify and fuse data streams in real-time, locally on mo-
bile devices. We will also test to what extent it is possible
to run sophisticated synchronization and fusion mechanisms
in an everyday mobile setting and compare the results with
similar tasks in a laboratory environment.
3. MOBILE SSI
Providing developers with tools to record, analyze and
recognize human behavior in real-time on mobile devices
has been our driving force to port the Social Signal Inter-
pretation (SSI) framework [33] to run on mobile platforms.
The SSI framework aims at closing the gap between offline
analysis and the development of online systems. Therefore it
provides an architecture that not only provides tools for data
recording, feature extraction and machine learning, but also
supports the immediate implementation of a learned model
in a real-time fashion. Originally, SSI was developed for
desktop machines. However, given the mobile boom in the
last years and the great potential mobile devices offer to un-
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obtrusively monitor and analyze user behavior in the wild,
it seems natural to extend the framework into the mobile
world. Since mobile and desktop systems are a benefit to
each other, we keep them as consistent as possible. In fact,
with the current implementation it is possible to develop a
system on a desktop machine and run it without (or only
marginal) modification on a mobile device and vice-versa.
The core idea of SSI is to accomplish complex signal process-
ing pipelines from simple reusable units. These units can for
example be sensors, transformers computing features on the
signal or consumers for output or classification. An example














Figure 1: Components in an SSI pipeline used for
laughter recognition in Section 4. Data flows in
streams and events from one component to another.
the raw streams (see Section 3.2) when voice activity is de-
tected in the audio channel. Support Vector Machine (SVM)
classifiers recognize laughter events in the two channels that
are combined using an asynchronous fusion scheme (see Sec-
tion 3.3). SSI implements a plug-in system to dynamically
load pipeline components at run-time. The structure of the
pipeline is described using plain XML. Both properties offer
a sufficient level of abstraction to define a pipeline indepen-
dent of the platform it will run on.
3.1 Porting
Since SSI is written in C++ and was originally developed
to run on Windows, porting the core system to Linux was
a necessary intermediate step towards supporting Android.
CMake was chosen as a platform-independent build sys-
tem. Wherever possible, platform-dependent implementa-
tions were replaced by platform-independent solutions (e. g.
switching threading to C++11 standard). The main chal-
lenges, however, arose from the limitations and peculiarities
of mobile devices. Due to its wide distribution and open
nature, we decided to primarily target Android as mobile
operating system.
3.2 Features
One inherent property of SSI is its strict synchronization
between various processing channels to allow a proper inte-
gration of multi-modal information. On a desktop machine
with a steady energy supply the primary way of processing
information is in form of continuous streams at a fixed sam-
ple rate. On mobile devices, however, limited and hetero-
geneous computing power as well as inaccurate timers and
battery usage have to be taken into account. Therefore, it of-
ten makes sense to handle signals in a ”process-on-demand”
fashion, i.e. processing signals only when they convey some-
thing meaningful [28]. Hence, representing information in
form of events becomes more important on a mobile plat-
form. Here, SSI’s event handling system already provides a
suited mechanism, though some extensions had to be made,
e. g. serialization of events back into continuous streams.
Integrated sensors are a key feature of mobile devices as
they allow us to constantly monitor the users’ behavior with-
out the requirement for extra wiring [20]. In addition, a
mobile system can be extended with supplementary sensors
worn by the user, as well as stationary ones placed in the
surrounding environment. By communicating with the An-
droid Java API we are able to integrate Bluetooth devices.
To handle Java sensors adequately, we integrate SSJ – a
Java reimplementation of SSI [6]. SSJ handles Java threads
and components and again functions e.g. as a sensor for
a native MobileSSI pipeline. For external sensors, we use a
messaging protocol (XMPP) with a publish-subscribe model
to be able to add sensors dynamically and aim at a more op-
portunistic approach [29]. Following raw data acquisition is
feature extraction. Plugins for filtering and feature extrac-
tion are organized as transformers. These range from generic
filters such as mean, derivation and the Butterworth filter to
specific collections of features such as OpenSMILE [9] and
EmoVoice [32] for audio processing.
Higher levels of an application depend on conclusive re-
sults rather than signal features. MobileSSI therefore inte-
grates machine learning. Using model abstraction, differ-
ent algorithms can be tested transparently. We mainly rely
upon Support Vector Machines [4], but also have more ad-
vanced approaches, such as hierarchical classification [34].
The machine learning plugin supports automated structur-
ing of data as well as automatic evaluation of trained models.
These mechanisms serve as a basis and are tightly integrated
with the asynchronous fusion approach described next.
3.3 Asynchronous Fusion
Originally, research on multimodal interfaces has focused
on fusion mechanisms that integrate the meaning of multi-
ple modalities, such as speech and pointing gestures, into a
uniform representation (see [12] for a survey). To analyze
human social behavior, fusion mechanisms are required not
only at the semantic level, but also at the level of low-level
social cues and high-level classes representing typical pat-
terns of social behavior. A discussion of fusion approaches
that employ different levels of abstraction is provided in [1].
Here, we focus on fusion at an intermediate level and propose
events as meaningful interpretation units that lie between
low-level features and high-level classes. Events are inter-
preted as short-termed cues that point to a searched target
class. An ensemble of trained machine learning models is
used to recognize these events in the available modalities.
To cope efficiently with changing sources of information
that depend on sensors available and information emitted by
the surrounding, we adopt an asynchronous fusion scheme.
This fusion approach does not force decisions from all avail-
able channels for every time frame, but instead correlates
occurrences of small windows of relevant information over
time. Other ways of fusing modalities without steadily forc-
ing decisions have been successfully investigated in previous
research. Zeng et al. [36] apply Multi-stream Fused Hid-
den Markov Models, in which state transitions of different
components of Hidden Markov Models are allowed to oc-
cur at differing times across multiple streams. Dupont et
al. [8] model the asynchronous nature of audio and video
streams using temporal topologies with multi-stream Hidden
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Markov Models for continuous speech recognition. Methods
pursuing a hand-modeled approach for the asynchronous
fusion of streams using Petri-nets are applied by Navarre
et al. [25]. Long Short-Term Memory Neural Networks
have shown great success in paralinguistic tasks (see [3, 35]).
They were used to replace traditional nodes with memory
cells that allow the network to learn when to store or relate
to bimodal information over long periods of time.
Asynchronous fusion on event level has proven to be ro-
bust in affect recognition scenarios [16]. By monitoring oc-
currences of events over time, the higher level fusion plugin
is able to decide what is going on at any point in time.
This strategy provides an abstraction level that allows for
easy adaption, as modalities that are able to provide events
for the event based fusion algorithm can be easily added or
removed. Therefore it is a good fit for in the wild signal
processing, where it is not guaranteed to have all sensors
available at all times (differing hardware, noisy data, energy
consumption, etc.). Recognized events are initially weighted
with regard to the confidence of the classification model and
this weight is constantly decreased so that their influence on
the final fusion result descends to zero over time. Currently
active events give an appropriate overall picture that again is
judged by the fusion model on the event level by calculating
the center of mass based on currently active events and their
updated weights (see Figure 2). This solves not only prob-
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Figure 2: The fusion algorithm considers the tem-
poral flow of laugh events. Their influence decreases
over time. A framewise laughter probability is cal-
culated as the center of mass of weighted events.
lems of different sample rates and segmentation windows on
multiple streams. But it is especially of use when giving dif-
ferent relevance judgments to events in multiple modalities.
From an engineering point of view, only transmitting events
is leading to much lower network load than sending a raw
data stream.
3.4 Networking
To support distributed processing of sensor input over
multiple machines and platforms, SSI offers a socket-based
interface to start multiple pipelines in-sync and hosts a time
server to keep timers from drifting apart. This feature also
enables us to outsource heavy processing steps to a desk-
top computer and to immediately receive the result to con-
tinue processing. Beneath XMPP mentioned earlier, the
MQTT protocol was integrated for low overhead communi-
cation that is especially of use for microcontrollers within
the internet of things. In addition, MobileSSI features a
webserver for communication via web sockets, for instance,
to visualize information in a browser either on the mobile
device itself or an external machine in the network.
4. VALIDATION IN THE WILD
As a real world test we decided to conduct a laughter
recognition study in an everyday setting. Laughter detection
is a classic problem when it comes to social cues. Indeed, we
have already built an enjoyment recognition system based
on audiovisual laugh and smile detection [16]. Data acqui-
sition, however, was done in a typical stationary lab setting
in which up to four study participants were recorded while
telling each other funny stories of their lives [22]. Now, our
aim is to port the existing system to run on mobile phones
to investigate the following questions:
• Can we replace the sensors of the previous system us-
ing solely sensor technology provided by mobile phones?
• Which parts of the SSP pipeline need adaption to work
in a less predictable and changing environment?
• Can we expect a comparable recognition performance?
In principle, we could use cameras again for detecting vi-
sual laughter. However, we would have to either place them
in the environment (which would limit the user’s mobility)
or to attach them to the user. In the latter case, only visual
laughter of the user’s interlocutors could be captured. Of
course, the camera could also be attached in a way that it
faces the user. However, this setup would result into a rather
bulky device. Consequently, we had to find another solution.
Accelerometers seem to be a promising option. Indeed there
is evidence from previous work using visual markers [19] or
a complete motion capture suit [21] that motion is a good
indicator of laughter. Therefore we decided to replace the
Kinect cameras that were used in the previous lab setting
with accelerometers. For the audio modality no replacement
was necessary since external microphones can be used to cir-
cumvent interferences from the pockets. The advantage of
the new setup is that it uses only hardware that is available
on smartphones or very easy to attach (microphones) and
can be continuously assessed and analyzed.
4.1 Corpus
As a natural environment for our study we picked a pub, as
it is a common place for people to meet and have enjoyable
conversations. As described above, we decided to stick to
audio and accelerometer sensors. The new setup is depicted
in Figure 3 and shows three study participants, each of them
equipped with a smartphone in his breast pocket connected
to a clip microphone. The participants were acquired be-
forehand and given a brief introduction on how the setup
worked. Apart from starting the session, no further interac-
tion with the system was required from them. Throughout
the session the participants were completely free in choos-
ing the topic of their conversation, i.e. we did not give them
any guidelines on the content to be discussed. Audio was
recorded at 16 kHz, as it is the sample rate delivering the
most reliable results on our target system vs. 48 kHz in
the reference study. Accelerometer data were sampled at
100 Hz. For the study we used Samsung Galaxy S4 (GT-
I9505) phones running Android 5.0.1 (latest official version).
First, we set up a pipeline to continuously record audio
and accelerometer data and relied on SSI’s synchronization
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Figure 4: Overview of one session. Raw data containing audio and acceleration are plotted synchronized.
Laugh (yellow) and talk (orange) events are marked. The zoom shows synchronized laughter between users.
sync. Figure 5 features a synchronized signal snippet show-






Figure 5: In addition to audio, we capture accelera-
tion as an indicator of laughter.
sessions on different days and collected a total of about 3.5
hours of natural conversations per user. Our experiments
showed that data can be reliably captured with the sen-
sors provided by the smartphones for up to eight hours per
charge. Feature processing of six hours and online recogni-
tion for seven hours is possible with one charge. In total we
extracted 21500 samples by using a sliding window of one
second and 400 ms frame shift whereof 875 contain laugh-
ter. In comparison, the corpus acquired in the reference
study [16] contains 27000 samples with the same window and
shift. Audio was used as ground truth to annotate laughter
on both modalities. Figure 4 shows that laughs are indeed
infectious. Laughter of one person (indicated in yellow) is
immediately followed by the others.
4.2 Features
In order to recognize cues for laughter in the observed
channels, we need to extract relevant features from the seg-
ments of raw data. For audio we use the EmoVoice feature
set (1451 in total) [32] - containing MFCCs, pitch, energy
and more. For laughter recognition in audio data MFCCs
have proven good indicators - not surprisingly as they are
a useful tool in speech recognition and laughter has a lot in
common with phonemes. For accelerometer data, we com-
pute a series of nine features (listed in Table 1) for each of
the three axis. We add the first and the second derivation
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for each calculated feature, resulting in a feature vector of
size 81 for the accelerometer modality.




Peak count, Pulse rate
Energy
Table 1: Features used on accelerometer data, on
each axis, additionally on first and second derivation
of the signal.
4.3 Evaluation
Evaluation is carried out frame-wise over the two recorded
sessions. As both sessions feature the same users, we decided
to use two persons for training of recognition and fusion
systems and keep the third for testing. This evaluation ap-
proach simulates the performance of an online system and
allows us to draw a direct comparison to the reference sys-
tem [16] evaluated the same way. To get a first impression
of recognition performance, we train one SVM-model for
each of the two modalities, audio and smartphone accelera-
tion separately with two classes (laughter and no-laughter).
Frame-wise recognition results are shown in Table 2. The
tables present unweighted recognition results (average ac-
curacy across classes), because the number of frames actu-
ally containing laughter is of course significantly lower than
frames that show no hints of laughs. This prevents high de-
tection rates by only favoring the dominant class (weighting
the average with the classes’ sample count).
Uni–Modal Classification
Accelerometer Audio
Laughter 80.95 % 76.19 %
¬ Laughter 63.42 % 86.70 %
Average 72.19 % 81.45 %
Table 2: Results of classification per modality.
While the reference system reached an unweighted accu-
racy of up to 90 % for laughter recognition on audio frames,
we can now observe a clear drop to 81 % in recognition ac-
curacy. The detection rate for the accelerometer data was
lower, too, yielding 72 % compared to 79 % obtained with
the video modality in the laboratory study.
Multi–Modal Classification
Decision Fusion Event Fusion
Laughter 78.57 % 83.33 %
¬ Laughter 86.62 % 85.95 %
Average 82.59 % 84.64 %
Table 3: Results of classification fused using
decision- and event-driven solutions
In order to compare the performance of the proposed
event-based fusion approach we also applied a very basic
decision-level fusion strategy (see Table 3). Decision-level
fusion using the product rule [15] improved the results by
one percent point over uni-modal classification and scored
82.59 %. As a second method, asynchronous fusion on event-
level features (Section 3.3) was conducted and improved the
classification by three percent points to 84.64 %. Instead
of fusing information over fixed time segments, recognized
events are integrated frame by frame. To this end, the fol-
lowing parameters are taken into account. Each event is
assigned a modality-specific weight to emphasize more re-
liable information sources. A decay parameter determines
how fast the influence of events on the fusion result de-
creases (see Figure 2). If a particular threshold is achieved,
a frame is classified as laughter. The optimal configura-
tion of these parameters was learned on the training data
by systematically testing parameter combinations following
the grid search approach described in [16]. Within 12000
combinations of parameters, based on our previous research
and additional adjustments for the new setting, 18 config-
urations were found that scored an average of 84 % detec-
tion rate. These configurations give events from the audio
modality a higher influence (0.7 or 1.0) while accelerometer
events are weighted lighter at 0.1 to 0.3. Audio and accel-
eration decay parameters are comparable and vary from 0.6
to 1.0 (audio) and 0.5 to 1.5 (acceleration). This is plausible
as audio is the modality with better classification results in
Table 2, therefore can be relied upon more and faster, while
accelerometer events make a better contribution if they are
weighted less.
5. DISCUSSION
Compared to the story–telling corpus, we found clear dif-
ferences regarding the signal quality. For instance, the au-
dio signals captured in the pub were overlaid with diverse
sources of noise: music playing in the background, surround-
ing conversations of varying intensity, utterances of the wait-
ress while taking orders, interferences with mobile network
activity etc. These disturbances present great challenges to
voice activity detection and audio classification and should
be addressed, for instance, by applying noise reduction tech-





Figure 6: Change in audio amplitude and accelerom-
eter energy before and after entering the pub.
to great changes, e. g. when the group initially enters / fi-
nally leaves the pub or is just temporarily leaving the pub
for a smoke, noise cancellation schemes are required that are
able to dynamically adapt to the current situation. Exam-
ples of such changes can be noticed at the start / end of
session 1 visible in Figure 4 and in Figure 6 where a transi-
tion is shown in detail. On the other hand, the surrounding
soundscape may contain relevant data that should be an-
alyzed to gain further information about the environment
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and the user’s activity. For instance, tailored classification
models could be used for outdoor and indoor settings. Over-
all, our experiment demonstrated the benefits of MobileSSI
when moving from a lab setting to a mobile environment.
Our classification results are clearly lower than those ob-
tained in the lab. However, techniques based on event fusion
narrow the gap compared to uni-modal classification. The
smile and laugh detector by Fukumoto et al. [11] obtained
recognition rates of 89.2 %. However, they had people watch
videos of ten minutes only while we investigated social in-
teractions over several hours in a mobile setting. Also they
used a setup including glasses equipped with photo inter-
rupters and relied on a PC for online processing whereas in
our case all the computing was done on the phone.
Since battery life of today’s smartphones is sufficient to
record and process data in real-time for several hours, we
are able to run real-life experiments, which provide better
insights on the actual challenges we have to face when ap-
plying social signal processing in the wild.
6. CONCLUSION
With MobileSSI, we presented a tool that brings SSP tech-
niques to mobile and embedded devices. MobileSSI pro-
vides a flexible interface for interacting with multiple wear-
able sensing devices in a real-time and synchronized fashion
while not constricting the user’s mobility. Our deployment
in a real-life setting gave promising results and demonstrated
its capability to run complex signal processing and machine
learning tasks locally on mobile devices. Processing data
captured in the wild is clearly more challenging compared
to the analysis of data recorded in laboratory settings. Mo-
bileSSI does not only help developers pinpoint these chal-
lenges, but also offers a flexible software framework to im-
plement algorithms that are able to address them. In or-
der to cope with partially missing, unreliable or noisy data,
we provided an event-based fusion scheme that introduces
events as an abstract intermediate layer and effectively de-
couples unimodal processing from the final decision making.
Each modality serves as a client which individually decides
when to add information. Signal processing components can
be added or replaced without having to touch the actual fu-
sion system, and missing input from one of the modalities
does not cause the collapse of the whole fusion process. By
exploiting multiple modalities, MobileSSI enables us to col-
lect a large variety of behavioral cues from lower-level social
cues to higher-level social group dynamics. In addition, it
may be used to acquire a rich amount of context informa-
tion. By correlating social cues with context information,
a more holistic picture about social interactions is obtained
that may provide social scientists with useful insights. For
better transparency and as a contribution to the community
MobileSSI is open source and available to the public1.
7. FUTURE WORK
Several shortcomings of SSI on mobile platforms can be
predicted as inevitable obstacles, such as energy efficiency,
autonomous adaption to unforeseen events and annotation
of masses of data in collaboration with the user. Smart filter
algorithms are required that adapt to the current situation
to handle noise sources in diverse situations. A classifica-
tion of the surrounding environment (e.g. busy street vs.
1https://hcmlab.github.io/mobileSSI/
quiet park) might help online recognition pipelines better
fit the current situation. Apart from laughter, our corpus
contains natural conversations and noises from the environ-
ment that invite to be used for data exploration. Speaking
time per person and session as well as the proportion of
laughter per person are information that can be easily ex-
tracted using our setup and application. In addition, we will
conduct additional experiments with the analysis of social
group dynamics to further validate and improve the Mobi-
leSSI framework. So far, the event-based fusion approach
has been employed to integrate social cues of an individual.
In the future, we will investigate to what extent social cues
of a person can be predicted from the social cues of the sur-
rounding interlocutors. Related studies can be found in the
literature, but most of them have been conducted in station-
ary settings. In this paper, we presented experiments with
a duration of a few hours. In the future, we plan to conduct
more long-term studies over several weeks or even months.
The amount of data that can be captured within these time
frames will enable us to refine our assessment of human be-
haviors in the wild and test data-intensive technologies, such
as deep learning.
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Impact of Multimodal Behavioural Feedback Loops on
Social Interactions. In ICMI ‘16. ACM, 2016.
[7] I. Damian, C. S. S. Tan, T. Baur, J. Schöning,
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Voice. In E. André, L. Dybkjær, W. Minker,
H. Neumann, R. Pieraccini, and M. Weber, editors,
Perception in Multimodal Dialogue Systems, volume
5078, pages 188–199. Springer, 2008.
[33] J. Wagner, F. Lingenfelser, T. Baur, I. Damian,
F. Kistler, and E. André. The Social Signal
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