This paper describes recent modifications to the mixed-frequency model vector autoregression (MF-VAR) constructed by Schorfheide and Song (2012) . The changes to the model are restricted solely to the set of variables included in the model; all other aspects of the model remain unchanged. Forecast evaluations are conducted to gauge the accuracy of the revised model to standard benchmarks and the original model.
Introduction
This paper describes recent modi…cations to the mixed-frequency vector autoregression (MF-VAR) constructed by Schorfheide and Song (2012) . The original model has been in use at the Federal Reserve Bank of Minneapolis for more than two years. A noteworthy feature of the model is that it combines data measured at both monthly and quarterly frequencies. The primary advantage of the mixed-frequency approach is that it can use more timely monthly data to help forecast quarterly variables-primarily GDP and associated national income and product account concepts-that are available on a less timely basis. The algorithm used to solve the model uses all available monthly information to construct forecasts of the quarterly variables. The changes we make to the original model are restricted solely to the set of variables that increase their number from 11 to 14; all other aspects of the model are unchanged.
Setting the mixed-frequency feature aside, the model is a descendant of the statistical approach to forecasting developed by Doan, Litterman, and Sims (1984) . Speci…cally, it is a vector autoregression (VAR) set in a Bayesian framework that allows the introduction of extra-sample information based on prior beliefs of macroeconomic time series behavior. The "prior" information helps to counter the problems of forecast degradation due to over…tting. The precise structure of the prior information scheme is a re…nement of Doan et al. (1984) and is primarily based on work by Sims and Zha (1998) .
The paper is written to be brief but self-contained for those familiar with the Bayesian VAR approach to forecasting. Those interested in further details and a fuller understanding should consult the original paper by Schorfheide and Song (2012) and associated references.
The following section provides an overview of the VAR model and the Bayesian framework. Section 3 discusses variable selection and the motivation for the updated list of variables. Section 4 presents a series of forecast evaluations that document forecast accuracy to standard benchmarks, including a direct comparison with the original speci…cation. Section 5 concludes.
Model and Prior Speci…cation
Let y t = (y 1t y 2t : : : y nt ) 0 be an n 1 data vector of n random variables. The model is an n-variable VAR(p) we …rst write as y t = 1 y t 1 + + p y t p + c + u t ; u t i.i.d. N (0; )
for t = 1; ; T . In this expression, 1 ; : : : ; p are n n matrices of VAR coe¢ cients, c = (c 1 ; c 2 ; : : : ; c n ) 0 is an n-dimensional vector of constants, and = Eu t u 0 t . Each equation in the VAR model contains k = np + 1 regressors. For notational convenience, the VAR system
(1) can be written more compactly by grouping the coe¢ cient matrices into the n k matrix
Furthermore, if one allows the slight abuse of notation where the matrix is formed by stacking the i 's vertically rather than horizontally as in (2), the VAR can be written even more compactly as In (3), X is a T k matrix, and Y and U are T n matrices.
VAR models are richly parameterized; for the 14-variable, 6-lag model presented here, each equation has k = 85 regressors. With only a limited data history, the estimated model is subject to forecast degradation due to over…tting. Approaching the problem by limiting the number of regressors exposes the model to misspeci…cation bias, which also compromises forecasting accuracy. To balance these risks, Bayesian methods are typically applied to shrink the coe¢ cient estimates for 1 ; : : : ; p and to their "prior" means in a reasonably large model.
Since the u t are i.i.d, the VAR system can be used to construct the likelihood function, which gives the probability of observing the sequence of random variables Y 1:T = fy 1 ; : : : ; y T g conditional on the parameters ( ; ) and the p initial observations:
To be succinct, we use the following shorthand for the likelihood function:
where p ( ; ) is the prior distribution (a subjective assessment of the probabilities on ( ; ) before the data on Y are observed), and p ( ; j Y ) is the posterior distribution (the assessment of probabilities ( ; ) once Y has been observed). The posterior distribution is the primary object of importance in Bayesian inference and prediction.
In the current version of the model, we continue to use an updated version of the "Minnesota" prior originally introduced by Doan et al. (1984) . Based on work by Sims and Zha (1998), Schorfheide and Song (2012) apply a prior distribution in the form of a multivariate normal inverted Wishart (M N IW ). Among other advantages, the M N IW prior produces a posterior distribution that is also M N IW (i.e., it is the "natural conjugate"prior). 1 The prior is implemented with the mixed estimation method proposed by Litterman (1986) , whereby the observed data set is augmented with dummy observations. 2 Prior beliefs regarding the variances are determined by a parsimonious vector of hyperparameters > 0. The prior is parameterized so that as ! 0, the prior becomes noninformative (or " ‡at"), essentially producing ordinary least squares (OLS) estimates for the posterior means, and as ! 1, the prior is said to be "dogmatic" and the prior means become the posterior 1 The precise speci…cation of the prior distribution is described in Del Negro and Schorfheide (2011) . In brief, the vectorized coe¢ cient matrices are distributed as a multivariate normal given covariance matrix , and the covariance matrix is distributed as an inverted Wishart, which is the multivariate generalization of the inverted gamma distribution. 2 See Del Negro and Schorfheide (2013 Bayesian procedure to produce better forecasting accuracy against a number of alternatives.
An attractive feature of the marginal density associated with the M N IW prior is that it can be obtained in closed form. 4 The basic idea behind the Minnesota prior is that macroeconomic times series behavior is fairly well described as a collection of random walks correlated only through the innovations.
In terms of the VAR system (1),
We optimize the marginal likelihood over four hyperparameters. The …rst determines the degree of belief in the unit root behavior expressed by (6) . The Minnesota prior also expresses the belief that the quantitative importance of a variable fades as the lag lengthens. Assumptions on the decay rate of prior variances with distant lags receive tighter prior variances, implying that they are more likely to be zero than shorter lagged coe¢ cients. A hyperparameter controls the overall tightness of the decay scheme. Another prior that has been shown useful for forecast accuracy is the sum-of-coe¢ cients prior (Doan et al., 1984) . This prior allows for inexact di¤erencing in the sense that a variable's own lags sum to one:
In term of time series behavior, when lagged values of a time series are at a particular level, the same level is likely to be a good forecast for that variable. In other words, time series are assumed 3 Given the data Y , the marginal data density p (Y ) is the missing factor of proportionality p (Y ) that forces (5) to hold with equality. Speci…cally,
which follows from Bayes'rule. In Bayesian econometrics it is the principal measure of model …t to the data and is used extensively in model comparison. 4 See Bauwens, Lubrano, and Richard (1999) for a derivation.
to display "persistence"; another hyperparameter is reserved to express the degree of belief in persistence. A last hyperparameter governs one's belief in "copersistence": when all lagged variables are (separately) at particular levels, then all variables tend to persist simultaneously at those levels. 5 To operationalize the mixed-frequency feature of the model, the estimation procedure exploits the Kalman …lter and its ability to handle missing observations (i.e., the unobserved monthly values of quarterly variables). The VAR (1) Although the original model contains real GDP, the unemployment rate, and the federal funds rate, the consumer price index (CPI) is the consumer price variable; the corresponding core CPI index is not included. We substitute the PCE index for the CPI. We also add the core 5 Del Negro and Schorfheide (2011) provide a clear exposition of the M N IW natural conjugate prior and the dummy variables used to implement it. 6 See Schorfheide and Song (2012) implies a credit spread (Baa corporate yield minus 10-year Treasury yield) in addition to the existing term spread (10-year Treasury yield minus the federal funds rate) and provides a measure of …nancial market stress that may be useful for forecasting turning points. Table 1 compares the new set of variables to the original one. In summary, the PCE index replaces the CPI as the main price variable, and the core PCE index is added. Average hourly earnings and the yield on Moody's Baa-rated corporate bonds are also added to the model.
The set of quarterly variables (real GDP, …xed investment, and government purchases) has not changed. Table 1 also indicates how each of the variables is transformed for the MF-VAR. 7 Although the Bureau of Labor Statistics publishes quarterly data on unit labor costs and its components in the nonfarm business sector (and others), in principle we could add productivity and hourly compensation or even unit labor costs by itself. This approach has at least two drawbacks. The …rst is the usual concern over forecast degradation due to over…tting-particularly when adding highly collinear variables. The second problem is computational; adding additional quarterly variables is substantially more costly in computing time than adding monthly variables.
Forecast Evaluation
Our main purpose in this section is to evaluate the forecasting performance of the revised model relative to standard benchmarks and the original model. We focus our attention on the …ve model variables that are part of the SEP (GDPR, UR, PC, PCXFE, and RFF ), but provide results for all model variables for completeness.
Prediction in a Bayesian framework is based on the posterior predictive density (or "predictive density" for short). It provides a complete probability assessment of future values of the model variables given current and past observations. Let Y T +1:T +H = y 0 T +1 ; y 0 T +2; ; : : : ; y 0
represent an arbitrary forecast path in the set of all possible future paths. Constructing the predictive density requires us to assign a probability to each path:
where = ( ; ), is the vector of VAR coe¢ cients and is the variance-covariance matrix of shocks. The integrand in (8) is the joint density of model parameters and future variable observations. Using the rules of probability, it can be written
The two sources of forecast uncertainty are highlighted by this expression. The …rst term on the right-hand side of (9) describes the uncertainty on future observables given the observed data and model parameters or, equivalently, the forecast uncertainty due to future disturbances In what we follows, we provide forecast accuracy metrics for point forecasts. We generate point forecasts using the "pseudo-iterated" approach in which parameter uncertainty is integrated out. The one-step-ahead forecast is obtained using the posterior mean :
The remaining h = 1; : : : ; H 1 step-ahead point forecasts are then computed by recursive substitution. For example, the H = 2 forecast is then computed as
and so on. More generally,
where b y T +h = y T +h p for h p. Alternatively, using the notation in (2) we can write
The forecast evaluations are conducted on a recursive basis in which the sample period is Table 1 . The root mean squared forecast error is given by p M SF E i;h . Table 2 reports the root MSFEs for all variables in the revised model for horizons h = 1; : : : ; 8.
We report MSFE statistics relative to three di¤erent benchmark model forecasts. First, we evaluate the forecasting accuracy gained by using (optimized) informative priors with a comparison of the Bayesian MF-VAR forecasts to those generated by the same system under ‡at priors (OLS). Next, we compare the Bayesian MF-VAR forecast to one generated by the univariate AR(6) process for each variable (denoted AR). Because over…tting is of little threat due to the parsimonious speci…cation, the autoregressive models are estimated using OLS. This comparison helps gauge the value of the cross-correlation information contained in VAR coe¢ cients. Finally, we compare the forecasting accuracy of the 14-variable model relative to the original 11-variable model (designated OR).
De…ning M SF E BV AR
i;h as the MSFE for the Bayesian VAR with optimized hyperparameters and M SF E m i;h where m 2 fOLS; AR; ORg as the ones corresponding to each benchmark model, the relative mean squared forecast error (RMSFE) statistic is expressed as the ratio of the former to the latter,
so that values less than one imply better forecasts from the 14-variable model. Table 3 shows that using informative priors produces dramatically better forecasts than the same model using ‡at priors, with the largest accuracy gains for the federal funds rate and the smallest for PCE and core PCE prices. In nearly all cases, the informative priors produce a better forecast, with a single exception: average hourly earnings in the …rst two quarters of the horizon.
In Table 4 , we report the RMSFEs generated by the Bayesian VAR model and the classically estimated AR(6) benchmark models. Overall, the results favor the Bayesian VAR, which outperforms the AR(6) models in over 60% of the cases. The notable exceptions are for the price and wage variables (P C, P CXF E, EARN S), which for the most part, do substantially worse. In these cases, the cross-covariance information embedded in these equations is counterproductive. This suggests that the symmetry property that treats the prior shrinkage of own-lags in the same way as other lags may be overly restrictive in the case of price and wage forecasting. If so, a case could possibly be made for a more ‡exible speci…cation, but only by sacri…cing the considerable computational conveniences of using the M N IW prior. 9
Finally, Table 5 produce price forecasts that do not outperform those from a simpler univariate autoregression.
Ongoing research explores ways to improve price forecasts and assess the contribution of introduced variables to forecast interpretation. 
