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I. KAGOME-DIRAC MODES FROM ANOTHER
POINT OF VIEW
In the main text, we have plotted the normal modes in
a Wigner-Seitz cell around the center of the snowflake.
An alternative choice that highlights better the motion
of the links forming the Kagome lattice is to center the
Wigner-size cell around the center of a triangle, see Fig-
ure 1a. In Figure 1b-d, we show the same normal mode
plotted in Figure 1d-f of the main text for the diﬀer-
ent Wigner-Seitz cell. Note that the picture is rotated
anti-clockwise by a 2⇡/3 angle after one third of a period
corresponding to the quasi-angular momentum about the
center of the unit cell m1 = 1 , cf. Eq. (6) with ⌧ =  1
and ms =  1 .
II. EXPLANATION OF THE ESSENTIAL
DEGENERACIES AND SYMMETRIES OF THE
PSEUDOSPIN EIGENSTATES
Here, we discuss the symmetries of the normal modes
 ms,⌧ of the snowflake crystal at the high-symmetry
points. Thereby we also explain the appearance of the es-
sential degeneracies underpinning the robust Dirac cones,
and explain how to identify a pseudospin eigenstate from
the FEM simulation of a strip.
We consider a generic mode  (x, z) with quasimomen-
tum k,
Tˆ (a) (x, z) =  (x  a, z) = e ik·a (x, z)
where Tˆ (a) is a translation by a lattice vector a. As
usual we can use the Bloch ansatz
 (x, z) = eik·x (x, z), (1)
where  (x, z) is periodic under discrete translations,
 (x, z) =  (x   a, z). We choose the center of the
snowflake as the origin of the coordinates, see Figure 1a.
By applying a rotation by a angle ✓ about the z-axis, we
find
Rˆ(✓)z[ (x, z)] = R(✓)z (R( ✓)x, z)
= eik·R( ✓)xR(✓)z (R( ✓)x, z)
= eiR(✓)k·xR(✓)z (R( ✓)x, z) (2)
where
R(✓)z =
✓
R(✓) 0
0 1
◆
, R(✓) =
✓
cos ✓   sin ✓
sin ✓ cos ✓
◆
. (3)
We note that Rˆ(✓)z[ (x)] has a quasimomentum k0 =
R(✓)k rotated by ✓. For a triangular lattice, the high-
symmetry points K, K0, and   have the peculiarity to be
invariant under C3 rotations. For example, R(2⇡/3)K =
K+b1 where b1 is a basis vector of the reciprocal lattice.
Thus, applying the rotation Rˆ(2⇡/3)z to a state with
quasimomentum k = K, see Eq. (2), we find another
state with the same quasimomentum,
Rˆ(2⇡/3)z[ (x, z)] = e
iK·x 0(x, z)
where
 0(x, z) = eib1·xR(2⇡/3)z (R( 2⇡/3)x, z)
is invariant under 2D discrete translations,  0(x+a, z) =
 0(x, z). In other words, Rˆ(2⇡/3)z (and more in gen-
eral any C3 rotation) commutes with the projector PˆK
onto the states with quasimomentumK. The same holds
for K0, and  . Thus, for each high-symmetry point
k = K,K0, and  , it is possible to find a basis of eigen-
states of the C3 rotations spanning the sub-Hilbert space
of states with that particular quasimomentum. If the
crystal has the 2D discrete translational invariance and
the C3 symmetry, such a basis can be chosen to be eigen-
states of the Hamiltonian.
In the following, we denote a common eigenstate of
the C3 rotations and the translations by  ms,⌧ (x) where
⌧ indicates the valley (⌧ = 1 for k = K and ⌧ =  1 for
k = K0 ) and ms the quasi-angular momentum,
Rˆ(2⇡/3)z[ ms,⌧ (x, z)] = e
 ims2⇡/3 ms,⌧ (x, z).
From Eq. (2), we see that in terms of the corresponding
translational invariant field  ms,⌧ (x, z) we have
ei⌧b1·xR(2⇡/3)z ms,⌧ (R( 2⇡/3)x, z)
= e ims2⇡/3 ms,⌧ (x, z) (4)
Next, we show that the eigenstates with non-zero
quasi-angular momentumms = ±1 at the valleys ⌧ = ±1
can be organized in quadruplets which are degenerate if
the Hamiltonian has time-reversal symmetry T and the
full C6 symmetry. We denote the members of the quadru-
plet  ms,⌧ (x). Starting from an arbitrary state with
ms = 1 or ms =  1, the remaining three members of
the quadruplet are (by definition) obtained by applying
the time-reversal symmetry T and Rˆ(⇡)z (a rotation by
⇡ about the z-axis),
  ms, ⌧ (x, z) = T  ms,⌧ (x, z),
 ms, ⌧ (x, z) = Rˆ(⇡)z ms,⌧ (x, z),
  ms,⌧ (x, z) = T Rˆ(⇡)z ms,⌧ (x, z). (5)
where T  ms,⌧ (x, z) =  ⇤ms,⌧ (x, z). It is straightfor-
ward to explicitly check that the states   ms, ⌧ (x, z),
 ms, ⌧ (x, z), and   ms,⌧ (x, z) as obtained via the above
definitions from  ms,⌧ (x) are indeed eigenstates of the C3
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Figure 1. Eigenmodes of the silicon snowflake phononic crystal. (a) Diﬀerent choices of the unit-cell: While the blue cell
will nicely illustrate the motion of the snowflake itself (cf. Figure 1c), the red one rather emphasizes the motion of the links
connecting the triangles (cf. -d). (b-d) Displacement field of the same eigenmode shown in Figure 1c of the main text
(ms =  1, ⌧ =  1). Subsequent snapshots are taken after one third of a period (cf. the clocks), where the arrow indicates the
current direction of the links’ velocities. Notice that the quasi-angular momentum about the center of the unit cell is m1 = 1
(anti-clockwise rotation).
rotations and the discrete translations with the appropri-
ate eigenvalues. For the C3 rotation we have to show that
if Eq. (4) is assumed to hold for a specific choice of ms
and ⌧ , it will hold also for the remaining combinations of
ms and ⌧ .
Next we discuss the behavior of the states  ms,⌧ (x)
under C3 rotations about the center of the downwards
and upwards triangles, cf. Figure 1a,
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respectively. We note that these points lie at the corners
of the Wigner-Seitz cell around the C6 rotocenter (in this
case the snowflake center). Thus, as in any C6 symmetric
triangular lattice, they are threefold rotocenters. The
states  ms,⌧ (x, z) are also eigenstates of the C3 rotations
about c1 and c2 (or about any other point belonging
to the corresponding Bravais lattices) with quasi-angular
momentum
m1 = (ms + ⌧ + 1)mod3  1,
m2 = (ms   ⌧ + 1)mod3  1, (6)
respectively. Here, we use the definition of the function
(n)mod3 where ( 1)mod3 = 2. It is easy to verify the
above statement by applying the rotation Rˆ(2⇡/3)ci,z
about the point ci to the normal modes  ms,⌧ (x, z),
Rˆ(2⇡/3)ci,z ms,⌧ (x, z)
= Tˆ (ci)Rˆ(2⇡/3),zTˆ ( ci) ms,⌧ (x, z)
= e i(ms2⇡/3+⌧b1·ci) ms,⌧ (x, z).
Taking into account that b1 · c1 = 2⇡/3 and b1 · c2 =
 2⇡/3 we arrive to Eq. (6). Since  ms,⌧ (x, z) are simul-
taneous eigenvectors of the C3 rotations about all three
inequivalent threefold rotocenters of the crystal (the ori-
gin, c1 and c2), the time-averaged squared displacement
field | ms,⌧ (x, z)|2 is invariant under all these symmetry
transformations, cf. Figure 1b of the main text. We note
that for ms⌧ = 1 (ms⌧ =  1), the quasi-angular momen-
tum about the center of the downward (upwards) trian-
gles c1 (c2 ) is finite, |m1| = 1 (|m2| = 1), corresponding
to a vortex configuration. Thus, the wavefunction has
nodes at these points, cf. Figure 1b of the main text.
We note that a generic pseudospin eigenstate, e. g. the
zero Landau level, is the product of a smooth function
and the normal mode  ms,⌧ (x, z). Thus, it will show the
same displacement pattern at the lattice scale, cf. Fig 3d
of the main text. Consequently, the pseudo-spin can be
immediately read oﬀ from a FEM simulation of a strip
(where the valley is known) just by observing the location
of the nodes of | ms,⌧ (x, z)|2 .
III. DERIVATION OF THE DIRAC EQUATION
IN THE PRESENCE OF THE C6 SYMMETRY
Here, we derive the Dirac Hamiltonian for the case
where the C6 symmetry is preserved [Equation (1) of
the main text with m = 0 and A = 0]. In each val-
ley (⌧ = ±1), we project the Hamiltonian onto the
states  p,1,⌧ (x, z) = eip·x 1,⌧ (x, z) and  p, 1,⌧ (x, z) =
eip·x  1,⌧ (x, z), where the quasimomentum p counted
oﬀ from the symmetry point is assumed to be small. For
each p we define the Pauli matrices according to
 ˆz,p = | p, 1,⌧ ih p, 1,⌧ |  | p,1,⌧ ih p,1,⌧ |.
From this definition (assuming the usual commutation
relations for the Pauli matrices) we also have
 ˆ+,p = ( ˆx,p + i ˆy,p)/2 = | p, 1,⌧ ih p,1,⌧ |.
From the band structure calculated by the FEM simu-
lations (without the pseudomagnetic fields) we see that
the eigenenergies are linear in |p| close to the relevant
3symmetry point (they form a cone). Thus, the Hamilto-
nian should be, to first approximation, linear in p. Tak-
ing into account that  p, 1,⌧ (x, z) = T Rˆ(⇡)z p,1,⌧ (x, z)
and that T Rˆ(⇡)z is a symmetry, a mass term (propor-
tional to  ˆz,p ) is forbidden and the most general Hamil-
tonian which is linear in p has the form
Hˆ = E¯ +
X
p
v · p ˆ+,p + h.c. (7)
where E¯ is the degenerate energy of the normal modes
 ms,⌧ (x, z). Under the rotation Rˆ(2⇡/3)z we have
Rˆ(2⇡/3)zHˆRˆ( 2⇡/3)z
=
X
p
v · pRˆ(2⇡/3)z ˆ+,pRˆ( 2⇡/3)z + h.c.
=
X
p
v · pe i2⇡/3 ˆ+,R(2⇡/3)p + h.c.
=
X
p
(R(2⇡/3)v) · pe i2⇡/3 ˆ+,p + h.c.
Since the Hamiltonian is invariant under C3 rotations we
must have
R(2⇡/3)v = ei2⇡/3v.
From Eq. (3), we find v = vei (1, i) where v is the
slope of the cones. The phase   can be set to zero in
one of the valleys by appropriately choosing the phase of
one of the vectors  m,⌧ (x, z) (the other phases are then
set by the definition Eq. 5). By enforcing the invariance
under the T -symmetry, we find   = ⇡ in the other valley.
Finally, by plugging into Eq. (7) and projecting onto a
single quasimomentum, we obtain the Dirac equation (1)
of the main text [for m = 0 and A = 0].
IV. DETAILS OF THE NUMERICAL
CALCULATIONS OF THE PSEUDOMAGNETIC
FIELDS
In this section we provide additional details about
the numerical calculations performed with the COM-
SOL finite-element solver, thereby guiding through the
computation of the movements of the Dirac cones in
reciprocal space and the construction of the resulting
pseudo magnetic field for phonons in a strip configura-
tion. In all calculations the material is assumed to be
silicon (Si) with Young’s modulus of 170GPa, mass den-
sity 2329 kg/m3 and Poisson’s ratio 0.28.
Breaking the 3-fold rotational symmetry (C3-
symmetry) of the snowflake geometry but maintaining
its inversion symmetry (C2-symmetry), displaces the
Dirac cones from the high symmetry points K and
K0, but does not gap the system (cf. Figure 2c of the
main text). This eﬀect is depicted in Figure 2, which
shows the motion of the Dirac cones, as an eﬀect of
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Figure 2. Displacement of the Dirac cones in reciprocal space
due to a broken C3-symmetry (cf. Figure 2a of the main text).
Here the snowflakes arm lengths ri = r+ ri are changed with
 r1 6=  r2 =  r3, while  r1 +  r2 +  r3 = 0 in order to keep
the average radius constant at r = 180 nm. (a) depicts the
shift of the Dirac cone p at k = K0 (⌧ = -1 valley) computed
by the COMSOL finite element solver for diﬀerent arm length
 r1 (red and blue circles). For the other valley (⌧ = 1) the
cones move in the opposite direction, which builds the foun-
dation of a pseudo magnetic field for phonons that does not
break the time-reversal symmetry. The data can be very well
fitted by a parabola (solid black lines). (b) Overview of the
Brillouin zone, with the blue bars indicating the range of the
Dirac cones position that can be achieved by a variation of
the snowflake arm length by  r1 = [ 20;+20]nm.
the broken C3-symmetry. Thereby the radius of the
horizontally orientated snowflake arm is varied by  r1
(r1 = r +  r1), which displaces the Dirac cones in the
kx-direction. Generally this would also shift the Dirac
cone’s energy. In order to avoid that, the remaining
two snowflake arms are varied equivalently by  r2 =  r3
in such a way that the average radius is kept fixed at
r = (r1 + r2 + r3)/3 = 180nm (i.e  r1 +  r2 +  r3 = 0).
To engineer a constant pseudo magnetic field in a
strip configuration, that is infinitely extended in the x-
direction, the snowflakes need to be designed properly:
The B-field is given by Bz = @Ay/@x @Ax/@y, whereas
the vector potential for a given valley is directly related
to the shift of the Dirac cones A = p. As the strip is pe-
riodically extended in the x-direction the vector field is
not allowed to vary along this direction (i.e.@Ay/@x = 0),
while Ax must depend linearly on the vertical position y
(i.e. @Ax/@y = const.), in order to have a constant mag-
netic field (cf. Figure 3a). Using the relation between
the shift of the Dirac cones and the variation of the radii
(quadratic fit in Figure 2a), the radii of the snowflakes
can be calculated in dependence of their position in the
strip (cf. Figure 3b). In addition to that, we want to en-
gineer smooth boundaries by opening a mass gap, which
is done by breaking two-fold rotational symmetry at the
edges of the sample. This can be achieved by displacing
one of the snowflake arms by  (cf. Figure 2a of the main
text), with   = 0 in the bulk region while it smoothly
increases in the vicinity of the sample’s edge (cf. Figure
3c).
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Figure 3. Details about the strip configuration (cf. Figure 3
of the main text ). (a) depicts the displacement of the Dirac
cone in the ⌧ =  1 valley (kx = K0x = 2⇡/3a) as a function of
the vertical position ny in the strip, which forms the basis of a
pseudo-magnetic field for phonons. Those shifts arise from the
broken C3-symmetry, due to the variation of the snowflakes’
radii r1 and r2 = r3 (cf. Figure 2a of the main text). The ex-
act values of r1 and r2 in dependence of the position ny can
be seen in (b). Displacing one of the snowflake arms by  
(cf. Figure 2b) locally breaks the C2-symmetry, which forms
smooth boundaries. In (c) the displacement   is depicted
in dependence of ny. (d) A small fraction of the stipe’s unit
cell. The whole strip comprises 61 snowflakes in the bulk area
(|ny|  30) and additional 30 snowflakes to form the smooth
boundaries (30 < |ny| 45). As it is infinitely extended in the
x-direction a Floquet periodic boundary condition is imple-
mented at the left and right boundaries, whereas the upper
and lower boundaries are kept fixed (u = 0).
V. EDGE STATES AT THE PHYSICAL
BOUNDARY
In the Figure 4, we investigate the intrinsic edge states
that appear at the physical edge of the strip and that will
be present even in the absence of pseudo-magnetic fields.
The relevant bands are highlighted as colored lines in the
band structure of the strip, see panel a. The correspond-
ing displacement fields are shown in panel b. Note that
the edge states are defined only on a finite portion of the
Brillouin zone (where the bands are plotted as dashed
lines) and smoothly transform into bulk modes in the
remaining quasimomentum range.
VI. TIGHT BINDING MODEL ON THE
KAGOME LATTICE
For the transport calculations, we have modeled the
hexagonal snowflake crystal by a tight-binding Hamilto-
nian on a Kagome lattice, which is the lattice that de-
scribes the links between neighboring triangles, whose
motion represents the relevant sound waves for the par-
ticular triple of bands that we choose to consider. The
Kagome lattice Hamiltonian reads,
Hˆ =
X
j
(E¯ +  E)aˆ†j aˆj +
X
hj,j0i
Jj,j0 aˆ
†
j aˆj0 . (8)
Here, j is a multi-index, j = (j1, j2, s) where j1/2 label
the unit cell, and s = A,B,C the sublattice, see Figure
5a. As usual, hj, j0i indicates the sum over the nearest
neighbors. The hopping matrixKj,j0 is symmetric and its
matrix elements are chosen to reproduce the same Dirac
equation that would eﬀectively describe our patterned
snowflake crystal. The energy E¯ is the eigenenergy of
the states  ms,⌧ for the rotationally symmetric crystal
(see main text) while  E cancel out a renormalization of
the energy by the hopping terms.
In the main text and in the SI, we have shown how the
FEM simulations can be mapped onto the eﬀective Dirac
Hamiltonian Equation (1) of the main text. Here, we
show how the tight-binding model Eq. (8) can be mapped
onto the same eﬀective Hamiltonian. We first consider
the simple case where the invariance under discrete trans-
lations and the C6 symmetry are not broken correspond-
ing to m = 0 and A = 0. In this case, all (nearest-
neighbor) hopping rates must be equal Kj,j0 = K. One
can easily calculate the equivalent first-quantized Hamil-
tonian
h(k) =
0@ E¯ +  E J(1 + e ik·a1) J(1 + eik·a3)J(1 + eik·a1) E¯ +  E J(1 + e ik·a2)
J(1 + e ik·a3) J(1 + eik·a2) E¯ +  E
1A ,
where a1 = (a, 0), a2 = a( 1,
p
3)/2, and a3 =
a( 1, p3)/2. By expanding around k = K or k = K0
and projecting onto the states |m1 = 0, ⌧i = (1, 1, 1)/
p
3
and |m1 =  ⌧, ⌧i = (1, e i2⇡⌧/3, ei2⇡⌧/3)/
p
3 (m1 is the
quasimomentum about the center of the downwards tri-
angles) we find the Dirac Hamiltonian (1) of the main
text with m = 0, A = 0, and v =
p
3aK/2. The energy
at the tip of the cones is E¯ if  E =  J .
Next, we break the C6 symmetry but preserve the
translational symmetry such that the mass m and the
gauge A fields are constants. In this case, there are
six diﬀerent hopping rates. Three of them describe
the hopping within the same (to a diﬀerent) unit cell
Jj,j0 = J
(i)
s,s0 = J +  J
(i)
s,s0 (Jj,j0 = J
(e)
s,s0 = J +  J
(e)
s,s0) where
s 6= s0 and jx/y = j0x/y (jx/y 6= j0x/y). The resulting
first-quantized Hamiltonian reads
h(k) =
0@ E¯ +  E hAB(k · a1) h⇤CA(k · a3)h⇤AB(k · a1) E¯ +  E hBC(k · a2)
hCA(k · a3) h⇤BC(k · a2) E¯ +  E
1A ,
where hss0(x) ⌘ J (i)ss0 + J (e)ss0 e ix. Since we are interested
in the case where the C6 symmetry is broken only weakly,
we assume  J (i/e)s,s0 ⌧ J . Up to leading order in  J (i/e)s,s0
this correspond to the the Dirac Hamiltonian (1) of the
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Figure 4. Intrinsic edge modes at the physical boundaries. (a) Band structure of the strip configuration discussed in the
main text and in Section IV. The bands highlighted in green and red feature modes that are highly confined at the physical
boundary of the sample (dashed parts). (b) Displacement field of the red and green mode. Due to the small slope of their
bands for corresponding quasimomenta, the velocities become zero. Therefore, the edge states are stationary and do not show
any transport properties.
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Figure 5. (a) Scheme of the Kagome tight binding lattice on a
hexagon. The solid triangles indicate the unit cells, whereas
the dashed lines illustrate the nearest neighbor coupling to
diﬀerent unit cells. The three diﬀerent colors illustrate the
diﬀerent sublattice sites. The red hexagonal line separates
the bulk area (inner part) from the boundary area (outer
part). The uppermost side of the hexagon shows a zig-zag
type boundary. (b) Zoom into the lattice, depicting one unit
cell and its six neighboring sites. Within one unit cell me-
chanical excitations can hop from one site to another with
the internal hopping rates J(i)AB , J
(i)
BA and J
(i)
CA, whereas exter-
nal hopping rates out of one unit cell are labeled with J(e)AB ,
J(e)BA and J
(e)
CA. Note that internal and external hopping rates
are equal if the C2-symmetry is maintained.
main text with
A ⇡  ⌧ [(J (e)AB + J (i)AB)e1 + (J (e)BC + J (i)BC)e2
+(J (e)CA + J
(i)
CA)e3]/v, (9)
m ⇡ (J (e)AB + J (e)BC + J (e)CA   J (i)AB   J (i)BC   J (i)CA)/2, (10)
 E ⇡  (J (i)AB + J (i)BC + J (i)CA + J (e)AB + J (e)BC + J (e)CA)/6, (11)
where the vectors ej are defined in the main text.
With the help of the relations (9,10,11) we can sim-
ulate the Dirac Hamiltonian (1) of the main text with
the desired constant pseudo-magnetic field (in the sym-
metric gauge A = ⌧B(y, x, 0)/2) and mass profile.
To simulate the disorder we add and additional ran-
dom energy shift ⌦j equally distributed on the interval
  ⌦/2 < ⌦j <  ⌦/2. A finite decay rate of the phonons
(necessary to reach a steady state), is described within
the standard input/output formalism [1]. In the simula-
tions with the drains, the decay rate is increase smoothly
in the regions of the drains (in order to avoid introducing
any additional backscattering).
VII. BACKSCATTERING AT A SHARP
BOUNDARY
Here, we show that sharp boundaries can lead to un-
desired backscattering. As a case study we have con-
sidered a finite system similar to the hexagon investi-
gated in the main text, but with a sharp zig-zag bound-
ary (Fig. 5) of the Kagome lattice. As a comparison,
we also display once more the setup of the main text,
with smooth boundaries. Our results are summarized in
Fig. 6 where the set of panels (a–c) and (d–f) refer to
the case of sharp and smooth boundaries, respectively.
Panels (c) and (f) show the spatially resolved motional
amplitude pattern induced by an external field driving
a single selected unit cell (this amplitude pattern rep-
resents the unit-cell-resolved transmission). As in the
main text, a pattern of driving phases is applied in order
to excite uni-directional edge waves. In panel (f), the
area of large amplitude (transmission) is extended along
the whole smooth boundary. Thus, the phonons com-
plete a closed loop without being backscattered. This
is the usual behavior for a helical edge state. By con-
trast, this behavior is not reproduced in the presence of
6a sharp boundary, see panel (c). In this case, the area of
large transmission is localized entirely on the bottom side
of the hexagon, near the excitation point. This implies
that the phonons cannot penetrate into the neighboring
sides and instead are perfectly reflected at the corners.
We note that this is not simply a consequence of having
sharp corners, similar behaviour would be seen even for
diﬀerently shaped corners.
To explain this stark contrast between smooth and
sharp boundaries, we note that if one extends the length
of two opposite sides of the hexagon to infinity, one ob-
tains an infinite strip geometry. Thus, to study the edge
states of a semi-infinite strip oﬀers an indirect way to
investigate the hexagon’s edge states in the central re-
gion of each hexagon side (away from the corners). The
band structures of the infinite strip for smooth and sharp
zig-zag boundaries are shown in Fig. 6 panels (a) and
(d), respectively. In these panels, we also display the
frequency of the driving field used in the transport sim-
ulations [the dashed horizontal line]. We see that at the
frequency selected by the drive, immediately below the
n = 0 Landau level, there are (in total) four edge states
in the case of smooth boundaries and only two for sharp
boundaries. We note that, since the two edge states for
the case of sharp edges are connected by the time-reversal
symmetry, they must lie on the same boundary. Conse-
quently, in that case there are no edge states at the other
boundary.
We can check which edge state is excited by the driving
field by plotting the overlap between the wavefunctions
of the particular energy level highlighted in red and the
mode shape of the driving, as a function of the transverse
position of the applied drive, see panels (b) and (e). By
comparing panel (a) and (b) [panel (d) and (e)] we see
that in both cases (sharp or smooth boundaries) only
the clockwise propagating mode is initially excited. For
sharp boundaries, both edge states are on the bottom
boundary, but only the clockwise propagating mode is
visible in panel (b) because the driving field had been
chosen to be orthogonal to the anti-clockwise edge state.
It might appear surprising that the two boundaries of
the strip with sharp edges are not on a equal footing in
a pseudo-magnetic field. Since the two boundaries are
mapped one onto the other by a ⇡-rotation, this implies
that the underlying Hamiltonian is not invariant under
this transformation. Interestingly, this occurs because a
pseudo-magnetic field, unlike a magnetic field, changes
sign under this transformation. This surprising feature
has a simple explanation: the sign of the magnetic field is
diﬀerent in the two valleys which are exchanged by a ⇡-
rotation. We can learn even more by applying the same
argument to the hexagon where a ⇡/3-rotation exchanges
subsequent sides but also the two valleys. There, we can
deduce that the neighboring sides of the bottom side of
the hexagon are equivalent to the top side of the hexagon.
Based on our simulation of the strip, these neighboring
sides thus do not support any edge state either. This
explains the perfect backscattering at the corner of the
hexagon observed in the transport simulation in panel
(c).
In conclusion, these simulations confirm that for pseu-
domagnetic fields it is crucial to engineer smooth bound-
aries, not only to avoid possible backscattering, but even
just to allow transport at all, along an uninterrupted edge
state following the boundary.
VIII. POSSIBLE IMPLEMENTATIONS
Here, we provide a few more comments regarding the
optomechanical excitation and read out of helical waves.
In the simplest approach without a cavity, one could illu-
minate the structure from above by tightly focussed laser
beams, exerting radiation pressure directly. A rough es-
timate of the force, for a laser power of 1mW, indicates
that (out-of-plane) vibrational amplitudes of the order
of 10fm might be achieved. In this estimate, we have
adopted the simplest possible approach, treating the tri-
angle as an oscillator with a frequency of order 2⇡ ·14GHz
and a decay rate (2GHz) set by the scale of the bandwidth
of the Kagome bands. A more detailed analysis would be
needed to extract the excitation eﬃciency for the partic-
ular vibrational modes of interest, which formed the basis
of our discussion in the main text.
However, a much more eﬃcient approach is available,
involving optical cavities. A structure scaled up by a fac-
tor of X = 10 (resulting in frequencies lower by X) can
host defect-mode nano cavities embedded in the trian-
gles itself, cf. Figure 7. For any such optical cavity, a
circulating light with a modulated intensity will give rise
(via radiation pressure and photoelastic forces) to peri-
odic cycles of expansion and contraction of the structure.
This type of motion (when the right frequency is selected)
clearly overlaps with the vibrational modes that are rel-
evant for our proposal, cf. Figure 1d–f of the main text.
We note that the light intensity is enhanced by the cav-
ity’s finesse (usually at least & 100), thereby increasing
the amplitude of the vibrations. As the thermal motion
decreases with the factor 1/
p
X, it is easily possible to
overcome the thermal motion at room temperature. In
addition, during the measurements one can average out
the noise and provide a clear signal of the excited sound
waves traveling through the structure, regardless of ther-
mal fluctuations.
IX. ROLE OF THE ANTI-SYMMETRIC MODES
The device investigated here is symmetric under the
mirror symmetry (x, y, z) ! (x, y, z), i.e. reflection at
a horizontal plane cutting the slab into two parts. Thus,
it is possible to choose a complete set of normal modes
which are either symmetric or anti-symmetric under this
symmetry. As long as no perturbation breaks the mir-
ror symmetry, these two diﬀerent sets of modes are com-
pletely independent.
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Figure 6. (a) Band structure of a Kagome strip with sharp zig-zag edges in a pseudo-magnetic field. (b) Overlap between
the wavefunction of the red energy level highlighted in (a) and the mode-shape of a driving field focussed on a single unit
cell, as a function of the unit cell’s transverse position. The pattern of driving phases, with a phase delay of 2⇡/3 on each
sublattice (A, B, or C) compared to the previous one (C, A, or B), is the same as in the transport calculations (c) and (f). (c)
Transport in a hexagon with a sharp zig-zag boundary. Each complete unit cell is represented by a circle and the corresponding
unit-cell-resolved transmission is encoded in the color scale. The external drive is focussed onto a single unit cell below the
white spot (for clarity the spot is much larger than a single unit cell). (d), (e) and (f) are the same as (a), (b), and (c),
respectively, but with smooth boundaries. Clearly, uninterrupted transport along the whole sample boundary is only possible,
at this frequency, for the case of smooth boundaries.
Figure 7. Schematic picture of a scaled up snowflake array
with one triangle hosting a defect-mode nano cavity. Imping-
ing light is enhanced by the cavity’s finesse thereby launching
mechanical excitations via the optomechanical interaction.
In our investigation, we have focused on the symmet-
ric modes. This choice is standard in optomechanics and
has been made in view of the optomechanical approach to
excitation and read-out outlined above. In fact, only the
vibrations in the symmetric modes change substantially
the optical mode volumes and, thus, lead to a strong op-
tomechanical coupling. Therefore, in the optomechanical
approach, only the symmetric modes will be excited and
detected.
We observe that fabrication imperfections will break
the mirror symmetry and introduce a small coupling be-
tween symmetric and anti-symmetric modes. The eﬀect
of this coupling will be small and qualitatively similar
to the eﬀects of lattice scale disorder investigated in the
main text. Moreover, the disorder eﬀects associated to
the anti-symmetric modes could be further suppressed
significantly by engineering their band structure to dis-
play a band gap in the frequency range where the band
structure of the symmetric modes support the Kagome
Dirac cones. In Figure 8, we show that by enlarging the
snowflake inplane dimensions (a,w, r) by an appropriate
factor g (while keeping the slab thickness constant), it is
indeed possible to engineer such a band gap.
X. LATERAL VS DILATIONAL MODES
Apart from their behavior under C3 in-plane rotations,
the details of the normal mode shapes are largely irrele-
vant for our analysis of the pseudomagnetic fields. Nev-
ertheless, a more in-depth discussion of the normal mode
shape could be of interest or even inspire future investi-
gations of the snowflake phononic crystal and is included
here as an add on.
As discussed above, the mirror symmetry with re-
spect to the xy-plane allows a sharp distinction between
z-symmetric and z-anti-symmetirc modes (see previous
section). For thin slabs, an additional (less sharp) dis-
tinction can be made between lateral modes (whose dis-
placement fields predominantly point in the horizontal,
in-plane direction) and dilational modes (with a predom-
inantly vertical displacement).
These two types of modes will exhibit a diﬀerent be-
havior as a function of the aspect ratio g := d/a of
the snowflake crystal, i.e the relation between the slab’s
thickness and the in-plane geometry parameters (r/a
and w/a are kept constant). The frequency of predom-
inantly dilational modes will depend on d according to
f (dil) = O(c0/d), whereas the frequencies of the lat-
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Figure 8. FEM simulations of the snowflake phononic crystal
bulk band structure (in the absence of pseudo-magnetic fields)
for three diﬀerent snowflake geometries. It includes also the
z-anti-symmetric bands (grey lines) which were not displayed
in the main text. The left panel shows the band structure for
the same geometrical parameters considered in the main text:
Slab thickness 220nm, width w = 75nm, spacing a = 500nm,
radius r = 180nm. In the other panels, we have simulated
a slab with the same thickness but snowflake radius, width
and spacing enlarged by the same factor g. For g = 10, the
Kagome Dirac cones (red lines) lie in the middle of a complete
band gap of the anti-symmetric modes.
eral modes will not vary significantly as long as we keep
(a, r, w) fixed and d is small. With the speed of sound
for silicon c0 = 2200m/s, the dilational modes for our
design are expected to have frequencies of the order of
f (dil) ⇠ 10GHz within the frequency range of interest
here. Indeed, the dependence on thickness described
above can be clearly observed in the FEM simulation
shown in Fig. (9). There, we have plotted the band
structure for various values of the aspect ratio g. In order
to better illustrate that the predominantly lateral modes
eigenfrequencies depend weakly on the thickness d, we
vary d while keeping the in-plane parameters fixed. We
quantify the character of the modes (dilational vs lateral)
by calculating the parameter
D =
R
V dx
3|ez · (x, y, z)|R
V dx
3(|ex · (x, y, z)|2 + |ey · (x, y, z)|2)1/2 ,
where ej (j = x, y, z) are unit vectors (ez is normal
to the plane of the slab). We note that the quantity
|ej · (x, y, z)| can be interpreted as the root mean square
(the average being over one oscillation period) of the dis-
placement field projected in the direction j = x, y, or
z,
|ej · (x, y, z)| =
✓
1
⇡
Z 2⇡
0
d |ej · u(x, y, x, )|2
◆1/2
,
cf. Eq. (4) of the main text. Thus, (small) large D’s
correspond to comparatively (small) large out-of-plane
displacements. In figure 9, the color of the bands ranges
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Figure 9. Band structures of the snowflake array for diﬀerent
values of the slab’s thickness d. The color scale characterizes
the nature of the particular mode shape: Grey modes reveal
displacement fields with field vectors predominantly point-
ing in the in-plane direction (lateral modes) whereas the blue
modes are predominantly dilational with displacement fields
pointing in the z-direction. The red boxes indicate Dirac
cones consisting of hybridized modes. For the sake of clar-
ity we only depict modes that are z-symmetric. The in-plane
geometry parameters are (a, r, w) = (500, 180, 75) nm.
from grey to blue as the parameter D for the underly-
ing modes increases. We note that for d = 220nm, the
Dirac bands which we have used to create the phononic
pseudomagnetic fields tend towards the grey end of the
color scale indicating a preference for lateral displace-
ment. This is also confirmed by directly inspecting the
snapshots in Fig. 1(d-f) of the main text and in Fig.1.
For (thinner) thicker slabs the dilational component of
the Dirac bands (decreases) increases. This is accom-
panied by an (increase) decrease of the bandwidth and
an (improvement) degradation of the spectral isolation of
the Dirac cones.
XI. INFORMATION ABOUT THE
SUPPLEMENTARY VIDEO
The supplementary video shows the dynamics of one
of the Kagome-Dirac eigenmodes at the K-point (⌧ = 1)
with its displacement field being plotted during one full
cycle of oscillation. In order to clearly outline both the
motion of the triangles and of the bridges, we show a total
of four neighboring unit cells. The nodes at the center
of the upwards triangles reveal that the quasi-angular
momentum about the the snowflake’s center isms =  1.
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tics. Cambridge University Press, 2005.
