Abstract. We propose an adaptive finite element method to approximate the solutions to reaction-diffusion systems on time-dependent domains and surfaces. We derive a computable error estimator that provides an upper bound for the error in the semidiscrete (space) scheme. We reconcile our theoretical results with benchmark computations.
Introduction
Our model problem consists of a system of chemicals that are coupled only through the reaction terms and diffuse independently of each other. Given an integer m ≥ 1, let u (x, t) be an (m × 1) vector of concentrations of chemical species, with x ∈ Ω t ⊂ R 2 , the spatial variable and t ∈ [0, T ], T > 0, the time variable. The model we shall consider is of the following form (see [2] for details of the derivation): find u i , functions from Ω t into R, such that for i = 1, . . . , m, u i satisfies
where Ω t is a simply connected bounded continuously deforming domain with respect to t, with Lipschitz boundary ∂Ω t at time t ∈ [0, T ]. The vector of nonlinear coupling terms f := (f 1 , . . . , f m )
T is assumed to be locally Lipschitz-continuous, D := (D 1 , . . . , D m ) T is a vector of strictly positive diffusion coefficients, a = (a 1 , . . . , a d )
T is a flow velocity generated by the evolution of the domain and the initial data u 0 (x) is a bounded vector valued function. Systems of this form arise in the theory of biological pattern formation [3] .
LetΩ be a simply connected time-independent reference domain with Lipschitz boundary. We assume there exists a time-differentiable family of C ∞ -diffeomorphisms A :Ω × [0, T ] → Ω t such that at each instant t ∈ [0, T ] and for each x ∈ Ω t there exists a ξ ∈Ω such that
Based on the derivation presented in [4] we introduce a weak formulation associated with Problem (1.1) on the time-independent reference domain. The problem is to findû i ∈ L 2 0, T ; H 1 (Ω) with
Here H 1 (Ω) is the dual of H 1 (Ω) equipped with the norm
The matrix K and J are the inverse and determinant of the Jacobian of the diffeomorphism A respectively.
A posteriori error estimates
Here we state a Theorem, and the associated Assumptions under which the Theorem holds, that shows the error in the semidiscrete scheme can be bounded by a computable a posteriori error estimator, based on the element residual. Our strategy to derive an a posteriori error estimate is similar to that employed in [5] . We use energy arguments to show the residual is an upper bound for the error and the analysis is similar to the a priori case we have considered elsewhere [4] . For the details of the proofs we refer to [3] .
We start by stating the semidiscrete scheme, findû
whereV is a standard FE space made up of piecewise polynomial functions and Λ h : H 1 (Ω) →V is the Lagrange interpolant.
2.1. Assumption (Applicability of the MVT). We assume that
Note this assumption is satisfied if we assume a global smallness condition on the mesh-size [4] and that the continuous problem is well posed [6] .
We define the error in the semidiscrete scheme
2.2. Assumption (Dominant energy norm error). Since we are primarily interested in problems posed on long time intervals, we wish to circumvent the use of Gronwall's inequality. To this end we assume that the error in the L 2 (0, T ; L 2 (Ω)) norm converges faster than the error in the L 2 (0, T ; H 1 (Ω)) norm. We assume there exists C † , C > 0 and r ∈ (0, 1] independent of the mesh-sizê h such that
where we have used the equivalence of norms between the reference and evolving domains.
We note assumptions of this type have been used previously in [5] and [7] to obtain a posteriori estimates for quasilinear reaction-diffusion and nonlinear convection-diffusion problems.
We start by introducing the
where · | · denotes the duality pairing between H 1 and its dual. We now show the residual is an upper bound for the error.
2.3. Proposition (Upper bound for the error). Suppose Assumptions 2.1 and 2.2 hold. Letû satisfy (1.3) and let the errorê i and the residualR i be as in (2.3) and (2.6) respectively. If the mesh-size satisfies a smallness condition (see [3] for details), then
We now introduce a concrete error estimator. For simplicity we restrict the discussion to the case of P 1 elements and regular triangulations, the results may be straightforwardly generalised to higher order elements. For any simplex s of the triangulationT we denote byĥ s the diameter of s. Let E s be the set of three edges of s. Let E i be an edge on the interior ofΩ, with outward pointing (with respect to s) normal ν. We denote by ∇φ · ν Ei the jump of ∇φ · ν across the edge E i . For boundary edges we take ∇φ · ν = 2∇φ · ν. The local error indicator is given by
. . , m be defined by (2.6) and (2.8) respectively. There exists a C > 0 that depends only on the shape regularity of the triangulation T such that for i = 1, . . . , m,
To complete the bound of the error by the estimator, we make an assumption about the error in the approximation of the initial data.
2.5. Assumption (Dominated initial error). We assume that the initial error in the L 2 (Ω) norm converges faster than the error in the L 2 (0, T ; H 1 (Ω)). We assume there exists C > 0 and r ∈ (0, 1] both independent of the mesh-sizeĥ such that
2.6. Theorem (A posteriori error estimate for the semidiscrete scheme). Let Assumptions 2.1, 2.2 and 2.5 hold. Let the errorê i and the estimatorη i , i = 1, . . . , m be defined by (2.3) and (2.8)
respectively. If the mesh-size is sufficiently small, for some C > 0, we have
Since the estimatorη is an upper bound for the error, we use it to drive a space-adaptive scheme. To ensure the efficiency of the adaptive scheme, we would have to show the estimator was also a lower bound for the error and we leave this extension for future work.
Numerical results
Here we reconcile our theoretical results with numerical computations. We start by presenting a time discretisation of the semidiscrete scheme (2.1) , we discretise in time using a modified implicit Euler method [8] , in which the reaction terms are treated semi-implicitly while the diffusive terms are treated fully implicitly: find (Û h i ) n ∈V n , such that for i = 1, . . . , m, n = 1, . . . , N ,
The adaptive algorithm we consider is based on the equidistribution marking strategy [9, Alg. 1.19, pg. 45], where elements are marked for refinement and coarsening with the goal of equidistributing the estimator value over all mesh elements. The marking strategy takes two parameters: the tolerance of the adaptive algorithm tol and a parameter θ ∈ (0, 1). At each timestep elements are marked for refinement according to the following algorithm: Compute global error estimatorη and local error indicatorsη |s end while Elements are marked for coarsening in a similar way to the above, the difference being that if the local error indicator plus a coarsening indicator is less than a given tolerance on an element then the element is marked for coarsening [9, pg. 48] .
Equidistribution strategy (refinement).

Start withT
For numerical testing, we consider Problem (1.1) equipped with the Schnakenberg kinetics [10] :
where 0 < γ, k 1 , k 2 < ∞ . The details of the implementation of the scheme are described elsewhere [4] . We consider a simulation of an RDS equipped with the Schnakenberg kinetics, with parameter values D = (1, 10) T , k 1 = 0.1, k 2 = 0.9, γ = 1, adding source term such that the exact solution is known, on a domain with evolution of the form
We used a sufficiently small timestep such that the error due to the time discretisation is negligible.
The estimator values and EOC for a series of refinements is plotted in Figure 1 and we observe an EOC of 1, as expected for P 1 elements providing numerical evidence for Theorem 2.6. We next present results for the Schnakenberg kinetics, with parameter values D = (0.01, 1)
T , k 1 = 0.1, k 2 = 0.9, γ = .1, where no exact solution is known on a domain with evolution of the form
A(ξ, t) = ξ(1 + 9 sin(πt/1000)), ξ ∈ [0, 1] 2 and t ∈ [0, 1000].
We consider an adaptive scheme based on the equidistribution marking strategy with parameters θ = 0.8, tol = 10 −4 and a fixed timestep of 10 −2 . Figures 2 and 3 show the evolution of the degrees of freedom (DOFs) and the change in discrete solution and snapshots of the activator profiles (on the reference domain) respectively. The number of DOFs appears positively correlated with the domain size. The mesh is also well refined around the patterns during the evolution, illustrating the benefits of adaptive mesh refinement.
We finish with an application to the case where the evolving domain is an evolving surface embedded in R 3 that is diffeomorphic to a time-independent planar domain. We have derived the model equations and corresponding finite element method elsewhere [11] and thus only briefly state the details. The model for an RDS posed on an evolving surface is of the form: find u i , functions from Γ t into R, such that for i = 1, . . . , m, u i satisfies 5) here the Cartesian gradient and Laplacian that appear in (1.1) are replaced by the surface (tangential) gradient and Laplace-Beltrami operator. We assume the surface Γ t admits an orthogonal parameterisation to a planar domain which we denote by
Under similar Assumptions to those made in the planar case (see [11] for details) the corresponding weak formulation on the reference domainΩ is given by (1.3) where the matrix K and the determinant of the Jacobian J are given by We consider an example with the Schnakenberg kinetics (3.2) , with parameter values D = (0.01, 1) T , k 1 = 0.1, k 2 = 0.9, γ = 1, where no exact solution is known on a domain with evolution of the form
We once again consider an adaptive scheme based on the equidistribution marking strategy with parameters θ = 0.8, tol = 10 −3 and a fixed timestep of 10 −2 . Figure 4 shows snapshots of the activator profiles (on the surface and on the reference domain) and the mesh of the reference domain. As the surface evolves, we observe the emergence of a large number of spots with small radii in the top left and bottom right hand corners of the domain (where curvature is large and growth is fastest) with annihilation of these spots as the domain contracts. The results clearly illustrate the influence of growth and curvature on pattern formation. The adaptive scheme appears to resolve the solution profiles and the mesh is well refined around the spots on the reference domain, capturing both the small radii spots that develop in the Northwest and Southeast corners and the large radii spots that develop elsewhere.
Finally, we remark that we have also considered space-time adaptive schemes based on an heuristic error indicator for the time adaptivity which appear to give dramatic improvements in efficiency [3] . (l) t = 500 (reference and mesh) Figure 4 . Snapshots of the discrete activator (u 1 ) profile for the Schnakenberg kinetics on the evolving surface and on the reference domain together with the mesh, under adaptive mesh refinement and domain evolution of the form (3.8).
