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SMOOTHLY COMPACTIFIABLE SHEAR-FREE
HYPERBOLOIDAL DATA IS DENSE IN THE PHYSICAL
TOPOLOGY
PAUL T. ALLEN AND IVA STAVROV ALLEN
Abstract. We show that any polyhomogeneous asymptotically hyperbolic
constant-mean-curvature solution to the vacuum Einstein constraint equations
can be approximated, arbitrarily closely in Ho¨lder norms determined by the
physical metric, by shear-free smoothly conformally compact vacuum initial
data.
Introduction
In the study of asymptotically flat (or asymptotically simple) spacetimes, initial
data corresponding to spacelike slices extending towards null infinity has asymptot-
ically hyperbolic geometry. Lars Andersson and Piotr Chrus´ciel, building on their
work with Helmut Friedrich [5], construct in [4] a large number of constant-mean-
curvature (CMC) vacuum initial data sets with asymptotically hyperbolic geometry
using the conformal method of Yvonne Choquet-Bruhat, Andre´ Lichnerowicz, and
James York. In the work [4], particular attention is paid to the regularity of so-
lutions at the conformal boundary. Data constructed in [4] typically admits a C2,
but not C3 conformal compactification. In particular, they showed that data which
is smooth in the interior “physical” manifold is typically polyhomogeneous, rather
than smooth, at the conformal boundary.
In their detailed analysis [3], Andersson and Chrus´ciel show that initial data
must satisfy the shear-free condition along the conformal boundary (see §1.2) in
order for any resulting spacetime geometry to admit a C2 conformal compactifica-
tion. This suggests that one might require the shear-free condition hold in order
for a solution to the Einstein constraint equations to be “admissible” in the asymp-
totically hyperbolic setting. Thus we refer to initial data satisfying the shear-free
condition as hyperboloidal, distinguished among those solutions to the constraint
equations having asymptotically hyperbolic geometry. Our recent work [1], joint
with James Isenberg and John M. Lee, contains a systematic study of CMC hyper-
boloidal initial data, including a parametrization of all such data in the “weakly
asymptotically hyperbolic” setting (see also [2]).
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This is not, however, the end of the story. Even if one restricts attention to shear-
free data, the initial data constructed in [4] and [1] may not be sufficiently regular
at the conformal boundary to obtain a spacetime development admitting conformal
compactification. For example, the existing evolution theorems of Helmut Friedrich
[8], [9], etc., all require more regularity of the conformal compactification. (The
regularity issue is not unrelated to the shear-free condition: Andersson, Chrus´ciel,
and Friedrich show in [5] that initial data, constructed from smooth “free data”
using the conformal method (see §1.3), with pure-trace extrinsic curvature is shear-
free if and only if it is smoothly conformally compact.)
In addition to issues of regularity, one may be concerned about whether the
collection of hyperboloidal data is sufficiently general for modeling a wide variety
of physical situations.
Here we address these issues by showing that any polyhomogeneous asymp-
totically hyperbolic CMC solution to vacuum constraint equations can be ap-
proximated, arbitrarily closely in Ho¨lder norms determined by the physical (non-
compactified) spatial metric, by hyperboloidal (i.e. shear-free) vacuum initial data
that is smoothly conformally compact. In the case that the conformal boundary
is a 2-sphere, the work of [8] implies that the approximating data has a spacetime
development admitting a smooth conformal infinity.
There are a number of ways in which one might interpret our result. From the
perspective of modeling isolated gravitational systems, it is an indication that some
version of Bondi-Sachs-Penrose approach to using conformal compactness for study-
ing asymptotically flat spacetimes is feasible for studying a large class of physical
systems. However, it is also an indication that the Ho¨lder topology determined
by the physical metric is insufficiently strong for studying the conformal boundary
of asymptotically hyperbolic initial data sets. (For example, it is observed in [3]
that among the initial data constructed in [4] from smooth “free data” by means
of the conformal method, the shear-free condition does not hold generically with
respect to the C∞ topology determined by the conformally compactified metric.)
Indeed, it was the approximation result here that motivated several of the results
in [1], where continuity of the conformal method for construction of solutions to
the constraint equations is established in a topology strong enough to detect the
shear-free condition.
1. Discussion of main result
Here we present a discussion of the details needed in order to make precise our
approximation result. As we make use of several results from [11], [2], and [1], we
maintain conventions similar to the conventions in those works.
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1.1. Asymptotically hyperbolic initial data. LetM be the interior of a smooth
three-dimensional compact manifold M having boundary ∂M . We say that a
smooth function ρ : M → [0,∞) is a defining function if ρ−1(0) = ∂M and
if dρ 6= 0 on ∂M . A metric g on M is said to be Ck conformally compact if
g := ρ2g extends to a metric of class Ck on M for one, and hence all, smooth
defining functions ρ. A C2 conformally compact metric g is asymptotically hy-
perbolic if |dρ|g = 1 along ∂M for one, and hence all, smooth defining functions
ρ. The sectional curvatures of such metrics approach −1 as ρ → 0; see [2] for
generalizations of this definition.
A vacuum initial data set (g,K) consists of a Riemannian metric g and symmet-
ric covariant 2-tensor K, both defined on M and satisfying the vacuum Einstein
constraint equations
(1.1a) R[g]− |K|2g + (trgK)2 = 0,
(1.1b) divgK − d(trgK) = 0.
It is convenient to introduce the notation τ = trgK for the trace of K and Σ =
K − 13τg for the traceless part of K. We say that (g,K) is an asymptotically
hyperbolic initial data set if g is asymptotically hyperbolic and if the tensor
Σ = ρΣ extends to a C1 tensor field on M . Such a data set is said to be smoothly
conformally compact if for any defining function ρ the tensor fields g = ρ2g and
Σ = ρΣ extend smoothly to M . We note that there exist “weakly asymptotically
hyperbolic” solutions to (1.1), satisfying less stringent regularity conditions; see [1].
Asymptotically hyperbolic data sets may be viewed as intersecting future null
infinity in the asymptotically flat spacetime containing a future development of the
data set; we refer the reader to [1], and the references therein, for a more detailed
discussion of asymptotically hyperbolic initial data sets and asymptotic flatness.
The formula for the change of scalar curvature under conformal deformation,
together with (1.1a), implies
(1.2) 4ρ∆gρ+ (R[g]− |Σ|2g)ρ2 + 6
(
τ2
9
− |dρ|2g
)
= 0,
where our sign convention on the scalar Laplace operator is ∆g = trg Hessg. Eval-
uating (1.2) at ρ = 0 we find that τ2 = 9 along ∂M . Thus in the constant-mean-
curvature (CMC) setting we have τ = ±3, with the sign indicating whether the
initial data intersects future or past null infinity (relative to the notion of “fu-
ture” determined by K). Henceforth we restrict attention to the CMC case and
set τ = −3, which (due to our sign convention for K) corresponds to future null
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infinity; see the discussion in [1]. Note that when τ = −3 the constraint equations
(1.1) reduce to
(1.3) R[g]− |Σ|2g + 6 = 0 and divg Σ = 0.
1.2. The shear-free condition. While any sufficiently regular solution to the
Einstein constraint equations (1.1) gives rise to some spacetime development thereof
(see [6] and the references therein), it was shown in [3] that the development of an
asymptotically hyperbolic initial data set admits a conformal compactification along
future null infinity only if the shear-free condition
(1.4)
[
Hessg ρ− 1
3
(∆gρ)g − Σ
]
∂M
= 0
holds. We say that an asymptotically hyperbolic initial data set is a hyperboloidal
initial data set if (1.4) holds.
1.3. The conformal method. The existence of asymptotically hyperbolic initial
data sets is addressed in [5] and [4]. The existence of hyperboloidal data is discussed
in [1]. All these works make use of the conformal method, which we now describe.
We first introduce the conformal Killing operator Dg, which maps vector
fields to trace-free symmetric covariant 2-tensors by
(1.5) DgW = 1
2
LW g − 1
3
(divgW )g.
The formal L2 adjoint D∗g is given by D∗gT = −(divg T )♯, and can be used to
construct the self-adoint, elliptic operator Lg := D∗gDg, which is called the vector
Laplacian.
In the CMC setting, with τ = −3, the conformal method seeks a solution (g,K)
to (1.1) of the form
g = φ4λ(1.6a)
K = φ−2 (µ+DλW )− φ4λ,(1.6b)
for some Riemannian metric λ, symmetric covariant 2-tensor field µ, vector field
W , and positive function φ. Replacing g and K in (1.1) by the expressions in (1.6),
we find that the constraints (1.1) are satisfied if W and φ satisfy the elliptic system
LλW = − divλ µ(1.7a)
∆λφ =
1
8
R[λ]φ − 1
8
|µ+DλW |2λφ−7 +
3
4
φ5.(1.7b)
Thus if λ and µ are specified, it remains only to solve (1.7) in order to obtain a
solution to (1.1). We make use of the nomenclature of [1] and refer to (λ, µ) as a
free data set.
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If λ is an asymptotically hyperbolic metric on M , then g = φ4λ is an asymptot-
ically hyperbolic metric provided φ ∈ C2(M) and φ = 1 along ∂M . If φ satisfies
these conditions, then metric g and tensor K given by (1.6) form an asymptotically
hyperbolic data set provided ρµ and ρDλW extend to C1 tensor fields on M .
We remark that the conformal method, as described above, does not necessarily
yield hyperboidal data (i.e., data satisfying the shear-free condition). However,
with appropriately constructed free data, one can ensure that the resulting initial
data does in fact satisfy the shear-free condition; see [1].
1.4. Polyhomogeneous data. The two works [5] and [4], where large classes of
asymptotically hyperbolic initial data are constructed, contain detailed analyses of
the regularity of solutions at ∂M and show the following: Even if the free data
λ and µ are smoothly conformally compact, the solutions W and φ to (1.7) need
not give rise to smoothly conformally compactifiable fields g and K. Rather, the
resulting metric g and tensor field K admit formal expansions at ∂M given, in
terms of an arbitrary smooth defining function ρ, by
g ∼ g0 +
∞∑
i=0
pi∑
p=0
ρsi(log ρ)pgip,(1.8a)
Σ ∼ Σ0 +
∞∑
i=0
qi∑
q=0
ρti(log ρ)qΣiq,(1.8b)
where the barred terms are smooth tensor fields. Tensor fields which admit such
expansions are called “polyhomogeneous.” We remark that a number of closely-
related definitions of polyhomogeneous tensor fields exist in the literature; see §3
below for a precise definition of the notion of polyhomogenity used here.
The asymptotic expansions of the polyhomogeneous data constructed in [4] take
the form (1.8) with Re(s0) > 2 and Re(q0) > 1. Thus, letting C
k
phg(M) denote
the collection of polyhomogeneous tensor fields on M which extend to fields of
class Ck on M , we have g ∈ C2phg(M) and Σ ∈ C1phg(M). The polyhomogeneous
hyperboloidal data sets constructed in [1] also have this regularity.
1.5. The approximation theorem. We now give a careful statement of our main
result.
Theorem 1. Suppose that (g,K) is a polyhomogeneous asymptotically hyperbolic
vacuum initial data set on 3-manifold M . Then there exists a family (gε,Kε) of
solutions to the vacuum Einstein constraint equations (1.1), defined for sufficiently
small ε > 0, such that
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(a) each initial data set is hyperboloidal, meaning that each (M, gε) is asymp-
totically hyperbolic, that (gε,Kε) each satisfy the constraint equations (1.1),
and that (gε,Kε) each satisfy the shear-free condition (1.4);
(b) each initial data set in the family is smoothly conformally compact, in the
sense that gε = ρ
2gε ∈ C∞(M) and Σε = ρ(Kε + gε) ∈ C∞(M); and
(c) we have (gε,Kε) → (g,K) as ε → 0 in the Ck,α(M) × Ck,α(M) topology,
for any k and α.
We now describe the proof of Theorem 1; the details are contained in §4–§5
below. First we construct a family of free data (λε, µε) for small ε > 0. Our
construction is such that the metrics λε agree with g away from a neighborhood
of ∂M , but are smoothly conformally compact. We also arrange that the fields µε
agree with Σ away from a neighborhood of ∂M , but are deformed near the boundary
in order that the shear-free condition holds upon deformation to a solution of the
constraint equations. The free data (λε, µε) is furthermore carefully constructed
so that application of the conformal method yields smoothly conformally compact
initial data sets. (The construction is motivated by the analysis in [3].) The proof
proceeds by applying the conformal method to the free data (λε, µε). In order to
show that the resulting solutions to the constraint equations approach (g,K) as
ε→ 0, it is necessary to obtain uniform estimates for family of solutions Wε, φε to
(1.7).
2. Technical preliminaries
We present several technical results needed for the proof of Theorem 1.
2.1. Function spaces. We fix a smooth defining function ρ on M , and we make
use of weighted Ho¨lder spaces Ck,αδ (M) of tensor fields on M as defined in [2] (see
also [11]). These spaces are defined independently of any Riemannian structure,
but have equivalent norms determined by any sufficiently regular asymptotically
hyperbolic metric. We emphasize that the convention regarding the weight δ is such
that tensor field u ∈ C0δ (M) when |u|g ≤ Cρδ for any asymptotically hyperbolic
metric g = ρ−2g. Recall that the weight of a tensor bundle is the covariant
rank less the contravariant rank. (Thus the weight of a vector field is −1, while the
weight of a metric tensor is 2.) The weight of a tensor field is important to keep
in mind: If u is a tensor field of weight r, then |u|g = ρ−r|u|g. In particular, for
tensors of weight r we have the following inclusion:
Ck,α(M) ⊆ Ck,αr (M);
compare with Lemma 3.7 of [11].
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It is convenient to distinguish the following class of metrics: We say that an
asymptotically hyperbolic metric h is a preferred background metric if h = ρ2h
extends smoothly toM and if in a neighborhood of ∂M we have that h is a product
metric of the form dρ⊗ dρ + b for some metric b on ∂M . We denote by ∇ and ∇
the Levi-Civita connections associated to h and h respectively, and note that the
difference tensor ∇−∇ is an element of Ck,α(M) for all k and α. Throughout this
section and the next, h represents any preferred background metric, and h = ρ2h.
In §4 we fix a preferred background metric, adapted to the metric g appearing in
Theorem 1, which we retain throughout the proof of that theorem.
The following is an immediate consequence of Lemma 2.2(d) of [2].
Lemma 2. Suppose u ∈ Ck,αr (M) is a tensor field of weight r such that ∇u ∈
Ck−1,αr+1 (M) and such that |u|h → 0 as ρ→ 0. Then u ∈ Ck,αr+1(M) and
‖u‖
C
k,α
r+1(M)
≤ C
(
‖u‖
C
k,α
r (M)
+ ‖∇u‖
C
k−1,α
r+1 (M)
)
2.2. Differential operators. We now record several results concerning differential
operators arising in the conformal method. A differential operator P = P [g] of
order l arising from a metric g is said to be geometric (in the sense of [11]) if
in any coordinate frame the components of Pu are linear functions of u and its
derivatives, whose coefficients are universal polynomials in the components of g,
their partial derivatives, and
√
det gij , such that the coefficient of the jth derivative
of u involves no more than l − j derivatives of the metric. Such operators are
uniformly degenerate; the mapping properties of such operators have been studied
in [12], [11], [4]. Recently, in work [2] with James Isenberg and John M. Lee we have
extended some of these results to the weakly asympotically hyperbolic setting. We
recall here several results needed for the proof of Theorem 1; the aforementioned
works apply in much more general settings.
The following proposition allows us to compare corresponding operators arising
from different metrics.
Proposition 3 (Proposition 7.9 of [1]). Let k ≥ 0, α ∈ [0, 1), and δ ∈ R. Suppose
g ∈ Ck,α(M) is an asymptotically hyperbolic metric, and that P is a geometric
operator of order l ≤ k. Then there exists ε∗ > 0 and C > 0 such that for any
asymptotically hyperbolic metric g′ ∈ Ck,α(M) with ‖g − g′‖Ck,α(M) ≤ ε∗ we have
‖P [g]u− P [g′]u‖
C
k−l,α
δ
(M) ≤ C‖g − g′‖Ck,α(M)‖u‖Ck,α
δ
(M)
for all u ∈ Ck,αδ (M).
We now turn attention to elliptic geometric operators. The operators arising in
the results here satisfy the following.
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Assumption P. Suppose (M, g) is an asymptotically hyperbolic manifold. We
assume P = P [g] is a second-order linear elliptic operator acting on sections of a
tensor bundle E. Furthermore we assume that P is geometric in the sense defined
above, and that P is formally self-adjoint.
The mapping properties of operators satisfying Assumption P can be understood
by studying the indicial map Is(P), defined for s ∈ C to be the bundle map
E ⊗ C∣∣
∂M
→ E ⊗ C∣∣
∂M
given by Is(P)u = ρ−sP(ρsu)
∣∣
ρ=0
; see [12], [11]. The characteristic exponents
of P , which we denote by E , are defined to be those values of s for which Is(P)
has a non-trivial kernel at some point on ∂M . In [11] it is shown that, under
Assumption P, these exponents and their multiplicities are constant on ∂M , and
agree with those associated to the corresponding operator in the half-space model of
hyperbolic space. Furthermore, due to the self-adjointness of P , the characteristic
exponents are symmetric about the line Re(s) = 1− r, where r is the weight of E.
The indicial radius R of P is defined to be the smallest number R ≥ 0 such that
Re(s) ≤ 1− r +R for all s ∈ E .
The importance of the indicial radius is the following result from [11]: If (M, g) is
asymptotically hyperbolic of class Ck,α with α ∈ (0, 1), if Assumption P is satisfied,
and if there is a compact set K ⊂M and a constant C > 0 such that
(2.1) ‖u‖L2(M) ≤ C‖Pu‖L2(M) for all u ∈ C∞c (MrK),
then P : Ck+2,αδ (M)→ Ck,αδ (M) is Fredholm if and only if |1− δ| < R.
The following proposition is a consequence of [1, Proposition 6.3], [2, Proposition
6.1], and [2, Lemma 5.6] (see also [11, Lemma 6.4]); we emphasize that the results
cited apply in much more general situations.
Proposition 4. Suppose (M, g) is an asymptotically hyperbolic 3-manifold, and
suppose that g is smoothly conformally compact.
(a) For each k ≥ 0, α ∈ (0, 1), and δ ∈ (−1, 3) the vector Laplacian is an
isomorphism
Lg : C
k+2,α
δ (M)→ Ck,αδ (M).
In particular, there exists a constant C > 0 such that
‖X‖
C
k+2,α
δ
(M) ≤ C‖LgX‖Ck,α
δ
(M)
for all vector fields X ∈ Ck+2,αδ (M).
(b) Let k ≥ 0 and α ∈ (0, 1). Suppose κ ∈ Ck,ασ (M) for some σ > 0 and that c
is a constant satisfying c > −1 and c+ κ ≥ 0. Then so long as
|δ − 1| ≤ √1 + c
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the map
∆g − (c+ κ) : Ck+2,αδ (M)→ Ck,αδ (M)
is an isomorphism. In particular, there exists a constant C > 0 such that
‖u‖
C
k+2,α
δ
(M) ≤ C‖∆gu− (c+ κ)u‖Ck,α
δ
(M)
for all functions u ∈ Ck+2,αδ (M).
Furthermore, if w ∈ C0δ (M) is such that ∆gw− (c+κ)w ∈ Ck,αδ′ (M) then
w ∈ Ck,αδ′ (M) whenever |δ′ − 1| ≤
√
1 + c.
2.3. The tensor Hg(ρ). Together with James Isenberg and John M. Lee, we in-
troduced in [2] a conformally invariant version of the trace-free Hessian that is used
in [1] to characterize the shear-free condition; we now recall its definition and basic
properties. Let
Ag(ρ) =
1
2
|dρ|g divg
[|dρ|g gradg ρ] .
We define the tensor field Hg(ρ) by
(2.2) Hg(ρ) := |dρ|6g Dg(|dρ|−2g gradg ρ) +Ag(ρ)
(
dρ⊗ dρ− 1
3
|dρ|2g g
)
,
where Dg is the conformal Killing operator defined in (1.5).
We have the following basic properties of Hg(ρ).
Proposition 5 (Proposition 4.1 of [2]).
(a) Hg(ρ) is symmetric and trace-free.
(b) Hg(ρ)(gradg ω, ·) = 0.
(c) Hg(cρ) = c5Hg(ρ) for all constants c.
(d) If θ is a strictly positive function then Hθ4g(ρ) = θ−8Hg(ρ) and Aθ4g(ρ) =
θ−8Ag(ρ).
Proposition 6 (Corollary 4.4 of [1]). Suppose (g,K) = (g,Σ− g) is a polyhomoge-
neous asymptotically-hyperbolic CMC initial data set. Then the shear-free condition
(1.4) is satisfied if and only if
(2.3) Σ
∣∣
∂M
= Hg(ρ)|∂M ,
where g = ρ2g and Σ = ρΣ.
3. Analysis on M
The solution to a geometric elliptic equation of the form Pu = f on an asymp-
totically hyperbolic manifold (M, g) may be smooth on M , but may not extend
smoothly to M , even if g ∈ C∞(M); see [12], [4], [7], et. al. Rather, many solutions
to elliptic equations have asymptotic expansions at ∂M containing powers of ρ and
powers of log ρ. The logarithmic terms arise in situations where there is a resonance
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(see §3.3 or [2, Remark A.12]) and are thus features of the algebraic structure of
P . Tensor fields with expansions involving powers of ρ and log ρ are called poly-
homogeneous. We now present a more careful definition, and subsequently discuss
conditions under which the solution itself is in fact smooth on M . We note that a
number of related definitions of polyhomogeneity appear in the literature; see [12],
[4], [2], [10], [7], et. al.
For convenience, we work with a fixed preferred background metric h = ρ−2h,
denoting by ∇ the Levi-Civita connection associated to h. (The following, however,
is independent of the choice of h.) We subsequently make frequent and implicit use
of the following construction: If E is a tensor bundle over M and u is a smooth
section of E
∣∣
∂M
, we may extend u to the neighborhood of ∂M by parallel transport
along gradh ρ; using a smooth cutoff function, the resulting tensor may be extended
further to all of M . Furthermore, when working in the neighborhood of ∂M where
h = dρ⊗ dρ+ b, we abuse notation by writing ρ∂ρ for ρ∇gradh ρ.
3.1. Polyhomogeneity. In order to carefully define polyhomogeneity for tensor
fields, we first introduce for each δ ∈ R the class Bδ(M) of tensor fields, defined by
Bδ(M) =
⋂
0≤k
t<δ
Ckt (M).
(The reader may wish to compare these spaces to the conormality spaces appearing
in [2] and the references therein.)
The importance of this definition is that if s ∈ C then ρs log ρ is contained in
Bδ(M) with δ = Re(s), but is not of class C0δ (M). Furthermore, u ∈ Bδ(M) if and
only if (log ρ)u ∈ Bδ(M). If tensor u of weight r satisfies u ∈ Bδ+r(M) for some
δ > 0, then (ρ∂ρ)
ku vanishes at ∂M for all k ≥ 0. The same holds for certain other
fields, such as the functions ρs(log ρ)−n with Re(s) = 0 and n a positive integer.
Consequently, we obtain the following.
Lemma 7. Suppose E is a tensor bundle of weight r, and that ti ∈ C, qi ∈ N0,
and sections ui of E
∣∣
∂M
are such that
u =
N∑
i=1
ρti(log ρ)qiui ∈ Bδ+r(M)
for some δ > max1≤i≤N Re(ti). Then ui = 0 for all 1 ≤ i ≤ N .
Proof. It suffices to fix a point of ∂M and consider the case when u is a function.
Under such restrictions our claim is a consequence of the fact that a finite R-linear
combination of single-variable functions of the form ρt(log ρ)q with Re(t) = 0
J∑
j=1
ajρ
ibj (log ρ)qj
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vanishes at ρ = 0 together with all of its ρ∂ρ derivatives if and only if all of the
coefficients aj vanish. 
A smooth section u of tensor bundle E over M having weight r is defined to be
polyhomogeneous if
(a) there exist sequences si ∈ C and pi ∈ N0 with Re(si) non-decreasing and
diverging to +∞ as i→∞,
(b) for i, p ∈ N0 with 0 ≤ p ≤ pi there exists smooth section uip of E
∣∣
∂M
, and
(c) for each k ∈ N0 there exists Nk ∈ N0 such that
(3.1) u−
Nk∑
i=0
pi∑
p=0
ρsi−r(log ρ)puip ∈ Bk(M).
We assume that those exponents si having the same real part are ordered such
that their imaginary parts are increasing. (The factor of ρ−r in (c) is motived
by the fact that |u|g = ρr|u|g; thus the leading order behavior of |u|g will be as
ρRe(s0)(log ρ)p0 .)
If u satisfies the definition above, we write
u ∼
∞∑
i=0
pi∑
p=0
ρsi−r(log ρ)puip.
Let Bphg(M) be the collection of all tensor fields on M which are polyhomogeneous
as defined above. We furthermore denote by Bphgδ (M) those polyhomogeneous
tensor fields that are of class Bδ(M), and by Ckphg(M) those polyhomogeneous
tensor fields extending to tensor fields of class Ck on M .
Remark 8.
(a) It follows from Lemma 7 that if u ∈ Bphgδ (M) then we have Re(s0) ≥ δ.
(b) Polyhomogeneous expansions are unique in the sense that if
v ∼
∞∑
i=0
pi∑
p=0
ρsi(log ρ)pvip and v ∼
∞∑
i=0
qi∑
q=0
ρti(log ρ)pwip,
then si = ti, pi = qi, and vip = wjp.
(c) Tensor fields u which are smooth on M are polyhomogeneous with a Taylor-
series like expansion
u ∼
∞∑
n=0
ρn
n!
un.
The fields un are the restrictions of ∇nu(gradh ρ, . . . , gradh ρ, ·, . . . , ·) to the
boundary. We emphasize that this holds regardless of whether u is analytic
or not.
(d) A tensor field u ∈ Bphgδ (M) of weight r is in Clphg(M) if δ > l + r; see
Lemma 3.7 in [11]. Thus u ∈ C∞(M) if and only if u ∈ C∞(M)+Bphgk (M)
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for all k ∈ N. Furthermore, a polyhomogeneous tensor field
u ∼
∞∑
i=0
pi∑
p=0
ρsi(log ρ)puip.
is smooth on M if and only if si ∈ N0 and pi = 0 for all i.
3.2. PDE results. The relationship between the uniformly degenerate elliptic op-
erators and polyhomogeneity has been extensively studied in [12]; see also [4], [2],
[1] for studies focusing on operators arising in the study of the Einstein constraint
equations. It this paper we make use of the following result, which is a consequence
of Proposition 6.3 of [1] and Proposition 6.4 of [2].
Proposition 9. Suppose that (M, g) is a smoothly conformally compact asymptot-
ically hyperbolic 3-manifold.
(a) If Y is a vectorfield on M which extends smoothly to M , then the solution
W to
LgW = Y
satisfies W ∈ ρ3C0phg(M) and DgW ∈ C0phg(M).
(b) For any function A ∈ ρ2C∞(M), there exists a unique positive solution
φ ∈ C2phg(M) to
∆gφ =
1
8
R[g]φ−Aφ−7 + 3
4
φ5, φ|∂M = 1.
Furthermore, if R[g] + 6 = O(ρ2) then φ− 1 = O(ρ2).
3.3. Boundary regularity. Even if g is smoothly conformally compact and f
extends smoothly to M , solutions to P [g]u = f may not extend smoothly to M .
To understand why this is the case, and to understand those circumstances where
u does extend smoothly to M , we examine more closely the relationship between P
and its indicial map Is(P). For a more general treatment of the subject the reader
is referred to [12]; see also [4],
In background coordinates (ρ, θ1, θ2) = (θ0, θ1, θ2) near ∂M (see [2], [11]), we
have
P = aij(ρ∂i)(ρ∂j) + bi(ρ∂i) + c,
where the matrix-valued functions aij , bi, and c extend smoothly to ρ = 0. Com-
puting in these coordinates one sees that
Is(P)u = ρ−sP(ρsu)
∣∣
ρ=0
= (aρρs2 + b
ρ
s+ c)u,
where aρρ = aρρ
∣∣
ρ=0
, b
ρ
= bρ
∣∣
ρ=0
, and c = c
∣∣
ρ=0
are smooth (matrix-valued)
functions of (θ1, θ2).
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As in [12], we define the indicial operator I(P) to be the unique dilation-
invariant operator on ∂M × (0,∞) such that
I(P)(ρsu) = ρsIs(P)u
for all smooth sections u of E
∣∣
∂M
. Thus
(3.2) I(P)(ρs(log ρ)pu) =
p∑
k=0
(
p
k
)
ρs(log ρ)p−kI(k)s (P)u,
where I
(k)
s (P) = dkdsk Is(P). In coordinates we have
I(P) = aρρ(ρ∂ρ)2 + bρ(ρ∂ρ) + c,
with aρρ, b
ρ
and c as above. It should be noted that I(P) can be extended to a
differential operator I(P)u = I(P)(ϕu) on M by means of a cut-off function ϕ
supported in a collar neighborhood of ∂M . We furthermore set R = P − I(P).
Careful examinations of coordinate expressions for P , I(P) and R yield the
following:
Lemma 10. Suppose (M, g) is a smoothly conformally compact asymptotically hy-
perbolic manifold and that P satisfies Assumption P. Then for any δ ∈ R we have
(a) I(P) : Bphgδ (M)→ Bphgδ (M) and
(b) R : Bphgδ (M)→ Bphgδ+1(M).
This lemma can be interpreted as saying that I(P) is an approximation of P
near ∂M . It is crucial to notice that I(P) is an operator of Cauchy-Euler type. The
method advertised in entry-level courses for solving a constant coefficient Cauchy-
Euler ODE such as
(3.3) a(ρ∂ρ)
2u+ b(ρ∂ρ)u + cu = f
involves studying the roots s1 and s2 of the associated characteristic polynomial
equation
as2 + bs+ c = 0.
In the PDE setting, this corresponds to a study of characteristic exponents as
defined in §2.2.
Typical solutions to the ODE (3.3) have expansions in terms of powers of ρ,
where the exponents present are the same as the exponents in the expansion of f ,
as well as the roots si. However, when the expansion of f includes ρ
si , we have a
resonance that leads to the presence of terms of the form ρsi log ρ in the expansion
of the solution u. Further resonances arise when s1 = s2, in which case the two
homogeneous solutions are ρs1 and ρs1 log ρ.
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The situation in the case of a (self-adjoint, geometric, elliptic) PDE in asymp-
totically hyperbolic setting is extremely similar to the ODE case. We now present
conditions which ensure that no resonances, and thus no log terms, occur. The
proofs presented below are inspired by computations done in [3].
Proposition 11. Let (M, g) be an asymptotically hyperbolic manifold that is smoothly
conformally compact. Suppose P = P [g] acts on tensors of weight r and satisfies
Assumption P, and let µ denote the maximum real part of the characteristic expo-
nents of P. If u ∈ Bphg(M) is such that
(a) Pu extends to a tensor field in C∞(M), and
(b) there exists δ > µ such that u ∈ C∞(M) + Bphgδ+r(M),
then u extends to a tensor field in C∞(M).
Proof. Without loss of generality we may assume u ∈ Bphgδ+r(M). By Remark 8 we
may then assume that u has polyhomogeneous expansion (3.1) with Re(si − r) > µ
for all i. Let {δj}∞j=0 be the strictly increasing sequence listing the elements of
Re{si}. It suffices to show that for each j ∈ N0 there exists uj ∈ C∞(M) and
uj ∈ Bphgδj (M) such that u = uj + uj ; we do so inductively.
When j = 0 there is nothing to prove as we may set u0 = 0. Thus we assume
for some j ≥ 0 that u = uj + uj as above. Let
wj =
∑
Re(si)=δj
pi∑
p=0
ρsi−r(log ρ)puip
and define uj+1 = uj − wj ; note that uj+1 ∈ Bphgδj+1(M) as desired. From Lemma
10 we have that
(3.4) I(P)wj ∈ C∞(M) + Bphgδ′ (M), δ′ > δj .
On the other hand, a direct computation in a collar neighborhood of the boundary
∂M shows that
I(P)wj =
∑
Re(si)=δj
pi∑
p=0
ρsi−r(log ρ)pwip,
where by (3.2) we have
(3.5) wipi = Isi−r(P)uipi , wi(pi−1) = Isi−r(P)ui(pi−1) + piI(1)si−r(P)uipi ,
etc.
In view of Remark 8 it follows that each exponent si − r in the expansion of
wj is a non-negative integer and that Isi−r(P)uipi = wipi = 0 whenever pi 6= 0.
However, since Re(si − r) > µ we can only have Isi−r(P)uipi = 0 if uipi = 0. Thus
pi = 0, and the proof of our induction step is complete. 
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For simplicity, we now restrict attention to a special class of operators, which
includes those arising in the conformal method.
Assumption L. Suppose (M, g) is an asymptotically hyperbolic manifold, and that
P = P [g] is a geometric operator acting on sections of tensor bundle E and satis-
fying Assumption P. We furthermore assume that the indicial operator Is(P) is a
product of a polynomial p(s) and an isomorphism of E
∣∣
∂M
, where p(s) has simple
integer roots.
Proposition 12. Let (M, g) be an asymptotically hyperbolic manifold that is smoothly
conformally compact. Suppose P = P [g] acts on tensor field of weight r and sat-
isfies Assumption L. Let µ denote the highest characteristic exponent of P. If
u ∈ Bphgµ+r(M) satisfies Pu ∈ C∞(M) and Pu ∈ Bδ+r(M) for some δ > µ ≥ 0, then
u extends to a smooth tensor field on M .
Proof. Since u ∈ Bphgµ+r(M), it admits an expansion (3.1) with Re(si − r) ≥ µ. Let
(3.6) w =
∑
Re(si−r)=µ
pi∑
p=0
ρsi−r(log ρ)puip.
From Lemma 10 we have
I(P)w ∈ Bphgδ′+r(M) for some δ′ > µ.
The computation (3.5) and Remark 8 now imply that Isi−r(P)uipi = 0 and, if
pi ≥ 1, that
(3.7) Isi−r(P)ui(pi−1) + piI(1)si−r(P)uipi = 0.
Therefore, the only non-vanishing term in the expansion (3.6) has to correspond
to si − r = µ which, by our assumptions, is a nonnegative integer. Furthermore,
we must have pi = 0 because otherwise (3.7) contradicts Assumption L. Thus w
extends smoothly to M and our result is now immediate from Proposition 11. 
We conclude this section with a regularity result for semilinear scalar equations
of the form Pu = f(u), where f satisfies the following.
Assumption F. We assume that f is a smooth real function on M×I where 0 ∈ I
is an open interval. Furthermore, we assume that on a neighborhood of zero f is
given by an absolutely and uniformly convergent power series
f(x, u) =
∞∑
l=0
al(x)u
l
with functions a0, a1 ∈ ρC∞(M) and al ∈ C∞(M) for l ≥ 2.
In what follows we simply write f(u) for f(·, u(·)).
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Remark 13. If u ∈ ρC∞(M)+Bphgδ (M) with δ > 1, and if f satisfies Assumption
F then f(u) ∈ ρC∞(M) + Bphgδ+1(M).
Proposition 14. Let (M, g) be an asymptotically hyperbolic manifold that is smoothly
conformally compact and suppose P = P [g] is an elliptic operator acting on func-
tions and satisfying Assumption L. Let µ denote the largest characteristic exponent
of P. Furthermore, let f be a function satisfying Assumption F.
Suppose that Pu = f(u), where u ∈ Bphgµ (M) and f(u) ∈ Bδ(M) for some δ > µ.
Then u extends to a function in C∞(M).
Proof. Since u ∈ Bphgµ (M), it admits an expansion (3.1) with Re(si) ≥ µ. Note
that µ ≥ 1, as a consequence of the fact that the set of the characteristic exponents
of P is symmetric about Re(s) = 1 (cf. Corollary 4.5 in [11]). Furthermore, by
Assumption L we have that µ is an integer.
As in the proof of Proposition 12 we consider the function
w =
∑
Re(si)=µ
pi∑
p=0
ρsi(log ρ)puip.
From Lemma 10 and the assumption that f(u) ∈ Bδ(M) for some δ > µ we have
I(P)w ∈ Bphgδ′ (M) for some δ′ > µ.
Arguing as in the proof of Proposition 12 we obtain si = µ and pi = 0 for all i in
the above expression for w. Thus
u = ρµuµ0 + v ∈ ρC∞(M) + Bphgδ′′ (M) for some δ′′ > µ.
It remains to establish smoothness of the function v. We do so by using the
inductive argument from the proof of Proposition 11 to show that for each j there
exist vj ∈ ρC∞(M) and vj ∈ Bphgδj (M) such that v = vj + vj . The inductive step
relies on
I(P)vj = f(u+ vj + vj)− Pu− Pvj −Rvj ∈ ρC∞(M) + Bphgδj+1(M),
which in turn is a consequence of Remark 13. 
4. The free data
We now commence the proof of Theorem 1, and assume that (g,K) is a polyho-
mogeneous constant-mean-curvature asymptotically hyperbolic initial data set.
In this section we construct a family of free data (λε, µε), and subsequently
establish several estimates for geometric quantities and differential operators asso-
ciated to the family of metrics λε. It is important that these estimates are uniform
in ε > 0, in order that they lead to the convergence portion of Theorem 1. It is
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our convention that, unless otherwise stated, all constants are independent of ε,
provided ε is sufficiently small.
4.1. Construction of the free data. In order to construct a family of free data,
we define a family of smooth cutoff functions. Let χ : R → [0, 1] be a smooth,
decreasing function such that
χ(x) = 1 if x ≥ 2 and χ(x) = 0 if x ≤ 1.
For ε ∈ (0, 1) define χε : M → [0, 1] by χε = χ(ρ/ε).We note that suppχε ⊂ {ρ > ε}
and that χε = 1 if ρ ≥ 2ε. Furthermore, dχε = χ′(ρ/ε)ε−1dρ is supported in
{ε ≤ ρ ≤ 2ε}. Thus, since dρ ∈ Ck,α1 (M) for all k ≥ 1 and α ∈ (0, 1), we see that
χε ∈ Ck,α(M), with bound independent of ε:
(4.1) ‖χε‖Ck,α(M) ≤ C.
Let b be the smooth metric induced on ∂M by g = ρ2g. We define a preferred
background metric h by choosing h to be a smooth metric on M such that in a
neighborhood of ∂M we have
(4.2) h = dρ⊗ dρ+ b
and setting h = ρ−2h. Let ∇ be the Levi-Civita connection associated to h, and
note that in the neighborhood of ∂M where (4.2) holds we have ∆hρ = 0.
We define, for sufficiently small ε > 0, the smooth metrics λε on M by
(4.3) λε := χε g + (1− χε)h.
Setting λε = ρ
−2λε, we define the family of free data (λε, µε) by
λε := ρ
−2λε and µε := χεΣ = χερ
−1Σ.
We emphasize that λε are each a smoothly conformally compact asymptotically
hyperbolic metric on M .
4.2. Estimates for λε. We note the following properties of the metrics λε.
Lemma 15. Let k ≥ 0 and α ∈ (0, 1). We have
‖g − λε‖Ck,α
1
(M) ≤ C and ‖g − λε‖Ck,α(M) ≤ Cε.
This furthermore implies that for sufficiently small ε > 0 we have ‖g−1−λ−1ε ‖Ck,α(M) ≤
Cε.
Proof. Since h agrees with g at ρ = 0, we may apply Lemma 2 to conclude that
h− g ∈ Ck,α3 (M) with bound independent of ε. Also recall (4.1), which shows that
the functions 1−χε are uniformly bounded in Ck,α(M). Our first claim now follows
from the identity λε − g = ρ−2(1 − χε)(h− g).
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Since the support of λε − g is in {ρ ≤ 2ε}, the first estimate implies the second.
Finally, the estimate for the inverses comes from the second estimate applied to the
series expansion λ−1ε − g−1, centered at g. 
The following is immediate from the fact that λε = h = dρ ⊗ dρ + b in a collar
neighborhood of the boundary.
Lemma 16. We have Hλε(ρ) = 0 and |dρ|2λε = 1 along ∂M .
We now obtain estimates on the scalar curvature of the metrics λε. We first note
that
(4.4) R[λε] + 6 = −6(|dρ|2λε − 1) + 4ρ∆λερ+ ρ
2R[λε].
In a neighborhood of ∂M , where λε = ρ
−2h, we have
(4.5) R[λε] + 6 = ρ
2R[h] ∈ Ck,α2 (M),
due to the fact that |dρ|2
h
≡ 1 and ∆hρ ≡ 0 near ∂M . However, we do not have a
uniform estimate on R[λε] + 6 in C
k,α
2 (M). Rather, we obtain the following.
Proposition 17. Let k ≥ 0 and α ∈ (0, 1). For sufficiently small ε > 0 we have
‖R[λε]−R[g]‖Ck,α
1
(M) ≤ C and ‖R[λε]−R[g]‖Ck,α(M) ≤ Cε.
Proof. We make use of the formula (4.4), analyzing each term on the right side.
The scalar curvature R[λε] is the sum of contractions of terms of the form
(λε)
−1 ⊗ (λε)−1 ⊗ (λε)−1 ⊗∇λε ⊗∇λε and (λε)−1 ⊗ (λε)−1 ⊗∇2λε;
The scalar curvature of g is comprised of analogous terms. From Lemma 15 we
have
‖(λε)−1 − (g)−1‖Ck,α
−2
(M) ≤ ‖λ−1ε − g−1‖Ck,α(M) ≤ C.
Likewise, both ‖∇(λε − g)‖Ck,α
3
(M) and ‖∇
2
(λε − g)‖Ck,α
3
(M) can be bounded by
‖λε − g‖Ck+2,α
3
(M) ≤ ‖λε − g‖Ck+2,α
1
(M) ≤ C.
We now conclude that
‖ρ2(R[λε]−R[g])‖Ck,α
1
(M) ≤ C.
Similar reasoning, using that dρ ∈ Ck,α1 (M) and ∇dρ ∈ Ck,α2 (M), yields
‖ρ(∆λερ−∆gρ)‖Ck,α1 (M) ≤ C.
Finally, we estimate the function
η = (|dρ|2
λε
− 1)− (|dρ|2g − 1) = ((λε)−1 − (g)−1)(dρ, dρ).
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Lemma 15 implies that ‖η‖C2,α(M) and ‖∇η‖C1,α
1
(M) are uniformly bounded in ε.
Since η vanishes at ρ = 0 we may apply Lemma 2 to conclude that ‖η‖C2,α
1
(M)
is uniformly bounded in ε. This establishes the first estimate in the lemma. The
second estimate follows from the first due to the fact that λε agrees with g for
ρ ≥ 2ε. 
4.3. Estimates for geometric operators defined by λε. Here we record several
consequences of Proposition 3 and Lemma 15.
Proposition 18. For any k ≥ 0 and α ∈ [0, 1), and for any δ ∈ R, there is a
constant C > 0, independent of sufficiently small ε, such that the following hold:
(a) For any tensor field u ∈ Ck+1,αδ (M) we have
‖ divλε u‖Ck,α
δ
(M) ≤ C‖u‖Ck+1,α
δ
(M).
(b) For any vector field X ∈ Ck+1,αδ (M) we have
‖DλεX‖Ck,α
δ
(M) ≤ C‖X‖Ck+1,α
δ
(M).
Proof. For the first claim, we note that the estimate holds with λε replaced by g.
Since
‖ divλε u‖Ck,α
δ
(M) ≤ ‖ divλε u− divg u‖Ck,α
δ
(M) + ‖ divg u‖Ck,α
δ
(M)
we may invoke Proposition 3 and Lemma 15 to obtain the desired estimate. The
proof of the second claim follows from analogous reasoning. 
Due to Proposition 4 the vector Laplacian Lλε : C
k+2,α
δ (M) → Ck,αδ (M) is
invertible for each ε > 0, k ≥ 0, α ∈ (0, 1) and δ ∈ (−1, 3). In particular, there
exist constants Cε, depending on ε, such that ‖X‖Ck+2,α
δ
(M) ≤ Cε‖LλεX‖Ck,α
δ
(M).
The linearized Licherowicz operator that appears in §5 is similarly invertible for
each λε. We now show that the invertibility estimates can be made uniform in ε.
Proposition 19. Let k ≥ 0, α ∈ (0, 1), and δ ∈ (−1, 3). Furthermore, let the
functions κ, κε ∈ Ck,α1 (M) be such that ‖κε−κ‖Ck,α(M) ≤ Cε and 3+κ ≥ 0. Then
there exists a constant C > 0 such that:
(a) for all vector fields X ∈ Ck+2,αδ (M) and for all sufficiently small ε > 0 we
have
‖X‖
C
k+2,α
δ
(M) ≤ C‖LλεX‖Ck,α
δ
(M),
and
(b) for all functions u ∈ Ck+2,αδ (M) and for all sufficiently small ε > 0 we have
‖u‖
C
k+2,α
δ
(M) ≤ C‖∆λεu− (3 + κε)u‖Ck,α
δ
(M).
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Proof. From Proposition 4(a) we have
(4.6)
‖X‖
C
k+2,α
δ
(M) ≤ C‖LgX‖Ck,α
δ
(M)
≤ C
(
‖LgX − LλεX‖Ck,α
δ
(M) + ‖LλεX‖Ck,α
δ
(M)
)
.
From Proposition 3 we have
‖LgX − LλεX‖Ck,α
δ
(M) ≤ C‖g − λε‖Ck+2,α(M)‖X‖Ck+2,α
δ
(M).
Making use of Lemma 15, we see that this term may be absorbed in to the left side
of (4.6) when ε > 0 is small; this proves the first invertibility estimate. The second
estimate follows from a similar argument applied to Proposition 4(b); the details
are left to the reader. 
4.4. Estimates for µε.
Lemma 20. Let k ≥ 0 and α ∈ (0, 1). There exists a constant C > 0 such that
‖µε − Σ‖Ck,α
1
(M) ≤ C, ‖µε − Σ‖Ck,α(M) ≤ Cε,
‖ divλε µε‖Ck,α
1
(M) ≤ C, ‖ divλε µε‖Ck,α(M) ≤ Cε.
Furthermore, divλε µε ∈ Ck,αδ (M) for all δ ∈ R.
Proof. First recall (4.1) and note that Σ ∈ C1,α2 (M); thus µε = ρ−1χεΣ is uniformly
bounded in C1,α1 (M), which implies the first estimate. The second estimate follows
from this and the fact that the support of µε − Σ is contained in the region where
ρ ≤ 2ε.
The uniform bound on µε in C
1,α
1 (M), together with Proposition 18(a), implies
that divλε µε is uniformly bounded in C
0,α
1 (M). Since λε agrees with g and µε agrees
with ρ−1Σ for ρ ≥ 2ε, we see from (1.3) that divλε µε is supported in the region
ε ≤ ρ ≤ 2ε. This, together with the third estimate, yields the fourth estimate.
Finally, the fact that µε is compactly supported implies that divλε µε ∈ C0,αδ (M)
for all δ. 
5. Construction of approximating initial data
5.1. Analysis of the conformal momentum constraint. For each free data set
(λε, µε), Propositions 4 and 9 guarantee that there exists a uniqueWε ∈ ρ3C0phg(M)
such that
(5.1) LλεWε = − divλε µε
and DλεWε ∈ C0phg(M). By Proposition 19 there is a constant C such that for all
sufficiently small ε > 0 we have
‖Wε‖Ck+2,α
δ
(M) ≤ C‖ divλε µε‖Ck,α
δ
(M)
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for δ = 0, 1. The estimates for µε in Lemma 20 now imply the following estimates
for the solutions Wε to (5.1).
Lemma 21. Let k ≥ 0 and α ∈ (0, 1). There exists a constant C > 0 such that
‖Wε‖Ck,α
1
(M) ≤ C, ‖Wε‖Ck,α(M) ≤ Cε,
‖DλεWε‖Ck,α
1
(M) ≤ C, ‖DλεWε‖Ck,α(M) ≤ Cε.
We define the tensors σε by
σε := µε +DλεWε
and record the following consequence of Lemmas 15, 20, and 21.
Lemma 22. Let k ≥ 0, α ∈ (0, 1) and let ε > 0 be sufficiently small. The function
|σε|2λε is in Ck,α2 (M), and satisfies
‖|σε|2λε − |Σ|2λε‖Ck,α
2
(M) ≤ C and ‖|σε|2λε − |Σ|2λε‖Ck,α
1
(M) ≤ Cε.
Finally, we address smoothness of the tensor fields σε. The strategy is to employ
Proposition 12 of §3.
Proposition 23. The solution Wε of (5.1) and the tensor field σε extend smoothly
to M .
Proof. A direct computation shows that the indicial map Is(Lλε) is
Is(Lλε)Y = −
1
2
(
Y +
1
3
Y (ρ) gradλε ρ
)
(s2 − 4s).
Thus Lλε satisfies Assumption L with the highest characteristic exponent of µ = 4.
By Proposition 9 we have that Wε is polyhomogeneous, while Proposition 4 implies
Wε ∈ Ckδ (M) for all k ≥ 0 and δ < 3. Since LλεWε = − divλε µε extends smoothly
to M and since by Lemma 20 divλε µε ∈ Ckδ (M) for all k ≥ 0 and all δ ∈ R, we
are in position to apply Proposition 12. Consequently, Wε extends smoothly to M ,
and thus σε does as well. 
5.2. Analysis of the Lichnerowicz equation. From Proposition 9(b) there ex-
ists, for each sufficiently small ε > 0, a unique positive polyhomogeneous function
φε ∈ C2phg(M) such that
(5.2)
0 = Nε(φε) := ∆λεφε −
1
8
R[λε]φε +
1
8
|σε|2λεφ−7ε −
3
4
φ5ε,
φε|∂M = 1.
In order to obtain estimates on φε − 1 we first show that the constant function
φ = 1 is an approximate solution of (5.2).
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Lemma 24. Let k ≥ 0 and α ∈ (0, 1). For each sufficiently small ε > 0 we have
Nε(1) ∈ C0,α1 (M) with
(5.3) ‖Nε(1)‖Ck,α
1
(M) ≤ C and ‖Nε(1)‖Ck,α(M) ≤ Cε.
Proof. Using (1.3) we have
Nε(1) = −1
8
(R[λε]−R[g]) + 1
8
(|σε|2λε − |Σ|2λε)+ 18
(|Σ|2λε − |Σ|2g) .
Estimates (5.3) are now immediate from Proposition 17, Lemma 22, and Lemma
15. 
The linearization of Nε at φ = 1 is the operator
(5.4) Lε := ∆λε − (3 + κε),
where
κε =
1
8
(R[λε] + 6) +
7
8
|σε|2λε .
We now prove the properties of κε needed in order to apply Proposition 19. To
that end we set κ = |Σ|2g and note that κ ∈ Ck,α2 (M) for all k ≥ 0 and α ∈ (0, 1).
Lemma 25. For all k ≥ 0 and α ∈ (0, 1) and sufficiently small ε > 0 we have:
(a) κε ∈ Ck,α1 (M).
(b) ‖κε − κ‖Ck,α(M) ≤ Cε.
Proof. The fact that κε ∈ Ck,α1 (M) is immediate from Proposition 17 and Lemma
22. Using (1.3) we can express κε − κ as
κε − κ = 1
8
(R[λε]−R[g]) + 7
8
(|σε|2λε − |Σ|2g) .
The Ck,α(M) estimate on the difference of scalar curvatures follows from Proposi-
tion 17, while the remaining estimate follows from Lemmas 15 and 22. 
We now see from Proposition 19 that for all δ ∈ (−1, 3) and sufficiently small
ε > 0 the mapping
Lε : Ck+2,αδ (M)→ Ck,αδ (M)
defined in (5.4) is an isomorphism with inverse bounded uniformly in ε.
We now proceed to obtain estimates for φε by viewing φε − 1 as a fixed point of
the map
Gε : u→ −L−1ε (Nε(1) +Qε(u)) ,
where
Qε(u) := Nε(1 + u)−Nε(1)− Lε(u)
=
1
8
|σε|2λε
(
(1 + u)−7 − 1 + 7u)− 3
4
(
(1 + u)5 − 1− 5u) .
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In preparation, we define for each r0, r1 > 0, which are not necessarily independent
of ε and a fixed integer k ∈ N0, the collection of functions
X(r0, r1) = {u ∈ Ck+2,α1 (M) | ‖u‖Ck+2,α
1
(M) ≤ r1 and ‖u‖Ck+2,α(M) ≤ r0}.
Note that for all r0, r1 > 0, the set X(r0, r1) is a complete metric space with respect
to the norm ‖|u|‖X := ‖u‖Ck+2,α
1
(M) + ‖u‖Ck+2,α(M).
We require the following mapping properties of Qε.
Lemma 26. Let k ≥ 0 and α ∈ (0, 1). There exists r∗ > 0 and continuous function
F : [0, r∗] × [0, r∗] → [0,∞), both independent of ε > 0, such that F (0, 0) = 0 and
such that for each δ ∈ [0, 1] we have
‖Qε(u)−Qε(v)‖Ck,α
δ
(M) ≤ F
(‖u‖Ck,α(M), ‖v‖Ck,α(M)) ‖u− v‖Ck,α
δ
(M)
for all u, v ∈ X(r0, r1) with r0 ∈ [0, r∗] and r1 > 0. In particular
‖Qε(u)‖Ck,α
δ
(M) ≤ F (r0, 0) ‖u‖Ck,α
δ
(M).
Proof. Set
Hl(u, v) = u
l−1v + ul−2v2 + · · ·+ uvl−1.
With
Q1(u) := u
5 and Q2(u) := u
−7
we have
Q1(u)−Q1(v) = (u − v)
5∑
l=2
(
5
l
)
Hl(u, v)
and
Q2(u)−Q2(v) = (u − v)
∞∑
l=2
(−1)l
(
l + 6
l
)
Hl(u, v)
provided |u| and |v| are less than 1. The uniform bound on |σε|2λε provided by
Lemma 22 implies that there are constants C∗ and Cl, l ∈ N, such that
F (u, v) = C∗
∞∑
l=2
ClHl(u, v)
converges uniformly and has the desired properties. 
We now obtain the desired contraction property of Gε.
Lemma 27. There exists constants ε∗ > 0 and C∗ > 0 such that for each ε ∈ (0, ε∗]
the map Gε is a contraction mapping X(C∗ε, C∗)→ X(C∗ε, C∗).
Proof. Let u ∈ X(r0, r1) and δ ∈ {0, 1}. By the uniform invertibility of L−1ε
(cf. Proposition 19 and Lemma 25) we have
‖Gε(u)‖Ck+2,α
δ
(M) = ‖L−1ε (Nε(1) +Qε(u)) ‖Ck+2,α
δ
(M)
≤ C‖Nε(1)‖Ck,α
δ
(M) + C‖Qε(u)‖Ck,α
δ
(M).
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Using Lemma 24 and Lemma 26 we obtain
‖Gε(u)‖Ck+2,α(M) ≤ C′ε+ C′′F (r0, 0)‖u‖Ck+2,α(M)
‖Gε(u)‖Ck+2,α
1
(M) ≤ C′ + C′′F (r0, 0)‖u‖Ck+2,α
1
(M)
for some constants C′, C′′ > 0 independent of ε. Choosing C∗ > 2C
′ and, using the
fact that F (0, 0) = 0, choosing ε∗ small enough that C
′′F (C∗ε∗, 0) < 1/2 ensures
that
Gε : X(C∗ε, C∗)→ X(C∗ε, C∗)
whenever ε ∈ (0, ε∗].
We furthermore have
‖Gε(u)− Gε(v)‖Ck+2,α
δ
(M) ≤ C‖Qε(u)−Qε(v)‖Ck,α
δ
(M).
Since F (0, 0) = 0, Lemma 26 implies that we can choose ε∗ > 0 such that Gε is a
contraction for ε ∈ (0, ε∗]. 
The contraction property of Gε, together with the Banach fixed point theorem,
immediately leads to following.
Proposition 28. Let k ≥ 0 and α ∈ (0, 1). There exists ε∗ > 0 and constant
C > 0 such that whenever ε ∈ (0, ε∗) we have φε − 1 ∈ Ck,α1 (M) and
‖φε − 1‖Ck,α(M) ≤ Cε.
We now analyze the regularity onM of solutions φε of (5.2). We do so by writing
(5.2) in terms of the auxiliary variable
u = φε − u0, where u0 = 1− 1
24
ρ2R[h].
This particular change of variable is motivated by the fact that, while Lemma
24 shows that the function 1 is an approximate solution to (5.2), the function u0
constitutes a better approximate solution. We make this precise in the following
lemma.
Lemma 29. Let k ≥ 0 and α ∈ (0, 1). For each sufficiently small ε > 0 we have
Nε(u0) ∈ ρ4C∞(M).
Proof. It suffices to perform the computation in the collar neighborhood of the
boundary where λε = h. There we have R[h] = −6 + ρ2R[h] and 〈dρ, dR[h]〉h = 0;
the latter can be seen as a consequence of the fact that gradh ρ is a Killing vector
field in the collar neighborhood of ∂M . A direct computation now shows that
∆hu0 = ρ
2∆hu0 − ρ〈dρ, du0〉h = ρ4∆hR[h] ∈ ρ4C∞(M).
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On the other hand, Propositions 9 and 23 imply |σε|2λε ∈ ρ4C∞(M). Using this
fact we obtain
1
8
R[h]u0 − 1
8
|σε|2hu−70 +
3
4
u50
=
1
8
(
−6 + 5
4
ρ2R[h]
)
+
3
4
(
1− 5
24
ρ2R[h]
)
+ ρ4C∞(M) ∈ ρ4C∞(M).
This completes the proof. 
Proposition 30. The solution φε of (5.2) extends to a smooth function on M .
Proof. We see from Lemma 29 that
∆hu =
1
8
R[h]u− 1
8
|σε|2h
(
(u0 + u)
−7 − u−70
)
+
3
4
(
(u0 + u)
5 − u50
)
+ ρ4C∞(M).
Since 18 R[h] = − 34 + ρ2C∞(M), |σε|2λε ∈ ρ4C∞(M), and 154 u40 = 154 + ρ2C∞(M),
we have
(5.5) ∆λεu− 3u = f(u),
where near ρ = 0 the function f(u) has the uniformly and absolutely convergent
power series
f(u) =
∞∑
l=0
alu
l
with a0 ∈ ρ4C∞(M), a1 ∈ ρ2C∞(M), and al ∈ C∞(M) for l ≥ 2. In particular,
f satisfies Assumption F. Also note that, by Proposition 9(b), u ∈ ρ2C0phg(M);
consequently f(u) ∈ Ck,α4 for all k ≥ 0 and α ∈ (0, 1). Applying Proposition 4 now
yields u ∈ Ckδ (M) for all k ≥ 0 and δ < 3.
Finally, we observe that the indicial map of ∆λε − 3 is
Is(∆λε − 3) = (s− 3)(s+ 1).
In particular, ∆λε − 3 satisfies Assumption L with the highest characteristic ex-
ponent of µ = 3. Invoking Proposition 14 we conclude that u and φε extend to
functions in C∞(M). 
5.3. The proof of Theorem 1. We now construct the approximating initial data
and show that they satisfy the shear-free condition, are smoothly conformally com-
pact, and have the desired convergence property.
The solutions Wε to (5.1) and φε to (5.2) give rise to initial data sets (gε,Kε)
determined by
(5.6)
gε = φ
4
ελε
Kε = Σε − gε = φ−2ε σε − φ4ελε.
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By Propositions 23 and 30 we see that gε = ρ
2gε and Σε = ρ(Kε + gε) extend
smoothly to M .
To see that (gε,Kε) is shear-free note that Lemma 16, Proposition 5, and the
fact that φε = 1 along ∂M imply
Hgε(ρ)
∣∣
∂M
= 0.
In addition, we have
Σε
∣∣
∂M
= ρσε|∂M = ρ (µε +DλεWε)|∂M .
By definition, µε vanishes along ∂M . Furthermore, Proposition 9 implies that
DλεWε ∈ C0phg(M), and thus we see that Σε vanishes along ∂M . Consequently, the
approximating family of initial data (gε,Kε) satisfies the shear-free condition.
Finally, we prove the following convergence property.
Proposition 31. Let k ≥ 0 and α ∈ (0, 1). Then
‖gε − g‖Ck,α(M) ≤ Cε, ‖Kε −K‖Ck,α(M) ≤ Cε
for some constant C independent of ε.
Proof. We have
gε − g = φ4ε(λε − g) + (φ4ε − 1)g.
From Lemma 15 we see that the Ck,α norm of the first term is O(ε), while the
second term can be estimated using Proposition 28.
Note that K −Kε = Σ− Σε − (g − gε). Thus it suffices to estimate
Σ− Σε = Σ− φ−2ε (µε +DλεWε).
Due to Lemma 21 and Proposition 28, it suffices to estimate Σ−µε. This, however,
is accomplished in Lemma 20. 
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