ABSTRACT Fuzzy Petri nets (FPNs) are an important tool for knowledge representation and reasoning in the rule-based expert system. Recently, various fuzzy sets and linguistic models have been introduced into FPNs to improve its ability in handling imprecise, fuzzy, and linguistic information. However, the existing FPN models still have the following two deficiencies: The first one is the incompatibility of the knowledge representation parameters in modeling the membership degrees of linguistic variables and hesitancy of experts when experts provide linguistic evaluations. Another one is that the reasoning operators in existing reasoning algorithm considering the local weights and ordered weights of propositions fail to guarantee the reasoning result satisfies the monotonicity, boundary, and idempotency. In this paper, we propose the q-rung orthopair fuzzy linguistic reasoning Petri nets (q-ROFLRPNs) by using the q-rung orthopair fuzzy linguistic sets (q-ROFLSs) to enhance the capability of conventional FPNs in dealing with fuzzy and linguistic knowledge. We define new closed operational laws of q-ROFLSs by linguistic scale functions (LSFs), which not only guarantee the validity and reliability of reasoning results but also handle different semantic situations of the linguistic term set. In addition, an enhanced reasoning algorithm based on weighted ordered weighted averaging (WOWA) operator is proposed by considering the weights of propositions themselves and their ordered weights, and the monotonicity, boundary, and idempotency of the results are satisfied. At last, a case study on fault diagnosis for metro door system is provided to demonstrate the effectiveness and advantages of the proposed model. Fuzzy Petri net (FPN) , knowledge representation, q-rung orthopair fuzzy linguistic set, weighted ordered weighted averaging (WOWA) operator.
I. INTRODUCTION
Fuzzy Petri nets (FPNs), as a graphical and mathematical modeling methodology, are an important tool for knowledge representation and reasoning in expert systems [1] - [3] . They combine the capability of graphical description of classical Petri nets and advantage of fuzzy sets in handling vague and imprecise information, and are utilized widely to model fuzzy production rules (FPRs) and process fuzzy rule-based
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reasoning [4] . Due to the attractive advantages of FPNs in knowledge representation and reasoning [5] - [7] , many researches on knowledge representation and reasoning algorithm of FPNs have been conducted [8] - [13] , and various modified FPN models have been proposed [14] - [16] . For example, Yeung and Ysang [8] proposed the concept of weight FPRs and defined an enhanced FPN model to model weight FPRs. Ha et al. [9] introduced the input weights and output weight into FPNs and proposed the generalized FPNs. In [10] , the dynamic adaptive FPN model was proposed to model dynamic properties of fuzzy knowledge VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in expert systems. In the research of reasoning algorithm, Yeung and Ysang [11] developed the modified reasoning algorithm of FPNs based on reachability sets and adjacent places. Chen [12] proposed the backward reasoning algorithm based on FPNs to solve the backward reasoning problems. Further, the algebraic (matrix) representation of FPNs was presented by Frcy et al. [13] , and authors provided a parallel algorithm for fuzzy knowledge inference. In addition, FPNs have also been used extensively by researchers to address various engineering problems [4] , [17] , including mobile ad hoc system optimization [18] , fault diagnosis and risk assessment [19] , [20] , railway operation [21] , disassembly planning [22] and so on.
To improve the performance of FPNs in dealing with vague and imprecise knowledge, various generalizations of the fuzzy set are introduced into FPNs. Chen [23] employed the triangular fuzzy numbers to represent knowledge parameters and proposed a weighted FPN model for fuzzy reasoning in the rule-based expert system. Meng et al. [24] combined the intuitionistic fuzzy sets (IFSs) with FPNs and put forward the concept of intuitionistic fuzzy Petri nets (IFPNs). However, it is difficult and unreasonable to represent some knowledge parameters with numerical methods in some certain situations. To solve this problem, Liu et al. [25] used 2-tuple linguistic model to represent domain knowledge and defined the linguistic production rules (LPRs) and the linguistic reasoning Petri nets (LRPNs). Further, Liuet al. [3] introduced the cloud reasoning Petri nets in which the linguistic information is represented by the cloud model. Besides, Liu et al. [26] took advantage of hesitant 2-tuple linguistic term sets to determine the initial truth degree of propositions in FPNs. Li et al. [27] proposed an approach for knowledge acquisition and representation based on the interval 2-tuple linguistic model and the interval-valued intuitionistic fuzzy set.
A variety of linguistic models were used in FPNs to enhance the knowledge representation power. In most existing FPN models, however, the qualitative linguistic knowledge is represented only by a linguistic term or a linguistic interval. This maybe leads to the inaccuracy in expressing the domain knowledge, since they fail to consider the membership degrees and hesitancy of linguistic variables, when experts evaluate linguistic knowledge parameters. The q-rung orthopair fuzzy linguistic set (q-ROFLS) [28] , [29] is an ideal model to solve the problem above, which combines the linguistic variable with the q-rung orthopair fuzzy set (q-ROFS) [30] and describes the linguistic evaluations both qualitatively and quantitatively. Additionally, in the process of knowledge representation using the linguistic models of [3] , [25] , [26] , the linguistic term sets (LTSs) are uniform and balanced. However, the unbalanced LTSs often exist in most practical evaluations [31] and the operational laws to the LTS need to adapt different semantic situations. The linguistic scale functions (LSFs) [32] can assign different semantic values to the linguistic term to deal with balanced LTSs and unbalanced LTSs.
On the other hand, the knowledge reasoning power of FPNs based on traditional reasoning operators, such as max, min and algebraic product, is limited, due to the increasing complexity of expert systems [33] . Recently, Suraj [34] introduced the s-norms and t-norms into reasoning algorithm as substitute of max and min operators. In [33] , authors utilized the ordered weighted averaging (OWA) operator in knowledge inference algorithm to consider various special cases in the knowledge reasoning process. However, the OWA operator ignores the importance of propositions themselves on the reasoning result. Thus, Liu et al. [3] proposed an enhanced reasoning algorithm based on the hybrid averaging (HA) operator. The HA operator weights both parameters themselves and their ordered positions, but it cannot guarantee the result is strict between minimum and maximum of arguments [35] . This maybe leads to the invalid and unreasonable reasoning result. Therefore, the weighted ordered weighted averaging (WOWA) operator [36] can be used in knowledge inference process, which not only weights both the parameters and their ordered positions, but also guarantees the reasoning result satisfies the monotonicity, boundary and idempotency.
Motivated by the aforementioned analyses, we propose the q-rung orthopair fuzzy linguistic reasoning Petri net (q-ROFLRPN) model by using q-ROFLS and WOWA operator. The knowledge parameters of the q-rung orthopair fuzzy linguistic production rules (q-ROFLPRs) are expressed by q-ROFLSs to represent the linguistic knowledge quantitatively. Based on LSFs, we define new closed operational laws of q-ROFLS for computing the reasoning result. Finally, an enhanced reasoning algorithm based on WOWA operator is proposed to improve the validity and reasonability of linguistic reasoning. Compared with existing works, the proposed q-ROFLRPN model has the following advantages:
1) It can model the membership degrees of LVs and hesitancy of experts and express the knowledge representation parameters from both qualitative and quantitative perspectives. Besides, it can expand the space of accepted information of fuzzy set by adjusting the parameter of q-ROFLSs.
2) It provides the new operational laws of q-ROFLSs, which guarantee the operations are closed to overcome the drawbacks of the reasoning result in granularity and logic. In addition, the proposed operations can deal with balanced and unbalanced semantic situations to reflect expert's sensitivity and psychology accurately. 3) It develops an enhanced reasoning algorithm of FPNs based on WOWA operator, which not only takes both the weights of propositions themselves and their ordered weights into consideration, but also guarantees the reasoning result satisfies the monotonicity, idempotency and boundary. The rest of this paper is organized as follows: Section 2 introduces some basic concepts regarding LSFs, q-ROFLSs and WOWA operator. Section 3 defines new operational laws and the q-ROFLPRs. Section 4 proposes the q-ROFLRPN model and its reasoning algorithm for knowledge representation and reasoning. In section 5, an empirical example on fault diagnosis is provided to demonstrate the validity and flexibility of the proposed model and the last section summarizes this paper.
II. Q-ROFLSs AND WOWA OPERATORS A. LTSs AND LINGUISTIC SCALE FUNCTIONS
A discrete linguistic term set can be denoted as S = {s i |i = 0, 1, . . . , 2g }, where the cardinality of S is 2g+1 and the term s i ∈ S represents the possible value for a linguistic variable (LV) [37] . For the linguistic set S, the following conditions should be satisfied [28] , [38] :
1) The set is ordered: s i > s j , if and only if i > j; 2) Negation operator:Neg (s i ) = s j , such that j = 2g − i; 3) Maximum and minimum operators: [39] extended the discrete set S to a continuous
To avoid the distortion and loss of linguistic information as well as consider unbalanced semantic situations [32] , [40] , Wang et al. [32] proposed the concept of linguistic scale functions (LSFs). It can assign different semantic values to each linguistic term to express the balanced LTSs or unbalanced LTSs, in which absolute deviation between adjacent semantics may be equal and increasing or decreasing, respectively. The definition of LSF is provided as follows: Definition 1: Let S i = {s i |i = 0, 1, . . . , 2g} be a LTS and θ i ∈ [0, 1](i = 0, 1, . . . , 2g) be a collection of real numbers, the linguistic scale function f is a mapping from s i to θ i [32] :
where 0 ≤ θ 0 < θ 1 < · · · < θ 2g ≤ 1. Note that f is a strictly monotonic increasing function with respect to subscript i. Three LSFs representing different semantics of linguistic terms are defined as follows [28] , [32] :
1) Linguistic subscript function (LsubF)
2) Compound evaluation scale function (CESF)
where σ can be determined by subjective method or experiment method [41] . In general, σ ∈ [1.36, 1.4].
3) Reformative evaluation scale function (RESF)
where
Furthermore, the function f is extended to f * :S → R + , (R + = {r |r ≥ 0, r ∈ R }), which is a strictly monotonic successive and increasing function, and f * −1 is the inverse function of f * [32] .
B. Q-RUNG ORTHOPAIR FUZZY LINGUISTIC SETS
The q-rung orthopair fuzzy linguistic set (q-ROFLS) [28] , [29] is regarded as the combination of LV and q-rung orthopair fuzzy set (q-ROFS) [30] . It assigns a membership degree and a non-membership degree to each LV provided by experts with the condition that the sum of the q th power of the membership degree and the qth power of the non-membership degree is less than or equal to one. When experts provide the linguistic evaluations, the q-ROFLSs not only can model uncertainty of LVs and hesitancy of experts by membership and non-membership degrees, but also relax the restricted constraint of membership and non-membership degrees by adjusting the parameter of the q-ROFLS. The definition of q-ROFLSs is presented as follows:
Definition 2: Let X is a universe of discourse, then the q-ROFLS A defined on X is defined as follows [28] :
is respectively the membership degree and non-membership degree of element x to LV s θ (x) , satisfying 0 ≤ µ
> is called a q-rung orthopair fuzzy linguistic number (q-ROFLN) [28] . For convenience, the q-ROFLN can be denoted byã
Note that a q-ROFLN can reduce to a LV when membership degree takes one and non-membership degree takes zero.
) > be any two q-ROFLNs, and λ ≥ 0 be a positive real number, then the operational laws of q-ROFLNs are defined as follows [28] :
Definition 5: Letã =< s θ(ã) , (µ(ã), ν(ã)) > be any a q-ROFLN, then the score function and accuracy function of a is respectively defined as follows [28] :
; where f * (s i ) is the LSF. Based on the score function and accuracy function, the comparison rules between any two q-ROFLNsã andb are defined as [28] :
The WOWA operator [36] is an averaging operator [42] , which considers both local weights of arguments and their ordered weights. The WOWA operator is viewed as a unification of the weighted averaging (WA) operator and the OWA operator [43] and the definition is presented as follows. → R + such that [36] :
where a σ (i) is the i th largest argument of a i , i = 1, 2, . . . , n, and the weight ω i is defined as
and W * is a monotonic increasing function that interpolates the points i/n, j=1,j≤i w j together with the point (0, 0). When the points are interpolated in above way, W * is required to be a straight line [36] . The WOWA operator satisfies the monotonicity, idempotency and boundary [36] , which guarantees the accuracy and reasonability of reasoning results. Specially, the WOWA operator can reduce to the OWA operator, if p = (1/n, 1/n, . . . , 1/n) T . Meanwhile, it can reduce to the WA operator, if w = (1/n, 1/n, . . . , 1/n) T [36] . In order to handle the q-ROFLNs and consider both the local weights and the ordered weights of assessments, the qrung orthopair fuzzy linguistic WOWA (q-WOWA) operator is defined as follows:
whereã σ (i) is the i th largest argument ofã i , i = 1, 2, . . . , n, and the weight ω i is defined as
and W * is a monotonic increasing function that interpolates the points i/n, j=1,j≤i w j together with the point (0, 0). When the points are interpolated in above way, W * is required to be a straight line. According to the properties of WOWA in [36] , we can get the q-WOWA operator can reduce to the q-rung orthopair fuzzy linguistic ordered weighted averaging (q-OWA) operator [28] and the q-rung orthopair fuzzy linguistic weighted averaging (q-WA) operator [28] , respectively, when p = (1/n, 1/n, . . . , 1/n) T and w = (1/n, 1/n, . . . , 1/n) T .
III. OPERATIONAL LAWS OF Q-ROFLS AND Q-ROFLPR A. LINGUISTIC PRODUCTION RULES AND FPNS
Fuzzy production rules (FPRs) are a tool to represent domain knowledge in rule-based expert systems [33] . They represent imprecise and ambiguous knowledge in form of a fuzzy IF-THEN rule where the antecedent and consequent proposition are expressed by fuzzy sets [2] , [10] . To enhance their ability in knowledge representation, the weight FPRs (WFPRs) [8] are proposed, which assign a weight to each antecedent proposition of FPR. Further, Yeung and Tsang [44] proposed a new type of WFPR, which assigns the local weight and global weight to the antecedent and consequent parts of a proposition, respectively.
In order to handle expert's knowledge which are in form of linguistic terms, Liu et al. [25] utilize 2-tuple linguistic model to represent knowledge parameters and proposed linguistic production rules (LPRs). Five types of LPRs are defined as follows [25] , [33] :
Type 1: A simple LPR 
Type 5: A composite linguistic disjunctive rule in the consequent
For five types above, the a and the c represent the antecedent part and consequent part of the rule, respectively. The λ signifies the threshold value for each proposition a, and µ signifies the certain factor for each rule. These are described by 2-tuples linguistic model. The lw and the gw represents the weight of propositions and the weight of rules, respectively [25] .
The FPNs, as an effective modeling methodology, is utilized widely to model fuzzy production rules (FPRs) and process fuzzy reasoning in rule-based expert systems [1] , [2] , [4] , [33] . Lonney [1] firstly proposed the definition of FPNs and present a reasoning algorithm to process knowledge representation and reasoning. Further, Chen et al. [2] provided a more completed definition of FPNs and use FPNs to represent knowledge structurally. The structure of FPN is defined as an eight-tuple [2] :
. . , t n } finite nonempty set of transitions, and 
then p i is associated with proposition d i .
B. NEW OPERATIONS OF Q-ROFLNS BASED ON LSFS
The operational laws have important impacts on the truth values of consequent propositions in LPRs and reasoning results of FPNs. According to the operational laws given by [28] , we observe that the linguistic variable of the operational result is not closed, which may cause the invalidity and irrationality of reasoning result in granularity and logic [45] . On the one hand, the linguistic variable of the operational result may exceed the range of the predefined LTS. On the other hand, the cardinality value of linguistic variable given by addition operation is 2g, while the one of product operation is g 2 .
That is to say, the linguistic variable of the result based on operations in [28] has different granularity standards, which cannot reflect the expert evaluation logically and accurately. To overcome the drawbacks mentioned above, Motivated by the works of [45] , [46] , and [47] , the closed operational laws of q-ROFLNs are defined by using LSFs, which enhance the validity and reliability of reasoning and decision.
Definition 8:
) > be any two q-ROFLNs, and let f * and f * −1 be a LSF and its inverse function, respectively. λ ≥ 0 is a positive real number, then the operational laws for q-ROFLNs are defined as follows:
be the set of all q-ROFLNs based onS. Supposeã,b ∈ and λ ≥ 0 be a positive real number, then new operations of q-ROFLNs based on LSFs are closed.
∈ . The proof of Theorem 1 is provided in Appendix. Theorem 2: Letã 1 andã 2 be any two q-ROFLNs and λ, λ 1 , λ 2 ≥ 0 are three any positive real numbers, the operations of q-ROFLNs satisfy following properties:
The proof of Theorem 2 is provided in Appendix.
C. Q-RUNG ORTHOPAIR FUZZY LINGUISTIC PRODUCTION RULES
In a rule-based expert system, we suppose that domain knowledge is expressed by LPRs and the knowledge representation VOLUME 7, 2019 parameters are evaluated by q-ROFLNs. Then, five new rule-forms of LPRs, called q-rung orthopair fuzzy linguistic production rules (q-ROFLPRs), are defined and a new computation method based on the proposed operational laws and the q-WOWA operator is proposed to compute the truth values of consequent propositions. Type 1. A simple q-ROFLPR R : IF a THEN c λ ; lw;μ; gw .
where a and c are the antecedent proposition and consequent proposition of the rule, respectively.λ andμ, being in form of q-ROFLNs, represent the threshold value of proposition a and the certainty factor of the rule R, respectively. The lw ∈ [0, 1] represents local weight for proposition a, and the gw ∈ [0,1] represents global weight for the rule R. Assume the truth value of proposition a isα a , which take form of q-ROFLN, then the truth value of proposition c is (i = 1, 2, . . . , m) is
IV. Q-RUNG ORTHOPAIR FUZZY LINGUISTIC REASONING PETRI NETS A. DEFINITION OF Q-ROFLRPNS
In order to improve the performance of existing FPNs in representing linguistic knowledge, as well as enhance capability of reasoning algorithm in dealing with various complex situations, a new type of FPNs, called q-rung orthopair fuzzy linguistic reasoning Petri nets (q-ROFLRPNs), is proposed for knowledge representation and reasoning. Let be the set of all q-ROFLNs, the q-ROFLRPN structure is defined as follows:
Definition 9: A q-ROFLRPN is a 12-tuple
where 1) The P, T , D, β are same to those in FPN defined in (12) . 2) I : [P × T ] → {0, 1} denotes a m × n input incidence matrix which defines the directed arcs from place p i to transition t j for i = 1, 2, . . . , m, j = 1, 2, . . . , n.
If there is a directed arc from the place p i to the transaction t j , I ij = 1, otherwise,
→ {0, 1} denotes a m×n output incidence matrix which defines the directed arcs from transaction t j to place p i for i = 1, 2, . . . , m, j = 1, 2, . . . , n. If there is a directed arc from the transaction t j to the
is an association function which defines a mapping from places to and represents the truth value of the place p i (i = 1, 2, . . . , m) . 
→ is an output function denoted by an m × n dimensional matrix. Each element inŨ ,ũ ij ∈ , represents the value of certainty factor which indicates the belief degree of transition t j to place p i . 9)M : is a marking of the q-ROFLRPN and denoted by a vectorM = (α 1 ,α 2 , . . . ,α m ) T and it determines the status of q-ROFLRPN. Theα i is the token values of place p i for i = 1, 2, . . . , m. The initial marking vector is denoted byM 0 . In the following, five forms of q-ROFLPRs defined in part C of Section III are modeled by q-ROFLRPNs as presented in Fig. 1-5 . Obviously, the propositions are modeled by places and the execution of rules is regarded as the firing of transitions. The reasoning process of expert system is modeled by the update of the marking vector. Note that Type 4 and Type 5 of q-ROFLPRs are not discussed, because they can be viewed as the combination of several rules of Type 1 [25] .
B. EXECUTION RULES OF Q-ROFLRPNS
For a transition t in a marked q-ROFLRPN, let I (t) = {p I 1 , p I 2 , . . . , p Im } with the corresponding thresholds λ I 1 ,λ I 2 , . . . ,λ Im and local weight lw I 1 , lw I 2 , . . . , lw I m . Let O(t) = {p O1 , p O2 , . . . , p On } be a set of output places, corresponding to certainty factorsũ O1 ,ũ O2 , . . . ,ũ On and global weight gw O1 , gw O2 , . . . , gw On , then the enabling and firing rules of q-ROFLRPNs are defined as follows:
1) ENABLING RULE
For ∀t ∈ T , if the value of token for each input place p Ij of transition t, p Ij ∈ I (t), is greater than or equal to the corresponding threshold, then transition t is enabled. 1, 2, . . . , n) .
The q-WOWA operator and the operational laws based on LSFs are utilized in the calculation of token values of output places. The q-WOWA operator not only can weight both the input places themselves and their ordered positions, like HA operator [42] , but also satisfies the monotonicity, idempotency and boundary. The main advantage of proposed operational laws is they guarantee the linguistic variable of aggregation result is closed, which guarantee the validity and reasonability of reasoning results.
C. REASONING ALGORITHM OF Q-ROFLRPNs
In this section, the concurrent reasoning algorithm of q-ROFLRPN model is proposed. Before presenting the proposed reasoning algorithm, some basic matrix operations are introduced as following: 1) Operator :
where A, B and D are all m × n-dimensional matrices, and
3) Operator :
Further, the reasoning algorithm based on q-ROFLRPNs is presented as blew:
Input: I, O, LW, GW, andŨ are m×n-dimensional matrices, M 0 and Th are m-dimensional vector.
Output:M k is an m-dimensional vector representing the status of all places at k th iteration.
Step 1: Let k = 1, where k is the time of iteration.
Step 2: Calculate all enabled input places of each transition, the result is denoted by vector E (k) .
Step 3: if E (k) is a nonzero vector, calculate the equivalent fuzzy linguistic truth value regarding transition given by input places; otherwise, go to Step 8. The result is denoted by vector˜ (k) 
Step 4: Calculate enabled transitions of each output place, the result is devoted by vector F (k) .
where D = (1, 1, . . . , 1) 1×m .
Step 5: If N (k) is a nonzero vector, calculate the equivalent fuzzy linguistic truth value of enabled transitions; otherwise, go to Step 8. The result is denoted by vector N (k) .
Step 6: Calculate the output truth degree matrix˜ (k) .
Step 7: Calculate the new markingM k .
IFM k =M k−1 , go to Step 8; otherwise let k = k + 1, go back to Step 2.
Step 8: End reasoning. In the process of knowledge inference, the proposed reasoning algorithm can deal with a variety of complex situations of expert systems by selecting different forms of LSFs and q-WOWA operator. On the one hand, three types of LSFs can be used to model balanced or unbalanced semantic situations of the linguistic term set. On the other hand, q-WOWA operator can reduce to various reasoning operators by setting different manifestation of weighting vector, including q-WA and q-OWA operators and so on.
V. CASE STUDY
In this section, the practicality and flexibility of the proposed q-ROFLRPN model and its reasoning algorithm is demonstrated by an empirical example on the fault diagnosis of metro door system [48] . Door system, as one of the important components of urban railway train system, is complex mechatronic system and its reliability affects the reliability and security of train operation. It is comprised of multiple subsystems and components, including electrical subsystem, mechanic subsystem as well as communicating subsystem. Meanwhile, the faults of door system are multiple sources, such as EDCU breakdown, inching switch translocation, relay contacts sticking and so on. Any minor fault of components above may cause the failure of door system. Therefore, the fault diagnosis for door system is needed to evaluate the occurrence and severity of system failure. In addition, experts prefer to use the linguistic terms and ambiguous concepts to depict the states and abnormal events [49] , that is to say, the evaluating information is imprecise and incomplete in practical fault diagnosis. Therefore, the proposed q-ROFLPN model is utilized to solve the problem of fault diagnosis for door system.
A. IMPLEMENTATION
A metro door system is comprised of door leaf, mechanism and control system, and its faults are classified into electrical fault and mechanical failure. The failure mode mainly includes control failure, unlock failure, door motor failure and mechanical transmission failure, and so on. The purpose of fault diagnosis is determined the fault probability of door system caused by component faults and identified the failure components. Considering the fault frequencies and severity, we take the control system and unlock unit of door system as example to demonstrate the application of proposed q-ROFLRPN model in fault diagnosis.
Let d i (i = 1, 2, . . . , 12) be twelve propositions, the q-ROFLPRs are used to express the relationship among abnormal events of components and faults of system and summarized as follows: According to the mapping and execution principles introduced in Section IV, twelve propositions above are modeled by q-ROFLRPN as shown in Fig 6. From the q-ROFLRPN and Fig. 6 , we can obtain: 0.3, 0.6) , s 1 , (0.2, 0.6) , +∞, (1, 0) ] 
Considering the feature of parameters, we use the LSubF in operational laws and set parameter q = 1. On the basis of the reasoning algorithm of q-ROFLRPN, the fault reasoning process is presented as follows:
1) Calculate the enabled input place vector E (1) .
m×1 =M k−1 Th,
2) The vector E (1) is a nonzero vector. Thus, calculate the vector of equivalent fuzzy linguistic truth value of transitions˜ (1) .
(1)
Note that the position weight vector is determined by method of [50] , if n = 2, w = (0.5, 0.5), and if n = 3, w = (0.2429, 0.5142, 0.2429). Meanwhile, a piecewise linear function of [35] is adopted as the monotonic increasing function W * to calculate the weight of q-WOWA operator.
n ≤ x ≤ j n and j = 1, 2, . . . , n. 3) Calculate the enabled transition vector F (1) .
4) The vector F (1) is a nonzero vector. Thus, calculate the vector of equivalent fuzzy linguistic truth values of enabled transition N (1) .
B. ANALYSIS AND COMPARISON
In the process of knowledge reasoning, the LSFs and the reasoning operators play an important role in reasoning algorithm. To analyze the effect of LSFs and aggregation operators on the reasoning result, we set different LSFs in operational laws and select some special cases of q-WOWA as reasoning operator. Some simulations for same fault diagnosis case are conducted, based on the q-OWA-LSubFq-OWA, the q-WA-LSubF-q-WA, the q-WOWA-CESF-q-WOWA and the q-WOWA-RESF-q-WOWA. We set σ = 1.4 in CESF and α = β = 0.8 in RESF. The obtained truth values of consequent places are presented in Table 2 . Compared the result of part A in Section V with the results of q-OWA-LSubF-q-OWA and the q-WA-LSubFq-WA in Table 2 , we can observe that truth values of consequent places are different, when select different reasoning operators. The difference is due to that the q-WA operator only emphasizes self-importance of propositions, whereas the q-OWA operator considers the ordered weights of propositions. The q-WOWA operator, as the unification of q-WA and q-OWA operators, considers both local weight of propositions and ordered weight of propositions. Obviously, the q-WOWA operator is more reasonable and flexible in practical knowledge reasoning.
Further, we can know from Table 2 that the linguistic subscript of each result of part A of Section V is different from those by q-WOWA-CESF-q-WOWA and the q-WOWA-RESF-q-WOWA. This is due to that different LSFs are adopted in the operational laws. Different LSFs model different semantic situations of LSTs and reflect different sensitivity of experts to the linguistic term. In real process of reasoning, the type of LSFs can be determined by expert's psychology and practical problems [40] .
On the other hand, the parameter q determines the capability of q-ROLRPNs in modeling uncertainty and hesitancy of linguistic variable. In the following, we analyze the effect of parameter q on reasoning results by setting some special values to parameter q in reasoning algorithm. The simulation for same fault diagnosis case is conducted with different values of parameter q. The obtained truth values of intermediate places and goal place is presented in Table 3 .
It can be observed from Table 3 that the membership and the non-membership degree of truth values are different, when we set different values to parameter q. The reason is that the change of parameter q represents the change of the space of acceptable fuzzy information. When q = 1 and q = 2, the q-ROFLS reduces to intuitionistic linguistic set and Pythagorean fuzzy linguistic set, respectively. In knowledge representation and reasoning, experts need to select appropriate value of the parameter q based on the assessment of propositions. In general, the parameter q can take the smallest integer which satisfies the inequality µ 2 + v 2 ≤ 1 [30] . In order to further illustrate the validity and advantage of the proposed q-ROFLRPN model, a comparison of the proposed model with the LRPN model [25] and the IFPN model [33] is conducted. For the given fault diagnosis case for metro door system, we assume that the knowledge representation parameters corresponding to IFPN model arẽ In IFPN and LRPN models, the WA operator is selected as the reasoning operator and the operational laws based on algebraic s-norm and t-norm is used. Then, we execute the reasoning algorithm of two models, the truth value of intermediate places and goal place are obtained as presented in Table 4 .
Compared the results of Table 2 and Table 4 , we can observe that, when the proposed q-ROFLRPN model select q-WA-LSubF-q-WA operator as reasoning operator and set q = 1, the equivalent numerical values of linguistic subscripts of reasoning results given by the proposed model exactly match with the results given by LRPN model. Meanwhile, the reasoning results of IFPN exactly match with the membership and non-membership degrees of results yielded by the q-ROLRPN model. Therefore, the validity of the proposed q-ROFLRPN model is demonstrated.
Compared the LRPN model with the q-ROFLRPN model, the former only utilizes the LVs to represent the linguistic domain knowledge, whereas the later not only can use the LVs to represent knowledge parameters, but also model the membership degrees of linguistic terms and hesitancy of experts by q-ROFLSs. The difference between the IFPN model with the q-ROFLRPN model is that the IFPN model employs the IFSs to perform knowledge representation. However, the IFPN model ignores this situation where the domain knowledge is expressed in form of linguistic terms. Meanwhile, the capability of IFPNs for knowledge representation is limited, because the sum of membership and non-membership degree of IFS is not greater than one. The q-ROFLRPN model can overcome the deficiencies above by taking advantage of LVs and q-ROFSs. In addition, both the LRPN model and IFPN model employ the OWA operator as reasoning operators. In the proposed model, the WOWA operator is applied in reasoning algorithm, which not only combine the advantage of WA and OWA, but also guarantee the reasoning results are monotonic, bounded and idempotent According to the sensitivity analysis and comparative study above, we can obtain that the q-ROFLRPN model can overcome the deficiencies in conventional FPN models and the knowledge representation and reasoning of expert system conducted by the proposed q-ROFLRPN model is more flexible, intelligent and reliable.
VI. CONCLUSION
In this paper, a new type of FPNs, called q-ROFLRPNs, is proposed for knowledge representation and reasoning in the rule-based expert system. The knowledge representation parameters of q-ROFLPRs, such as the certainty factors, thresholds and the truth degree of propositions, are expressed by q-ROFLNs and the rules are modeled by q-ROFLRPN. The new closed operational laws of q-ROFLSs are defined based on LSFs for the calculation of consequent propositions and knowledge reasoning. Furthermore, an enhanced reasoning algorithm of q-ROFLRPN is proposed by using the q-WOWA operator to weight the parameters themselves and their ordered positions as well as ensure the reliability and reasonability of the reasoning result. Finally, a case study on the fault diagnosis for metro door system is provided to demonstrate the validity and advantage of the q-ROFLRPN model. The contributions of this paper include:
1) The q-ROFLSs are introduced into FPNs to model the uncertainty and hesitancy of knowledge parameters and expand the space of accepted information of fuzzy set. This improves the capability and accuracy of knowledge representation.
2) The LSFs are utilized in operational laws of q-ROFLSs, which not only hold the operations are closed to improve the validity and reliability of the reasoning result, but also deal with different semantic situations of the LTS to enhance the flexibility and intelligence of the knowledge inference. 3) An enhanced reasoning algorithm is proposed by considering the weights of propositions themselves and their ordered weights, and the monotonicity, boundary and idempotency of the results are satisfied. In addition, a variety of reasoning operators of reasoning algorithms are provided by setting different manifestation of the weighting vector. 4) The q-ROFLRPN model is applied to solve a fault diagnosis problem for metro door system, which demonstrates the validity of the q-ROFLRPN model in addressing engineering problems. Meanwhile, according to the simulation results, the advantages of the q-ROFLRPN model in knowledge representation and reasoning are proved. In future works, other fuzzy set theories and linguistic models can be introduced into FPNs to deal with more complex situations of expert system. With the introduction of different aggregation operators, the backward reasoning algorithm based on aggregation operators is an interesting topic. Additionally, the proposed q-ROFLRPN model can be used to address some more complicated engineering problems. are the inverse function.
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The proof of (3) The proof of (4) in Theorem 1 is similar to the proof of (3) in Theorem 1, so it is omitted.
2) The proof of Theorem 2: Supposeã = sã, (µã, vã) andb = sb, (µb, vb) . For convenience, the f * (sã) and f * (sb) are denoted by f * a and f * b , respectively. Meanwhile, f * −1 a and f * −1 b represent the inverse function.
Formula (1) and (2) of Theorem 2 are easily to prove based on Definition 8. So they are omitted.
The proof of (3) .
Therefore, we can obtain λ(ã ⊕ Ab ) = (λã) ⊕ A (λb). The (3) of Theorem 2 is hold.
The proof of (4) in Theorem 2 is similar to (3) of Theorem 2, so it is omitted. VOLUME 7, 2019 The proof of (5) in Theorem 2:
