Abstract. For two strings a, b, the longest common subsequence (LCS) problem consists in comparing a and b by computing the length of their LCS. In a previous paper, we defined a generalisation, called "the all semi-local LCS problem", for which we proposed an efficient output representation and an efficient algorithm. In this paper, we consider a restriction of this problem to strings that are permutations of a given set. The resulting problem is equivalent to the all local longest increasing subsequences (LIS) problem. We propose an algorithm for this problem, running in time O(n 1.5 ) on an input of size n. As an interesting application of our method, we propose a new algorithm for finding a maximum clique in a circle graph on n nodes, running in the same asymptotic time O(n 1.5 ). Compared to a number of previous algorithms for this problem, our approach presents a substantial improvement in worst-case running time.
Introduction
Given two strings a, b of lengths m, n respectively, the longest common subsequence (LCS) problem consists in comparing a and b by computing the length of their LCS. In [14] , we defined a generalisation, called "the all semi-local LCS problem", where each string is compared against all substrings of the other string, and all prefixes of each string are compared against all suffixes of the other string. In the same paper we introduced a relatively simple geometric framework, allowing to represent the problem's output by a data structure of size O(m + n), and to query an individual output length efficiently. We also proposed an efficient all semi-local LCS algorithm.
In this paper, we consider an important special case of string comparison, where each of the strings a, b consists of distinct characters. Without loss of generality, we may assume that m = n, and that both strings are permutations of a given totally ordered set of size n. The all semi-local LCS problem on permutations is equivalent to finding the length of the longest increasing subsequence (LIS) in every substring of a given string. We propose an algorithm for this problem, running in time O(n 1.5 ). A related problem of computing the complete LIS in every substring of a fixed size is studied in papers [1, 6] . In particular, paper [6] gives an algorithm that runs in time proportional to the size of the output (i.e. the combined length of all the output LIS), which can be as high as Θ(n 2 ). In contrast, our algorithm only computes the lengths instead of complete LIS; however, this is done for substrings of every possible size.
A circle graph is defined as an intersection graph of a set of chords in a circle. It has long been known that the maximum clique problem on a circle graph on n nodes is solvable in polynomial time [9] . The best existing algorithms for this problem [13, 10, 12, 3] run in time O(n 2 ) when the graph is dense. As an interesting application of our method, we propose a new algorithm for finding a maximum clique in a circle graph on n nodes, running in time O(n 1.5 ). This is a substantial improvement in running time for dense circle graphs.
Problem statement and notation
We consider strings of characters from a fixed finite alphabet, denoting string concatenation by juxtaposition. Given a string, we distinguish between its contiguous substrings, and not necessarily contiguous subsequences. Special cases of a substring are a prefix and a suffix of a string. For two strings a = α 1 α 2 . . . α m and b = β 1 β 2 . . . β n of lengths m, n respectively, the longest common subsequence (LCS) problem consists in computing the LCS length of a and b, and the longest increasing subsequence (LIS) problem consists in computing the LIS length of a (assuming a given total order on the alphabet characters).
We consider a generalisation of the LCS problem, which we introduced in [14] as the all semi-local LCS problem. It consists in computing the LCS lengths on substrings of a and b as follows:
• the all string-substring LCS problem: a against every substring of b;
• the all prefix-suffix LCS problem: every prefix of a against every suffix of b;
• symmetrically, the all substring-string LCS problem and the all suffix-prefix LCS problem, defined as above but with the roles of a and b exchanged.
A string where all the characters are distinct will be called a permutation. The all string-substring LCS problem, when restricted to permutations, can be easily seen to be equivalent to the all local LIS problem, i.e. the problem of computing the LIS length in every substring of a.
For a string a, we denote by Σ(a) the set of characters appearing in a at least once. For a set of characters S, we denote by a/S the substring of a obtained by deleting all characters not contained in S.
In addition to standard integer indices Z = {. . . , −2, −1, 0, 1, 2, . . .}, we use odd half-integer indicesẐ = {. . . , −
, . . .}. For two numbers i, j, we write i j if j − i ∈ {0, 1}, and i j if j − i = 1. We denote
A grid dag and a maximum-weight path
Problem analysis
For completeness, in this section we restate (without motivation and proofs) the necessary definitions and results from [14] . In the following section, we give the proof of the key lemma, a significant part of which was omitted from [14] due to space restrictions.
• horizontal edge v i,j−1 → v i,j and vertical edge v i−1,j → v i,j are both always present in G and have weight 0; • diagonal edge v i−1,j−1 → v i,j may or may not be present in G; if present, it has weight 1.
Given an instance of the all semi-local LCS problem, its corresponding grid dag is an m × n grid dag, where the diagonal edge v i−1,j−1 → v i,j is present, iff α i = β j . Figure 1 shows the grid dag corresponding to strings a = "baabcbca", b = "baabcabcabaca" (an example borrowed from [2] ).
Definition 2.
Given an m × n grid dag G, its extension G + is an infinite weighted dag, defined on the set of nodes v i,j , i, j ∈ Z and containing G as a subgraph. For all i, j ∈ Z:
• horizontal edge v i,j−1 → v i,j and vertical edge v i−1,j → v i,j are both always present in G + and have weight 0;
iff it is present in G; if present, it has weight 1;
• otherwise, diagonal edge v i−1,j−1 → v i,j is always present in G + and has weight 1.
An infinite dag that is an extension of some (finite) grid dag will be called an extended grid dag. When dag G + is the extension of dag G, we will say that G is the core of G + . Relative to G + , we will call the nodes of G core nodes.
A grid dag and some critical points Definition 3. Given an m × n grid dag G, its extended score matrix is an infinite matrix defined by
where the maximum is taken across all paths between the given endpoints in the extension
In Figure 1 , the highlighted path has weight 5, and corresponds to the value A(4, 11) = 5, equal to the LCS length of string a and substring b = "cabcaba".
Corollary 1. Let i, j ∈Ẑ. For each i (respectively, j), there exists exactly one j (respectively, i) such that the point (i, j) is A-critical. and v 0,i+ 1 2 , and terminating between the nodes v m,j− 1 2 and v m,j+
denote the number of (odd half-integer) A-critical points it dominates. We have
In Figure 2 , critical points dominated by point (4, 11) are represented by curves whose both endpoints fit between the two vertical lines, corresponding to index values i = 4 and j = 11. Note that there are exactly two such curves, and that A(4, 11) = 11 − 4 − 2 = 5.
Recall that outside the core, the structure of an extended grid graph is trivial: all possible diagonal edges are present in the non-core subgraph. This gives rise to an additional property: when i < −m or j > m + n, point (i, j) is A-critical iff j − i = m. We will call such A-critical points trivial. It is easy to see that an A-critical point (i, j) is non-trivial, iff either both v 0,i− and v m,j+ 1 2 , are core nodes.
Corollary 2. There are exactly m + n non-trivial A-critical points.
Theorem 2. For an extended score matrix A, there exists a data structure which
• can be built in time O (m + n) log(m + n) , given the set of all non-trivial A-critical points;
The above theorem uses the range tree, a very simple data structure due to Bentley [4] . Time and memory asymptotics given in the theorem can be improved by using a more advanced data structure due to JaJa et al. [11] ; however, Theorem 2 is sufficient for our current purposes.
Longest common subsequences in permutations
Similarly to the efficient algorithm for the all semi-local LCS problem described in [14] , we follow a divide-and-conquer approach in our new algorithm. String a is recursively partitioned into substrings. Consider a partitioning a = a 1 a 2 into a concatenation of two substrings of length m 1 , m 2 , where m 1 + m 2 = m. Let A, B, C denote the extended score matrices for the all semi-local LCS problems comparing respectively a 1 , a 2 , a against b. In every recursive call our goal is, given matrices A, B, to compute matrix C efficiently. We call this procedure merging. All three matrices are assumed to be in the geometric representation introduced in Section 3. By Theorem 1, matrices A, B, C can each be represented by the sets of respectively m 1 + n, m 2 + n, m + n non-trivial critical points. Our new algorithm is based on a novel merging procedure introduced in [14] . Lemma 1. Given subproblems with score matrices A, B, C as described above, the sets of A-and B-critical points can be merged into the set of C-critical points in time O m + n 1.5 and memory O(m + n).
For a function f and a predicate P defined on a variable i, notation "any i:P (i) f (i)" will denote the value f (i), where index i is chosen arbitrarily from the set {i : P (i)}. This is analogous to the use of "min i:P (i) f (i)" to denote the minimum of a function on a given index set 3 .
Proof (Lemma 1). Our goal is to compute the set of all non-trivial C-critical points. Without loss of generality, we may assume that 2m 1 = 2m 2 = m, and that n is a power of 2 (otherwise, appropriate padding can be applied to the input). We will compute non-trivial C-critical points in two stages:
It is easy to see that every non-trivial C-critical point (i, j) is computed in either the first or the second stage. Informally, each C-critical point in the first stage is obtained as a direct combination of an A-critical and a B-critical point, exactly one of which is trivial. All A-critical and B-critical points remaining in the second stage are non-trivial, and determine collectively the remaining C-critical points. However, in the second stage the direct one-to-one relationship between C-critical points and pairs of A-and B-critical points need not hold.
We now give a formal description of both stages of the algorithm. Second stage. By Definition 3 and Theorem 1, computing all non-trivial Ccritical points is equivalent to determining the set of values
where
However, in this stage, we only need to consider
Observe that none of the A-(respectively, B-) critical points considered in the first stage can be dominated by a point (i, j) (respectively, (j, k)) in the current range of i, j, k. Hence, critical points considered in the first stage cannot contribute to the current stage. We can therefore simplify the problem by eliminating all half-integer indices i ∈ −m : n , j ∈ − m 2 : m 2 + n , k ∈ 0 : m + n , that correspond to triples i, j, k considered in the first stage. This results in m half-integer index values being removed from each of the three ranges. We now renumber the remaining indices i, k, so that their new range becomes i, k ∈ 0 : n . The index order is preserved by the renumbering, so the dominance relation is not affected. We already have j ∈ 0 : n after elimination, therefore index j need not be renumbered. The index elimination and renumbering can be done in time O(m).
In the new index numbering, we will refer to the remaining critical points as A-,B-andC-critical. Let 
We proceed by partitioning the square index pair range 0 : n 2 recursively into regular half-sized square blocks. For each block, we establish the number of C-critical points contained in it, and perform further recursive partitioning of the block as long as this number is greater than 0.
Consider an h × h block
TheC-critical points in this block will be determined byĀ-critical points in i 0 − h : i 0 × 0 : n , andB-critical points in 0 : n × k 0 : k 0 + h . We call suchĀ-andB-critical points relevant. For the current block, there are exactly h relevantĀ-critical and exactly h relevantB-critical points. For any j ∈ [0 : n], let δĀ(j) (respectively, δB(j)) denote the number of relevantĀ-critical (respectively,B-critical) points in i 0 − h : i 0 × 0 : j (respectively, j : n × k 0 : k 0 + h ):
Sequence δĀ is non-strictly monotonically increasing from δĀ(0) = 0 to δĀ(n) = h. Sequence δB is non-strictly monotonically decreasing from δB(0) = h to δB(n) = 0. As the block size h gets smaller, sequences δĀ, δB contain fewer and fewer distinct values. We represent these sequences compactly by storing, for every d ∈ [−h : h], the values
where "any" and "min" are taken across all j : δĀ(j)−δB(j) = d. When the set of such j is empty, the corresponding values ∆Ā(d), ∆B(d), M (d) are undefined and omitted from further computations. Sequence ∆Ā is non-strictly monotonically increasing from ∆Ā(−h) = 0 to ∆Ā(h) = h (ignoring the undefined values). Sequence ∆B is non-strictly monotonically decreasing from ∆B(−h) = h to ∆B(h) = 0 (again ignoring the undefined values). Sequences ∆Ā, ∆B can be computed in time O(h) by a single scan of the set of relevantĀ-andB-critical points. Sequence M is computed at the top level of recursion in time O(n) by a scan of allĀ-andB-critical points (all of which are relevant at the top recursion level). In lower levels of recursion, sequence M is recomputed in time O(h) by a procedure that will be described below. From sequences ∆Ā, ∆B, M , the following values can be found in time O(h):
where "min" is taken across all
are defined. The number ofC-critical points in the current block can then be determined as
If the above value is non-zero, the recursion proceeds by partitioning the current block of size h into four subblocks of size h/2. The sets of relevantĀ-andB-critical points are split accordingly, each into two subsets (not necessarily of equal size). 
where "min" is taken across all d :
Note that sequence M is obtained purely from the sequences δ Ā , δ B and M ; in particular, evaluation of functions dĀ, dB is not required. For each of the four subblocks, every value M (d) contributes to exactly one value M (d ), therefore the above computation can be done in time O(h).
The base of the recursion is h = 1. At this point, we establish all 1 × 1 blocks containing aC-critical point, which is equivalent to establishing theC-critical points themselves. The merging is completed.
The recursion tree has maximum degree 4, height log n, and n leaves corresponding to non-trivialC-critical points.
Consider the top-to-middle levels of the recursion tree. As we move down from the top to the middle level, in each level the maximum number of nodes increases by a factor of 4, and the maximum amount of computational work per node decreases by a factor of 2. Hence, the maximum amount of work per level increases in geometric progression, and is dominated by the middle level log n 2 . Consider the middle-to-bottom levels of the recursion tree. Since the tree has n leaves, each level contains at most n nodes. As we move down from the middle to the bottom level, in each level the maximum amount of computational work per node still decreases by a factor of 2. Hence, the maximum amount of work per level decreases in geometric progression, and is again dominated by the middle level log n 2 . Thus, the computational work in the whole recursion tree is dominated by the maximum amount of work in the middle level log n 2 . This level has at most n nodes, each requiring at most O(n)/2 log n 2 = O n 1/2 work. Therefore, the overall computation cost of the recursion is at most n · O n 1/2 = O n 1.5 . The main recursion tree can be evaluated depth-first, so that the overall memory cost is dominated by the top level of the main recursion, running in memory O(n).
In summary, the first stage takes time and memory O(m + n). The second stage takes time and memory O(m + n) for index elimination and renumbering, and then time O(n 1.5 ) and memory O(n) for the recursion. Therefore, we have the total time and memory cost as claimed.
We now describe our new algorithm for the all semi-local LCS problem on permutations. In contrast with the algorithm of [14] , which works by partitioning both input strings recursively in alternate order, here we only need to partition the first input string. Instead of partitioning the second string, we reduce it in every recursive step by removing "redundant" characters not appearing in the corresponding part of the first string.
Algorithm 1 (All semi-local LCS in permutations).
Input: permutations a, b of length n over a set of n characters. Output: all semi-local LCS matrix on a, b, represented by 2n non-trivial critical points.
Description. Without loss of generality, we assume that n is a power of 2. The computation proceeds recursively, partitioning string a into a concatenation a = a 1 a 2 of two strings of length n/2. Each of the strings a 1 , a 2 is a permutation over a set of n/2 characters.
Let the matrices A, B, C be defined as above. Each of the matrices A, B can be represented by 3n/2 critical points. Note that for all i ∈ 0 : n , point (i, i) is A-critical, iff β i+ 1 2 ∈ Σ(a 1 ). There are exactly n/2 such critical points. The remaining n A-critical points can be obtained by solving recursively the all semi-local LCS problem on strings a 1 and b = b/Σ(a 1 ), both of which are permutations over character set Σ(a 1 ) = Σ(b ) of size n/2. Similarly, n/2 B-critical points can be obtained immediately, and the remaining n B-critical points can be obtained by solving recursively the all semi-local LCS problem on strings a 2 and b = b/Σ(a 2 ).
Given a current partitioning, the corresponding sets of critical points are merged by Lemma 1. Note that we now have two nested recursions: the main recursion of the algorithm, and the inner recursion of Lemma 1.
The base of the main recursion is n = 1. Cost analysis. Consider the main recursion tree. The computational work in the tree is dominated by the top recursion level. In that level, we sort the input strings a, b in time O(n log n), after which the substrings b , b can easily be computed in linear time. The merging of score matrices by Lemma 1 takes time O(n 1.5 ), and therefore dominates the rest of the computation. The main recursion tree can be evaluated depth-first, so that the overall memory cost is dominated by the top level of the main recursion, running in memory O(n).
Maximum cliques in circle graphs
A circle graph [8] is defined as the intersection graph of a set of chords in a circle, i.e. the graph where nodes correspond to the chords, and two nodes are adjacent iff the corresponding chords intersect. The interval model of a circle graph is obtained by cutting the circle at an arbitrary point and laying it out on a line, so that the chords become intervals. The original circle graph is isomorphic to the overlap graph of its interval model, i.e. the graph where nodes correspond to the intervals, and two nodes are adjacent iff the corresponding intervals intersect but do not contain one another.
It has long been known that many problems which are NP-hard for general graphs are solvable in polynomial time on circle graphs. It is also known that the maximum clique and the maximum independent set problems on a circle graph are related to string comparison problems (see e.g. [3] ). As an interesting application of our new method for permutation string comparison, we propose a new algorithm for finding a maximum clique in a circle graph.
As the input, the algorithm takes an interval model of a circle graph G on n nodes. Without loss of generality, we may assume that the set of interval endpoints is [1 : 2n] . The interval model is represented by a permutation a = α 1 . . . α 2n of size 2n, where for each left (respectively, right) endpoint i ∈ [1 : 2n], α i is the corresponding right (respectively, left) endpoint. Note that for all i < j, an interval with left endpoint i does not contain an interval with left endpoint j, iff α i < α j . Various alternative representations of interval models (e.g. the ones used in [13, 3] ) can be converted to this representation in linear time.
In the interval model, a clique corresponds to a set of pairwise intersecting intervals, none of which contains another interval from the set. Recall that intervals in the line satisfy the Helly property: if all intervals in a set intersect pairwise, then they all intersect at a common point. In our context, we only need to consider odd half-integer indices 1 : 2n as intersection points.
Consider a clique in G. Let k + 1 2 , where k ∈ [1 : 2n − 1], be a common intersection point of the intervals representing the clique, guaranteed to exist by the Helly property. Let id = (1, 2, . . . , 2n) denote the identity permutation. From the observations above, it follows that the clique corresponds to a common subsequence of a prefix of a of length k and a suffix of id of length 2n − k. Consequently, the maximum clique can be found by solving the all prefix-suffix LCS problem, which is one of the constituents of the all semi-local LCS problem.
Algorithm 2 (Maximum clique in circle graph).
Input: interval model of circle graph G, represented by string a of size 2n. Output: maximum-size clique of G, represented by the set of (say) left endpoints of the corresponding intervals. Description. We run Algorithm 1 on the input permutation a and the identity permutation id , obtaining the set of 4n non-trivial critical points. We then build the data structure of Theorem 2 for querying semi-local LCS lengths of a, id . Let a (k) (respectively, id (k) ) denote the prefix of a of length k (respectively, the suffix of id of length 2n − k). For each k ∈ [1 : 2n − 1], we query the LCS length of a (k) and id (k) . The maximum of the 2n − 1 returned values gives the size of the maximum clique in G, and the corresponding value k + 1 2 gives a common intersection point of the clique intervals. The intervals in the clique can now be obtained by running a standard LIS algorithm (see e.g. [7, 5] ) on string a (k) /Σ(id (k) ). Cost analysis. The cost of running Algorithm 1 is O(n 1.5 ). The combined cost of all the prefix-suffix queries is O n(log n)
2 . The cost of running the final LIS algorithm is O(n log n). The resulting total running time is O(n 1.5 ).
Conclusions
We have proposed an efficient algorithm for the all semi-local LCS problem on permutations, running in time O(n 1.5 ). As a consequence, our algorithm provides a significant worst-case improvement over existing algorithms for the maximum clique problem in a circle graph. Several output-sensitive algorithms exist for the latter problem. Therefore, our method has an advantage only when the input circle graph is dense, resulting in a large maximum clique. It is possible that our method can be extended to provide an improved output-sensitive algorithm for sparse circle graphs.
Another interesting question is whether our method can be extended to other related problems on circle graphs, in particular the weighted clique problem and the maximum independent set problem, or to other types of graphs, e.g. interval and circular-arc graphs.
