1. l Outline of the paper* By substituting polar coordinates in the partial differential equation and separating variables, one is led in a natural way to certain combinations of Whittaker functions and Jacobi polynomials (called for brevity J.-W. functions in this paper). With a view towards deriving some functional relations involving hypergeometric functions, we develop in the first part of the paper a technique for the construction of expansions of arbitrary regular analytic solutions of (1) in terms of these J.-W. functions. The method of our investigation consists in setting up a one-to-one correspondence between the class of even analytic functions of one complex variable regular in a circle around the origin and a certain class E of regular solutions of (1) . This correspondence associates with a solution u{x, y) e E the function u(Xy -ix) obtained by considering u (α?, y) on the (imaginary) characteristic x -ίy=0 of (I). 1 Since the maps of the even powers of a single variable in this correspondence are shown to be the J.-W. functions mentioned above, the expansion problem in question is reduced to the problem of finding the Taylor expansion of a given analytic function of one variable.
Applying this technique to some special solutions of (1), we are led to three expansions involving various kinds of hypergeometric functions. The first of them contains a number of well-known theorems on special functions as special cases, namely, among others, Bateman's addition theorem in the theory of Bessel functions, Ramanujan's formula for the product of two confluent hypergeometric series, and Erdelyi's addition theorem (with respect to the parameters) for the product of two M-functions. The second application gives rise to 726 P. HENRICI another addition formula (in the ordinary sense) for the product of two M-ίunctions, while the third may be looked at as an alternate formulation of Bailey's decomposition formula for a special case of AppelΓs function F±.
1. 2. Definitions, In (1) the parameters μ, v, λ, k are arbitrary complex numbers with the only exception that μ and v are subject to the condition (2) 2^-f2H=-2, -3, -4, ... . (u, v } λ, k) satisfying (2) We denote by J/Γ r the circle |£|<V of the complex £-plane, and by ,^x3ί^ the bicylinder |z|O, |2*|<> i* 1 the space K' 1 of the two complex variables z and 2*.
Sets of values
Our notation of special functions follows the traditional lines. For the ordinary and the generalised hypergeometric series we found it convenient to use Bailey's notation [1, p. 8] 2.
JACOBI-WHITTAKER FUNCTIONS Our first aim is to construct a set of solutions of (1) by the elementary method of separating variables. Introducing in (1) the new variables
we obtain for v (p, τ) =u(x, y) the equation dp* dp δ 2 dp dp δr (4), one finds by the usual sepa-ration method that K(p) and T (τ) have to satisfy separately the equations (5) +2(l + μ + v) +\+ dp 1 P dp L ρ z p 4 and (6) (i-^)«£ ŵ here s is a separation parameter. Writing s=w(2/*4-2v-f 1 + ri), we find that solutions of (5) which are regular near ^=0 are represented for n=0, 1, 2, ••• by
(7)
where Λf denotes the Whittaker function of the first kind, while (6) has for the same values of s the polynomial solution r where P stands for the Jacobi polynomial in the notation of Szego [11, p. 61] . Provided (2) is valid, solutions of (1) regular near x=y=0 are thus given by the functions
where is a normalisation factor introduced for later convenience. We shall call these functions for brevity Jacobi-Whittaker functions (J.-W. functions) of order n. The arguments λ and k in / w Cμ>v) will usually be omitted, if it is not necessary to exhibit them explicitly. We will refer to (12) as to the " reduced (iii) For λ=h=O we have from (9), (11) or (12) (14) f n^v \ Pi τ; 0, 0) = c nP n P n^ ^\τ) .
We study next some properties of the J.-W. functions considered as functions of the two complex variables z and z^ defined by (15) z^xΛ-iy , z*=x-iy .
3
As such they satisfy the differential equation
which is readily constructed by inserting in (1) Using the relations [11, pp. 58, 61] and
and observing (7), we may write this also as follows: In order to prove Lemma 1 we observe that the last two factors in (18) are entire functions of zz*, while, since the series 2 F λ in (18) terminates after at most n terms, the first two factors form together a polynomial in z and z*. The solution (18) of (16) is thus an entire function of z and z*. Furthermore the conditions of symmetry imposed on the elements of E, which for functions of z and z* amount to the relations
are satisfied by (18). Lemma 2 follows simply from the fact that for z* = 0 the last three factors in (18) reduce to 1. It is easy to see that both Lemma 1 and Lemma 2 remain also true in the reduced case.
We come now to a simple equiconvergence property of series of J.-W. functions. 
Proof. Obviously the second statement of the lemma follows immediatly from the first and from Lemma 2. In order to prove the uniform convergence, we again use for the J.-W. functions the representation (18). It follows in the general case from a well-known theorem on M-iunctions [8, p. 93] and in the reduced case from an analogous theorem on Bessel functions [13, p. 44, formula (1) ] that for bounded (z, z*) and for n large the product of the last two factors in (18) is asymptotically equal to 1. It suffices therefore to consider the case λ=k=O. We make now use of the well-known generating function of the Jacobi polynomials [11, p. 68. formula (4.4.5) where for given r r/ >0, E(z,z*;t) is a certain analytic function of z f s* and t regular in (z, z*)e {J3ζΓ,, x J££,} Γ\ {\t\<r"-*}. Let now ^be enclosed in a bicyUnder . _>££ x <ί^, where r r <r, and choose r", r"' such that r'<Cr"<Cr'"<r. Applying to (23) Cauchy's estimate for the coefficients of a power series with \t\=r'"~2 yields (24) \F n^\ z, z*; 0, 0)\^K\c n \r"'*» , where K= max \E(z,z*;t)\ is finite and does not depend on n. Therefore the terms of (21) are dominated in & by the terms of the series which converges absolutely, since |c w /c n _i| -> 1 (%->oo) and (20) converges for some z=r"" with r'"O""<>. Remark. The proof of this lemma does not follow from the general uniqueness theorems for hyperbolic initial value problems (see, for example, [7, p. 321] ), since some of the coefficients in (16) are singular.
Proof. In view of the relations (19) the power series expansion of F, which by assumption converges in a certain neighbourhood of the origin, must be of the form 
EXPANSION THEOREM
The following theorem, which will be the principal tool for the special functions work in the later part of this paper, is now easy to prove. which is essentially identical with the inversion formula for Bergman's so-called integial operator of the first kind, 5 whose existence, however, has been established in general only for the case where the coefficients of the differential equation are regular analytic functions in the considered domain. Our theory presents an example of a representation of an operator analogous to that of Bergman in a case where the considered differential equation has singular coefficients. 6 We proceed now to construct explicity by our method the J.-W. expansions of several special solutions of (1), which are again obtained by the method of separation of variables. (1) provided a + β=λ .
APPLICATIONS OP THE EXPANSION THEOREM : CARTESIAN COORDINATES

If the function u(x,y)=X(x) Y(y) is introduced in
Solutions of these equations which are regular near #=0 and y=0 can again be expressed by means of Whittaker functions. In view of the differential equation satisfied by these functions it is readily verified that, provided none of the numbers 2μ and 2v is a negative integer, one may put
Introducing the variables z and z* and passing to hypergeometric series we have
5 See [2, p. 117] . Contrary to the situation described there, our operator maps functions f(z) which are real for real z on solntious of (1) which are real for real x and y. 6 Other cases of differential equations with singular coefficients have been treated by Bergman [3, 4] . The "reduced" equation (13) has in the case 4μ + l = 0 been considered by the present author in [10] , where a different method has been used. (9) and using the relations (following from (3)) we obtain the following J.-W. expansion for the product of two Whittaker functions with different pairs of indices and arguments, which is valid for unrestricted values of p, τ, a, β, as long as none of the numbers 2//, 2v and 2μ-\-2v J rl is a negative integer:
This mother expansion has a great number of children and grandchildren, of which some are known since long. In the following we list some of those of its special cases where the function 3 F 2 can be expressed in a more closed form, and some other consequences. and thus by (11) , after dividing by a numerical factor and replacing p by 2p,
2)
This Neumann series for the product of two Bessel functions cannot be deduced from Bateman's expansion. The special case μ=v of it has been given by us already earlier [9, p. 333 ].
5. 3. Product of two Bessel functions, third case. Replacing in (38) p, a, β by kp, l/4fe, -1/4&, respectively and letting k-^-0, we obtain in view of (14), writing again μ, v instead of 2μ, 2v, 1 \ n Equivalent forms of this formula are well known in the theory of Bessel functions. 7 5-4-J^W, expansion of a single Whittaker function. In the case /?=v + i the 3 F 2 in (38) reduces to 1 (one of its numerator parameters being zero) and the second of the two M-ίunctions on the left becomes an exponential function. Thus we have
An expansion which is equivalent to this one is listed by Buchholz [6, p. 130] , who gives credit for it to Erdelyi. Buchholz also indicates various special cases of the expansion. 
furthermore [11, p. 80] where C 2 χ + i denotes the Gegenbauer polynomial. Thus (38) becomes
For r=0 we obtain in view of after multiplying by (p/2) 2μ+1 and replacing ^ by 2p the series (44) . (4 l) which expresses the square of an M-function as a series of M-ίunctions in which the first index and the argument are duplicated. Expressing p and τ on both sides of (43) by z and z* and putting £* = (), we have in view of Lemma 2, using (37) on the left.
This result was already found by Ramanujan [1, p. 97 ].
5, 6. Generalisation of Erdely's integral-Assuming m ---, multiplying (38) by 9 The special case μ = α = -of this formula has been given in a different notation by Rainville [15] . (The M-f unctions on the left can then be expressed in terms of the error function.) Some misprints in [15] are pointed out in [14] .
where n is a fixed nonnegative integer and integrating with respect to τ from -1 to -I-1 we obtain in view of the well-known orthogonality properties of the Jacobi polynomials [11, p. 67] 
__2^Γ(2v + w + -2μ-n, For w=0 this reduces to a formula equivalent to a well-known result due to Erdelyi [8, p. 134] ; see also [6, p. 128] . It is then most easily proved by means of the Laplace transformation. 5 7. Neumann series for the product of two M-functions* We mention finally that the special case obtained by putting β=-a, μ=v has been given by us already earlier (See [9, p. 329] , and [10, p. 270] , where also some special cases are discussed). In this case (and also in the more general case μ^v) the ikf-functions on the right of (38) reduce to Bessel functions, without this being the case for the Mfunctions on the left.
APPLICATIONS OF THE EXPANSION THEOREM: JACOBIAN ELLIPTIC COORDINATES
Other particular solutions of (1) can be found by introducing in (4) or (16) with some real constant a, the square roots being positive for z=z* = 0. where ω is given by (48). It does not seem possible to express the coefficients i4 m°° in any closed form. Using a result of the previous section it is however not difficult to derive for them a series whose general term is again a M-function and whose coefficients can be exhibited explicitly. If in (43) we replace p, r, a by α,τ/l"-^" 2 /α", a/8 respectively we obtain on the left just (53) and have therefore (56) 
Ŝ
ince in virtue of this formula (56) expresses the product of the two functions M» in terms of products of iW-functions with the arguments p and a respectively, (55) may be looked at as an addition theorem for the functions on the left in analogy to a similar situation in the case of the well-known addition theorems of Graf and Gegenbauer in the theory of Bessel functions [13, p. 358] .
For r=-1 we obtain from (55) the following addition theorem of a more elementary character:
(58) ( 6 2 Hypergeometric functions.
Inserting in (51) the special values p=qjk> a = l, and letting yfc->0 yields the two differential equations 
U(z 9 z*) = Σ a n F n^ »(z, z*; 0, 0) .
Since here the parameters λ and & are both zero, the coefficients a n can be easily determined by putting z=z*. From (47) one has in this case 6=1, V=^l -2z 2 and from (14), since now r=l, p=z\ , υ, ϋj----~ z .
( )
Thus (61) A result equivalent to this was derived by Brafman 11 from Bailey's decomposition formula for a special case of AppelΓs hypergeometric function F± of two variables [1, p. 81.] Since it is also possible to derive Bailey's formula from (65) simply by replacing the Jacobi polynomial by its hypergeometric definition and inserting appropriate values of p and r, our proof of (65) contains also a new proof of that formula.
Restating (61) with the explicit value of a n given by (64) we obtain
which is equivalent to a result proved by Bailey [1, p. 88, formula (3) ] by means of transformations of terminating generalized hypergeometric series.
