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ABSTRACT 
We present new sufficient conditions for the existence of a matrix with prescribed 
complementary off-diagonal blocks and characteristic polynomial. 0 Elseaier Science 
Inc., 1997 
Let F be a field, A, 2 E Fpx’f, A, 1 E FqXP, and f< x) be a manic 
polynomial over F of degree p + q. The following problem has not yet been 
solved, although some partial answers are known: 
PROBLEM. Under what conditions do there exist matrices A, , E FPXP, 
A,,, E Fqx” such that 
has characteristic polynomial f( x )? 
(1) 
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For algebraically closed fields, it was proved, in [l], that there always 
exists a matrix with prescribed characteristic polynomial and off-diagonal 
elements. 
The case p = 4 = 1 is easy to solve: if f(r) = x2 + air + a,, A, s = [b], 
and A, i = [cl, then there exist A, i and A, s such that (1) has characteris- 
tic polynominal f(x) if and only if the equation x2 + a, x + bc + a, = 0 has 
a root in F. 
If A 1,2 = Oar A,,1 = 0, it is obvious that there exist A,, i and A, 2 such 
that (1) has characteristic polynomial f(x) if and only if f( x> has a divisor of 
degree p. 
From now on, we assume that p + q > 3 and that A,,, and A,, 1 are 
nonzero matrices. 
In [7], it was proved that, if f = fif2fs, where fi and fi are polynomials 
of degree equal to mini p, q) and fi has all its roots in F, then there exist 
A,, 1 and A2.2 such that (1) has characteristic polynomianl f(x). The proof of 
this result depends on previous results in [3], [5], and [6]. 
The following theorems give new sufficient conditions to answer the 
problem. In Theorem 2, we generalize the theorem in [7], with an almost 
direct proof. 
THEOREM 1. Zf q = 1, then there exist matrices A,,, E Fpxp and 
= [a], a E F, such that the matrix (1) has characteristic polynomial 
Let t = max(rank A,,,, rank A,,,). 
THEOREM 2. Suppose that f(x) = f&x)f,(x>, where fi has degree p. Zf 
one of the following conditions is satisfied, then there exist A, 2 E FP*P, 
A, 2 E FqXq such that the matrix (1) has characteristic polynomih f(x): 
(i) t > 1, 
(ii) t = 1 undp #q, 
(iii) t = 1, and one of the polynomials fJx> orf,(x) is reducible. 
Assuming that none of the conditions (i)-(iii) hold, it is not always true 
that there exist matrices A,,, E FP’“, A,,, E FqXq such that (1) has 
characteristic polynomial f( xl, as we can see in the following example: Let 
F = (0, l], f(x) = x4 + x2 + 1 = (x2 + x + 1)(x2 + x + 11, and 
A 
1,2= 
[ 0 1 0 1 0 0’ A 2,1= [ 0 0 I 1. 
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Then there exists no matrices A, 1 and A,,, such that (1) has characteristic 
polynomial f< x1. 
From Theorem 2, we deduce the following corollary, as in 171: 
COROLLARY. 
and A, 2 
Let aI,. . . , (Y~+~ E F. There exist matrices A,,, E FPXP 
E Fqxq such that the matrix (1) has eigenvalues (Y~,. . . , ap+q if 
and only if one of the following conditions is satisfied: 
(i) p # 1 or q # 1. 
(ii) p = q = 1, and the equation x2 + (a1 + a,)x + bc + (Y~(Y~ = 0 has 
a root in F, where A, 2 = [b] and A, 1 = [cl. 
Before proceeding to the proofs of the theorems, we state some previous 
results. The following lemma is a consequence of Lemma 1 in [2]. It can also 
be easily deduced from [8] or [9]. 
LEMMA 1. Let f(x) be a manic polynomial of degree n over F, and 
X = [x~.~] an n X n matrix such that xi,j # 0 ifj = i + 1, and xi,j = 0 if 
j > i + 1. There exists an n X 1 matrix C (a 1 X n matrix R) such that the 
matrix obtained from X on replacing the first column by C (the last row by R) 
has characteristic polynomial f ( x ). 
We define the following equivalence relation in the set FPXq X FqXP: 
(X’, Y’) is (p, q)- e q uivalent to (X, Y) if and only if there exist nonsingular 
matrices P E Fpxp and Q E FqXq such that X’ = PXQ-’ and Y’ = QYP-‘. 
The following lemmas have straightforward proofs. 
LEMMA 2. Suppose that ( A;, 2, A’,,,) is (p, q)-equivalent to (A,,,, A,,,). 
There exist matrices A’, , E F P x P and A; 2 E Fq x q such that 
(2) 
has characteristic polynomial f( x) if and only if there exist A,, i E FPXP and 
A 2 a E Fqxq such that (1) h as characteristic polynomial f ( x 1. 
From this lemma, we conclude easily that solving the proposed problem 
for (A,,,, A,, 1) is equivalent to solving for any ( p, q)-equivalent pair. 
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LEMMA 3. Ift = rank A,,, then (A,,,, A, ,) is (p, q)-equiualent to a , 
pair ( A>, 2, A\, 2) where 
From now on, we assume, without loss of generality, that t = rank A,,, 
and that A,,, has the form (3). 
LEMMA 4. If there exist matrices S E F(“-‘)Xt, V E Ftx(pmt) and non- 
singular matrices R E FtX’, T E F(9pt)x( 9-t), u E F(Ppt)x(P-t) such that 
(4) 
then (A,, 2 A,, ,> and (A,, 2, A’,, 1) are ( p, q)-equiualent. 
LEMMA 5. lf A\, 1 is obtained from A,, 1 by performing any sequence of 
the following operations (a)-(e), then there exist matrices S, V and nonsingu- 
lar matrices R, T, U such that (4) is satisfied, and therefore (A,,,, A,> ,) and 
(A,,,, A’,, I> are ( p, q)-equivalent: 
(a) Multiply a nonsingular matrix R by the first t rows and then multiply 
the last t columns by R-l. 
(b) Perform any elementary equivalence transformations in the first p - t 
columns. 
(c) Perform any elementary equivalence transformations in the last q - t 
rows. 
(d) A&l any linear combination of the last t columns to any of the first 
p - t. 
(e) Add any linear combination of the first t rows to any of the last q - t. 
Let elf’) be the ith column of the identity matrix of order n. If f(z) = xn 
- a,,_lXn-’ - . . . -a,x - a, is a polynomial over F, a = [a,, ... a,,_,It, 
and a’ = [a,-, ... a,,]‘, we consider its companion matrices: 
C(f) = [ep) ... efy’ a]’ and C’(f) = [a’ ei”) *** ep?,]‘. 
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Let a E F. We denote by q(n) the similarity transformation, performed 
on a square matrix, of adding the ith row multiplied by n to the jth row and 
then subtracting the jth column multiplied by n from the ith column. 
Proof of Theorem 1. Performing suitable operations (a>-(e) in A,, ,, we 
obtain a matrix Ai l with only one element different from zero, say k. 
Without loss of generality, we assume that A,, 1 = A;, r. 
If p # 2, or p = 2 and A,, i = [0 k], we may assume, using an operation 
of type (b), that k is not in the first column of A,. ,. In this case, consider the 
matrix 
By Lemma 1, there exists a column C = [c, 1-e cI1+ r]’ such that the matrix 
A’ obtained from X on replacing the first column by C has characteristic 
polynomial f(x). If k is in the ith column of As, ,, then, performing in A’ 
the transformation Ti’(c, + , k- ’ >, we get a similar matrix A with the required 
form. 
Suppose now that p = 2, A,, , = [k 01, and f(x) = x3 - a2x2 - a,x - 
n,,. We define the following matrices: if n, # 0, 
A 1.1 = 
a3. - k a, + ka, - k” 
1 0 1 and A,~, = [k]. 
In both cases, (1) has characteristic polynomial f(x). 
LEMMA 6. Zf t = 1 and f(x) = f,(x)g(s)(r - a), there f, is n rrmrric 
polynomial (If degree p and (Y E F, then there exist matrice.s A, 1 E FiJXJ’ 
and A,, 2 E F” “I -such that (1) h us characteristic polynomial f( x).’ 
Proof. As in the proof of Theorem 1, we may assume, without loss of 
generality, that A, , has only one element different from zero. 
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Suppose that the element different from zero of A,, 1 is in its first row, R. 
By Theorem 1, there exist A,, 1 E Fpxp and d E F such that 
A 1% 1 
g(P) 
[ I R L 
has characteristic polynomial f,< x)(x - (Y). Taking A,,, = [d] Q C(g), the 
result follows. 
If the element of A, i different from zero is not in the first row, then 
A 1, 1 = C(f,) and A,., = [a] 8 C(g) satisfy the conclusions of the lemma. 
n 
Consider the partition 
1T where B, E Ftxt. (5) 
If PI?. . * 1 pu, are the nontrivial invariant factors of B,, then, using an 
operation of type (a>, B, can be replaced by 
B, = C( /+) @ ... @ C( ps). (6) 
Note that the elements of B, in positions (i, j>, with j > i + 1, are equal to 
zero. From now on, we assume, without loss of generality, that B, has the 
form (6). 
Proof of Theorem 2. Without loss of generality, we assume that fi and 
fi are manic polynomials. 
Case 1. Suppose that t is even. Let C,, . . . , C, be the columns of A,, 1, 
and let R,, . . . , R, be its rows. Let M’ = C’(f,) and 
A 1,1 = C'(f,) - [ 0 ..a 0 R; 0 R; 0 R; 0.. 0 R;$ 
Let N be the matrix that results from C(x9) on replacing the entries 
(i, i + l), where 1 < i < t - 1, by -I. Let 
N’ = N - [c2 0 c, 0 c, --- 0 C, 0 ... 01. 
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According to Lemma 1, there exists a row R such that the matrix N” that 
results from N’ on replacing the last row by R has characteristic polynomial 
fz<x>. Let 
A,,,=N” + [c2 0 C, 0 C, .** 0 C, 0 ... 01. 
In the matrix (I), we perform the similarity transformations Tpp?j+>’ (11, 
where 2 < j < t and j is even. We get a matrix of the form 
[“;“’ $]> (7) 
and therefore (1) has characteristic polynomial f(x). 
Case 2. Suppose that t is odd and t > 3. We permute rows p - t + 1, 
p - t + 2 of A,,,, and then permute rows p - t + 2, p - t + 3 of the 
resulting matrix. We also permute the corresponding columns of A,. ,, in 
order to obtain a pair ( A,, a, Ai i) (p, q)-equivalent to (A,,,, A,,,). Let 
C,,..., C,, be the columns of A’s ; and let R,, . . . , R, be its rows. Let M be 
the matrix that results from C( x P’) replacing the entries ( p - t + 2, p - t + 
2) and (p - t + 3, p - t + 2) by 1. According to Lemma 1, there exists a 
column C such that the matrix M' that results from M on replacing the first 
column by C has characteristic polynomial f,(r). Let 
A’, I =M'-[0 ... 0 R; R; 0 R& 0 R; ... 0 R;_,]". 
Let N be the matrix that results from C(xq) on replacing the entries (1,l) 
and (2,3) by - 1, (2, 1) and (2,2) by 1, and (i, i + l), where 4 < i < t - 1, 
by - 1. Let 
N’ = N - [c, c, 0 c,5 0 ci ... 0 c, 0 .** 01. 
According to Lemma 1, there exists a row R such that the matrix N” that 
results from N’ on replacing the last row by R has characteristic polynomial 
f,(x). Let 
In the matrix (21, we perform the similarity transformations z’~P_+~:~ (11, 
T,!-‘t : 3 (l), and then T:?:i,-,' (l)  where 5 < j < t and j is odd. We get a 
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matrix of the form (7), and therefore (2) has characteristic polynomial S(X). 
By Lemma 2, the proof is complete. 
Case 3. Suppose that t = 1 and p # 9. We have rank A,,, = 
rank A, r = 1. We assume, without loss of generality, that p > 9. Suppose 
that f(i) = rn - an_,rnP1 - ... -a,x - a0 and f,(x) = xq - cqPlxYP1 
- . . . -cl x - ca. As the case where f(x) has a root in F has already 
been solved in Lemma 6, we also assume that a, # 0. Finally, as in the 
proof of Theorem 1, we assume that A,, 1 has only one element different 
from zero, Z. 
Subcase 3.1. Suppose that B, # 0. Using operations of type (b), we may 
assume that the entry of A,, r different from zero is (1, 1) and z = 1. Let 
r = (1 - a,PI)a,‘. In C’(f), we perform successively the following similar- 
ity transformations: for each i = 0, . . . , 9, we perform Tirii+ r(r); for each 
j=2 >..*> 9, we perform TP+, 
scribed form. 
‘ ‘(-a,_j). We obtain a matrix with the pre- 
Subcase 3.2. Suppose that B, = [z] z 0. In 
[ 
C(f,> Al.2 
0 
I C’(fi> ’ 
we perform successively the following similarity transformations: we perform 
Tr/L,‘( z); for each i = 2, . . . , 9, for each j = i, . . . , 9, we perform 
TJ’-.’ .(zc,_~); for each i = 1,. . . , 9, we perform T,“-i(-c4Pi), We obtain p+3-1+2 
a matrix with the prescribed form. 
Subcase 3.3. Suppose that B, f 0. Using operations of types (b), (c) we 
may assume that the entry of A,, , different from zero is (9,l) and z = 1. In 
C’( f ), we perform successively the following similarity transformations: for 
each i = 1,. . . , p - 1, for each j = i + 1,. . . , p, we perform ?;i(a,,Pj+i); 
for each i = 1,. . . , y - 1, for each j = p + i + 1,. . . , n, we also perform 
?;‘(a, _j+i); we divide the first column by a,, and multiply the first row by a,,; 
for each j = 2,...,9, we perform T/(ai_, 1. We obtain a matrix with the 
prescribed form. 
Subcase 3.4. Suppose that B, # 0. Using operations of type (c), we may 
assume that the entry of A,, 1 different from zero if (9, p) and z = 1. In 
[ 
C(f*) Al.2 
0 I C(fi> ’ 
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we perform successively the following similarity transformations: for each 
i = l,...,q, we perform T,rLi\, (1); for each i = 1, . . . , q, we perform 
2’: i( - cq i). We obtain a matrix with the prescribed form. 
Case 4. Suppose that t = 1, p = q, and f,(x) is reducible. Suppose 
that fJx) = gl(x)g,(x), where gr and g, are manic polynomials and 
g, has degree d E (1, . . . . q - l}. Suppose that A,,, = [C, 01, A,, , = 
[Di II:]‘, where C, E F JJxd D, E Frzxp. Then there exist matrices A,,,, N , 
such that 
A Cl 1. I 
[ 1 Dl N 
has characteristic polynomial fl< x)g,(x>. Taking A,, p = N 8 C(g,), the 
matrix (1) has characteristic polynomial f(x). 
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