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Abstract
Exciting research is being conducted using Google’s Street View imagery. Researchers
can have access to training data that allows CNN training for topics ranging from as-
sessing neighborhood environments to estimating the age of a building. However, due
to the uncontrolled nature of imagery available via Google’s Street View API, data
collection can be lengthy and tedious. In an effort to help researchers gather address
specific dwelling images efficiently, we developed an innovative and novel way of au-
tomatically performing this task. It was accomplished by exploiting Google’s publicly
available platform with a combination of 3 separate network types and post-processing
techniques. Our uniquely developed non-maximum suppression (NMS) strategy helped
achieve 99.4%, valid, address specific, dwelling images. We explored the efficacy of
utilizing our newly developed mechanism to train a CNN on Unreinforced Masonry
(URM) buildings. We made this selection because building collapse during an earth-
quake account for majority of the deaths during a disaster of this kind. An automated
approach for identifying seismically vulnerable buildings using street level imagery has
been met with limited success to this point with no promising results presented in
the literature. We have been able to achieve the best accuracy reported to date, at
83.63%, in identifying URM, finished URM, and non-URM buildings using manually
iii
iv
curated images. We performed an ablation study to establish synergistic parameters
on ResNeXt-101-FixRes. We also present a visualization the first layer of the network
to ascertain and demonstrate how a deep learning network can distinguish between
various types of URM buildings. Lastly, we establish the value of our automatically
generated data set for these building types by achieving an accuracy of 84.91%. This
is higher than the accuracy achieved using our hand curated data set of 83.63%.
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Earthquakes do not kill people, buildings do [9]. Various research articles have been
published on addressing inadequately designed and/or constructed buildings. However,
to fix these inadequacies, limited resources are available. Many cities in North America
lack the ability of identifying seismically vulnerable buildings built prior to 1970s [10].
One of the most at risk dwellings to collapse during an earthquake are unreinforced
masonry (URM) buildings. URM buildings are old brick buildings. An easy way of
identifying such buildings is from the presence of header courses – bricks turned on an
end as illustrated in Figure 1.1.
Cities such as, Portland, Oregon; Seattle, Washington; and several other cities within
the State of California have had to use Google Maps, building permit records, build-
ing owner surveys, on site building visits, census, parcel data, etc. to identify URM
buildings. Moreover, remote visual observations are often difficult due to obscurations
in front of the buildings or other material finishes on top of the brick. The processes
1
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Figure 1.1: Illustration of what header courses are and presenting one reason for the
downfall of URM buildings [1].
stated above to confirm the building type are time consuming. For the city of Seat-
tle, URM retrofication will take 22 years from policy write-up to implementation [11].
Unfortunately, jurisdictions in Puget Sound region do not have such luxurious time-
lines because experts have warned that a major earthquake is imminent in the next 27
years [11].
Our research contribution addresses concerns with identifying URM buildings at an
expert level, and in a timely manner. Convolutional neural networks (CNNs) have
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produced remarkable results in the field of image/object classification/detection, re-
spectively. We sought to utilize the power of CNNs to identify URM buildings. How-
ever, the biggest short falls with training a CNN is the appropriate data set required
to train the network on the specific problem. Therefore, we ventured into creating
an automatic method of generating address specific dwelling images using the Google
Street View API. Our motivation grew into helping all researchers from all fields that
required address specific dwelling images. This was a challenge because we show in
Chapter 2 that one can not simply rely on the images from the Google Street View
API to train a CNN. The retrieved images from the Google Street View API contained
adjacent buildings, occlusions caused by various vehicles and trees, and non-building
images. We employed a series of scene classification, object detection, and semantic
segmentation networks to produce an address specific image of the dwelling. Moreover,
we created a non-maximum suppression strategy we named Intersection over Box Area
(IoBA) to drastically reduce false positive detections. Our pipeline was able to crop
out the address specific dwelling at a precision of 99.14%. However, to test the efficacy
of the automatically generated data set from our algorithm we needed to establish a
benchmark to compare against a network trained on a manually generated data set.
In Chapter 3 we detail how we achieved an accuracy of 83.63% in identifying URM
buildings from a manually generated data set. To the best of our knowledge, this is
the highest accuracy achieved in identifying seismically vulnerable buildings to date.
We performed an ablation study to conclude that ResNeXt-101-32x8d-FixRes, of the
networks tested, performed the best. Furthermore, we tested a set of functions that
established synergy such that they increased the accuracy for all networks tested. To
ensure that the network learned the appropriate features, we depict visualizations of
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layers and it validates that the network’s ‘behavior’ is similar to that of an expert. The
establishment of such results allow us to test the efficacy of the automatically generated
data set with confidence. An accuracy of 84.91% was attained on the automatically




Specific Dwelling Images Using
Google Street View
2.1 Introduction
Data is highly valuable in any research field and data collection has evolved drastically
in the past decade. For example, we cannot browse the internet without accepting
cookies. This allows the website’s host to keep track of your web activity [12]. The
constant tracking of activity can produce detailed data resulting in remarkable re-
sults, via deep neural networks. However, ease of obtaining such detailed data in the
This Chapter is a paper submission staffed to the 25th International Conference on Pattern
Recognition (ICPR2020); current paper status is:‘Accepted as Revised and resubmit’.
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Computer Vision field is very difficult, except for some big organizations (i.e., Google,
Facebook, Instagram, Snapchat). Unfortunately, purpose specific data collection for
educational institutions or small businesses has not been easy. There are hundreds of
data sets available but they will only be useful for accomplishing generic tasks or for
benchmark analyses. In order for CNN to learn the structural features of the building
to detect defects, Perez et. al [13] gathered purpose specific images through mobile
phones, hand-held cameras, and the internet depicting building defects.
One of the most time consuming tasks for training a CNN is gathering the relevant data
required to accomplish its task. Fortunately, Google released the API for its Street
View platform in 2007 [14, 15] and as of December 2019 it has successfully captured
10 million miles of Street View imagery [14]. Through Google’s platform utilization,
remarkable articles [16,17,18,19,20,21,22] have been published. Campanella [16] con-
ducted a study of people mapping using Google Street View imagery. Kang et. al [22]
were able to utilize this platform to do instance classification of buildings. Even with
such an accessible data collection platform, it took Salmen et. al several months [20]
to gather and process images that can be fed into a CNN. Xiao and Quan [18] col-
lected 10,000 Street View images from Google’s platform, though collection time was
not reported, it clearly took significant effort to collect and curate. Every study cited
has spent days, if not months, performing data collection due to the inexactitude of
Google Street View API — it will seldom retrieve an image containing your desired
building, and if it does, the static image will depict adjacent dwellings as well (Fig.
2.1). Data which ideally suits your needs is of utmost importance because introducing
unwanted features in your training samples will not yield a well-trained model. Hence,
the aforementioned efforts have spent a large amount of their research time conducting
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data collection. Although organizations exist that offer data collection and curation,
they are accompanied by a fee. To no surprise, training a Deep Neural Network can
be expensive with regards to cost, time, and technical resources.
Figure 2.1: First 25 images captured via Google Street View static image
API
Our contribution takes a step towards reducing the first two aspects of the training pro-
cess, time and cost. By utilizing a publicly available Google Street View static image
API (henceforth referred to as Google SV API), we eliminate the cost (if 25,000 im-
ages are extracted per month from Google SV API [23]), and by automating a dwelling
image collection of specific building addresses, we eliminate the time. Researchers will
no longer spend days meticulously cropping dwellings. To clarify further, it is shown
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Figure 2.2: Final cropped results of dwellings belonging to their particular addresses
how one can capture standard images from Google SV API, shown in Figure 2.1, and
produce cropped images shown in Figure 2.2. Any rejected images through our pipeline
from Figure 2.1 are shown blanked out in Figure 2.2. It is important to note that each
cropped image shown in Figure 2.2 represents its real address and that these images
are a randomly selected collection with no hand curation.
To the best of our knowledge, this research is novel. There are no applications or
research articles that have demonstrated an ability to automatically generate training
data of dwellings at scale. We overcome the uncontrolled nature of Google’s Street View
imagery, and “combat” occlusions in front of the desired building. The final result of
each extraction is a cropped image consisting of the desired building. We accomplish
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this by using Google SV API in conjunction with scene classification [24], dense object
detection [25, 26], various non-maximum suppression (NMS) techniques [26, 27], and
semantic segmentation [28]. The complete pipeline produces average 0.428% error,
99.29% precision, and recall at 78.84%. The source code will be posted on Github
(https://github.com/Pro-and-Khan/building-bot.git).
2.2 Related Works
Since the advent of deep neural networks, researchers have focused on making the train-
ing process faster and better. The preparation of training samples is just as important
as the network being constructed for accuracy improvements in any type of task. Sub-
stantial work has been done to create data sets of various types: [29], [24] [30], [31],
and [32] to name a few. Every one of these studies have substantiated their reasoning
for creating those data sets. Some have created them for balancing data sets to avoid
biasing, better annotations, larger training samples, while some being the first to create
a new, unique type of a data set.
Boulaassal et. al [33] present the ability to automatically segment and extract planar
parts of building facades using a terrestrial laser scanner. The proposed segmentation
begins with the decomposition of a 3D point cloud into several planes. Plane extraction
and segmentation of each plane is assisted using RANSAC. This sort of research aids
in reconstruction of geometric 3D models. Kang et. al [22] utilized scene classification
on Google Street View images to first eliminate outliers in their collection of images for
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training. They then classify the type of building present in the scene to subsequently
mark it from an aerial view. They achieved the highest F-score of 0.58 on the VGG-16
network. Wen et. al [34] demonstrated an ability to automatically extract buildings
from an aerial view retrieved from Google Earth. They proposed an improvement
of Mask-RCNN which can detect and then segment rotated buildings under complex
backgrounds. Their motivation was to aid researchers in regions impacted by disasters
for building damage assessment. They achieved an F-score of 0.88.
Though not an exhaustive list of papers have been listed, no other author has shown
the ability to automatically retrieve dwelling images belonging to their respective ad-
dresses. Training a deep neural network is expensive in both resources and time. The
most time consuming part for training a deep neural network is not the training itself
but data preparation. We show how we can make data preparation faster for any net-
work requiring address specific dwelling images.
2.3 Methodology and Evaluation
The computer vision field is progressing at an exponential rate and there have been
remarkable research articles. However, there has been little advancements in automatic
data generation for CNNs. In this work, we have taken a step towards reducing the
time required and the tedious nature of the data collection and labeling step. The suc-
cess of our automated training data generation for dwelling images is accomplished by
following each step methodically. First, we retrieve the image of our desired dwelling
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by entering its address into Google SV API. To acquire the most accurate view of each
dwelling, we adjusted the pitch parameter to point the camera up by 10 degrees. A
zero degree pitch parameter would contain an increased amount of obstructions such
as roadways, sidewalks, and vehicles. Moreover, depending on which side of the road
the image was taken from, a pitch angle higher than 10 degrees would mean the base
of the dwelling for some addresses may not be captured. The remaining Google SV
API parameters were left at their default settings. A scene classification network was
utilized as a mechanism to filter out undesired dwelling images. We employed 6 Keras-
RetinaNet models pre-trained on the Google Open Images (henceforth referred to as
OpenImagesV4) data set. The bounding boxes produced by the networks were merged
based on heuristic NMS techniques to get as close to one bounding box per object. To
obtain the dwelling of interest, we chose the dwelling bounding box whose center is
closest to the image’s center. This logic works 100% of the time as long as we do not
have unwanted scenes present. Last step is to ensure that there are no trees present in
front of our chosen dwelling. For this, we utilized a pre-trained semantic segmentation
network. We found that 0.50 ratio between trees and building pixels worked best as
it helped eliminate ill captured dwelling crops. Details of all the brief aforementioned
steps have been elaborated in their own sections below, except for the Google SV API
that has been combined into Section 2.3.1.
2.3.1 Scene Classification
Images generated from the Google SV API are uncontrolled. An image for the specified
address may or may not exist. Google SV API offers a metadata check on availability
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of an image for the address provided. However, there are instances where the meta-
data can indicate an image is present, but in fact, it is not. In such cases, an image on
the bottom of Figure 2.1 will be generated. In other instances, one will always have
adjacent unwanted dwellings and occlusions.
When trying to automate training data generation we have to be certain that the final
images being generated are valid and introduce no doubt in the researcher’s mind of its
usability. Therefore, image recognition is important in filtering out unwanted scenes.
Scene classification networks fit this criteria as such networks are trained on image
recognition rather than object recognition. The results from the network allows us to
eliminate images that are of unwanted scenes. We utilized a pre-trained ResNet-50
scene classification network [24]. It produced the best top-5 results compared to the
rest of the networks on the Places-365 data set [24]. The process flow for this subsec-
tion are detailed below and summarized in Figure 2.3.
Figure 2.3: Process flow for Scene Classification
Put in context, the address 1200 Stewart St, Cascade, WA is currently under construc-
tion as shown in Figure 2.5b. As a result of this network’s global feature detection, it
rightfully classified it as a construction scene. If scene classification was not applied
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Figure 2.4: Images that would have been rejected but were accepted due to the excep-
tion rule
and this scene was fed directly into an object detection model, we would not get the
desired outcome. There would have been a bounding box around the distant building
and thus providing an inaccurate result. The class ‘campus’ sounds like an acceptable
class to include but, there is a high degree of variability in the way the dwelling may ap-
pear. Considering what makes up a ‘campus’, it would make sense not to consider this
class because it introduces ambiguity as to what type of an image may be identified.
For example, Figure 2.5a is predicted as ‘campus’. This may have happened because
there is a large presence of walkways throughout the scene. Moreover, there is large
amount of occlusion in front of the building that deems it unsuitable image. We have
included Figures 2.5c and 2.5d to illustrate the importance of applying scene classifi-
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cation as a means of filtering out undesired building captures from the Google SV API.
(a) ‘Campus’ Scene (b) ‘Construction’ Scene
(c) ‘Alley’ Scene (d) ‘Bus Station’ Scene
Figure 2.5: Examples of why such classes were not considered within our accepted
scene category
We wanted to ensure that the users were able to retrieve as many usable images as
possible from our automated dwelling capture approach. For this reason, there are two
exceptions applied to all classes. If, in the top-5 predictions, the predicted class is of
‘garage/outdoor’ or ‘inn/outdoor’, and the probability is greater than 10%, then we
would accept the image regardless of its top-1 predicted class. This metric and excep-
tion was established after analyzing the top-5 prediction results of 2000 images. Figure
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2.4 contains images of scenes predicted as ‘driveway’ but were accepted due to the
exception rule. As we can observe, Figure 2.4 contains images of houses that are not
heavily occluded, thereby not negatively impacting our final cropped images. Figures
2.6 and 2.7 show examples of accepted images. Figures 2.8 and 2.9 provides an overview
of the rejected images. Following classes were included in our acceptable image:
‘beach house’, ‘house’, ‘oast house’, ‘schoolhouse’, ‘apartment building/outdoor’, ‘resi-
dential neighborhood, ‘motel’, ‘slum’, ‘manufactured home’, ‘gas station’, ‘garage/outdoor’,
‘balcony/exterior’ ,‘building facade’, ‘diner/outdoor’, ‘shopfront’, ‘general store/outdoor’,
‘inn/outdoor’, ‘synagogue/ outdoor’, ‘parking garage’, ‘embassy’, ‘hotel/outdoor’, ‘army base’,
‘barn’, ‘bazaar/ outdoor’, ‘church/outdoor’, ‘department store’, ‘diner/outdoor’, ‘green-
house/outdoor’, ‘library/outdoor’, ‘cottage’, ‘courthouse’, ‘repair shop’, ‘restaurant’,
‘mansion’, ‘office building’.
2.3.2 Object Detection
To accomplish our objective, we opted to use RetinaNet - Focal Loss for Dense Object
Detection (henceforth referred to as RetinaNet) network. Tsung-Yi Lin et. al detail
how this network produced better and faster results than any previous state of the
art (SOTA) networks [25]. Our motivation is to make data collection easy and less
time consuming for researchers of various backgrounds. Therefore, usability was at the
forefront of our research. For this reason, we employed libraries that are well main-
tained, and opted for a robust and least complicated API, Keras. However, we did not
compromise on performance either.
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Figure 2.6: Accepted Google SV images of addresses from the SF Bay area.
Figure 2.7: Accepted Google SV images of addresses from Portland, OR.
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Figure 2.8: Rejected Google SV images of addresses from the SF Bay area.
Figure 2.9: Rejected Google SV images of addresses from Portland, OR.
CHAPTER 2. 18
Figure 2.10: Process flow for Object Detection and NMS Techniques
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(a) RetinaNet with ResNet50 backbone
(b) RetinaNet with ResNet101 backbone
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(c) RetinaNet with ResNet152 backbone
Figure 2.10: Object Detection Results of Networks Trained on 443 Labels Only (show-
ing top 5 matches for each label to reduce clutter)
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(a) RetinaNet with ResNet50 backbone
(b) RetinaNet with ResNet101 backbone
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(c) RetinaNet with ResNet152 backbone
Figure 2.10: Object Detection Results of Networks Trained on All Labels (showing top
5 matches for each label to reduce clutter)
We utilized the pre-trained RetinaNet networks available at [24] with reported mean av-
erage precision (mAP) individually at 0.378 and 0.384 with ResNet101 and ResNet152
backbones on the 2018 OpenImagesV4 data set, respectively [26]. Through an en-
sembled approach, mAP was reported to be 0.422 [26]. Meanwhile, the SOTA object
detection network reported a mAP of 0.533 on the MS-COCO data set [35]. However,
networks trained on larger data sets have better feature generalization [36]. For com-
parison, MS-COCO data set has 80 classes with 0.14M images while OpenImagesV4
has 500 classes with 1.74M trainable images.
To achieve comparable results to SOTA networks, we employed 6 pre-trained networks
of RetinaNet and adapted parts of the code from [26]. Specifically, we chose 2 Reti-
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Figure 2.11: Predictions ensemble approach
naNets with ResNet-50 backbones, 2 RetinaNets with ResNet-101 backbones, and 2
RetinaNets with ResNet-152 backbones; one trained on all classes of Google’s open
images data set and the other trained on only 443 classes, hence different weights for
every network.
As illustrated in Figures 2.10, and 2.10, utilizing results from only 1 network will not
yield the best bounding boxes. Therefore, we adapted an ensemble approach [26] by
utilizing results from all 6 networks with result shown in Figure 2.11. We fine tuned
the pre-trained RetinaNet networks by adjusting the image size parameters. Flowchart
in Figure 2.10 provides a pictorial flow of process in Sections 2.3.2 and 2.3.3.
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2.3.3 Non-Maximum Suppression
Without applying NMS, the final results can not not be acquired. This is not to say that
post processing via NMS is uncommon. Many authors utilize NMS to obtain better
mAP [37, 38, 39, 40]. Our approach to NMS is systematic and without the meticulous
steps, we would not achieve a success rate of 99.4%. In addition, it is worth mentioning
that once decided, we did not alter any parameters for any of the addresses we tested
our approach on.
Figure 2.12: Result after our NMS method is applied, IoBA
The first step of post processing consisted of utilizing a common tactic of saving results
with a confidence score ≥ 0.15. OpenImagesV4 data set provided hierarchical labels
which permitted us to re-label results to their parent. For example, a dwelling can
be predicted as a ‘Building’ and/or as a ‘House’. Based on the hierarchical system,
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Figure 2.13: Cropped image of building: 3326 SE Milwaukie Ave, Portland, OR
‘House’ was a ‘Building’. This was advantageous because we could merge matching
bounding boxes based on an intersection over union (IoU) ratio, adapted from [26].
However, we made some tweaks that helped produce better results. To process images
faster, the hierarchical system was only utilized for labels: ‘House’, ‘Building’, ‘Plant’,
‘Houseplant’, ‘Tree’, ‘Car’, ‘Vehicle’, ‘Land Vehicle’, ‘Truck’, and ‘Bus’. Results for all
other labels were discarded. The common improvements above did not resolve false
positives (Figure 2.11) and no IoU based NMS techniques would work to reduce them.
Therefore, we created a method that drastically reduced the number of false positives
present in an image (Alg. 1).
By implementing IoBA detailed in algorithm 1, we demonstrate in Figure 2.12 the
effectiveness of reducing false positive results. This important step allows us to make
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the final selection for region of interest (ROI), Figure 2.13.
Algorithm 1 Bounding Box Reduction via Intersection over smaller Box Area (IoBA)
Read in Bounding Boxes(BB), Labels(L) and Scores (S)
for UniqueLabel do
Combination(C) of every index
if Del not in C then
for Indices in C do
Calculate area of boxA and boxB
IoBA = Intersection/min(boxA,boxB)
if IoBA >= 0.90 then






The most important aspect of always obtaining dwelling of interest is to ensure re-
duction of false positive results. For this reason, every image is put through rigorous
filtration via the aforementioned NMS techniques. Only after such steps can we apply
a logic of selecting the bounding box of interest (interchangeably referred to as ROI).
In all of our test cases, at an accuracy of 100%, we chose the bounding box whose
center is closest to the center of the image, examples shown in Figure 2.14. The se-
lected bounding box will always consist of the dwelling for the specified address. We
achieved this by considering scenarios where: a distant dwelling was captured because
of a bad Google SV image or occlusion(s) in front of the dwelling of interest causing
false dwelling selection (Fig. 2.15). To avoid such scenarios, we apply two additional
exceptions to the chosen bounding box. Firstly, if the bounding box is smaller than
non-dwelling type bounding boxes then we omit the image from our final selection.
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Secondly, occlusion check was two fold. For instances where RetinaNet detected occlu-
sions, an IoU of 60% between ROI and non dwelling bounding box constituted image
discard. The overlap ratio was carefully established as demonstrated in Table 2.2. In
some cases, no bounding box was present on trees in front of ROI. Therefore, we utilize
semantic segmentation network [41] to spot such occlusions. The process of which is
explained in Section 2.3.4.
2.3.4 Semantic Segmentation
Semantic segmentation is a pixelwise classification type network. It predicts which
pixel in the image belongs to a certain class thereby creating a segmented image. To
elaborate, each class is assigned a unique number. Each unique number is then as-
signed in the pixel location where the class resides. Figure 2.16 provides a pictorial
reference for the assignment of unique numbers to their class. The two dimensional
array of numbers now act as a mask which can be utilized to produce a segmented
image as seen in Figure 2.17.
We employed a pre-trained Pyramid Scene Parsing (PSP) Semantic Segmentation net-
work [28] as shown in Figure 2.17. The global context representation for a scene is
optimized in this type of network. It first passes the image through a CNN which
produces a feature map. Sub-region average pooling is performed at each of the Red,
Orange, Blue and Green colored convolution layers. The dimensions are reduced from
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(a) Merged Bounding Boxes (b) IoBA
applied
(c) 1921 Bonita Ave, Berkeley,
CA
(d) Merged Bounding Boxes (e) IoBA
applied
(f) 1921 Delaware, Berkeley, CA
(g) Merged Bounding Boxes (h) IoBA
applied
(i) 2575 Le Conte Ave, Berkeley,
CA
Figure 2.14: Demonstration of images from ensembled result to their final cropped
version
each of the pooled feature maps by applying a 1x1 convolution. Up-sampling is per-
formed via bilinear interpolation on the low-dimension feature maps to an equal size.
Original feature map generated by the CNN is concatenated with the up-sampled fea-
ture maps for context aggregation. Finally, a convolution layer is applied to generate
the final prediction map. Such aggregation of data helps this network perform better
on images that consists of outdoor scenes. For this reason, we chose to employ the
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(a) 909 Euclid St, Santa Monica, CA (b) 829 Euclid St, Santa Monica, CA
(c) 827 7th St, Santa Monica, CA (d) 827 15th St, Santa Monica, CA
Figure 2.15: Illustration of scenarios where a valid bounding box was not present on
dwelling of interest. Thereby, rejecting image from final selection
Figure 2.16: Example of image being segmented – each pixel represented by a class [2]
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Figure 2.17: Pyramid Scene Parsing Network [3]
model pre-trained on Cityscape data set [30].
Figure 2.18: Semantic Segmentation Process Flowchart
Our motivation is to ensure that institutions spend less time in data collection and
library management. However, at the same time we have ensured to not compromise
on performance. The implemented PSP semantic segmentation network was built with
Keras API. This assures that there are no library mismatches or running into depre-
cation problems. In addition, semantic segmentation results of this network are still
comparable to the SOTA networks. The reported accuracy from HRNet semantic seg-
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mentation network [42] for the Cityscape data set is 81.6%, meanwhile PSPNet has an
accuracy of 81.2%. The performance difference between the two networks within our
pipeline can be established from Tables 2.1 2.3, discussed in detail in Section 2.4. The
flowchart in Figure 2.18 briefly outlines the process flow described here.
(a) 1615 ML King Jr
Way, Berkeley, CA
(b) 4701 SE Belmont St,
Portland, OR
(c) 1130 9th St, Santa
Monica, CA
Figure 2.19: Images rejected post semantic segmentation due to occlusion
Post NMS, the chosen ROI still had occlusions present. Semantic segmentation was
the last step to ensure we resolved such occurrences. For example, the images in Fig-
ure 2.19 would have been selected as our final image if semantic segmentation was not
considered. Therefore, tree pixel labels were utilized to establish an acceptable ratio
between the building. If more than or equal to 50% of the ROI image is covered by
tree then we would remove the image and do not include it in the final data set. The
ratio was established based on an evidence based approach.
2.4 Results and Discussion
The algorithm was tested on 5 cities totaling 5,263 addresses. A total of 1,642 cropped
images were finalized that consisted of the dwelling corresponding to its address. The
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321 258 136 116 1 0.86%/
99.14%/
83.33%
Seattle 1106 749 453 405 1 0.25%/
99.75%/
84.34%





1490 1191 322 257 4 1.57%/
98.44%/
71.07%












ground truth was established by manually entering the address of each of the finalized
cropped images into Google Street View webpage to match the image to its address.
We established that post NMS processing, our dwelling selection method itself worked
100% of the time. From our final crops there were 10 dwelling images that did not
correspond to their address because a bounding box was not present on the building of
interest. An average error rate of 0.428% is attributable to inherent object detection
network failures. However, at the same time, we were able to retrieve 31.20% of address
specific images from a total of 5,263 addresses. The SOTA object detection network
reported a mAP of 53.3% on the MS-COCO data set [35]. Applying such a network to
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Table 2.2: Optimal threshold in bold compared to other threshold settings. Results







































































1.92% 1.61% 1.44% 1.44% 0.428%
a problem like ours will also suffer from false positive or false negative results. This is
the primary reason for placing as many checks and balances as we did to ensure that
we produced close to a 100% valid data set. Table 2.1 presents the results as images
undergo the pipeline. Column 1 of Table 2.1 represents the images retrieved from
Google SV API after the meta data check to ensure that an image exists for the given
address. We did not find it pertinent to include the total number of addresses executed
vs retrieved by Google SV API as we are not evaluating that platform. Therefore, only
the total number of images retrieved are listed. Column 2 provides number of images
that were classified within our acceptable scene class. Numbers in the 3rd column
represent the images that passed the object detection NMS processes. Post semantic
segmentation, the numbers in the 4th column are achieved. They are the cropped
images that our algorithm outputs consisting the dwelling of interest. The last column,
“Not ROI” shows how many of the “Final Cropped Images” are of the wrong dwelling.
This number was established by confirming each address in the 4th column via Google
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321 258 136 96 1 1.04%/
98.95%/
82.05%
Seattle 1106 749 453 417 1 0.24%/
99.76%/
86.12%





1490 1191 322 267 4 1.50%/
98.50%/
72.65%












Street View webpage manually. Lastly, to provide a complete system analysis we find
it prudent to include precision (Prc) vs. recall (Rcl) metric in Tables 2.1, 2.3, and 2.5.
The metric requires us to calculate, True Positive(TP), False Positive(FP) and False
Negative(FN) results. Metrics established as below:
• TP: ‘Final Cropped Images’ - ‘Not ROI’
• FP: ‘Not ROI’
• FN: Misclassified images by Scene Classification Network + Images rejected by
Semantic Segmentation but visually appear to have less than 50% tree occlusion
CHAPTER 2. 35













321 258 138 132 0*
Seattle 1106 749 464 382 0*
Portland 1620 993 604 491 0*
Santa
Monica
1490 1191 392 259 0*
Vancou-
ver
726 569 367 279 0*
∗ Cropped images consist ROI but are exactly as retrieved from Google SV API, minus the Google
logo.
Figure 2.20: Illustration of the insignificance of final cropped images when IoBA NMS
is not applied.
Precision and recall help evaluate the trade-offs in the pipeline. We can ascertain this
from Tables 2.1, 2.3, and 2.5, precision increases as recall decreases. To create an
CHAPTER 2. 36


















321 258 256 217 14 6.45%/
93.55%/
89.82%
Seattle 1106 749 673 475 23 4.84%/
95.15%/
84.96%





1490 1191 1124 860 191 22.20%/
77.79%/
86.43%












automated system it is crucial that precision be given the priority. Otherwise, we risk
unsuitable results for the task it is applied to. It can be established from Table 2.4
that if IoBA technique was not applied but all other checks and balances were in place
from 2.3.3, the results are essentially insignificant, as seen in Fig. 2.20). Training a
model with such images will not yield adequate predictions because of its introduction
to unwanted features present in adjacent dwellings.
The significance of our checks and balances can be established from Table 2.2 and
2.5. From Table 2.2 we validate that our chosen threshold values outperform different
combinations of our 2 main thresholds. The results in Table 2.5 were produced by
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not applying exception rules for the selected ROI that we described in Section 2.3.3.
Without exception rules the average error rate has increased to 9.17% vice 0.428%.
When concatenating results from various networks, we are also compounding the error
as well. Therefore, post processing rules or exceptions need to be implemented. Hence,
delivering an automated solution for dwelling data generation for a CNN can not be
accomplished by only running pre-trained networks sequentially.
2.5 Conclusion
We are the first to take a step towards automatic dwelling data generation for training
CNNs. This required meticulous multi-step processes. Firstly, taking advantage of
scene classification network, which provided us the ability to filter out images of un-
wanted scenes retrieved from Google SV API. Next, we exploit 6 pre-trained RetinaNet
object detection networks to produce bounding boxes via ensemble approach. It was
demonstrated however, that there were still many false positive results present in the
image to effectively crop out the ROI. As a result, we applied our IoBA method to
drastically reduce false positives. Semantic segmentation was implemented on the ROI
only to make certain that no more than 50% is covered by tree. Finally, producing
cropped images of buildings belonging to their address. On an average, only 0.428% of
final cropped dwelling images did not belong to their address. This error was not due




Option 1 - Merge ‘Plant’ and ‘Building’ Bounding Boxes Around ROI
As noted in Section 2.4, a total system recall of 31.20% was achieved. The major
reason for low recall is because of the occlusions in front of the buildings. Due to oc-
clusions, a bounding box in front of the ROI may not be generated. However, there are
instances where a bounding box exists on the ROI that is occluded as seen in Figures
2.21, 2.22, and 2.23. Some users may want a higher recall whilst sacrificing visibility of
the ROI. In such cases, an IoU threshold can be applied to find and merge the ‘Plant’
and ‘Building’ (henceforth the ‘Plant’ and ‘Building’ labels will be referred to as plant
and building, respectively) bounding box around the ROI only to increase recall.
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Figure 2.21: The ROI is behind the plant in the center. If the building and plant
bounding boxes are merged the features of the ROI can still be recognized.
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Figure 2.22: The ROI is behind the 2 plants in the center. The 2 plant bounding boxes
will have to be merged with the 1 larger building bounding box.
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Figure 2.23: The ROI is behind the 2 tall plants in the center. Limited ROI features
can be visualized if the building and the 2 plant bounding boxes are merged.
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The challenge is to develop a mechanism by which we know the 2, plant and building,
bounding boxes being merged are around the ROI. To reiterate, the ROI is a region in
which the address specific building is. Currently, the ROI is chosen without a use of
thresholds as we simply choose a bounding box whose center is closest to the center of
the image. However, to make that selection we had to ensure that the wrong ROI is
not chosen by excluding images that are heavily occluded.
Figure 2.24: Illustration of how to obtain the averaged center X, Y coordinates from
all ROIs
We propose the following step processes to merge plant and building bounding boxes
around the ROI:
1. Obtain the average center x, y coordinates (henceforth referred to as XYorig)
from all finalized cropped images generated through the original algorithm. See
Figure 2.24 for detail illustration.
2. Find plant bounding boxes close to a 10 (this value needs to be optimized) pixel
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radius around XYorig OR if the plant bounding box encloses the XYorig then we
chose this plant bounding box along with any other plant bounding box that has
an IoU or more than 0.6.
3. If the chosen plant bounding boxes have an IoBA ratio of 0.80 or more with
a building then utilize an ensemble strategy of choice to merge the plant and
building bounding boxes.
4. We are going to delete the building and plant bounding boxes that were just
chosen to merge in order to generate a new bounding box.
5. There should no longer plant bounding box(es) around the ROI. A newly gener-
ated building bounding box should be the only one around the ROI. This step
will help ensure that the occlusion check within our object detection algorithm
does not exclude the image from our final selection.
6. Finally, the images we chose to run through this merge strategy should not be ran
through the semantic segmentation. This is because, the image we just processed
could be rejected from this step due to plant pixels around the ROI. We could
also consider not utilizing semantic segmentation for any of the images but that
might reduce precision.
Option 2 - No Use of Checks and Balances
If one’s desire is to maintain a high recall while sacrificing precision, then we can
simply apply object detection on the images retrieved straight from Google SV API.
However, there are scenarios in which we obtain non-building images as seen earlier
in this Chapter, specifically in Figure 2.1. Instead of developing a list of acceptable
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classes, a rejection class list should be generated to only exclude non-building type
scenes. We propose that whichever avenue is chosen, employing scene classification or
not, object detection algorithm should be utilized without the checks and balances.
This is because, we are not sure the sort of results that will be obtained with such
diverse images. Therefore, instead of cropping the images around the calculated ROI,
only a bounding box around the ROI will be drawn. The recall will be close to 100%
and now the users themselves can make a determination if they would like to crop
around the predicted ROI. Examples of the resulting images are shown in Figure 2.24.
This may not be an advisable or a preferred method of increasing recall. We only state
this option for individuals whose interest is solely to have a high recall. Moreover, the
ROI bounding boxes we’ve illustrated in Figure 2.24 serve only as an example and not
what an object detection network may produce. The ROI bounding boxes in practice,








Figure 2.24: Bounding Box around ROI only so that the users themselves can decide
to crop the estimated regions.
2.6.2 Hard Code IoBA into Object Detection Networks
Object detection is still one of the most difficult tasks in the computer vision field.
In most RCNNs the predicted bounding boxes are selected by utilizing the traditional
NMS [43] or soft-NMS [27] strategies. In both of these strategies, 2 thresholds needed
to be considered, IoU and score. Working through all the possible combinations is time
consuming. For example in Figure 2.25 there are several overlapping bounding boxes
and choosing a wrong IoU threshold will remove 2 of the 3 bounding boxes. NMS
strategies are often times hard coded within the RCNNs during training. Even then,
1000s of bounding boxes are proposed [44] during the test phase. For this reason, post
processing strategies have to be employed and again carefully consider the IoU and score
thresholds. Traditional NMS threshold makes one of the overlapping bounding box
score to 0 but soft-NMS adjusts the score based on the amount of overlap. Essentially,
the scores are adjusted and an appropriate selection of score threshold must be made.
During our research into automatically cropping address specific dwellings, we found
that a single score threshold could not be chosen to keep the best bounding boxes for
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all classes of interest.
Figure 2.25: Illustration of overlapping bounding boxes and if a wrong IoU threshold
is selected then only 1 bounding box will exist [4].
Figure 2.26: Illustration of the versatility of post processing object detection results
utilizing IoBA NMS strategy. IoU will be small because the union between the box
pairs will be large and the intersection smaller in comparison. Hence, an IoU of 0.5
may remove the bounding box with score 0.15 but leaving the larger bounding box
with score 0.5. As per IoBA algorithm 1, bounding boxes on both apples will remain
regardless of their score.
Let us consider the bounding boxes in Figures 2.11 and 2.14. If a score threshold of
0.35 is made then bounding box on building on the right in Figure 2.14 (e) would not
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be considered nor would the plant bounding boxes in the same figure. To this end, if
a score threshold of 0.153 is made then false positives from Figure 2.11 would appear
in 2.13 and false positives from Figures 2.14 (a), (d), and (g) would appear in Figures
2.14 (b), (e), and (h). Our method only requires an adjustment of the IoBA threshold
and we prove in our study that a threshold of 0.9 works the best. Furthermore, a
normal IoU threshold will not work to remove many of the false positives present in
the image. Therefore, we propose an end-to-end system that incorporates IoBA. There
are 3 potential benefits:
1. There is a good possibility that a 2 stage object detection network’s mAP can be
improved. This is because, all two stage architectures contain a region proposal
network (RPN) which employ a NMS strategy. For example, a Faster-RCNN
utilizes an IoU of 0.6 [45] to discount proposed regions for the same class within
the RPN. Agreeably, IoBA does not account for all cases in which traditional
NMS strategy is beneficial in. Therefore, by combining the IoBA with IoU,
we can discount poorly proposed bounding boxes. As a result, the regression
model may actually learn to propose better bounding boxes. We suspect that by
utilizing IoBA, the network can in fact learn to produce better bounding boxes,
thereby increasing mAP.
2. Training may converge faster or inference may be faster. Inference can be faster
because the amount of proposed regions are drastically reduced, thereby any
post processing strategies will reduce computation time. The computation dif-
ferences can be established by employing the floating point operations per second
(FLOPS) calculation. Fast inferences are especially useful in mobile applications.
Training may converge faster if IoBA works as expected, as described above, be-
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cause better bounding boxes within RPN would mean the amount of learning the
regression model has to do will be less.
3. There is a potential that IoBA threshold can be a fixed parameter. In an effort to
out perform other researchers there has been an increase in methods that require
even more finetuning via threshold adjustments [4, 27, 43, 46, 47, 48, 49]. From
our ablation study we note that IoBA of 0.9 works best and we believe will also







Approximately 60,000 lives are lost worldwide in disasters each year [50]. Building col-
lapse during an earthquake account for majority of these deaths [51]. These dwellings
succumb to earthquakes because of poor structural design, construction, and/or mate-
rial quality [52]. Failure modes include in-plane shear cracking, out-of-lane wall failure,
and roof collapse [53].
This Chapter is a paper submission staffed to the Building and Environment Journal; current
paper status is: ‘under review’.
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Masonry building failures are especially pronounced during and post seismic activ-
ity [54]. These dwellings are brittle and crack easily from settlement or seismic induced
motion. In addition, there are cases in which a part of the building may peel away
and fall onto pedestrians, as illustrated in Figure 3.1. The cracking can be generalized
into three types: Bed-joint sliding, rocking, and diagonal cracking. These issues are
specifically prominent in buildings that lack proper design considerations namely, un-
reinforced masonry (URM).
Figure 3.1: Masonry “peel” off, endangering occupants and pedestrians [5].
Fortunately, there have been extensive studies to address these failure modes in URM
buildings [55,56,57,58,59]. Federal Emergency Management Agency (FEMA) has em-
ployed these studies and have provided guidelines [60]. Subsequently, many states and
territories in seismically active regions no longer permit URM construction. However,
existing URM buildings built prior to building code changes and new URM construc-
tion in many areas is still permitted. These structures can present a significant risk to
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communities from even in minor ground shaking. Fortunately, many cities have man-
dated policies to retrofit existing URM buildings. For example, significant effort has
been devoted in the San Francisco Bay Area (California, USA) to identify earthquake
vulnerable structures and initiate policies to remove or repair them. The Association of
Bay Area Governments and the Bay Conservation Development Commission developed
a building classification system using Census and parcel data to identify earthquake
vulnerable dwellings throughout the Bay Area [61]. Census and parcel data was the
primary data source used for this effort. This classification approach uses combinations
of building characteristics such as occupancy, age, number of stories, and number of
units to identify buildings with likely deficiencies.
Similar efforts have been undertaken by cities throughout California, Oregon, Wash-
ington, and Utah. However, acquiring building inventory data from existing public
record databases is a significant challenge because building information is limited to
zoning type, number of units, and perhaps date of construction. Further, much of the
built infrastructure is privately owned and existing policies provide little incentive for
recording or sharing of data. Many communities purchase commercial imagery to aid
in planning. Even with that imagery, existing building inventories, even in otherwise
proactive jurisdictions, are routinely inadequate to the needs of resilience planners and
advocates. For example, the city of Portland utilized Google Maps, building permit
records, GIS mapping tools, building owner surveys, and site visits to confirm the sta-
tus of buildings [62] .
We can ascertain that the major shortfall is that building records and permit his-
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tory are not available or complete for every building [62]. Visual observations made
remotely, using sources such as Google Street View, can be difficult to interpret as
structural material are often times obscured by building finishes. As such, current
region-wide estimates of vulnerable buildings are simultaneously overly conservative
and omit at-risk structures. The burden then falls on either city engineers to make site
visits, or building owners to hire an engineer to make a determination. Cities can also
request expert volunteers to walk the streets and visually inspect buildings. This step
helps refine the list of potentially vulnerable buildings. In other instances, building
owners are required to hire an engineer to perform the necessary building evaluation to
determine the performance of a building in a seismic event. All of these methods are ex-
pensive, time consuming, and labor intensive for jurisdictional staff or building owners.
It can take several years to form a policy that is backed up with data. During this
protracted period of policy inaction, it may be necessary to educate elected official or
other decision-makers on the issue, or to craft a comprehensive report about the mag-
nitude of the problem and its potential impacts in order to elicit community support
for a retrofit program. To achieve these goals, it is important to obtain an accurate
database of positively identified buildings in order to facilitate a city’s decision to en-
act policies to support building owners in the strengthening of their structures. Put
in context, aside from policy deliberations, it took city of Seattle, Washington 3 years
(2013-2016) to create an accurate database of URM buildings [11]. After the policy
approval in 2017, building owners were given a maximum of 13 years to complete the
required retrofit projects. For the city of Seattle, it is estimated that the URM building
retrofitting process will take a total of 22 years, from the start of policy write-up to
implementation. Unfortunately, some jurisdictions may not have the luxury of such
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timelines as experts have warned that a major earthquake is imminent in the next 27
years in the Puget Sound region [11]. Eventually, through delays, it is the residents
that will pay the ultimate cost.
Our contribution helps eliminate the time consuming, labor-intensive, and expensive
process of database confirmation for URM building classification. We can rapidly fa-
cilitate policy and funding development by automatically identifying unfinished URM,
finished URM, and non-URM buildings (Figure 3.4) at an average accuracy of 83.63%
using deep learning, a subset of artificial intelligence (AI). As aforementioned, part
of the problem of visual confirmation was the presence of finishes on URM buildings
that made it difficult to ascertain the structure type. Our uniquely trained state of
the art (SOTA) network, ResNeXt-101-32x8d (henceforth referred to as ResNeXt-101)
helps address this challenge. We employ advanced data augmentation techniques, and
various optimization methods to determine if the image ‘seen’ by ResNeXt-101 is an
unfinished URM, a finished URM, or a non-URM building. Our trained network can
assign thousands of never before ‘seen’ building images to their appropriate class in
a matter of minutes. Moreover, our contribution is also highlighted by low training
sample size for the network, while achieving high accuracy on the test dataset. The
network was trained on a total of 665 images to achieve an accuracy of 83.63% on the
test set which consists of a total of 391 images. Others have used 1000-s of images
to attain comparable accuracy [63, 64, 65, 66]. Furthermore, our training and test sets
consisted of URM building images, roughly of equal distribution, from Portland, Santa
Monica, and Seattle. The diversification of various city’s URM building was inten-
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Figure 3.2: Sample of dataset utilized to train the network
Figure 3.3: Sample of dataset utilized to test the network
Figure 3.4: First row is of finished URM buildings. Second row is of unfinished URM
buildings. Third row is of non-URM buildings.
tional. Each city presents its own unique architectural features and our motivation
was to ensure that our pipeline of deep learning strategies is not centralized to one
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city. We demonstrate in Section 3.4 that the network produced an ability to recognize
the grout lines within the bricks and/or architectural features to classify an image to
its appropriate building type regardless of which city the building is in. Lastly, if one
only desires to know if a building is suspected URM (unfinished or finished URM) or
not, the network achieved an accuracy of 98.81% on URM type buildings and 82.03%
accuracy on predicting non-URM buildings.
3.2 Related Work
Previous works adjacent to the methods presented here are explored, including disaster
related research that utilizes deep learning. Our goal is to illustrate how deep learn-
ing has been beneficial in planning, responding, and creating resiliency to disasters.
Thereby, establishing the realization that deep learning models employed in this field
can enhance our efforts in controlling the rather grim outcomes of such events. Our
work provides a substantial step forward towards helping engineers, researchers, and
policymakers in obtaining information faster, while achieving an accuracy that sur-
passes any other research using street-level imagery, in the identification of seismically
vulnerable buildings.
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3.2.1 Automated Tasks in Disaster Management
Kumar and Singh’s [63] research shows that a geo-location reference can automatically
be acquired from tweet texts (Twitter) related to earthquakes. A convolutional neural
network (CNN) was trained to provide a location from tweets with an accuracy of
92.9%. This ability helps in various emergency response stages, rescue to name one.
Ghurye et al. [64] proposed a framework to model human behavior changes during dis-
asters using call detail records (CDRs) from telecommunications company. They utilize
the spatio-temporal data from CDRs to predict an individual’s next location based on
previous locations. They establish this by gathering specific patterns from CDRs to an
individual level and applied machine learning techniques to help first responders bet-
ter execute their rescue plans. By utilizing multi-temporal satellite data, Ghaffarian
et al. [67] were able employ machine learning and deep learning techniques to provide
progression on post-disaster recovery. Variation-histogram of the oriented gradients
(V-HOG), and edge density index (EDI) were applied to achieve change detection be-
tween pre- and post-disaster buildings. V-HOG is an object detection technique and
EDI measures a relative difference between a patch of the image and its neighbor; com-
bination of the two strategies provided the ability of only retrieving images of buildings
that remained standing post-disaster. The authors trained a set of CNNs so that it
could mark any size changes in buildings that remained standing post-disaster during
the recovery phase – allowing experts to note any structural damages. In addition, the
network would also show which buildings were newly built during the recovery phase.
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3.2.2 Seismic Reliability of Transportation Networks
Nabian and Meidani [68] conducted a study on the seismic reliability of transportation
networks. They employed deep neural networks to conduct an analysis on the reliabil-
ity of transportation networks after a seismic event. Rescue efforts after an earthquake
require a substantial amount of transportation planning. Quick planning for potential
transport routes can be a matter of life or death. The authors show that they could
produce better and faster results using deep neural networks than conventional time
consuming machine learning algorithms. Kim et al.’s [66] work assesses the poten-
tial regional loss of an area for pre- and post-earthquake. They employ two separate
systems, the first is a deep neural network that evaluates each individual structural re-
sponse during a seismic event. The second system also employs a deep neural network
but it provides a loss assessment of an urban area verse individual structures. The loss
assessment for a whole area is given by first feeding the network with earthquake inten-
sity values, however, unlike other models, they proposed a system that only requires
partial data to provide a holistic loss assessment for a given area. This work helps
urban communities perform risk assessment of the infrastructure network in a cost
efficient and a timely manner. Lastly, seismic resilience can be narrowed down to spe-
cific building topology types as well. Mondal et al. [65] provide an autonomous means
of detecting surface cracks, spalling, severe damage with exposed rebar, and severely
buckled rebar on reinforced concrete buildings affected by an earthquake. They utilized
a region-based convolutional neural network (RCNN) specifically, the Faster RCNN ar-
chitecture, which is also a type of a deep neural network, to analyze, detect, and classify
visual data. This effort allows experts to not put their lives in danger in order to carry
out timely assessment of damages, by doing these assessments remotely.
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3.2.3 Detection of Dwelling Topology using Deep Learning
Verma et al. [69] utilize aerial light detection and ranging (LiDAR) data to automat-
ically reconstruct 3D representation of buildings. Side profile of the buildings are the
most difficult feature to form with data collected from a downlooking aerial view point.
The key information that LiDAR information can provide is the elevation of a structure.
The authors capitalize on this information and are able to reconstruct 3D representa-
tion of buildings with an accurate roof topology. This research helps with surveillance,
urban planning, cartography, virtual tourism, etc. Similarly, a 2D topological map is
derived from aerial images by Li et al. [70]. They demonstrate the ability of utilizing
the topology of buildings to draw polygonal shapes around them from aerial imagery
to subsequently draw out the roads as well, in a closed circuit fashion. Gonzalez et
al. [71] used CNNs to automatically detect non-ductile buildings. They explore 5 dif-
ferent architectures and show that the ResNet50 network performs the best on their
data set. They apply basic data augmentation techniques and reported precision and
recall to be over 93%. However, their calculations are a little misleading as they only
calculate the network’s performance on one class, non-ductile buildings, and 82.5% of
their data is of non-ductile type buildings. If the network always predicted every image
to be non-ductile they would still obtain a accuracy of 82.5% for that class. Moreover,
we show the performance of their best performing network, with all their described
parameters, is inferior to ours in Section 3.4.
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3.3 Methodology
We trained ResNeXt-101 on a total of 665 building images and tested on 391 images.
The per class distribution of sample size is displayed in Table 3.1. To ensure that
the network does not memorize the training set, i.e.overfit, due to the low sample
size, we employ input space regularization instead of feature space regularization. The
high accuracy is achieved by carefully considering data augmentation conjointly with
network regularization, loss function, learning rate with a scheduler, and optimization
function to allow the network to converge to the optimal solution. To ensure that our
trained model and selected parameters are superior to others, an ablation study was
conducted. We explore each parameter utilized during our ablation (extensive empir-
ical analysis) study in detail in their respective sections below. The goal of this deep
dive is to give confidence to the policymakers, researchers, and scientists in the SOTA
results we achieved. The final results will be provided in Section 3.4.
Table 3.1: Distribution of the number of images per class used during the training and
the testing phase.
Class Training Images Test Images
Finished URM 185 111
Unfinished URM 241 141
Non-URM 239 139
Total 665 391
3.3.1 Convolutional Neural Network
At the most fundamental level, a convolutional neural network (CNN) is comprised
of series of complex matrix operations, where the most important of them is matrix
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Figure 3.5: Illustration of a matrix convolution on a makeshift grayscale image with a
3x3 horizontal sobel filter.
convolution. The majority of a CNN is made up of multiple convolution layers and one
of the many filters the network could learn is a Sobel filter. To retrieve an output from
the Sobel filter, matrix convolution is applied, as illustrated in Figure 3.5; a visual aid
is provided in Figure 3.6 to depict the Sobel filter output. At the end of the CNN,
for image classification applications, there will always be what is referred to as a fully
connected layer. This is a 1-dimensional layer, and its length is based on the number
of classes that need to be predicted. Each cell produces a probabilistic number which
is associated to a certain class. The class associated with the highest probability is
chosen as the network’s prediction. If, during the training phase, the prediction is
wrong, then the network is penalized via a loss function [72] and the method by which
the penalty is propagated throughout the network is achieved through an optimization
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function [73]. Figure 3.7 displays an example of a CNN with varying layer type and
provides an example of the iterative process of training it.
Figure 3.6: Possible filters that a CNN can learn is a horizontal or a vertical Sobel
filter. The application of both filters on an unfinished URM building is displayed. The
horizontal filter pronounces the vertical features and the vertical filter pronounces the
horizontal features.
The CNN chosen for our particular study is ResNeXt-101 [74]. It adopts the VGG
[75]/ResNet [76] repetitive layer architecture characteristics and exploits the incep-
tion [77] network’s split-transform-merge strategy. Without delving deeply in to the
inception network architecture to support what split-transform-merge technique is –
the main take away is that the inception-nets’ strategy, though very effective, is con-
siderably harder to tune to different data sets [74]. The substantial benefit of utilizing
ResNeXt, is that it outperforms all other very deep networks while having relatively
lesser computational complexity and fewer hyperparameters. It is proven that, given
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Figure 3.7: Example of a CNN illustrating the basic layers [6] and process of training
it. Through an iterative process, an image is passed through each layer. The features
returned from each layer are the input for the next. Prominent features calculated
by the network will produce a prediction via a probabilistic number. The difference
between truth and prediction is calculated via loss function. The optimizer function
corrects each layers’ filter weights and the learning rate decides the proportion of
correction applied (displayed in red).
a relatively large data set, having wider or deeper networks perform proportionately
better [45, 75, 76, 78, 79]. Except, ResNeXt networks generally obtain better accuracy
in comparison to deeper networks and are simpler to set up and fine-tune. ResNeXt
architecture is depicted in Figure 3.9(right), the image only depicts how convolution
layers are connected as that is the main difference in this architecture in comparison to
others discussed. The architecture in Figure 3.9 depicts a ResNet (left) and ResNext
(right) which has similar number of parameter calculations. ResNeXt performs faster
because it maximizes the graphics processing unit is (GPU’s) parallel computation
power. It was established that ResNeXt provided better results than the commonly
used ResNet networks [8, 71, 80, 81]. We can conclude this fact because in Figure 3.8
ResNet-152 does not perform better than any of ResNeXt-101 networks even though
ResNet-152 is a deeper network (152 layers vs. 101 layers). Hence, our focus remained
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on 3 variants of ResNeXt-101 pre-trained on the ImageNet [82] dataset:
• Baseline ResNeXt-101 pre-trained on supervised data on ImageNet
• Baseline ResNeXt-101 pre-trained on weakly-supervised data on ImageNet, here-
after referred to as ResNeXt-101-WSL
• A modified architecture of ResNeXt-101 pre-trained on supervised data on Ima-
geNet, hereafter referred to as ResNeXt-101-FixRes
All networks have to be fine-tuned to the data set that it is utilized for. However,
fine-tuning can only go so far since it depends on how well a model has been gener-
alized, i.e.accuracy on the testing set. A supervised network is given both the image
and label. Meanwhile, a weakly-supervised network, fundamentally, is not provided
all the labels for images it is trained on. To this end, we utilized ResNeXt-101 and
ResNeXt-101-WSL, though the network architecture remained the same, the differ-
ent training techniques yield different learned weights. Since we will perform transfer
learning (a subset of fine-tuning), the weights of the pre-trained network are tuned to
the data set it is further trained on. Therefore, fine-tuning each network would yield a
different accuracy because the learning of the network is heavily impacted by the filters
(weights) it has previously developed (as depicted in Table 3.2). The ResNeXt-101-
FixRes [83] network adjusts the size of the images as they are evaluated intra-network.
Touvron et al. [83] prove that data augmentation strategies tend to change the resolu-
tion at training. Therefore, at testing time the network is not exposed to the similar
resolution causing poor empirical results. The authors fix the resolution discrepancies
by fine tuning the end layers. This resulted in higher accuracy in all networks they
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(a) Network training progress on ResNeXt-101,ResNeXt-101-FixRes, ResNeXt-101-WSL, ResNet-
152
(b) Network testing progress on ResNeXt-101,ResNeXt-101-FixRes, ResNeXt-101-WSL, ResNet-152
Figure 3.8: Our benchmark results without any fine-tuning. We only utilize a learning
rate scheduler, and step decay. ResNet-152 performs inferior to all networks at every
iteration in both training and testing phases.
experimented on.
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Figure 3.9: ResNet (left) and ResNeXt (right). Each layer is shown as number of input
channels, filter size, and number of output channels.
3.3.2 Data Set and Regularization
The sample size of our data set is relatively small. Overfitting a network is a common
problem with small data set sizes. Therefore, to combat the overfitting problems we
must use regularization techniques. As Hernández-Garćıa et al. [84] have stated, it is
better to utilize data space regularization techniques rather than feature space regular-
ization techniques. Feature space regularization strategies often times unlearn features
randomly or deterministically (in a probabilistic sense) which, is counter productive in
training a network. Especially because we do not want to utilize regularization tech-
niques that deteriorate a network’s ability recognize the fine details in the building.
We need our network to generalize on the combination of texture, geometry, color,
and material type features. Since, such features assist the experts in determining if a
building is URM or not. Therefore, data augmentation as a regularization technique
needs to be applied in an intuitive manner such that we do not encounter overfitting
but also learn the finer details.
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Table 3.2: Test results for each network with various parameters to establish validity of
synergy between them. It can be determined that ResNeXt-101-FixRes outperforms all
other networks consistently, the combination of CutMix and AutoAugment provide the
best result for ResNeXt-101-FixRes, Ranger optimizer has better results in comparison
to RangerVA, and C-CEL is a better loss function. Step decay and Cosine annealing






















7 7 CEL SGD Step 80.31% 79.80% 81.84%
7 X CEL SGD Step 82.09% 81.59% 81.33%
X X CEL SGD Step 81.07% 80.05% 81.07%
X X C-CEL SGD Step 82.09% 80.56% 81.84%
X X C-CEL Ranger Step 81.33% 81.57% 82.61%
X X C-CEL Range-
rVA
Step 81.07% 80.05% 81.33%
X X C-CEL Range-
rVA
Cos 81.84% 80.56% 82.10%
Image translation by a few pixels, flipping the image horizontally or vertically, and
addition of noise are some of the most common augmentation techniques. For a long
time, the computer vision community had focused more towards network architecture
engineering than augmentation [74,75,76,77,85,86,87,88,89]. Though such research is
valuable in its own right, not all networks perform the same on a specific data set. For
example, a variation of the U-Net [90] configuration performs the best on biomedical
imaging in comparison to other SOTA networks. This makes it imperative, that re-
gardless of which SOTA network is chosen, intuitive usage of data augmentation must
prevail as it is key in increasing accuracy.
Therefore, along with the common augmentation techniques, we employ an AutoAug-
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ment technique [91] with one variation. We randomly choose from the 5 sub-policies
instead of allowing the recurrent neural network (RNN) to choose the next sub-policy.
Depending on which sub-policy is selected, the associated augmentation technique is
applied. There are a total of 16 various operations that the 5 policies are split into. The
random augmentation ensures that the network is able to learn new features through
every epoch whilst ensuring the network does not memorize the training set, i.e.overfit.
We show empirically the advantage of AutoAugment in Table 3.2.
Figure 3.10: Finished URM (FURM) Unfinished URM (UURM). The reported results
are of augmentation strategy depicted by the original author on their own data set
(cats and dogs) [7]. We insert our data set images to provide a concise illustration of
the differences in similar augmentation strategies.
The second most advantageous data space regularization is a technique called CutMix
[7]. This too is a data augmentation strategy. In order to retain the material/texture
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details present in the buildings, we need to maintain the pixel information. Unlike
Mixup [92] or Cutout [93], Cutmix, as illustrated in Figure 3.10, does not combine
pixel information nor does it take it out. The image in this strategy is created by first
creating a binary mask; then, 2 random images are chosen and random rectangular
portions of each image are then applied to the mask. Mathematically illustrated in
Equation 3.1, M is the binary mask and M ∈ (0,1)W×H indicates where to fill the two
images, xA and xB are two randomly chosen images,  is element-wise multiplication.
In Equation 3.2, yA and yB are the labels for the respective images, λ is the combination
ratio between the two images. The most beneficial element of CutMix is that it allows
the network to learn localized information. This is important in our case because it is
the fine details in the buildings that need to be captured by the network. Empirically,
this can also be noted in every scenario in Table 3.2, if the CutMix loss function is
used (explanation in Section 3.3.3).
x̃ = M  xA + (1−M) xB (3.1)
ỹ = λyA + (1− λ)yB (3.2)
3.3.3 Loss Function and Optimization
During our ablation study we employed 2 loss functions. First was the most commonly
used cross-entropy loss (CEL) function and the other was a soft cross entropy loss but
tweaked for CutMix (C-CEL). We utilized 3 optimization functions, mini-batch gradi-
ent descent [94] (mBGD), Ranger [95], and RangerVA. Cosine annealing [96] and step
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learning rate decay were exploited as 2 different learning rate schedulers.
Loss functions are used to penalize a network when it predicts something incorrectly
during the training phase. A network can be penalized based on 2 main factors, con-
fidence of correct classification, confidence of wrong classification, or a mixture of the
two. Cross-entropy loss function is a combination of Log-SoftMax [97] and Negative
Log-Likelihood functions. The combination of these two functions allows us to incor-
porate predictions and its confidence. For example, the network is penalized heavier
when the high confidence prediction is incorrect. C-CEL is equivalent to CEL with the
only difference being that it penalizes the network based on the top two predictions
for one image. This is important because when using CutMix augmentation, there are
2 images present in 1 input to the network. Falsely penalizing the network can effect
it negatively, as observed in Table 3.2 (utilization of CEL when CutMix is used).
Optimization functions are strategies that help back propagate and update the weights
of the network such that the network can find weights that minimize the loss. In other
words, optimization functions are essentially gradient descent functions for the loss
function. Mini-batch gradient descent (mBGD) is a strategy that improves on stochas-
tic gradient descent [98] (SGD). SGD does not compute the gradient descent for the
whole data set. It updates the direction of the descent (decision vector) based on a sin-
gle random sample at each epoch. mBGD computation is similar to that of SGD but it
processes several samples per epoch and it further reduces the variance in the gradient
estimation. However, due to mBGD’s similarities with SGD it is often referred to as
SGD. Please note, that it is in fact mBGD optimization function we utilize in our tests.
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Ranger combines 2 optimizers together, Rectified Adam [99] and Lookahead [100].
Rectified Adam (RAdam) provided theoretical justification that networks struggled to
generalize in early stage of training, and due to low training samples in the early stage,
variance was larger in the early stage as opposed to the later stages. They were able
to resolve this problem by applying a lower initial learning rate, and turning off a mo-
mentum term in the early stage. The advantage of RAdam was that it was relatively
insensitive to the network’s hyperparameters. However, they showed that if a net-
work was trained long enough, SGD would eventually outperform RAdam. Lookahead
employs a 2-step weights update scheme, namely, “fast-weights” and “slow-weights”
update. The “fast-weights” are generated by an optimizer of choice. “Slow-weights”
are calculated by taking a exponential moving average of “fast-weights” defined within
the algorithm. After ‘k’ batches (number of batches), the “fast-weights” are updated by
the ”slow-weights”. They showed that Lookahead out performed SGD by converging
faster. Ranger optimizer utilizes RAdam to calculate the “fast-weights” and utilizes
Lookahead’s “slow-weights” calculation strategy to iteratively update “fast-weights”
after ‘k’ batches. Lastly, RangerVA is similar to Ranger. The only difference is that it
employs a better adaptive learning rate within RAdam [101].
Learning rate schedulers are crucial for a well-trained network [8]. Otherwise, it is diffi-
cult for the network to converge to the global minimum. The optimizer function decides
how to update the weights to minimize the lost function, the learning rate assists with
the degree of weight adjustment (Figure 3.11 for further illustration). Without the
application of a learning rate decaying scheduler, we can miss the global minimum.
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Figure 3.11: A simple 2-D illustration of how a weight is adjusted such that we minimize
the cost (loss function’s value).
Therefore, we tested 2 different schedulers, step decay [8] and cosine annealing [96],
illustrated in Figure 3.12.
ηt = ηmin +
1
2




The learning rate decaying strategy with cosine annealing for each batch is computed
using Equation 3.3, where Tcur is the number of epochs since the last restart, Tmax is
the maximum number of iteration, ηmax and ηmin are ranges for the learning rate, and
ηmax is set as the initial learning rate. The Step decay [8] reduces the learning rate
by a certain ratio after each predefined number of epochs. For example, if the initial
learning rate is set to 0.02 and the step size (duration for each decay step) is 30 with
a decaying factor of 0.1, this would decay the learning rate to 0.002, 0.0002, 0.00002,
etc. after 30, 60, 90 etc. epochs, respectively. Of the 2, we found the cosine annealing
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strategy to work the best as it ensures that we do not miss the optimal solution (evi-
dence in Table 3.3). This is because, step decay has aggressive moves that introduce
the possibility of missing the optimal solution.
Figure 3.12: Comparison of how the learning rate decays as training progresses [8].
3.4 Results and Discussion
Our motivation is to assist the scientific and disaster communities achieve desirable
results in an efficient manner. As established in Section 3.3 ResNeXt-101-FixRes offers
the best opportunity to achieve the most accurate predictions. We continued the abla-
tion study on ResNeXt-101-FixRes with the evidence from Table 3.2 that the Ranger
optimizer with CutMix and AutoAugment strategies work well together but we re-
quired further investigation on the selection of the learning rate scheduler. The various
probabilities for CutMix indicate the frequency of the technique applied on the data
set. Through extensive testing, it can be ascertained that the combination of CutMix
(at probability of 0.9) and AutoAugment data augmentation, C-CEL loss function,
Ranger optimizer, and cosine annealing learning rate scheduler work the best together.
From Table 3.3 we can confirm the best average accuracy of 83.63%.
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Table 3.3: Test results for ResNext with various parameters to establish validity of
synergy between them.
CutMix Probabilities with Step Decay LR. Sched
0.5 0.6 0.7 0.8 0.9
82.60% 82.09% 80.31% 80.56% 81.07%
CutMix Probabilities with Cosine Annealing LR. Sched
0.5 0.6 0.7 0.8 0.9
81.84% 81.84% 81.33% 83.12% 83.63%
(a) Per class results for ResNet-50 network trained
with parameters described by Gonzalez et al..
(b) Per class results for ResNet-50 network trained
with parameters utilized in our best trained
model.
Figure 3.13: FURM - finished URM, NU - non-URM, UURM - unfinished URM. We
further demonstrate the superiority of our optimal network parameters. The overall
and per class accuracy is increased for all URM types when trained by our set of
parameters on the same ResNet-50 network.
To the best of our knowledge, the accuracy we achieved outperforms any previous study
conducted using street-level imagery to ascertain building types or characteristics. In
Figure 3.13 we show the results of the best network proposed by Gonzalez et al.,
ResNet-50, tested on our dataset. The ResNet-50 network was trained with 2 different
sets of parameters:
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1. We utilized the parameters described by Gonzalez et al.for ResNet-50 and achieved
an overall accuracy of 75.96% (Figure 3.13a).
2. An overall accuracy of 80.31% (Figure 3.13b) was acquired for ResNet-50 utilizing
our optimal set of parameters.
It can be established that our set of parameters are synergistic and can increase accu-
racy in other deep learning networks as well.
(a) Imbalanced per class accuracy but overall ac-
curacy of network is 82.35%.
(b) Per class accuracy with an overall accuracy of
83.63%.
Figure 3.14: FURM - finished URM, NU - non-URM, UURM - unfinished URM. Per
class accuracy displayed for data set trained on ResNeXt-101-FixRes. Choosing the
correct parameters and verifying per class accuracy importance is demonstrated. We
achieve the best overall accuracy while maintaining a balanced accuracy distribution
between all classes(right).
Our test set consisted a total of 391 images including three building classes (unfin-
ished URM, finished URM, and non-URM) out of which 327 were predicted correctly,
acquiring an overall accuracy of 83.63% (Figure 3.14b). More importantly, and with
significant implications for inventory collection efforts, our network’s overall ability to
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correctly identify a building as a URM (either finished or unfinished) was achieved with
98.81% accuracy. Only 3 URM buildings were “missed” or inaccurately predicted to
be a non-URM out of 252 confirmed URM buildings. Moreover, the network’s returned
confidence values for these three buildings was 49.94%, 53.95%, and 71.38%. The av-
erage confidence value of correctly identified URMs was 88.33%, facilitating the use
of a confidence “filter” to minimize the omission of any seismically vulnerable building.
For non-URM buildings, the network accuracy was 82.03%. We show in Figure 12 that
our optimally trained model is able to achieve an accuracy of greater than 82% for each
class: finished URM, non-URM, and unfinished URM. This is an important aspect to
recognize because in Figure 3.14a we show a poorly trained network. Although the
overall accuracy of the network was 82.35% which, may seem impressive, the accuracy
of finished URM buildings is below 70%. The prediction imbalance indicates that the
network is unstable and can produce unreliable results. Such a network does not ben-
efit the scientists, researchers, nor the policymakers.
(a) (b) (c)
Figure 3.15: Image on the left is a finished-URM, middle is non-URM, and right is
unfinished URM building. It is interesting to note that the network is focused on
geometric features on finished URM and non-URM as the edges are pronounced. The
unfinished URM building features are greatly highlighted in the brick covered region.
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Lastly, to assist in understanding how the network is able to differentiate between
different building types we access the 1st layer of the network out of 341 to produce
a visualization giving insight in to how this deep learning network performs its job.
In Figure 3.15, we present what the network ‘sees’ when an image is passed through
just the 1st layer of the network. The difference between an unfinished URM building
and a non-URM building can be obtained not only by the masonry patterns on the
exterior, but also by the structural geometry. This is a result of the fact that building
construction policies have prohibit the construction of URM buildings, since 1970s
[10], which enable unique geometric differences to be a distinguishing factor. It is
noticeable in Figure 3.15 that the network is trying to recognize masonry and geometric
differences in the buildings. The brightest (blue) pixels in unfinished URM building
(right) in Figure 3.15, tell us which features the network is focusing on – the dwelling’s
brick is highlighted the most as there are black lines distinguishing each brick. The
pronounced edges in finished URM (left) and non-URM (middle) (Figure 3.15), indicate
that the network is focusing on geometric features. This is important to note because as
North American building codes have changed and do not allow URM buildings, certain
architectural features which, are congruent with geometrical features, disappear over
time.
We provide series of images in Figure 3.16 (images can be resized outside of this doc-
ument without losing resolution) to illustrate the detail of features gathered by the
network. As we progress further into the network, it can be observed that, progres-
sively, finer features are captured. This fact is especially highlighted in BatchNorm and
ReLu layers as it is their purpose to only pass prominent features. The network visual-




Figure 3.16: Network visualization is displayed for an unfinished URM building as it
progresses deeper into the network. The purple-ish regions can be interpreted as low
feature detection and regions in which there is varying color is of most interest by the
network (i.e.high feature detection).
engineers consider:
1. In Figure 3.16a, generic structural geometric features are realized
2. Pertinent building structural information is gathered in Figure 3.16b because the
most color variations occur within the building region
3. Figure 3.16c depicts that the network is focused on the parapet of the building
as well as the building structure, however the vehicle is also being highlighted
4. There are linear color variations in Figures 3.16d and 3.16e. This tells us that
the network is concentrating on the geometric structural features of the building.
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Note that the vehicle is still being recognized in these network layer visualizations.
5. In Figure 3.16f, the vehicle is no longer an object of interest and the feature
activation only takes place on the building structure.
The prediction of the network is carried out by an amalgamation of these features and
not just with what the final layer outputs. These revelations confirm that our network
can distinguish between the building types much like structural engineers do them-
selves. However, our trained network can process and, predict with a high degree of
confidence, 1000-s of images in a matter of a couple minutes rather than days/months
by an expert [11]. The by-product of quick analysis is that cities need not make conser-
vative building type inventories because larger inventory of buildings can be analyzed
at an instant.
3.5 Conclusion
URM buildings are amongst the most vulnerable buildings to seismic activity which,
directly impacts public safety. Our research shows that current building inventory data
is inadequate to capture all suspected URM buildings. This is because, existing public
record databases do not contain all information to make a determination as to the type
of building construction. Therefore, many communities purchase commercial imagery
to aid in determining the building type. Experts in the city of Seattle, Washington
took 3 years to analyze and classify just under 1200 potential seismically vulnerable
buildings. The inventory compiled by the city of Seattle was conservative which, intro-
duces the possibility of omitting suspected buildings in the inventory. All jurisdictions
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have a limited budget to perform such analyses. Our contribution can significantly
speed up the process in analyzing building types: unfinished URM, finished URM, and
non-URM. The by-product of quick analysis is that cities need not make conservative
building type inventories because larger inventory of buildings can be analyzed at an
instant.
ResNeXt-101-FixRes was trained on URM buildings, finished and unfinished URMs,
and non-URMs. An extensive empirical analysis was conducted to provide confidence
to the community that our model and selected parameters produced SOTA results.
We prove that the combination of CutMix [7] and AutoAugment [91] data augmenta-
tions, C-CEL loss function, Ranger optimization function [95], and the cosine annealing
learning rate scheduler work synergistically. We were able to achieve an overall accu-
racy of 83.63%. Moreover, from the collected predictions, an accuracy of 98.81% was
achieved to determine suspected URMs only (unfinished or finished URM). However,
accuracy of 82.03% is obtained in predicting non-URM type buildings. This only meant
that non-URM buildings were predicted as being suspected URMs which, in the grand
scheme is not a bad thing. More importantly, our training strategy demonstrated a
uniform test accuracy between all building types. Researchers/scientists will also ben-
efit from this uniformity as uncertainty in predictions reduces confidence in the system.
Hence, per class accuracy is presented to truly appreciate the reliability in identifying
different building types. We provide visual examples of what the deep learning net-
work “sees” to classify the different building types – brick presence is highlighted in
unfinished URMs, and geometric features are highlighted in finished URMs and non-
URMs. These findings align well with what the structural engineers first check for in
identifying such building types, but, they can be processed orders of magnitudes faster
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than the expert’s manual inspection.
Chapter 4
Efficacy of Our Automatically
Generated URM Data Set to Train
a CNN
4.1 Introduction
We demonstrated in Chapter 2 that we can automatically retrieve address specific
dwellings at a precision of 99.29%. However, efficacy of the retrieved data set for
training a CNN was not be established. To accomplish this task a comparison be-
tween a manually generated data set and an automatically generated one needs to be
made. Henceforth, we refer to automatically generated images from Google SV API
as autocrop. In Chapter 3 classification of seismically vulnerable URM buildings was
carried out by use of hand curated data set. The results established therein allowed
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us to carry out an efficacy study. Since, there is no ambiguity in the hand curated
data set. We confirmed that each dwelling image we cropped from Google Street View
webpage belonged to its respective address. This allows us to have confidence in our
manually created data set, whereas autocrop does not produce 100% accurate building
image extractions. Therefore, we can rely on the network accuracy obtained in Chapter
3 for benchmark utilization.
The recall of autocrop is low so we could not obtain all building images present in the
hand curated data set. The breakdown on number images obtained via autocrop is
provided in Section 4.2. We trained ResNeXt-101-FixRes on 2 different data sets, the
motivation for which is provided in Section 4.2. We achieved an accuracy of 82.61%
for data set DS-A and an accuracy of 84.91% was achieved for data set DS-B. The
results obtained can confirm the efficacy of utilizing autocrop for generating data sets
for CNNs.
4.2 Methodology and Results
To test efficacy of images generated by autocrop, 2 separate data sets were generated.
To ensure continuity, all finalized cropped images that we originally obtained in Chapter
2 were employed for creating the 2 data sets. To generate the 2 data sets, we first
created a list of addresses for building images present in the hand curated and autocrop
(finalized cropped images from Chapter 2) data set. Second, we matched the addresses
between the hand curated and autocrop data sets. This allowed us to create the 2 data
sets as follows:
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1. Data set DS-A: One-to-one replacements were made for images in training and
test sets, respectively. In the training set, 58 images were replaced for finished
URM, 41 images for non-URM, and 82 for unfinished-URM. This equates to
a total of 181 autocrop images that replaced the hand curated ones. In the
testing set, 36 images were replaced for finished URM, 25 images for non-URM,
and 52 images for unfinished URM, totalling 113 autocrop images that replaced
hand curated ones. In the end, the number of training and test samples did not
change because we only substituted hand curated samples with their autocrop
counterpart.
2. Data set DS-B : This data set contained the maximum number of autocrop images
in the training set while, the test set had hand curated images only. To do
this, all matched autocrop images, with the hand curated training and test set,
were copied into a training set. To maintain the same quantity of images in the
training set, the unfulfilled quantity of each class was filled with randomly-chosen
hand curated images. This meant that, of 185 finished URM training images
94(58+36) were from autocrop, of 239 non-URM training images 66(41+25) were
from autocrop, and of 241 unfinished URM training images 104(82+52) were from
autocrop. The test set consisted of hand curated images separate from the ones
in the training set. Meaning, each hand curated image in the test set was unique
and was not repeated in the training set – this is true for all test sets.
The majority of non-URM images were obtained from the internet while only a few
consisted of dwelling images specific to an address. This is the reason for the low
quantity of replacements between the hand curated and autocrop data sets. To ensure
that we acquired an “as is” result, we did not manipulate the images or the result of
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images obtained from the autocrop algorithm.
(a) Best results for data set DS-A with CutMix
probability of 0.9 which achieved an overall accu-
racy of 82.61%.
(b) Best results for data set DS-B with CutMix
probability of 0.6 which achieved an overall accu-
racy of 84.91%.
Figure 4.1: DS-B data set achieved a better overall than DS-A and the hand curated
data set. This provides proof of efficacy of utilizing autocrop to generate training data
set for a CNN.
From Chapter 3 we established, that the use of CutMix, AutoAugment, Ranger, C-
CEL, and the cosine annealing learning rate scheduler worked most synergistically.
Hence, we kept the same parameters for training - using both the DS-A and DS-
B data sets for the ResNeXt-101-FixRes network. We did fine-tune the network by
adjusting the probability parameter of CutMix. We show the results for the net-
work trained on DS-A and DS-B in Figures 4.1a and 4.1b, respectively. A CutMix
probability of 0.9 achieved the best accuracy on DS-A data set and a CutMix prob-
ability of 0.6 achieved the best accuracy on the DS-B data set. We see that DS-B
achieved an overall accuracy of 84.91% which is better than our hand curated data set
of 83.63%. This brings promise to utilization of autocrop to generate training data
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set for a CNN. It in fact highlights the essentialness of a well gathered data set for
a CNN because the same network and parameters were employed for both DS-B and
hand curated data sets. The only differences were the resolution and the “tightness”
of the crops for each the dwellings. A data set’s accuracy itself gives credence to the
researchers [24,29,30,31,32]who have spent years creating data sets to ensure networks
can better learn features for the task at hand.
4.3 Conclusion
Two different data sets are generated to prove the efficacy of autocrop. DS-A was made
up of one-to-one replacement of autocrop and hand curated images in both the train
and test set. DS-B was made up of mostly autocrop images in the training set while
the test set was only of hand curated images. ResNext-101-FixRes was trained using
the same parameters we established in Chapter 3 except, we only tuned the CutMix
strategy’s probability parameter. We found that DS-B achieved a higher accuracy of
84.91% which, is higher than the hand curated data set. Therefore, we established that
autocrop can be employed to generate a data set for a CNN.
Chapter 5
Conclusions and Future Work
Communities involved in disaster building resilience planning have to purchase im-
agery to assess various aspects of the buildings – which may include an estimation of
building age and seismic vulnerability of a building. Cities will only purchase images
of buildings that they need. The only way to determine which buildings to obtain
images for is if building inventories and their appropriate statuses are kept up to date.
Hence, not all potentially vulnerable buildings can be assessed. It is expensive to hire
professional services to acquire address specific imagery. If one wants to manually re-
trieve images from the Google Street View webpage, it is time-consuming, to say the
least. Our contribution in Chapter 2 can help with some of the inventory problems.
In addition, we show how one can automatically retrieve address specific dwelling im-
ages using Google Street View API. We achieved an average precision of 99.29%. This
meant that at more than 99% of the times the cropped image will consist the dwelling
belonging to its address. This precision was acquired by utilizing 3 separate types of
CNNs; scene classification, object detection, and semantic segmentation network. Our
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motivation was to ensure that a novice could use our contribution to generate data
sets for a CNN or a community can analyze the address specific dwelling images for
their own purpose. Therefore, we utilized networks and libraries that are kept up to
date and do not have compatibility issues. State of the art networks are often difficult
to use for even a seasoned user. We have open sourced our algorithm in Chapter 2 at:
https://github.com/Pro-and-Khan/building-bot.git.
In Chapter 2 we developed a unique method of eliminating false-positive results from
the object detection network. We name this NMS strategy as IoBA (Intersection over
small Box Area). Through an ablation study we concluded that a threshold of 0.9
achieved the best results in eliminating false-positive results. Hence, achieving an
average precision of 99.29%. However, we obtained an overall recall of 31.20% due
to uncontrollable nature of Google Street View imagery. Therefore, we proposed 2
approaches of increasing recall in Section 2.6. In the first approach, it is considered
that an occlusion bounding box be merged with the Region of Interest (ROI) building
bounding box. This is because, it may be desirable by some users of our application to
focus more towards the recall than the precision. The second proposed approach solely
focused on approximately a 100% recall. This can be accomplished if the ROI is the
only bounding box present in the image and we do not automatically crop the image
to the estimated ROI. Instead, we allow the users to have the freedom of choosing the
region they would like to crop or, visually focus on for other applications. However, we
note that this is not the preferred method for increasing recall as the ROI bounding
boxes can be ambiguous.
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Lastly, IoBA is proposed to be hard coded within an RPN or the over object detec-
tion pipeline. This is because all 2 stage object detection networks have an RPN,
or an equivalent network, with an NMS strategy to eliminate ambiguous proposals.
The conventional NMS strategy does not cover scenarios for which IoBA covers, and
vice-versa. By employing IoBA within the object detection pipeline will most likely
increase accuracy, speed up training, and seldomly require threshold tuning.
URMs are the most vulnerable to seismic activity and analyzing such buildings is no
easy task. Experts in the city of Seattle, Washington took 3 years to analyze and
classify just under 1700 potential seismically vulnerable buildings. In Chapter 3 we
show in detail how we trained ResNeXt-101-32x8d-FixRes to classify unfinished URM,
finished URM, and non-URM. We achieved an overall accuracy of 83.63%. More im-
portantly, we show that our network predicted each class equally. To arrive at this
accuracy we discovered and employed synergistic parameters; CutMix and AutoAug-
ment data regularization, Ranger optimization function, C-CEL loss function, and the
cosine annealing learning rate scheduler. We believe that this will help aid the struc-
tural engineers in carrying out assessments of such building types in a much faster
timeline, minutes verses years.
In Chapter 4 we test the efficacy of our automatically generated address specific build-
ing imagery. We generated 2 different data sets:
• DS-A, which contained an unequal mixture of hand curated and automatically
created images in both training and test set.
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• DS-B, which contained almost an equal mixture of hand curated and automati-
cally created images in the training set and only hand curated images were present
in the test set.
We trained ResNeXt-101-32x8d-FixRes on the same parameters as we employed in
Chapter 3 except, we only tuned the CutMix strategy’s probability parameter. We
found that DS-B achieved an accuracy of 84.91% which, is higher than the hand
curated data set we used in Chapter 3. This helps establish the significance of our
accomplishment in Chapter 2 for researchers in the Computer Vision field and for
communities that wish to analyze address specific building imagery.
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[59] M. Tomaževič, Earthquake-Resistant Design of Masonry Buildings. World Sci-
entific, 1999.
BIBLIOGRAPHY 99
[60] R. Reitherman and S. C. Perry, Unreinforced Masonry Buildings and
Earthquakes, FEMA P-774. FEMA, October 2009. [Online]. Available: https:
//www.fema.gov/media-library-data/20130726-1728-25045-2959/femap774.pdf
[61] D. Brechwald, C. Kroll, L. Lowe, and W. Goodfriend, “Housing and Community
Risk Multiple Hazard Risk Assessment.”
[62] “Unreinforced Masonry Building List | The City of Portland, Oregon,”
Jul 2020, [Online; accessed 25. Jul. 2020]. [Online]. Available: https:
//www.portlandoregon.gov/bds/70767
[63] A. Kumar and J. P. Singh, “Location Reference Identification from Tweets Dur-
ing Emergencies: A Deep Learning Approach,” International journal of disaster
risk reduction, vol. 33, pp. 365–375, 2019.
[64] J. Ghurye, G. Krings, and V. Frias-Martinez, “A Framework to Model Human
Behavior at Large Scale during Natural Disasters,” in 2016 17th IEEE Interna-
tional Conference on Mobile Data Management (MDM), vol. 1, 2016, pp. 18–27.
[65] T. G. Mondal, M. R. Jahanshahi, R.-T. Wu, and Z. Y. Wu, “Deep Learning-Based
Multi-Class Damage Detection For Autonomous Post-Disaster Reconnaissance,”
Structural Control and Health Monitoring, vol. 27, no. 4, Apr 2020.
[66] T. Kim, J. Song, and O.-S. Kwon, “Pre- and Post-Earthquake Regional Loss As-
sessment Using Deep Learning,” Earthquake Engineering & Structural Dynamics,
vol. 49, no. 7, pp. 657–678, Jun 2020.
[67] S. Ghaffarian, N. Kerle, E. Pasolli, and J. Jokar Arsanjani, “Post-Disaster Build-
ing Database Updating Using Automated Deep Learning: An Integration of Pre-
BIBLIOGRAPHY 100
Disaster OpenStreetMap and Multi-Temporal Satellite Data,” Remote Sensing,
vol. 11, no. 20, pp. 24–27, Jan 2019.
[68] M. A. Nabian and H. Meidani, “Deep Learning for Accelerated Seismic Reliability
Analysis of Transportation Networks,” Computer-Aided Civil and Infrastructure
Engineering, vol. 33, no. 6, pp. 443–458, Jun 2018.
[69] V. Verma, R. Kumar, and S. Hsu, “3D Building Detection and Modeling from
Aerial LIDAR Data,” in 2006 IEEE Computer Society Conference on Computer
Vision and Pattern Recognition (CVPR’06), vol. 2, 2006, pp. 2213–2220.
[70] Z. Li, J. D. Wegner, and A. Lucchi, “Topological Map Extraction From Over-
head Images,” in 2019 IEEE/CVF International Conference on Computer Vision
(ICCV), 2019, pp. 1715–1724.
[71] D. Gonzalez, D. Rueda-Plata, A. B. Acevedo, J. C. Duque, R. Ramos-Pollán,
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