Abstract. This course gives an elementary introduction to the phase-field method and to its applications for the modeling of crystal growth. Two different interpretations of the phase-field variable are given and discussed. It can be seen as a physical order parameter that characterizes a phase transition, or as a smoothed indicator function that tracks domain boundaries. Elementary phase-field models for solidification and epitaxial growth are presented and are applied to the dendritic growth of a pure substance and the step-flow growth on a vicinal surface.
INTRODUCTION
The phase-field method had become during the last few decades a versatile and popular tool for numerical simulations of crystal growth and, more generally, for a multitude of moving boundary problems. Its main strong point is its algorithmic simplicity: the mathematical model amounts to a set of coupled differential equations that can be simulated using standard numerical techniques. Nevertheless, this method can easily deal with complex timedependent geometries due to the representation of interfaces and boundaries by continuous fields, the so-called phase fields. They are almost constant within the domains occupied by different phases, and vary rapidly through well-localized but diffuse interfaces. Therefore, the phase-field model is a member of the larger family of diffuseinterface models. The history of such models can be traced back to van der Waals' treatment of the liquid-vapor interface [1] and Gibbs' work on the thermodynamics of diffuse interfaces [2] . In modern times, the steady increase in computational resources has led to the rapid development of more and more complicated models in such diverse fields as hydrodynamics [3] , solidification [4, 5, 6, 7, 8] , or solid-state phase transformations [9, 10] .
In the field of crystal growth, phase-field simulations have been mainly applied to two processes: solidification (an area that was instrumental for the development of the method, and in which the name "phase field" was actually coined) and epitaxial growth. On both topics, extensive recent reviews are available [4, 5, 6, 7, 8] , and for solidification a relatively detailed pedagogical text can be found in Ref. [11] . The present short course is limited to an elementary introduction to the principles of the method and to some selected applications, and thus is not intended to give a complete picture of the field. Where appropriate, suggestions for further reading will be indicated.
The remainder of this article is organized as follows. In the next section, I will discuss two different ways of how to define the phase field, and how they can be advantageously combined to build simple but efficient models. Then, some applications of the model to solidification and to epitaxial growth will be described, followed by a brief conclusion.
WHAT IS THE PHASE FIELD ?
There are two complimentary ways to define the phase field. In the first, a coarse-graining procedure of a microscopic model leads to a continuum description on a larger length scale, whereas in the second, the smoothing of singularities leads to the appearance of a smaller length scale. Let us now examine each of these definitions in more details.
For a conceptual understanding of coarse-graining, it is useful to consider a simple two-phase system, for instance a fog, in which many small water droplets coexist with air that is saturated with water vapor. Furthermore, consider a simple averaged quantity such as the number density of water molecules. Its behavior depends on the scale on which the system is seen. More precisely, suppose that space is divided in an array of little cubes, and define the local number density as the number of water molecules present in a cube, divided by the volume of the cube. Here, the position of a molecule is defined by the position of its center of gravity, and a molecule is considered to be localized "in" a cube if its center of gravity is. If the cubes are of molecular size, they will contain zero or one molecule. In a water droplet, the probability to find one molecule in a cube is high, whereas in the vapor phase, the probability to find zero molecules is high. In both cases, the density changes rapidly with time for each cube by sudden jumps form zero to one molecule or back, which makes the density so defined quite useless for computations. For slightly larger cubes, there can be several molecules in a cube, and elementary statistical physics yields that for a cube occupied on average by N molecules, typical fluctuations are of the order N . Thus, the relative magnitude of the fluctuations decreases as the cube size increases. The idea of coarse-graining is to write, instead of the original microscopic equations of motion, an equation for the average density in each cube.
Of course, the evolution of the local average density depends also on other averaged quantities, such as energy, momentum, and entropy. For simplicity, let us assume that displacement of mass takes place by diffusion only, in which case the momentum equation can be discarded. If the size of the cubes is larger than the typical range of molecular interactions, the evolution of the density in one cube can only depend on the averaged quantities in the neighboring cubes. The resulting equations are universal and can be naturally derived form a free energy functional of Ginzburg-Landau type, which consists of a double-well potential and a gradient term. For a recent explicit calculation starting from a simple lattice-gas model, see [12] . An explicit example of a free energy functional will be given below. For now, let us just insist on two points: (i) all the coefficients of the free-energy functional depend a priori on the choice of the cube size, and (ii) obviously there is an upper cutoff on the allowed cube sizes. Indeed, in the above example of a fog, the interfaces between the water droplets and the vapor have a certain characteristic thickness (of the order of one nanometer). When the cube size becomes larger than this thickness, then the material inside the cube is no longer homogeneous, and the concept of a local average density has lost its meaning since the local value of the density will depend on which fraction of the cube is occupied by the water. The scale on which a system can be considered homogeneous is set by the correlation length, which can be much larger than the range of the molecular interactions when the system is close to a critical point.
Let us now take the opposite, macroscopic viewpoint. In this picture, interfaces are sharp surfaces (without a proper thickness), and the geometry of the two-phase system is described by the location of all the interfaces. The density now exhibits a jump from the inside to the outside of a droplet, and is mathematically described by a step function. Its evolution is governed by macroscopic laws which relate fluxes of extensive quantities (such as mass) to thermodynamic forces. A particular role is played by the surface tension, which gives rise to surface forces. For instance, consider a spherical droplet of radius R immersed in a vapor of fixed pressure. Laplace's law states that the pressure inside the droplet is higher than outside by an amount 2γ/R, where γ is the surface tension. This is due to the compressive force which results from the surface tension, and which is localized at the interface. In mathematical terms, such a force is described by a Dirac delta function located at the surface, that is, the force density is infinite but acts on an infinitely fine surface, such that the total force (when integrated through the surface) remains finite.
This sharp-interface formulation can be perfectly used (and has been used) to perform numerical simulations. However, the handling of the interfaces (which must be discretized in some way) is cumbersome. An obvious idea to make this formulation more amenable to numerical treatment is to smooth out the singularities, that is, to replace step functions and surface delta functions by continuous profiles that have the shape of a smooth kink and a smooth peak, respectively. In this picture, the phase field is just the regularized step (or indicator) function. This regularization of singularities is a mathematically well-defined procedure, which introduces a new length scale into the problem, namely, the typical thickness W of the kink solution. Quite naturally, the resulting regularized problem will behave differently from the original singular problem, but the diffrerences disappear in the so-called sharpinterface limit, in which the thickness of the interface tends to zero while all the macroscopic scales remain fixed. A somewhat more sophisticated use of this procedure is the so-called thin-interface limit, in which the first-order corrections to the macroscopic problem are calculated and taken into account when choosing the parameters of the phase-field model. In that case, the first corrections to the sharp-interface problem scale as W 2 , such that large values of W can be used. Such models have been termed quantitative in the literature [13, 14, 15] . Obviously, an upper limit for W is set by the other macroscopic scales present in problem. In the example given above, W must remain much smaller (in practice, about one order of magnitude) than the droplet size for the smoothened version of the problem to remain a correct description of the macroscopic geometry.
It is clear that, in the second approach, it is not necessary to start from a free energy functional. If the original sharp-interface equations are thermodynamically consistent, and the smoothing procedure is carried out correctly, the resulting phase-field model will faithfully reproduce the macroscopic dynamics. Indeed, an example for such a procedure is the phase-field model for Hele-Shaw flow developed in Ref. [16] , which cannot be derived from a free energy functional but correctly describes the emergence of viscous fingers [17] . Thus, a free energy functional is not a necessary ingredient of a phase-field model. Nevertheless, models based on a free energy functionals remain the best starting point for the development of phase-field models, because they provide an immediate intuition about the model behavior, and because they permit to formulate models for new physical phenomena in a simple and straightforward way. However, it is important to stress that such models cannot be used for quantitative numerical simulations before a proper analysis of thin-interface effects has been carried out.
SOLIDIFICATION
Consider the solidification of a pure substance from its melt. In the following, we wish to describe the equiaxed dendritic growth of a single crystal from a homogeneously undercooled melt [18, 19] . The difference in density between solid and liquid, generally small, is neglected, such that the growth of the crystal is limited only by the transport of heat. Furthermore, convection is neglected, such that the model consists of only two coupled equations: a diffusion equation for the heat, and the evolution equation for the phase field. The latter can be obtained from the free energy functional
where φ is the phase field, T the local temperature, T m the melting temperature, L the latent heat of melting, and K and H are constants. Note that the interfacial anisotropy that is necessary to create dendrite arms has been neglected for simplicity; it will be discussed later on. The function
is a double-well potential with minima for φ =1 (solid) and φ =-1 (liquid), and g(φ) is an interpolation function. Equation (1) has the typical form of a GinzburgLandau functional. The last two terms can be obtained by an expansion of the free energy density f(φ,Τ) of a homogeneous system around the melting point,
and by then rewriting the two terms of equation (2) . At the melting point, the free energies of solid and liquid are the same, but the two phases are separated by a free energy barrier. Phenomenologically, this is captured by the doublewell potential. Furthermore, the derivative of the free energy density is the negative of the entropy density, and the difference of entropy densities between the two phases, ∆s, is related to the latent heat of melting by L=T m ∆s; taking into account that the difference between the two equilibrium values of the phase field is 2, equation (1) is obtained under the assumption that the interpolation function g(φ) satisfies g(1)=1 and g(-1)=-1.
Up to now, everything could have been obtained from a coarse-graining approach. Then, the phase field is the order parameter of the solid-liquid transition (for instance, a bond-angle order parameter as used in the interpretations of molecular dynamics simulations), and the coefficients K and H as well as the interpolation function g can be obtained from mean-field approximations. However, the resulting model would not be very useful for simulations. Indeed, the typical width of a solid-liquid interface is a few Angstroms, whereas a typical dendrite tip radius in of the order of microns, and the heat diffusion field surrounding the crystal is even much larger. In this situation, it is much more useful to switch to the view of the phase field as the smoothing of a macroscopic free boundary problem, and to choose appropriate values for the coefficients and functions.
To this end, a brief dimensional analysis is useful. Since F has the dimension of energy and the integral is over the volume, the coefficients K and H have units of energy/length and energy/volume, respectively. Thus, we can form two new quantities,
with dimensions length and energy/surface, respectively. The first of these two is the typical thickness of the interface, and the second is the surface tension, where I is a numerical constant of order unity that depends on the choice of the double-well potential. Therefore, it is quite clear how to use this model in a phenomenological way: since the capillary effect is a necessary physical ingredient, the value of γ needs to be correctly reproduced. In contrast, the interface thickness does not enter the problem in the macroscopic viewpoint, and can therefore be fixed at will. This can be achieved by choosing appropriate values for K and H.
Obviously, the above reasoning concerns only the equilibrium properties of the interfaces. A much more subtle question is how to achieve the correct interface kinetics. The complete answer can only be given by an asymptotic analysis of the dynamic model, which is out of the scope of the present contribution; details can be found in Ref. [13] , and only the most important results will be stated here. To this end, let us non-dimensionalize the free energy functional and the temperature. The only non-trivial temperature scale present in the free solidification problem is the adiabatic temperature, L/c, where c is the specific heat (supposed to be identical for the two phases). The dimensionless temperature is then given by
The free energy functional of equation (1) is divided by the constant H in order to obtain a dimensionless integrand, (3). Note that, in this notation, it can be explicitly seen that the third term of the functional, which represents the thermodynamic driving force for interface motion, is proportional to the ratio W/d 0 . The equation of motion for the phase field is then given by a functional derivative,
where τ is a relaxation time, to be determined below, and the primes denote derivation of the functions f dw and g with respect to φ. For a homogeneous solid or liquid, the values of φ =1 and φ =-1, respectively, should be solutions of this equation, regardless of the temperature. This imposes that ( ) 0 1 = ± ′ g . It should be noted that, at this point, the interpretation of φ as an order parameter has to be abandoned. Indeed, any physical quantity (a bond-angle order parameter, for instance) will in general depend on the temperature. The advantage to choose φ as a smoothed indicator function becomes apparent when the equation for the temperature is written down. For the simplest case of equal thermal diffusivities D and in the two phases (symmetric model), it reads
where h(φ) is a function that satisfies h(1)=1 and h(-1)=-1. Since the phase field is almost constant outside of the interfaces, the source term on the right hand side is non-negligible only in the diffuse interfaces where the phase change takes place, and thus the function h simply describes the release or consumption of latent heat. For the choice h(φ)=g(φ) the model is variational, that is, equations (6) and (7) can both be obtained from a single free energy functional [13] . However, for computational purposes, it is more advantageous to choose two different functions. In the following, we will specialize f dw , g and h to be 
For these choices, the equations of the model become
where the dimensionless constant λ=(15/16)IW/d 0 . It can be shown by asymptotic analysis [13] that, in the thininterface limit, this phase-field model is equivalent to the macroscopic free boundary problem
Here, the interface is sharp, n is the local unit normal vector to the surface pointing into the liquid, and v n and κ denote the normal velocity and the curvature of the interface, respectively. Equation (11) is the Stefan condition, which relates the velocity of the interface to the difference in the heat currents between the solid and liquid side of the interface, and equation (12) is the generalized Gibbs-Thomson equation that gives the temperature at the interface as a function of the interface curvature and velocity. In this equation, d 0 is the capillary length defined above, and β is the linear kinetic coefficient (proportional to the inverse of the interface mobility). These macroscopic quantities are related to the parameters of the phase-field model by
where a 1 and a 2 are constants of order unity that only depend on the choice of the various interpolation functions, and that are equal to 8 / 2 5 1 = a and 6267 . 0 2 = a for the choices made here [13] . These formulae can be used to fix the only undetermined parameter that is left in the model, the relaxation time τ of the phase field.
It is worth while to comment on the use of this phase-field model. The macroscopic model contains two interfacial parameters: the capillary length and the kinetic coefficient, which are fixed constants for a given material. Phase-field modelling can be performed with an arbitrary interface thickness W, provided that the parameters λ and τ are chosen according to equations (13) and (14), as long as the constraints for the validity of the asymptotic analysis are respected, that is, as long as the interface thickness is small enough. When the same simulation is repeated with different values of W, the results depend only quadratically on W, which means that a good approximation for the sharp-interface result can be obtained even with quite large interface thickness [13, 14, 15] .
For the simulation of dendrites, interfacial anisotropy needs to be provided. Both the surface free energy and the interface mobility can depend on the orientation of the interface with respect to the crystallographic axes. These effects are incorporated by making W and τ depend on the local surface normal, as detailed in Ref. [13] . With the additional help of multi-scale algorithms for the resolution of the diffusion equation, it is then possible to simulate dendritic growth in three dimensions, both at low [20, 21, 22] and high [23] undercoolings. As an example, Fig. 1 shows a Nickel dendrite and the curve of growth velocity versus undercooling obtained from experiments and simulations. It should be mentioned that the kinetic parameters of the interface (absolute value and anisotropy of β) cannot be determined experimentally, and have been calculated by molecular dynamics simulations. Phase-field modeling of solidification is of course not limited to pure substances. Various models for alloy solidification, including alloys with multiple phases and components, have been developed [14, 15, 24, 25, 26, 27, 28] . Not all of the models have the same degree of precision as the model outlined above. The key to a precise mapping between macroscopic and model parameters is the completion of the asymptotic analysis. One of the active areas of research in phase-field modeling is to extend this analysis to models with ever increasing complexity (for a concise recent review, see [29] and references therein), which sometimes leads to long analytic calculations. An important remark is that, in view of the complexity of the models, an analytic calculation without numerical tests can miss some important effects. Therefore, if quantitative simulation results are desired, only those models should be used for which extensive benchmarking has been carried out, either by comparison of numerical results with some known analytic solutions, or by a convergence study of the model with decreasing interface thickness.
EPITAXIAL GROWTH
A second application of the phase-field method in crystal growth is the modeling of step-flow dynamics during the epitaxial growth of terraced (vicinal) surfaces from vapor or solution. Contrary to solid-liquid interfaces, which are atomically rough, with atoms or molecules frequently hopping from one phase to the other, such surfaces are atomically smooth and consist of large terraces where a filled close-packed crystal plane is in contact with the vacuum (or the solution). These terraces are separated by well-localized steps which have a height of once the unit cell of the crystal. The incorporation of new atoms occurs predominantly at the steps. On an atomistic scale, such surfaces are conveniently described by the classic 'terrace-step-kink' picture. On the continuum scale, the starting point is the Burton-Cabrera-Frank (BCF) model [30] which describes the steps as smooth lines. Crystal growth is decomposed into two stages: adsorption of atoms onto the crystal surface (they become 'adatoms'), followed by diffusion along the surface and the incorporation of adatoms at the steps. As a consequence, the step motion is determined by the dynamics of the adatom concentration. This picture is valid as long as the concentration of kinks at the step edges is sufficiently high, that is, the steps themselves are rough.
The BCF free boundary problem for molecular beam epitaxy (MBE) is very similar to the one for solidification given by equations ( 10)- (12) and reads
( )
Here,
is a dimensionless adatom concentration field, where Ω is the surface occupied by one atom in the close-packed crystal plane, c is the adatom concentration and c eq its equilibrium value on a terrace next to a straight step. Equation (15) , valid on each terrace, describes adatom diffusion, the deposition of new adatoms with a homogeneous rate F from the vapor, and desorption of adatoms back into the vapor with a characteristic desorption time τ s . Equation (16) is the Stefan condition for step flow, which states that the velocity of a step is proportional to the fluxes of adatoms that arrive from the lower (+) and upper (-) terrace; the unit normal vector points into the lower terrace. Finally, equation (17) is the boundary condition for the adatom concentrations at the interface. Here,
γ Ω = (with γ the step free energy and k B Boltzmann's constant) is the capillary length, and κ is the step curvature; k is the kinetic rate constant associated with incorporation of adatoms. Note that, in this model, the adatom concentrations at the interface on the upper and lower terraces are identical. This corresponds to the socalled transparent step model, in which steps do not represent any barrier for adatom diffusion.
In view of these similarities, it is quite obvious how the phase-field model developed above can be adapted for this problem. Instead of an interface between two phases, steps between an arbitrary number of terraces must be followed. Therefore, the double-well potential must be replaced by a multi-well potential, where each minimum corresponds to a terrace. The phase field is then simply proportional to the surface height. A tilt of this multi-well potential as a function of the value of u then favors growth or dissolution in response to a local super-or undersaturation. The equations of a simple phase-field model that has these properties are given by [31] ( ) ( ) ( ) πφ λ πφ φ φ τ cos 1 sin
which generates terraces for odd integer values of φ (|φ|=1,3,5, …). The relation between the macroscopic parameters d 0 and k and the model parameters is given by the analog of equations (13) and (14), with different values for the constants a 1 and a 2 that can be found in Ref. [31] . (18) and (19) corresponding to a linear step train. Left: the desorption length is smaller than the terrace size, the dynamics of steps is local. Right: the desorption length is larger than the terrace size, the dynamics of the steps is nonlocal since neighboring steps are coupled.
As an illustration for how this model can be used to understand the evolution of stepped surfaces, Figure 2 shows two examples of one-dimensional simulations of equations (18) and (19) . A series of terraces is generated as an initial condition, and only a small part of the step train is shown. The behavior of the system depends on the ratio of the terrace size l and the characteristic desorption length
(it should be noted that for well-converged simulations the interface thickness W must be much smaller than the desorption length). If the desorption length is smaller than the terrace size, the adatom concentration in the center of the terraces is determined by the equilibrium between the incoming flux and desorption. This means that the concentration gradients which drive the growth of a step are localized in the neighborhood of the step, such that there is no interaction between the steps (figure 2, left graph). In contrast, if the desorption length is larger than the terrace size, the gradients around one step are determined by the distance and shape of the next step (the maximum concentration in the center of the terrace is given by Fl 2 /D), and the motion of neighboring steps gets strongly coupled (figure 2, right graph). It is in this latter regime that the phase-field approach is the most useful, since it makes it possible to simulate steps in arbitrary geometry. For instance, spiral surface growth has been investigated in Ref. [31] .
Since its development, this model has been extended and applied to various situations, see Ref. [7] for examples. In particular, as already mentioned, the above model does not incorporate barriers at the steps (for instance, the Ehrlich-Schwoebel effect). A model that includes such barriers needs to allow for different adatom concentrations on the two sides of a step, which was achieved by a model that uses two separate concentration fields (one for each terrace) at each step [32] .
CONCLUSIONS
The above examples show that the phase-field method is capable of simulating complex phenomena with simple equations. The models presented above are only some of the simplest possible examples for phase-field models and are therefore only a pedagogical starting point for a more detailed study of the subject. Many more examples can be found in recent reviews of the phase-field method [3] [4] [5] [6] [7] [8] [9] [10] . The development of new and even more complex models is an active area of research. A major challenge is to develop models for complex growth processes, in which the dynamics of interfaces are driven by more than one physical phenomenon. Examples include the coupling of solidification, fluid flow, and elastic effects in the growth of materials, electromigration of voids and islands, electrochemical growth and the growth of multicomponent systems. The versatility and flexibility of the phase-field method will certainly lead to rapid progress on these and many other problems.
