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Fuzzy Or Neural, Type-1 Or Type-2 – When
Each Is Better: First-Approximation Analysis
Vladik Kreinovich and Olga Kosheleva

Abstract In many practical situations, we need to determine the dependence between
different quantities based on the empirical data. Several methods exist for solving
this problem, including neural techniques and different versions of fuzzy techniques:
type-1, type-2, etc. In some cases, some of these techniques work better, in other
cases, other methods work better. Usually, practitioners try several techniques and
select the one that works best for their problem. This trying often requires a lot of
efforts. It would be more efficient if we could have a priori recommendations about
which technique is better. In this paper, we use the first-approximation model of this
situation to provide such a recommendation.

1 Formulation of the Problem
Need for data processing. In many practical situations, we are interested in a
quantity 𝑦 which is difficult – or even impossible – to measure directly. For example,
we may be interested in the distance to a faraway star, in the amount of oil in a
given well, in tomorrow’s temperature, etc. Since we cannot directly measure this
quantity, a natural idea is to measure it indirectly – i.e., to measure the values of
easier-to-measure related quantities 𝑥1 , . . . , 𝑥 𝑛 , and then provide the best estimate for
𝑦 based on the results e
𝑥𝑖 of these measurements. For this purpose, we need to know
the dependence 𝑦 = 𝑓 (𝑥1 , . . . , 𝑥 𝑛 ) between the desired quantity 𝑦 and the auxiliary
easier-to-measure quantities 𝑥𝑖 .
The resulting computation of the estimate e
𝑦 = 𝑓 (e
𝑥1 , . . . , e
𝑥 𝑛 ) based on the measurement results e
𝑥 𝑖 is what is usually called data processing.
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Sometimes, the dependence is known, but not always. In some practical situations.
we know the desired dependence 𝑦 = 𝑓 (𝑥1 , . . . , 𝑥 𝑛 ) – at least approximately, with
reasonable accuracy.
For example, to estimate the distance to a faraway star, we can measure the
direction to this star in two different seasons, when the Earth is at two opposite sides
of the Sun. In this case, the distance can be obtained by using known trigonometric
formulas. Similarly, we know the equations that describe the atmosphere’s dynamics.
However, in many other situation, we do not know the dependence – or we know
the approximate dependence, but this approximate dependence is too very accurate.
For example, no accurate formula is known for predicting future changes in the
country’s economy.
Need for – generally understood – machine learning. In situations when we do
not know the desired dependence, we need to determine this dependence from the
experimental data. In other words, we collect situations 𝑘 in which we know the values
𝑦 (𝑘) and 𝑥𝑖(𝑘) of both 𝑦 and 𝑥𝑖 , and we want to find the dependence 𝑦 = 𝑓 (𝑥1 , . . . , 𝑥 𝑛)
that fits all these data, i.e., for which, for all 𝑘, we have 𝑦 (𝑘) ≈ 𝑓 𝑥1(𝑘) , . . . , 𝑥 𝑛(𝑘) .
The determination of the dependence from the available data is known as machine
learning; see, e.g., [3].
Often, in addition to the values 𝑦 (𝑘) and 𝑥𝑖(𝑘) , we have some information about
the dependence 𝑦 = 𝑓 (𝑥 1 , . . . , 𝑥 𝑛 ). For example, often we know that the desired
dependence is linear or quadratic – or belongs to a known few-parametric class of
dependencies. Often, we know some imprecise (“fuzzy") rules that describe this
dependence, e.g., that if 𝑥1 is low and 𝑥 2 is high, then 𝑦 is medium.
Many techniques are used to solve this problem. Many different techniques are
used to solve this “machine learning” problem of determining the dependence from
the experimental data.
In many situations, neural network techniques work the best – especially techniques of deep learning; see, e.g., [5]. In other situations, better results are obtained
if we use fuzzy techniques (see, e.g., [2, 6, 7, 9, 10, 13]) – i.e., when we first
use fuzzy techniques to translate the imprecise of-then rules into a precise firstapproximation dependence, and then adjust the parameters of this dependence so
as to fit the available data. There are many version of fuzzy techniques: we can
use the traditional fuzzy techniques, we can use intuitionistic fuzzy techniques (see,
e.g., [1]), we can use type-2 fuzzy approach [7], etc. There are many other machine
learning techniques; see, e.g., [3].
For each of these techniques:
• sometimes, this technique works well – and its results are better than others, while
• in other situations, this techniques is not working as well.
Remaining challenge. At present, it is not clear a priori which of the techniques
will work better. Practitioners usually try different techniques – and then use the
technique that works the best for a given situation. This trying of several different
techniques takes a lot of efforts.
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It is therefore desirable to be able to decide when each of the available techniques
is better – and thus, in effect, come up with a new combined methodology that would
enable us to utilize the best features of each technique without the need to try them
all.
What we do in this paper. In this paper, on the example of fuzzy-neural dichotomy,
we show how such a combination can be attained.

2 Analysis of the Problem
Neural and fuzzy machine learning: what is the main difference? What is the
main difference between neural and fuzzy approaches? In both cases, we adjust the
parameters of the model to fit all the data:
• in a neural network, we adjust the parameters of all the neurons,
• in the fuzzy case, we adjust the parameters of the membership functions (and,
sometimes, the parameters of the corresponding “and”- and “or”-operations, also
known as t-norms and t-conorms).
We often even use the same techniques for this adjustment: e.g., gradient descent.
So what is the main different between these two techniques?
The main difference is that:
• In the neural network, a change in each parameter of each neuron, in principle,
affects all possible values of the resulting function 𝑓 (𝑥 1 , . . . , 𝑥 𝑛 ). In this sense,
all these parameters are global.
• In contrast, in fuzzy techniques, a change in a membership function – e.g., in
a membership function describing when 𝑥 1 is small – only affects the values
𝑓 (𝑥1 , . . . , 𝑥 𝑛 ) corresponding to small 𝑥 1 . In this sense, all these parameters are
local.
What is the main difference between type-1, type-2, etc.? From this general viewpoint, what is the main difference between different versions of fuzzy techniques? For
example, if we use triangular membership functions – and not necessarily symmetric
ones – then we need 3 parameters to describe each function:
• the value 𝑣0− at which the membership function starts increasing,
• the value 𝑣1 at which the membership function reaches its largest value 1, and
• the value 𝑣0+ at which the membership function reaches the value 0 and stops
decreasing.
If we use symmetric membership functions, we only need two parameters to describe
each membership function, since in this case,
𝑣1 =

𝑣0− + 𝑣0+
.
2
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If we use trapezoid membership functions, in the general case, we need four
parameters:
•
•
•
•

the value 𝑣0− at which the membership function starts increasing,
the value 𝑣1− at which the membership function first reaches its largest value 1,
the value 𝑣1+ at which the membership function starts decreasing, and
the value 𝑣0+ at which the membership function reaches the value 0 and stops
decreasing.

For symmetric trapezoid functions, we only need three parameters.
i
h
In the case of interval-values membership functions 𝜇(𝑥), 𝜇(𝑥) , we need,
in effect, to describe two different membership functions 𝜇(𝑥) are 𝜇(𝑥) and thus,
we need twice as many parameters. For example, if we use symmetric trapezoid
membership functions, we need 2 · 3 = 6 parameters to describe each membership
function.
From this viewpoint, the main difference between different fuzzy representations
is in how many parameters we use to describe the local behavior of the desired
function in the corresponding region.
Now, we are ready to reformulate the above challenge in precise mathematical
terms. In view of the above analysis, in order to select a proper technique, we need
to decide:
• first, whether it is better to describe the dependence globally (as, e.g., in the neural
network approach) or to divide it into regions (as in fuzzy approach) and have a
separate description in each region;
• second, if it is more efficient to divide into regions, what is the best size of a
region, and how many parameters should we use to describe the dependence in
each region.
Let us describe thus reformulated problem in precise terms.

3 First-Approximation Model and the Resulting
Recommendation
Simplifying assumption. For simplicity, let us consider a 1-D version of the problem,
when we want to find a good approximation to an unknown function of one variable
𝑦 = 𝑓 (𝑥).
How many parameters can we use? Of course, the more parameters we use, the
more accurately we can represent a function. However, the more parameters we use,
the more time it will take to process the data, the more space will be needed to store
all these parameters. So, in practice, there is a limit 𝑁 to how many parameters we
can use.
From this viewpoint, the question is: what is the best approximation that we can
attain for the given number of parameters?
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Gauging approximation accuracy. Most real-life dependencies are smooth, even
analytical; see, e.g., [4, 12]. Such functions can be expanded in Taylor series
𝑓 (𝑥) = 𝑎 0 + 𝑎 1 · (𝑥 − 𝑥 0 ) + 𝑎 2 · (𝑥 − 𝑥0 ) 2 + . . . ,
and a natural way to approximate such a function is to use the first few terms in its
Taylor series, i.e., to use the approximation
𝑓 (𝑥) ≈ 𝑎 0 + 𝑎 1 · (𝑥 − 𝑥0 ) + 𝑎 2 · (𝑥 − 𝑥 0 ) 2 + . . . + 𝑎 𝑝−1 · (𝑥 − 𝑥0 ) 𝑝−1 .

(1)

This is a standard way to approximate real-life dependencies in physics (see, e.g.,
[4, 12]), this is how computers compute functions like exp(𝑥), sin(𝑥), etc.
This approximation means that we ignore the following terms in the Taylor series.
The largest of these terms is the term proportional to (𝑥 − 𝑥0 ) 𝑝 . If we divide the
whole interval of possible values of 𝑥 – whose size we will denote by 𝐼 – into regions
of smaller size 𝑠, then this ignored term has the size 𝑠 𝑝 .
The expression 𝑠 𝑝 thus describes the size of the approximation error.
Resulting optimization problem. Once we select the degree of the approximating
polynomial – i.e., the value 𝑝 – we will know that to describe the dependence on
each subregion, we need 𝑝 parameters.
Overall, we have 𝑁 parameters. Thus, we can have 𝑁/𝑝 subregions.
The size 𝑠 of each subregion can be obtained if we divide the size 𝐼 of the whole
interval by the number 𝑁/𝑝 of the subregions. Thus, this size is equal to
𝑠=

𝑝·𝐼
𝐼
=
.
𝑁/𝑝
𝑁

So, the resulting approximation error is equal to

𝑝
𝑝·𝐼
𝑠𝑝 =
.
𝑁

(2)

The values 𝐼 and 𝑁 are given, the only parameter that we can control is 𝑝. Thus,
we must select the value 𝑝 for which the approximation error (2) attains the smallest
possible value.
Solving the resulting optimization problem. The function ln(𝑥) is strictly increasing. Thus, minimizing the expression (2) is equivalent to minimizing its logarithm

 
𝐼
𝑝
.
(3)
ln(𝑠 ) = 𝑝 · ln( 𝑝) + ln
𝑁
Differentiating this expression by 𝑝 and equating the derivative to 0, we conclude
that
 
𝐼
+ 1 = 0.
ln( 𝑝) + ln
𝑁
By applying exp(𝑥) to both sides of this equality, we conclude that
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𝑝·

𝐼
· 𝑒 = 1,
𝑁

hence
𝑁
.
𝐼·𝑒
In this case, the optimal size of the subregion is equal to
𝑝=

𝑠=

𝑝·𝐼 1
= .
𝑁
𝑒

(4)

(5)

So, we can make the following conclusions.
First conclusion: local or global? The optimal size of the region does not depend
on the desired accuracy:
• if this size is sufficiently small – smaller than 1/𝑒 in some natural units – then it
is better to use global techniques like neural networks;
• if this size is larger, then it is better to use local techniques like fuzzy.
In other words, in qualitative terms:
• if the inputs vary a lot, then local (e.g., fuzzy) techniques are better;
• on the other hand, if the inputs do not deviate much, global (e.g., neural) techniques
are better.
Second conclusion: how to reach better accuracy? Suppose that we have a local
model – e.g., a fuzzy model with a fixed number of triangular membership functions.
This model provides some accuracy. What should we do if we want higher accuracy?
Of course, for this purpose, we will need to use more parameters. In general, these
parameters can be allocated differently:
• we can divide the original interval into a larger number of subintervals – i.e., use
a larger number of membership functions,
• or we can keep the same number of subintervals, but provide a more sophisticated
description of the function on each subinterval, description that requires more
parameters – e.g., use type-2 fuzzy, or use a more general class of membership
functions.
Our analysis shows that the second idea leads to better results. If we had 3 or
5 membership functions before, we should continue to use the same number of
membership functions – but make these functions more sophisticated.
Comment. Our result may explain why we humans always divide all objects into
7 ± 2 classes – i.e., in effect, use a subdivision into a fixed number of subregions;
see, e.g., [8, 11].
Thus, we provide a natural explanation of this feature of human data processing.
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4 Future Work
What we have analyzed is the first approximation, an approximation in which:
• we did not take into account specific features of each application area, and
• we only took into account number of regions and number of parameters.
Additional analysis is needed:
• Additional analysis is needed to decide between different local techniques with
the same number of parameters: e.g., should we go to type-2 or should we use
more sophisticated membership functions.
• Additional analysis is also needed to decide which of “global” machine learning
techniques would work better in a given situation.
We hope that this simple paper will inspire researchers to extend our results and to
solve remaining challenges.
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