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MOTIVES OF HYPERSURFACES OF VERY SMALL
DEGREE
ANDRE CHATZISTAMATIOU
Abstract. We study the Chow motive (with rational coefficients)
of a hypersurface X in the projective space by using the variety
F (X) of l-dimensional planes contained in X . If the degree of X
is sufficiently small we show that the primitive part of the motive
of X is the tensor product of a direct summand in the motive of
a suitable complete intersection in F (X) and the l-th twist Q(−l)
of the Lefschetz motive.
Introduction
Let X be a smooth hypersurface of degree d in the projective space
Pnk over a field k. In this paper we study the Chow motive (with rational
coefficients) of X provided that d is sufficiently small.
Roitman has shown that the Chow group of zero-dimensional cycles
of degree 0 is a torsion group if d ≤ n [R]. For higher dimensional
cycles it is known [ELV, Theorem 4.6] that the Chow groups satisfy
CHl′(X)⊗Q = CHl′(P
n)⊗Q = Q for 0 ≤ l′ ≤ l − 1
if n ≥
(
d+l−1
l
)
and d ≥ 3. The identity also holds if X is covered
by l-dimensional planes [V, Theorem 9.28], or more generally if X
is a hyperplane section of a hypersurface Y which is covered by l-
dimensional planes [O].
Results on triviality of Chow groups give rise to a decomposition of
the motive X¯ associated with X . In our case, we get
X¯ ∼= MD ⊗Q(−l)⊕
l−1⊕
i=0
Q(−i),
where Q(−1) is the Lefschetz motive and MD is a direct summand of
the motive D¯ of some variety D. Our purpose is to describe MD.
In order to state the theorem we need the following notation. An
l-dimensional plane E in Pn is called osculating plane if the intersection
E ∩ X in an (l − 1)-dimensional plane or if E is contained in X . We
say that X has sufficiently many osculating planes if there exists an
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osculating plane through every closed point of X (the planes may be
defined over a field extension of k).
Theorem (see Theorem 2.5). Let n, d, l be numbers such that a gen-
eral hypersurface of degree d in the projective space Pn has sufficiently
many osculating l-dimensional planes. Let X ⊂ Pn be a smooth hyper-
surface of degree d such that the Fano variety Fl(X) of l-dimensional
planes contained in X is smooth and has the expected dimension. Fur-
thermore, let HFl(X) ⊂ Fl(X) be a smooth complete intersection of
hyperplanes (in the Plu¨cker embedding) with dimHFl(X) = n−2l−1.
Then there is an isomorphism in the category of Chow motives with
rational coefficients:
X¯ ∼= MHFl(X) ⊗Q(−l) ⊕
n−1⊕
i=0
Q(−i)
and MHFl(X) is a direct summand in the motive of HFl(X).
The conditions on n, d, l hold if n ≥
(
l+d−1
l
)
+ l − 1.
Let us sketch the idea of the proof. We consider the family of planes
over HFl(X):
Ξ = {(x, E) ∈ X ×HFl(X); x ∈ E} ⊂ X ×HFl(X).
The cycle Ξ defines a correspondence φ1 : HFl(X)⊗Q(−l) −→ X resp.
φ2 : X −→ HFl(X)⊗Q(−l). The composite φ1 ◦ φ2 is the cycle
ZX = {(x, y) ∈ X ×X ; x, y ∈ E,E ∈ HFl(X)}
in CHn−1(X ×X). The most important step is to show that
(0.0.1) ZX = ı
∗(a) +m ·∆X ,
for some a ∈ CHn−1(Pn×Pn), some nonzero integer m, the inclusion ı :
X2 →֒ (Pn)2 and the diagonal ∆X . In order to prove 0.0.1 we introduce
the doubled incidence variety of degree d hypersurfaces together with
two points:
Σ = {(x, y, Y ) ∈ (Pn)2 × P(Symd(kn+1)); x, y ∈ Y }.
The projection p : Σ −→ (Pn)2 is a projective bundle over (Pn)2 −∆Pn
and ∆Pn, so that CH
n−1(Σ) can be calculated by using the projective
bundle formula and the localization sequence. The cycle p−1(∆Pn) ∈
CHn−1(Σ) maps to the diagonal ∆X by the pullback map 
∗ of the
inclusion  : X × X −→ Σ. One defines a cycle Z ∈ CHn−1(Σ) with
∗(Z) = ZX , and by comparing Z with p
−1(∆Pn) we obtain 0.0.1 after
applying ∗.
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1. Cycles in the doubled incidence variety
1.1. Let k be a field and let P(Symd(kn+1)) be the hypersurfaces of
degree d in the projective space Pnk . We denote by Σ the doubled
incidence variety
Σ = {(x, y,X) ∈ (Pn)2 × P(Symd(kn+1)); x, y ∈ X}.
Let p : Σ −→ (Pn)2 be the projection, we define Σ1 := p−1(∆Pn) and
Σ0 := Σ− Σ1. In the diagram
Σ0 //

Σ
p

Σ1oo

(Pn)2 −∆Pn // (Pn)2 ∆Pnoo
the varieties Σ0 resp. Σ1 are projective bundle with fiber dimension
N − 2 resp. N − 1, where N = dimP(Symd(kn+1)). It is easy to
see that Sing(Σ) = {(x, x,X); x ∈ Sing(X)}. The singular locus is a
projective bundle over ∆Pn with fiber dimension N − 1− n.
1.2. There is an exact sequence
(1.2.1) CH0(Σ1) −→ CH
n−1(Σ) −→ CHn−1(Σ0) −→ 0
from the localization sequence of Chow groups (CHi denotes the group
of i-codimensional cycles modulo rational equivalence). Moreover, there
is a natural splitting defined as follows.
Let φ : Σ −→ P(Symd(kn+1)) be the projection and set c = φ∗(c1(O(1))).
For the other projection p : Σ −→ (Pn)2 we may define p∗ to be the
composite ǫ∗ ◦ pr∗ where ǫ : Σ −→ (Pn)2 × P(Symd(kn+1)) is the regular
embedding and pr is the projection to (Pn)2. From the projective
bundle formula we see that
n−1⊕
i=0
cn−1−i · p∗CHi((Pn)2) ⊂ CHn−1(Σ)
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splits the sequence 1.2.1, so that every class Z in CHn−1(Σ) can be
written as
Z =
n−1∑
i=0
cn−1−i · p∗(ai) +m · [Σ1]
with ai ∈ CH
i((Pn)2) and m ∈ Z.
1.3. Let H be a smooth, connected projective k-scheme and Ξ ⊂
H×Pn be a family of κ dimensional subschemes of Pn, flat over H. We
assume that κ ≥ 1 and:
(A) The sheaf pr1∗ (OΞ ⊗ pr
∗
2OPn(d)) on H is locally free and the
natural map
(1.3.1) Symd((kn+1)∨)⊗O −→ pr1∗ (OΞ ⊗ pr
∗
2OPn(d))
is surjective.
We denote by E the kernel of 1.3.1. It is convenient to write QE for
pr1∗ (OΞ ⊗ pr
∗
2OPn(d)). In the following commutative diagram we fix
the notation for the various maps
Ξ×H Ξ×H P(E∨)
fΣ //
f
P(E∨)

Σ
p
//
φ

(Pn)2
P(E∨)
ψ
//
fH

P(Symd(kn+1))
H.
Define
(1.3.2) Z := fΣ∗f
∗
P(E∨)f
∗
H : CH
∗−e(H) −→ CH∗(Σ),
we will be mainly interested in cycles Z(a) ∈ CHn−1(Σ) and their
pullback to X ×X ⊂ Σ for a hypersurface X .
The cycle Ξ ∈ CHn−κ(H× Pn) has a unique representation
(1.3.3) [Ξ] =
n−κ∑
i=0
ξn−κ−i ⊗H
i
with ξj ∈ CH
j(H) and H = c1(OPn(1)).
Lemma 1.4. For a ∈ CHn−1−e(H) let Z(a)|Σ0 =
∑n−1
i=0 c
n−1−i ·p∗(ai) be
the pullback of Z(a) to Σ0. The classes ai can be computed as follows:
∑
i
ai =
∑
0≤s,t≤n−κ bs,tH
s ⊗H t
(1 + d⊗H)(1 +H ⊗ d)
MOTIVES OF HYPERSURFACES OF SMALL DEGREE 5
in CH∗((Pn)2 −∆Pn), and where
bs,t =
∫
H
ξn−κ−s · ξn−κ−t · crk(QE)−n+s+t−1(QE) · a
Proof. On (Pn)2 −∆Pn the evaluation morphism
(1.4.1) Symd((kn+1)∨)⊗O −→ pr∗1OPn(d)⊕ pr
∗
2OPn(d)
is surjective, let G be the kernel. We have Σ0 = P(G∨) and c|Σ0 =
c1(OP(G∨)(1)), so that
(1.4.2) p∗(
1
1− c
Z(a)|Σ0) =
∑
j≥0
sj(G) ·
n−1∑
i=0
ai,
where sj(G) are the Segre classes. Since G is the kernel of 1.4.1 we see
(1.4.3) (1 + d · pr∗1c1(OPn(1)))(1 + d · pr
∗
2c1(OPn(1)))
∑
j≥0
sj(G) = 1.
Define
(1.4.4) Ti(a) = p∗(c
N−n−1+iZ(a))
and let  : (Pn)2−∆Pn ⊂ (Pn)2 be the open immersion. It follows from
1.4.2 and 1.4.3 that
(1.4.5)
n−1∑
i=0
ai =
∑
i≥0 
∗Ti(a)
(1 + d⊗H)(1 +H ⊗ d)
.
Let us now compute the Ti:
p∗(c
N−n−1+iZ(a)) = p∗fΣ∗((φ ◦ fΣ)
∗c1(O(1))
N−n−1+i · (fH ◦ fP(E∨))
∗(a))
= p∗fΣ∗f
∗
P(E∨)(ψ
∗c1(O(1))
N−n−1+i · f ∗H(a))
The map T = p∗fΣ∗f∗P(E∨)is given by the correspondence P(E
∨)×HΞ×HΞ
in P(E∨)× (Pn)2, and using 1.3.3 we see
[Ξ×H Ξ] =
∑
0≤s,t≤n−κ
(ξn−κ−s · ξn−κ−t)⊗H
s ⊗H t
in CH∗(H× (Pn)2). So that the coefficient of Hs ⊗H t in Ti(a) is
(1.4.6)
∫
P(E∨)
f ∗Hξn−κ−s · f
∗
Hξn−κ−t · ψ
∗c1(O(1))
N−n−1+i · f ∗H(a) =∫
H
ξn−κ−s · ξn−κ−t · sN−n−rk(E)+i(E) · a.
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If Z(a) ∈ CHn−1(Σ) then Ti(a) ∈ CH
i((Pn)2) by definition, so that
the coefficient of Hs ⊗ H t in Ti(a) vanishes if s + t 6= i. The identity
sN−n−rk(E)+i(E) = crk(QE)−n−1+i(QE) completes the prove. 
The next Lemma computes the pullback of Z(a) to X × X for a
hypersurface X . We write ıΣ for the inclusion X × X −→ Σ and ı(Pn)2
for the inclusion X ×X −→ (Pn)2. Note that both inclusion are locally
complete intersection, thus the pullback is well-defined.
Lemma 1.5. For Z(a) ∈ CHn−1(Σ) and Z(a)|Σ0 =
∑n−1
i=0 c
n−1−i·p∗(ai),
we have
ı∗ΣZ(a) = ı
∗
(Pn)2(an−1)−m ·∆X ,
where
m = d ·
n−1∑
j=κ−1
(−d)j
∫
H
ξn−κ · ξj−κ+1 · crk(QE)−2−j(QE) · a.
Proof. We know that
(1.5.1) Z(a) =
n−1∑
i=0
cn−1−i · p∗(ai)−m · [Σ1]
for some m. The line bundle ı∗Σφ
∗O(1) is trivial and ı∗Σ[Σ1] = ∆X ,
therefore
(1.5.2) ı∗ΣZ(a) = ı
∗
(Pn)2an−1 −m ·∆X .
We claim that
(1.5.3) ı(Pn)2∗ı
∗
Σβ = p∗(c
N · β)
for every class β ∈ CH∗(Σ). This follows from the following fact. If
g : D ⊂ Y is a Cartier divisor on Y and L the associated line bundle,
then g∗g
∗(β) = c1(L) · β.
Claim 1.5.3 implies ı(Pn)2∗ı
∗
ΣZ(a) = Tn+1(a) (see 1.4.4). The coeffi-
cient of H⊗Hn in Tn+1(a) is computed in 1.4.6 and vanishes for trivial
reasons (if κ ≥ 1). Using Lemma 1.4, we see that the coefficient γ of
1⊗Hn−1 in an−1 is
γ =
n−1∑
j=κ−1
(−d)j · b0,n−1−j .
By applying ı(Pn)2∗ to 1.5.2 and using ı(Pn)2∗ı
∗
(Pn)2an−1 = d
2(H⊗H) ·an−1
and ı(Pn)2∗∆X = d ·
∑n−1
i≥0 H
i+1 ⊗ Hn−i it follows that m = d · γ, as
claimed. 
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2. Motives of hypersurfaces and their Fano varieties
2.1. In the following we work with the Grassmannian of κ-planes H =
Grκ in projective space and Ξ ⊂ Grκ × Pn the universal family. We
denote by V resp. QV the tautological bundle V ⊂ On+1
Gr resp. the
quotient On+1
Gr /V . The family Ξ is the projective bundle Ξ = P(V
∨)
and it is easy to see that
[Ξ] =
n−κ∑
i=0
cn−κ−i(QV )⊗H
i
in CHn−κ(Gr×Pn). Furthermore we haveQE = pr1∗(OΞ⊗pr
∗
2OPn(d)) =
Symd(V ∨).
2.2. We will be interested in cycles Z(c1(V
∨)s) ∈ CHn−1(Σ), for s ≥ 0,
(notation as in 1.3.2). By counting dimensions we see that
(2.2.1) s = dimΞ− rk(QE)− (n− 1) = κ(n− κ)−
(
d+ κ
κ
)
+ κ+ 1
Let us consider the variety
(2.2.2) {(x, Eκ−1, Eκ, X) ∈ P
n ×Grκ−1 ×Grκ × P(Sym
d(kn+1));
x ∈ Eκ−1 ⊂ Eκ, Eκ ∩X = Eκ−1 or Eκ ⊂ X}.
More formally, this variety is defined as follows. On Ξ = P(V ∨) there
is an exact sequence of vector bundles
(2.2.3) 0 −→ V ∨1 −→ V
∨ −→ OP(V ∨)(1) −→ 0,
and the points of P(V1) are {(x, Eκ−1, Eκ); x ∈ Eκ−1 ⊂ Eκ}. Since
OP(V1)(−1) ⊂ V
∨
1 ⊂ V
∨ we can define G to be the kernel of
Symd((kn+1)∨) −→ Symd(V ∨)/OP(V1)(−d).
Then P(G∨) is the variety 2.2.2.
The following condition will imply that the diagonal ∆X , for a hy-
persurface X , can be written in terms of the pullback of Z(c1(V
∨)s) to
X ×X (i.e. m 6= 0 in Lemma 1.5).
(B) The following map is surjective:
P(G∨) −→ {(x,X) ∈ Pn × P(Symd(kn+1)); x ∈ X}
(x, Eκ−1, Eκ, X) 7→ (x,X).
By counting dimensions we see that a necessary condition for (B) is
s ≥ 0 (with s as in 2.2.1). If d = 2 then s ≥ 0 is not sufficient, the first
example is κ = 3 and n = 5. In fact, (B) is equivalent to n ≥ 2 · κ if
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d = 2, which can be checked by using the following Lemma. However,
we don’t know any counter examples to
(2.2.4) (B)⇔ s ≥ 0
for d > 2. If κ = 1 then 2.2.4 is true. This also holds for (n, d, κ) =
(6, 3, 2), (8, 4, 2), (11, 5, 2), (9, 3, 3).
It is known [ELV, Lemma 1.1+Lemma 4.2] that (B) is true if d ≥ 3
and
n− κ + 1 ≥
(
κ− 1 + d
κ
)
.
Lemma 2.3. Condition (B) holds if and only if
m = d ·
n−1∑
j=κ−1
(−d)j
∫
H
ξn−κ · ξj−κ+1 · crk(QE)−2−j(QE) · c1(V
∨)s
is nonzero.
Proof. From the construction of P(G∨) we have the maps
P(G∨)
f
−→ P(V1)
g
−→ P(V ∨)
h
−→ Grκ.
We claim that
(2.3.1) (h ◦ g ◦ f)∗(c1(OP(V ∨)(1))
n−1 · c1(OP(G∨)(1))
N) =
(−1)κ−1d ·
n−1∑
j=κ−1
(−d)jξn−κ · ξj−κ+1 · crk(QE)−2−j(QE)
(N = dimP(Symd(kn+1))). Indeed,
g∗f∗(c1(OP(G∨)(1))
N ) = g∗srk(QE)−1(G) = g∗crk(QE)−1(QE/OP(V1)(−d)) =
g∗
∑
i
dicrk(QE)−i−1(QE)·c1(OP(V1)(1))
i =
∑
i
dicrk(QE)−i−1(QE)·si−κ+1(V
∨
1 ),
and from 2.2.3 we obtain sj(V ∨1 ) = sj(V
∨) + c1(OP(V ∨)(1)) · sj−1(V
∨) for
all j. Thus,
(2.3.2) (h ◦ g ◦ f)∗(c1(OP(V ∨)(1))
n−1 · c1(OP(G∨)(1))
N) =∑
i
dicrk(QE)−i−1(QE) · (sn−κ−1(V )si−κ+1(V
∨) + sn−κ(V )si−κ(V
∨)).
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On P(V ∨) the natural morphism QE⊗OP(V ∨)(−d) −→ O is surjective,
so that the top Chern class of QE ⊗OP(V ∨)(−d) vanishes:
h∗crk(QE)(QE⊗OP(V ∨)(−d)) = h∗
∑
i
(−d)icrk(QE)−i(QE)·c1(OP(V ∨)(1))
i =
∑
i
(−d)icrk(QE)−i(QE)si−κ(V ) = (−1)
κd·
∑
i
dicrk(QE)−i−1(QE)si+1−κ(V
∨)
is zero and together with 2.3.2 we obtain
(h ◦ g ◦ f)∗(c1(OP(V ∨)(1))
n−1 · c1(OP(G∨)(1))
N) =
d ·
∑
i
dicrk(QE)−i−2(QE) · sn−κ(V )si+1−κ(V
∨).
Then, sj(V
∨) = (−1)jsj(V ) = cj(QV ) = ξj proves the claim.
Let π be the map in condition (B). For a general closed point (x,X)
the irreducible components of π−1(x,X) map generically one to one
to Grκ. The class c1(V ∨) = c1(Λκ+1V ∨) is the class of an ample line
bundle and s is the dimension of the generic fiber of π, if π is surjective.
Thus, π is surjective if and only if
∫
P(G∨)
c1(V
∨)s · [π−1(x,X)] 6= 0. The
class c1(OP(V ∨)(1))
n−1·c1(OP(G∨)(1))
N is equal to
∑
i π
∗(xi, Xi) for some
general points (xi, Xi) and 2.3.1 implies the Lemma. 
Remark 2.4. From the proof of Lemma 2.3 we obtain a geometric inter-
pretation form. Let HGrκ be a complete intersection of s hyperplanes.
For a general hypersurface X and a general point x ∈ X the number m
is up to the factor (−1)κ−1d the number of κ-planes in HGrκ through
x which meet X in a κ− 1 plane with multiplicity d.
In the following Theorem we work with the category of (pure) Chow
motives with rational coefficients (see [F, Chapter 16]) and Q(−1) de-
notes the Lefschetz motive.
Theorem 2.5. Let n, d, κ be numbers satisfying (B). Let X ⊂ Pn be a
smooth hypersurface of degree d such that the Fano variety Fκ(X) of κ-
dimensional planes contained in X has the expected dimension (which
is dimFκ(X) = (κ + 1)(n− κ)−
(
d+κ
κ
)
), and let HFκ(X) ⊂ Fκ(X) be
a complete intersection of hyperplanes (in the Plu¨cker embedding) with
dimHFκ(X) = n−2κ−1. Furthermore, let ψ : H˜Fκ(X) −→ HFκ(X) be
a generically finite surjective morphism which resolves the singularities
of HFκ(X). Then there is an isomorphism in the category of Chow
motives with rational coefficients:
(X, idX) ∼= (H˜Fκ(X), P )⊗Q(−κ)⊕
n−1⊕
i=0
Q(−i)
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for a suitable projector P .
Proof. From Lemma 1.5 and Lemma 2.3 we obtain
(2.5.1) ∆X = −
1
m
ı∗ΣZ(c1(V
∨)s) +
1
m
ı∗(Pn)2(an−1).
In the cartesian diagram
Ξ×Fκ(X) Ξ
fX×X //

X ×X
ıΣ

Ξ×Grκ Ξ×Grκ P(E
∨)
fΣ // Σ
pullback and pushforward commute, because Fκ(X) has the expected
dimension. Therefore
(2.5.2) ı∗ΣZ(c1(V
∨)s) = fX×X∗(c1(V
∨)s) = (fX×X ◦η)∗([Ξ×HFκ(X)Ξ]),
where η : HFκ(X) −→ Fκ(X) is a complete intersection of s hyperplanes
(thus the dimension is dimHFκ(X) = n−2κ−1). It is more convenient
to write H = HFκ(X) and H˜ = H˜Fκ(X).
There is a cycle Y ∈ CHn−2κ−1(H˜) ⊗ Q (i.e. Y is a rational linear
combination of connected components of H˜) such that ψ∗(Y ) = [H ].
Let φ1 ∈ Cor(H˜ ⊗ Q(−κ), X) (resp. φ2 ∈ Cor(X, H˜ ⊗ Q(−κ)))
be the correspondence defined by the cycle H˜ ×H Ξ in H˜ × X (resp.
[Ξ×H H˜ ]·pr
∗
H˜
(Y ) in X×H˜ , where prH˜ : X×H˜ −→ H˜ is the projection).
We consider the commutative diagram
Ξ×H˜ Ξ
yyss
ss
ss
ss
ss
s
ψ′
//
∩

Ξ×H Ξ
∩

fX×X◦η
''N
NN
NN
NN
NN
NN
H˜ X ×X
X × H˜ ×X
pr
H˜
eeKKKKKKKKKKK
id×ψ×id
// X ×H ×X
88pppppppppppp
It is easy to see that φ1 ◦φ2 = (fX×X ◦ η ◦ψ
′)∗([Ξ×H˜ Ξ] · pr
∗
H˜
(Y )), and
ψ′∗([Ξ×H˜ Ξ] · pr
∗
H˜
(Y )) = [Ξ×H Ξ] together with 2.5.2 yields
(2.5.3) φ1 ◦ φ2 = Z(c1(V
∨)s).
If H is the class of a hyperplane in Pn then we write Pi for the
pullback of 1
d
Hn−1−i ⊗ H i ∈ CHn−1(Pn × Pn) ⊗ Q to X × X . The
correspondences P0, . . . , Pn−1 are idempotent and orthogonal. We may
MOTIVES OF HYPERSURFACES OF SMALL DEGREE 11
write an−1 =
m
d
∑n−1
i=0 βiH
n−1−i⊗H i and it follows from 2.5.1 and 2.5.3
that
∆X −
∑
i
Pi = −
1
m
φ1 ◦ φ2 +
n−1∑
i=0
(βi − 1)Pi.
Composition with Pi shows that
1
m
φ1 ◦ φ2 ◦ Pi = (βi − 1)Pi and
(2.5.4) ∆X −
∑
i
Pi = φ1 ◦ (−
1
m
φ2 +
1
m
n−1∑
i=0
φ2 ◦ Pi).
Since (X,Pi) ∼= Q(−i) and (X,∆X−
∑
i Pi)
∼= (H˜,− 1mφ2◦(∆X−
∑
i Pi)◦φ1)
by 2.5.4, this proves the theorem. 
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