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CONSTRUCTIONS IN MINIMAL AMENABLE DYNAMICS AND
APPLICATIONS TO THE CLASSIFICATION OF C∗-ALGEBRAS
ROBIN J. DEELEY, IAN F. PUTNAM, AND KAREN R. STRUNG
Abstract. We study the existence of minimal dynamical systems, their or-
bit and minimal orbit-breaking equivalence relations, and their applications to
C∗-algebras and K-theory. We show that given any finite CW-complex there
exists a space with the same K-theory and cohomology that admits a minimal
homeomorphism. The proof relies on the existence of homeomorphisms on
point-like spaces constructed by the authors in previous work, together with
existence results for skew product systems due to Glasner and Weiss. To any
minimal dynamical system one can associate minimal equivalence relations by
breaking orbits at small subsets. Using Renault’s groupoid C∗-algebra con-
struction we can associate K-theory groups to minimal dynamical systems and
orbit-breaking equivalence relations. We show that given arbitrary countable
abelian groups G0 and G1 we can find a minimal orbit-breaking relation such
that the K-theory of the associated C∗-algebra is exactly this pair. These
results have important applications to the Elliott classification program for
C∗-algebras. In particular, we make a step towards determining the range
of the Elliott invariant of the C∗-algebras associated to minimal dynamical
systems with mean dimension zero and their minimal orbit-breaking relations.
0. Introduction
Central to the study of topological dynamics are those systems which are mini-
mal. Given a compact metric space X and a homeomorphism ϕ : X → X , we say
that ϕ is minimal if X contains no proper closed ϕ-invariant subsets, or, equiva-
lently, that the ϕ-orbit of every point x ∈ X is dense in X . It is well known that for
any compact metric space X and homeomorphism ϕ : X → X , there is a minimal
set Y ⊂ X such that ϕ restricts to a homeomorphism of Y and that ϕ|Y is minimal.
Determining what spaces might arise as minimal sets, however, is quite difficult.
An obvious question to ask is: Given an infinite compact metric space X , does X
admit a minimal homeomorphism?
There is no known characterization of the spaces for which this might be pos-
sible, but in general, for sufficiently well-behaved spaces, the answer is likely to
be “no” and there are often explicit obstructions. For example given an absolute
neighbourhood retract, the Lefschetz–Hopf theorem (see for example [9]) implies
that the K-theory of the given space often contains enough information to conclude
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that any continuous self-map on it has a periodic point. We are interested in infi-
nite spaces, so this is enough to imply that such a space cannot admit a minimal
homeomorphism. An explicit example of this type of result is [22, Theorem 2].
Thus the answer of whether a given space admits a minimal homeomorphisms
is usually negative. Instead we consider the following question.
Question 0.1. Let W be a compact metric space. Does there exists a minimal
dynamical system (X,ϕ) where X is an infinite compact metric space that agrees
with W on K-theory and Cˇech cohomology?
As a partial resolution, we show that this question has a positive answer when
W is a finite CW-complex.
Closely related to minimal dynamical systems are minimal equivalence relations.
Here, we equip a compact metric space X with an equivalence relation and it is
called minimal if every equivalence class is dense in X . Every minimal dynamical
system (X,ϕ) gives rise to a minimal equivalence relation where the equivalence
classes are just the ϕ-orbits. While in ergodic theory the analogous notions turn
out to be essentially the same [13], in topological dynamics, minimal equivalence
relations are more general than the class of orbit equivalence relations associated
to minimal homeomorphisms.
In this paper, we are interested in orbit-breaking relations. Here, the input is a
minimal dynamical system (X,ϕ) and nonempty closed subset Y ⊂ X . If Y meets
every ϕ-orbit at most once, then we can break the equivalence class corresponding to
any orbit that passes through Y into two distinct equivalence classes corresponding
to the forward and backward orbits from Y . Since Y meets every ϕ-orbit at most
once, these equivalence classes are still dense in X , and, taken together with the
equivalence classes corresponding to orbits that do not pass through Y , we obtain
a new minimal equivalence relation on X .
The question of what K-theory groups arise from the C∗-algebras associated
to minimal dynamical systems—from both orbit and orbit-breaking relations—
is of particular importance to the Elliott classification program for C∗-algebras.
The Elliott classification program seeks to classify, up to ∗-isomorphism, simple,
separable, unital, and nuclear C∗-algebras by the so-called Elliott invariant, an
invariant consisting of K-theory and tracial data. The C∗-algebras associated to
minimal dynamical systems on infinite compact metric spaces are always simple,
separable, unital, and nuclear, and as such, have long provided the classification
program with interesting and elegant examples.
There are many such orbit-breaking relations for which the associated C∗-algebras
cannot be isomorphic to the C∗-algebra of any minimal dynamical system. Breaking
at a single point in a Cantor minimal system, for example, results in an approx-
imately finite (AF) algebra, which has trivial K1-group. The C
∗-algebra of any
minimal dynamical system, on the other hand, always has nontrivial K1-group.
A recent spectacular achievement of the Elliott program is the classification of
all simple, separable, unital, infinite-dimensional C∗-algebras with finite nuclear
dimension that satisfy the Universal Coefficient Theorem (UCT). The nuclear di-
mension is a C∗-algebraic version of topological covering dimension and when a
C∗-algebra has finite nuclear dimension, its structure is much better behaved. The
UCT is a tool which, loosely speaking, allows one to transfer information between
KK-theory and K-theory. While it is a crucial assumption, it holds for all known
examples of nuclear C∗-algebras, in particular for those which arise from minimal
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dynamical systems by [43]. Let us call a C∗-algebra classifiable if it is simple, sep-
arable, unital, infinite-dimensional, has finite nuclear dimension, and satisfies the
UCT. Based on this recent success, it is natural to ask the following:
Question 0.2. Which classifiable C∗-algebras arise as C∗-algebras of minimal e´tale
equivalence relations?
The C∗-algebras associated to minimal dynamical systems—from both orbit and
orbit-breaking relations—are both examples of minimal e´tale equivalence relations
C∗-algebras, also called principal e´tale groupoids. As such, although Questions
0.1 and 0.2 are not equivalent, they are closely related. Similar work done in
this direction is [29] (also see [4, 5, 6]). The main result of Li in [29] is that
every stably finite classifiable C∗-algebra can be realized as the C∗-algebra of a
twisted principal e´tale groupoid. There, rather than focusing on constructions
coming directly from dynamics, Li mimics known inductive limit constructions at
the level of the groupoids. Another difference is that the twist on the grouping
is only nontrivial when the K0-group of the corresponding C
∗-algebra is torsion
free. Below, although our constructions do not realize the Elliott invariant of every
classifiable C∗-algebra, we are able to have torsion in K-theory without requiring
any twists. In Subsection 6.2, we improve on the results of [37] for classifiable
C∗-algebras with real rank zero by allowing for torsion.
Constructions of Giol and Kerr show that there are examples of crossed prod-
ucts associated to minimal homeomorphisms of infinite compact metric spaces
which have infinite nuclear dimension [23]. Thus not all such crossed product
C∗-algebras—or their orbit-breaking subalgebras—will fall within the scope of the
classification theorem. However, Elliott and Niu provided a sufficient condition
for finite nuclear dimension when they showed that whenever (X,ϕ) has mean di-
mension zero, the crossed product will be isomorphic to itself tensored with the
Jiang–Su algebra, Z [19]. The Jiang–Su algebra is a simple, separable, unital,
nuclear, infinite-dimensional C∗-algebra whose Elliott invariant is the same as the
Elliott invariant of C. A C∗-algebra A is called Z-stable if it absorbs the Jiang–Su
algebra Z tensorially, A ∼= A⊗Z. Finite nuclear dimension of a C∗-algebra A turns
out to be equivalent to Z-stability of A, see [10] (which was based on earlier work
in [31, 40]). When combined with the theorem of Elliott and Niu, results of Archey,
Buck and Phillips imply that mean dimension zero ensures that any orbit-breaking
algebra is also Z-stable and hence has finite nuclear dimension [2].
It follows from this that a classification theorem for the C∗-algebras associated
to minimal dynamical systems is close at hand. One fundamental remaining piece,
is determining the range of the Elliott invariant for such C∗-algebras. In particular,
it is directly related to answering Question 0.2, above. A key step forward to
understanding the range was the authors’ construction of minimal homeomorphisms
on “point-like” spaces—spaces whose K-theory and cohomology are the same as
a point [15]. We can furthermore arrange that such a system is uniquely ergodic.
After breaking the orbit at a single point, we are left with a minimal equivalence
relation whose C∗-algebra is ∗-isomorphic to the Jiang–Su algebra. This system
plays an important role in this paper. Using a skew-product construction of Glasner
and Weiss we are able to use this system to produce many new minimal systems
of mean dimension zero on spaces with the K-theory and Cˇech cohomology of any
finite CW complex.
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The paper is structured as follows. Section 1 contains the background required
for the paper. For the most part this is C∗-algebraic in nature and the reader
only interested in the dynamical aspects of the paper can skip to Sections 2 and
3, which are the purely dynamical sections of the paper. These sections contain
the construction of minimal dynamical systems and the mean dimension of these
systems respectively. In particular, the details of the positive answer to Question
0.1 for finite CW-complexes can be found in Section 3.2. The second, mostly C∗-
algebraic part of the paper consists of Sections 4 through 6. In Section 4, we move
to C∗-algebras associated to minimal dynamical systems and record three lemmas
about their K-theory which are fundamental for the results in the subsequent sec-
tions. The C∗-algebras associated to the minimal skew product dynamical systems
constructed in Subsection 2.2 are studied in Section 5. Finally, Section 6 con-
tain applications to the Elliott classification program; the first subsection looks at
C∗-algebras with only the trivial projections while the second subsection considers
C∗-algebras with real rank zero.
1. Preliminaries
By a dynamical system, we mean a compact Hausdorff space X , which for the
purposes of this paper is always assumed to be metrizable, equipped with a home-
omorphism ϕ : X → X . The ϕ-orbit of a point x in X is the set {ϕn(x) | n ∈ Z}.
In the sequel, ϕ will always induces a free action of the integers on X , which is to
say that if there exists x ∈ X with ϕn(x) = x, then n = 0. The homeomorphism ϕ is
minimal, or (X,ϕ) is a minimal dynamical system, if the only closed subsets Y ⊆ X
with ϕ(Y ) = Y are X and the empty set. This is equivalent to the condition that
every ϕ-orbit is dense in X . If X is infinite, then any minimal dynamical system
induces a free action.
Given two dynamical systems (X,ϕ) and (Y, ψ) a map π : X → Y is called a
factor map if π is a continuous surjection satisfying π ◦ ϕ = ψ ◦ π. In this case,
(Y, ψ) is called a factor of (X,ϕ) and (X,ϕ) is a called an extension of (Y, ψ). If
π : (X,ϕ)→ (Y, ψ) is a factor map then π : (X,ϕn)→ (Y, ψn) is also a factor map
for any integer n. A factor map π : X → Y is almost one-to-one if it is one-to-one
on a residual subset of X .
Any minimal dynamical system (X,ϕ) has an associated topological groupoid,
the transformation groupoid X ⋊ϕ Z, see for example [38]. Here, since our systems
will always be free, it will be more convenient to reformulate the transformation
groupoid as the orbit equivalence relation on X . Given a free dynamical system
(X,ϕ), define the orbit equivalence relation
Rϕ := {(x, ϕ
n(x)) | x ∈ X,n ∈ Z},
which is an equivalence relation whose equivalence classes are simply the ϕ-orbits.
As the dynamical system is free, the map
X ⋊ϕ Z→Rϕ, (x, n) 7→ (x, ϕ
n(x))
is a bijection. We endow X ⋊ϕ Z with the product topology and equip Rϕ with a
topology via this map, that is, Rϕ is given the unique topology which makes this
map a homeomorphism. This endows the equivalence relation Rϕ with an e´tale
topology: the topology on an equivalence relation R ⊂ X ×X is e´tale if the maps
R→ X given by (x, y) 7→ x and (x, y) 7→ y are local homeomorphisms. (Note that
in the topological groupoid literature the term equivalence relation is sometimes
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reserved for an equivalence relation R ⊂ X ×X with topology inherited from the
product topology on X × X , whereas an equivalence relation equipped with any
another topology is called a principal groupoid.)
An equivalence relation on a compact metric space X is minimal if, for every
x ∈ X , the equivalence class of x is dense in X . Observe that if (X,ϕ) is a free
dynamical system, then Rϕ is minimal if and only if (X,ϕ) is minimal.
Suppose (X,ϕ) is a minimal dynamical system and Y ⊆ X is a closed non-empty
subset of X . We say that Y meets every orbit at most once if ϕn(Y ) ∩ Y = ∅ for
each n 6= 0. Given a minimal dynamical system (X,ϕ) and closed non-empty subset
Y ⊂ X meeting every orbit at most once, we construct another equivalence relation
using the groupoid construction of [36, Example 2.6], which was originally used in
the C∗-algebraic setting in [34]. Define RY ⊆ Rϕ to be the subequivalence relation
obtained from splitting every orbit that passes through Y into two equivalence
classes. Specifically,
RY = Rϕ \ {(ϕ
k(y), ϕl(y)) | y ∈ Y, l < 1 ≤ k or k < 1 ≤ l}.
It is a simple matter to check that this is an open subequivalence relation of Rϕ
and hence is also e´tale. If some ϕ-orbit does not meet Y , then it is an equivalence
class in both Rϕ and RY . If the orbit does meet Y , say at the point y, then its
ϕ-orbit becomes two distinct equivalence classes in RY , namely {ϕn(y) | n ≥ 1}
and {ϕn(y) | n ≤ 0}. In this sense, the orbit is “broken” in two at the point y.
Since X is compact, for any point x ∈ X both its forward orbit and backward
orbit are dense in X . Thus we make the following observation.
Proposition 1.1. If (X,ϕ) is a minimal system, X is infinite and Y is a closed
non-empty subset of X that meets each orbit at most once, then RY is minimal.
Let R ⊂ X×X be an equivalence relation equipped with an e´tale topology, such
as Rϕ or RY . Using the method of Renault in [38, Chapter II] we construct the
reduced groupoid C∗-algebra C∗r(R) as follows. Equip the linear space Cc(R) of
compactly supported continuous functions R → C with a product and involution
given by
(fg)(x, x′) =
∑
y∈X
(x,y),(y,x′)∈R
f(x, y)g(y, x′),(1)
(f∗)(x, x′) = f(x′, x),(2)
for f, g ∈ Cc(R) and (x, x
′) ∈ R. This makes Cc(R) into a
∗-algebra. Let ℓ2(R)
denote the Hilbert space of square summable functions on R. Then we define the
regular representation λ : Cc(R)→ B(ℓ2(R))
(λ(f)ξ)(x, x′) =
∑
y∈X
(x,y),(y,x′)∈R
f(x, y)ξ(y, x′),
for f ∈ Cc(R), ξ ∈ ℓ2(R) and (x, x′) ∈ R. The reduced groupoid C∗-algebra C∗r(R)
is then the closure of λ(Cc(R)) with respect to the norm on B(ℓ2(R)). There is
also a full groupoid C∗-algebra, however if the groupoid is amenable its full and
reduced C∗-algebras coincide. In this case, we will simply denote the groupoids
C∗-algebra as C∗(R). For any dynamical system (X,ϕ), the equivalence relation
Rϕ is always amenable [38, Example II.3.10]. When Y is a closed nonempty subset
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meeting every ϕ-orbit at most once, then RY is also amenable, since it is an open
subequivalence relation of Rϕ [1, Proposition 5.1.1].
Let (X,ϕ) be a minimal dynamical system and a nonempty closed subset Y meet-
ing every ϕ-orbit at most once. The C∗-algebra associated with Rϕ is isomorphic
to the crossed product C∗-algebra C(X)⋊αZ. Since RY is an open subequivalence
relation of Rϕ, there is an inclusion Cc(RY ) ⊆ Cc(Rϕ) by simply setting a function
f ∈ Cc(RY ) to zero on Rϕ \RY . This extends to a unital inclusion of C∗-algebras.
If A := C∗(Rϕ) ∼= C(X) ⋊ϕ Z, we will usually denote C∗(RY ) by AY . Observe
that both A and AY contain copies of C(X), so, taken together with the inclusion
ι : AY →֒ A, we have a commutative diagram
C(X)
i1
||①①
①①
①①
①① i2
""❉
❉❉
❉❉
❉❉
❉
AW˜ ι
// A.
Another description of the C∗-subalgebra AY often encountered in the literature
is given by the C∗-subalgebra of A generated by subsets C(X) and uC0(X \ Y ),
AY = C
∗(C(X), uC0(X \ Y )) ⊆ C(X)⋊ϕ Z,
where C(X) ⊂ A is the standard inclusion and u is the unitary inducing ϕ, that is,
the unitary u ∈ A satisfying ufu∗ = f ◦ ϕ−1 whenever f ∈ C(X).
An important invariant for dynamical systems is its mean dimension. Mean
dimension, introduced by Gromov [27], is an invariant of dynamical systems akin
to a dynamical version of covering dimension. We refer the reader to [19, 30] or to
a more complete discussion in Section 4. In light of the next result, here we are
interested in systems with mean dimension zero.
Theorem 1.2. Let (X,ϕ) be a minimal dynamical system with X an infinite com-
pact metric space. Suppose that (X,ϕ) has mean dimension zero. Then A :=
C(X) ⋊ϕ Z is classifiable. Furthermore, if Y ⊂ X is a nonempty closed subset
meeting every orbit at most once, then AY is also classifiable.
Proof. The first statement follows from the results of [19], where it is shown that
mean dimension zero implies Z-stability of the crossed product. That AY is sep-
arable and unital is clear. Since RY is amenable, AY is nuclear (see for example
[1, Corollary 6.2.14]) and satisfies the UCT [43]. Moreover, since Y meets every ϕ-
orbit at most once, Proposition 1.1 implies that AY is a simple C
∗-algebra. Finally,
since AY is a centrally large subalgebra of A (see [3, Section 4]) it follows that AY
is also Z-stable [2, Theorem 2.4]. 
We are particularly interested in the K-theory of these C∗-algebras. The prin-
cipal tool for the computation of K∗(C(X)⋊ϕ Z) is the Pimsner–Voiculescu exact
sequence, which is given by
K0(X)
id−ϕ∗ // K0(X) // K0(C(X)⋊ϕ Z)
∂PV

K1(C(X)⋊ϕ Z)
∂PV
OO
K1(X)oo K1(X).
id−ϕ∗oo
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For orbit-breaking subalgebras C∗(RY ), we use the following exact sequence
which relates the K-theory of C∗(RY ) to the K-theory of C(Y ) and C(X)×ϕ Z.
Theorem 1.3 (Theorem 2.4 and Example 2.6 of [36]). Let (X,ϕ) be a minimal
dynamical system and Y ⊆ X a closed non-empty subset of X which meets every
orbit at most once. Let A := C(X)⋊ϕ Z and let ι : AY →֒ A be the inclusion map.
Then there exists a six-term exact sequence
K0(Y ) // K0(AY )
ι∗ // K0(C(X)⋊ϕ Z)
∂OB

K1(C(X)⋊ϕ Z)
∂OB
OO
K1(AY )
ι∗oo K1(Y ).oo
The details for the remaining maps in this six-term exact sequence are given in
[36] and also discussed further in Section 4.
In addition to the six-term exact sequence which allows us to relate the K-
theory of an orbit-breaking subalgebra AY to the containing crossed product A =
C(X)⋊ϕZ, we can also compare their tracial state spaces. In fact, by [33, Theorem
6.2, Theorem 7.10], the restriction map
T (A)→ T (AY ), τ 7→ τ |AY
is bijective.
2. Minimal systems
In this section we discuss three methods for constructing minimal dynamical
systems that have properties with interesting implications for the associated C∗-
algebras. First, we recall the construction of minimal homeomorphisms on point-
like spaces from [15]. Then, by constructing minimal skew product systems we
consider Question 0.1 in the case of a finite CW-complex.
Question: Given W a finite CW-complex does there exist a compact metric space
W˜ with K∗(W˜ ) ∼= K∗(W ) that admits a minimal homeomorphism?
Theorem 2.3 establishes a positive answer. We note that since we are only interested
in the K-theory of W , we can and will assume W is connected. Finally, we recall a
construction of minimal homeomorphisms on nonhomogeneous metric spaces from
[16] which will allows us to show in Section 6.2 that there exist orbit-breaking
subalgebras with interesting K-theory and many projections.
2.1. Minimal dynamical systems on point-like spaces. In [15], the authors
constructed a minimal homeomorphisms on infinite “point-like” spaces; that is,
infinite compact connected metric spaces that have both the same Cˇech cohomology
and topological K-theory as a point and moreover have finite covering dimension
[15, Corollary 1.12]. As these systems will play the main role in the sequel, we
review some of their properties.
A generalized cohomology theory is called continuous if, given an inverse limit
of spaces, there exists an associated inverse limit at the level of the cohomology
theory. The interest reader can find more on this notion in [7, Section 21.3] (note
that in [7] these notions are formulated in C∗-algebraic terms). Two examples of
continuous generalized cohomology theories are Cˇech cohomology and K-theory.
These are the most relevant in this paper.
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The existence of minimal diffeomorphisms of odd dimensional spheres of dimen-
sion at least three was proved by Fathi and Herman in the uniquely ergodic case [20]
and later generalized by Windsor [45] to minimal diffeomorphisms with a prescribed
number of ergodic measures. In [15], the authors showed that such a minimal dif-
feomorphism can be used to construct minimal dynamical systems on a point-like
space Z. Given a minimal diffeomorphism ϕ : Sd → Sd, d ≥ 3 odd, the associated
space Z is constructed by removing a subset L∞ that is a ϕ-invariant immersion
of R in Sd, and completing Sd \ L∞ with respect to a metric obtained from the
inverse limit structure. A homeomorphism ζ : Z → Z is then given by extending
the map ϕ : Sd \ L∞ → Sd \ L∞ to Z.
There is a factor map q : Z → Sd which is one-to-one on Sd \ L∞, and every
ζ-invariant Borel probability measure µ satisfies µ(Sd \ L∞) = 1. Further details
for the factor map can be found in [15, Corollary 1.16, Lemma 1.14], and the reader
is directed to the rest of the paper for the general construction of these minimal
dynamical systems. We summarize the main aspects in the theorem below.
Theorem 2.1. Let Sd be a sphere of odd dimension d ≥ 3, and let ϕ : Sd → Sd
be a minimal diffeomorphism. Then there exist an infinite compact metric space Z
with finite covering dimension and a minimal homeomorphism ζ : Z → Z satisfying
the following.
(1) Z is compact, connected, and homeomorphic to an inverse limit of con-
tractible metric spaces (Zn, dn)n∈N.
(2) For any continuous generalized cohomology theory we have an isomorphism
H∗(Z) ∼= H∗({pt}). In particular this holds for Cˇech cohomology and K-
theory.
(3) There is an almost one-to-one factor map q : Z → Sd which induces a bijec-
tion between ζ-invariant Borel probability measures on Z and ϕ-invariant
Borel probability measures on Sd.
2.2. Minimal skew products. In [25], Glasner and Weiss give conditions for
when one may obtain a minimal dynamical system from skew products. We are
interested in skew product systems arising from a minimal homeomorphism on a
point-like space. First, let us recall some notation from [25]. For a compact metric
space X with metric d, let Homeo(X) denote the space of homeomorphisms of X
equipped with the metric, which in an abuse of notation we also denote by d, given
by
d(g, h) = sup
x∈X
d(g(x), h(x)) + sup
x∈X
d(g−1(x), h−1(x)).
Let (Z, ζ) be a minimal dynamical system given by Theorem 2.1. For a compact
metric space Y , let X := Z × Y . Define a subset of Homeo(X) by
O(ζ × id) = {G−1 ◦ (ζ × id) ◦G |G ∈ Homeo(X).}
We are also be interested in subsets of O(ζ × id) of the form
S(ζ × id) = {G−1 ◦ (ζ × id) ◦G |G ∈ Homeo(X) such that G(z, y) = (z, gz(y))},
where z 7→ gz is a continuous map from Z to Homeo(Y ).
Applying Theorem 1 of [25] gives the following result:
Theorem 2.2. Suppose Y is a compact metric space and that G is a path connected
subgroup of Homeo(Y ) such that (Y,G) is minimal. Then there is a residual subset
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of O(ζ × id) which consists entirely of minimal homeomorphisms. Likewise, there is
a residual subset of S(ζ × id) which consists entirely of minimal homeomorphisms.
The reader can find a list of spaces that satisfy the hypotheses of the previous
theorem on page 7 of [17]. Although many spaces are covered, it cannot be applied
directly to any finite CW-complex. However, ifW is a finite connected CW-complex
the product of W with the Hilbert cube Q is a connected compact Hilbert cube
manifold (see for example [44, page 498]) and the hypotheses of Theorem 2.2 are
now satisfied. Since both the Hilbert cube Q and Z have the same K-theory and
cohomology as a point, we arrive at the following.
Theorem 2.3. Let W be a finite connected CW-complex, and let Q denote the
Hilbert cube. Then Z ×W × Q admits a minimal homeomorphism and there are
isomorphisms
H∗(Z ×W ×Q) ∼= H∗(W ), K∗(Z ×W ×Q) ∼= K∗(W )
of Cˇech cohomology and K-theory.
Proof. The existence of the minimal homeomorphism follows using Theorem 2.2.
The second statement follows from the Ku¨nneth formula, the fact that Q is con-
tractible, and Theorem 2.1 (2). 
Example 2.4. In the case that the system (Z, ζ) is uniquely ergodic, then Theorem
2 in [25] tells us that we can obtain a uniquely ergodic skew product systems. In
this situation, the crossed product C(Z ×W ×Q) ⋊ζ˜ Z will have a unique tracial
state and the associated crossed products are classifiable because uniquely ergodic
systems always have mean dimension zero.
Example 2.5. If M is a closed connected manifold with finite dimension, then we
can apply Theorem 2.2 directly to X = Z×M . In this case, X is finite dimensional.
Hence the resulting minimal system has mean dimension zero from which it follows
that the crossed product algebra fits within classification. In the general (i.e., finite
CW-complex) case, we must include the infinite dimensional Hilbert cube and hence
classification becomes unclear. This will be discussed in more detail in Section 3.
Proposition 2.6. Suppose α : Z ×W × Q → Z ×W × Q is a minimal home-
omorphism constructed as in Theorem 2.2. Then α induces the identity map on
K-theory.
Proof. Since α is in the closure of O(ζ× id) = {G−1 ◦ (ζ× id)◦G |G ∈ Homeo(X)},
we need only show that elements of O(ζ× id) act as the identity on K-theory. This
follows since ζ∗ : K∗(Z)→ K∗(Z) is the identity map, as is shown in the proof of
[15, Proposition 2.8]). Thus (G−1 ◦ (ζ × id) ◦G)∗ = G∗ ◦ id ◦ (G∗)−1 = id. 
A similar but slightly different construction is also possible which will allow us to
say more about invariant measures of the minimal dynamical system. Let (Sd, ϕ),
d ≥ 3 odd, be a minimal diffeomorphism and (Z, ζ) the corresponding point-like
system given by Theorem 2.1. For a finite CW-complex W and the Hilbert cube
Q, we apply [25, Theorem 1] to Sd ×W ×Q to obtain a minimal homeomorphism
ϕ˜ : Sd ×W ×Q→ Sd ×W ×Q, (s, w) 7→ (ϕ(s), hs(w)),
where s ∈ Sd, w ∈ W × Q and h : Sd → Homeo(W × Q). Let q : Z → Sd be the
factor map of Theorem 2.1 3. Then we define a homeomorphism
ζ˜ : Z ×W ×Q→ Z ×W ×Q, (z, w) 7→ (ζ(z), hq(z)(w)).
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Proposition 2.7. There is a factor map
q˜ : (Z ×W ×Q, ζ˜)→ (Sd ×W ×Q, ϕ˜)
defined by q˜ = q × idW×Q.
Proof. Since q is a factor map, it is clear that q˜ = q × idW×Q is surjective. Also,
q˜ ◦ ζ˜(z, w) = q˜(ζ(z), hq(z)(w)) = (q(ζ(z)), hq(z)(w))
= (ϕ(q(z)), hq(z)(w)) = ϕ˜(q(z), hq(z)(w)),
so q˜ intertwines the actions. Thus q˜ is a factor map. 
Proposition 2.8. The homeomorphism
ζ˜ : Z ×W ×Q→ Z ×W ×Q, (z, w) 7→ (ζ(z), hq(z)(w))
is minimal.
Proof. Let L∞ ⊂ Sd denote the ϕ-invariant immersion of R which is removed in the
construction of Z. Suppose F is a closed nonempty ζ˜-invariant subset of Z×W×Q.
Then q˜(F ) is a closed nonempty ϕ˜-invariant subset of Sd ×W × Q and since ϕ˜ is
minimal, we have that q˜(F ) = Sd ×W × Q. By [15, Lemma 1.14], q is injective
when restricted to the (Sd \ L∞) ⊂ Z, from which it immediately follows that q˜
is injective on (Sd \ L∞) ×W × Q. Hence (Sd \ L∞) ×W × Q ⊆ F . However
(Sd \ L∞)×W ×Q is dense in Z ×W ×Q. Hence F is both closed and dense, so
we conclude F = Z ×W ×Q, from which it follows that ζ˜ is minimal. 
Proposition 2.9. The factor map q˜ : (Z×W ×Q, ζ˜)→ (Sd×W ×Q, ϕ˜) induces a
one-to-one bijection between the ζ˜-invariant Borel probability measure on Z×W×Q
and the ϕ˜-invariant Borel probability measures on Sd ×W ×Q.
Proof. Let µ be a ζ˜-invariant measure. Then q˜∗(µ) = µ ◦ q˜−1 is ϕ˜-invariant. The
set L∞ × Q ×W is a Borel subset of Sd ×W × Q, and since L∞ is ϕ-invariant,
L∞×Q×W is invariant under ϕ˜. As in the proof of [15, Theorem 1.18], it follows
that q˜∗(µ)(L∞ × Q × W ) = 0. Hence µ((Sd \ L∞) × W × Q) = 1. Since the
factor map q : Z → Sd is one-to-one on Sd \ L∞, we have that q˜ is bijective on
(Sd \ L∞)×W ×Q, and the result follows. 
2.3. Minimal homeomorphisms of nonhomogeneous spaces. Many of the
known examples of spaces admitting minimal homeomorphisms—such as the Can-
tor set, the odd-dimensional spheres, or the spaces of the previous section—are
homogeneous spaces. Recall that a topological space X is homogeneous if, for ev-
ery pair of points x, y ∈ X there exists a homeomorphism h : X → X such that
h(x) = y. By contrast, the closed unit interval is nonhomogeneous: there cannot
exist a homeomorphism of [0, 1] which takes 0 to any point in the interior (0, 1),
for example. In particular, any homeomorphism will be either an increasing map
leaving the endpoints fixed, or a decreasing map interchanging 0 and 1. In any case,
it is clear that there can exist no minimal homeomorphism of the unit interval.
Indeed, it would appear at first that the existence of a minimal homeomorphism
on a space implies some type of weak homogeneity. Nevertheless, Floyd constructed
a minimal system, (K˜, ϕ˜) with a factor map π : (K˜, ϕ˜) → (K,ϕ), where (K,ϕ)
is the 3∞-odometer, a minimal dynamical system of the Cantor set K [21] by
constructing a map on K × [0, 1] whose minimal set is K˜. For some x ∈ K,
π−1{x} is a single point, while for other x ∈ K, π−1{x} ∼= [0, 1]. Thus K˜ has
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some maximal connected sets which are single points and hence zero dimensional,
while other maximal connected sets have positive dimension. In particular, K˜ is
nonhomogeneous.
This result was subsequently generalized by Gjerde and Johansen [24], who
showed that given any Cantor minimal system (K,ϕ), one can find a minimal
dynamical system (K˜, ϕ˜) on a nonhomogeneous space K˜ as well as a factor map π
from (K˜, ϕ˜) onto (K,ϕ), again by constructing K˜ as the minimal set of a homeo-
morphism on K ⊗ [0, 1]. They were able to allow for Cantor systems more general
than the 3-odometer by employing the use of Bratteli–Vershik models.
In [16], the authors further generalize the construction of Floyd by not only
replacing the Cantor 3-odometer with more general minimal Cantor systems, but
also by replacing the interval [0, 1] could be replaced by more complicated spaces,
including spaces with arbitrarily large dimension. In particular, we have the follow-
ing, which in Subsection 6.2 will allow us to find minimal equivalence relations by
breaking an orbit at any arbitrary finite dimensional, compact, connected metric
space Y . We refer the reader to [16] for the details on this construction and in
particular the proof of the next theorem.
Theorem 2.10. Let (K,ϕ) be a minimal system with K the Cantor set and let
n ≥ 1 be a natural number. Then there exists minimal system, (K˜, ϕ˜) with a factor
map π : (K˜, ϕ˜) → (K,ϕ) such that, for some points x in K, π−1{x} ∼= [0, 1]n.
Moreover, the map π induces an isomorphism π∗ : K∗(K)→ K∗(K˜).
3. Mean dimension
In this section, we consider the issue of mean dimension for our minimal systems
of the last section. As discussed in Section 1, we are interested in this result because
if a minimal dynamical system (X,ϕ) has mean dimension zero, then the associated
crossed product C(X)⋊ϕZ, as well as any orbit-breaking subalgebra, is classifiable.
The point-like systems (Z, ζ) all have mean dimension zero because the spaces
under consideration, Z, all have finite covering dimension. More specifically, if the
system (Z, ζ) is an extension of ϕ : Sd → Sd, then Z has covering dimension either
d or d− 1 (although we do not know which). Similarly, suppose (K˜, ϕ˜) is a system
constructed from a Cantor minimal system (K,ϕ) and natural number n using
Theorem 2.10. Then dim(K˜) = n, so (K˜, ϕ˜) will also have mean dimension zero.
This leaves us to consider the minimal skew products constructed via Theorem
2.2. We show that generically they have mean dimension zero. The reader should
note that if the original system is uniquely ergodic then generically the skew product
system is also uniquely ergodic, see [25, Theorem 2] and Example 2.4.
We begin by fixing notation and developing some background material. Let U
be a finite cover of an infinite compact metric space X . Then the order of the cover
U , denoted ord(U), is given by
ord(U) :=
(
max
x∈X
∑
U∈U
χU (x)
)
− 1,
where χU is the characteristic function of the open set U . Another finite cover V
is called a refinement of U if each element in V is a subset of an element of U . In
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that case, we write V ≻ U . If U is a finite open cover, we define
D(U) := min
V≻U
ord(V),
where the minimum is taken over finite open refinements of U .
Now suppose α ∈ Homeo(X) and n ∈ N. Then we define
D(U , α, n) := D(U ∨ α−1(U) ∨ · · · ∨ α−n+1(U)),
where ∨ denotes the join of the covers U , α−1(U), . . . , α−n+1(U). Since D(·) is
subadditive with respect to joins of covers,
lim
n→∞
D(U , α, n)
n
= inf
n≥1
D(U , α, n)
n
exists. Define
(3) D(U , α) := lim
n→∞
D(U , α, n)
n
.
The mean dimension of (X,α), denoted by mdim(α), is then defined by
mdim(α) := sup
U
D(U , α) ⊂ [0,∞],
where the supremum is taken over all finite open covers of X .
Example 3.1. Let Y be a finite dimensional compact metric space and σ : Y Z →
Y Z be the shift map. Then
(1) mdim(σ) = dim(Y );
(2) σ is the limit of (σn)n∈N where for each n, mdim(σn) = 0.
The first property is exactly [30, Proposition 3.1]. For the second, let σn : Y
Z → Y Z
be defined via
(xl)l∈N 7→

xl |l| ≥ n
xl−1 −n < l < n+ 1
xn l = −n
For example, when n = 2, we have
σ2((xl)l∈N) = (. . . x−4x−3x2x−2x−1x0x1x3x4 . . .),
where the x−1 is in the 0th position. One checks that
d(σ, σn)→ 0, n→∞,
and also that for each n, there exists N such that σNn = id. Thus, using [30,
Proposition 2.7] one has
Nmdim(σn) = mdim(σ
N
n ) = mdim(id) = 0.
Now let us return to the systems constructed in Subsection 2.2. Let (Sd, ϕ) be a
diffeomorphism of an odd dimensional sphere, d ≥ 3, and let (Z, ζ) be the associated
point-like system. Let Y be a compact metric space and set X := Z × Y .
Lemma 3.2. For any homeomorphism α ∈ O(ζ × id) ⊂ Homeo(X), we have
mdim(α) = 0.
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Proof. By definition, α = G−1 ◦ (ζ× id) ◦G for some G ∈ Homeo(X). Hence α and
ζ × id are conjugate, and so it is enough to show that ζ × id has mean dimension
zero. Since Z is finite dimensional, ζ : Z → Z has mean dimension zero. The
identity map always has mean dimension zero, so
mdim(ζ × id) ≤ mdim(ζ) + mdim(id) = 0,
hence mdim(α) = 0. 
The proof of the next lemma is standard and is therefore omitted.
Lemma 3.3. Suppose α ∈ Homeo(X). Then for each ǫ > 0 and N ∈ N, there
exists δ > 0 such that if d(α, β) < δ, then d(αi, βi) < ǫ for each i = 1, . . . , N .
Fix a countable neighbourhood base for the topology on X and let U be a finite
open cover of X whose elements are basic sets. For each such U and k ∈ N, define
HU ,k :=
{
α ∈ S(ζ × id)
∣∣∣∣ limn→∞ D(U , α, n)n < 1k
}
.
Lemma 3.4. Let U be a finite open cover of X whose elements are basic sets and
let k ∈ N. It holds that
(1) the set HU ,k is dense in S(ζ × id);
(2) the set HU ,k is open in S(ζ × id);
(3) if α ∈
⋂
U ,kHU ,k, then mdim(α) = 0.
Proof. Fix U and k. If α ∈ S(ζ × id) (rather than its closure) then α has mean
dimension zero by Lemma 3.2 and hence, for each U ,
lim
n→∞
D(U , α, n)
n
= 0 <
1
k
.
Thus S(ζ × id) ⊆ HU ,k and the first statement follows.
For the second statement, again fix U = {U1, . . . , Um} and k and now also fix a
homeomorphism α ∈ HU ,k. Then by definition,
lim
n→∞
D(U , α, n)
n
= L <
1
k
.
Therefore, there exists N ∈ N such that
D(U , α,N)
N
<
1
k
.
By [14, Proposition 1.6.5], there exists a finite closed cover of X , call it F , that
refines U ∨ α−1(U) ∨ . . . ∨ α−N+1(U) and D(U , α,N) = ord(F).
Fix a closed set F ∈ F . Then
(4) F ⊆ Ui1 ∩ α
−1(Ui2) ∩ . . . ∩ α
−N+1(UiN ),
where each Uir is an open set in U . For each 1 ≤ r ≤ N we have F ⊆ α
−r(Uir ).
Since α is a homeomorphism, αr(F ) ⊆ Uir and hence the closed sets α
r(F ) and
X \ Uir are disjoint. The metric space X is compact so both α
r(F ) and X \ Uir
are compact. Therefore the distance between αr(F ) and X \ Uir is equal to some
ǫF,r > 0.
The collection F is finite so
ǫ := min
{ ǫF,r
2
∣∣∣ F ∈ F and 1 ≤ r ≤ N}
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exists and is a positive real number. By Lemma 3.3, there exists δ > 0 such that if
d(α, β) < δ, then d(αi, βi) < ǫ for each i = 1, . . . , N .
Now suppose β ∈ S(ζ × id) with d(α, β) < δ. We show β ∈ HU ,k. The first step
is showing F refines U ∨ β−1(U) ∨ . . . ∨ β−N+1(U). Fix F ∈ F . By (4) we have
F ⊆ α−r(Uir ). Our goal is to show that F ⊆ β
−r(Uir ) for each r = 1, . . . ,m. Let
x ∈ F . The definition of ǫ implies that d(αr(y), X \ Uir ) ≥ 2ǫ. Using this along
with the fact that d(αr , βr) < ǫ, we have
2ǫ ≤ d(αr(y), X \ Uir )
≤ d(αr(y), βr(y)) + d(βr(y), X \ Uir)
≤ ǫ+ d(βr(y), X \ Uir )
Thus d(βr(y), X \ Uir ) ≥ ǫ > 0. Hence β
r(y) /∈ X \ Uir , from which it follows that
y ∈ β−r(Uir ). Since y and r were arbitrary, F ⊆ β
−r(Uir ) for each r = 1, . . . , N .
Thus F refines U ∨ β−1(U) ∨ . . . ∨ β−N+1(U). Using [14, Proposition 1.6.5], one
obtains
D(U , β,N) ≤ ord(F) = D(U , α,N),
and therefore
D(U , β,N)
N
≤
D(U , α,N)
N
<
1
k
.
Finally,
lim
n→∞
D(U , β, n)
n
= inf
n≥1
D(U , β, n)
n
≤
D(U , β,N)
N
<
1
k
.
Thus β ∈ HU ,k which implies that HU ,k is open.
We now prove the final item in the statement. That is, if α ∈
⋂
U ,kHU ,k, then
mdim(α) = 0. Let U be any finite open cover of X . Then, using the definition of
neighbourhood base, there exists V a finite open cover by basic sets that refines U .
Since V ≻ U , for each n,
V ∨ α−1(V) ∨ . . . ∨ α−n+1(V) ≻ U ∨ α−1(U) ∨ . . . ∨ α−n+1(U).
Proposition 1.1.4 of [14] implies that D(V , α, n) ≥ D(U , α, n) for each n. Since
α ∈ HV,k for each k ∈ N,
lim
n→∞
D(U , α, n)
n
≤ lim
n→∞
D(V , α, n)
n
= 0.
The choice of U was arbitrary, so mdim(α) = supU limn→∞
D(U ,α,n)
n = 0. 
Now the main theorem of this section follows from the previous lemma, the proof
of [25, Theorem 1], and the Baire Category Theorem.
Theorem 3.5. There is a residual subset of S(ζ × id) consisting of homeomor-
phisms that are minimal and have mean dimension zero. The same results holds
for O(ζ × id).
4. K-theory and orbit-breaking
In this section, we establish some further results on the K-theory of the orbit-
breaking subalgebras which will be needed. The definition of orbit-breaking subal-
gebras was discussed in Section 1. The first lemma and its corollary follow from an
inspection of the maps defined in Theorem 2.4 (and Example 2.6) of [36].
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Lemma 4.1. Let (X,ϕ) be a minimal dynamical system and Y1, Y2 nonempty
closed subsets meeting every ϕ-orbit at most once. Suppose that Y1 ⊂ Y2 and let
j : Y1 → Y2 denote the inclusion. Let A := C(X)⋊ϕZ. Then ιi : AYi →֒ A, i = 1, 2
and the two exact sequences of Theorem 1.3 are compatible. That is,
· · · // K1(A) // K0(Y2)
j

// K0(AY2)

(ι2)∗ // K0(A) // · · ·
· · · // K1(A) // K0(Y1) // K0(AY1)
(ι1)∗ // K0(A) // · · · .
In the next corollary, (1) was also observed by Phillips in [32, Theorem 4.1(3)].
Corollary 4.2. Applying the previous lemma to the case Y1 = {y} for some y ∈ X,
Y2 connected and K1(A) ∼= Z, we have
· · · // Z // K0(Y2) ∼= Z⊕ K˜0(Y2)
j

// K0(AY2)

(ι2)∗ // K0(A) // · · ·
· · · // Z // K0({y}) ∼= Z // K0(A{y})
(ι1)∗ // K0(A) // · · · .
Moreover,
(1) the map K0(A{y})→ K0(A) is an isomorphism;
(2) the map Z→ K0(Y1) ∼= Z is an isomorphism;
(3) the map K0(Y2) ∼= Z⊕ K˜0(Y2)→ K0({pt}) ∼= Z is given by
(n, y) ∈ Z⊕ K˜0(Y2) 7→ n ∈ Z.
For the next lemma, recall from Section 1 that the boundary maps in the
Pimsner–Voiculescu exact sequence is denoted ∂PV, and the boundary maps in
the exact sequence of Theorem 1.3 is denoted ∂OB.
Lemma 4.3. Let (X,ϕ) be a minimal dynamical system with X an infinite compact
metric space. Suppose Y ⊆ X is a closed subset of X such that ϕn(Y ) ∩ Y = ∅ for
every n 6= 0. Let j : Y →֒ X denote the inclusion of Y in X. Then the following
diagram commutes:
K∗(A)
∂OB

∂PV // K∗+1(X)
j∗xxqqq
qq
qq
qq
q
K∗+1(Y ).
Before beginning the proof of Lemma 4.3, we need a more explicit description
of the boundary maps. The boundary map ∂PV of the Pimsner–Voiculescu exact
sequence is discussed first.
Regard the crossed product as being generated by functions in C(X) and a
unitary u such that ufu∗ = f ◦ ϕ−1, for f in C(X). Let b ∈ B(ℓ2(Z)) denote the
bilateral shift and let E ⊂ (C(X)×ϕ Z)⊗B(ℓ2(Z)) be the C∗-subalgebra generated
C(X)⊗ 1 and u⊗ b. Denote by p+ ∈ B(ℓ2(Z)) the projection onto ℓ(Z>0) and put
p := 1C(X) ⊗ p
+. There is a short exact sequence
0→ C(X)⊗K(ℓ2(Z>0))→ pEp→ C(X)×ϕ Z→ 0,
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and the map ∂PV is the index map in the associated sequence on K-theory.
To describe the second boundary map ∂OB we elaborate a little on the K-theory
of the orbit-breaking subalgebras. Let A := C∗(Rα) and AY := C∗(RY ).
Let Z act on Y × Z, trivially on Y and by translation on Z, and let Sϕ denote
its associated groupoid. We view Sϕ as the equivalence relation
Sϕ = {((y,m), (y, n)) | y ∈ Y,m, n ∈ Z}.
Define
SY = S \ {((y,m), (y, n)) | y ∈ Y ;m < 1 ≤ n or n < 1 ≤ m},
and let C := C∗(Sα) and CY := C∗(SY ) be the associated C∗-algebras. Observe
that by defining
S+Y := {((y,m), (y, n)) | y ∈ Y,m, n ≥ 1},
C+Y = C
∗
(
S+Y
)
,
S−Y := {((y,m), (y, n)) | y ∈ Y,m, n < 1},
C−Y := C
∗
(
S−Y
)
,
we have SY = S
+
Y ∪ S
−
Y and CY = C
+
Y ⊕ C
−
Y . It is straightforward to check that
(see also [36, Example 2.6]) that for the associated C∗-algebras we have
C ∼= C(Y )⊗K
(
ℓ2(Z)
)
,
C+Y
∼= C(Y )⊗K
(
ℓ2(Z>0)
)
,
C−Y
∼= C(Y )⊗K
(
ℓ2(Z≤0)
)
.
Note that the inclusion CY ⊂ C is considerably more elementary than that of
AY ⊂ A. We want to establish a relation between these two pairs of inclusions.
The map j : Y × Z→ X defined by j(y, n) = ϕn(y) is continuous and equivariant.
By abuse of notation, we will also use j to denote j × j, which is a groupoid
morphism from Sϕ to Rϕ. Observe that j(SY ) is precisely j(Sϕ) ∩RY .
If g ∈ Cc(Rϕ), then g ◦ j : Sϕ → C is continuous and although it does not have
compact support, we nevertheless have that for any f ∈ Cc(Sϕ) the convolution
products f(g ◦ j), (g ◦ j)f are both defined and contained in Cc(Sϕ). Thus elements
of A act as multipliers on C. Similarly, elements of AY acts as multipliers on CY .
The main result of [35] is that there is an isomorphism between relativeK-groups,
K∗(AY ;A) ∼= K∗(CY ;C). Thus we can reduce the computation of K∗(AY ;A) to
the computation of K∗(CY ;C). Now, given any C
∗-algebra B with C∗-subalgebra
B′, by [35, Section 2], the relative K0-group, K0(B
′, B) is shown to consist of
elements represented by partial isometries in matrices over A˜ whose initial and
final projections lie in matrices over A˜′. There is an exact sequence
K1(B) // K0(B′;B) // K0(B′)

K1(B
′)
OO
K1(B
′;B)oo K0(B),oo
given as follows. The map K1(B) → K0(B′;B) is defined by considering any
unitary in matrices over B˜ as a partial isometry with initial and final projections
in matrices over A˜′, and the map K0(B
′;B) → K0(B
′) is defined by sending a
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partial isometry v to [v∗v]0 − [vv∗]0 ∈ K0(B′). The vertical maps are induced by
the inclusion B′ ⊂ B.
With the concrete description of the C∗-algebras CY ⊂ C, it is a simple matter
to check that this yields a short exact sequence
0→ K0(CY ;C)→ K0(C
+
Y )⊕K0(C
−
Y )→ K0(C)→ 0,
and that the inclusions C+Y , C
−
Y ⊂ C both induce isomorphisms on K-theory. Con-
sequently, if q := 1⊕0 in the multiplier algebra of C+Y ⊕C
−
Y , the map fromK0(CY ;C)
to K0(C) taking the class of a partial isometry v in C with initial and final projec-
tions in C+Y ⊕ C
−
Y to [v
∗vq]0 − [vv∗q]0, is an isomorphism.
We now complete our description of the map ∂OB. For each m ≥ 1, let em be
the characteristic function of the compact open set {(y, i, i) | |i| ≤ m} ⊂ Sα. These
elements form an approximate unit for C which lies in CY . We use the same em to
denote em ⊗ 1n in Mn(C).
Let v ∈ Mn(A) be a unitary, which we regard as a partial isometry with initial
and range projections in Mn(A
′). Define
vm :=
[
vem 0
1n − em 0
]
,
which is a partial isometry in M2n(C˜) satisfying
v∗mvm = 1⊕ 0, vmv
∗
m = vemv
∗ ⊕ (1− em).
For sufficiently large values ofm, vmv
∗
m will lie (at least approximately) inM2n(C˜Y ).
The isomorphism from [35] carries the class of v to that of vm, for any sufficiently
large m. Thus for the map ∂OB we have
[v]1 7→ [q(1 ⊕ 0)]0 − [q(vemv
∗ ⊕ (1 − em))]0 ∈ K0(C).
Proof of Lemma 4.3. It will be convenient to let e+m denote the characteristic
function of the set {(y, i, i) | 1 ≤ i ≤ m}. In other words, e+m = pem. First,
we show that j∗ ◦ ∂PV([u]1) = ∂OB([u]1) where u is the canonical unitary in the
crossed product. We compute the Pimsner–Voiculescu map as follows. Lift u to
p(u⊗ b)p = u⊗ s in pEp, where s is the unilateral shift. Then
∂PV([u]1) = [1⊗ ss
∗]0 − [1⊗ s
∗s]0 = −[1⊗ (I − ss
∗)]0.
Under the isomorphism of K0(C(X) ⊗ K) with K0(C(X)), this is identified with
−[1]0. On the other hand,
∂OB[u]1 = [q(1⊕ 0)]0 − [q(uemu
∗ ⊕ (1 − em))]0
= [q]0 − [e
+
m+1 ⊕ (q − e
+
m))]0
= −[e+1 ]0.
Under the isomorphism between K0(C) and K0(C(Y )), [e
+
1 ]0 is identified with [1]0.
As the restriction map from C(X) to C(Y ) is unital, we have j∗ ◦ ∂PV([u]1)) =
∂OB([u]1), as required.
Now we show that j∗◦∂PV = ∂OB when applied to an arbitrary unitary inMn(A˜).
For simplicity, assume n = 1. We may approximate this unitary by an invertible
v =
∑N
−N fnu
n, where N ∈ N and fn ∈ C(X), −N ≤ n ≤ N . As we know the
conclusion holds for u, it suffices to prove it holds for uNv =
∑2N
0 fn−Nu
n.
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For m > 2N , the initial and final projections of (uNv)m are in C˜Y and we have
∂OB[u
Nv] = [quNvemv
∗uN ]0 − [e
+
m]0.
On the other hand, we may lift the element uNv =
∑2N
n=0 fn−Nu
n to the element
w =
∑2N
n=0 fnu
n ⊗ Bn in E . From the fact that p(u ⊗ b)p = (u ⊗ b)p, it follows
that pwp = wp and is a partial isometry (approximately) with (wp)∗(wp) ≈ p and
(wp)(wp)∗ = wpw∗ = pwpw∗p, which is a subprojection of p. It follows that
∂PV[u
Nv]1 = −[p− wpw
∗]0.
We also know that
p(u⊗ b)∗p = p(u⊗ b)∗
and hence, provided m > 1,
pw(u⊗ b)∗mp = pw(u⊗ b)∗m.
If we let dm = 1⊗ pℓ2{−m,...,m} where pℓ2{−m,...,m} is the projection onto
ℓ2{−m, . . . ,m}, we have
(1 − p)dm = (1− p)(u⊗ b)
∗(m+1)p(u⊗ b)m+1.
It is clear that wp(1 − dm)w∗ is a subprojection of wpw∗ and hence also of p. It
follows that
[p− wpw∗]0 = [p− wp(1 − dm)w
∗]0 − [wpw
∗ − wp(1 − dm)w
∗]0
For the second term, we have
[wpw∗ − wp(1− dm)w
∗]0 = [wpdmw
∗]0 = [pdm]0.
and for the first, we have
p− wp(1− dm)w
∗ = p− wpw∗ + wpdmw
∗
= p− pwpw∗p+ wpdmw
∗
= pw(1− p)w∗p+ wpdmw
∗
= pw(u⊗ b)∗(m+1)(u⊗ b)m+1(1− p)w∗p
+wpdmw
∗
= pvw(u⊗ b)∗(m+1)p(u⊗ b)m+1(1− p)w∗p
+wpdmw
∗
= pwdm(1− p)w
∗p+ wpdmw
∗
= pwemw
∗p.
Applying the restriction map from C(X) to C(Y ) takes p to q and dm to em,
and we are done. 
5. C∗-algebras associated to skew products systems
Let (X,α) be a minimal dynamical system as constructed by Theorem 2.2. By
Proposition 2.6, the homeomorphism α induces the identity on K-theory, so the
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Pimsner–Voiculescu exact sequence is given by
K0(X)
0 // K0(X) // K0(C(X)⋊α Z)
∂PV

K1(C(X)⋊ϕ Z)
∂PV
OO
K1(X)oo K1(X),
0oo
and hence reduces to the two short exact sequences
0→ K0(X)→ K0(C(X)⋊α Z)→ K
1(X)→ 0,
and
0→ K1(X)→ K1(C(X)⋊α Z)→ K
0(X)→ 0.
In general we do not know if these short exact sequences split (compare with [41,
Proposition 4.2 and Remark 4.3]). However, there exist minimal skew products
where these sequences do indeed split, and in these cases K-theory computations
are possible.
As before, let W be a finite connected CW-complex and let Q be the Hilbert
cube. As in Subsection 2.2, we apply [25, Theorem 1] to Sd ×W ×Q to obtain a
minimal homeomorphism
ϕ˜ : Sd ×W ×Q→ Sd ×W ×Q, (s, w) 7→ (ϕ(s), hs(w)),
where s ∈ Sd, w ∈ W ×Q and h : Sd → Homeo(W ×Q). Let (Z ×W ×Q, ζ˜) be
the corresponding minimal system constructed as an extension of (Sd×W ×Q, ϕ˜)
as in Proposition 2.8.
Proposition 5.1. Let X := Z ×W ×Q. Then for the minimal dynamical system
(X, ζ˜), we have
K0(C(X)⋊ζ˜ Z)
∼= K1(C(X)⋊ζ˜ Z)
∼= K0(X)⊕K1(X).
Proof. The result will follow by showing the short exact sequences obtain from the
Pimsner–Voiculescu exact sequence split. In turn, by [7, Proposition 10.5.1], this
will follow by showing that ζ˜ is homotopic to a conjugate of ζ × idW × idQ. The
space Sd×W×Q is a compact Hilbert cube manifold and hence its homeomorphism
group is locally contractible by the main result of [11]. Using this fact together with
the skew product construction, there exists a homotopy
H : Sd × [0, 1]→ Homeo(W ×Q),
where
H(s, 0) = hs and H(s, 1) = g
−1
ϕ(s) ◦ gs,
for some g : Sd → Homeo(W ×Q). Precomposing with the factor map q˜ leads to
H˜ : Z × [0, 1]→ Homeo(W ×Q),
where
H˜(z, 0) = hq(s) and H˜(s, 1) = g
−1
ϕ(q(z)) ◦ gq(z).
Summarizing, we have obtained a homotopy from ζ˜ to the homeomorphism
(z, w) 7→ (ζ(z), g−1ϕ(q(z)) ◦ gq(z)(w)) = (G
−1 ◦ (ζ × idW × idQ) ◦G)(z, w),
where the homeomorphism G is determined by g via
G(z, w) = (z, gq(z)(w)).
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The result follows. 
Although the K-theory of the crossed product algebra is not the same as the
spaceW , the orbit-breaking construction allows us to obtain a minimal equivalence
relation whose C∗-algebra has the same K-theory as the space W . We note that
this is the case both for the minimal homeomorphisms constructed in Theorem 2.2
and Proposition 2.8 but we will concentrate on the former.
Let A := C(X)×α Z where X := Z ×W ×Q and α is minimal and in S(ζ × id).
Then for any z0 ∈ Z, the set W˜ = {z0} ×W ×Q is a closed subset of X . Let AW˜
denoted the orbit-breaking subalgebra associated to W˜ , that is, AW˜ = C
∗(RW˜ )
where RW˜ is the minimal equivalence relation defined in Section 1.
Theorem 5.2. The C∗-algebra AW˜ is simple, separable, unital and nuclear. More-
over, if A := C(X)×α Z is Z-stable, then so is AW˜ . In particular, this is the case
when (X,α) has mean dimension zero.
Proof. The nonempty closed subset W˜ meets each α-orbit once since α(z, w, q) =
(ζ(z), hz(w, q)) and ζ is minimal. Thus the statement follows from Theorem 1.2. 
Theorem 5.3. The K-theory of the orbit-breaking algebra AW˜ is isomorphic to
the K-theory of W , that is,
K∗(AW˜ )
∼= K∗(W ).
Proof. The inclusion map W˜ →֒ X induces an isomorphism on K-theory and more-
overK∗(W˜ ) ∼= K∗(W ). Hence the six-term exact sequence of Theorem 1.3 becomes
K0(W ) // K0(AW˜ )
// K0(A)

K1(A)
OO
K1(AW˜ )
oo K1(W ).oo
Using Lemma 4.3 and again the fact that the inclusion map W˜ →֒ X induces an
isomorphism on K-theory, the boundary maps in this sequence are onto and hence
the six-term exact reduces to two short exact sequences:
0→ K∗(AW˜ )→ K∗(A)→ K
∗+1(W˜ )→ 0,
for i = 0, 1. Lemma 4.3, together with the commutative diagram
C(X)
i1
||①①
①①
①①
①① i2
""❉
❉❉
❉❉
❉❉
❉
AW˜ ι
// A,
implies that the diagram
0 // K∗(AW˜ )
// K0(A) // K∗+1(W˜ ) // 0
0 // K∗(X) //
OO
K0(A) // K∗+1(X) //
OO
0
commutes, where the second exact sequence is obtained from the Pimsner–Voiculescu
exact sequence via the discussion following Proposition 2.6. Since the mapK∗+1(X)→
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K∗+1(W˜ ) is an isomorphism, the Five Lemma implies that K∗(AW˜ )
∼= K∗(X) ∼=
K∗(W ). 
Note that the theorem above does not tell us anything about the order structure
on theK0-group. However, in particular cases we can obtain a complete description.
For any given a finite CW-complex, there exists a connected CW-complex with the
same K-theory but with trivial first cohomology group.
Theorem 5.4. Let X = Z × W × Q and suppose W has H1(W ) = 0. Then
A := C(X) ⋊α Z has no nontrivial projections. Moreover, for any tracial state
τ ∈ T (A) the image of the map
τ∗ : K0(A)→ R, [p]→ τ(p),
is Z and x ∈ K0(A)+ if and only if τ(x) ≥ 0.
Proof. This follows from a theorem of Connes [12] (see also [7, Corollary 10.10.6])
In this case we can also compute the order structure on K0 since the range of the
trace on K0(C(X)⋊α Z) is Z (see the proof of [7, Corollary 10.10.6]). 
Let A be a simple, nuclear C∗-algebra and τ ∈ T (A) a tracial state. For any
positive element, set dτ (a) := limn→∞ τ(a
1/n). We say that a C∗-algebra has strict
comparison (of positive elements) if, whenever a, b ∈ A are positive elements such
that dτ (a) < dτ (b) for every τ ∈ A, then there exists a sequence (rn)n ∈ M∞(A)
such that ‖rnbrn − a‖ → 0 as n → ∞. If A has strict comparison and p and
q are projections in M∞(A), then τ(p) < τ(q) for every τ ∈ T (A) implies that
[p] < [q] ∈ K0(A).
The previous theorem allows us to say something about the order structure on
the orbit-breaking subalgebra
Corollary 5.5. Let X = Z ×W × Q and suppose W has H1(W ) = 0. Suppose
that (X,α) has mean dimension zero. Let W˜ = {z0} ×W × Q. Then the orbit-
breaking subalgebra AW˜ ⊂ A := C(X) ⋊α Z has no nontrivial projections and
K0(AW˜ )+
∼= ι∗(K0(AW˜ ) ∩K0(A)+, where ι : AW˜ → A is the inclusion map.
Proof. That AW˜ has no nontrivial projections is immediate. From the proof of
Theorem 5.2 we see that ι∗ : K0(AW˜ )→ K0(A) is injective. Suppose that we have
x ∈ K0(A)+ satisfying x ≥ 0. Then there are projections p, q ∈ M∞(AW˜ ) such
that ι−1∗ (x) = [p] − [q] ∈ K0(AW˜ ). Since (X,α) has mean dimension zero, AW˜
is Z-stable and hence has strict comparison [39]. Thus it is enough to show that
τ(p) > τ(q) for any τ ∈ T (AW˜ ), since this in turn implies [p]− [q] > 0 and therefore
y ∈ K0(AW˜ )+ if and only if ι∗(y) ∈ K0(A). Indeed, since any τ ∈ T (AW˜ ) is of the
form τ = σι for some σ ∈ T (A), we have 0 < σ(x) = σ(ι∗([p]− [q])) = τ(p) − τ(q).
Thus [p]− [q] ∈ K0(AW˜ )+ and the result follows. 
By using the previous corollary and Example 2.4, we can obtain monotracial
crossed products with only trivial projections where the relevant space X satisfies
K0(X) ∼= Z ⊕ G0 and K1(X) ∼= G1. Furthermore, using Proposition 5.1, the
minimal dynamical system can be taken so that theK-theory of the crossed product
is K0(C(X)⋊ Z) ∼= Z⊕G0 ⊕G1 and K1(C(X)⋊ Z) ∼= Z⊕G0 ⊕G1.
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6. Applications to the Elliott program
Let A be a simple, separable, unital, nuclear C∗-algebra. The Elliott invariant
of A, denoted Ell(A), is the 6-tuple
Ell(A) := (K0(A),K0(A)+, [1A],K1(A), T (A), rA : T (A)→ S(K0(A))),
where rA : T (A) → S(K0(A)) maps a tracial state τ to the state on the ordered
abelian group (K0(A),K0(A)+, [1A]) defined by (τ)([p] − [q]) = τ(p) − τ(q), for
projections p, q ∈M∞(A).
In this section, we use the results of the previous sections to partially address
Question 0.2 of the introduction: When is a classifiable C∗-algebras isomorphic to
the C∗-algebra of a minimal e´tale equivalence relation? The classification theorem,
stated here, is the culmination of many years of work.
Theorem 6.1 (see [10, 8, 18, 26, 42]). Let A and B be separable, unital, simple,
infinite-dimensional C∗-algebras with finite nuclear dimension and which satisfy the
UCT. Suppose there is an isomorphism
ϕ : Ell(A)→ Ell(B).
Then there is a ∗-isomorphism
Φ : A→ B,
which is unique up to approximate unitary equivalence and satisfies Ell(Φ) = ϕ.
We denote the class of all unital, simple, infinite-dimensional C∗-algebras with
finite nuclear dimension and which satisfy the UCT by C, that is,
C := {A | A a classifiable C∗-algebra}.
6.1. Projectionless C∗-algebras. In Section 5 the space W was a finite CW
complex and consequently all the C∗-algebras considered have finitely generated
K-theory. In this subsection, orbit-breaking subalgebras without this restriction
are constructed by starting from minimal dynamical systems on point-like spaces.
The resulting C∗-algebras will only have trivial projections 0 and 1. Since the point-
like spaces have finite covering dimension, the minimal dynamical systems will have
mean dimension zero and so the C∗-algebras of this section will all be Z-stable and
hence belong to C. Furthermore, by tensoring with a full matrix algebra we can
also vary the class of the unit in the Elliott invariant, see Corollary 6.4.
Let G0 and G1 be arbitrary countable abelian groups. Standard results imply
that we can take a compact connected metric space Y with dim(Y ) <∞ and
K0(Y ) ∼= Z⊕G0, K
1(Y ) ∼= G1.
We now consider Y fixed for the rest of our discussion in this section. Let d
be an odd number large enough such that there exists embedding Y →֒ Sd−2. Let
(Z, ζ) be a minimal dynamical system constructed from a minimal diffeomorphism
ϕ : Sd → Sd as in Subsection 2.1.
Lemma 6.2. There exists an embedding ι : Y → Z such that ϕn(ι(Y )) ∩ ι(Y ) = ∅
for every n ∈ N \ {0}.
Proof. In the proof Lemma 1.13 in [15] there is an embedding of Sd−2 → Z whose
image lies in the closed set π−1{x}, for some x in X . Compose this with the
embedding of Y into the sphere Sd−2 to get an embedding of Y into Z. If n 6= 0,
we have π(ζn(Y )) = ϕn(x) 6= x = π(Y ), which implies that ζn(Y )∩Y is empty. 
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Let A := C(Z)×ζ Z and let AY denote the orbit-breaking subalgebra of A.
Theorem 6.3. The C∗-algebra AY satisfies the following
K0(AY ) ∼= K
0(Y ) ∼= Z⊕G0, K1(AY ) ∼= K
1(Y ) ∼= G1,
and the positive cone of K0(AY ) is given by
K0(AY )+ ∼= {(n, z) | n = 0, z = 0, or n > 0}.
Proof. It follows from [15] that K0(A) ∼= Z and K1(A) ∼= Z. We have an exact
sequence
C(Z)
i1
||②②
②②
②②
②② i2
!!❈
❈❈
❈❈
❈❈
❈
AY ι
// A
where the map i2 induces a map
Z ∼= K0(C(Z))→ K0(A) ∼= Z.
By the Pimsner–Voiculescu exact sequence, as calculated in the proof of [15, Propo-
sition 2.8], the above map is an isomorphism. Consequently, the map ι∗ : K0(AY )→
K0(A), as given in the six-term exact sequence of Theorem 1.3, is onto. Thus the
sequence of Theorem 1.3 becomes
Z⊕G0 // K0(AY )
ι∗ // Z
0

Z
L
OO
K1(AY )oo G1.oo
Furthermore, the map K0(AY ) → Z splits. To see this, note that i2 induces an
isomorphism on K0. Thus, using the commutativity of the first diagram in the
proof, the splitting map is given by (i1)∗ ◦ (i2)−1∗ .
To complete the proof, we need to show that L : Z → Z ⊕ G0 is the map
n 7→ (n, 0). However, this follows from Corollary 4.2. 
Corollary 6.4. Let G0 and G1 be countable abelian groups and let ∆ be a finite-
dimensional Choquet simplex. Then (Z ⊕ G0,Z≥0, [1] = k) is an ordered abelian
group, and if there is a map
r : ∆→ S(Z⊕G0), τ 7→
(
(n, g) 7→
n
k
)
,
then there exists an amenable minimal equivalence relation R such that
Ell(C∗(R)) ∼= (Z⊕G0,Z≥0, [1] = k,G1,∆, r).
In particular if A ∈ C and Ell(A) = (Z ⊕ G0,Z≥0, [1] = k,G1,∆, r), then A and
C∗(R) are ∗-isomorphic.
Proof. Let Z be a point-like space and let (Z, ζ) be a minimal dynamical system
with simplex of ζ-invariant measures given by ∆ (which exists by [15]). By Theo-
rem 6.3, there is a nonempty closed subset Y ⊂ Z meeting every ζ-orbit at most once
such that the associated minimal equivalence relation RY ⊂ Z × Z has K-theory
given by (K0(C
∗(RY )),K0(C∗(RY )) = (Z ⊕G0, Z+) and K1(C∗(RY )) = G1. We
have [1] = 1 ∈ Z. To arrange that [1] = k ∈ Z>0, we replace RY ⊂ Z × Z with
the equivalence relation on R ⊂ (Z × {1, . . . , k})× (Z × {1, . . . , k}) which gives us
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C∗(R) ∼= C∗(RY )⊗Mk. Since ι : C∗(RY ) →֒ C(Z)⋊ζ Z induces a homoemorphism
of tracial state spaces,
T (C∗(R)) ∼= T (C∗(RY )) ∼= T (C(Z)⋊ζ Z) ∼= ∆,
and since
rC∗(RY ) : T (C
∗(RY ))→ S(K0(C
∗(RY )), (n, g) 7→ n ∈ Z,
we have
rC∗(R) : T (C
∗(RY ))→ S(K0(C
∗(RY ))), (n, g) 7→
n
k
.
Thus
Ell(C∗(R)) ∼= (Z⊕G0,Z
+, [1] = k,G1,∆, r),
and since C∗(R) is a simple, separable, nuclear, unital, Z-stable C∗-algebra, The-
orem 6.1 implies that for any A ∈ C we have A ∼= C∗(R). 
Remark 6.5. It is worth noting taking the class of the unit to be 1 in the previous
corollary results in C∗-algebras with only the trivial projections 0 and 1.
6.2. C∗-algebras with real rank zero. In this section, we consider the crossed
products and orbit-breaking subalgebras arising form the construction of minimal
homeomorphisms on nonhomogeneous spaces as in Subsection 2.3. In contrast to
the C∗-algebras of the previous subsection, these C∗-algebras will always have a
plentiful supply of projections: they all have real rank zero (and this can be read
directly from the K-theory).
To begin, we require a lemma about the K-theory of the crossed product C∗-
algebra associated to a nonhomogeneous extension of a Cantor minimal system. Let
K denote the Cantor set and suppose ϕ : K → K be a minimal homeomorphism
and let (K˜, ϕ˜) be a minimal extension of (K,ϕ) with factor map π : K˜ → K, as
in Theorem 2.10. The proof for the case that π−1(x), x ∈ K˜, is either a single
point or [0, 1]n is similar to the proof of [24, Theorem 4] (where n = 1). See also
the proof in [16], where π−1(x) can be higher dimensional cubes as well as more
complicated spaces. Note that in [24] notationK(K,ϕ) is used to denote the 5-tuple
(K0(A),K0(A)+, [1A],K1(A), T (A)) for A = C(K)⋊ϕ Z.
Lemma 6.6. Let A := C(K) ⋊ϕ Z and B := C(K˜) ⋊ϕ˜ Z. Then the factor map
π : (K˜, ϕ˜)→ (K,ϕ) induces isomorphisms
(K0(A),K0(A)+, [1A]) ∼= (K0(B),K0(B)+, [1B]), K1(A) ∼= K1(B),
and an affine homeomorphism
T (B) ∼= T (A).
Let G0 be a simple dimension group, T a countable abelian torsion group and
G1 a countable abelian group. By standard results in topological K-theory there
exists a compact connected metric space Y with dim(Y ) <∞ and
K0(Y ) ∼= Z⊕ T, K1(Y ) ∼= G1.
By [28, Corollary 6.3], there exists Cantor minimal system (K,ψ) such that
K0(C(K)⋊ψ Z) ∼= G0, K1(C(K)⋊ψ Z) ∼= Z.
Let n ∈ N be large enough so that there exists embedding Y →֒ [0, 1]n and let
(K˜, ψ˜) be the nonhomogeneous extension with π−1(x) a point or π−1(x) = [0, 1]n
and which has the same K-theory as (K,ψ). By Lemma 6.6, there is an explicit
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isomorphism between the K-theory of the crossed product C∗-algebras, induced
from the factor map π : K˜ → K, which preserves both the order and the class
of the unit. Let B := C(K˜) ⋊ψ Z and form BY , the orbit-breaking subalgebra
associated to Y , considered as a closed subspace of K˜ via Y →֒ In →֒ K˜. Since
In ∩ ψk(In) = ∅ for k 6= 0, we have that Y ∩ ψk(Y ) = ∅ for k 6= 0 and hence BY is
simple.
Theorem 6.7. The K-theory of the orbit-breaking subalgebra BY is given by
(K0(BY ),K0(BY )+, [1]) ∼= (T ⊕G0, G
+
0 , 1G0), K1(BY )
∼= G1.
Proof. The proof is similar to the proof of Theorem 4.1 in [34]. As before, we have
the six-term exact sequence of Theorem 1.3 and the commutative diagram
C(K˜)
i1
||②②
②②
②②
②② i2
""❉
❉❉
❉❉
❉❉
❉
BY ι
// B,
which gives us the six-term exact sequence
Z⊕ T // K0(BY )
ι∗ // G0
0

Z
L
OO
K1(BY )oo G1.oo
Using Corollary 4.2, it follows that
0→ Z→ Z⊕ T → K0(BY )→ G0 → 0,
and K1(BY ) ∼= G1. Moreover, the map Z → Z ⊕ T is given by l 7→ (l, 0), so we
have the short exact sequence
0→ T → K0(BY )→ G0 → 0.
To complete the first part of the proof we show that this sequence splits. To do so,
consider the maps Y → In and associated orbit-breaking subalgebras. Lemma 4.1
implies that we have
// Z //

K0(BIn) //

K0(C(K˜)⋊ Z) //
// Z⊕ T // K0(BY ) // K0(C(K˜)⋊ Z) // .
Moreover, the map K0(BIn) → K0(C(K˜) ⋊ Z) ∼= G0 is isomorphism, which gives
us the required splitting.
Next we show that the positive cone of K0(BY ) is (G0)+. We follow the proof of
Theorem 4.1 in [34]. The result will follow by showing that given a ∈ (G0)+ there
exists b ∈ K0(BY )+ such that ι∗(b) = a. As such, let a ∈ (G0)+. Observe that for
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the diagram
C(K˜)
i1
||②②
②②
②②
②② i2
!!❈
❈❈
❈❈
❈❈
❈❈
BY ι
// B
there exists c ∈ K0(K˜)+ such that (i2)∗(c) = a. Then the element b = (i1)∗(c) has
the required property.
Finally, the class of the unit is respected by the map ι∗ because ι is unital. 
Corollary 6.8. Let A be a simple, separable, unital C∗-algebra with finite decom-
position rank, real rank zero and that satisfies the UCT. Suppose that
K0(A) ∼= T ⊕G0, K1(A) ∼= G1,
where T is a countable torsion abelian group, G0 is a simple dimension group, G1
is a countable abelian group and the order structure and class of the unit of K0(A)
are the same as the simple dimension group G0. Then there exists an amenable
equivalence relation, R, with C∗(R) ∼= A.
Proof. Since A has real rank zero, the tracial state space and pairing map in the
Elliott invariant of A are redundant. Thus the isomorphism class of A consists of
those C∗-algebras with real rank zero and isomorphic K-theory. 
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