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Copper zinc tin sulfide (CZTS) is a photovoltaic absorber material used in thin-film devices.
Research into the kesterite absorbers Cu2ZnSn(S1−xSex)4 has been particularly active in the
last decade: this is motivated by the abundance of the constituent elements, which presents a
long-term advantage over existing thin-film technologies including CIGS and CdTe. However,
the efficiency of CZTS-based devices has been lower than expected and among other factors
this is attributed to is the presence of secondary phases. In this thesis, a novel thermochemical
model is developed for the mixed sulfur vapour phase that is present during the annealing
of CZTS films. Temperature and pressure-dependent phase diagrams are then constructed
for the Cu-Zn-Sn-S system from first-principles calculations within density-functional theory.
While research-grade CZTS is produced in both low and high-pressure processes, it is found
that the phase diagram is similar in both regimes except for the oxidation state of tin sulfide.
The dominant ternary phase, of those modelled, is a monoclinic phase of Cu2SnS3. A small
temperature/pressure envelope appears to exist in which this phase is unstable relative to
CZTS and the binary phases. This potentially offers a route to copper-rich CZTS without the
presence of ternary phases. Rapid, high-temperature annealing for industrial deployment
appears to be feasible without decomposition of the kesterite, provided that an adequately
high system pressure is maintained. This work demonstrates that with high-performance
computing it is possible to explore the thermodynamic space around a quaternary compound
before traditional thermochemical data has been obtained. The methodology developed here
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This work draws on concepts in physics, chemistry, engineering and mathematics. Within these
fields notation is somewhat inconsistent, and between them there are many clashes. A single
notation system is used which draws primarily on engineering and chemistry. A few details
are worth noting here:
• Vectors are indicated with bold symbols.
• A superscript zero is used to indicate absolute zero temperature and pressure where
appropriate, such that H0i = Hi(T = 0, pi = 0). A superscipt ‘plimsoll’ (
−	−) is used to in-
dicate a non-zero reference state; conventionally this means “standard temperature and
pressure”, i.e. H−	−i = Hi(T = 298.15 K, pi = 1× 105 Pa), but this is not mathematically
required unless indicated.
• The circumflex ˆ represents a ‘specific’ property — an extensive property which is scaled
to the quantity of material involved, giving an intensive property. For example, if H
denotes the total enthalpy of a finite system, Ĥ denotes the enthalpy of one unit (typically
one mole) of that one system. Likewise, V̂ might denote molar volume and Ĉp a molar
heat capacity. These variants are not listed in this section and may be considered to exist
for all extensive properties. Properties which are always intensive, such as temperature
T and chemical potential µ, do not need a circumflex. In some fields the circumflex is
commonly used to denote an operator; to avoid such a clash, operators in this work are
denoted with a calligraphic script. For example,H represents the Hamiltonian operator.
An exception is the LagrangianL , which is a function, but is also conventionally denoted
with a calligraphic script.
• “Bandgap” is preferred to “band gap” or “band-gap”; while admittedly clumsy on its own,
it is required for the compact and unambiguous “wide-bandgap semiconductor”.
• A few pieces of standard set-theory notation are used:
x ∈ A x is a member of the set A
x ⊂ A x is a proper subset of the set A
Z The set of all integers . . . ,−2,−1, 0,1,2, . . .
• The Hermann-Mauguin notation is used to identify the symmetry of space groups. For
example, the kesterite space group I4̄ is a body-centered lattice (I) with 4-fold improper
rotational symmetry (4̄). The Schoenflies notation is used for point groups. For example
the ground state of S4 has C2v symmetry, which consists of a 2-fold rotational axis and
two mirror planes.
ASSUMPTION
• Key assumptions and approximations are shown in shaded boxes.
• Approximations in shaded boxes are assumed to be valid.
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List of symbols
A Helmholtz free energy












E Energy of a system
E0 Ground-state energy
F Force
G Gibbs free energy
H Enthalpy
h Planck constant ∼ 6.63× 10−34 J s
ħh Reduced Planck constant h
2π
k Wave vector associated with periodic electronic structure
kB Boltzmann constant ∼ 1.38× 10−23 J K−1
m Mass
ni Quantity of i (e.g. in mol)
P Total/system pressure
pi Partial pressure of component i
q Wave vector associated with lattice vibrations
Q Partition function of a system
q Partition function of some element (e.g. a molecule)
R Bravais lattice points
r Position vector




VOC Open-circuit voltage; potential difference across device when no current is drawn.
Γ Label given to wave vector at the origin of reciprocal lattice (i.e. k or q= (0,0, 0))
δi, j Kronecker delta function: δi, j =
(
1, if i = j
0, otherwise
ε Energy of a state




λ Vector of Lagrangian multipliers λi (parameters used in solution of constrained min-
imisation problem)





n j 6=i ,T,P
)
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ν (Vibrational) frequency
ρ (Electron) density
σ Rotational symmetry number (i.e. number of equivalent structures by rotation)
Φ Matrix of one-electron wavefunctions described using a basis set
φ One-electron wavefunction, approximately described using a basis set
Ψ Wavefunction of whole (possibly many-electron) system
ψ One-electron wavefunction
ω Angular frequency (ω= 2πν)
H Hamiltonian operator
h One-electron Hamiltonian operator
L Lagrangian function (for constrained optimisation)
U Potential energy operator (component of HamiltonianH )
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List of abbreviations
B3LYP 3-parameter hybrid exchange-correlation functional. p. 60
BFGS Broyden-Fletcher-Goldfarb-Shanno algorithm, a quasi-Newtonian method for optimisa-
tion problems.
CZTS Copper zinc tin sulfide (any phase/composition)
CZTSe Copper zinc tin selenide (any phase/composition)
CZTSSe Copper zinc tin sulfide/selenide alloy (any phase/composition)
CTS Copper tin sulfide (any phase/composition)
DFT Density-functional theory
DOS Density of states
FU Formula units (i.e. unit of a compound as given in its conventional formula. One FU of
water consists of two H atoms and one O atom.)
GGA Generalised gradient approximation; commonly used to label DFT functionals formed
under this approximation. p. 59
HF Hartree–Fock; wavefunction-based ab initio calculation method with exact exchange and
no electron correlation.
HSE Heyd–Scuseria–Ernzerhof screened hybrid DFT functional. HSE06 refers the the recom-
mended implementation, with the screening parameter ω= 0.11 rBohr−1. p. 60
LDA, LSDA Local (spin-)density approximation; commonly used to label DFT functionals
formed under this approximation.
PBE, PBEsol Perdew–Burke–Ernzerhof parameter-free XC-functionals; PBEsol restores the
density gradient expansion and is recommended for solids. p. 59
PBE0 Single-parameter hybrid exchange correlation functional based on PBE. p. 60
PV Photovoltaics (or “photovoltaic” where used as an adjective).
SCF Self-consistent field; iterative method used to solve electronic structure in DFT and HF
calculations.
VWN Vosko–Wilk–Nusair parameterisation of ideal electron gas (jellium) calculations for use
in XC functionals. p. 59











1.1 The energy crisis
The scope of human achievement is such that we are able to substantially rearrange and impact
the world around us. Over the last few centuries this has led to remarkable achievements in
terms of increased lifespans and comfort levels. The use of automation has not led to increased
leisure time as predicted by the likes of Keynes;1 instead competition has driven people to be
increasingly ambitious with their activity. There have been clear social benefits to this such
as increasingly equal gender representation in the workplace. In addition, the remarkable
progress in the arts and fundamental sciences suggests that humanity’s creativity has not been
too restricted.
This industrial progress has primarily been driven by the consumption of non-renewable
resources, and is associated with long-term environmental changes including loss of biodiver-
sity,2 the production (and mandated curation) of radioactive waste3 and, most threateningly,
elevated levels of greenhouse gases in the atmosphere.
There is a biological imperative to act in the long-term interest of humanity, and concern that
industrialised society was under-performing in this regard became prominent in the 1970s and
1980s. Following an urgent call by the United Nations, a thoughtful consensus was expressed
through the publication of Our Common Future by the World Commission of Environment and
Development in 1987.4 This work formalised the principle of “sustainable development”:
Humanity has the ability to make development sustainable to ensure that it meets
the needs of the present without compromising the ability of future generations to
meet their own needs. The concept of sustainable development does imply limits –
not absolute limits but limitations imposed by the present state of technology and
social organization on environmental resources and by the ability of the biosphere
to absorb the effects of human activities. But technology and social organization
can be both managed and improved to make way for a new era of economic
growth. The Commission believes that widespread poverty is no longer inevitable.
Poverty is not only an evil in itself, but sustainable development requires meeting
the basic needs of all and extending to all the opportunity to fulfil their aspirations
for a better life. A world in which poverty is endemic will always be prone to
ecological and other catastrophes.
This principle has held up well over time, suggesting an obligation to improve quality of life
for all while recognising the danger in trying to achieve this improvement too quickly. In
practice sustainable development is widely held to have three aspects: ecology, society and
economy. These “pillars” are occasionally misrepresented; many businesses appear to believe
that economic sustainability is satisfied by the health of their own accounts, disregarding their
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impact on the global economy.
One pressing “need of the present” is energy in the form of fuels, electricity and reactive
feedstocks for industrial processes. This demand is expected to continue increasing, driven
by population growth and improved standards of living in the developing world. The corre-
lation between energy usage and standard of living (as quantified by Human Development
Index) is interesting; an analysis based on 1997 figures concluded that 4000 kW h is required
per capita for the highest levels of Human Development.5 There is statistical evidence that
energy consumption can cause economic growth, rather than vice versa, but also that this
varies from country to country and applies more to the developed world than the developing
world.6 Restricting the energy usage of developing economies is politically difficult as it risks
undermining social development.
Interest in electrification appears to be growing in areas traditionally dominated by fossil fuels;
for example, the UK Department of Energy and Climate Change supports the usage of electric
ground-source heat pumps as a way of de-carbonising domestic heating.7 Electric vehicles have
inherently simple mechanical designs and a low fire risk compared to combustion engines; the
main barriers to adoption are cost and range anxiety, which can both be addressed by capital
investment. While the efficiency savings are attractive, the great promise of electrification is
to reduce our dependence on fossil fuels.
The uncertain supply and volatile prices of fossil fuels are seen as an incentive to move to
renewable energy sources. This is comforting as it suggests that “peak oil” will lead free-market
economies to adopt renewable energy on an appropriate timescale. However, if we intend to
develop sustainably then this is a dangerous irrelevance; the same market factors will drive
us to use more fossil fuels when they are abundant. Greenhouse-gas-driven climate change
presents an existential threat to our way of life.8–10 While attempts have been made to assign
specific economic and human costs, the basic injustice and epic scale of its effects in both time
and distance leave existing legal and economic systems poorly equipped to incentivise optimal
behaviour.11 Limits to Growth (1972) was an influential early study of possible outcomes,
using mathematical models of systems containing positive and negative feedback loops.12 The
authors found that in many scenarios there was an “overshoot” effect where, following the
reduction of emissions, the environment would stabilise in a different state from its initial
equilibrium. The degree of overshoot is related to the speed and extent of changes which are
made. Revisiting their work in subsequent decades the authors found that their predictions
matched climate data more closely than expected, and there is evidence that we are already
in a state of overshoot.13
The main legislative response to this threat has been to develop international treaties with
binding targets and economic penalties; in order to meet these targets states have invested
heavily in low-carbon technologies, alternative energy sources and “offsetting” schemes. Fossil
fuel production has continued as normal, with the forecasts of major petrochemical companies
suggesting that they do not expect climate concerns to truly disrupt to their core business in
the coming decades.14;15 The corresponding scenarios in Limits to growth are not optimistic.
1.2 The case for earth-abundant photovoltaics
Solar energy in general possesses several desirable attributes. It cannot be depleted: the Sun
is expected to change gradually on a scale of 100–1000 million years, while human history
covers a period of the order 10–100 thousand years. More importantly, there is no inherent
link between solar energy and atmospheric pollution, although the impact of production and
deployment must be considered. The theoretical power available for capture, which is around
120000 TW, dwarfs human consumption of the order 15–20 TW.16
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Progress appears to be good: adoption rates are rising, research output is high and the
efficiency of devices is increasing.17 A wide range of photovoltaic (PV) technologies are actively
being researched, with organic and inorganic technologies vying to replace the successful and
still-improving silicon technologies.18;19 There has recently been a surge of interest in hybrid
organic-inorganic solar cells based on materials with the perovskite crystal structure.20
In a closer analysis, solar PV in the UK would require significant load-balancing infrastructure
in order to provide more than 6 per cent of the nation’s electricity, due to its intermittent
nature.16 A hydrogen-based energy economy is also of interest, and visions of this may leave a
significant role for photovoltaic generation (with electricity used for water-splitting reactions)
or attempt to bypass it entirely in favour of photocatalysis.
It is helpful to relate energy usage and supply to specific land areas: Mackay (2013) calculated
an average UK consumption of 1.25 W m−2. In his words:16
“This areal power density is uncomfortably similar to the average power density that
could by supplied by many renewables...”
Providing renewable energy on this scale requires what Mackay dubs “country-sized” gener-
ation facilities. Any operation on such a scale would be among mankind’s most ambitious
undertakings. An estimate of the required resources for a modest target of 500 GW suggests
that the area covered by solar cells of moderate efficiency (10 %) would be approximately
equal to the size of Belgium, using 3× 105 m3 of material.21 The estimate is based on a
10µm-thick light-absorbing layer; this is generous for a “thin-film” technology but too thin
for a silicon-based device. Technological breakthroughs will be needed to minimise per-area
cost and avoid dependence on supply-limited materials; examination of our resources raises
concerns about otherwise-promising technologies, most notably the CdTe and Cu(InGa)Se2
(CIGS) technologies which otherwise are performing well.22
Silicon-based cells do not suffer from material shortages, but are accompanied by specialised
and energy-intensive processes which restrict the cost and scaling. There is active research
into thinner (100µm and less) silicon absorbers for this reason.17
1.3 Considerations for manufacture of TW-scale photovoltaics
While solar cells may use thin active layers of the order 1–10µm, they still require a robust
substrate for mechanical support. It is established that module and installation costs are
substantial relative to the cost of the absorber layer, and also that photovoltaic technology,
once installed, adds to the value of a site. Building-integrated photovoltaics is therefore an
attractive industrial model; large quantities of flat steel and glass sheets are already produced
for the building industry. If these materials can be made functional with a modest amount of
additional processing time and equipment, then substantial cost savings can be achieved by
eliminating the redundant substrate and sharing the transport and installation costs. Building-
integrated photovoltaics have the potential to significantly reduce the energy consumption of
buildings; a recent study has suggested that such installations would be economical across
much of Europe if the installed cost is less than€4 W−1.23 The SPECIFIC consortium in the UK
is an academic/industrial partnership, including a doctoral training centre and pilot facilities,
which aims to develop this technology and other building-integrated systems. Press releases
by SPECIFIC have suggested that their partner TATA steel produces around 100 Mm2 year−1 of
building cladding; this is plausible given that steel production by TATA alone is approaching
10 Mt year−1, while global production for 2015 is estimated at over 1.6 Gt year−1.24 Given
that the energy output of a typical PV installation is around 100 W m−2, we see that roughly
10 Mm2 of functional cladding would be needed per GW of energy. This is not a technology
that will unlock terawatts of solar energy overnight, but it would bring that goal significantly
closer.
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The key requirement for such processes is that they can be operated continuously in a “roll-to-
roll” fashion, producing long sheets for the building industry. Roll-to-roll processes need to be
rapid, as the size of equipment is proportional to the residence time of a processing step. Long
annealing stages of minutes to hours are infeasible as they would require ovens which span
over kilometres. An alternative approach which has already been demonstrated is rapid heat
treatment with halogen lamps.25;26
Operation at elevated and reduced pressures is also problematic. It is possible to design “air-
to-air” vacuum systems in which a roll is passed through slots into chambers of successively
lower pressure, but it is not a trivial design problem.27 For the rapid deployment of building-
integrated photovoltaics, it would be very helpful if new equipment could fit into existing
production lines.
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While there has been significant progress in the development of new photovoltaic
systems in the last decade, J. Nelson’s The Physics of Solar Cells (2003) remains an
excellent introduction to photovoltaics.1
2.1 History
The first reported solar cell was constructed by Becquerel in 1839, consisting of platinum
plates in an acidic electrolyte.2 The performance was found to vary depending on different
light colours (with green light being optimal), and was also affected by silver halide coatings
on the platinum plates; both of these observations allude to important design considerations
in the design of modern photovoltaic materials. While researchers subsequently experimented
with a variety of systems, it took over a hundred years for a commercially viable solar cell
architecture to be developed in the form of a heavily-doped silicon p–n junction — with a
short letter from the Bell Telephone Laboratories, the published record efficiency η jumped
from 0.5 % to ∼ 6%.3
Until recently, photovoltaic installations were typically decentralised as part of “off-grid” self-
sustaining systems or, more commonly, supplementing power from national infrastructure.
Since 2007 there has been a rapid rise in the use of photovoltaics as part of centralised power
networks, and this now makes up over half of installed photovoltaic generation.4 Overall
growth has been close to exponential for two decades; data for the last 15 years is presented
in Fig. 2.1 on the next page. While growth has recently dropped in Europe, possibly driven by
economic troubles, China’s PV installation is rapidly expanding and set to exceed the rest of
the Asia-pacific region.
2.2 Operating principles and design
A photovoltaic cell generates an electric current by absorbing light. In the absorber material,
incoming photons are used to excite electrons from the highest occupied (“valence”) band of
electronic states to the lowest unoccupied (“conduction”) band, leaving a positively-charged
“hole”. An efficient device will be designed such that the electrons and holes tend to migrate
towards different contacts, creating a potential difference between them. A generic single-
junction schematic is given in Fig. 2.2. This is usually achieved with a p–n junction; regions
which have been doped to easily “donate” or “accept” electrons (Fig. 2.3) form a diode when
brought together, blocking current flow in one direction (Fig. 2.4). When the contacts are
connected by an electrical circuit, the flow of current counteracts the build-up of electrons and
holes.
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Figure 2.1 – Cumulative PV installation by region: MEA is Middle East and Africa; APAC is Asia-
Pacific region except for China which is plotted separately; RoW is “rest of world”. Estimates from
European Photovoltaic Association (2000–2013) and International Energy Agency (2014).4;5
Absorbed
photons Front (transparent) contact








Figure 2.2 – A generic schematic for a single-junction solar cell. Electron-hole pairs are formed by
the absorption of photons, and tend to drift to opposite contacts due to the asymmetric design of
this region. Typically this is a p–n junction or similar architecture which blocks current flow in one
direction (i.e. a rectifier).













Figure 2.3 – Simplified schematic of electronic structure in semiconductors. In an intrinsic semi-
conductor at the ground state (a) the valence band (VB) is fully occupied and the conduction
band (CB) is empty. Thermal and optical excitations can promote electrons from the VB to the CB,
leaving a “hole” at the valence band maximum (VBM) and adding an electron at the conduction
band minimum (CBM) energy. The Fermi level, indicated with a dashed line, is the average energy
to add or remove an electron and so lies in the middle of the energy gap. In a p-type semiconductor
(b) the VB is slightly electron-poor, shifting the Fermi level near to the VBM while in an n-type
semiconductor (c) a small concentration of electrons lies in the CB and the Fermi level lies near
the CBM. In a p–n junction the potential difference between electrons in each of these materials









Figure 2.4 – Simplified electronic structure of a p–n junction. Free electrons tend to migrate into
the n-type material, following the potential gradient, while positively-charged holes migrate in
the opposite direction. This behaviour effectively blocks current flow in one direction, forming a
rectifier. When the material is a PV absorber, excitation events take place between energy levels at
the interface (arrow), adding an electron to the conduction band (CB) and a hole to the valence
band (VB). When these drift apart a potential difference, indicated here as VOC, is created. Note
that this open-circuit voltage across the p–n junction depends on both the fundamental energy gap
(Eg) and the band offset between the n- and p-type materials.
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The key properties of a photovoltaic device as outlined by Nelson are:
• Energy gap
• Light absorption
• Charge separation (asymmetry)
• Electron/hole transport
• Load resistance
The “energy gap” or bandgap Eg is the energy taken to generate an electron-hole pair; this is
usually taken to be the energy difference between the minimum energy state in the conduction
band (CBM) and the maximum energy state in the valence band (VBM). Eg is directly related
to a theoretical maximum efficiency for a single-junction solar cell, around 30 %, known as
the “Shockley–Queisser limit”.6 As the solar cell is exposed to a spectrum of photons with
different energies, photons with energy equal to Eg can be absorbed and create an electron-
hole pair with the corresponding energy. If a photon with energy greater than Eg is absorbed,
an electron is excited higher into the conduction band but will quickly relax to the band edge,
losing the difference in energy as heat. If the photon energy is less than Eg , no excitation is
possible and the energy of that photon is unavailable. The result is that
photons with energy greater than [Eg] produce precisely the same effect as pho-
tons of energy [Eg], while photons of lower energy will produce no effect.6
To maximise power, a trade-off is made between the higher voltage obtained by increasing
Eg and the higher current generated by the increased rate of excitation events at low Eg .
The optimal point depends on the distribution of photon energies; a number of solar spec-
trum models have been employed but in general the optimum lies in a relatively flat region
Eg = 1–1.5eV. Higher efficiencies are possible for a multi-junction cell in which photons are
absorbed by several layers with differing Eg . The theoretical limit is over 85 % for an infinite
series of layers, dropping to around 55 % for four layers and 50 % for three layers.7 Given the
additional complexity of such devices, they are developed for specialist applications where
space and weight are at a premium (e.g. space programs).
“Thin film” solar cells are the category of solar cells which use absorber layers with very high
absorption coefficients. This distinguishes them from crystalline silicon (x-Si) cells, which
have an order of magnitude lower absorption coefficient; as a result, thin-film absorber layers
are of the order 1–100µm in thickness, whereas x-Si absorbers are of the order 1 mm in
thickness. As well as reducing the material requirement and weight, thinner absorber layers
lead to a reduced distance between charge carriers and terminals which should lead to low
recombination. In practice, achieving low recombination in thin-film devices can be quite
difficult and depends heavily on the device design and grain structure. The grain boundaries
between regions of a polycrystalline absorber often act as recombination sites.
While the device physics of solar cells is not directly related to the work in this thesis, it is
necessary to introduce here the basic single-diode device model (Fig. 2.5), as the terminology
is widely used in discussions of material performance. The p–n junction is treated as a current
generator in parallel with a diode; the rectifying properties of the diode regulate the voltage
resulting from the current generation. Current generation is proportional to incident light;
under no load this is the short-circuit current, JSC. At infinite load, the voltage across the
circuit is the open-circuit voltage, VOC. Under no illumination, the device acts as a simple
diode, passing a dark current Jdark in response to a bias voltage. Various parasitic processes are
approximated by two resistors; one in series Rs and one in parallel Rsh. The series resistance
reduces the voltage across the external circuit (and hence available power) at high current
conditions, while the shunt resistance Rsh represents voltage loss due to alternative paths
between the contacts. These values can be estimated by fitting current-voltage data to the









Figure 2.5 – Single-diode equivalent circuit diagram for a solar cell. Current generator (far left)
produces current proportional to incident light (short-circuit current, JSC), with voltage regulated
by a diode. The dark current Jdark is passed when the current generator is inactive. Two resistors
represent series (Rs) and parallel “shunt” (Rsh) losses.
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3.1 The structure and properties of CZTS
3.1.1 Structure
Cu2ZnSnS4 (CZTS) was introduced as a semiconductor by Ito and Nakazawa in 1988, with
absorption coefficients greater than 104cm−1, p-type conductivity and a bandgap of 1.45 eV.1
Thin (< 1µm) films were produced by sputtering from a quaternary target, which was pre-
pared by annealing and grinding a mixture of the elements. Their work followed an initial
demonstration of the stability of CZTS as part of a systematic study which had formed 13
different quaternary AI2B
IICIVXVI4 compounds by iodine vapour transport.
2 Interest was revived
in the late 1990s by Katagiri et al. 3 with a study which confirmed these properties after
forming a thin film by annealing electron-beam-evaporated metal layers in hydrogen sulfide.3
While all three of these groups initially assigned the stannite crystal structure (space group
I4̄2m) to their samples, there is now a consensus that the kesterite structure (space group
I4̄) is the ground-state arrangement for Cu2ZnSnS4in the absence of impurities. This has
been informed by neutron diffraction experiments and theoretical calculations.4–8 The names
“kesterite” and “stannite” are derived from natural minerals with the nominal stoichiometry
Cu2(ZnxFe1−xSnS4); Hall et al. examined a kesterite sample with x = 0.73 and a stannite
sample with x = 0.18, also finding traces of cadmium in both.9 Since then, experiments and
theoretical calculations suggest that a mixed kesterite-stannite phase is favourable at inter-
mediate Zn:Fe ratios, with Cu2ZnSnS4 being strictly kesterite and Cu2FeSnS4 being strictly
stannite.10;11 Both structures are related to the cubic zinc blende (or “sphalerite”) structure,
with each S anion tetrahedrally coordinated to four metal cations and vice versa. The sym-
metry is lowered due to the variety of cations (Cu, Zn, Sn as opposed to just Zn), leading
to tetragonal unit cells (Figs. 3.1a and 3.1b) with different cation arrangements. Hexagonal
analogues also exist, with similar layering to the kesterite and stannite arrangements on a dif-
ferent fundamental lattice (Figs. 3.1c and 3.1d).12 The presence of cation disorder may have
contributed to the early assignment of a stannite phase, as disordered kesterite can have the
same I4̄2m space group. (Cation disorder is discussed further in Section 3.2.2 on page 42.) It
is also possible to substitute S for Se, and the highest-performing kesterite-based photovoltaic
devices have been Se-rich sulfo-selenides.13–17 The full range of S:Se ratios has been explored
and the lattice parameters appear to vary smoothly between the known kesterite structures
for CZTS and CZTSe, although the presence of secondary phases is possible.18;19 This thesis
focuses on sulfides.
In addition to the incorporation of other elements including Fe and Cd, there is some com-
positional flexibility in the form of vacancies and lattice substitutions. The single-crystal
investigation by Choubrac et al. 20 used a combination of XRD and calibrated elemental anal-
ysis with wavelength dispersion spectrometry to confirm that two samples, one close to the
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(a) Kesterite (b) Stannite
(c) Wurtzite-kesterite (d) Wurtzite-stannite
Figure 3.1 – Illustrated crystal structures of (a) kesterite (I4̄) and (b) stannite (I4̄2m) structures
of Cu2ZnSnS4, with their (c) wurtzite-kesterite (Pc) and (d) wurtzite-stannite (Pmn21) analogues.
The conventional unit cells are indicated with black lines. Colour scheme: Cu; Zn; Sn;
S. Note that in the kesterite structure, all Cu atoms are linked by a network of Cu–S–Cu second-
nearest neighbours while in the higher-symmetry stannite structure Cu layers are separated by
layers of the other cations. The wurtzite-derived analogues show comparable cation ordering
along a different lattice.
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Table 3.1 – Bandgap estimates for CZTS and CZTSe from key ab initio studies, in kesterite and
stannite phases where available. Two sets of values are provided from calculations with screened
hybrid DFT (HSE06): in the first, the lattice parameters were optimised to minimise the total
energy; in the second, the experimental lattice parameters were used. All values are in eV.
CZTS CZTSe
References
Kesterite Stannite Kesterite Stannite
LDA 1.2 0.9 24
GGA+U 1.56 1.42 1.05 0.89 7
HSE06Opt 1.487 1.295 5
HSE06Expt 1.50 0.96 6
ideal stoichiometry and one “copper-poor” sample with stoichiometry Cu1.71Zn1.18Sn0.99S4,
both belonged to the space group I4̄.20 The ability to maintain Cu vacancies may in fact be an
essential property of CZTS and the origin of its p-type conductivity, in which case a trade-off is
made between the ideal crystallinity of a sample and its electron/hole transport properties.21
3.1.2 Electronic properties
Some of the terminology for ab initio calculations used here is explained in Chapter 4.
The range in bandgap between sulfide and selenide kesterites allows the bandgap to be “tuned”,
and record efficiencies have tended to involve such S–Se alloys. There is little serious sugges-
tion that this is related to the Shockley–Queisser limit however. The full bandgap range lies
around the optimal region, while the correlation between device efficiency and S:Se ratio is
weak.22;23
The first ab initio study of CZTS was as late as 2005 by Raulot et al., using electronic structure
calculations to examine the bandgaps and formation energies of several chalcopyrites.24 The
shortcomings of the Local Density Approximation (LDA) limited the predictive power of the
work, but it was a significant proof-of-concept nonetheless and yielded useful estimates of the
bandgaps of CZTS and CZTSe.∗ These are shown with computed bandgap estimates from a
selection of other publications in Table 3.1, and in general the computed values fall within the
experimentally observed range. The first study with high-level calculations came a few years
later in 2009, employing the HSE06 hybrid DFT functional and the G0W0 method (a non-self-
consistent post-Hartree Fock refinement of eigenvalues, in this case from HSE).5 The orbital-
projected density of states (pDOS) calculations in that work do appear to show hybridisation
between the S-3p and Cu-3d, dominating the valence band while the first conduction band
is assigned as an anti-bonding combination of Sn-5s and S-3p orbitals. As a result of the
Sn-5s/S-3p hybridisation the authors proposed formal charges of +3 and -1.75 for Sn and
S respectively. Agreement was fairly strong between HSE06 with and without the G0W0
correction. A detailed study of the electronic band structure calculated with the GGA+U
method was published at around the same time, noting the relatively flat band structure about
the valence and conduction bands.7
This property has been linked to the high optical absorption coefficient of CZTS, as it leads to
a high density of states in the target frequency range. CZTS and CZTSe slightly out-perform
CdTe for absorption in the visible region, with the required thickness of crystalline silicon being
10–100 times greater than the thin film materials.25;26 The onset of absorption at the bandgap
is rapid, but not as “sharp” as other thin-film absorbers including CdTe and GaAs.25;26
∗Calculations with this type of local functional tend to drastically underestimate the energies of unoccupied
states. In this case the effect was reduced by comparing the energies of charged supercells rather than directly
using the Kohn–Sham eigenvalues.
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3.2 Principles of CZTS devices
3.2.1 Formation of thin films and device fabrication
Device architecture
A typical CZTS device is shown in cross-section in Fig. 3.2. The architecture is heavily in-
fluenced by the design of devices with CuInxGa(1−x)Se2 (CIGS) absorber layers. Soda-lime
glass (SLG) sputtered with Mo is typically used as the back contact; high-quality SLG is almost
atomically flat as it sets from a molten liquid which floats on molten metal. The Mo coating is
required to create a conductive surface which adheres well to crystalline absorber layers. Typi-
cally this is done in two steps, with a dense layer of Mo binding to the glass and a second layer
increasing the thickness; a subtle seam between the layers is usually visible in cross-section
micrographs such as Fig. 3.2. Fluorine-doped tin oxide has been demonstrated as an alter-
native to Mo for a glass-supported contact.27 Thin steel sheets are a commercially attractive
alternative substrate, and there have been some experiments with these. The key challenge is
the diffusion of Fe into the absorber layer, which impairs performance. In experiments with
CZTSe, barrier layers of Cr and Mo have been found to block this diffusion.28 So far, record
efficiencies on steel are lagging behind those on glass with a recent record of 6.1 % achieved
by incorporating Na into the Mo layer.29
The CZTS absorber layer is deposited by a variety of methods as outlined in the next section.
The thickness is typically ∼ 1µm and in almost all cases the film is annealed following initial
deposition in order to improve the crystallinity. A noted exception is the “monograin” method
of Crystalsol in which individual, non-contacting, grains of CZTS are embedded in a polymer
layer separating the front and back contacts.30
CZTS absorber layers are “p-type”, favouring the presence of holes. In order to form a p–n
junction, a thin “buffer layer” of n-type material is deposited. In high-performing CZT(S,Se)
devices this is always CdS. The chemical bath deposition of CdS is well established — a
recent review included 34 recipes from the literature.31 High-performing CZTS cells have been
produced by photovoltaics researchers with experience in the CIGS field, who adapted CIGS
device fabrication methods including the CdS buffer deposition.32;33 The cadmium content of
CdS undermines the sustainability credentials of CZTS in the long run, but it is not technically
a requirement for a CZTS device and there has been some experimentation with cadmium-free
kesterite devices.34;35
A transparent conducting oxide (TCO) layer helps create an electrical contact at the front of
device. As a “window layer” the wide-bandgap TCO has another important role; the high
conduction band energy “reflects” minority carriers, reducing the rate of recombination at the
front contact.26 Various combinations of indium tin oxide (ITO), intrinsic Zinc Oxide (i-ZO)
and aluminium-doped zinc oxide (AZO) are used in practice. These are deposited by sputtering
in vacuum. The current record-holding high efficiency cells use an i-ZO/ITO combination, with
an anti-reflective coating of MgF2.
17 This was based on optical modelling, suggesting that an
optimal device would have a minimal buffer layer thickness and 50 nm of TCO in total.
Deposition of CZTS thin films
Table 3.2 on the next page provides a summary of some relevant deposition methods. These
may loosely be sorted into “dry” processes and “solvent-based” methods. The sputtering
approaches and pulsed laser deposition have similar strengths and weaknesses, in that they
offer a good level of control for the production of research samples but require equipment that
is expensive, specialised and difficult to scale-up. Nonetheless, the companies Solar Frontier
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Table 3.2 – Summary of deposition methods for kesterite absorber layers. References are given for
a mixture of sulfide, selenide and mixed chalcogenide preparations, but all methods are assumed
to be transferable to the pure sulfide. The papers referred to have been selected on the basis of
interest, and are not necessarily the first accounts of these methods being used.
Deposition method Summary References
Chemical vapour
transport
A volatile transport agent (iodine) is driven by a





Standard electrochemical methods are used to
deposit sequential sheets of Cu, Zn and Sn from
solution before annealing in a S/Se atmosphere.
38;39
Sputtered metal stacks Sequential layers of metals are deposited on sub-
strate by magnetron sputtering before annealing
in a S/Se atmosphere.
40
Reactive sputtering CuSn alloy and Zn targets are sputtered simulta-
neously in a vessel containing a chalcogen source




A CZTS target is prepared by other means and
sputtered to form a thin film on the target sub-
strate.
1
Pulsed laser deposition A target in a vacuum chamber is evaporated and
ablated by intense laser pulses. The resulting jet
of material coats the device substrate, in a similar
manner to magnetron sputtering.
42
Chemical bath deposition Precursors are dissolved in hydrazine, or a less
aggressive solvent with the aid of ligands. The
solution is deposited on the substrate by one of
many methods include spin-coating and inkjet
printing. Ions in solution form a film as the sol-
vent is evaporated. Successive ionic layer adsorp-
tion and reaction (SILAR) is a variation in which
atomic layers of each precursor (which may be
a binary or ternary compound) are deposited in
∼ 100 successive steps.
13;43–45
Slurry deposition Solid CZTS or precursors are finely ground and
suspended in a solvent to form an “ink”. This ink
is deposited and evaporated to leave a layer of
precursors; a crystalline thin film is formed by
annealing in S/Se.
46;47
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Figure 3.2 – Cross-section of a typical CZTS device. The top contact is a transparent conducting
oxide (TCO) such as AZO or ITO (see main text); a thin (∼ 100nm) CdS buffer layer forms the
p–n junction with CZTS absorber (∼ 1µm). A Mo back contact is typically sputtered in two stages
onto soda-lime glass (SLG). Electron micrograph reproduced with permission from a conference
poster by researchers at DTU (Technical University of Denmark).36
and FirstSolar are currently producing CIGS and CdTe cells respectively and hold intellectual
property relating to large-scale roll-to-roll sputtering processes.48;49
Solution processing holds a strong industrial appeal, as it implies readily-scaleable technology
with inexpensive equipment. Chemical bath deposition (CBD), in which ions in solution
directly form a compound precipitate on a surface, is established for the deposition of many
metal chalcogenides including CdS and ZnS.31 However, it has proven challenging to solubilise
the precursors for CZTS. A series of record efficiencies were set by researchers at IBM, using
hydrazine as a solvent; this is problematic as hydrazine is quite hazardous.13–17 Successes in
ethanol and DMSO have involved more complex precursors such as thiourea, but are amenable
to a wider range of processing methods. For several years, hydrazine-derived devices held a
strong lead in terms of solar conversion efficiency and only recently have other approaches
begun to catch up. Researchers have used extrinsic dopants including sodium to achieve
‘hydrazine-like’ efficiencies, close to 10 %, by solution processing in DMSO with thiourea.50
Large crystals of CZTS may be produced in a slow solid-state/melt reaction; these are some-
times used as a precursor for deposition, as well as for reference measurements.4;10 As an
alternative, many research groups have focused on the production of CZTS nanoparticles.51
The metal species are solubilised in an organic solvent by the addition of appropriate ligands.
CZTS nanoparticles precipitate following the hot injection of a sulfur source into this solution.
The size and composition of these nanoparticles is tuned by experimenting with different sol-
vents, sulfur sources and ligands. The precipitate is deposited onto a substrate and annealed
to form a crystalline film.52
3.2.2 Defects and disorder
The early theoretical study by Raulot et al. 24 considered Cu vacancies in CZTS and CZTSe,
finding formation energies of 0.90 and 0.49 eV respectively.24 Subsequent ab initio studies also




Sn defects to have especially








Kröger-Vink notation for defects is explained in the box on the facing page). Changes in the
bandgap in the order of 0.1 eV have been predicted through supercell calculations, noting that
while the copper vacancy cluster V′Cu+ Zn
•
Cu acts to increase the bandgap it is counteracted by
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KRÖGER-VINK NOTATION is used to describe particular sites on an assumed regular lattice. The
notation for species A on a site normally occupied by species B is AB. In addition, the charge











B . . .
For example, on a NaCl lattice the charge associated with a Na site is typically +1; if occupied
by a Cl− anion the site would become Cl′′Na. A neutral charge is declared with a cross: A
×
B .
As well as chemical species, it is useful to declare a vacancy (i.e. the absence of a species on
a lattice site) with the letter “V”, and interstitial sites may be denoted “i”. An unfilled lattice
interstitial, while generally unremarkable, may thus be notated V×i .
Informal variations exist; the charge notation may be omitted and left to the reader’s interpre-
tation of the system. This is common in CZTS-related literature, possibly due to the covalent
nature of the lattice; using the Kröger-Vink notation implies an ionic character that often only
exists as a model. The charge notation may be replaced with the more familiar + and −
characters; this is ambiguous however and may represent the overall charge on a site.
the Cu′Zn+ Zn
•
Cu disorder which has the opposite effect.
54
It has been noted that alternative arrangements of the Cu and Zn cations in the conven-
tional kesterite cell can lead to P4̄2c, P4̄21m and P2 structures.
8 The disordered kesterite
structure with space group I4̄2m was eventually refined using resonant X-ray diffraction, a
technique which is not available in standard laboratories.55 Raman spectroscopy (described
on on page 46) is more widespread, and while observations have been linked to kesterite
lattice disorder some ambiguity remains.56;57 Near-resonant Raman data has been used in a
Vineyard model to identify a critical order-disorder transition temperature of (533± 10)K.57
(These studies are discussed in more detail in Section 7.2.1 on page 115.) Cu-Zn disorder
was observed directly with aberration-corrected scanning transmission electron microscopy
(STM).58
3.3 Challenges in the development of CZTS devices
3.3.1 VOC deficit
Current-voltage measurements are routinely used to characterise photovoltaic devices, with
the results interpreted through simple models such as the equivalent circuit introduced in the
previous chapter (Fig. 2.5 on page 35). In practice, the open-circuit voltage VOC is always less
than that associated with the measured bandgap. This difference is known as the VOC deficit
and contributes to the low efficiency of even the highest-performing devices. VOC deficits have
also been noted in CIGS, but while record-efficiency CIGS devices have a deficit of around
0.4 V, the best CZTSSe devices are under-performing by over 0.6 V.59 The deficit appears to
be fairly consistent across high-performing devices (Fig. 3.3). The fill factor (FF) is a ratio
between the product JSC× VOC and the actual maximum power, and can be taken as another
measure of how “ideal” the circuit is, incorporating parasitic effects. As also seen in Fig. 3.3,
this varies significantly between devices and is correlated with the efficiency, suggesting that
these parasitic effects play quite a significant role.
A number of mechanisms have been proposed which might contribute to the VOC deficit. Most
investigations suggest that a combination of these processes is at work, as the voltage loss
associated with individual mechanisms is only a fraction of the total VOC deficit.
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Figure 3.3 – VOC deficit and fill factor in high-performing devices. Data is drawn from a paper com-
paring several new high-performing devices with previous record-holders.16 The optical bandgap
Eg (green diamonds at corresponding voltage), measured VOC (black circles) and calculated fill-
factors (black triangles) are given for a selection of CZTSSe devices, plotted against the energy
conversion efficiency η of each device. The difference in voltage between each corresponding
Eg and VOC measurement is the VOC deficit, and appears to be fairly consistent. A broad positive
correlation is noted between the fill factor (FF) and η, with a couple of outliers.
Electron–hole recombination As the current is reduced on one side of the p–n junction, the
electron–hole equilibrium shifts and the potential difference across the junction drops. Grain
boundaries are a likely site for recombination, suggesting that samples with poor crystallinity
and interface matching would be particularly vulnerable to this mechanism. A low minority
carrier (i.e. electron) lifetime has been measured in CZTSe, linked to a shortfall of 0.03–0.05 V
in the VOC.
60 A device-model-led study of a CZTS device formed using reactive sputtering has
attributed larger shortfalls to recombination, both in the bulk and at interfaces.61
Low conductivity Where conductivity is poor for the majority carrier (i.e. holes), the low
hole current would distort the p–n junction as in the case of electron–hole recombination.
Device modelling and analysis of high-performing devices suggests that carrier mobility is low
in CZTSSe compared to CIGS, but not low enough to explain the large VOC deficit observed in
practice.59
Tail states and “deep traps” The presence of defects and secondary phases can lead to the
existence of mid-bandgap states. Some of these have been specifically identified, and data is
available from ab initio calculations for the band alignment of defects and defect clusters in
CZTS.62 Such states can have the effect of “pinning” the Fermi level, limiting the available
voltage at high light intensities. The most problematic “deep” states, which cut the effective
bandgap by almost half, are associated with vacant or out-of-place Sn atoms. These have a
relatively high formation energy compared to defects on the (Cu,Zn) sub-lattice which lead
to shifts of the order 0.1 eV. Sulfur vacancies are also associated with a deep state. In a
low-temperature photoluminescence study of samples cooled at different rates, radiative re-
combination was attributed to disorder on the cation sub-lattice in highly disordered samples
and to deep acceptor defects in the most ordered samples.63 A recent experimental study
demonstrated a strong correlation between the degree of ordering in a sample and the photo-
luminescence peak energy. This was supported by theoretical calculations using hybrid DFT to
show a reduction in the bandgap of over 250 meV at a high level of disorder.64 There are two
proposed mechanisms for VOC deficit associated with spatial inhomogeneity: Fluctuations in
the bandgap lead to inconsistent absorption and losses to sub-bandgap radiative recombina-
tion events. Fluctuations in the electrostatic potential can create “traps” which localise charge
carriers and create favourable sites for recombination.
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Non-ohmic contact The equivalent circuit model of a photovoltaic device includes a series
resistance, representing simple resistive losses through the device and at interfaces. However,
it is possible that this is an over-simplification of the processes involved. In the study of
high-performance cells under extreme (> 100 suns) light intensities, a non-ohmic back contact
modelled as an additional diode and parallel resistance was used to explain the “band bending”
phenomenon in which the voltage was observed to drop under very high light intensities.59
3.3.2 Effects of secondary phases
ZnS is commonly found in CZTS devices near the back contact.65 Due to its large bandgap,
it is not thought to directly contribute to the VOC deficit by adding mid-gap states. However,
the presence of a secondary phase at interfaces is still undesirable as the grain boundaries
are potential recombination sites. In a series of X-ray absorption measurements, increased
ZnS content was strongly correlated with reduced VOC and cell efficiency.
66 In addition, the
high series resistance observed in CZTSSe devices has been attributed to blocking at the back
contact.67;68
Copper sulfide phases are anticipated when CZTS is formed in copper-rich conditions, and a
KCN etching procedure has been inherited from work with CIGS.69 Copper chalcogenides are
concerning secondary phases as they are associated with high hole transport — and hence a
low shunt resistance.70;71 The conductivity is around 20 S cm−1, an order of magnitude higher
than CZTS.72
Ternary phases consisting of Cu, Sn, (S,Se) are suspected to contribute to the VOC deficit due
to their lower bandgap.65 There has been little investigation of the band offsets between CZTS
and ternary phases, but the low bandgap of these phases is assumed to be detrimental.
The sulfides of tin (SnS, Sn2S3 and SnS2) are semiconductors; while the measured bandgaps
occupy a wide range, the values computed with hybrid DFT for SnS and Sn2S3 are both
suitable for photovoltaics at around 1.1 eV.73 In contrast to these p-type materials, SnS2 is
n-type and has a larger bandgap. While there is some interest in the use of these materials
as PV absorbers in their own right, they have poor band alignment with CZTS. The valence
band maxima (VBM) of SnS and Sn2S3 lie in the middle of the CZTS bandgap, as does the
conduction band minimum (CBM) of SnS2. As a result of this their presence is expected
to lower the efficiency of a CZTS device. It has been demonstrated in CZTSSe devices that
selective etching with (NH4)2S can lower the Sn(S,Se) content, and that this is associated with
an increase in efficiency.74
The decomposition of CZTS to release SnS vapours when annealed in a vacuum was of par-
ticular interest in 2010–2011, and led to general advice to supply excess tin and sulfur when
annealing in vacuum.75–77 This has not been followed by all researchers however, with many
apparently relying on the kinetics of the system to prevent this decomposition pathway. The
local pressure in the graphite boxes used in many annealing arrangements may also inhibit
the process.
3.3.3 Detection of secondary phases
The identification of secondary phases in a sample is an important aspect of characterisation
which can give insights into the quality of formation and possible problems. A selection of
methods is discussed below.
X-ray diffraction Crystallographic structures are typically identified and studied using X-ray
diffraction (XRD); single-crystal samples may be analysed over a specific range of orientations,
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Table 3.3 – Reported lattice parameters in Å from XRD study of tetrahedrally-coordinated metal
chalcogenides. Low-temperature values used where available.












while powdered samples provide data for all orientations simultaneously. XRD relies on the
elastic scattering of X-rays by electrons; the periodic electronic structure of crystals leads
to constructive and destructive interference patterns which contain information about the
lattice spacing and symmetry. XRD is an extraordinarily precise technique, able to provide a
resolution of 10−3 Å with standard equipment. However, it is poorly-suited for the study of
CZTS phase equilibria for two reasons:
1. The lattice parameters of the tetrahedrally coordinated sulfides ZnS, CTS and CZTS are
very similar, and overlap given the differences between samples in practice; examples
are given in Table 3.3.
2. The electronic structures of Cu and Zn are almost indistinguishable by XRD as they differ
only in the lower-lying s shell; this can make symmetry assignment and the observation
of multiple coexisting phases difficult.
As a result, researchers using XRD have reported difficulty in definitively assigning phases
based on XRD patterns alone.78 It is possible to refine XRD data by carrying out additional
neutron diffraction experiments; Cu and Zn nuclei cause neutrons to scatter quite differently,
allowing them to be distinguished. This work has been carried out for kesterite CZTS and a
range of iron-containing compositions (associated with a shift to the stannite structure), but
the technique is not practical for routine characterisation work due to the need for access to a
neutron source.4 In addition, the technique is not applicable to thin-film samples.
Raman spectroscopy For these reasons, the preferred method of “routine” sample charac-
terisation for CZTS absorber layers is Raman spectroscopy, which is often used to complement
data from XRD. In Raman spectroscopy, a monochromatic light source is scattered by the chang-
ing electron density of a set of vibrating atoms; this results in a set of measurable frequency
shifts about the incident frequency. Changes in the Raman spectrum therefore correspond to
changes in the bonding environment. In molecules, these frequencies correspond to a subset
of the normal vibrational modes, while in a periodic lattice, the observable frequencies form a
subset of the Γ-point phonon modes. (The nature and notation of vibrational modes is outlined
in Sections 5.2.3 and 5.3.) An overall change in the polarisability is required for the Raman
effect to occur, which is why off-Γ modes and some high-symmetry modes are not observed.
With ab initio methods or forcefield models, it is possible to calculate the vibrational modes of
a model system. In practice, the characteristic frequencies of particular materials are typically
identified empirically, and the symmetry information and relative frequencies of models can
be used to estimate the corresponding atomic movements.
In CZTS it has been found that exciting the system with several different laser frequencies is
required in order to identify and rule out certain secondary phases.19 This is not available
in many laboratories and limits the confidence that can be achieved by “standard” Raman
measurements. The situation is complicated by the fact that Raman spectroscopy is surface-
sensitive, with a penetration depth of ∼100 nm — secondary phases are likely to form at
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Figure 3.4 – Energy-dispersive spectroscopic (EDS) analysis of grain boundaries in Cu2ZnSnS4
deposited on Mo-coated soda-lime glass; Wang et al. (2011).65 Original caption: “(a) Bright field
image of CZTS/MoS interface. [(b)-(d)] The EDS elements analysis for three scans at different
positions.”
interfaces due to the presence of compositional gradients, in which case they will be over-
represented in the Raman data.
Compositional analysis Several techniques are used which give information about the over-
all elemental composition of a region. This can be used to infer information about the con-
stituent phases, but also possesses some ambiguity; for example, a 1 : 1 mixture of Cu2SnS3
and ZnS would have exactly the same elemental composition as Cu2ZnSnS4. In practice the
presence of spatial variation would give away the presence of more than one phase. Detailed
analysis with energy-dispersive spectroscopy (EDS) has been carried out for high-quality sam-
ples by researchers at IBM, identifying increases in Cu concentration at grain boundaries, as
well as separation into ZnS and Cu2SnS3 at the Mo back contact (Fig. 3.4).
65 A 100 nm film
was visible at this interface, rich in Cu, Mo and S. Compositional inhomogeneity has been
noted in CZTSSe films from nanoparticles, characterised with electron microscopy and EDS.82
In that study the effect of annealing was also interesting, leading to an increase in standard
deviation of Cu/Zn content over different grains, while the deviation in Sn content rose and
fell.
Atom probe tomography Results obtained by atom probe tomography (APT) are particularly
concerning. This destructive technique samples a large fraction of atoms as they are evaporated
from the surface in layers, providing near-atomic resolution. APT has not yet been applied to
the sulfide CZTS, but the analysis of a small sample of CZTSe revealed intermixed, connected
domains of several compositions with dimensions of the order 10 nm.83 Behaviour at this
length-scale would be invisible to more conventional analysis methods, making it difficult to
determine whether these domains were a characteristic of this single sample or of kesterites
in general. However those analysis methods such as EDS have also shown inhomogeneity
on a larger length scale than that explored with a typical APT study; if typical samples are
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inhomogeneous at multiple length scales then a complete characterisation will require multiple
measurements.
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Citations in the text refer to specific quotes and papers of historical interest. Many
excellent books cover the fundamental equations, methods and details discussed in
this section; a selection are recommended as Refs. 1–4.
4.1 Ab initio fundamentals: the Hartree–Fock method
Ab initio chemistry attempts to describe chemical systems by working up from fundamental
physics, rather than down from experimental measurements. Of foremost significance is the
eigenvalue problem presented by the time-independent Schrödinger equation
H Ψ = EΨ (4.1)
whereH is a Hamiltonian operator incorporating kinetic and potential energy terms, Ψ is the
system wavefunction and E the system energy.5;6 Two assumptions are made immediately and
widely:
ASSUMPTION
• The reconfiguration of electronic structure is considered to be instantaneous relative to
the movements of nuclei. Nuclei are considered to be stationary relative to the movement
of electrons.
• Only electronic forces and kinetic energy are of interest; gravity and the strong and weak
nuclear forces may be safely neglected.
The first assumption is known as the Born–Oppenheimer approximation and is generally
satisfactory given that the mass of a proton is ∼ 2000 times the mass of an electron. It allows
electrons and nuclei to be treated separately, greatly simplifying the problem. The second
assumption may be considered a dividing line between fundamental physics and chemical
physics; processes that are observable in chemistry are dominated by electrostatics. It is a
welcome simplification, especially given the current absence of a standard model for quantum
gravity.
Returning to (4.1), the wavefunction under consideration is therefore that of the system’s
electrons, and the energy is the total energy of the electrons. In principle it is quite simple
to account for the electrostatic forces on an electron; the fundamental interactions are well-
understood. However, the quantum mechanical problem becomes a large set of coupled
non-linear equations as more electrons are added, and we lack adequate mathematical tools
for such systems. This is widely referred to as the “many-body problem”.
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In order to avoid the many-body problem, many quantum chemistry techniques employ the
“Hartree approximation”:
ASSUMPTION The multi-electron wavefunction may be approximated as a set of one-electron
wavefunctions.
This is the first key approximation behind the Hartree–Fock (HF) method.7;8 The correspond-
ing model of atomic and molecular orbitals, each occupied by up to two electrons, is widely
used to describe and understand chemical bonding. These orbitals are simply degenerate pairs
of one-electron wavefunctions. Having made the Hartree approximation, we consider the next
key assumption:
ASSUMPTION Each electron responds to an average field of other independent electrons.
This is the “mean field approximation”. The one-electron wavefunctions are treated as inde-
pendent of each other, but all interacting with an average field. Mathematically, this type
of problem lends itself well to iterative solution methods. The system is solved when the
field generated by the electronic states is equal to the field used to predict those states — a
“self-consistent field” (SCF). In order to treat the eigenvalue problem with conventional linear
algebra, the one-electron wavefunctions ψi are treated as linear combinations of a restricted
set of mathematical functions — the basis set. While in principle the use of basis functions is a
mathematically exact technique, by restricting it to a predefined basis set we make one more
assumption:
ASSUMPTION The selected basis set allows for the construction of functions which are suffi-
ciently close to the exact solution.
The symbol Φ is used here to represent this basis-set description of the set of one-electron
wavefunctions. While we have ruled out the ability to describe the wavefunctions fully (except
in the unlikely event that they coincide with our choice of basis set), the technique is still
“exact” in that it gives correct expectation values for regions of space defined by the basis set.
Two further constraints are applied to the formation of an acceptable set of wavefunctions:
orthonormality and antisymmetry. These are both motivated by fundamental physics. The
solution of Eq. (4.1) for the constructed HamiltonianH is equivalent to finding the eigenvalues
εi and corresponding eigenvectors Ψi ofH , which are the energy states available to electrons
and their corresponding one-electron wavefunctions. The Hamiltonian must be a Hermitian
matrix (due to the way it is constructed), and it is a mathematical property of Hermitian
matrices that their eigenfunctions are orthogonal.† The Hermitian nature ofH also guarantees
that the eigenvalues will be real.
(εi − ε j)
∫
Ψ∗i Ψ jdr= 0. (4.2)
(The * indicates a complex conjugate.) As each state is capable of holding one electron, the








†A Hermitian matrix is a matrix that is equal to its complex conjugate with the rows and columns exchanged:
A= (A∗)T where (AT)i j = A ji .
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These conditions are elegantly combined as the condition of orthonormality,
∫
Ψ∗i Ψ jdr= δi, j , (4.4)
where δi, j is the Kronecker delta function with respect to i and j. Full multi-electron wave-
functions are antisymmetric with respect to the exchange of two electrons, i.e.
Ψ(. . . , r1, r2, . . . ) =−Ψ(. . . , r2, r1, . . . ) (4.5)
where ri is a vector representing the position and spin of a given electron. This constraint
implements the Pauli exclusion principle; if two electrons are described with the same set of
quantum numbers then Ψ becomes zero, which fails to satisfy orthonormality. The scheme
for implementing this constraint with basis functions was developed by J. C. Slater, taking
advantage of the well-known sign-changing property of matrix determinants.9 The Hartree–











ψa = εaψa, (4.6)
where: h is the one-electron Hamiltonian containing the independent kinetic energy and
external potential energy (typically with respect to nuclei); Ib is the Coulomb operator (elec-
trostatic potential) with respect to another electron b;Xb is the exchange operator with respect
to electron b; εa is the energy associated with this single-electron state. Electron exchange
can be thought of as a repulsive effect driven by the Pauli exclusion principle; the expectation
value for electrons is reduced near other electrons with the same spin. As the electrostatic
potential is based on a probability-weighted volume integral, this manifests itself as a negative
correction to the Coulomb energy.
In order to solve the entire system, some approach is needed to solve a set of wavefunc-
tions Φ simultaneously. The variational principle is employed to find the best possible set of
wavefunctions given the basis set:
EΦtrial ≥ E0. (4.7)
The actual ground state is the solution with the lowest possible energy E0, obtained by sum-
ming the eigenvalues ε of occupied orbitals. By using a number of trial functions Φtrial with a
suitable iterative method, we can converge to ever decreasing, and hence increasingly accurate,
energies.
4.2 Density-functional theory: principles
The fatal weakness of the pure Hartree–Fock method lies in the mean field approximation. In
practice the way electrons contribute to the electrostatic field is not independent: they are
correlated. An excellent analogy is given by Szabo and Ostlund (1989):1
An example of correlated probabilities is provided by 2 hot potatoes and 2 cold
apples in a bucket. The probability of obtaining a hot potato upon randomly
withdrawing an object from the bucket (1/2) is not equal to the product of the
probability of getting a hot object (1/2) times the probability of getting a potato
(1/2), since whether the object is hot is perfectly correlated with whether the
object is a potato.
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where the U operators give the potential energy contributions of the external potential,
Hartree (mean-field) potential, exchange and correlation corrections, respectively. The to-
tal energy is commonly divided in an analogous way:
E = Ekinetic+ Eext+ EH+ EX+ EC. (4.9)
Even though we wish to account for correlation interactions, some kind of analysis in aggregate
is essential to avoid the many-body problem. The breakthrough came from Hohenberg and
Kohn in 1964: the presence of all the electrons can be treated as an overall field of electron
density ρ(r).10 The electron density is the field of expected electron occupancy, which is


















where ψi represents a fictitious one-electron wavefunction and φi represents an occupied
‘orbital’ within the basis set. Every many-body wavefunction Ψ yields a unique electron density
field and hence no information is lost by moving to a density-based description. Every ground-
state property is therefore solely dependent on the electron density. This does not tell us how
to compute the density or properties, but it is possible to solve for an ‘inhomogeneous electron
gas’ by numerical (or in rare cases analytical) methods and relate other systems to these known
results. This process was built on by Kohn and Sham in 1965, taking the Hartree–Fock format




∇2+ Uext(r) +UH(r) +UXC(ρ(r))


φ i(r) = εiφ i(r), (4.11)
for each single-electron wavefunction φi .
In this context these wavefunctions are referred to as “Kohn–Sham orbitals”, and the system
may be solved to obtain the ground state by using sets of trial wavefunctions and employing
the variational principle as in the Hartree–Fock method. It is important to note that Kohn–
Sham orbitals do not need to resemble conventional chemical orbitals; they can be any set of
functions that give a satisfactory solution. In calculations on periodic systems, it is common for
the basis set to consist of a large number of plane waves; individually these are very abstract,
but together they form a computationally efficient basis which returns chemically reasonable
density fields when Eq. (4.10) is applied.
The Kohn–Sham method is not purely based on electron density (as Hohenberg and Kohn
suggested was possible), but replaces the difficult wavefunction operators UX and UC with
a single “exchange-correlation” functional of the electron density, UXC(ρ(r)). This can be
approximated by fitting to data or analytically solving for analogous, simplified systems such
electron gases. It is the use of such operators which distinguishes “density-functional the-
ory” (DFT) from other ab initio methods. While in practice the construction of a suitable
exchange-correlation functional is difficult, it remains theoretically possible to construct a
perfect exchange-correlation functional. In this case, DFT would be an exact technique and
there are no inherent errors that arise from the use of basis sets or the variational principle.
4.3 Density-functional theory: implementation
4.3.1 Exchange-correlation functionals
Assuming well-written computer code, the design of an exchange-correlation (XC) functional is
the key factor determining the comparative accuracy, reliability and cost of DFT calculations. In
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2001 Perdew proposed a “Jacob’s ladder”∗ of density functionals, stretching from the “Hartree
world” of totally non-interacting electrons to “chemical accuracy” (generally considered to
be around 1 kcal ·mol−1∼4 kJ mol−1).12 Over time some steps have been added or renamed,
but the overall analogy and goal have endured, and research continues towards accurate,
affordable methods.
The simplest family of XC functionals are those which employ the ‘local density approximation’
(LDA) or ‘local spin-density approximation’ (LSDA). These are essentially the same method,
applied either to a total density or two separate ‘spin densities’; the latter option is needed
for spin-polarised systems. In L(S)DA the magnitude of exchange and correlation at a given
point r is based purely on the ‘local’ density – that is to say the density of electrons at that
point. The values are obtained from theoretical models of uniform electron gases; usually
these are fitted to Ceperley and Alder’s 1980 work.13 An important review of correlation
energy for use with LDA implementations was carried out by Vosko et al., providing a useful
parameterisation (VWN) of the Ceperley–Alder data from Monte Carlo calculations.14 The
LDA is most appropriate for systems with slowly varying density and has enjoyed great success
when applied to metals, where the conducting electrons are widely distributed.
The next level of accuracy comes from ‘gradient-corrected’ functionals. These incorporate not
only the local density ρ(r), but also the density gradient ∇ρ(r). These may be formed from
first principles, fitting or some combination of both. Functionals which use local gradients with
cutoff regions in order to model chemical systems are said to use the “generalised gradient
approximation” (GGA). The most demanding level of theory applied in this work is DFT with
hybrid XC functionals, which incorporate a portion of HF exchange. While ultimately a form
of error cancellation, this approach has led to impressive levels of accuracy at a fraction of the
cost of higher-level methods. The GGA functional PBE and hybrid functional B3LYP are used
in thousands of scientific papers each year.15
Due to the use of fitting in many exchange-correlation functionals, DFT is not considered a
truly ab initio technique by some purists. This lively debate raises a significant concern around
fitting and validity. Nonetheless, in this work the term “ab initio” is understood to include
DFT, in order to contrast quantum chemical methods with purely fitted analytical potentials or
experimental work.
PBE and PBEsol
The Perdew–Burke–Ernzerhof (PBE) functional was introduced by an enticingly-titled paper
as the Generalised Gradient Approximation Made Simple.16 The authors rejected the semi-
empirical approach of some alternative XC functionals within the GGA, finding that while
effective for molecules they behaved poorly when applied to metals. Instead they used a
truncated first-principles expansion following the approach of the earlier “PW91” functional,
avoiding parameterisation in favour of expressions using fundamental physical constants. The
only exception is the LDA contribution, which follows the standard (VWN) parameterisation in
most implementations. The resulting functional is smooth as there are no transitions between
fitting regions, and highly transferable as the development was not based on fitting to a
particular set of systems. PBE addressed some of the concerns about the application of GGAs
to periodic systems with delocalised electrons, but was found to somewhat under-bind atoms
and hence overestimate bond lengths. In contrast, the LDA tends to over-bind.17
PBEsol is a modern (2008) exchange-correlation functional using the generalised gradient
approximation (GGA), and is the functional most heavily employed in this work.17 It is closely
related to PBE, and has performed well in ‘shoot-out’ comparisons of available functionals,
offering good accuracy without the scaling difficulties of higher-‘rung’ functionals such as
∗From the original caption: “Any resemblance to the Tower of Babel is purely coincidental.”
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hybrids.16;18;19 The nature of PBEsol was, again, captured well by the original article title:
Restoring the Density-Gradient Expansion for Exchange in Solids and Surfaces. In practice the
choice of truncation for PBE was somewhat biased towards the study of atoms and neglected
the density gradient contribution to exchange. The term is less problematic in systems with
slowly-varying densities (i.e. solids and surfaces) and improves the accuracy of calculations
for these systems. This gives the PBEsol XC-functional more ‘LDA-like’ behaviour, and results
tend to fall between those from PBE and LDA-based calculations.
Hybrid DFT
Hybrid functionals mix GGA with a portion of HF exact exchange in order to achieve more





X − EGGAX ). (4.12)
For such single-parameter correlations, the value of the parameter a is usually 25 %. PBE0
uses this construction, with the PBE functional as its GGA component.16;20
B3LYP is somewhat controversial; the de facto standard implementation lies in the closed-
source code GAUSSIAN, and comparison with other codes is heavily restricted. Nonetheless,
the name and user manual suggest that it employs the exchange part of Becke’s 3-parameter
functional, with the correlation energy calculations of Lee, Yang and Parr.21;22 The LDA con-
tribution appears to be drawn from the VWN paper but, rather than use the recommended
fit to the Ceperley–Alder data, B3LYP implementations tend to use the parameterisation of
deprecated correlation energies from the Random Phase Approximation.
The Heyd–Scuseria–Ernzerhof (HSE) method was introduced in order to reduce the cost of
hybrid DFT calculations for solids and large molecules and, after some initial confusion and
an erratum, has become a popular approach.23;24 (“HSE03” is sometimes used to refer to
calculations with the parameters reported initially, while “HSE06” refers to the recommended
parameters.) The problem approached by HSE is that the exchange energy converges slowly
over a long distance. The associated computational cost can be reduced by calculating only
the short-range exchange energy with the HF procedure, while an inexpensive GGA functional
















x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc ; (4.14)
the approximation being made is that
EHF,LRx (ω)≈ EPBE,LRx (ω). (4.15)
According to the authors, “these terms tend to cancel each other”.23 It can readily be seen
that as ω→ 0, the XC functional approaches PBE0, while as ω→∞, it approaches PBE. The
recommended value of ω is 0.11 rBohr
−1, and no claim was made by the authors that HSE06
would give more realistic results than PBE0. A sensitivity analysis suggests that while many
properties are quite insensitive to reductions in ω below the recommended value, HSE06
lies close to an a-dependent optimal value of ω which out-performs PBE0 for predicting the
bandgaps of semiconductors.25
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Figure 4.1 – Illustrated region of the periodic structure of zincblende ( Zn; S), showing
conventional (black) and primitive (red) unit cells as well as a 2× 2× 2 supercell (white).
4.3.2 Periodic boundary conditions
It is not feasible to compute the properties of macroscopic materials through explicit treatment
of every electron in the system. In the study of condensed matter, however, we may take
advantage of the crystalline nature of many interesting materials. Crystalline materials are
characterised by a repeating unit cell located on the points of a three-dimensional Bravais
lattice. The geometric arrangement of atoms in a macroscopic solid is therefore approximately
described by the positions of atoms in a unit cell, and the set of lattice vectors ai describing
the Bravais lattice of all periodic images




	 ⊂ Z. The key property of a Bravais lattice is that it is unchanged when
translated by the lattice vectors; if the positions of its contents are denoted r then
r+Ri = r (4.17)
for any element i of the Bravais lattice. Large unit cells may contain multiple points on the
Bravais lattice, and overlap with some of their translated images. This includes arrangements
such as the face-centred cubic structure which are important in crystallography. Such cells can
however always be reduced to a “primitive cell” which does not overlap with its images. (For
an example, see Fig. 4.1.) It is often more computationally efficient to work with primitive
cells as they reduce the size of the problem; however, the use of symmetry operations can
allow for substantial savings in high-symmetry unit cells.
The periodic boundary model has some limitations in that the system is considered to be
infinitely large and defect-free. If interfaces and defects are of interest these may be examined
through “slab” and “supercell” models. In “slab” calculations, a wafer consisting of a minimal
number of atomic layers is simulated with infinite periodicity in two dimensions. Many elec-
tronic structure codes are not capable of disabling periodic effects in the remaining dimension
and a large vacuum gap must be inserted in between the layers. An analogous 1-dimensional
approach is taken for the study of structures such as nanorods. In “supercell” calculations,
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Figure 4.2 – Illustration of Bloch’s theorem. A set of single-particle wavefunctions in a periodic
system (top row) is the product of a periodic function u(r) (second row, indicated as a 1-D
function with dotted periodic boundaries) and plane waves corresponding to the full reciprocal
lattice. Two 1-D Brillouin zone wave vectors eikr are illustrated (white lines, bottom two rows)
with the resulting wavefunctions ψk = u(r) · eikr (pink lines).
the modelling region consists of multiple crystallographic unit cells and contains some local
imperfection; the relatively large dimensions of the supercell limit the effect of the nonphysical
periodic interactions between the sites of interest.
According to Bloch’s theorem, the wavefunction of a particle in a periodic potential has the
useful property that all the ground-state eigenvectors consist of a combination of
(a) one shared function u(r) with the periodicity of the Bravais lattice, and
(b) a plane wave, eikr.
This is illustrated in Fig. 4.2.
ASSUMPTION The many-electron system in a crystalline material is adequately described as a
set of Bloch waves. The resulting wavefunction for an electron occupying band n with wave
vector k is
φn,k = un(r) · eikr. (4.18)
Bloch’s theorem is exact, and the limitations of this approach lie in the previous assumptions
(independent electron wavefunctions on an infinite lattice.)
The reciprocal lattice is the set of all wave vectors K such that
eiK(r+R) = eiKr, (4.19)
forming a set of plane waves related to the Bravais lattice. As such, while the electronic wave
vector k can be any vector in reciprocal space, we only need to sample the vectors (or k-points)
in a single unit cell. Conventionally the region used is the smallest repeating unit cell about
the origin of the reciprocal lattice, known as the Brillouin zone.
With the wavefunctions expressed as Bloch waves, crystals can be studied with the HF method
and DFT by finding the periodic function which minimises the total energy in a normalised sum
over all k-point vectors. In practice, a finite set of k-points is used for approximate integration
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over the Brillouin zone. The selection of a suitable set of k-points for inexpensive, accurate
electronic structure calculations is an important problem. The most popular approach is the
Monkhorst-Pack method of equally-spaced grids of points in reciprocal space.26 A significant
advantage of this method is that it leads to a simple means of systematically improving the
calculation by increasing the density of this grid. The convergence of calculated properties with
k-point grid density is system-dependent, and the appropriate density should be determined
when studying any new system. In general, small unit cells and metallic systems require more
k-points. In this work we adopt the formalism of Moreno and Soler, in which the grid density is
characterised by a “cutoff” length corresponding to the dimensions of a hypothetical supercell
which is sampled by a single k-point.27 One key decision is whether to include the origin in
reciprocal space (the Γ point); as a high-symmetry site the Γ point always represents some
kind of local extreme in the band structure, and its inclusion may lead to slower convergence
compared with an off-Γ grid. However, the electronic structure at Γ is generally of interest for
the same reasons, and often includes the CBM and/or VBM. In high-symmetry systems it is
possible to substantially reduce the number of k-points required by accounting for equivalent
reciprocal-space sites in a weighted sum. Even in low-symmetry crystal structures, time-
reversal symmetry may be used to reduce the cost by up to a factor of 2 (provided that it is
not broken by magnetic effects).
Gaussian broadening is typically applied to the calculated electronic occupation levels at
each step of the SCF calculation. This helps to stabilise the iterative procedure. Typically,
small amounts of broadening of the order 0.01 eV are applied for calculations of insulating
and semiconducting materials, while broadening of the order 0.1 eV is required for metallic
systems.
4.3.3 Core electrons
The inner or core electron shells about a nucleus only interact weakly with the outer valence
shells, which are involved in bonding. The number of electrons in an electronic structure
calculation, and hence the computational cost, is reduced by replacing these core electrons
with an effective potential or pseudopotential which emulates a screened nucleus. The imple-
mentation details of this can be quite complex; the generation of high-quality pseudopotentials
is critical for such calculations and it is necessary to select an appropriate number of valence
shells for the chemical problem at hand. The majority of DFT calculations in this project were
“all-electron”, side-stepping this issue. However, some calculations were performed with the
projector augmented wave (PAW) method as implemented in the Vienna Ab Initio Simulations
Package (VASP).28;29 This approach combines pseudopotentials with a plane-wave basis set for
efficient computations. VASP is distributed with a selection of norm-conserving and ultrasoft
pseudopotentials. Ultrasoft pseudopotentials do not formally maintain the correct charge den-
sity but, if carefully constructed, can produce the same quality of results as norm-conserving
pseudopotentials while using a smaller basis set.30
4.3.4 Structure optimisation
The hypothetical universe governed by any known XC functional or forcefield model has
slightly different potential wells from reality. As a result, the equilibrium bond-lengths of a
substance cannot simply be drawn from experimental measurements. In computational chem-
istry it is good practice to always optimise structures: in cluster calculations the positions of the
nuclei are arranged to minimise the total energy and forces, while in periodic calculations it is
also necessary to adjust the lattice parameters. Most properties of interest will be significantly
affected by an imposed non-equilibrium structure; for example, the electronic structure of
CZTS is very sensitive to the positions of the S ions which can lead to poor prediction of Eg
even where the lattice parameters are well-converged.31;32
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Highly symmetric systems have a limited number of degrees of freedom and it can be efficient
to optimise them by fitting a relationship between these variables and the total energy — an
equation of state. However, this is infeasible both for the more complex materials which are
routinely encountered in materials science and for all but the simplest molecular systems. A
typical ab initio study therefore consists of nested loops, illustrated in Fig. 4.3 on the facing
page, in which the electronic structure is solved by an iterative method and this energy feeds an
iterative geometry-optimisation procedure. For many energy-calculation procedures (including
Kohn–Sham DFT with LDA and GGA functionals) the first derivatives in the potential energy
surface, i.e. the forces on atoms, are directly available. The preferred geometry optimisation
algorithms are therefore iterative quasi-Newtonian and conjugate-gradient methods. These
use successive steps to reach the minimum of a repeatedly updated quadratic model of the
potential energy surface. The degree of convergence is estimated from the difference between
successive steps, with some acceptable threshold set for the total energy and the forces on
atoms.
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Chemical thermodynamics and its connection to electronic structure is too broad
and interconnected a field to cite every claim and equation; a selection of reference
material for this section is cited as Refs. 1–6.
In chemistry and chemical engineering, thermodynamics is generally used to predict the
behaviour of systems including:
• the relative stability of compounds and phases (and hence the viability of transforma-
tions);
• heats of reaction (and hence the heating and cooling duty on transformations);
• activation energies of transformations (and hence their temperature dependence);
• the effects of pressure on transformations.
In this sense a “transformation” may be a phase change, chemical reaction, defect formation
etc. A number of derived properties exist with units of energy, known as “thermodynamic
potentials”. Of these, two are of the most direct interest in chemistry: the change in enthalpy H
corresponds to the energy transferred to a system as heat and work, and is vital for a controlled
reaction; the Gibbs free energy G determines whether a reaction is actually favourable, as
it takes into account the entropic driving force. In practice we also encounter the internal
energy U and Helmholtz free energy A; these four potentials are expressed through many
relationships, but one of the simplest forms is:
H = U + PV (5.1)
A= U − TS (5.2)
G = H − TS (5.3)
where T and S are the thermodynamic (absolute) temperature and entropy, respectively. (Note
that V is always used to denote volume in this work; the clash with its use as “potential” in
many descriptions of mechanics is unfortunate.)
The internal energy U is a sum of all the potential and kinetic energy in a system within
its own reference frame (e.g. potential due to attraction to the Sun is neglected). Given
the existence of vibrations (which periodically exchange a portion of kinetic and potential
energy) in virtually all systems, it is more productive to divide this into a baseline energy and
a vibrational contribution from the movements of nuclei:
U = E0+ Evib. (5.4)
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If we disregard intra-nuclear and gravitational contributions (which fall beyond the remit of
conventional chemistry), then E0 may be taken as a combination of the electrostatic poten-
tial energy and the kinetic energy of the unperturbed system; at the ground state this may
be calculated by electronic structure methods such as density functional theory (DFT). In
turn, the vibrational contributions may be divided into a temperature-dependent term and a
temperature-independent zero-point energy (ZPE). The zero-point energy term is related to
Heisenberg’s uncertainty principle — where a potential well exists in a quantum system, there
must be some movement or both the position and momentum would be known exactly. This
movement is associated with an energy, and hence there is an additional energy cost associated
with forming the potential well. The temperature-dependent term may be given a nominal























and paying careful attention to reference states and intermediate steps, it is possible to obtain
the other thermodynamic potentials through a similar approach. Notably, at zero temperature
U0 = H0 = A0 = G0 = E0+ EZPE. (5.8)
It is convenient to work in terms of specific (quantity-independent) properties of individual
species; for example, the enthalpy H of one mole of i may be denoted Ĥi. In the case of the









where G is the Gibbs free energy of the whole system and n is the number of units (typically
moles) of i in the system. In principle this includes interactions between i and other materials
in the system, although we frequently make the ideal mixture assumption and assume that µi
is independent of the other mixture components.
In general we consider that
µi = Ĥ − TŜi = Û + PV̂ − TŜ (5.10)
and hence




ĈV dT + PV̂ − TŜ. (5.11)
For a gas, constant-pressure conditions are preferable to constant-volume. We work in terms
of enthalpy and use Eq. (5.7) to form the free energy expression




ĈpdT − TŜ. (5.12)
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Species Tc / K Pc / bar ω
H2 33.19 13.13 -0.216
N2 126.2 34.00 0.038
Ar 150.9 48.98 0.000
O2 154.6 50.43 0.022
H2S 373.5 89.63 0.094
Table 5.1 – Data for corresponding-states models of some relevant gases.2
5.1.1 Equations of state
The ideal gas law PV̂ = RT is widely employed in thermodynamics, and the majority of
“standard” equations assume its validity. Generally the ideal gas law is considered to be
applicable at low pressures and high temperatures; this may be considered more formally by
looking at corrected equations of the form
PV̂ = ZRT. (5.13)
The principle of corresponding states links the correction factor Z or “compressibility” to the







where a subscript c denotes the critical point. It has been observed that different fluids behave
similarly when at equivalent Tr and Pr ; this is formalised by Pitzer as
Z = Z0+ωZ1 (5.14)
where Z1 and Z2 are both functions of Tr and Pr and ω, the ‘acentric factor’, accounts for
complex fluids; it is quite empirical and takes the form
ω=−1− log(Psatr )Tr=0.7 (5.15)
where (Psatr )Tr=0.7 is the reduced saturation pressure at Tr = 0.7. Values for Z1 and Z2 have
been fitted to correlations and are tabulated in standard textbooks, e.g. Ref. 2 p.99. Table 5.1
shows the key data for a number of relevant gases — note that the critical points are far-
removed from typical reaction conditions (putting Z0 ∼ 1), while the acentric factors are
small (with the exception of hydrogen). This modelling approach reflects the concerns of the
chemical industry a few decades ago, and is useful for high-pressure treatment of common
gases. However, data for phases such as S8 is much harder to come by. If it is necessary to
investigate properties near the saturation point where significant van der Waals interactions
are expected, an improved equation of state might be estimated with ab initio calculations.
5.1.2 Thermodynamic ensembles
An important aspect of thermodynamic modelling is the selection of a thermodynamic ensem-
ble. This may be seen as a set of conditions for ‘tiling’ the model region to represent an infinite
system.
The main system of interest in this work is the annealing step in two-step CZTS film formation,
in which deposited metal-containing species are heated with a sulfur-containing gas mixture.
In this case temperature and pressure are regulated, and additional gas is allowed to enter
in order to maintain a pressure. This may be approximated with the NPT (constant n, P, T)
ensemble – although the gas quantity n is not strictly fixed, in a large vessel with excess sulfur
and a small quantity of solid the fluctuations would be very minor, and comparable to a system
with a fixed amount of gas and a marginally variable volume.
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Some experimental programs have placed solid sulfur in a sealed vessel with the other mate-
rials. In this case the pressure is not fixed, but the sulfur quantity is fixed strictly, while the
temperature is controlled. This system is better matched by the canonical (constant n, V, T)
ensemble.
The grand canonical (constant µ, V, T) ensemble is widely used in Monte Carlo modelling of
reactions at interfaces and surfaces, where the region of study is only a small element of the
system; the ensemble effectively permits the exchange of particles between adjacent "cells"
of the ensemble as long as the chemical potential µ of the exchanged particles is maintained.
This is less applicable for models of specific reaction systems, but is useful for exploring ranges
of stoichiometry. It is common to use phase diagrams in which µ is a free parameter for some
species, giving a map of the general phase space without specific details of the corresponding
temperatures and pressures; this approach has been dominant in the discussion of competing
phases and defects in CZTS.7–9
5.2 Molecular thermodynamics
The thermochemistry of molecules has historically been described well by statistical mechanics.








where each i is a unique state and εi is the energy of that state. The most concise relationship
is that carved on Boltzmann’s gravestone,
S = kB ln W (5.17)
where W is the total number of states under consideration. In studies of chemical equilibrium
the key equation is












where q is the molecular partition function over the states of an individual species and N is the
number of molecules of that species.
The total partition function can be treated as a product of partition functions over the con-
tributing sets of (assumed) independent degrees of freedom:
q = qtransqrotqvibqelectr (5.20)
which corresponds to a sum over energy contributions;
E = Etrans+ Erot+ Evib+ Eelectr. (5.21)
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DERIVATION OF EQ. (5.19) For N independent molecules with identical partition functions
qi = q0, the system partition function
Q = q1q2q3q4 · · ·= qN0 .
Where the molecules are actually indistinguishable, with partition function q, the system
































qtrans depends on the mass m and the the molar volume V̂ , which is related to pressure by an
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Table 5.2 – Relationship between symmetry group and rotational symmetry number. Reproduced
from Ref. 10.
Group σ Group σ Group σ Group σ
C1, Ci, CS, C∞v 1 D∞h 2 T, Td 12 Oh 24


















where σ is a symmetry parameter (the number of equivalent rotational configurations) and I
is the (scalar) moment of inertia. The symmetry parameter is related to the point groups of





















where mi and ri are the mass and Cartesian position of each atom i in the molecule.
(5.31)
5.2.3 Vibrational contribution
In a diatomic molecule, vibrational motion is modelled as a single simple harmonic oscillator,





























The problem of a poly-atomic molecule is simplified mathematically by reducing the vibrations
to a set of normal modes. These are collective movements in which atoms move at the same
frequency and the centre of mass remains fixed, forming a complete basis for any other atomic
movements. Because of these properties, the above equation can be applied to each mode
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Figure 5.1 – Schematic of S4 (C2v) modelled as particles connected by springs. Major interactions
(“bonds”) are indicated with thick black springs, but structure and dynamics are also regulated by
weaker long-range interactions (grey springs).
Calculating the frequencies
For small movements about the minimum of a potential energy surface, we take the “harmonic
approximation”. Suppose we model a molecule as a set of particles connected by springs
(Fig. 5.1). The system is described by a set of 3N Cartesian coordinates x.
In the Taylor expansion about energy E as a function of the atomic positions x
E(x) = E(x0) + [x− x0] · ∇E +
1
2
([x− x0]∇)2E + . . . (5.35)
the first term E(x0) is reference energy of the unperturbed system. In the second term ∇E
is the derivative of energy with respect to the atomic positions; at equilibrium this is always
equal to zero as the equilibrium positions are a local minimum. The first term to describe the
dynamics of the system is the second-order group 1
2
([x− x0]∇)2E. In matrix form
([x− x0]∇)2E = [x− x0]TH[x− x0] (5.36)












































Each term represents a harmonic interaction between two coordinates. Hooke’s Law gives





=−k(x i − x i0) (5.38)
and so each term ∂
2E
∂ x i∂ x j
in the Hessian gives the change in force along x i in response to a
change in x j ,
∂ 2E




Fi =−ki j . (5.39)
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In the harmonic approximation this is a full description of the system; anharmonic models
may incorporate higher-level interaction terms and/or non-linearity. For many atomistic mod-
elling methods, including DFT calculations with some popular XC functionals, instantaneous
forces are directly available for each atom. The Hessian is then constructed using one finite
displacement δ for each degree of freedom:
ki j = F j(x i +δ, x j) ·δ. (5.40)
The size of the displacement must be small enough to avoid significant anharmonic contribu-
tions, and large enough to prevent error from “numerical noise”.∗
The Hessian and x do not need to use Cartesian coordinates — in fact, it is inefficient to do
so. The 3N coordinates encode overall rotational and translational degrees of freedom, which
have no meaningful effect on the system, as well as the significant harmonic movements. The
Hessian can be diagonalised, changing basis to a set of non-interacting harmonic relationships.
These are the “normal modes” and their non-interaction allows for the relatively simple sta-
tistical mechanical treatment in Section 5.2.3. The eigenvalues of the matrix provide the set
of frequencies ωi while the corresponding eigenvectors may be subjected to group theoretical
analysis to identify modes with the appropriate symmetry properties for spectroscopic obser-
vations. For molecules, six of these eigenvalues theoretically have values of zero and can be
discarded; in practice they will deviate slightly and are used to give an informal estimate of
the calculation quality.†
5.3 Solid-state thermodynamics
Returning to Eq. (5.11):




ĈV dT + PV̂ − TŜ.












= 0. Equation (5.11) may be used as it is,
once V̂ and S are known as functions of temperature.
At the moderate pressures associated with thin-film annealing, the energy associated with the
PV term is relatively small. For water, ρ ≈ 1000kg m−3 and m̂≈ 18 kg kmol−1 so









= 0.018PJ kmol−1 Pa−1 = P · 1.8× 10−8 kJ mol−1 Pa−1. (5.42)
As a result, this term may be safely neglected. In this work it is included, but the corrections
due to thermal expansion are neglected; this term is expected to be at least one order of
magnitude smaller.
The values to be obtained therefore are the ground state energy E0, the vibrational zero-point
energy EZPE, the enthalpy correction
∫ T
0
ĈV dT and entropy S(T). In this work these are as-
sumed to be dominated by vibrational contributions. It is possible to examine the energy of a
∗There are several common causes of computational errors associated with small changes in values. As well
as the convergence settings of the calculation method, error arises from the limited precision of floating-point
numbers and the limited accuracy of operations which are approximated iteratively such as square roots. All of
these can be controlled, but this may involve significant code re-factoring and/or additional calculation time.
†In calculations on a diatomic molecule there are five zero eigenvalues. The remaining eigenvector should
correspond to the stretching mode, which is the only degree of freedom associated with the potential well.
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range of electronic and magnetic states, and the thermal occupation of these states can be incor-
porated as a set of corrections.11 However, these corrections are typically small in magnitude
and require accurate description of excited states; this demands computationally-expensive
beyond-DFT methods, as local density functionals tend to drastically underestimate the energy
of above-gap states. The contribution of these states is negligible for semiconductors, but may
be of comparable magnitude to quasi-harmonic effects in metals.12
Crystals are not typically considered to have a significant energy contribution from translational
or rotational motion. For a molecule, the contributions from vibrations, translations and
rotations are of a similar order of magnitude. In a macroscopic sample such as a crystal, the
number of vibrational microstates scales with the number of unit cells (for a 1 mol crystal, this
is NA ≈ 6× 1023) while the number of translational and rotational states remains the same as
a single molecule.
The treatment of vibrational states in periodic crystals is similar in principle to that in molecules;
however, instead of thermally occupying a series of fixed frequencies, it is necessary to consider

















where ν is the index of a vibrational normal mode, and q is a reciprocal space vector.∗ The
vibrational frequencies are plotted against q to form a phonon band structure or “phonon
dispersion” plot.† (Chapter 7 uses these plots extensively; see Fig. 7.5 on page 105 for an
example.) “Phonons” are the quantised energy packages which thermally occupy this structure
of possible lattice vibrations. The modes may be assigned letter labels, which are derived
from the group theoretical description of the mode symmetries. The x-axis typically follows
a reciprocal-space path between high-symmetry “special points”. The naming convention
for these points, following the Cracknell–Davies–Miller–Love convention, uses Greek letters
to indicate points within the Brillouin Zone and Latin letters to indicate points at the zone
boundary. In practice, a density of states (DOS) is formed which integrates over the Brillouin
zone, and thermodynamic properties are obtained by integrating over the DOS rather than
summing over all frequencies and q-points. The actual displacements resemble electronic
Bloch waves





where j indicates an ion in the first unit cell and l is the index of a given unit cell, but unlike
the wavefunctions of Bloch’s theorem the periodic function u j0 is a function of the wave vector.
Two practical methods for calculating the Hessian matrix for solid-state systems are calcula-
tions using density-functional perturbation theory (DFPT) and the “frozen-phonon” method,
which is also referred to as the “direct” and “supercell” method.17 In DFPT, a modified version
of Kohn–Sham DFT is used to obtain the linear response of a system’s electron density to
perturbations in its nuclear positions; this is directly related to the force constants between the
corresponding atoms. In this work the frozen-phonon approach is employed as implemented
in “Phonopy”, an open-source code developed by Atsushi Togo.15 Small finite displacements
are used as described above for molecular systems; in order to avoid spurious interactions
across the periodic boundary, a supercell is used to increase the distance between periodic
images.
∗Dove 13 and Ashcroft and Mermin 14 use k to indicate the reciprocal space vector in lattice vibrations; in this
work we follow the preferred notation of Togo and Tanaka 15 and of Yu and Cardona 16 such that k is reserved for
reciprocal space vectors in the electronic structure. This avoids confusion where both a k-point mesh and q-point
mesh must be specified.
†The “phonon dispersion” name is related to the behaviour of the acoustic modes, which exhibit a strong
frequency dependence on q and have zero frequency at the origin of reciprocal space, Γ.
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Phonopy enables the cost of such calculations to be reduced in high-symmetry systems by
analysing the space group with the “Spglib” library, and setting up the minimum number of
necessary finite displacements for electronic structure calculations.18
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Thermochemical modelling of sulfur
vapours
The thermochemistry of sulfur vapours is an intriguing problem; sulfur adopts a wide range
of possible allotropes. An equilibrium model was developed in the 1970s to consider the
effect of intermediate allotropes, and quantum chemistry was applied to study the diversity of
allotropes in the late 1980s and early 1990s. The work presented here appears to be unique
in combining the two approaches to build a complete picture.
Thermodynamic studies of metal chalcogenides have tended to select a sulfur phase (always
α-S, S2 or S8) and use this as the reference energy. However, it is quite possible for annealing
conditions to span over several appropriate models. The model of sulfur equilibria developed
here presents a single relationship for the chemical potential µS = f (T, P), which can be
inserted into any relevant phase equilibrium problem. This potential form is employed in the
equilibrium models in Chapter 8.
This work was submitted as a full paper in August 2015 and published in the Feb 2016
issue of Chemical Science. All vibrational calculations, mathematical modelling and sup-
porting programs were developed by AJJ, as was the majority of the manuscript prepara-
tion. The following text in this chapter is reproduced from the published manuscript with
minor corrections and changes (e.g. the addition of page references). The reader may
prefer the original two-column format; the article is available online with Open Access at
http://dx.doi.org/10.1039/C5SC03088A.
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A universal chemical potential for sulfur vapours†
Adam J. Jacksona, Davide Tianaa,‡ and Aron Walsh∗a,b
The unusual chemistry of sulfur is illustrated by the tendency for catenation. Sulfur forms
a range of open and closed Sn species in the gas phase, which has led to speculation on the
composition of sulfur vapours as a function of temperature and pressure for over a century.
Unlike elemental gases such as O2 and N2, there is no widely accepted thermodynamic
potential for sulfur. Here we combine a first-principles global structure search for the low
energy clusters from S2 to S8 with a thermodynamic model for the mixed-allotrope system,
including the Gibbs free energy for all gas-phase sulfur on an atomic basis. A strongly
pressure-dependent transition from a mixture dominant in S2 to S8 is identified. A universal
chemical potential function, µS(T, P), is proposed with wide utility in modelling sulfurisa-
tion processes including the formation and annealing of metal chalcogenide semiconductors.
6.1 Introduction
Sulfur is an abundant resource exploited by industry on a scale of tens of millions of tonnes per
year.1 While it may be found in its elemental form, the primary industrial source is hydrogen
sulfide, a byproduct of the oil and gas industry. The vast majority of industrial sulfur is
converted to sulfuric acid or sulfur dioxide before further use; this may explain the surprising
shortage of data in the thermochemical literature regarding the vapour phase of elemental
sulfur.
Historically, the thermochemistry of sulfur has been studied experimentally and has been
understood to be associated with a variable composition for over a century; Lewis and Randall
remarked in 1914 that "no other element is known to occur in as many different forms as
sulfur" while studying the free energy of a number of these forms.2 (Carbon now has a higher
number of known allotropes but the majority of these are not naturally-occurring.) However,
contemporary reference data for sulfur still does not present a complete picture; the NIST-
JANAF Thermochemical Tables (1998) give thermochemical data for two solid phases, one
liquid phase, the ions S+ and S− and eight gas allotropes S1-8.3 Of these, only S2 and S8 are
from spectroscopic data. The allotropes S3-7 are assumed to exist and are assigned energies
following an interpolation scheme suggested by Rau et al. (1966), which also makes use of
experimental data for S6.
4 That paper rules out the significant presence of tautomers, finding
little evidence of a tautomer contribution and assuming that they have relatively high energy.
The authors generally reserve speculation on the actual structures of the components of their
equilibrium model.
In recent years considerable attention has turned to metal chalcogenides; II-VI semiconductors
such as ZnS, CdS, PbS are widely studied in many contexts.5 Copper indium gallium selenides
(CIGS) and cadmium telluride (CdTe) are used as the basis for "second-generation" thin-film
photovoltaic devices, and have seen a dramatic rise in production. Cu2ZnSn(S,Se)4 (CZTS)
aCentre for Sustainable Chemical Technologies and Dept. of Chemistry, University of Bath, Claverton Down, Bath
BA2 7AY, UK
bGlobal E3 Institute and Department of Materials Science and Engineering, Yonsei University, Seoul 120-749,
Korea
‡ Current: EPFL Valais Wallis, EPFL LSMO, Rue de l’Industrie 17, Case postale 440, CH-1951 Sion, Switzerland
† Electronic Supplementary Information (ESI) available: Tabulated free energy and enthalpy data. See
DOI: 10.1039/C5SC03088A. Additional data and code available in external repositories with DOIs: 10.5281/zen-
odo.28536; 10.6084/m9.figshare.151373; 10.6084/m9.figshare.1513833. See Data Access Statement for more
information.
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and Cu2SnS3 (CTS) devices have so far struggled to match these materials in terms of energy
conversion efficiencies, but hold significant long-term promise due to their use of highly abun-
dant elements; such availability is a prerequisite for terawatt-scale photovoltaics.6 As such,
thin-film processing in sulfur atmospheres is of considerable interest, as the inherent safety
of industrial processing may be improved by eliminating the use of toxic H2S. In addition to
chalcogen annealing, which is used to increase grain size, substitute other elements or directly
form chalcogenides from elements, high-quality single-crystal samples may be produced using
chemical vapour transport of elemental chalcogens.7–9 Previous work on the thermodynamics
of such processing has tended to assume that sulfur adopts one particular gaseous allotrope
(either S2 or S8), but the validity of this assumption has not been explored in depth.
10–12
It is undermined however by the model derived by Rau et al., which predicts that no one
component makes more than 50% of the gas mixture at temperatures between 800–1000 K.4
Mass spectrometry at a relatively mild 105◦C has observed a series of charged clusters with
the form (S8n)
+.13 In the mid 1980s, a number of cyclic allotropes had been identified by
crystallisation and X-ray diffraction, but this only covered the range n = 6–20.14 An ab initio
study was carried out for S2 through to S13 in an early application of the Car-Parrinello
simulated annealing method.15 Energies were calculated using density-functional theory with
the local density approximation (LDA). While limited by the inherent difficulties in exploring
the entire potential energy surface of the atomic positions, this thorough study generated
21 allotropes, finding a local maximum in the atomisation energy at n = 8. A later (1990)
paper used coupled-cluster electronic structure calculations to study the proposed tautomers
of S4 in depth, concluding that the planar structure with C2v symmetry is lowest in energy,
with a trans (C2h) structure also visible in experimental spectra; a more recent ab initio study
reached similar conclusions regarding stability while challenging the spectroscopic assignment
of the phases.16;17 The C2v structure was ruled out in the simulated annealing study with LDA,
although the authors noted the experimental evidence for its existence.15 A 2003 review by
Steudel et al. 18 collects more recent data, including both experimental and theoretical studies
of vapour-phase allotropes; this review notes the weakness of the widespread assumption that
each size is represented by a single species.18 The work compares several sets of enthalpies
relative to S8 that have been obtained experimentally; variability is high for the smaller
allotropes while there is fairly good agreement for the larger allotropes. Studies are generally
carried out at a single temperature, such that the temperature and pressure dependence of
the thermochemistry must be derived from statistical mechanics and analysis of vibrational
information.
In this study, we develop a set of structures for S2–S8, compute their Gibbs free energy from
first-principles and with empirical corrections, and solve the temperature-dependent chemi-
cal potential to describe the gaseous mixture. The potential function will be important for
quantitative investigations of defect formation and phase stability in metal sulfide materials.
6.2 Methods
6.2.1 Density functional theory
Energies and forces of arbitrary clusters of sulfur atoms were computed within Kohn-Sham
density-functional theory (DFT).19 A range of exchange-correlation functionals were used in
this work: PBE is a popular and elegant implementation of the Generalised Gradient Approx-
imation (GGA) and PBEsol restores a periodic exchange contribution leading to improved
performance for solids;20;21 B3LYP∗ is a widely-used "hybrid" functional which combines pre-
∗Note that the implementation of B3LYP in FHI-AIMS uses a parameterisation of the local density contribution
based on the Random Phase Approximation in order to match values obtained with GAUSSIAN, another quantum
chemistry code. 22
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existing gradient corrections with "exact" Hartree-Fock exchange;23 PBE0 applies similar prin-
ciples to the parameter-free PBE functional.24 (While PBE is generally preferred to PBEsol
for molecular calculations, PBEsol was included in this study for its compatibility with other
all-electron work using this functional.)
Calculations for the evolutionary algorithm search used the Vienna Ab Initio Simulations
Package (VASP) with the PBE exchange-correlation functional and a plane-wave basis set with
a 500 eV energy cutoff.25;26 As calculations in VASP employ a periodic boundary condition,
orthorhombic bounding boxes were employed with 10 Å of vacuum between each molecule
and its periodic images. Electronic structure iteration used only the Γ-point of this large cell.
Further calculations used the Fritz Haber Institute ab initio molecular simulations package
(FHI-AIMS) to carry out all-electron DFT calculations with numerically-tabulated basis sets.27;28
All calculations were open-shell with S2 adopting its low-energy triplet spin configuration. The
recommended "tight" basis set was employed for initial relaxation and study with PBEsol,
which extends the minimal set of occupied orbitals with 6 additional functions. This was
extended further to the full "tier 2" set of 9 additional functions for calculations with the LDA,
PBE0, and B3LYP functionals.
6.2.2 Global structure search
Global structure optimisation was carried out with the USPEX package, which was originally
developed for crystalline systems and has been adapted for use with clusters.29–31 At this stage,
molecules larger than S8 were disregarded, as experimental results anticipate high- and low-
temperature limits dominated by S2 and S8, respectively. Clusters were generated for S3-7, and
refined with an evolutionary algorithm to minimise the ground-state energy until a number
of seemingly distinct clusters were identified by inspection. The atomic positions of these
clusters were then optimised in FHI-AIMS calculations with PBEsol, using the BFGS algorithm
to minimise the atomic forces to less than 10−4 eV Å−1 and converge energy to within 10−6 eV.
Point groups were assigned to the structures using Materials Studio version 6.0, a proprietary
package developed by Accelrys.
6.2.3 Vibrational frequencies
Vibrational frequencies were calculated within the harmonic approximation by making finite
displacements to each atomic position to obtain the local potential wells, and diagonalising
the resulting dynamical matrix to obtain the normal modes and their frequencies. This is
implemented as a script and diagonalisation routine provided with FHI-AIMS.
Improved vibrational frequencies may be obtained by applying an empirically-derived scale
factor to the vibrational eigenvalues computed using DFT; collections of such scale factors
have been published for large test-sets of molecules.32;33 The use of these factors is somewhat
problematic when creating a systematic, transferable set of data but offers an opportunity to
create the most realistic thermochemical model possible. Given that the calculations in this
work involve a more limited subset of atomic interactions, we choose to fit a scaling factor to
the experimentally-reported frequencies of S8 and S2.
6.2.4 Thermochemistry
Thermochemistry of individual gas species
Thermochemical properties were calculated within the ideal gas, rigid-rotor and harmonic
vibration approximations. A set of textbook equations forms the chemical potential µ for
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a nonlinear molecule from the ground-state electronic energy E0 given a set of vibrational




Cv + kB T − TS (6.1)
where





















exp(εi/kB T )− 1















































These were applied as implemented in the Atomic Simulation Environment (ASE) Python pack-
age.34 (Note that the expressions for monatomic and linear molecules are slightly different.)
The rotational constants σ were assigned from the point groups.
Reference energies
A number of ab initio methods have been applied. In order to compare the energies, a
reference point is needed. Conventionally the enthalpy of the ground state is zero; however,
in this case the ground state phase α-sulfur is relatively expensive to compute. We therefore
use the experimental sublimation enthalpy ∆Hsub =
1
8
HS8−HSα to obtain a reference from the
calculated enthalpy of S8:
∆HSx = HSx − xHSα (6.6)














The preferred experimental value for ∆Hsub is 100.416/8 = 12.552 kJ mol−1, from experi-
ments at 298K.3 Note that the physical system does not in fact sublime at high temperatures,
but passes through a molten phase. Nonetheless, it is more practical (and perfectly valid) to
retain α-S as the reference state over the whole temperature range studied.
Equilibrium modelling
The following derivation closely follows the approach and notation of Ref. 35, which describes
a generalised "non-stoichiometric method" for solving chemical equilibria. This approach is
well-established and based on key work in Refs. 36–38.
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aini = b (6.10)
where N is the number of unique species i with stoichiometric coefficient ai , n is the quantity
of species i and b is the total number of sulfur atoms. The classic approach for a constrained































aini = 0. (6.13)
The species chemical potential µi calculated as in Section 6.2.4 is a function of both temper-
ature and the partial pressure pi = P
ni
nt
where P is the total pressure and the total quantity
nt =
∑N
i ni. The temperature dependence is complex and we are willing to solve the equi-
librium at each temperature of interest, so we form a temperature-dependent standard free
energy at a reference pressure P−	−, µ−	−i (T ) = µi(T, P
−	−).
µi(T, P,n) = µ
−	−
























From here we drop the parenthetical indication that µ−	−i is a function of temperature, and
define the unit of pressure as the reference pressure, such that P−	− = 1. Substituting (6.16)
into (6.12), we obtain





























The only unknown variable in this expression is λ; rearranging slightly we form a polynomial
which is suitable for solving by standard numerical methods. The method employed in this














− P = 0 (6.20)




























































Finally we obtain the normalised chemical potential of sulfur vapour on an atom basis. This
turns out to be equal to the Lagrangian multiplier: the molar Gibbs free energy of sulfur atoms



































j=1 a jΞ j
 = λ. (6.27)
6.3 Results
6.3.1 Sulfur allotropes
A variety of candidate structures were generated in the evolutionary algorithm study with the
PBE functional. The low-energy candidates following geometry optimisation are discussed in
this section.
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Figure 6.1 – Predicted low-energy sulfur clusters with symmetry assignment
S2 Diatomic sulfur has the point group D∞h, in common with other homonuclear diatomics.
The atoms were initially set 2 Å apart, and relaxed to a bond length of 1.91 Å. Studies with
other functionals were relaxed either from this distance or from 2 Å. The resulting bond
lengths are given in Table 6.1.
Table 6.1 – Calculated and experimental bond length r in S2. Experimental value is NIST/JANAF-
recommended distance.3






S3 The evolutionary algorithm process eliminated all but a C2v non-linear chain for S3. This
corresponds to "thiozone", which has a well-characterised structure by rotational spectroscopy
(bond length 1.917(1)Å and angle 117.36(6)◦; the values from optimisation with PBE0 in
this study are 1.901 Å and 118.2◦).41 We have also considered the simple triangular allotrope,
which is ∼ 0.5eV higher in ground-state energy.
S4 A range of branched and cyclic structures were generated in the evolutionary algorithm.
The structures included in the equilibrium modelling are shown in Fig. 6.1. The lowest-energy
structure identified was the ‘eclipsed’ C2v chain; this is in agreement with the high-level
theoretical studies in Refs. 16;17. These studies identified a ‘trans’ C2h structure as being
likely to exist; there is some spectroscopic evidence for the viability of this isomer as well
as a branched chain, but we were not able to reproduce stable structures corresponding to
these allotropes through geometry optimisation.42;43 Various cyclic and tetrahedral candidate
structures yielded a relatively flat puckered ring with D2d symmetry.
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S5 Although a wide range of branched and chain structures were generated, the main candi-
date is the 5-membered ring with Cs symmetry.
S6 In addition to a cyclic C2v allotrope, relatively low-energy branched and chain variations
were identified. Of considerable interest is also a structure which may be viewed as a stack of
two S3 cycles, or alternatively as a cluster of S2 diatoms. This appears to be the D3h "prism"
structure identified by Wong et al.;44 the characteristic S-S bond lengths from that study were
190.1 and 276.2 pm, while the corresponding average distances from optimisation with the
same hybrid XC functional (B3LYP) in this work were 189.0 and 275.7 pm. It is worth stressing
that no explicit dispersion terms were included in any of the electronic structure calculations.
S7 The evolutionary algorithm results rapidly provided the same Cs cyclic structure as that
obtained by energy minimisation from a regular polygon. A branched structure, generated
early in the progress of the algorithm, was also selected as an interesting alternative to include.
This was about 1 eV lower in energy than the other candidates at that stage. Geometry
optimisation by force relaxation yielded a compact structure, also with Cs (mirror-plane)
symmetry.
S8 No evolutionary algorithm study was applied for S8, as its ring structure is quite well-
known. The initial geometry was extracted from the crystal structure for the condensed α-S
phase used in a previous study,45 and relaxed to form an isolated D4d ring.
Ground-state energies
An inspection of the ground-state energies from DFT reveals a trend of smoothly decreasing
energy per atom with cluster size for the minimum-energy configuration at each size (Fig. 6.2
on the following page). The variation within the clusters included at each size is of the order
10 kJ mol−1 atom−1, which is comparable to the energy difference between neighbouring
cluster sizes.
6.3.2 Vibrational properties
Vibrational frequencies were calculated for all of the allotropes listed in section 6.3.1; frequen-
cies for S2 and S8 are listed in Table 6.2 on page 89.
Empirical corrections
Empirical scale factors were determined by fitting the frequencies to the experimental spectrum




hν and hence this may also be seen as fitting to zero-point energy on a per-
mode basis. The factors were calculated for each functional (Table 6.3 on page 89); scaling
the frequencies from PBE0 by 96% was found to give the best overall fit, and is employed here
as the reference "empirically-corrected" method. The resulting set of frequencies is illustrated
in Fig. 6.3 on the next page alongside the uncorrected and experimental values. Using this
scale factor also gives good agreement (<4cm−1 error) with the stretching frequency of S2,
which was not used in the fit. (Table 6.2 on page 89) Least-squares fitting was carried out
with the Levenberg-Marquardt algorithm as implemented in Scipy.39;40
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Figure 6.2 – Ground-state energies from DFT of clusters included in study. Energies are relative
to the energy for S8 with each functional, and normalised to the number of atoms. A point is also
included from reference data;3 this is derived from the enthalpies of formation at zero temperature,
based on spectroscopic observations and equilibrium studies. While the energies from different
exchange-correlation functionals diverge across the series, the S2 energy from PBE0 calculations





























Figure 6.3 – Vibrational frequencies of S8 calculated with various DFT functionals, compared with
recommended experimental values.3
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Table 6.2 – Calculated and experimental vibrational frequencies for S2 and S8.
3 All frequencies
in cm−1.
LDA PBEsol PBE0 PBE0 B3LYP Expt
(scaled)
S2 716 713 751 721 714 724
S8 73 73 74 71 74 56
73 73 75 72 74 56
136 136 150 144 145 152
136 136 150 144 145 152
188 187 197 189 191 191
188 187 197 189 191 191
217 215 223 214 214 218
228 228 248 238 242 243
248 247 256 246 249 248
248 247 256 246 249 248
391 382 434 417 381 411
418 411 454 436 407 437
418 411 454 436 407 437
473 467 492 472 455 471
473 467 492 472 455 471
479 474 493 473 461 475
479 474 493 473 461 475
486 482 497 477 470 475
Table 6.3 – Optimal scale factors for exchange-correlation functionals, fitting to ground-state fre-
quencies of S8.
3 Standard deviations s for the least-squares fit are given over the set of frequencies
in units of frequency and their corresponding zero-point energies per sulfur atom.
Functional scale factor s / cm−1 s / eV (ZPE)
LDA 1.0085 11.57 0.00072
PBEsol 1.0201 12.39 0.00077
PBE0 0.9596 6.41 0.00040
B3LYP 1.0332 11.05 0.00068
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6.3.3 Equilibrium model
Equilibrium compositions and free energies were computed as a function of temperature and
pressure for all the data sets computed (Fig. 6.4 on the next page). There is significant
disagreement between the predictions of the local exchange-correlation functionals LDA and
PBEsol and the predicted composition from the hybrid functional PBE0, both before and after
frequency scaling. While the "lower-level" calculations predict a diverse mixture of phases,
hybrid DFT strongly supports the dominance of S8 and S2, at low and high temperatures
respectively. In all cases, this simplicity is strongest at low total pressure. The other phases
which are present in any significant quantity are the cyclic allotropes where N = 4–7, in the
range 600–1000 K.
The corresponding free energies are also plotted in Fig. 6.5 on page 92; we note that agreement
between the methods is much stronger at low temperatures where the mixture is dominated
by larger molecules. This may be an artefact of aligning the free energies of the S8 atoms;
divergence in the energies of the smaller molecules leads to the disagreement at high temper-
atures. The other trend of note is the presence of a sharp bend in the µ–T curve, particularly
at low pressure, corresponding to the presence of S2 molecules. The point of onset depends
on the data source, but the curve for PBE0 with empirical corrections closely tracks the mini-
mum of the two curves from reference data. This represents a challenge to the formation of
a simple parameterised model function, as it suggests the presence of a spike in the second
derivative. Popular parameterisations of thermochemical properties, such as those in the NIST
"WebBook", employ multiple temperature regions. This is usually viewed as a limitation, as
it introduces non-physical discontinuities; with care, they could be aligned to an apparently
physical discontinuity in the function. Taking the PBE0 results with empirical corrections as
our preferred model, the free energy of the mixture is plotted with the chemical potentials of
its component species on an atomic basis (Fig. 6.6 on page 92).
The depression in free energy due to mixing of allotropes and presence of minor components
can be quantified by subtracting the chemical potential of the mixture from the minimum of
the chemical potentials of the majority components S2 and S8. The resulting plot (Fig. 6.8 on
page 95) shows that this has an impact ranging from around 1–4 kJ mol−1, depending on the
pressure. This is illustrated as a contour plot in Fig. 6.7 on page 93; within each unshaded
region a single-phase model is adequate to within 1 kJ mol−1 S atoms.
6.3.4 Parameterisation
For convenience, a parameterised fit has been generated for the chemical potential of S over
the T , P range 400–1500 K, –107Pa, incorporating an error function "switch" between S2 and
S8 dominated regions and a Gaussian correction for the free energy depression where there is























































































Figure 6.4 – Compositions of modelled Sx mixtures over range of equilibrium temperatures and
pressures. Results are presented for density functional theory with one local (LDA), one semi-local
(PBEsol) and two hybrid exchange-correlation functional (PBE0 and B3LYP), including empirical
corrections for PBE0. Composition is given in units of atom fraction. It is expected that the most
accurate results are obtained using PBE0 with scaled frequencies.
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Figure 6.5 – Chemical potential of S vapours per mole of atoms, given at several pressures accord-
ing to range of calculation methods. Data for S2 and S8 are also provided from the thermochemical
literature.3 At low pressures, the free energy diverges by more than 50 kJ mol−1 S atoms between
the S2 and S8 allotropes at high temperatures, while at high pressures there is less variation. Re-
sults from hybrid DFT calculations with scaled frequencies closely track the minimal value from
the literature, while the local and semi-local exchange correlation functionals diverge from this
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Figure 6.6 – Chemical potential of S vapours over range of T, P, compared with individual al-
lotropes. The equilibrium mixture is lower in energy than any single allotrope, but in most T/P
regimes lies close to the chemical potential of S2 or S8. Data from vibrational calculations with
PBE0 and empirically-corrected frequencies.
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Table 6.4 – Gibbs free energy of S vapours, tabulated from calculations with PBE0 and empirical
corrections, with reference state (H=0) α-sulfur at 298.15 K. Energies in kJ mol−1, column headers




1.00 1.67 2.33 3.00 3.67 4.33 5.00 5.67 6.33 7.00
100 4.73 4.88 5.04 5.20 5.36 5.52 5.68 5.84 6.00 6.16
150 2.29 2.53 2.77 3.01 3.25 3.49 3.72 3.96 4.20 4.44
200 -0.39 -0.07 0.25 0.57 0.89 1.21 1.53 1.85 2.17 2.49
250 -3.27 -2.87 -2.47 -2.08 -1.68 -1.28 -0.88 -0.48 -0.08 0.32
300 -6.34 -5.86 -5.39 -4.91 -4.43 -3.95 -3.47 -2.99 -2.51 -2.03
350 -9.58 -9.02 -8.46 -7.90 -7.34 -6.78 -6.23 -5.67 -5.11 -4.55
400 -12.97 -12.33 -11.69 -11.05 -10.41 -9.77 -9.13 -8.49 -7.85 -7.21
450 -16.50 -15.77 -15.05 -14.33 -13.61 -12.89 -12.17 -11.45 -10.73 -10.01
500 -20.20 -19.37 -18.56 -17.75 -16.94 -16.14 -15.33 -14.53 -13.73 -12.93
550 -24.24 -23.17 -22.22 -21.31 -20.40 -19.51 -18.62 -17.73 -16.85 -15.96
600 -29.74 -27.46 -26.12 -25.03 -24.01 -23.01 -22.03 -21.05 -20.08 -19.11
650 -37.54 -33.52 -30.62 -29.01 -27.78 -26.65 -25.56 -24.49 -23.42 -22.36
700 -45.63 -41.17 -36.83 -33.61 -31.81 -30.45 -29.22 -28.04 -26.87 -25.72
750 -53.78 -49.00 -44.23 -39.63 -36.36 -34.48 -33.03 -31.71 -30.43 -29.18
800 -61.99 -56.89 -51.79 -46.72 -41.99 -38.90 -37.03 -35.51 -34.10 -32.74
850 -70.27 -64.84 -59.43 -54.02 -48.67 -44.06 -41.31 -39.46 -37.88 -36.39
900 -78.59 -72.85 -67.11 -61.38 -55.67 -50.16 -46.04 -43.61 -41.79 -40.15
950 -86.97 -80.91 -74.85 -68.80 -62.75 -56.78 -51.43 -48.04 -45.84 -44.01
1000 -95.39 -89.01 -82.64 -76.26 -69.90 -63.57 -57.48 -52.84 -50.06 -47.98
1050 -103.86 -97.17 -90.47 -83.77 -77.09 -70.43 -63.88 -58.14 -54.50 -52.07
1100 -112.38 -105.36 -98.34 -91.33 -84.32 -77.34 -70.42 -63.91 -59.21 -56.29
1150 -120.94 -113.60 -106.26 -98.93 -91.60 -84.29 -77.03 -70.00 -64.26 -60.68
1200 -129.53 -121.88 -114.22 -106.57 -98.92 -91.29 -83.70 -76.25 -69.65 -65.25
1250 -138.17 -130.19 -122.22 -114.24 -106.28 -98.33 -90.41 -82.60 -75.33 -70.03
1300 -146.84 -138.54 -130.25 -121.96 -113.67 -105.40 -97.16 -89.01 -81.23 -75.04
1350 -155.55 -146.93 -138.32 -129.71 -121.10 -112.51 -103.95 -95.46 -87.25 -80.27
1400 -164.29 -155.36 -146.42 -137.49 -128.57 -119.66 -110.77 -101.95 -93.36 -85.72
1450 -173.06 -163.81 -154.56 -145.31 -136.07 -126.84 -117.63 -108.49 -99.53 -91.33






















µS8 ; in shaded region the error in chemical potential µ associated with assuming a
single phase S2 or S8 exceeds 1 kJ/mol S atoms; in unshaded regions the corresponding single-
phase free energy is close to the energy of the mixture.
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where
µS8(T, P) = 7.620× 10−1− 2.457× 10−3T − 4.012× 10−6T2






µS2(T, P) = 1.207− 1.848× 10−3T − 8.566× 10−7T2












µS8 is approximated by the
polynomial
Tt r = 5.077× 102+ 7.272× 101 log10 P − 8.295(log10 P)2+ 1.828(log10 P)3.
The height of the Gaussian correction
a(P) = 1.414× 103− 2.041× 102 log10 P + 6.663× 101(log10 P)2,
and the more arbitrarily assigned width and offset parameters b = 10, c = 80, w = 100.
It is noted that this parameterisation contains many fitting parameters; however, given its
physically-motivated form the resulting function is smooth and well-behaved over the region
studied, while the fits to µS2 , µS8 and Tt r have some value in their own right. The fitting error
is plotted in Fig. 6.9 on the facing page, and while somewhat irregular remains below 1 kJ
mol−1.
6.4 Conclusions
The chemical potential of sulfur vapours has been studied by solving the thermodynamic equi-
librium of 13 gas-phase allotropes, including the dominant components S2 and S8. Thermo-
chemical data was obtained from first-principles calculations and corrected with an empirical
scaling factor for the vibrational frequencies. The transition between these dominating phases
is highly pressure-dependent, and the free energy is further depressed at the transition tem-
perature by the presence of additional phases, especially at elevated pressures. Selection of an
inappropriate gas phase can lead to errors of the order 50 kJ mol−1 atoms, while the minor
phases contribute free energy of the order 1 kJ mol−1 atoms. The resulting chemical potential
data is made available through tabulated data, a parameterised model with error of the order
0.5 kJ mol−1 atoms and through open-source code; the reference energy is compatible with the
NIST-Janaf thermochemical tables for the solid α-sulfur phase.3 This phase is frequently used
as a reference state for thermodynamic studies of defects and stability in metal chalcogenides;
the application of this gas-phase potential may allow such studies to examine a wide range
of reactions involving sulfur vapours, taking into account the equilibrium within the vapour
phase. The selection of appropriate chemical potentials is also critical for the development
and interpretation of phase diagrams.
6.5 Data Access Statement
The reference implementation of this model, complete with Python 2.7 code to generate
all the plots in this paper as well as tabulated data in the form of Table 6.4, is available
online at https://github.com/WMD-Bath/sulfur-model and a snapshot of the code
at the point of submission of this article is hosted by Zenodo and available with the DOI:



























Figure 6.8 – Depression in chemical potential of sulfur vapour µS due to mixing and presence of






































Figure 6.9 – Error of parameterisation in kJ mol−1. Error is reduced to less than 1 kJ mol−1, but
is highly non-uniform. Parameterisation is recommended for convenient application over wide
T–P ranges; the full equilibrium solution is required to correctly capture fine detail.
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10.5281/zenodo.28536. In addition, full tables are provided with this paper in the ESI†
for the composition, enthalpy and chemical potential from the calculations with PBE0 and
empirical corrections; one set of enthalpy and chemical potential data follows Table 6.4 and
uses the enthalpy of α-S as a reference energy (for use with other tabulated data) while
the other employs the ground state of S8 as a reference energy (for use with first-principles
calculations.) The code and its dependencies are Free Software, using a range of licenses.
Input and output files from DFT calculations with FHI-AIMS have been deposited with Figshare
and are available with the DOI: 10.6084/m9.figshare.1513736. A set of data gener-
ated during the evolutionary search, consisting of candidate structures and the DFT ener-
gies used to rank them, has been deposited with Figshare and is available with the DOI:
10.6084/m9.figshare.1513833.
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Chapter 7
Lattice dynamics in the Cu-Zn-Sn-S
system
In this chapter, calculated data is introduced for 17 crystalline phases in the Cu-Zn-
Sn-S system. Some of this data was used in a paper published in 2014.1 Since then a
number of calculations have been revised to improve their accuracy, and new phases
were added. The chapter has been written independently of the paper but there are
some similarities.
In order to build up a phase diagram, it is necessary to collect a consistent set of thermody-
namic data. In this work, each material considered for decomposition reactions and phase
diagrams was modelled with all-electron DFT calculations using the PBEsol XC functional, as
implemented in FHI-AIMS. PBEsol was selected to provide an appropriate ratio of accuracy to
computational cost, given the considerable number of calculations required in this study. In
the end, around 1.3 Mcore h of computer time were used in the course of this project across a
variety of system architectures.
Initial structures for many phases were drawn from the inorganic crystal structure database
(ICSD) operated by FIZ Karlsruhe, through access to the UK Chemical Database service; these
are generally derived from X-ray diffraction studies, and the collection codes are provided
where appropriate.2;3 The basic set of parameters and methodology is summarised below.
Where different parameters were required, this is noted on a per-material basis.
SUMMARY OF CALCULATION PARAMETERS
Quantum chemistry code FHI-AIMS
Basis set Atom-centred tabulated orbitals, “tight” or better
Exchange-correlation functional PBEsol
k-point cutoff At least 10 Å, larger in many cases
Occupation broadening Gaussian function with width 0.01 eV for semiconductors, 0.1 eV for
metals
Structure optimisation procedure Modified BFGS procedure
Structure convergence threshold 0.001 eV Å−1 atom−1
Vibrational calculation framework Phonopy (supercell method)
Finite displacement size for vibrations 0.01 Å


























Table 7.1 – Summary of materials subjected to structure optimisation and vibrational study. Unit cell size is given in formula units (FU) and lattice
vectors; lengths a, b, c are given in Å, angles α, β , γ are given in degrees. Non-typical k-point grid densities and extended basis sets are noted for some
materials; these are detailed in the corresponding paragraphs of this section.
Formula
Space FU Initial Optimised
Notes
group / unit cell a b c α β γ a b c α β γ
CZTS I4̄ 2 5.434 5.434 10.856 90.00 90.00 90.00 5.383 5.383 6.576 114.15 114.16 89.99 a
CZTS I4̄2m 1 6.709 5.454 5.454 90.00 113.99 113.99 6.594 5.374 5.375 89.99 114.08 114.07 b
Cu Fm3̄m 4 3.615 3.615 3.615 90.00 90.00 90.00 3.564 3.564 3.564 90.00 90.00 90.00 c
Zn P63/mmc 2 2.665 2.665 4.947 90.00 90.00 120.00 2.614 2.614 4.775 90.00 90.00 120.00 c
Sn Fd3̄m 2 4.589 4.589 4.589 60.00 60.00 60.00 4.624 4.624 4.624 120.00 90.00 120.00 d
Sn I41/amd 2 3.182 4.419 4.419 97.45 68.90 111.10 4.406 4.406 4.406 97.49 97.49 137.67 d
S Fddd 32 14.349 14.237 7.885 74.74 73.21 32.01 13.788 13.283 8.335 75.15 68.51 36.02 e
Cu2S P21/c 48 15.246 11.884 13.494 90.00 116.35 90.00 14.870 11.744 13.095 90.00 115.97 90.00 e
ZnS F4̄3m 1 3.822 3.822 3.822 60.00 60.00 60.00 3.789 3.789 3.789 59.98 59.98 59.98 e
ZnS P63mc 2 3.811 3.811 6.234 90.00 90.00 120.00 3.783 3.783 6.209 89.98 90.02 120.00 f
SnS Pnma 4 11.184 4.012 4.159 90.00 90.00 90.00 11.083 3.982 4.229 90.00 90.00 90.00 g
SnS2 P3̄m1 1 3.605 3.605 5.460 90.00 90.00 120.00 3.649 3.649 6.017 90.00 90.00 120.00 g,h
Sn2S3 Pnma 4 8.878 3.751 14.020 90.00 90.00 90.00 8.785 3.772 13.802 90.00 90.00 90.00 g
Cu2SnS3 Cc 4 6.710 11.620 6.740 90.00 70.33 90.00 6.597 11.425 6.617 90.01 70.41 90.00
Cu2SnS3 Imm2 1 3.920 5.430 6.702 113.90 107.01 90.00 3.852 5.338 6.596 113.91 107.03 90.01
Cu3SnS4 Pmn21 2 7.426 6.452 6.163 90.00 90.00 90.00 7.457 6.458 6.231 90.00 90.00 90.00 g
Cu4SnS4 Pnma 4 13.558 7.685 6.41 90.00 90.00 90.00 13.284 7.544 6.396 90.04 90.00 90.00
a. Ref. 4, Reduced from conventional cell to primitive b. Primitive cell, low k-points c. High k-points, ext. basis d. Primitive cell reconstructed from optimisation with VASP and
optimised by curve-fitting; high k-points e. Loose forces f. Irregular k-point grid used; 6×6×6 where 6×6×4 corresponds to 10 Å cutoff. Phonons at 10 Å cutoff. g. Increased
k-points h. Extra-tight forces; large supercell
7.1. CRYSTALLINE PHASES 101
7.1 Crystalline phases
7.1.1 Quaternary phases — CZTS
Structure optimisation and phonons were calculated for both the kesterite and stannite struc-
tures of CZTS. Initial structures were provided by the authors of Ref. 4. The stannite phase
was reduced to the primitive cell using Spglib before optimisation, while the kesterite phase
was optimised as a conventional cell before symmetry reduction.5 A relatively low number
of k-points was used for the stannite phase, corresponding to a 9 Å cutoff. The phonon band
structure and DOS for each is given in Figs. 7.2a and 7.2b. The DOS for each appear to be
very similar. LO–TO splitting was not included; another study comparing the lattice dynamics
of these phases with the PBE functional included this effect, leading to discontinuities of the
order 10 cm−1 in the frequencies of some modes at the Γ-point.6
CZTS has been extensively studied with Raman spectroscopy, and a full set of 11 frequen-
cies has been assigned under excitation with a 514 nm laser.7 The high-intensity modes at
287 cm−1 and 337 cm−1 were assigned as the “A” symmetry modes. Examining the correspond-
ing eigenvectors in the harmonic approximation calculations, these are modes which involve
all the sulfur anions but there is no corresponding movement on the cation sub-lattice. This
would explain the relatively smooth disappearance of the higher-frequency peak and replace-
ment by a lower-frequency peak when S atoms are substituted for Se.8 Experiments with thin
films have not shown significant shifts in frequencies, suggesting that study of vibrations in
the bulk is transferable to device characterisation.9
Figure 7.1 illustrates the normal modes of kesterite CZTS, with the frequencies from cal-
culations within the harmonic approximation using PBEsol. The A-modes with calculated
frequencies 291 cm−1, 295 cm−1 and 317 cm−1 take place solely on the anion sub-lattice, and
are represented by the movement of S atoms. Their relatively high frequency is explained by
the low mass of sulfur; the E-modes computed at 158 cm−1 and B-mode at 171 cm−1 involve
similar movements on the cation sub-lattice.
More sophisticated methods than the harmonic approximation have been applied to CZTS,
including the quasi-harmonic approximation (QHA) and the computation of phonon-phonon
interactions.10 However, while these methods may offer slightly more accurate vibrational
properties, for the purposes of this thesis we rely on calculations with PBEsol within the
harmonic approximation. This is justified as a reliance on “error cancellation”; incorporating
higher-order effects would likely lead to some systematic changes in the energies of materials,




An initial unit cell for copper was obtained from the ICSD (collection code 64699): an FCC
cell with lattice parameter 3.615 Å. A relatively-high k-point cutoff of 20 Å was used, corre-
sponding to a 12×12×12 Γ-centred mesh, with the full “tier 2” basis set in FHI-AIMS. This
contracted slightly on optimisation with PBEsol to 3.564 Å. The resulting phonon band struc-
ture (Fig. 7.3a) agrees well with a study in the literature which compares LDA, PBE and PBEsol
phonon dispersion with experimental data from inelastic neutron scattering; in that work the
PBEsol-calculated frequencies lie between those of LDA and PBE, close to the experimental
values.11
102 CHAPTER 7. LATTICE DYNAMICS IN THE CU-ZN-SN-S SYSTEM
Figure 7.1 – Visualisation of phonon eigenvectors in kesterite CZTS. Frequencies are given in
cm−1; the size of arrows is proportional to the magnitude of the eigenvectors. The labels in the
bottom-left of each panel are the mode symmetries; these were assigned by Mirjana Dimitrievska
according to the I4̄ character table. White box shows bounding unit of primitive cell. This figure
has previously been published as part of an academic paper.10 An animated version is available
online at http://dx.doi.org/10.1063/1.4917044.1.
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Figure 7.2 – Phonon dispersion with density of states for (a) kesterite (I4̄) and (b) stannite (I4̄2m)
Cu2ZnSnS4.





































Figure 7.3 – Phonon dispersion with density of states for (a) Fm3̄m metallic Cu and (b) P63/mmc
metallic Zn.
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Figure 7.4 – Equation of state curve for Zn metal, showing energy dependence on lattice parameter
c and corresponding volumes where other lattice vectors are constrained to be orthogonal to c.
Zinc
The initial structure for zinc, a 2-atom unit cell in a hexagonal close-packed arrangement, was
obtained from the ICSD (collection code 64990). Some experimentation with the basis-set,
k-point mesh density and lattice parameters was needed for smooth convergence; the final
parameters were a 24 Å k-point cutoff and 2 additional basis functions over the “tight” set.
DFT study of Zn is known to be problematic, due to its easily polarisable d shell.12 An energy-
volume (E-V) curve (Fig. 7.4) was generated by fixing the c lattice parameter and constraining
relaxation of the a and b parameters to generate a series of structures. The lattice parameters
a=2.61408 Å and b = c =4.77500 Å were used to generate a high symmetry unit cell for
phonon calculations. The resulting phonon dispersion (Fig. 7.3b) is in close agreement with
that produced by neutron measurements at 80 K, with the principle difference being a slight
softening in the frequencies at point K (Fig. 7.5).13
Tin
Tin has two solid phases: α-Sn or "grey tin" and β-Sn or "white tin". At atmospheric pressure,
the transition from α-Sn to β-Sn occurs at temperatures above 13.2 ◦C, and the melting
point lies near 232 ◦C.14 This is somewhat problematic when determining reaction energies at
realistic conditions, and in practice β-Sn is generally preferred. Liquid Sn has been observed
to form part of the CZTS phase equilibrium when working with electroplated metal stacks.15
Modelling liquids is difficult within DFT, and typically involves molecular dynamics (MD)
calculations with a large simulation region. This phase was neglected in this work, but its
possible presence must be noted.
Initially, the same optimisation procedure was employed as with other phases; structures were
drawn from the ICSD for both α-Sn (collection code 70128) and β -Sn (collection code 40037)
and reduced to their 2-atom primitive unit cells. These were optimised with PBEsol using the
modified BFGS algorithm implemented in FHI-AIMS, with an extended k-point cutoff of 26 Å
following convergence testing. An inconsistency emerged between these calculations and the
known phases of Sn; the ground-state energy from calculations with PBEsol was 0.0284 eV
lower for β-Sn, the “high-temperature” phase, than for α-Sn. Previous attempts to determine
the difference in ground state energy have included early non-relativistic DFT calculations,
extrapolation from heat capacity data, density functional perturbation theory (DFPT) and
more recent automatic calculations for materials databases.16–19
To investigate this further and rule out any implementation-related artefacts, a new set of
calculations was performed with the VASP DFT code. After checking the basis-set and k-point
convergence, the α-Sn and β-Sn structures were optimised with the LDA, PBE and PBEsol
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XC functionals. It is worth noting that this optimisation maintained the symmetry of the
cells exactly, which is not possible with the FHI-AIMS optimisation tools. The results of these
calculations (Table 7.2) confirmed that the ground-state energies are very close, leading to
a small formation energy which is quite sensitive to the calculation method. The incorrect
ordering in the PBEsol-derived results could be artificially corrected by adjusting the ground-
state energy to reproduce the known transition temperature, but we have not done so — in
any case, the Cu-Zn-Sn-S phase equilibrium envelope of interest lies at high temperatures
where α-Sn is never found.
SUMMARY OF CALCULATION PARAMETERS
Quantum chemistry code VASP
Basis set Plane waves, 500 eV cutoff
Pseudopotentials “Sn_d” ultra-soft pseudopotentials; 14 electrons treated explicitly per Sn
atom
Exchange-correlation functional LDA, PBE, PBEsol
k-point cutoff 30 Å,
Occupation broadening Gaussian function with width 0.05 eV for α-Sn, 0.1 eV for β-Sn.
Structure optimisation procedure Conjugate gradient optimisation of internal positions and
lattice parameters
Structure convergence threshold 10−4 eV Å−1 atom−1
Table 7.2 – Ground-state formation energy of β-Sn from various sources. Two values are drawn
from high-throughput materials databases the Materials Project18 and Open Quantum Materials
Database.19
Data source E0,β-Sn− E0,α-Sn / eV
LDA (this work) −0.018
PBE (this work) 0.041
PBEsol (this work) −0.027
DFT (LDA assumed)16 0.04
Cv data
16 0.015
DFPT (LDA assumed)17 0.022
PBE (Materials Project, ID mp-84) 0.047
PBE (OQMD, ID 674229) 0.042
For the final set of phonon calculations, high-symmetry cells were used with FHI-AIMS by
fitting the lattice parameters to equations of state. Beginning with the VASP-optimised lattice
parameters, this further step was taken to ensure that there would be no negative phonon
frequencies when replacing pseudopotentials with an all-electron calculation. α-Sn in space
group Fd3̄m has a single degree of freedom, and the lattice parameter a = 6.5364 Å was
adjusted to 6.5391 Å by fitting the unit cell volume and energy to the Murnaghan equation of
state

















where V0 is the volume with minimal energy E(V0) and k0, k′0 are fitting parameters. This was
carried out across two iterative steps to converge the total energy to within 10−4 eV (Fig. 7.6).
There are two degrees of freedom for Sn in the I41/amd space group, so the β-Sn structure
was obtained by fitting a mesh of a and c values to a 2-D quadratic function. The minimum of
this function was used to estimate new lattice parameters and the process repeated until the
total energy was converged to within 10−5 eV (Fig. 7.8).
Lattice dynamics were computed with 3× 3× 3 supercells, yielding clean phonon band struc-
tures with no imaginary frequencies (Fig. 7.7). The α-Sn dispersion appears similar to existing
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Figure 7.6 – 2-step optimisation of α-Sn lattice by fitting energy–volume relationship of 2-atom
primitive cell. Blue points indicate calculated energies; grey line is fit to Murnaghan equation of
state; vertical red line indicates volume at energy minimum of fit. Energies are expressed relative
to the maximum value in each set of calculations.


































Figure 7.7 – Phonon dispersion with density of states for (a) α (Fd3̄m) and (a) β (I41/amd) phases
of tin.
results from neutron scattering and DFPT; one acoustic mode is a little soft at X and the com-
puted optic modes at Γ lie 20 cm−1 below the expected value, but all the other modes at X are
within 10 cm−1 of experiment.17;20 The frequencies for β -Sn are in reasonable agreement with
published data based on measured elastic constants, inelastic neutron scattering and DFPT,
with the Γ-point optic mode around 135 cm−1.17;21;22
Sulfur
While sulfur has an extraordinary variety of solid allotropes, orthorhombic α-sulfur is gen-
erally taken as the reference state, being stable at standard conditions and historically the
subject of much study.23 A primitive unit cell for α-S, containing 32 atoms, was obtained from
previous theoretical work using PBEsol; the full Fddd conventional cell contains 256 atoms.24
The k-point spacing corresponded to a 13 Å cutoff and force minimisation was limited to
10−2 eV Å−1 due to the very slow convergence of this molecular solid. The dispersion plot
(Fig. 7.9) reveals very flat bands; this is consistent with a large unit cell, suggesting that local
interactions dominate over longer-range behaviour.
As α-S is a molecular solid, there is a risk that the binding energy will be under-estimated
by local XC functionals such a PBEsol which do not include long-range corrections. Table 7.3
shows a few properties computed with these results; the heat capacity and relationship with S2
resemble the experimental values but the formation energy of S8 is too low. As an alternative,
it is possible to use a molecular phase of sulfur as the reference state and calculate the
corresponding α-S reference by using experimental formation enthalpies, i.e.

























































































Figure 7.8 – Optimisation of β -Sn lattice parameters. (a)–(d) are steps in which the energy–lattice
relationship is fitted to the 2-D quadratic function E0 = p0 + p1a+ p2c + p3a2 + p4ac + p5c2. (a)–
(c) use sets of 9 calculations over successively small regions, (d) uses 15 calculations to confirm
quadratic nature of c-axis relationship. Blue points indicate calculated energies while the fitted
2-D function is plotted as a grey surface. The lattice parameters at the estimated energy minimum,
shown as a red point, are used to initialise the next set of calculations. Energies are displayed
relative to the highest value in each calculation set.

















Figure 7.9 – Phonon dispersion with density of states for α-S.
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Table 7.3 – Thermochemical values derived from PBEsol study of α-S are compared with reference
data.25 Cp is the constant-pressure heat capacity (the calculated value used here is a constant-
volume heat capacity as lattice expansion effects were neglected); enthalpy changes at standard
conditions (∆H−	−, 298.15 K, 105 Pa) and zero temperature (∆H0) are given for the formation of
gaseous S8 and S2 gas molecules from α-S using the same reference data for temperature/ZPE
corrections to the computed ground-state energies.
Property Calculated Ref. / kJ mol−1
Cp,α−S × 103K 21.8 22.7
∆H−	−f ,S8 18.7 100.4
∆H0f ,S8
22.8 104.4
∆H−	−f ,S2 131.5 128.6
∆H0f ,S2
131.3 128.3
Table 7.4 – Standard formation enthalpies of binary compounds, computed with different S
reference states. The standard formation enthalpy of the compound MSx is always computed
H−	−MSx − xH
−	−








. Experimental values are provided for comparison.14;26 All values are
given in kJ mol−1.
Compound α-S ref. S8 ref. S2 ref. Expt.
ZnS −156.7 −146.0 −158.4 −196(4)
Cu2S −43.4 −32.7 −45.0 −79.5
























Comparing binary formation energies computed with each of these reference states in Table 7.4,
the thermochemical models of α-S and S2 both give more realistic values than S8, suggesting
that this species is more problematic.
The sulfur state used for modelling of reactive annealing is the universal chemical potential
developed in Chapter 6, computed using PBE0 with empirical corrections. An argument
exists for using the data computed with PBEsol, in order to benefit from error cancellation;
however, in this case the PBE0 XC functional with empirically-scaled frequencies gave the most
realistic results. Application of the recommended data-set is considered to be equivalent to the
use of thermochemical reference data, as in ab initio studies of oxidation and oxygen defect
formation.27–29 The reference energies need to be correctly aligned in order to use this data
with the PBEsol calculations reported in this section.∗ While the tabulated data reported in
that work was given relative to the enthalpy of α-sulfur, for ease of use with typical formation
energy data, the supporting data and accompanying code includes alternative free energy
∗In principle, all-electron energies computed with sufficiently high-quality DFT functionals would be inter-
changeable if they used a standard reference state such as non-interacting electrons. Such a functional has yet to
be developed, and in practice DFT calculations depend on the cancellation of errors.
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tables relative to S8. Given the concerns expressed above regarding the use of PBEsol with the
S8 species, an additional set of tables has been generated using S2 as the reference species.
7.1.3 Binary compounds
Copper sulfide
Copper sulfide with 2:1 stoichiometry is known as “chalcocite”. While Cu2S is easily detected
with XRD, it is not generally observed in CZTS films; this is presumably due to the Cu-poor
stoichiometry used in the majority of experiments.30 The low-temperature P21/c phase is
well-defined with a large 144-atom monoclinic unit cell. Xu et al. carried out a computa-
tional study of the three Cu2S phases: low-, high- and cubic-chalcocite.
31 Previously-reported
crystallographic structures for chalcocite were derived from X-ray diffraction measurements
and in the high-temperature phase some sites are assigned to more than one species. These
are meaningless in atomistic or electronic structure calculations, and the computational work
attempted to fill this knowledge gap by finding low-energy 2×2×2 supercells containing 144
atoms. Through correspondence with the authors we have obtained their structure for low-
chalcocite, which has broadly the same positions as other structures in the literature but with
substantial distortions. It was not possible to obtain the higher-energy structures. The differ-
ence in formation energy between the different phases is of the order 0.05 eV per formula unit,
with phase transitions at 104 ◦C and 436 ◦C.31 Due to the difficulty and cost of calculations
with such a large unit cell, the k-point cutoff was 10 Å and the force criterion for geometry
optimisation was loosened to 10−2 eV Å−1.
Zinc sulfide
Zinc sulfide has long been of interest to crystallographers; its low- and high-temperature
phases are eponyms for the zincblende and wurtzite crystal structures, respectively. The initial
geometry for the zincblende (F4̄3m) structure was constructed as a 2-atom primitive cell from
the reference lattice parameter 5.4053 Å.32 The k-point cutoff was 10 Å and force criterion
for geometry optimisation was 10−2 eV Å−1. The symmetry was slightly broken by relaxation
and the R3m space group was assumed when applying symmetry-reduction to form a set of
supercell displacements; however, the resulting dispersion plot (Fig. 7.10a) uses the high-
symmetry k-points of an F4̄3 primitive cell without issue, while the lack of imaginary modes
suggests that the geometry optimisation was sufficient.
An initial structure was obtained for the wurtzite phase (space group P63mc) from the ICSD
(collection code 41489). This high-symmetry structure has no primitive cell, and yields a
relatively complex phonon dispersion plot (Fig. 7.10b).
Raman spectroscopy is used to identify ZnS secondary phases in CZTS samples, and the key
“fingerprint” is an A-mode frequency shift from 286 cm−1 to 290 cm−1.30 The optic mode at
350 cm−1 is also present in CZTS, but can still be used to identify ZnS impurities; exciting
the system with a high-frequency laser increases the intensity of this mode in a distinctive
way.33–35
Tin sulfides: SnS, SnS2, Sn2S3
The stable Pnma phase of SnS was included in the study; the structure was drawn from a recent
theoretical study with PBEsol, and optimised to the calculation methods employed here.24
We note that the initial parameters are within 2% of the experimental lattice parameters,
suggesting that PBEsol provides a reasonable description of this material. The same study
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Figure 7.10 – Phonon dispersion with density of states for ZnS in (a) zincblende (F4̄3m) and (b)
wurtzite (P63mc) phases.
Table 7.5 – Reported phases of copper tin sulfide: stoichiometry; space group; lattice parameters
in Å and degrees (at reported precision); availability of atom site assignment; citation number in
bibliography.
Stoich. space group a b c α β γ positions? Ref.
Cu2SnS3 I4̄2m 5.412 10.810 90 90 90 36
Cu2SnS3 F4̄3m 5.434 90 90 90 36
Cu2SnS3 Cc 6.71 11.62 6.74 90 70.33 90 Ø 38
Cu2SnS3 Imm2 11.61 3.92 5.43 90 90 90 Ø 38
Cu3SnS4 Pmn21 6.532 7.506 37.762 90 90 90 36
Cu3SnS4 Pmn21 7.667 6.440 6.261 90 90 90 Ø 39
Cu4SnS4 Pnma 13.558 7.685 6.41 90 90 90 Ø 40
discredited the existence of bulk-phase zincblende (F4̄3) SnS, which is not included. The
vibrational properties were obtained using standard parameters (Fig. 7.11a).
The initial structure for SnS2 was drawn from the ICSD (collection code 100612). Very fine
convergence was needed to avoid negative phonon modes; the forces were reduced to less
than 10−4 eV Å−1 and a large (4×4×3) supercell was used to obtain the phonon frequencies.
The same procedure was applied for Sn2S3 (ICSD collection code 31995, 2× 3× 1 supercell).
The Raman spectra of tin sulfides have been studied experimentally and identified within the
Cu-Zn-Sn-S system, with signature frequencies for SnS at 160 cm−1, 190 cm−1 and 220 cm−1
and for SnS2 at 315 cm
−1.9 However, it has not been a high-priority area of study by kesterite
researchers as these phases can be identified by X-ray diffraction.
7.1.4 Ternary compounds
A selection of ternary phases have been identified in the literature and are considered here. A
summary of the phases discussed is given in Table 7.5. The detection of ternary phases can
be difficult; while changes in the A-mode frequency are effective for detecting ZnS, it may be
unchanged in a Sn-rich environment containing Cu2SnS3.
30 In practice, researchers can be
forced to assume that a Cu-poor composition acts as a safeguard against undetected ternary
phases.8
The major peaks in the Raman spectrum of monoclinic Cu2SnS3 (290 cm
−1, 337 cm−1 and
352 cm−1) all coincide with or lie close to peaks in kesterite.36;37 Identification of this phase
by Raman spectroscopy requires careful analysis and consideration of peak intensities; the
peak at 290 cm−1 is distinctive but lies close to the 287 cm−1 peak of CZTS. Nonetheless, its
absence has been used to rule out the presence of Cu2SnS3 in CZTS.
33
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Figure 7.11 – Phonon dispersion with density of states for (a) SnS (Pnma), (b) SnS2 (P3̄m1) and
(c) Sn2S3 (Pnma).
Cu2SnS3
The most widely-discussed ternary phases have the composition Cu2SnS3. It is associated with
a low but non-negligible conductivity, ranging between 0.03–0.5 S cm−1 depending on the
copper content.41 This stoichiometry emerges from the decomposition of CZTS to ZnS:
Cu2ZnSnS4→ Cu2SnS3+ ZnS
The principle challenge in modelling Cu2SnS3 with first-principles calculations is the identifica-
tion of suitable unit cells for periodic calculations. Zhai et al. 38 carried out a theoretical study,
optimising the structure with the PBE XC functional before studying the optical properties with
a screened hybrid functional. The two lowest-energy structures identified in that study are
used in this work; the “mo-1” and “mo-2” monoclinic unit cells with Cc and Imm2 symmetry,
respectively. The nearest-cation-neighbour environments are similar for both cells, with a 2:1
ratio of Cu3Sn and Cu2Sn2 tetrahedra surrounding S atom sites.
The 24-atom conventional unit cell was used for “mo-1”, with a 9 Å k-point cutoff, while the
“mo-2” structure was optimised as a 6-atom primitive cell with a k-point mesh corresponding
to a 9.8 Å cutoff (Fig. 7.12).
A collection of semiconductor data describes two phases of Cu2SnS3: a disordered cubic phase
with a = 5.445 Å, which may be related to the tetragonal P4̄ structure found by Zhai et al.,
and a monoclinic phase with α= 101◦ which does not correspond to any known phase from
theoretical calculations.32;38
A study of experimental samples with XRD and Raman spectroscopy by Fernandes et al.
reported tetragonal and cubic phases without assigning atomic positions within the cell.36
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Figure 7.12 – Monoclinic structures 1 (Cc) and 2 (Imm2), derived from Ref. 38. S atoms are yellow,
Cu atoms are blue, Sn atoms are grey. Cations are surrounded by tetrahedra in corresponding
colours to clarify alignment.
Cu3SnS4
Thin films of Cu3SnS4 produced from an aqueous spray were reported by Bouaziz et al., but
were only assigned as being some tetragonal phase.42 Fernandes et al. reported a Pmn21 (or-
thorhombic) phase of Cu3SnS4, obtained by sulfurising sputtered metal stacks at 520
◦C.36
Dzhagan et al. subsequently carried out a Raman study of colloidal nanocrystals, comple-
mented by ab initio calculations with the PW91 XC functional.39
Based on the stoichiometry and lattice parameters one might expect Cu3SnS4 to adopt the same
crystal structure as Cu3AsS4, which has the same space group and is known as “enargite”. The
chemistry should be different however; As presumably adopts a (+5) oxidation state, which is
not known for Sn. For a balanced set of oxidation states, we would expect to either have
4S(−2) + Sn(+2) + 3Cu(+2) = 0 (7.5)
or
4S(−2) + Sn(+4) + 2Cu(+1) +Cu(+2) = 0. (7.6)
In the first case, the large Sn atom is in a different state from its usual role in this group of
chalcogenides, while in the second case Cu is present in two oxidation states. The presence
of Cu(II) in both cases suggests that ab initio calculations should not assume a closed shell
configuration. In practice, open-shell calculations initialised using Hund’s rule, for a structure
optimised with the closed-shell configuration, did not lead to any change in energy, adopting
the same electronic configuration. Given the uncertain electronic structure of such a compound,
the k-point cutoff was increased to 15 Å; testing suggested that the forces were well-converged
at this point.
It is difficult to reconcile the lattice parameters of Fernandes et al. 36 with a structure consist-
ing of tetrahedra as generally assumed for this family of ternary compounds. Figure 7.13a
shows the enargite structure; Pmn21 requires reflective symmetry along the a axis as well as a
symmetry operation consisting of translation in a and c and a mirror image in the b direction.
Approximating the lattice parameters of Fernandes et al. would require a 6× 1× 1 supercell
in the c direction to maintain a similar tetrahedral construction to enargite. However, using
any even-numbered supercell in the c direction would break the (1
2
+ x , ȳ , 1
2
+ z) criterion. We
therefore must assume that this structure was either misassigned, or is drastically different
from the enargite-like structure which Dzhagan et al. were able to match to their own exper-
iments. For this work, an original enargite-like unit cell was formed by drawing the crystal
structure of enargite from the ICSD (collection code 75556), substituting the As atom for Sn
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Figure 7.13 – (a) Enargite structure, with space group Pmn21. S-atoms are yellow, Cu atoms
are blue; grey atoms represent As in enargite, or Sn in analogous Cu3SnS4 phase. (b) Calculated
phonon dispersion with density of states for Cu3SnS4 (Pmn21) in this structure.
and optimising the lattice vectors and atomic positions. The resulting structure appears to be
in a local minimum with no soft modes in the phonon dispersion (Fig. 7.13b). The expected
phonon frequencies at 295 cm−1, 318 cm−1 and 348 cm−1 (or 1–2 cm−1 lower, depending on
the reference) are among those computed at Γ; further symmetry analysis would be needed
to assign them precisely.36;39
When calculating formation energies and predicting phase diagrams for the next Chapter,
it became apparent that the ground-state energy for Cu3SnS4 calculated with PBEsol was
abnormally low. In order to compensate for this, a set of structure optimisations was performed
with the HSE06 hybrid XC functional; the calculation details are outlined on the current page.
The results are given in Table 7.6, and lead to a correction of +0.667 eV FU−1 to the ground-
state energy of Pmn21 Cu3SnS4 from PBEsol. The correction is applied to this phase for all the
thermodynamic modelling in this thesis.
SUMMARY OF CALCULATION PARAMETERS
Quantum chemistry code VASP
Basis set Plane waves, 500 eV cutoff
Pseudopotentials PBE-optimised pseudopotentials; 11, 12, 4, 6 electrons treated explicitly
per Cu, Zn, Sn, S atom respectively
Exchange-correlation functional HSE06
k-point cutoff 25Å (Cu); 25 Å (Zn); > 15Å (5× 5× 5) (Cu3SnS4); 15Å (Cu2ZnSnS4)
Occupation broadening Gaussian function with widths 0.05 eV (Cu, Cu2ZnSnS4), 0.1 eV (Zn,
Cu3SnS4)
Structure optimisation procedure Conjugate gradient optimisation: internal positions and
lattice parameters (Cu3SnS4, Cu2ZnSnS4); lattice parameters only (Cu, Zn)
Structure convergence threshold 5× 10−3 eV Å−1 atom−1 (Cu, Zn, Cu3SnS4). Cu2ZnSnS4
optimisation stopped after 10 steps, at this point total energy convergence appears to be
of order 10−4 eV which is deemed sufficient.
Cu4SnS4
An initial Pnma structure for Cu4SnS4 was drawn from the work of Anzai and Fukazawa
(1986), with lattice parameters corresponding to the reported high-temperature phase, and
the geometry was optimised for PBEsol.40 In their work on Cu4Sn1−xGexS4 compounds they
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Table 7.6 – HSE06 calculation data for Cu3SnS4 (Pmn21) energy correction: energy is given in
eV FU−1, where the Cu and Cu2ZnSnS4 unit cells contain one formula unit (FU) and the Zn and
Cu3SnS4 cells contain two; lattice parameters are given with lengths in Å and angles in degrees.
Note that the energies use a reference state related to the pseudopotentials employed in these
calculations and are not directly compatible with other DFT-calculated energies.
Formula space group Energy a b c α β γ
Cu Fm3̄m −3.648 2.570 2.570 2.570 120 90 120
Zn P63/mmc −1.262 2.671 2.671 4.911 90 90 120
Cu3SnS4 Pmn21 −39.338 7.550 6.542 6.308 90 90 90
Cu2ZnSnS4 I4̄ −38.584 5.447 5.447 6.668 65.89 65.89 90
Figure 7.14 – Unit cell of Pnma Cu4SnS4 derived by Anzau and Fukazawa (1986).
40 Colour
scheme as Figs. 7.12 and 7.13a. Reported as a high-temperature structure, Cu cations adopt a
mixture of tetrahedral and triangular coordination environments.
explored the impact of temperature on these parameters, finding a significant transition at
around 240 K. Further information about this low-temperature phase has proven difficult to
find; it is associated with a decreased a parameter and decreased c parameter. An attempt to
reproduce this effect in silico from the high-temperature structure (Fig. 7.14), by carrying out
local geometry optimisation in response to constrained changes in a, did not yield any such
phase transition.
The electronic band structure calculated with PBEsol suggests that the Pnma phase is conduc-
tive, with the valence and conduction bands overlapping about the Γ-point. However, such
GGA calculations do tend to under-estimate bandgaps — higher-level calculations in other
work (GGA+U with GW) computed a bandgap of 0.84 eV for this material.41 The same work
however experimentally measures an electrical conductivity of ∼ 3S cm−1, placing it in be-
tween Cu2SnS3 and Cu2S, and likely to lower the shunt resistance of any device in which it is
present in the absorber layer.
7.2 Disorder in CZTS
7.2.1 Literature review — Raman data
Over the last few years the evidence has grown for the presence of substantial cation disorder
in typical kesterite samples, as discussed in Section 3.2.2 on page 42. In 2012 Fontané et al.
identified a Raman peak at 331 cm−1, almost hidden by the main A-mode peak at 337 cm−1.7
The mode was found to vary in intensity depending on the location of the measurement,
and did not match any expected secondary phases, so was assigned to disorder within the
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kesterite phase. Scragg et al. also observed a peak around this frequency in near-resonant
Raman scattering experiments with a low-frequency 785 nm laser,43 but chose not to use
it quantitatively for modelling the disorder due to its low intensity.43 Instead, the ratio of
intensities between A-modes was used as the indicator of disorder while studying the order-
disorder transition with temperature, estimating a critical temperature of (533± 10)K.
7.2.2 Calculations
It is possible, although computationally expensive, to carry out lattice dynamics calculations
using the frozen-phonon approximation for the behaviour of defects. This was demonstrated
in a study of oxygen defects in GaN, using the same basic tool-chain as the majority of the
work in this thesis (Phonopy, FHI-AIMS, PBEsol).28 While the computational cost of ab initio
calculations scales non-linearly with system size, harmonic displacement calculations tend to
require similar supercell sizes and so the per-displacement cost is roughly constant (assuming
that the convergence properties of systems are similar with respect to k-points, basis set etc.).
As a result, the computational cost is proportional to the number of displacements needed,
which is at most 6N and hence rises linearly.
Preliminary work was carried out to examine the effect of disorder on the vibrations of kesterite
CZTS. A 2× 2× 1 supercell of the conventional kesterite unit cell was constructed, and three
different cation substitutions were made. These were single nearest-neighbour exchanges of
Cu–Zn, Cu–Sn and Zn–Sn. After local optimisation, a set of finite displacements was used to
calculate the vibrational properties.
SUMMARY OF CALCULATION PARAMETERS
Quantum chemistry code FHI-AIMS
Basis set Atom-centred tabulated orbitals, ‘tight’ set
Exchange-correlation functional PBEsol
k-point cutoff 10 Å
Occupation broadening Gaussian function with width 0.01 eV
Structure optimisation procedure Modified BFGS procedure
Structure convergence threshold 0.001 eV Å−1 atom−1
Vibrational calculation framework Phonopy (supercell method)
Finite displacement size for vibrations 0.01 Å
Supercell dimensions 10.766 Å, 10.767 Å and 10.727 Å, angles 89.98◦, 89.99◦ and 89.99◦.
7.2.3 Analysis and results
The 2× 2× 1 supercell contains 64 atoms, giving a set of 192 phonon modes. Due to the
low symmetry of defective supercells, 384 displacements were required for the calculation
of phonon modes. Plotting the Γ-point frequencies of the lattices with Cu/Zn substitutions
(Fig. 7.15a), they form almost continuous bands, compared to the Γ-point frequencies com-
puted from a primitive kesterite cell (Fig. 7.16a on page 119). Much of this can be attributed
to the phenomenon of “band-folding”, an artefact of increasing the calculation region to a
supercell. Consider the simple 2-D square lattice illustrated in Fig. 7.16b; what appears to be
a wave with the periodicity of a 2× 1 supercell is equivalent to a function with the periodicity
of a primitive cell, in combination with a plane wave. The effect can be mimicked for a smaller
unit cell by identifying the appropriate points and combining the properties at that wave vector
with those at the Γ-point (Fig. 7.16c). In this case, lattice dynamic calculations were carried
out for the conventional cell of kesterite CZTS and processed without using symmetry reduc-
tion — at the Γ-point, this introduces some folded bands from the conventional expansion
of the primitive cell. The vibrational frequencies at q-points (1
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(a) Cu/Zn disordered supercell




















(b) Cu/Sn disordered supercell




















(c) Zn/Sn disordered supercell
Figure 7.15 – Disordered kesterite supercells and corresponding phonon band structures for
vibrational calculations with nearest-neighbour exchanges: (a) Cu/Zn; (b) Cu/Sn; (c) Zn/Sn.
Colour scheme: Cu; Zn; Sn; S. Atoms which have been exchanged are indicated with
specular highlights. The density of states (DOS) of each supercell is shaded in green, while the
DOS of pure kesterite is marked with a thin black line. The special points (A, B, C) marked in the
phonon band structures are not standard high-symmetry points as the supercells do not formally
have any symmetry, and correspond to the q-points with reciprocal space vectors ( 1
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then added, to simulate the band-folding at the Γ-point of the (2× 2× 1) supercell. These
modes cannot be detected by Raman spectroscopy, and through a side-by-side comparison
(Fig. 7.16d) the corresponding modes in the supercell spectrum can be disregarded. A signifi-
cant density of vibrational states with high frequencies becomes apparent, and in the defective
cells the maximum frequencies are increased. There appear to be many vibrational modes
in-between the highest Γ-point frequencies of the primitive cell which are not explained by
band-folding. This effect may be related to the changes in peak intensities observed in the
Raman study of disordered CZTS.43 It is a limitation of this approach that some detectable
modes may be obscured because they happen to have similar frequencies to spurious ones; it
would be necessary to study the effect on polarisation and polarisability of all the vibrational
modes in order to determine whether some of these modes are detectable by IR or Raman
spectroscopy.
It is particularly interesting to compare these results with a recent study of the selenide CZTSe
by researchers at Catalonia Institute for Energy Research (IREC). A thin film was prepared
with a lateral compositional gradient in order to achieve regions with different kinds of defect.
Raman measurements of the different regions show changes in intensity, a little above the
main peak at 196 cm−1 and in the high-frequency region, that occur as the zinc composition
is moved away from perfect CZTSe. In the Zn-rich case [2ZnCu + ZnSn] defect clusters are
expected, while in the Zn-poor case [CuSn + SnZn] would dominate. While caution is required
when relating the frequencies of the sulfur and selenide systems, it is likely that defects and
cation disorder in both systems operate in a similar way to manipulate the peak intensities
and broaden the high-frequency response.
Of particular significance are heavily localised modes; these are likely to be related to the defect.
Comparing the phonon band structures of the defective cells with ideal kesterite (Fig. 7.2a
on page 103), it can be seen that kesterite contains comparatively few “flat” bands with little
q-point dependence. Such bands might be identified from the phonon band structures of the
supercells, but this exercise is challenging as the crossing-over of bands must be correctly
identified in order to prevent jumps as the frequencies of bands are re-ordered.
7.3 Conclusions
Ground-state energies and lattice dynamics have been computed within the harmonic approxi-
mation for 17 well-defined crystal phases in the Cu-Zn-Sn-S system. Phonon band structures
and formation energies have been compared to experimental data where available to ensure
a high-quality consistent data set for thermodynamic modelling. Several ternary phases have
been studied, but there remains some ambiguity in the structure of phases which have been
reported in the literature.
Lattice dynamics have also been computed for three disordered supercells of kesterite CZTS;
while some behaviour may be obscured by band-folding, these clearly display an increased
density of high-frequency vibrational states. In addition, a “gap band” at around 200 cm−1 is
noted in the case of nearest-neigbour Cu–Sn substitution.
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Chapter 8
Equilibrium in the Cu-Zn-Sn-S system
8.1 Formation and decomposition reactions
This section includes work which was published as a full paper in 2014.1 Since
the publication of that paper, some of the calculations have been revisited with a
view to improving convergence. Several additional phases were also introduced to
the modelling framework, most notably the ternary phases and the new chemical
potential for mixed sulfur vapours.
8.1.1 Formation reactions
The phase stability of CZTS can be examined with respect to specific decomposition products
by computing the Gibbs free energy associated with the relevant reactions. The Gibbs free
energy is plotted here for the formation of kesterite CZTS from a range of precursors, as a
function of both pressure and temperature. Negative formation energies therefore correspond
to a region in which CZTS is stable with respect to the precursors, while positive energies are
associated with instability.
Two simple cases to consider are typical formation pathways for CZTS: annealing in an inert
atmosphere from a set of metal sulfides, and annealing with sulfur gas from a combination
of metals. Figures 8.1 and 8.2 show that no significant reverse reaction is obtainable through
the selection of an inappropriate annealing temperature. This reflects experimental success
in forming CZTS using these precursors; it does not rule out the formation of other phases
or give us any information about kinetics. The order of magnitude difference in formation
energies reflects the relative stability of the binary phases to their constituent elements. In
particular, the “solid-state” formation of CZTS from the binaries typically takes place at molten
conditions and proceeds slowly, with annealing times in the order of one week required for
high-quality samples. Molten phases and non-harmonic behaviour were not included in this
model. Bearing in mind that SnS is reported to melt at 1153 K, results above around 1000 K
should be treated with caution.2
8.1.2 Decomposition to SnS
Decomposition pathways of CZTS to SnS have been of considerable interest. Weber et al.
analysed the varying composition of CZTS samples annealed under high vacuum (10−2 Pa),
observing significant Sn loss at temperatures above 500 ◦C and some SnS loss at lower temper-
123
124 CHAPTER 8. EQUILIBRIUM IN THE CU-ZN-SN-S SYSTEM
2Cu+ Zn+ Sn+ 4S Cu2ZnSnS4
Figure 8.1 – Formation of I4̄2 (kesterite) CZTS from elemental precursors including mixed sulfur
vapours. Gibbs free energy plotted as function of temperature and pressure; kesterite is stable
wherever the temperature is below 1200 K and/or the pressure is greater than 1 Pa.
Cu2S+ ZnS+ SnS2 Cu2ZnSnS4
Figure 8.2 – Formation of I4̄2 (kesterite) CZTS from P21/c Cu2S, F4̄3m (zincblende) ZnS and
P3̄m1 SnS2. Gibbs free energy plotted as function of temperature and pressure; kesterite is stable
over all conditions examined.
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atures.3 Three decomposition reactions were suggested which might yield SnS:
2Cu2SnS3(s)→ Cu4SnS4(s)+ SnS(g)+ S(g); (8.1)
Cu4SnS4(s)→ 2Cu2S(s)+ SnS(g)+ S(g); (8.2)
and
Cu2ZnSnS4(s)→ Cu2S(s)+ ZnS(g)+ SnS(g)+ S(g). (8.3)
This was followed up by Scragg et al., proposing that Reaction 8.3 be considered a two-step
process in which solid SnS is formed and subsequently evaporates to SnS vapour4






The nature of the solid SnS is not specified, and it may be closer to an adsorbed monolayer than
a true crystal, but the key point is that the removal of SnS vapours by a vacuum pump indirectly
drives the decomposition, making what may be a finely balanced equilibrium in the solid-state
act as a major source of Sn loss. Another experiment exploring this equilibrium formed CZTS
by annealing a Cu/Zn stack with sulfur and SnS2, demonstrating that the system decomposed
when annealed further in a vacuum.5 Scragg et al. carried out a series of experiments at low
pressure with carefully controlled doses of sulfur, forming a model of the phase stability with
an estimated transition region.4 Using the data from ab initio lattice dynamics, the formation
reaction corresponding to Eq. (8.4) is modelled in Fig. 8.3, and the estimated transition region
from their study is overlaid. The agreement is strong, showing that the methodology in this
work is capable of making qualitative predictions and has some ability to make quantitative
predictions. The key finding here is that the system is extremely sensitive to pressure at typical
annealing temperatures. Many high-quality CZTS samples are produced under high vacuum,
but the exact pressure of the vacuum is not always reported. These findings were reported in
J. Mater. Chem. A, concluding with the following words:1
One issue with rigorous validation of the model is the scarcity of experimental
thermodynamic data so far. We suggest that high-temperature near-vacuum exper-
iments need to control and report the annealing pressure carefully if they are to
be reproducible and aid understanding of the phase equilibria of multi-component
semiconductors such as Cu2ZnSnS4.
8.2 Introduction to phase diagrams
The author is indebted to Anubhav Jain’s comic strip “Materials stability and Na-
ture’s bike shop”, which builds up the concept of multi-dimensional and open phase
diagrams via the convex hull construction in a charming and effective way.6 If the
reader is unfamiliar with such diagrams this is a strongly recommended introduction.
While the introduction to phase diagrams given here is original and focuses on rele-
vant systems, a broadly similar structure is followed. Other useful references for the
understanding of more complex diagrams and alternative constructions are given as
Refs. 7;8.
While it can be informative to study individual equilibrium reactions, phase diagrams are a
powerful set of tools for the study of multi-phase equilibria.





Figure 8.3 – Formation of I4̄2 (kesterite) CZTS from P21/c Cu2S, F4̄3m (zincblende) ZnS, Pnma
SnS and S2 gas. Gibbs free energy plotted as function of temperature and pressure; shaded region
is estimated stability line from experimental work and kinetic modelling.4
8.2.1 Phase diagram types considered
Two key questions we aim to answer with respect to the Cu-Zn-Sn-S system are
1. Is kesterite CZTS stable?
2. Which side-products can co-exist with CZTS?
In the more general case, this is really one question:
• For a given system and conditions, which phases are present at equilibrium?
Given the nature of reaction equilibria, any phase can be present, so we tend to focus on the
phases that are dominant. Dominance is inherently related to the reaction equilibrium constant
K , and hence the Gibbs free energy. For the simple transformation A B,
nA
nB











While the picture is complicated by the inclusion of multiple products and stoichiometric terms,
it remains the case that the dominance of reaction products increases exponentially with the
absolute value of the change in Gibbs free energy. It is therefore convenient to map the phase
or combination of phases which minimise the Gibbs free energy at a given set of conditions.
Convex hull
A convex hull plot sets a binary composition against free energy. Figure 8.4 is one such
plot, from data produced in a previous study of SnSx compounds.
9 In this case, ground-state
energies from DFT calculations were used as a first-order approximation of the free energy;
the phase diagrams presented later in this section will go further by considering thermal
8.2. INTRODUCTION TO PHASE DIAGRAMS 127
0.0 0.2 0.4 0.6 0.8 1.0

























Figure 8.4 – Sn-S convex hull from DFT calculations.9 Redrawn from original data, following
conventional convex hull principles. DFT energies are given as a formation energy per mole of
atoms, where the energies of standard states are set to zero.
contributions. The formation energy of any individual phase from standard states is indicated
by a large marker, but other spaces on the diagram are also possible to achieve as a mixture
of other phases. Points lying on the straight lines represent a linear combination of phases
which minimises the free energy at that composition. In Fig. 8.4, two phases are of particular
interest. The first is the SnS (F4̄3m) phase, which is substantially higher in energy than the
other phases with the same composition. This strongly suggests that such a phase would
only exist in negligible quantities at equilibrium. Also of interest is the Sn2S3 phase, which
lies slightly above the tie-line between SnS and SnS2. In this model, the phase is higher in
energy than the linear combination SnS+ SnS2 and hence would not be dominant even at the
correct 2:3 stoichiometry. However, it lies very close to the line, and so in practice K would
be of the order 1 for the reaction SnS2 SnS+ S and the phase is expected to be present in
measurable quantities. Given that DFT errors for formation energies are typically in the region
of 10 kJ mol−1, the instability of this phase is highly uncertain.10
Ternary phase diagrams
The ternary phase diagram Cu-Sn-S (Fig. 8.5) is considered next, using data from this study.
The stoichiometry of a ternary system is expressed in two-dimensional space by rejecting two
pieces of information:









= 1; as a result the total number of atoms in a formula unit nt is lost from the plot.
This is unimportant information and in any case can be recovered by inspection of the
point labels.
2. The actual relative formation energies are no longer displayed; instead only points that
lie along a convex hull are shown. In general this is the only information of interest, but
in special cases such as Sn2S3 in the dataset of Fig. 8.4 this may be a misleading picture
— there is not a conventional way of showing phases that are “close” in energy.
Ternary phase diagrams are conventionally plotted on triangular axes; this is not strictly
required and orthogonal axes may be used. However, they are very convenient to interpret as
each set of binary compounds lies along one side.
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Figure 8.5 – Cu-Sn-S ternary phase diagram; data from this work, based on chemical potentials at
standard conditions.
Figure 8.6 – Quaternary Cu-Zn-Sn-S phase diagram at standard conditions from data in this work.
Each corner of the tetrahedron represents 100% atomic composition of the corresponding element.
Plotted with Python Materials Genomics library. Not all ternary phases are included.
Going beyond three components: grand canonical phase diagrams
Presenting quaternary systems is more problematic. It is possible to extend the ternary phase
diagram model, providing another axis for composition. This leads to a three-dimensional
object such as Fig. 8.6 which is difficult to interpret when projected onto two-dimensional
space.
One solution is to plot a “slice” through the tetrahedron, with axes following certain stoichiom-
etry ratios rather than pure compounds. An example is reproduced from the literature in
Fig. 8.7; the experimental quasi-ternary phase diagram of the Cu2S–ZnS–SnS2 system. In the
case of Cu2ZnSnS4this makes for a particularly attractive plot as the kesterite phase sits at the
center of a diagram containing known side-products. For a closed system with known reaction
pathways this is quite a satisfactory solution. However, there is an obvious deficiency of this
diagram with respect to the Cu-Zn-Sn-S system; SnS2 is presented as an accessible phase,
while SnS is nowhere to be seen. In practice, there is every reason to believe that SnS plays
an important role in the thermodynamics of the system, as demonstrated in Section 8.1.2.
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Figure 8.7 – Quaternary phase diagram for CZTS and a subset of competing phases, expressed as
Cu2S–ZnS–SnS2 quasi-ternary system. Figure reproduced from experimental work by Olekseyuk
et al.; each black circle represents an experimental sample.11
The key point is that the stoichiometry with respect to sulfur is not truly fixed, as sulfur is
readily lost to the vapour phase. In a low-pressure system, sulfur vapours are liable to be
extracted by the vacuum pump. The vapour phase may be seen as a source or sink of sulfur







= f (T, pS). (8.7)
Given that sulfur is usually provided in excess, it is approximated as an infinite source/sink such
that adding and removing sulfur from the system does not change the chemical potential µS.
By allowing the sulfur content of the system to vary, a degree of freedom is introduced to the
plot. Such a figure is known as a “grand canonical phase diagram”, after the thermodynamic
ensemble with similar characteristics. The elemental composition is used as the coordinate
system, but additional “open” species are included with variable composition. The dominant
phases, shown on the plot, are determined by the fixed chemical potentials of those open
phases.
8.2.2 Implementation
Initial prototyping was carried out using the Python Materials Genomics (PYMATGEN) library.12
In order to overcome some limitations as well as understand the methodology, a new phase
diagram solver and plotter was implemented in Python, using the following procedure.
1. Compute the free energy of each phase under consideration, as used in Section 8.1.
2. Convert these to formation energies ∆G relative to their component elements, based on
known stoichiometry. This is not strictly required, but reduces the stress on the convex
hull solver and reduces the risk of numerical errors.
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where ni, j is the number of atoms of element j in a single formula unit of i; j ∈ {1, 2, 3},
indices which identify the elements used as plotting axes. The first two colums uniquely
define the position of a point on the phase diagram, while the third column provides the
corresponding scaled energies. The phases i in this matrix are all of the phases which
are not open; there must be an unambiguous location for them on the phase diagram.
Note that the open elements are also not included in the energy scaling terms.
4. Solve the convex hull of points identified by rows of the matrix. An external library is
used for this (QHULL, via a SCIPY interface), implementing the “quickhull” algorithm.13–15
5. Remove all points and simplices (i.e. coexistence lines) which lie above a linear combi-
nation of the low-energy elemental phases. This step is necessary as the general convex
hull solution can include high-energy phases as long as the angles between points are
convex.
6. Plot and label the points and simplices on triangular axes. (Plotting used the MATPLOTLIB
library with an additional ternary projection developed by Richard Otis.)16;17
8.3 Results
The grand canonical phase diagram for the model system at 298 K and under a 105 Pa sulfur
atmosphere is shown as Fig. 8.8. At standard conditions, SnS2 is the dominant sulfur phase
under a sulfur-rich atmosphere and so this figure closely resembles Fig. 8.7, except that
Cu4SnS4 is not represented. The other ternary and alloy phases in that diagram were not
included in this study.
As the system is brought to annealing-like conditions of 850 K and 103 Pa (10 mbar), SnS2 is
reduced to SnS (Fig. 8.9). It is worth noting the simplicity of this observation; in Ref. 18 the
authors discuss the formation of SnS in response to vacancies formed by volatile sulfur. In the
language of chemical intuition it is argued that the sulfur loss, driven by a vacuum pump, is
an oxidation process and that it is easier to form Sn(II) from Sn(IV) than to further oxidise the
other metals in response to defect formation. In the phase diagram approach, one simply notes
that µSnS + µS < µSnS2 and disregards tin (IV) sulfide as a viable phase, without considering
the underlying causes of the process. The vacuum pump is abstracted away, contributing to
the low chemical potential of sulfur.
The volatility of SnS gas is not directly considered in this model, but can be taken into account.
The vapour pressure of SnS is a function of temperature and has been fitted to experimental
data; for example, at 850 K pSnS ≈ 40 Pa.19 The total pressure of the system P ≈ pS+ pSnS.
In Fig. 8.11, phase diagrams are constructed for a number of T, p combinations. The upper-
left conditions correspond to typical “vacuum annealing” conditions, while the lower right
conditions correspond to “solid-state” synthesis conditions. The phase diagram is unchanged
except for the SnS/SnS2 phase as discussed. At very high values of µS (low p, high T), the
corner chalcogenides are reduced to metals, and this is observed for Cu. This temperature
region exceeds the recommended region for the harmonic approximation, so the transition
temperatures are likely to be unreliable, but it is reassuring that the basic physical phenomenon
of smelting is reproduced correctly.
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Figure 8.8 – Grand canonical phase diagram of Cu-Zn-Sn-S system at standard conditions (298 K
and 105 Pa). The system is “open” to sulfur, with a chemical potential corresponding to a sulfur
atmosphere at this temperature and pressure.


















Figure 8.9 – Grand canonical phase diagram of Cu-Zn-Sn-S system at annealing-like conditions
(850 K and 103 Pa). The system is “open” to sulfur, with a chemical potential corresponding to a
sulfur atmosphere at this temperature and pressure.

















Figure 8.10 – Grand canonical phase diagram of Cu-Zn-Sn-S system at “sweet spot” conditions of
1050 K and 102 Pa. The system is “open” to sulfur, with a chemical potential corresponding to a
sulfur atmosphere at this temperature and pressure.






















































Figure 8.11 – Array of grand canonical phase diagrams corresponding to a range of annealing
conditions. For clarity, the axis labels and ticks have been omitted; the plot construction is
otherwise identical to that in Figs. 8.8 to 8.10. It should be noted that 1200 K is above the melting
point of SnS (1153 K).
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Figure 8.12 – Temperature-dependent phase stability of kesterite Cu2ZnSnS4 and monoclinic
Cu2SnS3 with respect to binary phases and sulfur vapour. The solid lines indicate ∆G = 0 for the
reactions indicated on the plot; the ternary decomposition is favourable over the entire shaded
area, while the quaternary decomposition is only favourable in the darker shaded area.
The main observation of note is that the stability envelopes for kesterite CZTS and Cu2SnS3 are
very close. At high temperature and low pressure, both phases can decompose to binary phases
and sulfur vapour. However, they do not do this at exactly the same point, and interactive
manipulation of the temperature and pressure of the model phase diagrams revealed “sweet
spot” conditions in which no ternary phases appear on pseudo-ternary phase diagram, but
the quaternary phase remains (Fig. 8.10). By plotting the stability line (∆G = 0) of each of
these decomposition processes, we see that for a given pressure there is a narrow temperature
window in which the ternary phases might be eliminated simply by annealing (Fig. 8.12).
8.4 Conclusions
Information about the relative stability of phases in the Cu-Zn-Sn-S system has been computed
and studied as a function of temperature and pressure. Both CZTS and Cu2SnS3 are found
to decompose to form binary compounds when the system is under elevated temperatures
and reduced pressures. However, the system is stable both at moderate vacuum annealing
conditions (T = 850K, pS = 10Pa) and at the intense conditions associated with formation in
a sealed vessel (T = 1200 K, pS = 107 Pa), with the main difference being the oxidation state
of any tin sulfide. A “sweet spot” stability envelope has been identified in which ternary phases
are unstable but kesterite CZTS is stable; in principle this could be used to form ternary-free
CZTS by annealing under these conditions and then quenching the system. The resulting CZTS
would be likely to include substantial cation disorder. However, this window is very narrow
with a width of around 10 K and a strong pressure-dependence.
CZTS is typically produced with non-ideal stoichiometry in Cu-poor conditions. On the phase
diagrams produced, the expected secondary phases corresponding to this stoichiometry are
ZnS in the zinc blende phase and either SnS (at low pS) or SnS2 (at high pS).
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Closing remarks
The main focus of this work has been to examine the effect of temperature and pressure
on the Cu-Zn-Sn-S system. While progress has been made in the last few years towards
identifying and manipulating secondary phases, the pressure of annealing systems remains
poorly-characterised. While many researchers are carrying out high-pressure synthesis of
CZTS and CTS phases in sealed ampoules, the reports in the literature tend to specify only the
quantity of elemental sulfur added to the vessel and the target temperature. The model of
sulfur vapours in Chapter 6 shows that the composition of this phase is closely related to the
system pressure at typical annealing temperatures, and so the pressure cannot be estimated
by simple ideal-gas assumptions. In low-pressure experiments, the substrate typically sits in
a graphite box with a sufur source and a lid. The pressure, and hence chemical potential, of
sulfur which the substrate is exposed to is determined by the dynamics of this system, which
may include sulfur venting through a small hole or by lifting the lid of the graphite box. It
is likely that both of these systems can be modelled and understood better, but such a model
would require some kind of direct experimental verification. For accurate control of the
system thermodynamics, it must be possible to measure and manipulate the pressure of
sulfur vapours.
Non-stoichiometry and defects in the system play a major role in device performance. The
motive of the work in this thesis was the impact of secondary phases on performance, and
while this remains a concern the evidence base has grown in the last few years for local
inhomogeneities being a major contributor to the VOC deficit. The methodology developed in
this work has been focused on pure, ideal phases. It would be possible to extend and adapt this
approach to consider parameterised changes in properties as a function of composition; this
is done routinely with experimental data in the CALPHAD (“calculation of phase diagrams”)
field. The use of on-lattice models is likely to be productive in the development of large
characteristic supercells, such that the concentration-dependence of defect properties can
be explored. It will be helpful to bring together data from different sources without
upsetting the cancellation of errors in ab initio calculations.
With a few caveats, ab initio studies are deterministic and it is not necessary to repeat computa-
tions. The recent growth in materials databases has the potential to save a lot of computer time
(and hence energy), but requires standardisation in methodology. The analysis programs
and key data from this work are made publicly available as Free Software, but this does
not in itself make the model easily accessible.
The depth and breadth of this study was designed in order to make useful predictions with the
computational resources available. As greater resources become available, it will be feasible to
go beyond the harmonic approximation, and incorporate more elements (e.g. Se, Ge, Ag) into
such work. While the work here has largely avoided reliance on calorimetry experiments, it has
remained dependent on crystallography. It is difficult to make progress in the theoretical
study of Cu–Sn–S phases when those phases are poorly defined. Global optimisation meth-
ods, such as the evolutionary algorithm used to find sulfur clusters, could play an important
role in the more general future of multi-component ab initio thermodynamics.
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