Abstract. We give the lower bound for the modulus of the radial derivatives and Jacobian of harmonic injective mappings from the unit ball onto convex domain in plane and space. As an application we show co-Lipschitz property of some classes of qch mappings. We also review related results in planar case using some novelty.
Throughout the paper we denote by Ω, G and D open subset of R n , n ≥ 1. Let B n (x, r) = {z ∈ R n : |z − x| < r}, S n−1 (x, r) = ∂B n (x, r) (abbreviated S(x, r)) and let B n , S = S n−1 stand for the unit ball and the unit sphere in R n , respectively. In particular, by D we denote the unit disc B 2 and T = ∂D we denote the unit circle S 1 in the complex plane. when f is differentiable at x ∈ G . Occasionally we use the notation Λ f (x) and λ f (x) instead of |f ′ (x)| and ℓ(f ′ (x) (in particular in planar case) respectively. For x ∈ R n , we use notation r = |x|. We say that Jacobian J of mapping on a domain Ω satisfies minimum principle if for every compact F ⊂ Ω we have inf F J ≥ inf ∂F J. A C 1 (in particular diffemorphisam) mapping f : Ω → Ω * is K-qc iff (0.1)
holds for every x ∈ Ω. For ξ ∈ S, define h b (ξ) = h * (ξ) = lim r→1 h(rξ)
when this limit exists.
The directional derivative of a scalar function f (x) = f (x 1 , x 2 , . . . , x n ) along a vector v = (v 1 , . . . , v n ) is the function defined by the limit
h .
If the function f is differentiable at x, then the directional derivative exists along any vector v, and one has ∇ v f (x) = ∇f (x) · v , where the ∇ on the right denotes the gradient and · is the dot product. Intuitively, the directional derivative of f at a point x represents the rate of change of f with respect to time when it is moving at a speed and direction given by v. Instead of ∇ v f we also write D v f . If v = x |x| , x = 0, g(t) = f (x + tv) and D v f (x) exists, we define ∂ r f (x) = D v f (x) = g ′ (0). Let Ω ∈ R n and R + = [0, ∞) and f, g : Ω → R + . If there is a positive constant c such that f (x) ≤ c g(x) , x ∈ Ω , we write f g on Ω. If there is a positive constant c such that
we write f ≈ g (or f ≍ g ) on Ω. O.Martio [24] observed that, every quasiconformal harmonic mapping of the unit disk onto itself is co-Lipschitz. Then the subject was intensively studied by the participants of Belgrade Analysis Seminar, see for example [27, 21, 31, 34] and the literature cited there. In particular Kalaj and Mateljević, shortly KMapproach, study lower bound of Jacobian. The corresponding results for harmonic maps between surfaces were obtaind previously by Jost and Jost-Karcher [14, 15] . We refer to this results shortly as JK-result (approach). Recently Iwaniec has communicated the proof of Rado-Kneser-Choquet theorem (shortly Theorem RKC), cf. [11] , Iwaniec-Onninen cf. [12] . We refer to this communication shortly as IwOnapproach. It seems that there is some overlap between KM-results with [11, 12] and [14, 15] (we will shortly describe it in Section 1). Note only here that in planar case JK-result is reduced to Theorem RKC.
The author has begun to consider harmonic functions in the space roughly since 2006 trying to generalize theory in the plane, cf [28, 3, 29, 22, 1, 31] . He realized some differences between theory in the plane and space and some difficulties to develop the space theory. It was observed that gradient mappings of harmonic functions are good candidate for generalization of the planar theory to space outlining some ideas and asking several open problems on the Belgrade Analysis seminar. Having studied Iwaniec's lecture [11] recently the author has found an additional motivation to investigate in this direction. For the present state see also the recent arXiv papers of Astala-Manojlović [5] , Božin-Mateljević [6] and Mateljević [32] .
Suppose that F is mapping from a domain G ⊂ R n (in particular, from the unit ball B ⊂ R n ) onto a bounded convex domain D = F (G). To every a ∈ ∂D we associate a nonnegative function u = u a = F a . Since D is convex, for a ∈ ∂D, there is a supporting hyper-plane (a subspace of dimension n − 1) Λ a defined by Λ a = {w ∈ R n : (w − a, n a ) = 0}, where n = n a ∈ T a R n is a unit vector such that (w − a, n a ) ≥ 0 for every w ∈ D. Define u(z) = F a (z) = (F (z) − a, n a ), cf. [25, 26, 27, 17] . Our approuch here is also based on function F a . We provide explicit interior lower bounds on the Jacobian in terms of the regularity of the domains and the boundary map in Section 1. For the convenience of the reader in Section 4 we mainly collect some results which we used in Section 1 and give a few additional results.
In Section 5, we outline short review of results from [14] for Harmonic Maps Between surfaces concerning lower bounds on the Jacobian, and the existence of harmonic diffeomorphisms which solve a Dirichlet problem.
In Section 2, estimates for the modulus of the derivatives of harmonic univalent mappings in space are given.
In Section 3 we generalize and develop the arguments used in planar theory of harmonic mappings to gradient mappings of harmonic functions in domains of R 3 . For example, we can consider the proof of Theorem 3.2 (which is not based on an approximation argument) as a suitable generalization of the proof of Theorem 1.3.
1.
Estimates for the modulus of the derivatives of harmonic univalent planar mappings from below 1.1. For univalent harmonic maps between surfaces, estimates of Jacobian from below in terms of the geometric data involved are given in Jost [14] (see Corollary 8.1, Theorem 8.1) and for univalent euclidean harmonic maps in [17, 20, 27, 31] . In this subsection, we consider convex codomains and give short review of a few result from [26, 25] . It seems that Theorem 1.3 is a new result. For a function h, we use
; we also use notations Dh and Dh instead of ∂h and ∂h respectively when it seems convenient.
Throughout this paper, if h is a complex harmonic function on simple connected planar domain, we will write h in the form h = f +g, where f and g are holomorphic.
Note that every complex valued harmonic function h on simply connected domain D is of this form.
Recall by D we denote the unit disc and T = ∂D we denote the unit circle, and we use notation z = re iθ . For a function h we denote by h (or sometimes by ∂ r h, ∂ x h and ∂ x h) partial derivatives with respect to r, x and y respectively. Let h = f + g be harmonic, where f and g are analytic. Then
and h * r = h ′ r (e iθ ) exist at a point e iθ ∈ T, and there exists the unit inner normal n = n ω at ω = h * (e iθ ) with respect to ∂D. Then (h * r , n) ≥ c 0 , where c 0 = A generalization of this result to several variables has been communicated at Analysis Belgrade Seminar, cf. [28] .
Note that (i.4) is a corollary of (i.2). Outline of proof of (i.1). To every a ∈ ∂D we associate a nonnegative harmonic function u = u a . Since D is convex, for a ∈ ∂D, there is a supporting line Λ a defined by (w−a, n a ) = 0, where n = n a is a unimodular complex number such that (w − a, n a ) ≥ 0 for every w ∈ D. Define u(z) = (h(z) − a, n a ) and
, Λ a ) and therefore, by the mean value theorem,
Since u = u a is a nonnegative harmonic function, for z = re iϕ ∈ D, we obtain
for every a ∈ ∂D and therefore we obtain (1):
Note that if D is a convex domain, then in general for b ∈ ∂D there is no inner normal. However, there is a supporting line Λ b defined by (w − b, n b ) = 0, where n = n b is a unimodular complex number such that (w − b, n b ) ≥ 0 for every w ∈ D.
Note that proof of theorem can also be based on Harnack's theorem (see also [40] , Lemma 15.3.7) or Hopf Lemma.
We use the notation
A proof of the theorem can be based on Theorem 1.1 and (b): the approximation of a convex domain with smooth convex domains, which is based on the hereditary property of convex functions: if an analytic function maps the unit disk univalently onto a convex domain, then it also maps each concentric subdisk onto a convex domain. Now we outline an approximation argument for convex domain G. Let φ be conformal mapping of D onto G, φ
and ∪D n = D, we can apply the Carathéodory theorem; ϕ n tends to z, uniformly on compacts, whence ϕ ′ n (z) → 1 (n → ∞). By hereditary property G n is convex.
Since the boundary of D n is an analytic Jordan curve, the mapping ϕ n can be continued analytically across T, which implies that h n has a harmonic extension across T. An application of Theorem 1.1 (i.4) to h n gives the proof.
This example shows that we can not drop the hypothesis that f (D) is a convex domain in Theorem 1.
′ (w) = 2w tends to 0 if w ∈ g(D) tends to 0.
1.2.
Hall, see [7] p. 66-68, proved the following:
For all harmonic univalent mappings f of the unit disk onto itself with f (0) = 0,
Hence, one can derive: (I0) There is a constant c > 0 such that if h is harmonic planar mapping and
Now we give another proof and generalization of the part (ii.3) of Theorem 1.2, which is not based on the approximation of a convex domain with smooth convex domains. 
The following result is an immediate corollary of Theorem 1.3. Proof. Using that f is qc, it follows that λ f Λ f c and the rest of the proof is routine.
Let G be simply connected hyperbolic planar domain and ρ = ρ hyp G hyperbolic density; we also use short notation ρ hyp = ρ G . Using the uniformization theorem, one can define hyperbolic density for a hyperbolic planar domain.
If G is a planar domain with non-empty boundary, f a C 1 complex valued
There is an absolute constant c such that under the hypothesis (a.1) of Theorem 1.3 if f in addition orientation preserving, we have
, by an application of Hall lemma, (ii.8), to F , we find |f w (w)||φ
The part (iv.3) has also been proved by Kalaj.
1.3.
The minimum principle for the Jacobian. (I1) Let h : Ω → C be a harmonic map whose Jacobian determinant J = |h z | 2 − |h z | 2 is positive everywhere in Ω. Then − ln J is subharmonic; More precisely, cf. [11, 12] ,
Note that in [?] it is proved previously that
is a subharmonic function. We left to the reader to check the following fact (I3-I6):
, where a 0 is a constant and therefore
Without loss of generality we can suppose that 0 ∈ G and that Corollary 2 (Minimum Principle). Let h : Ω → C be a harmonic map whose Jacobian determinant J is positive everywhere in Ω. Then inf F J ≥ inf ∂F J for every compact F ⊂ Ω.
shows that that analog statement is not valid for maximum; J = 16 − (x 2 + y 2 ) attains maximum 16 at (0, 0). In general, minJ is attained at the boundary. Proof of (a.2). Suppose that h is orientation preserving and
, where
Since s is subharmonic and s(a) = 1, s is a constant, ie. s = 1. Hence |f
, f ′ and g ′ are constant functions and therefore h is affine.
Proof of (b.2). Hence, since exp is a convex increasing function, it follows that
is also a subharmonic function. Although χ(x) = e −x is convex the conclusion that χ•X = J(h) is a subharmonic function is not true in general. Note that here χ is a decreasing function. In general, the minimum modulus principle for complex-valued harmonic functions is not valid; see the following examples:
2 + 1 and |f | attains minimum which is 1 for every points on y axis
Since g(C) = D and 0 / ∈ D, then d attains minimum on tr(C) at some point w 0 and there is a real point x 0 such that g(x 0 ) = w 0 , g maps C onto D and |g| attains minimum at x 0 .
Let c < 0 and D c = {(x, y) : y < x 2 − |c|}. Then f c (C) = D c and 0 / ∈ D c . At first sight someone can guess that |f c (0)| = |c| is the minimum value for |f c | if c < 0? We leave to the interested reader to show that |c| is not the minimum value.
1.4. Outline of proof of Theorem RCK given in [11, 12] 
. Let γ be a closed Jordan curve, G = Int(γ),
Iwaniec-Onninen [11, 12] presented a new analytic proof of RKC-Theorem. The approach is based on the following steps. c1) Prove the theorem if f 0 is diffeomorphism and G is a smooth strictly convex domain, using the minimum principle for the Jacobian determinant and explicit interior lower bounds on the Jacobian in terms of the regularity of the domains and the boundary map. c2) Let G be still a smooth strictly convex domain, but f : S 1 onto −→ γ an arbitrary monotone map. This map can easily be shown to be a uniform limit of diffeomorphisms. Now the Poisson extensions F j are harmonic diffeomorphisms in D, converging uniformly on D to F and J F > 0, cf also [20, 28] . c3) the approximation of a convex domain with smooth convex domains. c4) there is a conformal map φ of D onto G; by variation of boundary values deform this conformal map into a harmonic diffeomorphism.
It is convenient to give kinematic description of f : S 1 onto −→ γ, to view it as motion of an object along γ in which S 1 is labeled as a clock. As time runs from 0 to 2π the motion t → f(t) begins at the point f(0) = 0 and terminates at the same point f(2π) = 0. The velocity vector υ(t) = f ′ (t) is tangent to γ at s = s(t) = t 0 |υ(τ )|dτ . We call |υ(t)| the speed. Let z = z(s) be the length parametrization of γ. Since |z ′ (s)| = 1, we have z(s) = e iϕ(s) , where ϕ(s) referred to as the tangential angle, is uniquely determined by the arc parameter s because G is smooth and strictly convex. The derivative is exactly the curvature of γ; that is κ(s) = ϕ ′ (s). The speed |υ(t)|, being positive, uniquely represents unique diffeomorphism f : S 1 onto −→ γ. An explicit formula for f involves the curvature of γ.
-smooth diffeomorphism whose Jacobian determinant satisfies:
In [11, 12] the strategy is used to prove first The Lower Bound of the Jacobian along S 1 . Then the proof is reduced to showing inequality (1.1) at the boundary of the disk, as one may have expected from the Minimum Principle.
1.5. We also can use Theorem 1.8 below, which yields appriori estimate, instead of Theorem 1.7 in the procedure of proof of Theorem RKC.
Let A(γ) be the family of
Using approuch outlined in [26, 27] , we can prove Lemma 1.2. The inequality (1.2) holds everywhere in S 1 .
Naturally, the interior estimate at (1.2) would follow from the already established estimate at the boundary (via the minimum principle) if we knew that the Jacobian of F was positive in D.
But, by Theorem RKC the Jacobian of F is positive in D. Theorem 1.9 below yields better estimate. Using Theorem 1.1, the part (i.3), and the minimum principle for Jacobian one can derive: Theorem 1.9. d1) Let Ω be a convex Jordan domain, f : T → ∂Ω absolutely continuous homeomorphism which preserves orientation, and let w = P [f ] be a harmonic function between the unit disk and Ω, such that w(0) = 0, d2) |f
Let X be a compact subset of a metric space with metric d 1 (such as R n ) and let f : X → Y be a function from X into another metric space Y with metric d 2 .
The modulus of continuity of
Dini continuity is a refinement of continuity. Every Dini continuous function is continuous. Every Lipschitz continuous function is Dini continuous. Note that under the above hypothesis f ′ has continuous extension to [0, 2π] and partial derivatives of w have continuous extension to D and one can show that w is bi-Lipschitz. We can use an aproximation argument to prove (iv.1) for C 1,α domains Ω without the hypothesis d3). Moreover, an application of H p theory shows that the following result, due to Kalaj, holds in general: Theorem 1.10 (Theorem 2.8, Corollary 2.9 [19] ). Under hypothesis d1) and d2) of Theorem 1.9, J * w exsists a.e. on T and (iv.1) holds. Under hypothesis d1) of Theorem 1.9, Theorem RKC states that (v.1) J w > 0 on D. Question 1. Can we modify approach in [11, 12] to give analytic proof of Theorem 1.10 (of course without appeal to Theorem RKC (moreprecisely to (v.1))?
2. Estimates for the modulus of the derivatives of harmonic univalent mappings in space Definition 2.1. Let G be a subset of the Euclidean space R n and let
be an lower semi-continuous function. Then, ϕ is called q-superharmonic, 0 < q ≤ 1, if for any closed ball B(x, r) of center x and radius r contained in G and every real-valued continuous function h on B(x, r) that is harmonic in B(x, r) and satisfies ϕ(y) ≥ qh(y) for all y on the boundary ∂B(x, r) of B(x, r) we have ϕ(y) ≥ h(y) for all y ∈ B(x, r). If q = 1 we say superharmonic instead of 1-superharmonic.
function and there is a constant c > 0 such that for every
We say that f has H-property (respectively weak H-property) if (a) (respectively (a')) holds.
By Hall lemma planar euclidean harmonic mappings have H-property. We say that F ⊂ HQC K (G, G ′ ) has H-property if F is closed with respect to uniform convergence, and for f ∈ F , J(f ) has no zeros in G.
If
Contrary there is a sequence f n ∈ F K such that Λ fn (0) → 0. Sequence f n forms a normal family and there is a subsequence of f n which converges uniformly to a limit f 0 ∈ F K ; this is a contradiction.
Suppose that F is mapping from the unit ball B ⊂ R n into R m and suppose that ω = F * (x) and (∂ r F ) (a4) Suppose, in addition, to (a1) that h is K-qc and D is C 2 domain. Then (i.4) h ′ r (x) exists and (∂ r h)
* (x) = h ′ r (x) ≥ c 0 for almost everywhere x ∈ S. Proof of (i.1). To every a ∈ ∂D we associate a nonnegative harmonic function u = u a . Since D is convex, for a ∈ ∂D, there is a supporting hyper-plane Λ a defined by (w − a, n a ) = 0 where n = n a ∈ T a R n is a unit vector such that (w − a, n a ) ≥ 0 for every w ∈ D. Define u(z) = (h(z) − a, n a ) and
By Harnack's inequality, c n (1 − r)u(0) ≤ u(x), x ∈ B and r = |x|, where c n =
and therefore we obtain (i.1). Proof of (i.2). Set u(z) = (h(z) − h(x), n h(x) ) and c 0 = c n R 0 . Since u(x) = 0, then (i.5) for x ∈ S, u(rx) − u(x) ≥ c 0 (1 − r).
By Lagrange theorem, there is t ∈ [r, 1) such that u(rx) − u(x) = u ′ r (tx)(1 − r).
Proof of (i.3). Suppose for example (b1). By Theorems 2.1 and 2.2,
c for every x ∈ B. By (a3), |h
and λ(h ′ (x) c and therefore h is co-Lipschitz on B. Proof of (i.4). First, suppose that h ′ r (x) exists for some x ∈ S. By (i.5), (
* (x) = h ′ r (x) ≥ c 0 for almost everywhere x ∈ S. In [22] it is proved the following theorem: a K quasiconformal harmonic mapping of the unit ball B n (n > 2) onto itself is Euclidean bi-lipschitz, providing that u(0) = 0 and that K < 2 n−1 , where n is the dimension of the space. It is an extension of a similar result for hyperbolic harmonic mappings with respect to hyperbolic metric (see Tam and Wan, (1998) ). The proof makes use of Möbius transformations in the space, and of a recent result which states that, harmonic quasiconformal self-mappings of the unit ball are Lipschitz continuous; this result first has been proved by the first author and then generalized also by the second author. Introduce the quantity
associated with a quasiconformal mapping f : G → f (G) ⊂ R n ; here J f is the Jacobian of f ; while B x = B x,G stands for the ball B(x; d(x, ∂G)); and |B x | for its volume. Astala and Gehring [4] observed that for certain distortion property of quasiconformal mappings the function a f , defined the above, plays analogous role as |f ′ | when n = 2 and f is conformal; and they establish quasiconformal version of the well-know result due to Koebe, cited here as Lemma 2.2:
where c is a constant which depends only on K and n.
Our next result concerns the quantity
associated with a quasiconformal mapping f : G → f (G) ⊂ R n ; here dV (z) = dz is the Euclidean volume element dz 1 dz 2 · · · dz n and z = (z 1 · · · z n ) and J f is the Jacobian of f ; while B x = B x,G stands for the ball B(x, d(x, ∂G)/2) and |B x | for its volume.
Define
Theorem 2.2 ([31]). Suppose that G and G
If G and G ′ are domains in R n , by QCH(G, G ′ ) (respectively QCH K (G, G ′ ) ) we denote the set of Euclidean harmonic quasiconformal mappings (respectively
we denote the set of Euclidean harmonic quasiconformal mappings of D onto itself. Definition 2.3. Let Q H (G) be a family of harmonic mappings h from G into R n such that (b1) J(h) has no zeros in G, and (b2) which is closed with respect to uniform convergence on compact subsets and (b3) for every sequence x n which tends to a x 0 ∈ ∂G, h n ∈ Q H , where
Using a criteria for normality of a qc family, one can establish criteria when a subfamily Q of QCH(G), for which
We say that f has Jacobian non zero normal family-property if (b1) J(f ) has no zeros in G, and (b2) for every sequence x n which tends to a x 0 ∈ ∂G, (f n ) forms a normal family, where
) and (b3) for every limit f 0 of (f n ) in sense of the uniform convergence, f 0 is a C 1 function and J(f 0 ) has no zeros in G. In this setting, we say that the sequence (f n ) is associated sequence to the sequence (x n ) and that f 0 is the associated limit. Using the Thom splitting lemma, we can prove Proposition 2.1. Suppose that f is real-valued function defined at a neighboorhood U (x 0 ) of a point x 0 ∈ R n , f has partial derivatives up to the order 3 at x 0 and that f : U (x 0 ) → R n is injective, where
Frequently we use notation X = (x, y, z) ∈ R 3 . If we work in R n it is convenient to switch the notation to x = (
Example 3. Let a = 0. A radial mapping f a in n-space is given by:
; then |x ′ | = |x| a and by the cosine formula, we find |x|
where R(x, y) = |x| 2a + |y| 2a − |x| a+1 |y| a−1 − |x| a−1 |y| a+1 . Without loss of generality we can suppose that |y| = λ|x|,
We need the following Proposition concernig the distortion property of qr mappings.
Proposition 2.2 ([37]). Let
Suppose that g is analytic (more generally
Proposition 2.3. Suppose that f has partial derivatives up to the order 3 at a point x 0 ∈ R n and that f :
Example 3 shows that the result is optimal.
Proof. By the Taylor formula, there is
Proposition 2.4. Suppose that f has continuous partial derivatives up to the order 3 at the origin 0 and that f :
In particular, if g is analytic (more generally C (3) (U (0)) or g only has partial derivatives up to the order 3), and if g is K-qc with K O (g) < 3
n−1 , then J(g, 0) = 0. Proof. The proof follows from Theorem 2.3 and Proposition 2.4. We leave the details to the interested reader.
The Lower Bound of the Jacobian in R 3
It seems a natural project to generalize and develop the arguments used in planar theory of harmonic mappings to harmonic functions in domains of R n , ≥ 3. In Section 1 we used the fact that every complex harmonic function h on simple connected planar domain, can be written in the form h = f + g, where f and g are holomorphic that |f ′ | satisfies minimum principle. There is no appropriate analogy of this result in space. The next example shows that the minimum principle does not hold for modulus of vector valued harmonic mapping.
If h is a harmonic mapping from a domain in R n to R n , then |h
| is subharmonic, but it does not satisfy minimum principle in general (adapt the above example to the dimension n ≥ 3).
In fact, Lewy's theorem is false in dimensions higer than two (see [7] p. 25-27 for Wood's counterexample).
Consider the polynomial map from R 3 to R 3 defined by h(x, y, z) = (u, v, w), where
a calculation shows that h has the Jacobian
which vanishes on the plane x = 0. Jacobian of C 1 orientation preserving mapping f is nonnegative. Iwaniec [11] suggest a project (for students): Generalize and develop the arguments used in planar theory of harmonic mappings to gradient mappings of harmonic functions in domains of R 3 . Recall that, in planar theory of harmonic mappings we used (I0) version of Hall and (II.0) If analytic function does not vanish then its modulus satisfies minimum principle.
For harmonic gradient mapping in 3-space Proposition 3.2 and Theorem 3.1 are analogy of (I0) and (II.0) respectively.
For n = 3, Lewy proved that the Hessian of a harmonic function (the determinant of its matrix of second derivatives) cannot vanish at an interior point of its domain without changing sign, unless it vanishes identically. More precisely, if the Hessian vanishes at some interior point x 0 without vanishing identically, then in each neighborhood of x 0 it must take both positive and negative values. But the Jacobian of a harmonic mapping f = grad u is the Hessian of u.
As a consequence, the Jacobian of a locally univalent harmonic gradient mapping from R 3 to R 3 cannot vanish at any interior point of its domain. Gleason and Wolff [10] generalized this result to R n . Throughout this text the subscripts with variables x, y and z designate partial derivatives.
A vector field F = (f 1 , f 2 , f 3 ) is said to satisfy the Cauchy-Riemann equations (CR-equations, for short) if its coordinates, (conjugate harmonic functions) satisfy:
, locally F = gradφ and △φ = 0. Equivalently, the Jacobian matrix of F is symmetric and has trace 0.
Theorem 3.1 (Lewy-Gleason-Wolff, [10] ). Logarithm of modulus of the Hessian of a harmonic function in a domain Ω ⊂ R 3 is superharmonic outside its zeros. Precisely, ∆ ln |H| ≤ 0, wherever H = 0.
Remark. This inequality fails in dimensions greater than 3. Obviously, it holds (as equality) for planar harmonic functions.
In particular, if f is injective harmonic gradient mapping, we have inf
Using a normal family argument one can prove (see subsection 3.1 for details):
is injective harmonic K-qc gradient mapping, then f has weak H-property.
A more general result will appear in a forthcoming paper. Note that the above outline of proof of (ii.2) is not based on Theorem 3.1 (see subsection 3.1 for more details). Astala-Manojlović first made publicly available proof of (ii.2) in Math.Arxiv, [5] .
In particular, (ii.2) yields: Proposition 3.4. (b) Suppose that f is univalent harmonic gradient mapping from B 3 onto itself. Then f is co-Lipschitz.
In communication between V. Zorich and the author, the question was asked to find examples of functions that satisfy the condition (c)
In particular, Id is not harmonic gradient mapping. In complex plane, if u is real-valued harmonic function, then
is analytic function and therefore ∇u = F , where F = 2u z is analytic function.
3.1.
Hall lemma and co-Lipschitz property of qc gradient harmonic mappings. Here, we outline a proof of Theorem 3.2, the part (ii.2), stated here as:
(A0) A euclidean gradient harmonic mapping from the unit ball B ⊂ R 3 onto a bounded convex domain is co-Lipschitz.
Note that our proof of (A0) is based on the Hall lemma and a normal family argument and our approach is different from that in [5] ; see also [6] .
We first prove Hall lemma for harmonic injective mappings in n-dimensional space.
If G and
we denote the set of Euclidean harmonic quasiconformal mappings (respectively K-qc) of G onto G ′ .
Lemma 3.1. Let F K be a family of harmonic K-qc mapping f : B → R n such that for f ∈ F K , J(f ) has no zeros, F K is closed with respect to uniform convergence, f (B) ⊃ B and f (0) = 0. Then there is a constant c > 0
Proof. Suppose, on the contrary, that there is a sequence f n ∈ F K such that Λ fn (0) → 0. The sequence (f n ) forms a normal family and there is a subsequence of f n which converges uniformly to a limit f 0 ∈ F K ; this is a contradiction. Definition 3.1. We say that F ⊂ QCH K (G, G ′ ) has J-property if F is closed with respect to uniform convergence, and for f ∈ F , J(f ) has no zeros in G. Now we sketch a proof of the statement (A0) in few steps (A1-A5):
′ ) has J-property, then f ∈ F has weak H-property. Outline of proof. By Lemma 3.1, there is a constant c > 0 such that
(A2) Suppose that h is a euclidean harmonic mapping from the unit ball B ⊂ R n onto a bounded convex domain D = h(B). Then there is a constant c > 0 such that
If f is injective harmonic gradient mapping, which maps B ⊂ R n onto a bounded convex domain D = h(B), then any associated limit of f is harmonic gradient mapping. In dimension n = 3, then it has Jacobian non zero normal family-property.
(A4) If F ⊂ QCH K (B, D) has H-property, then every f ∈ F is co-Lipschitz. By (A1) there is a constant c > 0 such that d(x)Λ f (x) ≥ cd * (f (x)), x ∈ B, and by (A2), a constant c 1 > 0 such that D) has H-property. From (A1-A5), it follows (A0).
Appendix 1
In this review section we follow [25, 26] . First we recall some results from Section 1 (Theorem 1.2) and prove (I0) version of Hall lemma.
Theorem 4.1. Let h be an euclidean harmonic orientation preserving univalent mapping of the unit disc onto convex domain Ω. If Ω contains a disc B(a; R) and
As a corollary of the previous Theorem we obtain Theorem 4.2. Let h be an euclidean harmonic orientation preserving K-qc mapping of the unit disc onto convex domain Ω. If Ω contains a disc B(a; R) and
As a corollary of Theorem 4.1 we obtain Proposition 4.1. Let h be an euclidean harmonic orientation preserving univalent mapping of the unit disc into C such that f (D) contains a disc B R = B(a; R) and h(0) = a. Then
Proof: Let V = V R = h −1 (B R ) and ϕ be a conformal mapping of the unit disc U onto V such that ϕ(0) = 0 and let h R = h • ϕ. By Schwarz lemma
Since ∂h R (0) = ∂h(0)ϕ ′ (0), by Proposition 4.1 we get |∂h R (0)| = |∂h(0)||ϕ 16, 18] ). Let h be an euclidean harmonic diffeomorphism of the unit disc onto convex domain Ω. If Ω contains a disc B(a; R) and h(0) = a then
where
The following example shows that previous results are not true if we omit the condition h(0) = a.
Example. The mapping
is a conformal automorphism of the unit disc onto itself and
In particular ϕ
Heinz proved (see [13] ) that if h is a harmonic diffeomorphism of the unit disc onto itself such that h(0) = 0, then
Using Proposition 4.1 we can prove Heinz theorem:
Theorem 4.4 (Heinz) . There exists no euclidean harmonic diffeomorphism from the unit disc D onto C.
Note that this result was a key step in his proof of the Bernstein theorem for minimal surfaces in R 3 .
Schoen obtained a nonlinear generalization of Proposition 4.1 by replacing the target by complete surface of nonnegative curvature (see Proposition 2.4 [38] ) and using this result he proved Theorem 4.5 (Schoen) . There exists no harmonic diffeomorphism from the unit disc onto a complete surface (S, ρ) of nonnegative curvature K ρ ≥ 0.
Suppose f is a harmonic diffeomorphism from B r to (S, ρ) and dist(f (0), ∂(f (B r )) ≥ R. Then it suffices to show that
where C is a universal constant. By hypothesis, we have |∂f | > |∂f | ≥ 0 and
If we define a Riemannian metric λ on B r by λ = |∂f | 2 |dz| 2 , then (4.3) implies A proof can be given by means the estimate of harmonic function in terms of curvature (Cheng-Yau, CPAM 28, 333-354 (1975) ). We apply this lemma to metric density λ = |∂f | 2 . By the above estimate,
This proves the theorem. Question 2. Can we prove Lemma 4.1 elementary? Note that lnσ is superharmonic function. Therefore ln 
Koebe's Theorem applied to f −1 at w 0 = f (z 0 ) gives
, we can reformulate the above theorem as 1/4 ≤ D * f (z 0 ) ≤ 4. The interested reader can check that
The following two basic theorems are important for our research.
Theorem 4.7 (Kellogg, see for example [9, 8] ). If a domain D = Int(Γ) is C 1,α , 0 < α < 1, and ω is a conformal mapping of D onto D, then ω ′ and ln ω ′ are in Lip α . In particular, |ω ′ | is bounded from above and below on D.
Theorem 4.8 (Kellogg and Warschawski, see [41] , Theorem 3.6). If a domain D = Int(Γ) is C 2,α and ω is a conformal mapping of D onto D, then |ω ′′ | has a continuous extension to the boundary. In particular it is bounded from above on D.
4.2.
The uniformization theorem. The uniformization theorem says that every simply connected Riemann surface is conformally equivalent to one of the three domains: the open unit disk, the complex plane, or the Riemann sphere. In particular it admits a Riemannian metric of constant curvature. This classifies Riemannian surfaces as elliptic (positively curved rather, admitting a constant positively curved metric), parabolic (flat), and hyperbolic (negatively curved) according to their universal cover.
The uniformization theorem is a generalization of the Riemann mapping theorem from proper simply connected open subsets of the plane to arbitrary simply connected Riemann surfaces. The uniformization theorem implies a similar result for arbitrary connected second countable surfaces: they can be given Riemannian metrics of constant curvature. Every Riemann surface is the quotient of a free, proper and holomorphic action of a discrete group on its universal covering and this universal covering is holomorphically isomorphic (one also says: "conformally equivalent") to one of the following: the Riemann sphere, the complex plane or the unit disk in the complex plane. Koebe proved the general uniformization theorem that if a Riemann surface is homeomorphic to an open subset of the complex sphere (or equivalently if every Jordan curve separates it), then it is conformally equivalent to an open subset of the complex sphere. In 3 dimensions, there are 8 geometries, called the eight Thurston geometries. Not every 3-manifold admits a geometry, but Thurston's geometrization conjecture proved by Grigori Perelman states that every 3-manifold can be cut into pieces that are geometrizable. The simultaneous uniformization theorem of Lipman Bers shows that it is possible to simultaneously uniformize two compact Riemann surfaces of the same genus > 1 with the same quasi-Fuchsian group. The measurable Riemann mapping theorem shows more generally that the map to an open subset of the complex sphere in the uniformization theorem can be chosen to be a quasiconformal map with any given bounded measurable Beltrami coefficient.
Appendix 2, Harmonic Maps Between surfaces
In [14] it is given self -contained account of the results on harmonic maps between surfaces. This treatment contains several simplifications and unifications compared to the presentations available in the existing literature. Upper and lower bounds for the sectional curvature K of a manifold are often denoted by k 2 and −ω 2 , i.e. −ω 2 ≤ K ≤ k 2 . This notation avoids square roots. It differs, however, from the terminology in some of the papers frequently referred to in the book [14] .
Here we give short review of results related to our consideration in section 1. First the lower bound for Jacobinan are considerd. 
Assume furthermore that g(T) is strictly convex w.r.t, u(D), and that we have the following estimates for the geodesic curvature of g(T) (d2) 0 < a 1 ≤ κ g (g(t)) ≤ a 2 for all t ∈ [0, 2π].
Then (iv.1):
Note that it is not assumed in the theorem that u is univalent; we needed only that u maps D onto the convex side of u(T). If u is an injective harmonic map, then J ≥ δ ω, k, M, τ, a 1 , a 2 , b, |g| 1,α ) .
We define d * (q) := −dist(q, ∂u(D)) for q ∈ u(D). Since △(d * • u) ≥ a 1 b 2 , d * • u is subharmonic function. This will enable us to get a lower bound for the radial derivative of d * • u at boundary points with the argument of the boundary lemma of E. Hopf.
Taking Cor. 6.2 [14] into account, we can therefore find a neighborhood V 0 of T in D with the property that d * is a C 2 function with strictly convex level curves on u(V 0 ). Suppose z 0 ∈ T; we can choose some disc Now,using the above estimates, the existence of harmonic diffeomorphisms which solve a Dirichlet problem is considered.
Theorem 5.2. Suppose (e1): Ω is a compact domain with Lipschitz boundary ∂Ω on some surface, and that Σ is another surface. We assume (e2): that f : Ω → Σ maps Ω homeomorphically onto its image, that f (∂Ω) is contained in some disc B(p, M ) with radius M < π/2k (where k 2 ≥ 0 is an upper curvature bound on B(p, M )) and that the curves f (∂Ω) are of Lipschitz class and convex w.r.t. f (Ω). Then (v.1): there exists a harmonic mapping u : Ω → B(p, M ) with the boundary values prescribed by f which is a homeomorphism between Ω and its image, and a diffeomorphism in the interior. (v.2) Moreover, if f |∂Ω is even a C 2 -diffeomorphism between C 2 -curves, then u is a diffeomorphism up to the boundary.
First of all, ∂Ω is connected. Otherwise, f (∂Ω) would consist of at least two curves, both of them convex w.r.t. f (Ω). Since Ω is homeomorphic to f (Ω), we conclude that Ω is a disc, topologically. Since there is a conformal map φ : D → g(D), one have to prove the theorem only for the case where Ω is the plane unit disc D.
We first assume that f : T → f (T) is C 2 -diffeomorphism between curves of class C 2,α , that f (T) is not only convex, but strictly convex, and that we have the following quantitative bounds (e2) |f ′ (t)| ≥ b The above, we have assumed that the boundary of the image is strictly convex, and, in addition, that the boundary values are a diffeomorphism of class C 2 . The theorem also holds for the case that (f1): the boundary is only supposed to be convex and that (f2): the boundary values are only supposed to induce a homeomorphism of the boundaries. The procedure to handle the case (f1) is called the first approximation argument. It is a modification of the corresponding one given by E. Heinz.
The case (f1) of a general boundary is handled by an approximation by smooth curves. More precisely it is supposed that the boundary of the image f (D) is only convex, while the boundary values f are still assumed to be a diffeomorphism of class C 2 . For approximation arguments in planar case see also [20, 11, 12] .
