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In the search for experimental realizations of bond-anisotropic Kitaev interactions and resulting spin-liquid
phases, the layered magnet α-RuCl3 is a prime candidate. Its modelling typically involves Heisenberg, Kitaev,
and symmetric off-diagonal Γ interactions on the two-dimensional honeycomb lattice. However, recent neutron-
scattering experiments point towards a sizeable magnetic interlayer coupling. Here we study three-dimensional
exchange models for α-RuCl3, for both possible R3¯ and C2/m crystal structures. We discuss the symmetry
constraints on the interlayer couplings, construct minimal models, and use them to compute the magnetic mode
dispersion and the dynamical spin structure factor, in both the zero-field zigzag phase and the paramagnetic
high-field phase. Our predictions for the interlayer mode dispersion shall guide future experiments; they also
call for a reevaluation of the quantitative model parameters relevant for α-RuCl3.
I. INTRODUCTION
Mott-insulating magnets with strong spin-orbit coupling
have become a major research field in condensed-matter
physics.1–4 This has been partially triggered by Kitaev’s
construction5 of a quantum spin liquid driven by bond-
anisotropic exchange interactions on the honeycomb lattice,
and by the subsequent proposal6,7 to realize Kitaev interac-
tions in layered honeycomb magnets with jeff = 1/2 moments.
Among the candidate materials, α-RuCl3 has received enor-
mous interest. It displays low-temperature antiferromagnetic
order of zigzag type, and this order can be suppressed by
a moderate in-plane magnetic field.8–15 By now, the exis-
tence of a quantum spin-liquid phase in α-RuCl3 in a nar-
row window of magnetic fields is suggested by a number of
experimental results, such as an excitation continuum in neu-
tron scattering,16,17 a transition signature in magnetocaloric-
effect measurements17 and, most prominently, an approxi-
mately half-quantized thermal Hall conductivity,18,19 signify-
ing the presence of a Majorana edge mode.
α-RuCl3 belongs to a family of layered van-der-Waals crys-
tals, and due to the weak bonding between the layers its
three-dimensional (3D) crystal structure appears to be fragile.
While it adopts9,20 a monoclinic structure with space group
C2/m at room temperature, the low-temperature structure has
been a matter of debate.2 Here, three different structures have
been reported, namely monoclinic C2/m, trigonal P3112, and
rhombohedral R3¯; they are distinguished by the pattern and
sequence of the stacking of the honeycomb layers.20–23 Exper-
imentally, stacking faults appear frequently, which also sig-
nificantly influence the magnetic properties: Early samples
displayed two thermodynamic transitions at TN = 8 K and
14 K, while more recent higher-quality samples show a single
transition at 7 K.8,20,24 For some recent samples, a structural
phase transition was found25–28 around 100–150 K, with the
refinement of the neutron-diffraction data consistent with the
rhombohedral R3¯ structure at low temperature.22
Most theoretical descriptions of the magnetism of α-RuCl3
have been restricted to planar exchange Hamiltonians, with
the magnetic interlayer coupling assumed to be negligible.
In contrast, recent inelastic neutron-scattering data17 indicate
a significant out-of-plane dispersion of magnetic excitations.
This calls for a modelling of the relevant interlayer interac-
tions and their consequences, which is lacking to our knowl-
edge.
It is the purpose of this paper to close this gap. For the two
most probable crystal structures R3¯ and C2/m, we shall dis-
cuss symmetries and corresponding minimal models for the
magnetic interlayer couplings. We then employ spin-wave
theory to calculate the 3D magnetic mode dispersion and the
dynamic spin structure factor, both in the zero-field zigzag
phase as well as in the high-field phase. Comparing our re-
sults to experimental data, we obtain a consistent description
of a variety of experimental data for an assumed R3¯ crystal
structure at low T . Our results provide concrete predictions
for future experiments and will help constraining the model
parameters relevant for α-RuCl3: The sizeable interlayer cou-
pling cannot be neglected when fitting experimental data, and
consequently estimates for the intralayer couplings from pre-
vious modelling need to be revised.
The remainder of the paper is organized as follows: In
Sec. II, we summarize the structural models put forward for α-
RuCl3 and discuss the magnetic exchange Hamiltonians, with
focus on the R3¯ and C2/m structures. Section III discusses
the application of spin-wave theory and illustrates the effect
of interlayer by comparing the mode dispersion and the dy-
namic structure factor for a model with and without interlayer
coupling. In Sec. IV, we use analytical results in the high-
field phase together with available experimental data to derive
constraints on the model parameters, which enable us to con-
struct plausible parameters sets for 3D exchange models. In
Sec. V, we then display numerical results for these constrained
3D models and discuss them vis-a`-vis published experimental
data. A summary of our results, together with suggestions for
future experiments, closes the paper.
II. CRYSTAL STRUCTURE AND EXCHANGE MODELS
A. Intralayer exchange Hamiltonian
The two-dimensional (2D) spin Hamiltonians proposed
for α-RuCl3 are extensions29 of the honeycomb-lattice
Heisenberg-Kitaev model originally introduced in Ref. 7. For
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FIG. 1. 3D crystal structures of α-RuCl3, showing the stacking of the honeycomb layers and the assumed interlayer interactions of the minimal
models employed in this paper. (a) R3¯ structure, (b) C2/m structure. In both cases, the conventional trigonal crystallographic unit cell (dashed)
contains three RuCl3 layers, and a, b, c show the directions of the basis vectors of this cell. Each honeycomb layer consists of two sublattices,
represented by black and white balls, respectively.
the purpose of this paper, we will consider the following in-
plane exchange interactions
H0 =
∑
n,〈i j〉γ
[
J~S n,i · ~S n, j + KS γn,iS γn, j + Γ
(
S αn,iS
β
n, j + S
β
n,iS
α
n, j
) ]
+
∑
n,〈〈〈i j〉〉〉
J3~S n,i · ~S n, j − ~h ·
∑
n,i
~S n,i, (1)
where J and J3 correspond to first- and third-neighbor Heisen-
berg couplings, while K and Γ are the first-neighbor Kitaev
and symmetric off-diagonal couplings, respectively. n is the
layer index, and 〈i j〉γ denote first-neighbor γ bonds, with
γ = x, y, z. On z bonds (α, β, γ) = (x, y, z), with cyclic per-
mutation for x and y bonds. The uniform magnetic field is
~h B gµBµ0 ~H, with g the (possibly anisotropic) effective g ten-
sor and µB the Bohr magneton.
Within each layer, we assume a perfect honeycomb struc-
ture, i.e., neglect possible trigonal distortions.30 Then,H0 has
a C∗3 symmetry which combines a 120
◦ real-space rotation
about a site with a spin rotation about the [111] direction in
spin space, exchanging x → y → z → x. This symme-
try also implies that the experimentally relevant zigzag state
is threefold degenerate, with three symmetry-equivalent in-
plane propagation directions.
For the extended Heisenberg-Kitaev-Γ model (1), different
parameter sets have been proposed to describe α-RuCl3, based
on either ab-initio modelling or on fits to experimental data,
and we refer the reader to Ref. 31 for an overview. Guided by
previous work,13,23,31–36 we employ parameters where K < 0
and Γ > 0 are the dominant couplings, while both J < 0 and
J3 > 0 are small, mainly acting to stabilize the zigzag phase.
As will become clear below, the quantitative choice of the in-
plane model parameters needs to be revisited upon including
significant inter-layer interactions.
B. R3¯ structure and interlayer interactions
The rhombohedral structure with R3¯ space group has a con-
ventional crystallographic unit cell consisting of three honey-
comb layers. The layers are stacked with a (2a + b − c)/3
translation, Fig. 1, such that the C∗3 rotation symmetry is pre-
served and the honeycomb lattice is undistorted. A second
crystallographic domain, dubbed reverse-obverse twin,37 can
be obtained by a reflection in the ab plane. From neutron
diffraction,20,38 it is known that the low-field zigzag phase in
the samples with a single transition at TN = 7 K exhibits a
magnetic unit cell of three layers. This implies a stacked mag-
netic order as shown in Fig. 2(a), which we dub 3f-zz.
We proceed by discussing a minimal model for magnetic
interlayer couplings. Each spin has one interlayer neighbor,
which is located either right above or below it, depending on
the sublattice index. This vertical spin-spin exchange interac-
tion is compatible with the C∗3 symmetry only for a Heisen-
berg coupling, denoted as J⊥1 in Fig. 1(a). Furthermore, each
spin has nine next-nearest interlayer neighbors which fall into
two classes (with six and three members, respectively) that are
distinguished by the presence or absence of a nearest-neighbor
intralayer bond in one of the participating layers. In the spirit
of a minimal model, we will not distinguish between these dif-
ferent next-nearest interlayer neighbors, and assume Heisen-
berg interactions, J⊥2, although spin-anisotropic interactions
are symmetry-allowed here. The interlayer part of the Hamil-
tonian thus reads
HR3¯1 = J⊥1
1∑
〈ni,mi〉
~S n,i · ~Sm,i + J⊥2
9∑
〈〈ni,mj〉〉
~S n,i · ~Sm, j (2)
where the number above the summation symbol indicates the
number of terms per spin.
Assuming that the nearest-neighbor interlayer bonds J⊥1
dominate the interlayer exchange, the 3f-zz configuration in
Fig. 2(a) requires an antiferromagnetic interlayer coupling,
J⊥1 > 0. We note that a ferromagnetic coupling would lead to
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FIG. 2. Top view of the 3D zigzag magnetic order with three-layer
periodicity along the c axis, showing three layers. (a) R3¯ structure,
(b) C2/m structure. Red and blue sites correspond to spin directions
up and down, respectively. a∗, b∗, c∗ are the reciprocal lattice vectors
in the conventional trigonal basis.
a zigzag state with a unit cell of six layers (6f-zz); such a state
is likely realized in α-RuCl3 in a small field window below
the critical field,17,36 but we defer a detailed discussion of this
to a future publication.39
The fact that all interlayer interactions are assumed to be
of Heisenberg type implies that the direction of the zero-field
ordered moment is unaffected by these interactions. As dis-
cussed extensively in Ref. 31, it is determined by the ratio of
the anisotropic interactions K and Γ.
C. C2/m structure and interlayer interactions
The monoclinic structure with C2/m space group also al-
lows a conventional trigonal unit cell that consists of three
honeycomb layers. Here, the layers are stacked with (b + c)/3
translation, such that, in contrast to R3¯, the global C∗3 rota-
tion symmetry is broken, see Fig. 1(b). Other crystallographic
domains can therefore be obtained by C∗3 rotations.
In this structure, there are no vertical inter-layer bonds.
According to the ab-initio analysis of Ref. 23, three types
of inter-layer couplings are important and comparable in
strength, namely first-neighbor bonds, such as those along (a+
c)/3 and (b + c)/3, which we assume to be of equal strength,
and second-neighbor bonds along (2b − c)/3. Although the
form of these interactions is not symmetry-restricted, we
confine ourselves to Heisenberg couplings J⊥1 and J⊥2, see
Fig. 1(b),
HC2/m1 = J⊥1
4∑
〈ni,mi〉
~S n,i · ~Sm,i + J⊥2
2∑
〈〈ni,mj〉〉
~S n,i · ~Sm, j. (3)
Assuming again that the interlayer bonds obey |J⊥1|  |J⊥2|,
realizing the 3f-zz order here requires ferromagnetic inter-
layer couplings, Fig. 2(b), as opposed to the antiferromagnetic
couplings necessary in the R3¯ structure.
Two remarks are in order: (i) Since the C2/m structure
breaks the C∗3 symmetry, the three propagation directions of
the zigzag order are in general no longer degenerate. They
remain, however, degenerate at the classical level within our
model if we set J⊥2 = 0. (ii) If instead the interlayer cou-
pling J⊥2 dominates over J⊥1, then an antiferromagnetic J⊥2
may induce, depending on the sign of J⊥1, either a 6f-zz state
propagating perpendicular to the z-bond or a 3f-zz state prop-
agating perpendicular to the x or y bond. We will not explore
this option in detail.
III. SPIN-WAVE THEORY AND INFLUENCE OF
INTERLAYER COUPLING
For the models of Sec. II, we employ standard linear
spin-wave theory for spins of size S on the two different
lattices.3,13,40 We calculate the dynamic spin structure factor
at T = 0 according to
S(q, ω) =
∑
α
∫
dτ eiωτ〈S α(q, τ)S α(−q, 0)〉. (4)
When specifying momenta, we will follow the conventions of
Refs. 16 and 17 and use reciprocal-space coordinates (H,K, L)
in reciprocal lattice units, corresponding to an embedding trig-
onal unit cell. In this convention, the in-plane M point is lo-
cated at (H,K) = (0, 1/2) while the in-plane K point is at
(−1/3, 2/3). For the vertical direction, this convention implies
that mode energies will be L-periodic with a period of 3 in the
3f-zz magnetic structure.
For discussing the parameter dependence of the results
and relating them to experimental data, it is useful to define
an overall energy scale A and parameterize the couplings as
(J,K,Γ, J3, J⊥1, J⊥2) = A(Jˆ, Kˆ, Γˆ, Jˆ3, Jˆ⊥1, Jˆ⊥2). Similarly, we
define the strength of the magnetic field as |~h| = AS hˆ.
A. Phases
In the high-field phase, the spin-wave expansion is per-
formed about the polarized state. We will show results for
magnetic fields along the two crystallographic in-plane direc-
tions perpendicular and parallel to a Ru-Ru bond, which corre-
spond to the (1,−2, 0) and (1, 0, 0) directions in the reciprocal-
space basis, respectively.41 In both cases, the magnetization
in the high-field phase points along the field direction even in
the presence of a finite Γ term.31 For the R3¯ (C2/m) structure,
we work with a minimal two-site (four-site) unit cell, and the
linear-spin-wave calculation amounts to performing a 4 × 4
(8 × 8) Bogoliubov transformation. Calculational details are
given in the Appendix. A general introduction to spin-wave
calculations in the context of Heisenberg-Kitaev-Γ models can
be found in the Appendix of Ref. 3.
In the zigzag phase, we work exclusively at zero field. The
spin-wave expansion is performed about a 3f-zz state, where
the direction of the ordered moment is fixed by the ratio of
Γ and K, as explained in Sec. VI of Ref. 31. In particular,
for Γ/|K| = 1/2 as used below, the magnetic moments g~S
point at an angle of 25◦ out of plane if a g-factor anisotropy of
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FIG. 3. Dynamic spin structure factor S(q, ω) (color-coded) and mode dispersion (dashed lines) at zero external field, calculated for (a-c) the
2D Model A33 and (d-f) the same model augmented by an interlayer coupling J⊥1 of 1 meV in an assumed R3¯ structure (Model B). Different
columns correspond to different paths in 3D momentum space: (a,d) in-plane path as shown in panel (a) at L = 0; (b,e) vertical out-of-plane
path at in-plane momentum (0, 0); (c,f) vertical out-of-plane path at in-plane momentum (0, 0.5). Symbols show mode energies extracted
from THz spectroscopy (Ref. 45) and neutron scattering (INS, Refs. 17 and 44) measurements. All panels involve an averaging over the three
symmetry-equivalent zigzag domains.
gab/gc = 1.77 is used.36 As noted above, for the R3¯ structure,
there are three symmetry-equivalent propagation directions of
the zigzag order. We perform the calculation of the spin struc-
ture factor for one of the three zigzag domains, obtain the re-
sult for the other domains by a C∗3 rotation, and average the
result over all three possible domains. For theC2/m structure,
this equivalence is violated, and we consider only the energet-
ically favorable zigzag state with propagation direction per-
pendicular to the z bond (assuming ferromagnetic interlayer
couplings), without domain averaging. Consequently, for both
structures, the minimal magnetic unit cell contains four sites
per layer and is periodically repeated in each layer, such that
an 8 × 8 Bogoliubov transformation needs to be performed.
B. Influence of interlayer coupling
To illustrate the effect of the interlayer coupling on the ex-
citation spectra, we start be presenting a comparison of the
dynamic spin structure factor with and without interlayer cou-
pling, keeping all other parameters fixed. Fig. 3(a-c) shows
the spin-wave results for a strictly 2D parameter set taken
from Ref. 33, Jˆ : Kˆ : Γˆ : Jˆ3 = −0.1 : −1 : 0.5 : 0.1
with A = 5 meV. This model, which we dub Model A, has
been frequently used in the recent literature. Panel (a) shows
the dynamic structure factor for in-plane momenta; these data
agree with Ref. 33 where the corresponding neutron scattering
intensity has been shown. Panels (b,c) correspond to momen-
tum paths perpendicular to the plane.
In contrast, Fig. 3(d-f) display the same information for
Model B, which we obtain from Model A by adding an in-
terlayer coupling J⊥1 of 1 meV. This value has been cho-
sen to approximately match the observed interlayer dispersion
bandwidth.17 One sees that the inclusion of J⊥1 increases the
gap at (H,K, L) = (0, 0.5, 0) significantly, while the gap at
(0, 0, 0) increases slightly and those at (0, 0, 1.5) and (0, 0.5, 2)
are only changed minimally.
Fig. 3 illustrates that the agreement with experimentally
measured mode energies is only moderate; in particular, the
interlayer dispersion in panel (e) does not agree well with the
one measured in neutron scattering.17 More seriously, while
Model A with gab = 2.3 (Ref. 35) yields a classical criti-
cal field of around 11 T for ~H ‖ (1, 0, 0), in rough agree-
ment with experiment,3,42 Model B with the same gab leads
to µ0Hc ' 19 T, which is far too large. The reason is that the
interlayer coupling substantially stabilizes the zigzag phase,
as will be further detailed below.
5IV. CONSTRAINED PARAMETER CHOICE
Having seen that simply adding an interlayer coupling to
previously used planar parameter sets for the model (1) leads
to a sizeable mismatch between experiment and theory, in par-
ticular concerning the critical field, we now turn to a strategy
which takes into account a larger set of experimental data in
order to constrain the multi-dimensional model parameter set.
To this end, we find it useful to derive a few analytical re-
sults. In fact, for the high-field phase, one can determine the
maxima and minima of the interlayer dispersion of the low-
est magnon mode in closed forms, see Appendix. We will use
these together with the experimental information from Ref. 17
to guide the choice of model parameters.
A. R3¯ structure
For the R3¯ structure described by the model in Eq. (2), we
assume J⊥1,2 > 0, which yields 3f-zz order. For q = (0, 0, L)
and ~h ‖ (1,−2, 0), the energy of the lowest mode in the high-
field phase can be calculated as function of L.43 It takes its
extremal values at L = 0 and L = 1.5 in reciprocal lattice
units. For J⊥1,2 > 0, the maximum is at L = 0 and reads
ω2max/(AS )
2 = hˆ(hˆ + 3Γˆ) (5)
which, remarkably, does not depend on the interlayer cou-
pling. In the high-field limit, ωmax → |~h| as expected. Simi-
larly, the minimum energy ωmin is taken at L = 1.5 and evalu-
ates to
ω2min/(AS )
2 = (hˆ−2Jˆ⊥1−18Jˆ⊥2)(hˆ−2Jˆ⊥1−18Jˆ⊥2 +3Γˆ) . (6)
We can also compute the critical field for the disappearance of
the zigzag order; it is given by
hˆc = 2Jˆ+ Kˆ− Γˆ2 +6Jˆ3 +2Jˆ⊥1 +10Jˆ⊥2 +
√
Kˆ2 − KˆΓˆ + 9
4
Γˆ (7)
for ~h ‖ (1, 0, 0); this is the direction for which the additional
ordered phase found in Ref. 36 is either absent or very narrow.
Eq. (7) underlines the collective role played by J3, J⊥1, and
J⊥2 in stabilizing the zigzag order, as all of them contribute to
increase the critical field.
The experiment of Ref. 17 has determined the mode disper-
sion by inelastic neutron scattering, with the results ωmax ≈
4.3 meV and ωmin ≈ 3 meV for B = 13.5 T applied along the
(1,−2, 0) direction. Moreover, the experimental critical field
is about Bc = 7.6 T for the (1, 0, 0) direction.36 Together, this
information can be used to constrain the model parameters;
further constraints arise from fitting the zero-field interlayer
dispersion, see below. We note that accurate information on
the in-plane spin-wave dispersion in α-RuCl3 is available nei-
ther at zero field nor at high fields,16,17,24,38,44 leaving a con-
siderable uncertainty in a conclusive determination of model
parameters from mode dispersions.
To build plausible sets of model parameters, we first fix the
ratio of the in-plane nearest-neighbor couplings to Jˆ : Kˆ : Γˆ =
TABLE I. Parameter sets for the spin models used in this paper:
Model A is the 2D model of Refs. 33 and 35; for Model B an in-
terlayer coupling of 1 meV has been added. Models 1-3 arise from
the considerations in Sec. IV. The table also quotes the resulting
critical field in units of AS/(gµB); for the constrained Models 1-3
µ0Hc = hˆcAS/(gµB) evaluates to 7.6 T up to rounding errors.
# Strct. Jˆ Kˆ Γˆ Jˆ3 Jˆ⊥1 Jˆ⊥2 A [meV] gab hˆc
A p6m −0.1 −1 0.5 0.1 n/a n/a 5 2.3 0.59
B R3¯ −0.1 −1 0.5 0.1 0.2 0 5 2.3 0.97
1 R3¯ −0.1 −1 0.5 0.1 0.3 0.015 2.8 4.3 1.34
2 R3¯ −0.1 −1 0.5 0.01 0.08 0.001 10 2.5 0.22
3 C2/m −0.1 −1 0.5 0.1 −0.05 −0.05 4 2.7 0.59
−0.1 : −1 : 0.5, as obtained in Ref. 33. We then choose ratios
of Jˆ3/Kˆ and Jˆ⊥2/Jˆ⊥1. With these fixed, A and Jˆ⊥1 are uniquely
determined by matching ωmin and ωmax at hˆ/hˆc = 1.78 with
the experimental data at 13.5 T. Finally, the value of gab is de-
termined by demanding that the critical field matches the ex-
perimental value, µ0Hc = 7.6 T. Choosing Jˆ3/Kˆ and Jˆ⊥2/Jˆ⊥1
is not unique: To guide this, we monitor the numerical result
at zero field (where we have no analytic solution) and try to
match the vertical mode dispersion with the corresponding re-
sults of Ref. 17. We also observe that the quality of this match
depends only weakly on Jˆ⊥2/Jˆ⊥1.
Out of the family of possible parameter sets, we present re-
sults for two, which we dub Model 1 and Model 2, with the nu-
merical parameter values shown in Table I. In both cases, the
in-plane parameters deviate substantially from the ones used
before:31 Either J3 is significantly smaller (Model 2), or all
parameters are significantly smaller at the expense of a larger
g factor (Model 1). This mainly reflects the fact that the in-
terlayer coupling, the sizable magnitude of which is dictated
by the experimentally detected out-of-plane magnon disper-
sion, tends to stabilize the zigzag order and hence increases
the critical field.
B. C2/m structure
For the C2/m structure described by the model in Eq. (3),
we now assume J⊥1,2 < 0 in order to obtain 3f-zz order.
The extremal energies of the lowest mode dispersion for q =
(0, 0, L) and ~h ‖ (1,−2, 0) in the high-field phase are again
taken at L = 0 and L = 1.5. However, for J⊥1,2 < 0, the point
L = 0 now represent the dispersion minimum, with
ω2min/(AS )
2 = (hˆ + 2Jˆ⊥2)(hˆ + 2Jˆ⊥2 + 3Γˆ) . (8)
Conversely, the maximum energy is now taken at L = 1.5 and
evaluates to
ω2max/(AS )
2 = (hˆ − 8Jˆ⊥1 − 2Jˆ⊥2)(hˆ − 8Jˆ⊥1 − 2Jˆ⊥2 + 3Γˆ) . (9)
The critical field for the disappearance of the zigzag order is
here given by
hˆc = 2Jˆ + Kˆ − Γˆ2 + 6Jˆ3 +
√
Kˆ2 − KˆΓˆ + 9
4
Γˆ (10)
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FIG. 4. Dynamic spin structure factor S(q, ω) (color-coded) and mode dispersion (dashed lines), calculated for Model 1 with R3¯ crystal struc-
ture. Different rows correspond to different external parameters: (a-c) Zero-field zigzag phase; (d-f) high-field phase for field along (1,−2, 0)
(perpendicular to a Ru-Ru bond); (g-i) high-field phase for field along (1, 0, 0) (parallel to a Ru-Ru bond). Different columns correspond to
different paths in 3D momentum space: (a,d,g) in-plane path as shown in panel (g) at L = 0; (b,e,h) vertical out-of-plane path at in-plane
momentum (0, 0); (c,f,i) vertical out-of-plane path at in-plane momentum (0, 0.5). Symbols show experimental mode energies extracted from
THz spectroscopy (Ref. 45), ESR (Ref. 46), neutron scattering (INS, Refs. 17 and 44), and thermal transport (Ref. 15) measurements. Panels
(a-c) involve an averaging over the three symmetry-equivalent zigzag domains. The agreement with the experimental data is striking.
for ~h ‖ (1, 0, 0). Interestingly, this is independent of the in-
terlayer coupling as in both the canted zigzag and high-field
phases all spins coupled by J⊥1,2 are aligned in parallel fash-
ion.
Following a matching procedure similar to the one de-
scribed above, we arrive at a parameter set which we dub
Model 3, see Table I. Here, the in-plane parameters are not
very different from previous modelling,31 because the inter-
layer coupling is ferromagnetic and does not influence the
critical field.
V. RESULTS FOR CONSTRAINED 3D MODELS
We now turn to a discussion of the numerical results for
the dynamic spin structure factor, shown in Figs. 4, 5, and
6 for Models 1, 2, and 3, respectively. For comparison, we
have added experimentally determined magnetic mode ener-
gies extracted from THz spectroscopy,45 electron spin res-
onance (ESR),46 inelastic neutron scattering (INS),17,44 and
thermal transport15 measurements.
For both Models 1 and 2, we obtain agreement with the
high-field dispersion along (0, 0, L) as measured by INS; given
the momentum-space location of minimum and maximum this
agreement is achieved by construction. Model 1 also dis-
plays excellent agreement for the zero-field dispersion along
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FIG. 5. Same as Fig. 4, but now for Model 2 with R3¯ crystal structure. While this parameter set also reproduces the high-field mode energies
(see text for details), its does not match quantitatively at zero field.
(0, 0, L) as well as with the THz and ESR data; Model 2 per-
forms inferior in this respect. We note that Model 1 has a
rather small overall energy scale A and a g factor that is sig-
nificantly larger than most25,30,47 (but not all45) of the previous
estimates. For Model 2, the g factor agrees well with the ma-
jority of previous results.
In contrast, Model 3 fails to match the high-field dispersion
along (0, 0, L). This is because the momentum-space loca-
tion of minimum and maximum are switched w.r.t. Models 1
and 2, because the interlayer coupling is ferromagnetic here,
J⊥1,2 < 0. We recall that this is required in order to stabilize
the experimentally observed 3f-zz magnetic order.
Given the mismatch visible in Fig. 6, we conclude that a
C2/m low-temperature crystal structure appears unlikely to be
realized in α-RuCl3. Instead, the assumption of an R3¯ crystal
structure with sizeable antiferromagnetic interlayer couplings
leads to results consistent with experiment.
VI. SUMMARY
Motivated by recent neutron-scattering results indicating a
significant interlayer dispersion, we have discussed 3D spin
models for the Kitaev material α-RuCl3. We have considered
two candidate crystal structures, R3¯ and C2/m. For both, we
have constructed minimal interlayer coupling models and de-
termined the mode dispersion and dynamical spin structure
factor using spin-wave theory, both in zero field and at high
fields.
Our results show that the minimal models for the C2/m
structure cannot simultaneously reproduce the experimentally
found zero-field magnetic structure and the form of the high-
field interlayer dispersion. In contrast, the minimal models
for R3¯ can reproduce both, provided that the interlayer cou-
plings are assumed to be sizeable and antiferromagnetic. In
fact, in both Models 1 and 2 the interlayer coupling is of order
1 meV, as dictated by the experimentally observed17 interlayer
magnon bandwidth of 1.3 meV.
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FIG. 6. Same as Fig. 4, but now for Model 3, which has C2/m crystal structure. Here, panels (a-c) have been calculated for the energetically
favorable zigzag direction and do not involve domain averaging. This model cannot reproduce the qualitative shape of the high-field dispersion;
this generically applies to C2/m models, which require a ferromagnetic interlayer coupling in order to stabilize threefold-periodic zigzag order
in zero field.
For simplicity, we have neglected spin anisotropies in the
interlayer interactions. While those will be present (except
for the vertical coupling in the R3¯ structure) and will change
the detailed quantitative fitting of experimental data, we ex-
pect our analysis to be semi-quantitatively robust concerning
the magnitude of the interlayer couplings. Interlayer interac-
tion anisotropies are likely to play a role for the intermediate
ordered phase observed in α-RuCl3; this will be explored in a
forthcoming publication.39
Our analysis clearly shows that interlayer interactions can-
not be neglected in α-RuCl3 when it comes to quantitative
modelling, because these interactions substantially influence
the stability of the zigzag phase. We also note that sharp
magnon modes will receive a broadening of the order of the
interlayer magnon bandwidth, if scattering data are integrated
over substantial ranges of the out-of-plane momentum. More
detailed neutron-scattering studies are therefore called for. In
particular, the interlayer dispersion at high fields should be
measured at various in-plane wavevectors, and ideally also
various field directions, which will enable one to better dis-
criminate between the parameter sets of Models 1 and 2.
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9Appendix A: Spin-wave theory for 3D Heisenberg-Kitaev-Γ
models
We employ a Holstein-Primakoff decomposition of the spin
operator ~S n, j at the j-th site in the n-th layer,
~S n, j = (S − a†n, jan, j)~nn, j +
√
S
2
(a†n, j + an, j)~en, j
+ i
√
S
2
(a†n, j − an, j)(~nn, j × ~en, j) + O(1/
√
S ), (A1)
where ~nn, j denotes the spin direction in the classical limit
(S → ∞) and ~en, j represents an (arbitrary) unit vector in the
plane perpendicular to ~nn, j. In the high-field phase and for in-
plane magnetic fields ~h ⊥ c, the classical spins point along the
direction of the field, ~n ≡ ~nn, j ∝ ~h, see Ref. 31. In each phase,
the Heisenberg-Kitaev-Γ Hamiltonian can then be written as3
H0 +H1 = S 2εcl + S2
∑
q
 ~αq
~α∗−q
† K(q) ∆†(q)
∆(q) K>(−q)
  ~αq
~α∗−q

+ O(√S ), (A2)
where S 2εcl denotes the classical ground-state energy and
~αq ≡
(
αqs
)
s=1,...,M
with
αqs =
√
M
N
∑
(n, j)∈s-th sublattice
e−iq·Rn, jan, j, s = 1, . . . ,M,
(A3)
and ~α∗q ≡
(
~α>q
)†
are the vectors of magnon annihilation and
creation operators, with M the number of sites in the mag-
netic unit cell, N the total number of sites, and Rn, j the po-
sition vector of the j-th site in the n-th layer. The M × M
matrices K(q) and ∆(q) depend on the model and the partic-
ular phase. Exemplary results for the high-field phase of the
R3¯ and C2/m models are given below. The magnon spectrum
{ω(s)q }s=1,...,M is then obtained by a Bogoliubov transformation,
which essentially amounts to solving the eigenvalue equation K(q) ∆†(q)−∆(q) −K>(−q)
 ~u(s)q
~v∗(s)−q
 = ω(s)q ~u(s)q
~v∗(s)−q
 , (A4)
as explained in detail in Ref. 3. Here, s = 1, . . . ,M labels the
different magnon bands in the Brillouin zone and
(
~u(s)q ,~v
∗(s)
−q
)>
correspond to the respective eigenvectors.
Assuming that the eigenvectors are normalized according
to ~u(s)†q ~u
(s)
q − ~v∗(s)†−q ~v∗(s)−q = 1, the dynamic spin structure factor
is given by3
S(q, ω) = S
2
M∑
s
M∑
m,m′
2piδ(ω − ω(s)q )
[
u(s)qmu
∗(n)
qm′ + v
∗(s)
−qmv
(n)
−qm′
]
+ O(δ(ω), S 0). (A5)
1. High-field phase on R3¯ lattice
In the R3¯ structure, the high-field phase allows a minimal
magnetic unit cell with M = 2 sites and magnetic unit-cell
vectors
aR3¯1 =

3a0/2
−√3/2a0
0
 , aR3¯2 =

3a0/2√
3/2a0
0
 , aR3¯3 =

a0
0
d⊥
 , (A6)
using a Cartesian coordinate system with first (third) axis
along the (H,K, L) = (1, 0, 0) [(H,K, L) = (0, 0, 1)] direction,
and where a0 ' 3.45(1) Å is the distance between neighbor-
ing Ru ions of the same layer and d⊥ ' 5.67(3) Å the distance
between neighboring layers.9,20,22 In terms of the intralayer
nearest-neighbor vectors on the x, y, and z bonds
δx⊥ =

−a0/2√
3a0/2
0
 , δy⊥ =

−a0/2
−√3a0/2
0
 , δz⊥ =

a0
0
0
 , (A7)
and the interlayer nearest-neighbor vector δ⊥ = d⊥(0, 0, 1)>,
the 2 × 2 block occurring on the diagonal of the matrix in
Eq. (A4) reads
K(q) = ε0 + λ⊥0+(q) + λ⊥0+(−q) λ0(q) + ε⊥0 (−q) + λ⊥0−(q)
λ0(−q) + ε⊥0 (q) + λ⊥0−(−q) ε0 + λ⊥0+(q) + λ⊥0+(−q)

(A8)
with the on-site contributions as
ε0 = −3J − 3J3 − K − 2Γ
∑
γ
(~n · ~eα)(~n · ~eβ) − J⊥1 − 9J⊥2
+ h/S , (A9)
the intralayer contributions as
λ0(q) =
∑
γ
eiq·δγ
{
J +
K
2
[
(~e · ~eγ)2 +
(
(~n × ~e) · ~eγ
)2]
+ Γ
[
(~e · ~eα)(~e · ~eβ) + ((~n × ~e) · ~eα)
(
(~n × ~e) · ~eβ
)]}
+
∑
γ
e−2iq·δγ J3, (A10)
and the interlayer contributions as
ε⊥0 (q) = J⊥1 e
iq·δ⊥ , λ⊥0±(q) = J⊥2
∑
γ
eiq·(±δγ+δ⊥). (A11)
In the above equations, (α, β, γ) is a permutation of (x, y, z),
the unit vectors ~n ≡ ~nn, j and ~e ≡ ~en, j have been introduced
in Eq. (A1), and ~ex, ~ey, and ~ez correspond to the cubic spin-
space vectors. The off-diagonal 2 × 2 block of the matrix in
Eq. (A4) is independent of the (isotropic) interlayer couplings
and reads
∆(q) =
 0 λ1(q)
λ1(−q) 0
 (A12)
10
with
λ1(q) =
∑
γ
eiq·δγ
{
K
2
[
(~e · ~eγ) − i
(
(~n × ~e) · ~eγ
)]2
+ Γ
[
(~e · ~eα)(~e · ~eβ) − ((~n × ~e) · ~eα)
(
(~n × ~e) · ~eβ
)
− i(~e · ~eα)
(
(~n × ~e) · ~eβ
)
− i(~e · ~eβ) ((~n × ~e) · ~eα)]}.
(A13)
For J⊥1 = J⊥2 = 0, the resulting Hamiltonian agrees with the
previous reports for the two-dimensional Heisenberg-Kitaev-
Γ models.3,13,40
For various high-symmetry wavevectors, including q =
(0, 0, 0), q = (0, 0, 1.5), and q = (0.5, 0, 0) in the trigonal
(H,K, L) notation, the eigenvalue equation (A4) can be solved
in closed form. This leads to the analytical formulae for the
maxima and the minima of the dispersion [Eqs. (5) and (6)] for
h ‖ (1,−2, 0), and the critical field [Eq. (7)] for h ‖ (1, 0, 0),
the latter being obtained by demanding that the magnon gap
vanishes at the ordering wavevector for hˆ→ hˆc+.
2. High-field phase on C2/m lattice
In the C2/m structure, the minimal magnetic unit cell in
the high-field phase requires M = 4 sites. We use the basis
vectors
aC2/m1 =

3a0
0
0
 , aC2/m2 =

0√
3a0
0
 , aC2/m3 =

0√
3a0/3
d⊥
 ,
(A14)
within the same Cartesian coordinate system and a0, d⊥ as
before. The intralayer nearest-neighbor vectors δx, δy, δz are
the same as in Eq. (A7); by contrast, the interlayer nearest-
neighbor vectors are now
δx⊥ =

−a0/2
−√3a0/6
d⊥
 , δy⊥ =

a0/2
−√3a0/6
d⊥
 , δz⊥ =

0√
3a0/3
d⊥
 ,
(A15)
and the next-nearest-neighbor vector for the interlayer cou-
pling J⊥2 is δz⊥2 = (0,−2
√
3a0/3, d⊥)>.
The 4 × 4 block occurring in the diagonal of the matrix in Eq. (A4) then reads
K(q) =

ε0 + λ
⊥z
0 (q) + λ
⊥z
0 (−q) λx,y0 (−q) + λ⊥x0 (−q) + λ⊥y0 (q) 0 λz0(−q) + λ30(q)
λ
x,y
0 (q) + λ
⊥x
0 (q) + λ
⊥y
0 (−q) ε0 + λ⊥z0 (q) + λ⊥z0 (−q) λz0(q) + λ30(−q) 0
0 λz0(−q) + λ30(q) ε0 + λ⊥z0 (q) + λ⊥z0 (−q) λx,y0 (−q) + λ⊥x0 (−q) + λ⊥y0 (q)
λz0(q) + λ
3
0(−q) 0 λx,y0 (q) + λ⊥x0 (q) + λ⊥y0 (−q) ε0 + λ⊥z0 (q) + λ⊥z0 (−q)
 ,
(A16)
with the on-site contributions as
ε0 = −3J − 3J3 − K − 2Γ
∑
γ=x,y,z
(~n · ~eα)(~n · ~eβ) − 4J⊥1 − 2J⊥2
+ h/S , (A17)
the intralayer contributions as
λ
x,y
0 (q) =
∑
γ=x,y
eiq·δγ
{
J +
K
2
[
(~e · ~eγ)2 +
(
(~n × ~e) · ~eγ
)2]
+ Γ
[
(~e · ~eα)(~e · ~eβ) + ((~n × ~e) · ~eα)
(
(~n × ~e) · ~eβ
)]}
,
(A18)
λz0(q) = e
iq·δz
{
J +
K
2
[
(~e · ~ez)2 + ((~n × ~e) · ~ez)2]
+ Γ
[
(~e · ~ex)(~e · ~ey) + ((~n × ~e) · ~ex)
(
(~n × ~e) · ~ey
)]}
,
(A19)
λ30(q) = J3
∑
γ=x,y,z
e2iq·δγ , (A20)
and the interlayer contributions as
λ
⊥γ
0 (q) = J⊥1e
iq·δγ⊥ + J⊥2eiq·δ
z
⊥2δγ,z. (A21)
As in the case of the R3¯ structure, the (isotropic) interlayer
interactions do not contribute to the off-diagonal block of the
matrix in Eq. (A4), which reads
∆(q) =

0 λx,y1 (−q) 0 λz1(−q)
λ
x,y
1 (q) 0 λ
z
1(q) 0
0 λz1(−q) 0 λx,y1 (−q)
λz1(q) 0 λ
x,y
1 (q) 0
 , (A22)
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with
λ
x,y
1 (q) =
∑
γ=x,y
eiq·δγ
{
K
2
[
(~e · ~eγ) − i
(
(~n × ~e) · ~eγ
)]2
+ Γ
[
(~e · ~eα)(~e · ~eβ) − ((~n × ~e) · ~eα)
(
(~n × ~e) · ~eβ
)
− i(~e · ~eα)
(
(~n × ~e) · ~eβ
)
− i(~e · ~eβ) ((~n × ~e) · ~eα)]},
(A23)
λz1(q) = e
iq·δz
{
K
2
[
(~e · ~ez) − i ((~n × ~e) · ~ez)]2
+ Γ
[
(~e · ~ex)(~e · ~ey) − ((~n × ~e) · ~ex)
(
(~n × ~e) · ~ey
)
− i(~e · ~ex)
(
(~n × ~e) · ~ey
)
− i(~e · ~ey) ((~n × ~e) · ~ex)]}.
(A24)
Again, for the relevant high-symmetry wavevectors q, the
eigenvalue equation (A4) can be solved in closed form, lead-
ing to the analytical formulae displayed in Eqs. (8), (9), and
(10).
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