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The development of web technology generates huge amounts of non-textual information, such as audio, video, and images, as well as more familiar textual information. The potential for the exchange and retrieval of information is vast, and at times daunting. In general, users can be easily overwhelmed by the amount of information available via electronic means. The transfer of irrelevant information in the form of documents (e.g. text, audio, video) retrieved by an information retrieval system and which are of no use to the user wastes network bandwidth and creates user frustration. This condition is a result of inaccuracies in the representation of the documents in the database, as well as confusion and imprecision in user queries, since users are frequently unable to express their needs efficiently and accurately. These factors contribute to the loss of information and to the retrieval of irrelevant information. Therefore, the key problem to be addressed in information selection is the development of a search mechanism which will guarantee the delivery of a minimum of irrelevant information (high precision), as well as insuring that relevant information is not overlooked (high recall).
The traditional solution to the problem of recall and precision in information retrieval employs keyword-based search techniques. Documents are only retrieved if they contain keywords specified by the user. However, many documents contain the desired semantic information, even though they do not contain user specified keywords. This limitation can be addressed through the use of query expansion mechanisms. Additional search terms are added to the original query based on the statistical cooccurrence of terms [13] . Recall will be expanded, but at the expense of deteriorating precision [15] . In order to overcome the shortcomings of keyword-based technique in responding to information selection requests we have designed and implemented a concept-based model using ontologies [12, 16] . This model, which employs a domain dependent ontology, is presented in this paper. Ontology is a collection of concepts and their interrelationships, which can collectively provide an abstract view of an application domain [7, 8] .
There are two distinct problem/tasks for an ontologybased model: one is the extraction of semantic concepts from the keywords and the other is the actual construction of the ontology. With regard to the first problem, the key issue is to identify appropriate concepts that describe and identify documents. In this it is important to make sure that irrelevant concept will not be associated and matched, and that relevant concepts will not be discarded. With regard to the second problem, we would like to construct ontology automatically. In this paper we address these two problems together by proposing a new method for the automatic construction of ontology.
Our method constructs ontology automatically in bottom up fashion. For this, we first construct a hierarchy using some clustering algorithms. Recall that if documents are similar to each other in content they will be associated with the same concept in ontology. Next, we need to assign a concept for each node in the hierarchy. For this, we deploy two types of strategy and adopt a bottom up concept assignment mechanism. First, for each cluster consisting of a set of documents we assign a topic based on a modified Roccchio algorithm for topic tracking [3] . However, if multiple concepts are candidate for a topic we propose an intelligent method for arbitration. Next, to assign a concept to an interior node in the hierarchy we use WordNet, a linguist ontology [5] . Descendent concepts of the internal node will also be identified in WordNet. From these identified concepts and their hypernyms we can identify a more generic concept that can be assigned as a concept for the interior node.
With regard to the hierarchy construction, we would like to construct ontology automatically. For this we rely on a self-organizing tree (SOTA [4] ) that constructs a hierarchy from top to bottom. We modify the original algorithm, and propose an efficient algorithm that constructs hierarchy with better accuracy as compared to hierarchical agglomerative clustering algorithm [1] . To illustrate the effectiveness of the method of automatic ontology construction, we have explored our ontology construction in the text documents. The Reuters21578 text document corpus has been used. We have observed that our modified SOTA out performs agglomerative clustering in terms of accuracy. The main contributions of this work will be as follows:
• We propose a new mechanism that can be used to generate ontology automatically to make our approach scalable. For this we modify the existing self-organizing tree (SOTA) algorithm that constructs a hierarchy from top to bottom.
• Furthermore, to find an appropriate concept for each node in the hierarchy we propose an automatic concept selection algorithm from WordNet, linguistic ontology. Section 2 discusses related works. Section 3 describes ontology and their characteristics. Section 4 presents our automatic ontology construction mechanism. Section 5 presents preliminary result. Section 6 contains our conclusion and possible areas of future work.
Related work
Historically ontology has been employed to achieve better precision and recall in the text retrieval system [11] . Here, attempts have taken two directions, query expansion through the use of semantically related-terms, and the use of conceptual distance measures [13, 16] .
For the construction of ontology, the above papers assume manual construction; however, only a few automatic methods are proposed [14, 17, 18] . Elliman et al. [18] propose a method for constructing ontology to represent a set of web pages on a specified site. Selforganizing map is used to construct hierarchy. In our case we modify self-organizing tree and label nodes in the hierarchy. Bodner et al. propose a method to construct hierarchy based on statistical method (frequency of words). Hoothe et al. [17] propose various clustering techniques to view text documents with the help of ontology.
Note that a set of hierarchies will be constructed for multiple views only; not for ontology construction purpose.
Ontology for information selection
Ontology is a specification of an abstract, simplified view of the world that we wish to represent for some purpose [6, 7, 8] . Therefore, ontology defines a set of representational terms that we call concepts. Interrelationships among these concepts describe a target world. Ontology can be constructed in two ways, domain dependent and generic. CYC [9] , WordNet [5] , and Sensus [10] are examples of generic ontology. WordNet is a linguistic database formed by synsets-terms grouped into semantic equivalence sets, each one assigned to a lexical category (noun, verb, adverb, adjective). Each synset represents a particular lexical concept of an English word and is usually expressed as a unique combination of synonym sets. In general, each word is associated to more than one synset and more than one lexical category. A domain-dependent ontology provides concepts in a fine grain, while generic ontology provides concepts in coarser grain. The ontology is described by a directed acyclic graph (DAG). Here, each node in the DAG represents a concept (see Figure 1 ). In general, each concept in the ontology contains a label name and a vector. A vector is simply a set of keywords and their weights. Furthermore, the weight of each keyword of a concept may not be equal.
Automated ontology constructions
We would like to build ontology automatically from a set of text documents. If documents are similar to each other in content they will be associated with the same concept in ontology. For this first we would like to use a hierarchical clustering algorithm to build a hierarchy. Then we need to assign concept for each node in the hierarchy. For this, we deploy two types of strategy and follow bottom up concept assign mechanism. First, for each cluster consisting of a set of documents we assign a topic based on a modified Roccchio algorithm for topic tracking. However, if multiple concepts are candidates for a topic we propose an intelligent method to arbitrate them. Next, to assign concept to the interior node in the hierarchy, we use WordNet, a linguist ontology. Descendent concepts the internal node will be identified in WordNet. From these identified concepts and their hypernyms we can identify more generic concept that can be assigned as a concept for the interior node.
Hierarchy construction
We would like to partition a set of documents S= {D 1 , D 2 … D n } into a number of clusters C 1 , C 2 … C m. where a cluster may contain more than one documents. Furthermore, we would like to extend our hierarchy into several levels.
Modified SOTA.
SOTA is specifically designed for molecular bio-sequence classification and phylogenetic analysis. Inspired by the self-organized tree structure and low time complexity we develop a modified self-organizing tree for automatic ontology construction, which is called MSOT. Although MSOT is similar to SOTA, it differs in two ways. First, in SOTA, during expansion, only one cell, which has the maximum resources (the average of the distance s of the input data assigned to the cell from cell vector), will be selected for expansion. On the other hand, in MSOT more than one cell may be selected for expansion, depending on their resources (see Figure 1) . Here cells whose resources exceed a threshold will participate in the expansion. Thus, the aspect of threshold plays an important role here. Expansion of more than one node allows the algorithm to grow a tree quickly. In other words, convergence may be quicker. Second, in SOTA during the expansion phase of a selected cell two new cells will be created. Furthermore, initially each new cell will replicated with the same reference vector of the selected cell. Now, input data associated with selected cell will be distributed between two new cells; the reference vector of each new cell will be updated. Therefore, no other input data will be considered for the distribution of within two new cells, (i.e., locally). On the other hand, in MSOT more than one cell may be selected, and two new cells will be created for each selected cell. Now the question is how we can distribute input data of selected cells among these new created cells. One approach is that input data of each selected cell will be distributed to two new created children cells, which are similar to the SOTA approach. The other approach is aggressive; input data of selected cells will be distributed among all their children new cells when selected cells are K level apart. In other words, in the tree when selected cells are separated by K level, input data of any of theses selected cells will be distributed to any of their newly created children cell. Note that if K=1, the latter approach is simply turned into the former approach. In general we call this K Level Distribution (KLD). After distributing each input data, winning cell and neighbor reference vector will be updated. The pseudo code for the algorithm is as follows:
Step 1: [Initialization] initialize as like as SOTA-one node with two cells.
Step 2:
[Distribution] distribute each input data x between newly created cells; we find the best match cell which is known as winning cell (using KLD), then update the reference vector w of winning cell i and its neighbors same as SOTA using the following function:
Where ϕ(t) is the learning function:
is learning function; α is a learning constant; and t is the discrete time coordinate. The winning cell, the ancestor node and the sibling cell have different learning rate α w , α m and α s , and α w > α m > α s .
Step 3:
[Error] while error of the entire tree is greater than a threshold go to Step 2.
Step 4: [Expand] for each cell, calculate resource, and check whether it exceeds a threshold. If yes, change this selected cell as node, and create two new children cells from it. If there are no more cells for expansion, the system is converged; else go to Step 2.
Step 5: prune the tree and delete a cell that does not have any input on it.
Concept assignment
After building a hierarchy of nodes we will assign a concept for each node in the hierarchy. For this, we propose a bottom up mechanism for assigning concepts. Concepts associated with documents will be assigned to leaf nodes in the hierarchy. Interior node concepts will then be assigned based on the concepts in the descendent nodes. For each cluster consisting of a set of documents we will assign a topic based on a modified Rocchio algorithm for topic tracking. Second, we will associate this topic with an appropriate concept (synset) in WordNet.
Third, the concept of an internal node is obtained from concepts of its children nodes and their hypernyms as they in WordNet.
Concept assignment for leaf nodes.
Topic tracking is used for the assignment of a concept in each leaf node. For this, a topic based on a Rocchio algorithm will first be assigned for each document. Second, we will determine the distinct topics that appear in each leaf node. Recall that a leaf node may be associated with a number of different documents. Now, if only a single topic appears in a leaf node, we will simply assign this topic as a concept in the leaf node. However, if more than one topic appears in a leaf node, a majority rule will be applied. Thus, a majority of documents of a leaf node will be associated with a specific topic and this topic will be assigned as a concept to this leaf node. On the other hand, in cases in which the majority rule cannot be applied, we will choose a more generic concept from WordNet using all the topics, and this generic concept will be assigned (see Section 4.2.2).
Topic tracking.
Here we will determine a topic for each document. For this we assume we have a set of predefined topic categories. The topic categories are trained by a set of documents previously assigned to existing topics. Each topic is represented by a keyword. Here we assume that only one topic is assigned per document. This is because a document can be associated with at most one node in the hierarchy.
We will consider the classic Rocchio algorithm for topic tracking [2, 3] . The basic idea of Rocchio algorithm is to construct a document vector to represent the document and a topic vector for each topic. Documents with the same topic have the same topic vector. For a given topic the topic vector is the topic representative vector of the documents assigned to this topic category. To determine a topic for a document, the similarity between a document and a topic vector is measured using the cosine product. We will choose the topic for the document which this calculation of similarity gives the maximum value.
The document vector is built by weighting all the words in documents with the tf (d, w) * idf(w) value. The term frequency tf is the number of times word w occurs in a document. The document frequency df(w) is the number of documents in which the word w occurs at least once.
The inverse documents frequency idf(w) is defined as follows:
N is the total number of documents. The word with higher tf*idf weighting means it is an important index term for the document.
In the classical Rocchio algorithm the topic vector (t) is built by combining the document vectors (d) of the training documents.
Where T represents topic and d represents document.
We propose a new approach to constructing a topic vector by using self-organizing map (SOM). A node in the SOM's output map represents each topic category. To construct the topic vector, the node is trained by training documents that belong to that topic. The reference vector of the node is the centroid vector of these trained document vector, constructed by a nonlinear regression. This reference vector will then be the topic vector.
Once topic vectors have been constructed we will use the cosine similarity between document vector and topic vector (see Equation 5 ).
Concept sense disambiguation.
It is possible that a particular keyword may be associated with more than one concept in WordNet. In other words, association between keyword and concept is one:many, rather than one:one. For example the keyword "gold" has 4 senses in WordNet and the keyword "copper" has five senses in WordNet. We need to disambiguate concepts and choose the most appropriate.
For disambiguation of concepts we apply the same technique (i.e., cosine similarity measure) used in topic tracking. To construct a vector for each sense we will use a short description that appears in WordNet.
Concept selection for non-leaf nodes.
To assign a concept to an internal node in the tree we need to consider similar cases. If two children of a node have the some concept we merely assign that concept to the parent node. If two children have a different concept but one concept belongs to the majority we will assign this majority concept to the parent node. And if there is no majority concept we will find an appropriate concept for parent node using WordNet. We will find all the parent senses of two children topic concept. Then we will select the least general concept sense and assign it to the parent node. If there is no parent sense we will not make any assignment.
Preliminary result

Experimental setup
We have explored our ontology construction using text documents. The Reuters21578 text document corpus was used. There are 135 topics assigned to the Reuters documents. We selected 2003 documents from this corpus distributed across 15 topics. Furthermore, each document has only one topic. 180 of these documents were used for topic tracking training. Note that documents are not distributed across topics uniformly. In other words, one given topic may have more documents as compared to another. Thus, the greater the number of documents in a given topic, the greater the number of training documents employed. For document processing we have extracted keywords (terms) from documents by removing stop words. Second, using the Porter stemming technique we have determined word stems. Third, we have constructed a document vector for each document using tf*idf.
Results
First, we will present the results for the topic tracking algorithm. Second, we will present the clustering results of HAC and MSOT. Finally, we will report the performance of our concept selection mechanism for each node in hierarchy.
Topic tracking algorithm comparison.
For the classical Rocchio algorithm, we first constructed a topic vector for each topic. The weight of each term in a topic is simply the summation of weights of the term in the training documents. Next, we have sorted terms based on weight in descending order. Then we have used first l (=100, 200, 400) keywords to reduce dimensionality.
In the Rocchio algorithm using SOM we have constructed an l dimension reference vector for each topic using the above technique. However, the weight of the term will be assigned randomly. The reference vector of a topic will be updated using SOM whenever a document is associated with that topic.
We have observed the same result (91% recall, 90% precision for l=400; see [19] for more details) for these two algorithms.
Optimizing of MSOT parameter.
In our experiment we varied α w (i.e., =0.25, 0.2, 0.15) and α s (i.e., =0.025, 0.02, and 0.015). Furthermore, α m is set as 0.5 of α w , η(t) is set as 1/t, and KLD is set to 3 (see Section 4.1.1). Thus, we got total 9 combinations, and for each combination, we calculated E. E measure is defined:
Where p and r are the Precision and Recall of a cluster.
Note that E (p,r) is simply one minus harmonic mean of the precision and recall; E (p,r) ranges from 0 to 1 where E (p.r) =0 corresponds to perfect precision and recall, and E (p.r) corresponds to zero precision and recall. Thus, the smaller the E measure values the better the quality of a cluster. In Figure 2 X and Y axis represent α w and average E measure of MOST respectively for a fixed α s . When α w =0.2 and α s =0.02 we get the lowest E (= 0.073) which is the best case on our data set. Figure 3 . Comparison of MSOT and HAC these values. Note that documents are only associated with leaf nodes. We have observed that the boundary of a cluster is very clear and clean in MSOT. Furthermore, MSOT gives a better result than HAC (see Figure 3) . In all topics MSOT have low E measure than HAC. Finally, the average E of MSOT is 0.073 while the average E of HAC is only 0.181.
Automated ontology construction result.
Since MSOT gives better cluster accuracy we have used it to construct a hierarchy. Figure 4 shows the part of ontology. Leaf nodes "gold" and "copper" are associated with a set of documents. To assign a concept for their parent node we have used WordNet to find the more generic concept, "asset." Various types of inter-relationships between nodes are blurred in our ontologies; types of interconnections are ignored. This is because our prime concerned is to facilitate information selection rather than to deduct new knowledge. 
Conclusions and future work
In this paper we have proposed a potentially powerful and novel approach for the automatic construction of ontologies. The crux of our innovation is the development of a hierarchy, and the concept selection from WordNet for each node in the hierarchy. For developing a hierarchy, we have modified the existing self-organizing tree (SOTA) algorithm that constructs a hierarchy from top to bottom. We would like to extend this work in the following directions. First, we would like to do more experiments for clustering techniques. Next, we would like to address this ontology construction in the domain of software component libraries.
