A nonlinear inequality is formulated in the paper. An estimate of the rate of decay of solutions to this inequality is obtained. This inequality is of interest in a study of dynamical systems and nonlinear evolution equations. It can be applied to the study of global existence of solutions to nonlinear PDE.
Introduction
In this paper the following differential inequalitẏ g(t) ≤ −γ(t)g(t) + α(t)g p (t) + β(t), t ≥ t 0 , p > 1,ġ = dg dt ,
where g(t) ≥ 0, is studied. In equation (1) , α(t), β(t) and γ(t) are continuous functions, defined on [t 0 , ∞), where t 0 ≥ 0 is a fixed number and α(t) ≥ 0, ∀t ≥ t 0 . Under the assumptions of Theorem 1 (see below) we prove that there exist solutions to inequality (1) and all solutions to inequality (1) are defined for all t ≥ t 0 . Estimates of the rate of decay of solutions to this inequality are obtained and formulated in (4) and (23). These new results can be used in a study of dynamical systems and nonlinear evolution equations. For example, inequality (1) is used in Section 3 in a study of the Dynamical Systems Method (DSM) for solving nonlinear equations of the type F (u) = f , where F : H → H is a monotone operator, and H is a Hilbert space. The DSM we study in Section 3 is continuous analog of the regularized Newton's method for solving equations with monotone operators. The local boundedness of the second Fréchet derivative of F was assumed earlier in a study of a similar method, inequality (1) with p = 2 was used, and an estimate for the decay of g(t) as t → ∞ was derived with the use of a comparison lemma and a closed form solution to a special Riccati's equation (see [2] ). The argument from [2] is not possible to extend to the case p = 2. The estimate of solutions to inequality (1) with p = 2 was also used in [1] in a study of a DSM for solving ill-posed operator equations.
In this paper sufficient conditions on α, β and γ are found, which yield the global existence and an estimate of the rate of decay of solutions to (1) . The method of the proof of these results is different from that in [2] . It does not require the knowledge of a closed form solution of a differential equation. Discrete analogs of the inequality (1) are also found (see Theorems 4 and 6). These new results can be applied to the study of the global existence of solutions to nonlinear PDE.
The paper is organized as follows: In Section 2, the main results, namely, Theorems 1, 2, 4, 6 and 7 are formulated and proved. An upper bound for g(t) is obtained under some conditions on α, β, γ. This upper bound gives a sufficient condition for the relation lim t→∞ g(t) = 0 to hold, and also gives a rate of decay of g(t) as t → ∞. In Section 3 a version of the DSM is studied. The main result in this Section is Theorem 8. In its proof an application of Theorem 1 is essential.
Main results

Theorem 1 Let α(t), β(t) and γ(t) be continuous functions on
Let g(t) ≥ 0 be a solution to inequality (1) such that
Then g(t) exists globally and the following estimate holds:
Proof. Denote w(t) := g(t)e R t t 0 γ(s)ds . Then inequality (1) takes the forṁ
where
Denote
From inequality (3) and relation (8) one gets
It follows from the inequalities (2), (6) and (9) thaṫ
From the inequalities (9) and (10) it follows that there exists δ > 0 such that
To continue the proof we need two Claims.
Proof of Claim 1. It follows from inequalities (2), (6) and the inequlity w(T ) ≤ η(T ), thaṫ
Claim 1 is proved.
Claim 2. One has T = ∞. Claim 2 guarantees the existence of a nonnegative solution to inequality (1) for all t ≥ t 0 . Also, it guarantees the global existence for any solution to inequality (1) satisfying (3).
Proof of Claim 2. Assume the contrary, i.e., T < ∞. From the definition of T and the continuity of w and η one gets
It follows from inequality (16) and Claim 1 thaṫ
This implies
Since w(t 0 ) < η(t 0 ) by assumption (3), it follows from inequality (18) that
Inequality (19) and inequality (17) with t = T imply that there exists an ǫ > 0 such that
This contradicts the definition of T in (15), and the contradiction proves the desired conclusion T = ∞. Claim 2 is proved. 2 It follows from the definitions of η(t) and w(t) and from the relation T = ∞ that
Theorem 1 is proved. 2
Theorem 2 Let α, β, γ and g be as in Theorem 1,
, and let conditions (2) holds. Assume also that
Then the following inequality holds:
Proof. By Theorem 1 it suffices to assume g(t 0 )µ(t 0 ) = 1. Make the substitutions w(t) := g(t)e . The equality g(t 0 )µ(t 0 ) = 1 implies
Let us show that T = ∞. Assume the contrary, i.e., T < ∞. Then one has w(t) ≤ η(t), ∀t ∈ [t 0 , T ], w(T ) = η(T ), and w(T + δ) > η(T + δ) for some sufficiently small δ ∈ (0, δ 1 ), for any fixed δ 1 > 0. Let h ǫ (t) solve the following problem:
where ǫ > 0 is sufficiently small. Let
Equation (25) impliesk
It follows from Theorem 1 with g := h ǫ that
. Thus, we have the inequality:
Define
. From inequality (6) and equation (26) one gets the following inequalityv
Here an elementary inequality
Here, we have used the formula v ǫ (T ) = ǫe
γ(s)ds . It follows from (30) and (28) that
This contradiction implies that T = ∞. Theorem (2) is proved. 2
Corollary 3 Let α(t), β(t) and γ(t) are continuous functions on [t 0 , ∞) and α(t) ≥ 0,
Consequently, if lim t→∞ µ(t) = ∞, then
Let us consider a discrete analog of Theorem 1. We wish to study the following inequality:
and the inequality:
where g n , β n , γ n and α n are positive sequences of real numbers. Under suitable assumptions on α n , β n and γ n , we obtain an upper bound for g n as n → ∞. In particular, we give sufficient conditions for lim n→∞ g n = 0, and estimate the rate of decay of g n as n → ∞. This result can be used in a study of evolution problems, in a study of iterative processes, and in a study of nonlinear PDE.
Theorem 4 Let α n , γ n and g n be nonnegative sequences of numbers, and the following inequality holds:
or, equivalently,
If there is a monotonically growing sequence of positive numbers (µ n ) ∞ n=1 , such that the following conditions hold:
Therefore, if lim n→∞ µ n = ∞, then lim n→∞ g n = 0.
Proof. Let us prove (41) by induction. Inequality (41) holds for n = 0 by assumption (40). Suppose that (41) holds for all n ≤ m. From inequalities (37), (39), and from the induction hypothesis g n ≤ 1 µn , n ≤ m, one gets
Therefore, inequality (41) holds for n = m + 1. Thus, inequality (41) holds for all n ≥ 0 by induction. Theorem 4 is proved. 2
Corollary 5 Let α n , γ n and g n be nonnegative sequences of numbers, and the following inequality holds:
Setting h n = 1 in Theorem 4, one obtains the following result:
Theorem 6 Let α, β, γ n and g n be sequences of nonnegative numbers, and
If there is a monotonically growing sequence (µ n ) ∞ n=1 > 0 such that the following conditions hold
We have the following corollary Theorem 7 Let α, β, γ n and g n be sequences of nonnegative numbers, and
Applications
Let F : H → H be a Fréchet-differentiable map in a real Hilbert space H. Assume that sup u∈B(u 0 ,R)
where M is a constant, B(u 0 , R) := {u : u − u 0 ≤ R}, u 0 ∈ H is some element, R > 0, and there is no restriction on the growth of M (R) as R → ∞, i.e., arbitrary fast growing nonlinearities F are admissible. Consider the equation:
Let equation (57) have a solution, possibly non-unique, and denote by y be the unique minimal-norm solution to (57). If F is monotone and continuous, then N f := {u : F (u) = f } is a closed convex set in H (see, e.g., [2] ). Such a set in a Hilbert space has a unique minimal-norm element. So, the solution y is well defined. Let us assume that
where 1 < p < 2. For brevity let us denote
The main result in this Section is the following Theorem: 
where A := F ′ (u(t)) and A a := A + aI. Then
Let us recall the following result (see [2] , p.112):
Lemma 9 Assume that equation (57) is solvable, y is its minimal-norm solution, and the operator F is monotone and continuous. Then
where V a solves the equation
and a ∈ (0, ∞) is a parameter.
Lemma 10 Let M p , c 1 and g 0 be nonnegative constants and p ∈ (1, 2). Then there exist a positive constant λ > 0 and a monotonically decaying function a(t) > 0, a(t) ց 0, such that the following conditions hold:
Proof. Choose the function a(t) and positive constants b, c and d such that
where the constant d > 0 will be specified later. Then
Thus, inequality (63) holds if
where the relation q(p − 1) = 1 was used. Choose λ ≥ (4M p ) q . Then inequality (63) is satisfied for any d > 0. Choose
Then inequality (65) is satisfied. From the relations (66) and inequalities (69) and (67), one gets
where inequality (67) was used. This implies inequality (64). Lemma 10 is proved. 2
Remark 11
One can choose d and λ so that the quantity
Indeed, using inequality (68) one can choose
Using inequality (69) one can choose
It follows from (71) and (72) and the assumption p ∈ (1, 2) that the quantity
Proof. [Proof of Theorem 8] Denote
where V (t) solves equation (62) with a = a(t). Equation (60) can be rewritten aṡ
From inequality (59) one gets
Multiplying (74) by w and using (75), one obtains
Multiply equation (62) (with a = a(t)) by V − y and use the monotonicity of F to get
It follows from this inequality that
Differentiating equation (62) (with a = a(t)) with respect to t, one gets
This inequality and inequality (78) imply 
This inequality is inequality (1) with γ = 1, α(t) = c 0 a(t) , β(t) = c 1 |ȧ(t)| a(t) .
Let us now apply Corollary 3 with
where λ and a(t) satisfy conditions (63)-(65). From inequalities (63)-(65) and Corollary 3 one concludes that g(t) < a(t) λ .
From the triangle inequality one gets u(t) − y ≤ u(t) − V (t) + V (t) − y .
One has:
Using (86), one gets V (t) − y ≤ V (t) + y ≤ 2 y .
Inequalities (85)- (87), imply the following estimates:
By Remark 11 one can choose d and λ such that the quantity a(0) λ is uniformly bounded as M p → ∞. Thus, one concludes that R can be chosen independently of M p = M p (R). Inequality (88) implies that the trajectory of u(t) stays for all t ≥ 0 inside a ball B(y, R), where R is a sufficiently large fixed number.
Since a(t) → 0 as t → ∞, it follows from the first inequality in (88) and Lemma 9 that lim t→∞ u(t) − y = 0,
where we took into account that V (t) = V a(t) . Theorem 8 is proved. 2
