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a b s t r a c t
A great deal of research has been done on production planning and sourcing problems,
most of which concern deterministic or stochastic demand and cost situations and single
period systems. In this paper, we consider a new class of multi-period production planning
and sourcing problem with credibility service levels, in which a manufacturer has a
number of plants and subcontractors and has to meet the product demand according to
the credibility service levels set by its customers. In the proposed problem, demands and
costs are uncertain and assumed to be fuzzy variables with known possibility distributions.
The objective of the problem is to minimize the total expected cost, including the
expected value of the sum of the inventory holding and production cost in the planning
horizon. Because the proposed problem is too complex to apply conventional optimization
algorithms, we suggest an approximation approach (AA) to evaluate the objective function.
After that, two algorithms are designed to solve the proposed production planning
problem. The first is a PSO algorithm combining the AA, and the second is a hybrid PSO
algorithm integrating theAA, neural network (NN) and PSO. Finally, one numerical example
is provided to compare the effectiveness of the proposed two algorithms.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Production planning is viewed as the plans and arrangements of the production mission and progress in production
scheduled time. In recent years, production planning – especially uncertain production planning – has been studied
widely in the field of production planning management. Galbraith [1] defined uncertainty as the difference between
the amount of information required to perform a task and the amount of information already possessed. In the real
world, there are many forms of uncertainty that affect production processes. Ho [2] categorized them into two groups:
(i) environmental uncertainty and (ii) system uncertainty. Environmental uncertainty included uncertainties beyond the
production process such as demand uncertainty and supply uncertainty. System uncertainty was related to uncertainties
within the production process such as operation yield uncertainty, production lead time uncertainty, quality uncertainty,
failure of production system and change to product structure. Uncertainty can be present as randomness and fuzziness
in the production environment. This uncertainty will result in more realistic production planning models. However, the
inclusion of uncertainty in the production system parameters is a more difficult task in terms of modeling and solving. Over
the years, there has been much research and many applications with the aim of modeling the uncertainty in production
planning problems, such as the material requirements planning (MRP) model [3,4], the hierarchical production planning
(HPP) model [5,6], the aggregate production planning (APP) model [7–9], the supply chain (SC) model [10,11] and other
well-known production planning models in the literature [12–15].
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In order to handle probabilistic uncertainty in the production decision systems, some meaningful stochastic production
planningmodels have been proposed in the literature such as [12]. They dealtwith a stochastic production planning problem
with service level requirements, and provided non-sequential and deterministic equivalent formulations of themodel. Kelly,
Clendenen andDardeau [16] extended the economic lot scheduling problem for the single-machinemulti-product casewith
random demands. Their objective was to find the optimal length of production cycles that minimizes the sum of set-up
costs and inventory holding costs per unit of time, and satisfy the demand of products at the required service levels. Zäpfel
[14] claimed that MRP II systems could be inadequate for the solution of production planning problems with uncertain
demand because of the insufficiently supported aggregation/disaggregation process. The paper then proposed a procedure
to generate an aggregate plan and a consistent disaggregate plan for the Master Production Schedule.
In fuzzy decision systems, fuzzy production planning models have been considered bymany researchers. Based on fuzzy
set theory and possibility theory [17–20], many researchers applied them to fuzzy optimization models such as [7,9,21,
22]. Among them, Wang and Fang [7] presented a fuzzy linear programming model for solving the aggregate production
planning problem with multiple objectives. Gen and Tsujimura [9] proposed a fuzzy model with multiple objectives for
aggregate planning, with objective function coefficients, technological coefficients, and resource right-hand side constraints
represented by triangular fuzzy numbers. Tanaka et al. [21] transformed possibilistic linear programming problems based on
exponential possibility distributions into non-linear optimization problems. In order to solve optimization problems easily,
algorithms for obtaining center vectors and distributionmatrices in sequencewere proposed. Shih [22] resolved the cement
transportation planning problemusing fuzzy linear programmingmethods. Three types of fuzzy linear programmingmodels
were used to determine the optimal transportation amount and the capacity of new facilities.
The purpose of this paper is to present a realistic production planning model. We take credibility theory [23–25] as
the theoretical foundation of fuzzy optimization and develop a multi-period production planning and sourcing problem
with a credibility service levels model, in which demands and costs are uncertain and assumed to be fuzzy variables with
known possibility distributions. The objective of the problem is to minimize the total expected cost, including the expected
value of the sum of the inventory holding and production cost in the planning horizon. Also, we transform the credibility
constraint into its crisp equivalent form when demands are independent normal fuzzy variables. Then, we suggest an AA
to evaluate the objective function. Since the approximating production planning problem is neither linear nor convex,
conventional optimization algorithms cannot be applied. Therefore, two approximation-based algorithms are designed to
solve the proposed production planning problem. The first is the PSO algorithm which integrates the AA [26] and PSO [27,
28], and the second is the hybrid PSO algorithm which combines the AA, neural network (NN) and PSO. One numerical
example is also provided to compare the effectiveness of the two algorithms.
The rest of this paper is organized as follows. In Section 2, we recall some preliminary knowledge. Section 3 proposes
a new class of fuzzy production planning model. In Section 4, we employ the AA to discretize the objective function of
the fuzzy production planning model, and deal with the convergence of the AA. The convergent result allows us to design
two approximation-based PSO algorithms to solve the proposed fuzzy production planning problem in Section 5, and one
numerical example is provided in this section to compare the effectiveness of the two algorithms. Section 6 summarizes the
main results in this paper.
2. Preliminaries
Given a universe Γ ,P (Γ ) is the power set of Γ and Pos is a set function defined onP (Γ ). Let ξ be a fuzzy variable with
membership function µ(x) and r a real number. Then the possibility measure of a fuzzy event {ξ ≤ r} is defined as
Pos{ξ ≤ r} = sup
x≤r
µ(x)
for any real number r .
The credibility measure [23] of the fuzzy event {ξ ≤ r}was defined as
Cr{ξ ≤ r} = 1
2
(
1+ sup
x≤r
µ(x)− sup
x>r
µ(x)
)
for any real number r .
Using credibility measure, the expected value of the fuzzy variable ξ , denoted by E[ξ ], was defined as
E[ξ ] =
∫ ∞
0
Cr{ξ ≥ r}dr −
∫ 0
−∞
Cr{ξ ≤ r}dr
provided that at least one of the two integrals is finite.
In particular, if ξ is a finite discrete fuzzy variable with the following membership function
µξ (x) =

µ1, if x = ξ̂1
µ2, if x = ξ̂2
· · ·
µn, if x = ξ̂n
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such that µi = Pos
{
ξ = ξ̂i
}
> 0, and maxni=1 µi = 1. Assume that ξ̂i, i = 1, 2, . . . , n satisfy the condition ξ̂1 ≤ ξ̂2 ≤ · · · ≤
ξ̂n, then the expected value becomes
E[ξ ] =
n∑
i=1
wîξi,
where the weightswi, i = 1, 2, . . . , n are given by
wi = 12
(
i
max
j=1
µj − i−1max
j=0
µj
)
+ 1
2
(
n
max
j=i
µj − n+1max
j=i+1
µj
)
with µ0 = µn+1 = 0. It is easy to verify that allwi ≥ 0, and∑ni=1wi = maxni=1 µi = 1.
3. Problem formulation
In this section, we will construct a new type of fuzzy programming model of a multi-period production planning and
sourcing problem with fuzzy parameters. The characteristic of this manufacturing system can be summarized as follows.
• There areN types of production sources (plants and subcontractors) in the system, and the decision of production levels
to meet market demand with the minimum cost must be taken for T periods. The demand in each period is uncertain and
is characterized by a fuzzy variable with known possibility distribution.
• The costs that are used in the model’s objective function consist of production cost and inventory carrying cost.
The production and inventory cost coefficients are not known exactly and assumed to be represented by fuzzy variables.
In general, we assume fuzzy demands and production and inventory cost coefficients in different periods are mutually
independent [29].
• Constraints on the performance (related to backorders) of the system are imposed by requiring service levels which
force the credibility of having no stock out to be greater than or equal to a predetermined service level requirement in each
period.
The following indices and parameters are used to describe the model.
Indices:
i: index of sources, i = 1, 2, . . .N;
t: index of periods, t = 1, 2, . . . T .
Parameters:
τi,t : the fuzzy unit production cost at source i in period t;
ηt : the fuzzy unit cost of inventories in period t;
It : the inventory level at the end of period t;
ξt : the fuzzy demand for the specific product in period t;
αt : the credibility service level requirement in period t .
Decision variables:
xi,t : the production quantities at source i in period t .
Objective function:
The objective function includes the following costs:
The total inventory cost during T periods:
T∑
t=1
ηt I+t ;
The total production cost from N sources during T periods:
N∑
i=1
T∑
t=1
τi,txi,t .
As a consequence, the objective is to minimize the total cost
T∑
t=1
ηt I+t +
N∑
i=1
T∑
t=1
τi,txi,t .
Constraints:
I: The inventory balance equation for each period is
It = It−1 +
N∑
i=1
xi,t − ξt , t = 1, . . . , T .
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According to the recursive relation in inventory balance equation, it can be represented as
It = I0 +
N∑
i=1
t∑
j=1
xi,j −
t∑
j=1
ξj, t = 1, . . . , T ,
which denotes the inventory level at the end of period t .
II: The credibility service level constraint in each period is
Cr{It ≥ 0} ≥ αt , t = 1, . . . , T ,
which imposes the credibility of the fuzzy event that inventory level at the end of period t is not negative more than the
predetermined service level requirement in each period.
III:
xi,t ≥ 0, i = 1, . . . ,N, t = 1, . . . , T .
The constraints state that the production quantities cannot be negative.
In this paper, we provide a new expected value approach to establishing a meaningful production planning and sourcing
problem with credibility service levels. We adopt the expected value criterion on the objective function to build the N-
product source, T -period production planning model, as follows:
min E
[
T∑
t=1
ηt I+t +
N∑
i=1
T∑
t=1
τi,txi,t
]
subject to:
Cr{It ≥ 0} ≥ αt , t = 1, . . . , T
xi,t ≥ 0, i = 1, . . . ,N, t = 1, . . . , T
I+t = max{0, It}, t = 1, . . . , T ,
(1)
where It = It−1 +∑Ni=1 xi,t − ξt , fuzzy vector ξ(γ ) = (η1(γ ), . . . ηT (γ ), τ1,1(γ ), . . . τN,T (γ ), ξ1(γ ), . . . ξT (γ )) is obtained
by piecing together the fuzzy components of the production planning problem data ηt(γ ), τi,t(γ ) and ξt(γ ) in problem (1).
From the discussion above, the major differences between the fuzzy production planning problem and the stochastic
production planning problem are summarized as follows:
• The uncertain data in fuzzy production planning problem are fuzzy variables with known possibility distributions,
while the uncertain data in the stochastic production planning problem are random variables with known probability
distributions. From the computation of the expected value of a fuzzy variable in [23],we can see that it is completely different
from that of the expected value of a random variable. Therefore the solution method developed for stochastic programming
problems cannot be applied to fuzzy ones.
• The service level requirements in the fuzzy production planning problem are the computation of the credibility levels
of fuzzy events, while in the stochastic problem, it is the computation of the probability levels of stochastic events. From the
computation of credibility in [23], we can see it is quite different from that of probability.
These differences lead to an inability to apply the solution techniques developed for stochastic production planning
problems to the fuzzy ones. To overcome the difficulties, we attempt to employ a PSO algorithm in Section 4 for solving the
proposed production planning problem.
4. Solution methods
Since the fuzzy production planning problem in Section 3 is not generally a convex programming one, the conventional
optimization methods usually fail to find a global optimal solution of the problem. In order to solve the problem, we
suggest two algorithms to solve the proposed fuzzy production planning problem. The first is an approximation-based PSO
algorithm, and the second is a hybrid PSO algorithm combining AA, NN and PSO.
4.1. Handling the credibility constraints
In some special cases, we may transform the credibility constraint into its crisp equivalent form.
Theorem 1. Let ξ be a normal fuzzy variable with the possibility distribution µξ (r) = exp
(−(r − a)2/σ 2), a ∈ R, σ > 0.
Then, for any given credibility level α ∈ (0, 1], we have:
(i) When α < 0.5, Cr{ξ ≤ t} ≥ α if and only if (t − a)2 + σ 2 ln 2α ≤ 0;
(ii) When α ≥ 0.5, Cr{ξ ≤ t} ≥ α if and only if (t − a)2 + σ 2 ln 2(1− α) ≥ 0.
Proof. From the possibility distribution of ξ and the computation method of Cr{ξ ≤ t}, we can obtain
Cr{ξ ≤ t} =

1− 1
2
exp
(−(t − a)2/σ 2) if t ≥ a
1
2
exp
(−(t − a)2/σ 2) if t < a.
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When α < 0.5, we have:
1
2
exp
(−(t − a)2/σ 2) ≥ α,
i.e.,
exp
(−(t − a)2/σ 2) ≥ 2α,
therefore, we can obtain
−(t − a)2/σ 2 ≥ ln 2α,
i.e.
(t − a)2 + σ 2 ln 2α ≤ 0.
Similarly, when α ≥ 0.5, we can obtain the deterministic form of Cr{ξ ≤ t} ≥ α as follows:
(t − a)2 + σ 2 ln 2(1− α) ≥ 0. 
According to Theorem 1, we can obtain the more general results.
Theorem 2. Let
g(x, ξ) = f1(x)ξ1 + f2(x)ξ2 + · · · fn(x)ξn + f0(x),
where ξk, k = 1, 2, . . . n, are mutually independent normal fuzzy variables with the following possibility distribution functions
µξ (r) = exp
(−(r − ak)2/σ 2k ) , ak ∈ R, σk > 0, k = 1, 2, . . . n.
If f +k (x) = fk(x)
∨
0 and f −k (x) = −fk(x)
∨
0, k = 1, 2, . . . n, then, for any given credibility level α ∈ (0, 1], we have:
(a) When α < 0.5, Cr{g(x, ξ) ≤ 0} ≥ α if and only if(
−f0(x)−
n∑
k=1
akf +k (x)+
n∑
k=1
akf −k (x)
)2
+
(
n∑
k=1
σkf +k (x)−
n∑
k=1
σkf −k (x)
)2
ln 2α ≤ 0;
(b) When α ≥ 0.5, Cr{g(x, ξ) ≤ 0} ≥ α if and only if(
−f0(x)−
n∑
k=1
akf +k (x)+
n∑
k=1
akf −k (x)
)2
+
(
n∑
k=1
σkf +k (x)−
n∑
k=1
σkf −k (x)
)2
ln 2(1− α) ≥ 0.
Proof. By the negativity of f +k (x) and f
−
k (x), and f (x) = f +k (x)− f −k (x), we have
g(x, ξ) =
n∑
k=1
f (x)ξk + f0(x)
=
n∑
k=1
[
f +k (x)− f −k (x)
]
ξk + f0(x)
=
n∑
k=1
[
f +k (x)ξk + f −k (x)ξ ′k
]+ f0(x)
where ξ ′k are normal fuzzy variables with the parameters (−ak,−σk), k = 1, 2, . . . n. According to the com-
putation rule of normal fuzzy variables [20], g(x, ξ) − f0(x) is also a normal fuzzy variable with the parameter(∑n
k=1
[
f +k (x)ak − f −k (x)ak
]
,
∑n
k=1
[
f +k (x)σk − f −k (x)σk
])
. It follows from Theorem 1 that the assertion can be proved. 
The credibility service levels
Cr{It ≥ 0} ≥ αt , t = 1, . . . , T
can be represented as
Cr
{
I0 +
N∑
i=1
t∑
j=1
xi,j −
t∑
j=1
ξj ≥ 0
}
≥ αt , t = 1, . . . , T .
For simplicity, assume ξj are normal fuzzy variables with the parameters (aj, σj), j = 1, 2, . . . T . When the fuzzy demands
aremutually independent normal fuzzy variables andαt ≥ 0.5, t = 1, . . . , T , according to Theorem2, the credibility service
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levels become the following deterministic equivalent constraints(
I0 +
N∑
i=1
t∑
j=1
xi,j −
n∑
j=1
aj
)2
+
(
T∑
j=1
σj
)2
ln 2(1− αt) ≥ 0, t = 1, . . . , T .
Therefore, model (1) becomes the following equivalent one
min E
[
T∑
t=1
ηt I+t
]
+ E
[
N∑
i=1
T∑
t=1
τi,txi,t
]
subject to:(
I0 +
N∑
i=1
t∑
j=1
xi,j −
T∑
j=1
aj
)2
+
(
T∑
j=1
σj
)2
ln 2(1− αt) ≥ 0, t = 1, . . . , T
xi,t ≥ 0, i = 1, . . . ,N, t = 1, . . . , T
I+t = max{0, It}, t = 1, . . . , T ,
(2)
where It = It−1 +∑Ni=1 xi,t − ξt , t = 1, . . . , T .
4.2. Evaluating objective function by approximation approach
Let
C(x, ξ(γ )) =
T∑
t=1
ηt I+t +
N∑
i=1
T∑
t=1
τi,txi,t , (3)
Eξ [C(x, ξ(γ ))] = E
[
T∑
t=1
ηt I+t
]
+ E
[
N∑
i=1
T∑
t=1
τi,txi,t
]
(4)
where ηt(γ ), τi,t(γ ) and ξt(γ ) are mutually independent fuzzy variables. Denote
Q (x, ξ(γ )) =
T∑
t=1
ηt I+t ,Q(x) = E[Q (x, ξ(γ ))]. (5)
In order to solve the production planning problem, it is only required to evaluate the inventory cost function
Q : x→ E[Q (x, ξ(γ ))] (6)
where ξ(γ ) = (η1(γ ), η2(γ ) . . . , ηT (γ ), ξ1(γ ), ξ2(γ ), . . . ξT (γ )) is the fuzzy vector obtained by piecing together fuzzy
inventory cost and fuzzy demands in fuzzy production planning problem (2). For any given x, we can evaluate the value of
the functionQ(x) at x according to the following two cases.
Case I: If ξ = (ξ1, . . . , ξ2T ) is a discrete fuzzy vector taking valueswith possibilityµi, i = 1, 2, . . . 2T , andmax1≤i≤2T µi =
1, then, for each outcome value ξ̂i of ξ, we can obtain the value of Q (x, ξ̂i).
Without any loss of generality, we assume that the indexing of the values ofQ (x, ξ̂i) has been done in an increasing order,
i.e. Q (x, ξ̂1) ≤ Q (x, ξ̂2) ≤ · · · ≤ Q (x, ξ̂2T ), then the expected value Q (x) is given by
Q(x) =
2T∑
i=1
wi Q
(
x, ξ̂i
)
(7)
where the weightswi, i = 1, 2, . . . , 2T are given by
wi = 12
(
i
max
j=1
µj − i−1max
j=0
µj
)
+ 1
2
(
2T
max
j=i
µj − 2T+1max
j=i+1
µj
)
. (8)
Case II: Suppose that ξ = (ξ1, ξ2, . . . , ξ2T ) is a continuous fuzzy vector with the following infinite support Ξ =∏2T
j=1[aj, bj], [aj, bj] is the support of ξj. In this case, we will try to use the approximation approach [26] to approximate
the possibility distribution function of ξ by a sequence of possibility distribution functions of discrete fuzzy vectors {ζs}. The
detailed approach can be described as follows.
For each integer s, we will define the discrete fuzzy vector ζs = (ζs,1, ζs,2, . . . , ζs,2T ) by the following method:
For each j ∈ {1, 2, . . . , 2T }, define fuzzy variables ζs,j = gs,j(ξj) for s = 1, 2, . . ., where the function gs,j is as follows
gs,j(uj) = sup
{
kj
s
|kj ∈ Z, s.t.kjs ≤ uj
}
, uj ∈ [aj, bj]
and Z is the set of integers.
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Moreover, for each j, 1 ≤ j ≤ 2T , by the definition of ζs,j, as ξj takes its values in [aj, bj], the fuzzy vector ζs,j takes its
values in the set
{
(kj/s) | kj = [saj], [saj] + 1, . . . , Kj
}
, where [r] is the maximal integer such that [r] ≤ r , and Kj = sbj − 1
or [sbj] according as sbj is an integer or not an integer. What’s more, for each integer kj, the fuzzy vector ζs,j takes the value
kj/s as ξj takes its values in the interval [kj/s, (kj + 1)/s). Therefore, the possibility distribution of the fuzzy variable ζs,j,
denoted νs,j is
νs,j
(
kj
s
)
= Pos
{
γ | kj
s
≤ ξj(γ ) < kj + 1s
}
for kj = [saj], [saj] + 1, . . . , Kj. From the construction of ζs,j, for each γ ∈ Γ , we have
ξj(γ )− 1s < ζs,j(γ ) ≤ ξj(γ )
and j = 1, 2, . . . , 2T . Therefore, we have
|ξj(γ )− ζs,j(γ )| < 1s .
Note that ξ and ζs are 2T -ary fuzzy vectors, and ξj and ζs,j are their jth components, respectively. Then we have
‖ζs(γ )− ξ(γ )‖ =
√√√√ 2T∑
j=1
(ζs,j(γ )− ξj(γ ))2 ≤
√
2T
s
, γ ∈ Γ ,
which implies that the sequence {ζs} of fuzzy vectors converges to fuzzy vector ξ uniformly.
We now provide an example to illustrate the AA described above.
Example 1. Suppose T = 2, η1 = η2 = 1, ξ1 and ξ2 are mutually independent normal fuzzy variables, their possibility
distribution functions are exp(−(r−3)2/0.52), r ∈ [2, 4], and exp(−(r−6)2/0.52), r ∈ [5, 7], respectively. In this case,we
denote that ξ = (ξ1, ξ2). Determine the possibility distributions of the discrete fuzzy vectors ζs = (ζs,1, ζs,2), s = 1, 2, . . .,
where the fuzzy variables ζs,i = gs,i(ξi), i = 1, 2, with
gs ,1(u1) = sup
{
k1
s
| k1 ∈ Z, s.t.k1s ≤ u1
}
, u1 ∈ [2, 4],
and
gs ,2(u2) = sup
{
k2
s
| k2 ∈ Z, s.t.k2s ≤ u2
}
, u2 ∈ [5, 7].
We first deduce the possibility distributions of fuzzy variables ζs,1, s = 1, 2, . . . .
Let s = 1. Then fuzzy variable ζ1,1 takes the value 2 as ξ1 takes its value in [2, 3), and takes the value 3 as ξ1 takes its
value in [3, 4]. Therefore, we have
ν1,1(2) = Pos {2 ≤ ξ1 < 3} = 1; ν1,1(3) = Pos {3 ≤ ξ1 ≤ 4} = 1
i.e., the fuzzy variable ζ1,1 takes on values 2 and 3 with possibility 1 each.
Let s = 2. Then fuzzy variable ζ2,1 takes the values: 2, 2.5, 3 and 3.5 as the fuzzy variable ξ1 takes its values in the intervals
[2, 2.5), [2.5, 3), [3, 3.5) and [3.5, 4], respectively. Therefore, we have
ν2,1(2) = Pos {2 ≤ ξ1 < 2.5} = e−1; ν2,1(2.5) = Pos {2.5 ≤ ξ1 < 3} = 1;
ν2,1(3) = Pos {3 ≤ ξ1 < 3.5} = 1; ν2,1(3.5) = Pos {3.5 ≤ ξ1 ≤ 4} = e−1
i.e., the fuzzy variable ζ2,1 takes on values 2, 2.5, 3, and 3.5 with possibility e−1, 1, 1 and e−1, respectively.
Generally, the fuzzy variable ζs,1 takes on values k1/s, k1 = 2s, s+ 1, . . . , 4s, and the possibility that ζs,1 takes the value
k1/s is
νs,1
(
k1
s
)
=

exp
(
−
(
k1 + 1
s
− 3
)2/
0.52
)
, if 2s ≤ k1 < 3s
exp
(
−
(
k1
s
− 3
)2/
0.52
)
, if 3s ≤ k1 ≤ 4s
0, otherwise.
(9)
Also, by the definition of ζs,1, one has
ξ1 − 1s < ζs,1 < ξ1, s = 1, 2, . . . . (10)
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Using the similar method, we can obtain the possibility distributions of fuzzy variables ζs,2
νs,2
(
k2
s
)
=

exp
(
−
(
k2 + 1
s
− 6
)2/
0.52
)
, if 5s ≤ k2 < 6s
exp
(
−
(
k2
s
− 6
)2/
0.52
)
, if 6s ≤ k2 ≤ 7s
0, otherwise.
(11)
and the link between ζs,2 and ξ2
ξ2 − 1s < ζs,2 < ξ2, s = 1, 2, . . . . (12)
By (9) and (11), the possibility distribution of fuzzy vector ζs = (ζs,1, ζs,2), denoted µs, is obtained as follows:
µs
(
k1
s
,
k2
s
)
=

min
{
exp
(
−
(
k1 + 1
s
− 3
)2/
0.52
)
, exp
(
−
(
k2 + 1
s
− 6
)2/
0.52
)}
, if 2s ≤ k1 < 3s,
5s ≤ k2 < 6s
min
{
exp
(
−
(
k1 + 1
s
− 3
)2/
0.52
)
, exp
(
−
(
k2
s
− 6
)2/
0.52
)}
, if 2s ≤ k1 < 3s,
6s ≤ k2 ≤ 7s
min
{
exp
(
−
(
k1
s
− 3
)2/
0.52
)
, exp
(
−
(
k2 + 1
s
− 6
)2/
0.52
)}
, if 3s ≤ k1 ≤ 4s,
5s ≤ k2 < 6s
min
{
exp
(
−
(
k1
s
− 3
)2/
0.52
)
, exp
(
−
(
k2
s
− 6
)2/
0.52
)}
, if 3s ≤ k1 ≤ 4s,
6s ≤ k2 ≤ 7s
0, otherwise.
In addition, it follows from (10) and (12)that
‖ζs − ξ‖ =
√
(ζs ,1−ξ1)2 + (ζs ,2−ξ2)2 <
√
2
s
,
which implies that the sequence {ζs} of the discrete fuzzy vectors converges uniformly to the continuous fuzzy vector ξ.
We now give the computation of the objective function according to the method proposed above. Let ζs be the
discretization of the fuzzy vector ξ. For each fixed s, the vector ζs takes on K values ζˆ
k
s =
(
ζˆ ks,1, ζˆ
k
s,2, . . . , ζˆ
k
s,2T
)
, k =
1, 2, . . . , K , with K = K1K2 . . . K2T , where Ki is the number of discrete points of ξi, i = 1, 2, . . . , 2T . The process to estimate
the objective function is summarized as
Approximation method
Step 1. Generate K points ζˆ
k
s =
(
ζˆ ks,1, ζˆ
k
s,2, . . . , ζˆ
k
s,2T
)
from the supportΞ of ξ for k = 1, 2, . . . , K ;
Step 2. Calculate gs(ζˆ ks ) for k = 1, 2, . . . , K ;
Step 3. Set νk = νs,1
(
ζˆ ks,1
)
∧ νs,2
(
ζˆ ks,2
)
∧ . . . ∧ νs,2T
(
ζˆ ks,2T
)
and Qk = Q
(
x, ζ ks
)
for k = 1, 2, . . . , K ;
Step 4. Rearrange the subscript k of νk and Q (x, ζ ks ) such that Q1 ≤ Q2 ≤ · · · ≤ QK for k = 1, 2, . . . , K ;
Step 5. Calculatewk according to (8) for k = 1, 2, . . . , K ;
Step 6. ReturnQ(x) via the estimation formula (7).
In what follows, we refer to the sequence {ζs} of discrete fuzzy vector as the discretization of the fuzzy vector ξ.
The convergence of AA is ensured by the following theorem. As a consequence, the original objective function
Eξ[Q (x, ξ(γ ))] can be estimated by the approximating objective function Eξ[Q (x, ζs(γ ))] provided that s is sufficiently large.
Theorem 3. Consider fuzzy production planning problem (2). Suppose the fuzzy variables coefficient ξ is a continuous and
bounded fuzzy vector and the sequence {ζs} of fuzzy vectors is the discretization of ξ, then for any given feasible decision x,
we have
lim
s→∞ Eξ[Q (x, ζs(γ ))] = Eξ[Q (x, ξ(γ ))].
Proof. For any given feasible solution x, the suppositions of the theorem satisfy the conditions of [26, Theorem 3]. Thus the
theorem is valid. The proof of the theorem is complete. 
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We now provide an example to help our understanding the result of Theorem 3.
Example 2. Suppose T = 2, η1 = η2 = 1, ξ = (ξ1, ξ2) is the fuzzy vector defined in Example 1, and {ζs} is the discretization
of ξ.
By
Q (x, ξ(γ )) =
T∑
t=1
ηt I+t ,
we have
Q (x, ξ(γ )) = ξ1 + ξ2,
and
Q (x, ζ(γ )) = ζs ,1+ζs ,2 .
Show that
lim
s→∞ Eξ[Q (x, ζs(γ ))] = Eξ[Q (x, ξ(γ ))].
From [23], the expected value of a normal fuzzy variable with the parameters (a, σ ) is a. Therefore, by the linearity of
the expected value operator [29], we have
E [ξ1 + ξ2] = E [ξ1]+ E [ξ2] = 9.
On the other hand, from Example 1, the fuzzy variable ζs ,1 has the possibility distribution (9). As a consequence, we can
obtain the weights
ωk1 =

1
2
(
exp
(
−
(
k1 + 1
s
− 3
)2/
0.52
)
− exp
(
−
(
k1
s
− 3
)2/
0.52
))
, if 2s ≤ k1 < 3s,
1
2
(
exp
(
−
(
k1
s
− 3
)2/
0.52
)
− exp
(
−
(
k1 + 1
s
− 3
)2/
0.52
))
, if 3s ≤ k1 ≤ 4s
by applying (8). It follows from (7) that the expected value of ζs ,1 is
E[ζs ,1] =
4s∑
k1=2s
wk1
k1
s
=
3s−1∑
k1=2s
wk1
k1
s
+
4s−1∑
k1=3s
wk1
k1
s
= 3
2
+ 3s− 1
2s
.
Similarly, according to the possibility distribution (11) of the fuzzy variable ζs ,2, we deduce
ωk2 =

1
2
(
exp
(
−
(
k2 + 1
s
− 6
)2/
0.52
)
− exp
(
−
(
k2
s
− 6
)2/
0.52
))
, if 5s ≤ k2 < 6s,
1
2
(
exp
(
−
(
k2
s
− 6
)2/
0.52
)
− exp
(
−
(
k2 + 1
s
− 6
)2/
0.52
))
, if 6s ≤ k2 ≤ 7s,
and
E[ζs ,2] =
7s∑
k2=5s
wk2
k2
s
=
6s−1∑
k2=5s
wk2
k2
s
+
7s−1∑
k2=6s
wk2
k2
s
= 3+ 6s− 1
2s
.
By the independence of fuzzy variables (see [29]), we can obtain
E[ζs ,1+ζs ,2] = E[ζs ,1] + E[ζs ,2]
which yields
lim
s→∞ Eζ[ζs ,1+ζs ,2] = 9 = Eξ [ξ1 + ξ2] .
4.3. Particle swarm optimization
PSO algorithm, originally developed in [27], is a method for optimization on metaphor of social behavior of flocks of
birds and/or schools of fish. Compared to other evolutionary algorithms, PSO has a faster convergence rate and many
fewer parameters to adjust, which makes it particularly easy to implement. Recently the PSO algorithm has attracted much
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attention and been successfully applied in the fields of evolutionary computing, unconstrained continuous optimization
problems and many others [28]. As for constrained optimization problems, Dong et al. [30] proposed a PSO algorithm
embedded with a constraint fitness priority-based ranking method.
PSO is based on an n-dimensional of pop_size particles, each of which indicates a possible solution of the problem space.
Each particle has its own best position (pbest) which represents the personal smallest objective value so far at time t . The
global best particle (gbest) represents the best particle found so far at time t in the colony.
As a consequence, the new velocity of the ith particle is updated by the following formula
Vi(t + 1) = ωVi(t)+ c1r1(Pi(t)− Xi(t))+ c2r2(Pg(t)− Xi(t)) (13)
while the new position of the ith particle is renewed by
Xi(t + 1) = Xi(t)+ Vi(t + 1), (14)
where i = 1, 2, . . . , pop_size; ω is called the inertia coefficient; c1 and c2 are learning rates and usually c1 = c2 = 2, r1 and
r2 are are two independent random numbers generated randomly in the unit interval [0, 1]. The solution process of PSO
combined AA is summarized as follows.
Algorithm 1 (PSO Algorithm).
Step 1. Initialize pop_size particles with random positions and velocities, then compute their objective values by AA.
Step 2. Set pbest of each particle and its objective value equal to its current position and objective value, and set gbest and
its objective value equal to the position and objective value of the best initial particle;
Step 3. Renew the velocity and position of each particle according to formulas (13) and (14), respectively.
Step 4. Calculate the objective values for all particles by AA.
Step 5. For each particle, compare the current objective value with that of its pbest. If the current objective value is smaller
than that of pbest, then renew pbest and its objective value with the current position and objective value.
Step 6. Find the best particle of the current swarm with the smallest objective value. If the objective value is smaller than
that of gbest, then renew gbest and its objective value with the position and objective value of the current best
particle.
Step 7. Repeat the third to six steps for a given number of cycles.
Step 8. Return the gbest and its objective value as the optimal solution and the optimal value.
4.4. Hybrid PSO algorithm
So far, we have designed the PSO algorithm combined with AA. During the solution process of PSO, we employ AA to
compute the objective values of all particles. Thus it is a time-consuming process. To speed up the solution process, we
desire to replace the objective function Q(x) by an NN since a trained NN has the ability to approximate functions. In this
paper, we employ the fast BP algorithm to train a feedforward NN to approximate the objective function Q(x). Usually, an
NN with two hidden layers is better in generation than the NN with one hidden layer. But in most applications, an NN with
one hidden layer is enough to be a universal approximator for any integrable functions. Thus, in this paper, we only consider
the NN with input layer, one hidden layer and output layer connected in a feedforward way, in which there are n1 input
neurons in the input layer representing the input values of decision variables, p neurons in the hidden layer and 1 neuron
in the output layer representing the value of the objective function. Let {(xi, yi) | i = 1, 2, . . . , n} be a set of input–output
data generated by AA. The training process is to find the best weight vectorwi that minimizes the following error functions
Err(wi) = 12
n∑
i=1
|F(xi, wi)− yi|, i = 1, 2, . . . , n.
In the following, we incorporate AA, neural network (NN) and particle swarm optimization (PSO) algorithm to produce
a hybrid PSO algorithm for solving the fuzzy production planning problem. In our proposed hybrid PSO algorithm, the
technique of AA is used to generate a set of input–output data for the expected value objective. Using the generated data set,
an NN is trained to approximate the expected value function. After NN is well trained, it is embedded into a PSO algorithm to
produce a hybrid algorithm to search for the optimal solution. Thus, during the solution process of the hybrid PSO algorithm,
the objective value of all particles can be computed by the trained NN instead of AA. It is well-known that a trained NN has
high speed of operations, thusmuch time can be saved by the designed hybrid PSO algorithm. The fact will be demonstrated
in the next section via one numerical example.We now summarize the process of the hybrid PSO algorithm in the following.
Algorithm 2 (A Hybrid PSO Algorithm).
Step 1. Generate a set of input–output data for the expected value function
Q : x→ Eξ [Q (x, ξ(γ ))]
by the proposed AA;
Step 2. Train an NN to approximate the expected value functionQ(x, ξ(γ )) by the generated data;
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Step 3. Initialize pop_size particles with random positions and velocities, and evaluate the objective values for all particles
by the trained NN;
Step 4. Set pbest of each particle and its objective value equal to its current position and objective value, and set gbest and
its objective value equal to the position and objective value of the best initial particle;
Step 5. Renew the velocity and position of each particle according to formulas (13) and (14), respectively;
Step 6. Calculate the objective values for all particles by the trained NN;
Step 7. For each particle, compare the current objective value with that of its pbest. If the current objective value is smaller
than that of pbest, then renew pbest and its objective value with the current position and objective value;
Step 8. Find the best particle of the current swarm with the smallest objective value. If the objective value is smaller than
that of gbest, then renew gbest and its objective value with the position and objective value of the current best
particle;
Step 9. Repeat the fifth to eighth steps for a given number of cycles;
Step 10. Return the gbest and its objective value as the optimal solution and the optimal value.
5. One numerical example
In order to compare the effectiveness of the proposed two algorithms, we consider the following fuzzy production
planning problem with K = T = 6, I0 = 0.
min E
[
6∑
t=1
τt I+t
]
+ E
[
6∑
i=1
6∑
t=1
ηi,txi,t
]
subject to:(
6∑
i=1
xi,1 − 54
)2
+ 9 ln 0.20 ≥ 0,(
6∑
i=1
2∑
j=1
xi,j − 54
)2
+ 9 ln 0.16 ≥ 0,(
6∑
i=1
3∑
j=1
xi,j − 54
)2
+ 9 ln 0.12 ≥ 0,(
6∑
i=1
4∑
j=1
xi,j − 54
)2
+ 9 ln 0.14 ≥ 0,(
6∑
i=1
5∑
j=1
xi,j − 54
)2
+ 9 ln 0.20 ≥ 0,(
6∑
i=1
6∑
j=1
xi,j − 54
)2
+ 9 ln 0.16 ≥ 0,
xi,t ≥ 0, i = 1, . . . , 6 , t = 1, . . . , 6
I+t = max{0, It}, t = 1, . . . , 6,
(15)
where It = It−1 +∑Ni=1 xi,t − ξt , t = 1, . . . , 6.
The required data set for this manufacturing system is collected in Table 1, while the possibility distributions of fuzzy costs
in this production planning problem is provided in Table 1. The demands ξt , t = 1, . . . 6, are normal fuzzy variables with
the following possibility distributions
µξ1 = exp
(
−
(
r − 10
0.5
)2)
, µξ2 = exp
(
−
(
r − 9
0.5
)2)
,
µξ3 = exp
(
−
(
r − 11
0.5
)2)
, µξ4 = exp
(
−
(
r − 9
0.5
)2)
,
µξ5 = exp
(
−
(
r − 8
0.5
)2)
, µξ6 = exp
(
−
(
r − 7
0.5
)2)
.
Also, the fuzzy variables involved in this problem are assumed to be mutually independent.
We first solve the fuzzy production planning problem via PSO algorithm. During the solution process, for each particle x,
we generate 3000 sample points via AA to estimate the objective value of the particle
Q : x→ Eξ [Q (x, ξ(γ ))].
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Table 1
The data set for production planning problem.
Production profit matrix (ηit )
Periods 1 2 3 4 5 6
Product source
1 (4, 7, 10) (5, 9, 11) (5, 7, 9) (6, 8, 10) (3, 7, 10) (4, 7, 11)
2 (7, 9, 11) (5, 7, 9) (8, 10, 12) (4, 7, 10) (3, 6, 9) (5, 7, 10)
3 (3, 7, 11) (4, 6, 8) (5, 7, 9) (2, 4, 6) (8, 10, 12) (7, 8, 12)
4 (8, 10, 12) (7, 9, 11) (5, 8, 9) (6, 9, 12) (3, 5, 8) (5, 7, 12)
5 (5, 8, 13) (5, 7, 10) (3, 6, 9) (3, 5, 8) (5, 10, 12) (5, 7, 12)
6 (2, 6, 9) (5, 8, 10) (4, 8, 12) (3, 5, 10) (2, 7, 12) (5, 7, 12)
Inventory cost matrix (τt )
Periods 1 2 3 4 5 6
(2, 3, 4) (1, 2, 3) (0.5, 1.5, 2.5) (1, 3, 4) (2, 3, 5) (3, 4, 6)
Service level constraints (αt )
Periods 1 2 3 4 5 6
0.90 0.92 0.94 0.93 0.90 0.92
Table 2
Comparison solution of PSO algorithm.
pop_size gen Optimal solution Objective value Error %
30 500 (4.0676, 2.4533, 0.2652, 9.9335, 0.0715, 0.0000, 10.0000, 5.7894, 10.0000, 9.9330,
10.0000, 9.5209, 5.8743, 9.9420, 2.6099, 9.9635, 6.0703, 2.7580, 0.0000, 0.5301,
10.0000, 1.2660, 10.0000, 9.8286, 0.0000, 10.0000, 4.1072, 10.0000, 0.6867, 0.0000,
5.1727, 10.0000, 8.5253, 7.0652, 7.5758, 9.4378)
1517.1689 0.00
30 400 (1.1584, 8.4299, 0.2301, 0.0486, 9.3566, 0.0000, 7.8773, 0.0000, 9.9937, 8.1679,
9.5109, 10.0000, 8.5018, 10.0000, 3.4490, 8.4545, 9.8393, 10.0000, 7.5881, 0.0233,
9.9628, 0.0000, 10.0000, 3.2161, 10.0000, 10.0000, 0.4239, 10.0000, 0.0000, 0.0000,
9.8405, 10.0000, 6.6536, 10.0000, 10.0000, 2.6889)
1540.8826 1.56
35 500 (0.1150, 0.7426, 9.8341, 9.9650, 8.8009, 0.0000, 10.0000, 10.0000, 9.9360, 9.5159,
9.3707, 0.0000, 0.0000, 0.0000, 0.5777, 10.0000, 9.6013, 0.0000, 10.0000, 7.3661,
10.0000, 0.0000, 8.9821, 10.0000, 10.0000, 10.0000, 0.0000, 10.0000, 0.1158,
0.0000, 0.0000, 6.5134, 8.3454, 8.6061, 0.0183, 3.3957)
1541.8240 1.63
35 400 (5.1444, 0.0000, 2.6437, 9.1986, 2.9621, 0.0000, 1.0340, 4.0296, 10.0000, 0.1035,
7.8349, 0.0000, 8.1515, 0.0000, 0.0000, 9.9328, 5.9444, 0.0000, 10.0000, 10.0000,
10.0000, 3.1658, 10.0000, 7.6949, 10.0000, 10.0000, 0.2242, 10.0000, 0.0000,
1.4703, 10.0000, 10.0000, 2.1131, 8.4846, 10.0000, 1.7175)
1560.9036 2.88
30 450 (0.0000, 10.0000, 0.1717, 4.7251, 0.0000, 0.0000, 9.8030, 6.9559, 10.0000, 10.0000,
9.9276, 9.7510, 5.3057, 6.3123, 0.9181, 8.4900, 9.0324, 4.1473, 0.0000, 0.0448,
10.0000, 0.0000, 10.0000, 6.8061, 8.6616, 10.0000, 2.6795, 8.2463, 0.0574, 4.1344,
0.0000, 9.9563, 10.0000, 1.7344, 10.0000, 9.9487)
1528.5236 0.75
35 450 (2.1864, 0.0000, 3.3191, 10.0000, 0.0000, 0.0000, 3.2782, 4.2353, 10.0000, 3.8728,
7.7924, 0.0000, 9.1090, 0.1199, 0.0000, 7.1773, 3.0637, 0.0000, 10.0000, 10.0000,
10.0000, 0.4120, 0.0000, 0.0000, 10.0000, 10.0000, 1.4752, 6.6218, 0.0000, 0.7522,
4.1970, 9.1249, 1.1816, 8.3232, 6.2453, 2.1219)
1546.9537 1.96
To identify the parameters’ influence on the solution quality, a numerical study is made to compare the so-
lutions obtained by running the approximation-based PSO with careful variation of parameters. The computa-
tional results are reported in Table 2, where the parameter ‘relative error’ in the last column is defined as
((optimal value− objective value)/optimal value× 100%) with the the optimal value being the least one of the objective
values in the fourth column. It can be seen from Table 2 that the relative errors do not exceed 3% when various parameters
of PSO are selected, which implies the approximation-based algorithm is robust to parameters settings. However, during
the solution process, we are required to employ AA to compute the objective value of all particles, which results in the solu-
tion process being slow. To speed up the solution process, in the following we use hybrid PSO algorithm to solve the above
problem.
We first generate a set of 3000 input–output data. Then we train an NN via the input–output data to approximate the
expected value function Q(x). After the NN is well-trained, it is embedded into a PSO to produce a hybrid PSO algorithm
to search for the optimal solution. In view of parameters’ influence on solution quality, we compare solutions by careful
variations of parameters in PSO. The computational results of the hybrid PSO algorithm are collected in Table 3, in which the
parameter ‘relative error’ is defined the same as above. From Table 3, we can see that the relative errors do not exceed 3%
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Table 3
Comparison solution of hybrid PSO algorithm.
pop_size gen Optimal solution Objective value Error %
30 500 (8.0119, 6.9352, 7.9598, 2.5985, 0.8854, 3.1683, 2.6895, 7.0059, 1.6315, 1.6901,
4.6548, 2.9025, 7.6225, 3.6019, 0.6304, 3.2533, 4.7925, 8.4013, 4.7769, 0.5215,
7.3680, 4.2480, 4.1300, 3.6324 2.8037, 3.8554, 0.9156, 0.0000, 3.5250, 1.7946,
6.1434, 8.7538, 4.9033, 7.7157, 0.0000, 0.4046)
1542.0952 0.00
30 400 (8.0811, 6.8988, 7.8636, 2.5642, 1.0585, 3.3366, 2.7983, 6.9857, 1.6558, 1.8412,
4.7840, 2.9188, 7.6681, 3.7572, 0.8226, 3.3179, 4.9008, 8.3056, 4.7081, 0.6084,
7.3531, 4.2409, 4.2395, 3.7297, 2.8851, 3.9523, 1.1597, 0.0006, 3.6729, 1.8908,
6.1722, 8.7550, 4.9115, 7.6900, 0.0000, 0.4046)
1561.1645 1.23
35 500 (10.0000, 10.0000, 7.7584, 1.1754, 0.0000, 3.0792, 4.9571, 6.4032, 0.0000, 1.7794,
6.3969, 0.4374, 10.0000, 1.7821, 0.1518, 1.4530, 7.2165, 7.1393, 4.5673, 0.0675,
9.6136, 4.1914, 5.5912, 1.3628, 0.7878, 3.0970, 2.4084, 1.8469, 2.0453, 0.0000,
4.4282, 10.0000, 6.2173, 8.4129, 0.0000, 0.1728)
1564.2169 1.43
35 400 (10.0000, 10.0000, 7.7814, 1.2911, 0.0000, 3.2456,) 4.9635, 6.3200, 0.0000, 1.8891,
6.4977, 0.5691, 10.0000, 1.9941, 0.2492, 1.7819, 7.3642, 7.1693, 4.6878, 0.2222,
9.3965, 4.1660, 5.5401, 1.5492, 0.9301, 1.9302, 2.3173, 0.0000, 3.1560, 2.5011,
4.4477, 9.9999, 6.1238, 8.5291, 0.0000, 0.1728)
1586.2874 2.87
30 450 (8.0449, 6.9110, 7.9143, 2.5978, 0.9860, 3.2417, 2.7698, 7.0007, 1.6770, 1.7634,
4.6769, 2.9121, 7.6412, 3.6613, 0.7166, 3.2903, 4.8392, 8.3659, 4.7666, 0.5598,
7.3725, 4.2402, 4.1894, 3.6730, 2.8511, 3.8914, 1.0251, 0.0000, 3.6051, 1.8311,
6.1622, 8.7540, 4.9103, 7.6974, 0.0000, 0.4046)
1551.9369 0.64
35 450 (10.0000, 10.0000, 7.8186, 1.2413, 0.0000, 3.1375, 5.0053, 6.3736, 0.0000, 1.8598,
6.4313, 0.4801, 4.6343, 1.8712, 0.2150, 1.5970, 7.2898, 7.1827, 5.5655, 0.1262,
9.5761, 4.1491, 5.5680, 1.4301, 0.8400, 1.8800, 2.1639, 0.0000, 3.1521, 2.4500,
4.4424, 9.9984, 6.1773, 8.4141, 0.0000, 0.1728)
1575.2225 2.15
Table 4
Comparison of PSO algorithm and hybrid PSO algorithm.
pop_size gen Objective1 (hybrid PSO) Objective2 (PSO) Deviation (%) Time difference (min)
30 500 1542.0952 1517.1689 1.61 20.10
30 400 1561.1645 1540.8826 1.30 18.50
35 500 1564.2169 1541.8240 1.43 19.60
35 400 1586.2874 1560.9036 1.60 21.50
30 450 1551.9369 1528.5236 1.50 19.60
35 450 1575.2225 1546.9537 1.79 20.80
when various parameters of PSO are selected, which implies that the hybrid PSO algorithm is also robust to the parameters
settings.
Finally, we compare the computational results about PSO and hybrid PSO algorithms. For this purpose, we define two
indices, ‘deviation’ and ‘time difference’. The ‘deviation’ is defined as (objective1− objective2)/objective1× 100%, in which
objective1 is the objective value obtained via hybrid PSO algorithm, and objective2 is the objective value obtained via PSO
algorithm; while the ‘time difference’ is defined as the difference between the solution time consumed by PSO algorithm
and that consumed by hybrid PSO algorithm. The comparison of the two algorithms is provided in Table 4, from which we
can see the deviation about objective values does not exceed 1.8%, but the time difference is about 20 min, which depend on
problem size and the number of sample points discretized via AA. Therefore, much time can be saved if we adopt hybrid
PSO algorithm to solve the proposed production planning problem. From this viewpoint, we can conclude that the hybrid
PSO algorithm is more effective than PSO algorithm.
6. Conclusions
In this paper, we have presented a new class of fuzzy production planning problem. When demands are independent
normal fuzzy variables, we have transformed the credibility constraint into its crisp equivalent form. Since the possibility
distribution of fuzzy variables coefficients has an infinite support in this fuzzy production planning model, the fuzzy
productionplanning problem is inherently an infinite-dimensional optimization one, andwe cannot solve it via conventional
optimization algorithms. To avoid this difficulty, this paper designed two algorithms to solve the proposed production
planning problem. The first is an approximation-based PSO algorithm, and the second is the hybrid PSO algorithm combining
the AA, NN, and PSO algorithm. One numerical example was provided to compare the effectiveness of the two algorithms.
The computational results demonstrated that both algorithms are robust to parameters’ settings, but the hybrid PSO
algorithm can save much time compared with the PSO algorithm. From this viewpoint, we concluded that the designed
hybrid PSO algorithm is more effective than PSO one when we employ them to solve the proposed production planning
problem.
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