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MIN-MAX THEORY FOR G-INVARIANT MINIMAL
HYPERSURFACES
TONGRUI WANG
Abstract. In this paper, we consider a closed Riemannian manifold
Mn+1 with dimension 3 ≤ n+1 ≤ 7, and a compact Lie group G acting
as isometries on M with cohomogeneity at least 3. After adapting the
Almgren-Pitts min-max theory to a G-invariant version, we show the
existence of a nontrivial closed smooth embedded G-invariant minimal
hypersurface generated by the min-max procedure. Moreover, we also
build upper bounds as well as lower bounds of (G, p)-width which are
analogs of the classical conclusions derived by Gromov[9] and Guth[10].
An application of our results combined with the work of Marques-Neves
[22] shows the existence of infinitely many G-invariant minimal hyper-
surfaces when RicM > 0.
1. Introduction
Min-max theory was proposed by Almgren [2][3] in the 1960s to find
minimal hypersurfaces in compact manifolds. Subsequently, Pitts [26] and
Schoen-Simon [29] advanced the theory in the 1980s. The main idea of the
Almgren-Pitts min-max theory is to consider the min-max width defined
with all non-trivial continuous closed curves, namely sweepouts, in the n-
cycle space Zn(M
n+1;E) where E is Z or Z2. After constructing stationary
varifolds realized the min-max width (i.e. weak solutions), they further build
the regularity result in closed manifolds with dimension 3 ≤ n+ 1 ≤ 7.
Thanks to the famous Almgren isomorphism theorem in [2]:
π1(Zn(M ;E)) ∼= Hn+1(M ;E), E = Z or Z2
one can consider maps from a higher parameter space, like RPp, into the
n-cycle space. And, in recent years, plenty of excellent works are based
on these high parameter sweepouts. For example, Marques-Neves have used
this technique to prove the Willmore Conjecture [20] and construct infinitely
many minimal hypersurfaces in manifolds with positive Ricci curvature [22].
Meanwhile, there are also other settings of min-max. In the min-max
setting of C. De Lellis and D. Tasnady [5], a sweepout is a family of gener-
alized hypersurfaces that are smooth except finite points (see [5, Definition
0.2]). Despite the lack of high parameter sweepouts to the author’s knowl-
edge, some topological properties can be controlled under this setting (see
for example [15]).
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When a Lie group G acts by isometries onM , can min-max theory gener-
ate a minimal hypersurface invariant under the action of G ? Jon Pitts and
J. H. Rubinstein firstly announced a version of the equivariant min-max for
finite group acting on 3-dimensional manifolds in [27] and [28]. To the au-
thor’s knowledge, Jon Pitts and J. H. Rubinstein didn’t provide a full proof
and it was Daniel Ketover[14] who finished the construction of G-invariant
min-max for finite G and n+1 = 3. Inspired by Ketover’s work, a more gen-
eral version of G-invariant min-max was built by Z. Liu in [18] considering a
compact connected Lie group G acting as isometries with Cohom(G) 6= 0, 2
on manifolds with dimension 3 ≤ n + 1 ≤ 7. We mention that Liu’s paper
mainly focused on the existence and regularity result of G-invariant minimal
hypersurfaces and the case of Cohom(G) = 1 was treated exceptionally us-
ing an argument with the classification of the orbit space. Meanwhile, both
Ketover and Liu have additional restrictions on the compact Lie group G.
Specifically, Liu needs G to be connected, while Ketover needs the actions
of G to be orientation preserving andM/G is an orientable orbifold without
boundary. We also mention that neither of their results is built under the
Almgren-Pitts settings and thus lack of high parameter sweepouts analogies.
In order to go further than the existence and regularity result, we dedicate
to build the G-invariant min-max theory under the Almgren-Pitts settings
in this paper. Noting n-cycles, rather than generalized hypersurfaces, are
used in the Almgren-Pitts settings, we can not use the local smoothness as
Z. Liu did in [18], which calls requirements for more works in the proof of
existence and regularity results. However, these efforts are worthy because
we can then not only reduce the restriction on the compact Lie group G
but also use high parameter sweepouts to provide additionally the infinitely
existence of min-max minimal G-invariant hypersurfaces in some cases.
Since the key ingredient of the Almgren-Pitts min-max theory is the Alm-
gren’s Isomorphism, one difficulty in building G-invariant min-max theory
is to characterize π1(Z
G
n (M ;Z2)) the fundamental group of the G-invariant
n-cycles space. Meanwhile, due to the abstraction of the space ZGn (M ;Z2),
discrete mappings are used in the Almgren-Pitts min-max theory rather
than continuous mappings, which calls requirement of discretization and in-
terpolation results to build a bridge between discrete and continuous maps.
And historically, the Almgren’s Isomorphism is a corollary of the Almgren’s
interpolation result.
Hence, although we can follow a double cover argument given by Marques-
Neves in [23, Theorem 5.1] to see that π1(Z
G
n (M ;Z2))
∼= Hn+1(M ;Z2) just
like the classical isomorphism, we still need to build the interpolation results
under G-invariant restrictions. Moreover, since the classical interpolation
results given by Pitts [26, Theorem 4.5] and Marques-Neves [20, Theorem
14.2] [22, Theorem 3.7] used M-continuous deformation maps defining on
a triangulation of M , we also need to find a ‘G-equivariant triangulation’
on M as well as G
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conclusions in the space ZGn (M ;Z2). By Illman’s equivariant triangulation
works [11][12][13], we find a G-equivariant triangulation of M with good
property (see Definition 2.1), which allows us to construct deformation maps
by the normal exponential maps exp⊥ of orbits.
Now we present our main results. In this paper, we consider a closed
Riemannian manifold (Mn+1, g
M
) with a compact Lie group G acting as
isometries. After adapting the Almgren-Pitts min-max setting to such man-
ifolds with actions, we prove the following theorem:
Theorem 1.1. Let (Mn+1, g
M
) be a closed Riemannian manifold with a
compact Lie group G acting as isometries of cohomogeneity Cohom(G) ≥ 3.
Suppose 2 ≤ n ≤ 6. Then there exists a closed smooth embedded minimal
hypersurface Σn ⊂Mn+1 that is invariant under the action of G, i.e. g ·x ∈
Σ,∀x ∈ Σ, g ∈ G.
In the work of Marques and Neves [22], a dichotomy theorem was shown
using upper bounds of the p-width derived by Gromov[9] and Guth[10]. As a
corollary, they find the existence of infinitely many minimal hypersurfaces in
closed manifolds with positive Ricci curvature. Combining their procedures
with the Weyl’s tube formula[8], we can build upper bounds of (G, p)-width
by the cohomogeneity of G (see Section 8 for details):
(Theorem 8.6) Let G be a compact Lie group acting as isometries on a
closed manifold Mn+1 with Cohom(G) = l ≥ 3. Then there exists a constant
C = C(M,G) > 0, such that:
ωGp (M) ≤ Cp
1
l ,
where p ∈ N. Actually, the theorem holds as long as l ≥ 2.
When G is trivial, the cohomogeneity l of G is dim(M) = n + 1. Hence,
our result is coincide with the classical one [22, Theorem 5.1]. One can also
get lower bounds of (G, p)-width which is also coincide with the classical
conclusions of Gromov[9] and Guth[10].
(Theorem 9.4) Let G be a compact Lie group acting as isometries on
a closed manifold Mn+1 with Cohom(G) = l ≥ 3. There exists a positive
constant C = C(M,G) > 0 such that
ωGp (M) ≥ Cp
1
l ,
for any p ∈ N. Actually, the theorem holds as long as l ≥ 1.
Moreover, the dichotomy theorem for G-invariant minimal hypersurfaces
as well as its corollary is still valid in this situation (see Theorem 8.9, Corol-
lary 8.10 for details):
(Theorem 8.9) Under the same assumption of Theorem 1.1. Then:
(i) either there exists a disjoint collection {Σ1, . . . ,Σl} of l closed smooth
embedded G-connected G-invariant minimal hypersurfaces;
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(ii) or there exist infinitely many closed smooth embedded G-connected
G-invariant minimal hypersurfaces.
1.1. Outline.
In section2, we offer some basic notations and some useful propositions
of G-invariant cycles. In section3, we define the G-invariant min-max under
the Almgren-Pitts setting. And the interpolation results under G-invariant
restrictions are shown in section4. After providing the definition and exis-
tence of G-almost minimizing varifolds in section5, we show the regularity
of G-almost minimizing varifolds in section6. In section7, the existence of
nontrivial G-invariant sweepout is given by G-restricted Almgren isomor-
phism. Combining those results in section3, 4 and 7 we then can prove the
main theorem 1.1 similarly as the classical Almgren-Pitts Min-max Theory.
In section8, we build upper bounds of (G, p)-width and show the dichotomy
theorem for G-invariant minimal hypersurfaces as well as its corollary. Fi-
nally, lower bounds of (G, p)-width are shown in section9.
2. Preliminary
In this paper, we always assume (M,g
M
) to be an orientable closed Rie-
mannian (n+ 1)-manifold and assume G to be a compact Lie group acting
as isometries (of cohomogeneity l ≥ 3) on M . Let µ be a bi-invariant Haar
measure on G which has been normalized to µ(G) = 1.
2.1. Basic notations.
We borrow following notations from [18] and [22]. Sometimes, we add G-
in front of objects meaning they are G-invariant:
• a G-varifold V satisfies g#V = V for all g ∈ G.
• a G-current T satisfies g#T = T for all g ∈ G.
• a G-vector field X satisfies g∗X = X for all g ∈ G.
• a G-map F satisfies g−1◦F ◦g = F,∀g ∈ G, (i.e. F is G-equivariant).
• a G-set (G-neighborhood) is an (open) set which is a union of orbits.
We will also sometimes add a subscript or superscript G to signify G-
invariance just like in [18]:
• π: the projection π :M 7→M/G defined by p 7→ [p].
• BGρ (p), B¯
G
ρ (p): open and closed tubes with radius ρ around the orbit
G · p
• XG(M): the space of G-vector fields on M .
• AnG(p, t, τ): the open tube BGτ (p) \ B¯
G
t (p).
• ANGr (p): the set {An
G(p, t, τ)|0 < t < τ < r}.
• TqG · p, N(G · p): the tangent space of the orbit G · p at some point
q ∈ G · p, and the normal bundle of the orbit G · p.
• dimp: the dimension of the orbit G · p and dimp ≤ n+ 1− l.
The orbit space M/G is a Hausdorff metric space with induced metric
dM/G. Although the orbits space M/G may not be a smooth manifold, it
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can be locally modeled by slices and their quotients (see [33]). As a result,
M/G is triangulable which also provides an equivariant triangulation of M
[11][12]. Suppose △ is a triangulation of M/G. For any s ∈ △, let ps be the
center point of s and U(s) = ∪s⊂s′s′ be a neighborhood of s.
Definition 2.1. The manifold M with action G is said to have a good G-
partition if there exists a triangulation △ of M/G such that:
no cut points of G · ps˜ are contained in U˚(s˜) = π
−1(Int(U(s))),
where s ∈ △, s˜ = π−1(s), U(s˜) = π−1(U(s)), ps˜ ∈ π−1(ps).
The good G-partition provides us with a kind of G-equivariant diffeomor-
phisms on U˚(s˜): exp⊥G·ps˜. The following lemma shows that the assumption
on the good G-partition is not vacuous. The proof is quite technical and we
left it to Appendix.
(Proposition A.7) Suppose G is a compact Lie group acting as isome-
tries on a closed manifold M . Then M has a good G-partition.
Just like in [22] The spaces we will work with in this paper are:
• the space Ik(M ;Z2) (I
G
k (M ;Z2)) of k-dimensional (G-invariant) mod
2 flat chains in RL with support contained in M (see [6, 4.2.26] for
more details);
• the space Zk(M ;Z2) (Z
G
k (M ;Z2)) of (G-invariant) mod 2 flat chains
T ∈ Ik(M ;Z2) (T ∈ I
G
k (M ;Z2)) with ∂T = 0
• the closure Vk(M) (V
G
k (M)), in the weak topology, of the space of
k-dimensional (G-invariant) rectifiable varifolds in RL with support
contained in M . The space of integral (G-invariant) rectifiable k-
dimensional varifolds with support contained in M is denoted by
IVk(M) (IV
G
k (M)).
For any T ∈ Ik(M ;Z2), we denote |T | and ||T || to be the integral varifold
and the Radon measure induced by T . Given V ∈ Vk(M), we use ||V || to
denote the Radon measure induced by V .
As for metrics of these spaces, the flat metric F and the mass M for
chains in Ik(M ;Z2) are defined in [6, P.423] and [6, P.426], respectively.
The F-metric on Vk(M) is defined in Pitts’s book [26, P.66], which induces
the varifold weak topology on Vk(M) and satisfies
F(|S|, |T |) ≤M(S, T ),
for any S, T ∈ Ik(M ;Z2). For A,B ⊂ Vk(M), we also define
F(A,B) = inf{F(V,W ) : V ∈ A,W ∈ B}.
Finally, the F-metric on Ik(M ;Z2) is defined by
F(S, T ) = F(S − T ) + F(|S|, |T |).
We assume that Ik(M ;v;Z2), Zk(M ;v;Z2) have the topology induced by
metric v, where v could be M or F or omitted for F .
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For G-invariant chains and varifolds, we can similarly define those metrics
as above. Indeed, IGk (M ;v;Z2) is a closed subspace of Ik(M ;v;Z2).
2.2. G-invariant currents and varifolds.
Now we show some useful propositions for G-currents and G-varifolds.
Theorem 2.2 (Compactness Theorem for IGk (M ;Z2)). For any C > 0, the
set:
{T ∈ IGk (M ;Z2)|M(T ) +M(∂T ) ≤ C}
is compact under the flat metric F .
Proof. By compactness theorem [31, 27.3], for any sequence {Ti}
∞
i=1 in {T ∈
IGk (M ;Z2)|M(T ) +M(∂T ) ≤ C}, there exists a limit T ∈ Ik(M ;Z2) of Ti
under flat metric after passing to a subsequence. Since G acts as isometries
on M , we have M(S) = M(g#S),∀S ∈ Ik(M ;Z2), g ∈ G. This implies
F(T − Ti) = F(g#T − g#Ti). Thus T = limi→∞ Ti = limi→∞ g#Ti = g#T
for any g ∈ G and T ∈ IGk (M ;Z2). 
Remark 2.3. A similar argument can show that the compactness theorem
for G-varifolds also holds as the classical one [31, 42.7]. Moreover, any set
of mass bounded G-varifolds is a closed (compact) subset in the space of
varifolds with topology given by the Riesz representation.
Next three statements follow directly by definitions.
Proposition 2.4 (Restrict to G-sets). For any k-dimensional G-current T
and Borel G-set U , we have T |U is also a k-dimensional G-current.
Proposition 2.5 (G-equivariant pushing forward). Let F be a G-equivariant
Lipschitz proper map from U to V , where U, V ⊂M are open G-sets. Sup-
pose T ∈ IGk (U ;Z2), then F#T ∈ I
G
k (V ;Z2).
Proposition 2.6 (G-invariant slice). Suppose f is a G-invariant Lipschitz
function on M , T ∈ IGk (M ;Z2), then for almost all t ∈ R, the slice of T by
f at t exists and 〈T, f, t〉 ∈ IGk−1(M ;Z2).
SinceG acts as isometries onM , the distant functions to orbits dist(G·x, ·)
are G-invariant Lipschitz functions. A simple example for G-equivariant
maps is the diffeomorphism generated by some X ∈ XG(M). Furthermore,
if we define the G-actions on the normal bundleN(G·p) of G·p as g ·(x, v) =
(g · x, g∗v),∀g ∈ G, (x, v) ∈ N(G · p). Then the normal exponential map
exp⊥G·p provides a G-equivariant diffeomorphism in a G-neighborhood of zero
section in N(G · p). These maps will be used many times.
The next Proposition is a crucial ingredient of the Almgren isomorphism
as well as plenty of constructions. Although we only consider G-invariant
n-cycles on Mn+1 in this proposition, it is also true for codimensional-1
G-cycles on any G-invariant closed submanifold of M since we need the
constancy theorem [31, Theorem 26.27].
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Proposition 2.7 (G-invariant Isoperimetric Lemma). There exist positive
constants νM and CM such that for any T1, T2 ∈ Z
G
n (M ;Z2) with
F(T1 − T2) < νM
there exists a unique Q ∈ IGn+1(M ;Z2) such that:
• ∂Q = T1 − T2
• M(Q) ≤ CM · F(T1 − T2)
Proof. By [22, Lemma 3.1], one can choose positive numbers νM , CM such
that, for any such T1, T2 ∈ Z
G
n (M ;Z2), there exists a unique isoperimetric
choice Q ∈ In+1(M ;Z2) with ∂Q = T1 − T2 and M(Q) ≤ CM · F(T1 − T2).
We only need to check that Q is G-invariant.
We have
∂(g#Q) = g#(∂Q) = g#(T1 − T2) = T1 − T2
for all g ∈ G. Since G acts as isometries on M , M(Q) = M(g#Q). Thus
we get g#Q = Q by the uniqueness of the isoperimetric choice, and Q ∈
IGn+1(M ;Z2). 
Remark 2.8. Using this G-invariant Isoperimetric Lemma, one can get
an epimorphism which associate any homotopy class of continuous map Φ :
S1 → ZGn (M ;Z2) to an element in Hn+1(M ;Z2) (see [2, Thm2.4, 2.10(1),
§3.2] or [22, §3.1,3.2]). But this is not enough to show the association is an
isomorphism, which needs an interpolation result left in Theorem 4.4.
Inspired by [5], Z. Liu has shown the equivalence between G-stationary
and stationary for G-varifolds in [18, Lemma 2.2].
Lemma 2.9 (Z. Liu). A G-stationary G-varifold V is stationary.
We now apply a similar argument to show the equivalence between the
G-stability and stability for minimal G-hypersurfaces of boundary type.
Let U ⊂M be an open G-set such that Σ ⊂ ∂U is a smoothly embedded
compact 2-sided minimal G-hypersurface. Recall that Σ is stable if and only
if the first eigenvalue of the Jacobi operator L is non-negative, where L acts
on X⊥(Σ) the space of smooth sections of the normal bundle vanishing on
∂Σ. We now replace X⊥(Σ) by the G-invariant sections space X⊥,G(Σ) and
define the G-eigenvalues as well as the G-stability similarly.
The next Lemma shows the equivalence between the stability and G-
stability of such boundary type minimal G-hypersurfaces.
Lemma 2.10 (G-stability). Let Σ be a compact smooth embedded G-invariant
minimal hypersurface in M . If Σ is a part of the boundary of an open G-set
U . Then Σ is G-stable if and only if it is stable.
Proof. Since Σ is a part of the boundary of an open G-set U , it must be
2-sided and there exists a unit normal vector field ν on Σ pointing inward
U . Due to the facts that U is an G-set and ∀g ∈ G is isometry, we have
g∗ν = ν and ν ∈ X⊥,G(Σ). Let X = u(x)ν(x) be the first eigenvector
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field of the Jacobi operator L of Σ and LX = −λ1X. Denote φt to be the
diffeomorphisms generated by X. After defining φg,t = g
−1 ◦ φt ◦ g, the
vector field corresponding to φg,t is
Xg(x) =
d
dt
|t=0 φg,t(x)
= (g−1)∗(
d
dt
|t=0 φt ◦ g(x))
= (g−1)∗(X(g(x)))
= u(g · x)ν(x),
i.e. Xg = (g
−1)∗X. Define then
(1) XG(x) =
∫
G
Xg(x) dµ(g) =
( ∫
G
u(g · x) dµ(g)
)
ν(x),
where the integral is carried out in TxM . As in [18], XG is G-invariant.
Since the first eigenfunction u does not change sign on Σ, we have XG 6= 0.
We also mention that XG,Xg are all contained in X
⊥(Σ) since G acts as
isometries and Σ is G-invariant. Thus 0 6= XG ∈ X
⊥,G(Σ).
Noticing that, if {Ei}
n
i=1 forms an orthonormal basis on Σ around x, then
{g∗Ei}ni=1 forms an orthonormal basis on Σ around g(x) and g∗(∇
Σ
Ei
Ej) =
∇Σg∗Eig∗Ej . Hence we have
LXG =
∫
G
L(g−1∗ X) dµ(g)
=
∫
G
g−1∗ (LX) dµ(g)
=
∫
G
g−1∗ (−λ1X) dµ(g)
= −λ1XG,
i.e. XG ∈ X
⊥,G(Σ) is a G-invariant eigenvector field of L with same eigen-
value as X. This implies that Σ is stable ⇔ λ1 ≥ 0⇔ Σ is G-stable. 
Recall that theMorse Index Index(Σ) is defined as the number of negative
eigenvalues of the Jacobi operator L, which acts on X⊥(Σ) the space of
smooth sections of the normal bundle vanishing on the boundary. One can
replace X⊥(Σ) by the G-invariant sections space X⊥,G(Σ) and define the G-
Morse Index IndexG(Σ) similarly. It’s simple to see that IndexG(Σ) presents
the dimension of the intersection of the negative eigenvector space and the
G-invariant normal vector space.
We want to point out that the argument in Lemma 2.10 does not imply
the equivalence between Index(M) and IndexG(M) even when Σ is boundary
type. Specifically, let X ∈ X⊥(Σ) be an eigenvector field of L with eigenvalue
λ, then the averaged normal vector field XG defined as in (1) also satisfies
LXG = −λXG. However, this doesn’t imply that XG is an eigenvector field
since we don’t know whether XG is non-zero.
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3. G-invariant Almgren−Pitts min−max theory
This section follows from [22, Section 2] with replaced cycle space ZGn (M ;Z2).
3.1. Cubical Complex.
For any j ∈ N, we denote I(1, j) to be the cube complex on I = [0, 1]
with 1-cells
[0, 3−j ], [3−j , 2 · 3−j ], . . . , [1 − 3−j, 1]
and 0-cells (vertices)
[0], [3−j ], . . . , [1− 3−j ], [1].
Then the cell complex on Im is denoted as:
I(m, j) = I(1, j) ⊗ · · · ⊗ I(1, j) (m times).
Define α = α1 ⊗ · · · ⊗ αm to be a q-cell of I(m, j) if αi is a cell of I(1, j)
for each i, and
∑m
i=1 dim(αi) = q.
Let X be a cubical subcomplex of Im. We also use the following notations:
• I(m, j)p: the set of all p-cells in I(m, j);
• X(j): the union of all cells of I(m, j) whose support is contained in
some cells of X
• X(j)q : the set of all q-cells in X(j)
The distance between two vertices x, y ∈ X(j)0 is defined by d(x, y) =
3j ·
∑m
i=1 |xi−yi|. And we say x, y are adjacent if d(x, y) = 1. Given i, j ∈ N
we define n(i, j) : X(i)0 → X(j)0 so that n(i, j)(x) is the unique element of
X(j)0 with
d(x,n(i, j)(x)) = inf{d(x, y)|y ∈ X(j)0}.
For any map φ : X(j)0 → Z
G
n (M ;Z2), the fineness of φ is defined as
f(φ) = sup {M(φ(x) − φ(y))| d(x, y) = 1, x, y ∈ X(j)0} .
3.2. Homotopy notions.
Let φi : X(ki)0 → Z
G
n (M ;Z2), i = 1, 2. We say φ1 and φ2 are X-
homotopic in ZGn (M ;M;Z2) with fineness δ if we can find a map
ψ : I(1, k)0 ×X(k)0 → Z
G
n (M ;Z2)
for some k ∈ N such that
(i) f(ψ) < δ;
(ii) if i = 1, 2 and x ∈ X(k)0, then
ψ([i − 1], x) = φi(n(k, ki)(x)).
Definition 3.1. A sequence of mappings S = {φi}
∞
i=1,
φi : X(ki)0 → Z
G
n (M ;Z2),
is called an
(X,M)-homotopy sequence of mappings into ZGn (M ;M;Z2)
if φi and φi+1 are X-homotopic in Z
G
n (M ;M;Z2) with fineness δi such that
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(i) limi→∞ δi = 0;
(ii) sup{M(φi(x)) : x ∈ X(ki)0, i ∈ N} < +∞.
Definition 3.2. For Sj = {φji}
∞
i=1, j = 1, 2, two (X,M)-homotopy se-
quences of mappings into ZGn (M ;M;Z2), we say that S
1 is G-homotopic
with S2 if there exists a sequence {δi}i∈N such that
(i) φ1i is X-homotopic to φ
2
i in Z
G
n (M ;M;Z2) with fineness δi;
(ii) limi→∞ δi = 0.
Moreover, we call the equivalence class of any such sequence an
(X,M)-homotopy class of mappings into ZGn (M ;M;Z2)
and denote [X,ZGn (M ;M;Z2)]
# to be the set of all equivalence classes.
3.3. Width.
For any Π ∈ [X,ZGn (M ;M;Z2)]
#, define function
L : Π→ [0,+∞]
L(S) = lim sup
i→∞
max
x∈dmn(φi)
M(φi(x)),
where S = {φi}i∈N ∈ Π.
Definition 3.3. The width of Π ∈ [X,ZGn (M ;M;Z2)]
# is defined by
L(Π) = inf
S∈Π
L(S).
And we say S ∈ Π is a critical sequence for Π if
L(S) = L(Π).
For any S = {φi}i∈N ∈ Π, we define the image set of S as the compact
subset K(S) ⊂ VGn (M) given by
K(S) = {V | V = lim
j→∞
|φij (xj)| for some sequence i1 < i2 < . . .
and some xj ∈ dmn(φij )}.
The critical set C(S) of a critical sequence S ∈ Π is given by
C(S) = K(S) ∩ {V | ||V ||(M) = L(S)}.
Remark 3.4. These notions are discrete analogues of the usual notions of
flat homotopy for continuous maps from X to ZGn (M ;v;Z2), where v could
be M or F or omitted for F . One can also define the notions of width L,
critical sequences S, image set K, and critical set C for continuous homo-
topy classes (see [21] for details). The critical sequence in the continuous
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4. Interpolation results and pull-tight
We describe some interpolation results which have been proven by Alm-
gren in [2, Section 6,7,8] (see also [20, Section 13,14] ). Almgren used integer
coefficients as the parameter space, but [22, Section 3] have pointed out that
everything extends to the setting of Z2 coefficients instead.
In this section, we go further to show the interpolation results remain
true under our G-invariant restrictions.
For any continuous map Φ : X → Zn(M ;Z2), let
m(Φ, r) = sup{||Φ(x)||(Br(p)) | x ∈ X, p ∈M},
and say Φ has no concentration of mass if
lim
r→0
m(Φ, r) = 0.
Lemma 3.5 in [22] has shown that Φ has no concentration of mass and
supx∈X M(Φ(x)) <∞ if Φ is continuous in the mass norm.
We now also modify this definition to G-invariant setting.
Definition 4.1. Given Φ : X → ZGn (M ;Z2) continuous in the flat topology,
define then
mG(Φ, r) = sup{||Φ(x)||(BGr (p)) | x ∈ X, p ∈M},
and Φ is said to have no concentration of mass on orbits if
lim
r→0
mG(Φ, r) = 0.
This is a mild technical condition and we also have the following Lemma
same as for m(Φ, r).
Lemma 4.2. Suppose Φ : X → ZGn (M ;M;Z2) is continuous in the mass
norm, then Φ(X) is a bounded set in ZGn (M ;M;Z2) and Φ has no concen-
tration of mass on orbits.
Furthermore, if Φ : X → ZGn (M ;F;Z2) is continuous in the F metric,
one can also get that Φ has no concentration of mass on orbits and has mass
bounded images.
Proof. By the compactness of X and the fact that M(Φ(x)) is continuous,
it’s clear that supx∈XM(Φ(x)) is bounded.
Fix ǫ > 0. Then for any x ∈ X and p ∈M , since dim(G · p) ≤ n+1− l ≤
n− 2, there exists a positive number r = r(x, p, ǫ) > 0 such that
||Φ(x)||(BGr (p)) ≤
ǫ
2
.
Noting Φ is continuous in the mass norm, one can find Ux,p ⊂ X a neigh-
borhood of x satisfies
||Φ(y)||(BGr (p)) ≤ ǫ, ∀y ∈ Ux,p.
Thus {Ux,p ×B
G
r(x,p,ǫ)(p)} forms an open cover of X ×M . After choosing a
finite cover {Uxi,pi×B
G
r(xi,pi,ǫ)
(pi)}
k
i=1 by compactness, let r˜ < mini=1,...,k ri.
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Then we have ||Φ(x)||(BGr˜ (p)) ≤ ǫ for any x ∈ X, p ∈ M and Φ has no
concentration of mass on orbits.
Noting that limi→∞F(Ti, T ) = 0 if and only if limi→∞M(Ti) = M(T )
and limi→∞F(Ti − T ) = 0 for Ti, T ∈ ZGn (M ;Z2) (see [26, P68]), the same
argument can be made for F continuous maps. 
4.1. Interpolation results.
We now state the discretization result that generates a (X,M)-homotopy
sequence of mappings into ZGn (M ;M;Z2) from a flat continuous map with
no concentration of mass on orbits.
Theorem 4.3. Let Φ : X → ZGn (M ;Z2) be a continuous map in the flat
topology with no concentration of mass on orbits. Then there exist a sequence
of maps
φi : X(ki)0 → Z
G
n (M ;Z2),
with ki < ki+1, and a sequence of positive numbers {δi}i∈N converging to
zero such that
(i) S = {φi}i∈N is an (X,M)-homotopy sequence of mappings into
ZGn (M ;M;Z2) with f(φi) < δi;
(ii) sup{F(φi(x)− Φ(x)) | x ∈ X(ki)0} ≤ δi;
(iii) sup{M(φi(x))| x ∈ X(ki)0} ≤ sup{M(Φ(x))| x ∈ X}+ δi.
Proof. After changing the notations of [20, Section 13] into G-invariant set-
tings, the argument in [20, Section 13] would carry over with Proposition
2.2, 2.4, 2.6, 2.7, and 4.2. 
The next theorem shows how to generate a G-invariant F continuous map
from a discrete G-map with small fineness. Although our extension is a little
bit weaker than [20, Theorem 14.1] where the extension is M continuous,
the F extension is already good enough since it not only implies having no
concentration of mass on orbits, but also implies the continuity of M(Φ(·)).
Theorem 4.4. There exist positive constants C0 = C0(M,G,m) and δ0 =
δ0(M,G) so that if Y is a cubical subcomplex of I(m,k) and
φ : Y0 → Z
G
n (M ;Z2)
has f(φ) < δ0, then there exists a map
Φ : Y → ZGn (M ;F;Z2)
continuous in the F metric and satisfying:
(i) Φ(x) = φ(x) for all x ∈ Y0;
(ii) if α is some j-cell in Yj, then Φ restricted to α depends only on the
values of φ assumed on the vertices of α;
(iii) sup{F(Φ(x)− Φ(y)) | x, y lie in a common cell of Y } ≤ C0f(φ).
We call the map Φ given by Theorem 4.4 the Almgren G-extension of φ.
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Proof. We only consider the case of Y = I(m, 0), and for general Y the
conclusion can be made as in ([20] 14.2).
By Proposition 2.7, we can choose δ0 small enough such that for any
β ∈ I(m, 0)1 there is a unique G-isoperimetric choice Q(β) for φ(∂β).
Following the proof of Theorem 14.1 in [20], let us construct the deforming
and cutting maps, before doing the same procedure as in ([20] 14.3 and [2]
Section 5, Section 6 ):
Let△ be a triangulation ofM/G which generates a good G-partition △˜ :=
{π−1(s)|s ∈ △} of M . For any s˜ = π−1(s) ∈ △˜, we define ∂s˜ = π−1(∂s)
and the faces of s˜ to be the images of the faces of s under the mapping π−1,
which are also contented in △˜. Denote ps to be the center point of s and
ps˜ ∈ π
−1(ps). As in Definition 2.1, U(s˜) = ∪s˜⊂s˜′ s˜′ = π−1(U(s)) contains no
cut points of G · ps˜ in U˚(s˜) = π
−1(Int(U(s))).
Consider the cutting map as in [20, Theorem 14.3]. Using Proposition 2.6,
we can get that [2, Proposition1.18] holds in G-invariant settings. Conse-
quently, after fixing a finite set Λ ⊂ IGn+1(M ;Z2), we can associate to every
s˜ ∈ △˜ a G-neighborhood L(s˜) ⊂ U(s˜) of s˜ (by the distance function of s˜ in
M) and construct maps just as Almgren did in [2, Section 5]:
CΛ : △˜ × Λ→ I
G
n+1(M ;Z2)
satisfying:
CΛ(s˜, Q) =
(
Q−
∑
s˜′≺s˜
CΛ(s˜
′, Q)
)
∩ L(s˜)(2)
M
(
∂CΛ(s˜, Q) − ∂
(
Q−
∑
s˜′≺s˜
CΛ(s˜
′, Q)
)
∩ L(s˜)
)
(3)
≤ C0 · (#Λ) ·M(Q−
∑
s˜′≺s˜
CΛ(s˜
′, Q))
spt(CΛ(s˜, Q)) ⊂ U(s˜), ∀s˜ ∈ △˜, Q ∈ Λ(4)
where C0 > 0 is only depend on △˜ and m. We also mention that, although
the choice of L(s˜) depends on Λ, there exists a uniform bound for each L(s˜)
[2, Definition 5.4]. To specific, there exists a G-neighborhood N(s˜) ⊂ U˚(s˜)
of s˜ such that spt(CΛ(s˜, Q)) ⊂ N(s˜) for any finite set Λ ⊂ I
G
n+1(M ;Z2) and
Q ∈ Λ.
The deformation maps need a little bit more work since ∂U(s˜) = U(s˜) \
U˚(s˜) may touch the cut points of G ·ps˜ and we require the deformation to be
G-invariant. Specifically, the normal exponential map exp⊥ of G · ps˜ in M
gives a diffeomorphism from a G-neighborhood B(0) in the normal bundle
N(G ·ps˜) to an open G-set B
G(ps˜) (g ∈ G acts on the normal bundle by g∗).
By the good G-partition of M , we have U(s˜) ⊂ exp⊥G·ps˜(B(0)) = B¯
G(ps˜).
Since ∀g ∈ G acts as isometry, the linear map g∗ preserves the Riemannian
metric on tangent spaces. Thus the deformation
(t, p) 7−→ exp⊥G·ps˜(t · (exp
⊥
G·ps˜)
−1(p))
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is well defined and G-equivariant for t ∈ [0, 1], p ∈ BG(ps˜). However, for
p ∈ ∂BG(ps˜), this map may not be well defined because (exp
⊥
G·ps˜)
−1(p) can
have more than one elements in N(G · ps˜). Hence, we generally can not
deform U(s˜) to G · ps˜ like in [2, Definition 5.2] or [26, Theorem 4.5].
Let ηs˜ be a non-negative smooth G-invariant cut-off function such that
ηs˜ = 1 on N(s˜) and ηs˜ = 0 outside U˚(s˜). Denote dG·ps˜ to be the distance
function of G · ps˜. Define then
F (s˜) : I × U(s˜)→ U(s˜)
to be the diffeomorphisms generated by −ηs˜ · ∇d
2
G·ps˜ ∈ X
G(M), which has
been renormalized so that F (s˜)(1, N(s˜)) ⊂ G · ps˜. Let
D(s˜) : I × IGn (U(s˜);F;Z2)→ I
G
n (U(s˜);F;Z2)
D(s˜)(t, T ) = F (s˜)(t, ·)#T
Noting that dim(G · ps˜) ≤ n− 2, we have:
• F (s˜)(t, ·) is G-invariant
• D(s˜) is continuous in the F metric.
• D(s˜)(0, T ) = T for any s˜ ∈ △˜ and T ∈ IGn (U(s˜);F;Z2).
• D(s˜)(1, T ) = 0 for any s˜ ∈ △˜ and T ∈ IGn (N(s˜);F;Z2).
• M(D(s˜)(t, T )) ≤ CM(T ) where C = C(M,G) > 0, s˜ ∈ △˜, t ∈
I, T ∈ IGn (U(s˜);F;Z2).
Then for any k-cell α ∈ I(m, 0)k we consider the continuous function
hα : I
k → ZGn (M ;F;Z2) defined by:
(5) hα(0) = φ(α), for k = 0
and for k ≥ 1:
hα(x1, . . . , xk) =
∑
γ∈Γα
sign(γ)·
∑
s˜1,...,s˜k∈△˜
D(s˜1, x1) ◦ · · · ◦D(s˜k, xk) ◦ ∂ ◦ CΛ(γk)(s˜k) ◦ · · · ◦ CΛ(γ1)(s˜1)(Q(γ1)),
(6)
where γ = (γ1, . . . , γk), sign(γ), Γα, Λ(γi) are all defined as in ([20] 14.3).
The rest of proof is just the same as in ([20] 14.3) 
Remark 4.5. Following the same procedure as in [2] with Proposition 2.2,
2.4, 2.6, 2.7, and 4.4, the Almgren’s Isomorphism [2, Theorem 3.2, 7.1]
and Almgren’s Homotopies [2, Theorem 8.2] remain true under G-invariant
restrictions (for ZGn (M ;Z2)). Moreover, since we use the deformation func-
tions D continuous in the F metric, we also have the isomorphism theorem
for ZGn (M ;F;Z2).
We also mention that if Φ is continuous in F metric, then M(Φ(·)) is
a continuous function [26, Section 2.2,(20)]. Thus we have the following
corollary under G-invariant restrictions just like [22, Corollary 3.9]:
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Corollary 4.6. Let S = {φi}i∈N and S′ = {φ′i}i∈N be (X,M)-homotopy
sequences of mappings into ZGn (M ;M;Z2) such that S, S
′ are G-homotopic.
(i) The Almgren G-extensions of φi, φ
′
i:
Φi,Φ
′
i : X → Z
G
n (M ;F;Z2),
are G-homotopic to each other in the flat topology for i large enough.
(ii) If S is given by Theorem 4.3 (i) applied to Φ : X → ZGn (M ;Z2), a
continuous map in the flat topology with no concentration of mass
on orbits, then Φi is G-homotopic to Φ in the flat topology for every
sufficiently large i. Moreover,
lim sup
i→∞
sup
x∈X
{M(Φi(x))} = L(S) ≤ sup
x∈X
{M(Φ(x))}.
4.2. Pull-tight.
Consider Π ∈ [X,ZGn (M ;M;Z2)]
#. We now show the existence of tight
critical sequences in Π through a pull-tight argument coming from [26, The-
orem 4.3] and [20, Section 15].
Proposition 4.7 (Pull-tight). For any Π ∈ [X,ZGn (M ;M;Z2)]
#, there ex-
ists a critical sequence S∗ ∈ Π. Moreover, for each critical sequence S∗ ∈ Π
there exists a critical sequence S ∈ Π such that
• C(S) ⊂ C(S∗);
• every Σ ∈ C(S) is a stationary varifold.
Proof. The existence of critical sequences S∗ ∈ Π comes from a diagonal
sequence argument as in [20, Lemma 15.1].
For any vector field Y , let YG ∈ X
G(M) be defined as in (1). [18, Lemma
2.2] has shown that δV (Y )(O) = δV (YG)(O) for any G-varifold V , and
G-neighborhood O containing spt(Y ). Combining this result with the com-
pactness theorem for G-varifolds (Remark 2.3), we can follow [20, Section
15] to define a continuous map
H : I × (ZGn (M ;F;Z2) ∩ {T |M(T ) ≤ 2L(Π)})(7)
→ ZGn (M ;F;Z2) ∩ {T |M(T ) ≤ 2L(Π)}
satisfying:
• H(0, T ) = T ;
• if |T | is stationary, then H(t, T ) = T for any t ∈ [0, 1];
• if |T | is not stationary, then M(H(1, T )) <M(T ).
Define φi(x) = H(1, φ
∗
i (x)), S = {φi}. Then [26, Theorem 4.3 (i)] implies
that S ∈ Π and the proposition holds as [26, Theorem 4.3 (ii)]. 
For the continuous setting of homotopy classes as in Remark 3.4 (see [21]
for specific definitions), we have the following proposition by (7):
Proposition 4.8. Let Π be a flat G-homotopy class of continuous mappings
into ZGn (M ;F;Z2), then there exists a min-max sequence S = {Φi}
∞
i=1 ∈ Π
such that every element in C(S) is stationary.
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5. G-Almost minimizing varifold
In this section, we introduce the notion of G-almost minimizing varifolds.
Definition 5.1. For any ǫ > 0, δ > 0, open G-set U ⊂ M and T ∈
ZGn (M ;Z2), we call a finite sequence {Ti}
q
i=1 ⊂ Z
G
n (M ;Z2) a G-invariant
(ǫ, δ)-deformation of T in U if
• T0 = T and spt(T − Ti) ⊂ U for all i = 1, . . . , q;
• F(Ti − Ti−1) ≤ δ for all i = 1, . . . , q;
• M(Ti) ≤M(T ) + δ for all i = 1, . . . , q;
and M(Tq) <M(T )− ǫ.
Moreover, we define
a
G
n (U ; ǫ, δ)
to be the set of all G-cycles T ∈ ZGn (M ;Z2) that do not admit any G-
invariant (ǫ, δ)-deformation.
Definition 5.2. A varifold V ∈ VGn (M) is (G,Z2)-almost minimizing in an
open G-set U ⊂M if for every ǫ > 0 we can find δ > 0 and
T ∈ aGn (U ; ǫ, δ),
with F(V, |T |) < ǫ.
Moreover, if T can be chosen as a boundary of a G-chain in IGn+1(M ;Z2),
then we say V is (G,Z2)-almost minimizing of boundary type.
In Pitts’s original definition, the comparison currents T ∈ aGn (U ; ǫ, δ)
are allowed to have a boundary outside U , and the G-almost minimizing
varifold is defined to be approximated under the FU norm (see [26, Definition
3.1]). But here, we use a stronger version of the definition which was firstly
observed by X. Zhou in [36, Definition 6.3].
Proposition 5.3. If V ∈ VGn (M) is (G,Z2)-almost minimizing in an open
G-set U ⊂M , then V is stable under G-equivariant variations in U .
Proof. The proof of [26, Theorem 3.3] would carry over since we only con-
sider G-equivariant variations now. 
Definition 5.4. A varifold V ∈ VGn (M) is (G,Z2)-almost minimizing in
annuli if for each p ∈ M , there exists r = r(p) > 0 such that V is Z2
G-almost minimizing in AnG(p, s, t) for any AnG(p, s, t) ∈ ANGr (p).
5.1. Existence of G-almost minimizing varifolds.
The existence of almost minimizing varifolds is achieved in Pitts’s book
[26, Theorem 4.10] through a combinatorial argument. This procedure can
also be completed underG-invariant restrictions with propositions in Section
2.2.
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Theorem 5.5. Suppose Π ∈ [X,ZGn (M ;M;Z2)]
#. Then there exists a G-
varifold V ∈ VGn (M) satisfies:
(i) ||V ||(M) = L(Π),
(ii) V is stationary in M ,
(iii) V is (G,Z2)-almost minimizing in annuli.
Moreover, if S∗ is a critical sequence for Π then we can choose V ∈ C(S∗).
Proof. The theorem is trivial for L(Π) = 0. If L(Π) > 0, we now adapt the
proof of Pitts to G-invariant settings.
Firstly, for any G-annuli AnG1 ,An
G
2 , their intersection An
G
1 ∩An
G
2 is also
G-invariant. Hence, for any p ∈ AnG1 ∩An
G
2 , the orbit G · p is contained in
AnG1 ∩An
G
2 . Using this fact, the covering lemmas [26, Lemma 4.8, 4.9] hold
with annuli {AnG} replacing {An} in [26].
Furthermore, Part1 and Part2 in the proof of [26, Theorem 4.10] can
be done similarly with the definition of G-almost minimizing varifolds. As
for Part5 and Part9, Propositions showed in Section 2.2 would be useful to
deliver results. The rest parts could be followed without changes except for
adding G- in front of relevant objects. 
Remark 5.6. Suppose Φ : X → ZGn (M ;F;Z2) is a continuous map. By the
G-isoperimetric lemma 2.7, if Φ(x0) is a boundary of a (n+1)-dimensional
G-chain, then Φ˜(x) is also a G-boundary for any x ∈ X and Φ˜ homotopic
to Φ. Hence, combining our interpolation results Theorem 4.3, 4.4 and the
argument in [21, Theorem 3.8], one can further require that V is (G,Z2)-
almost minimizing of boundary type in annuli when dealing with boundary
type homotopy classes (see [21, Remark 3.10]).
6. Regularity of G-Almost Minimizing Varifolds
The regularity of G-almost minimizing varifolds has been proven in [18]
under the min-max setting of [5]. In this section, we adapt the proof of [18]
to the Almgren-Pitts setting and state our G-invariant min-max theorem.
As we remarked in 5.6, we only need to consider the regularity of varifolds
that are (G,Z2)-almost minimizing of boundary type in annuli.
6.1. Good G-replacement property.
Proposition 6.1 (Existence of G-replacements I). Let V ∈ VGn (M) be
(G,Z2)-almost minimizing of boundary type in an open G-set U , and K ⊂ U
be a compact G-set. Then there is a varifold V ∗ ∈ VGn (M) called a G-
replacement of V in K such that:
(i) V |M\K = V ∗|M\K ,
(ii) ||V ||(M) = ||V ∗||(M),
(iii) V ∗ is (G,Z2)-almost minimizing of boundary type in U ,
(iv) V ∗ = limi→∞ |T ∗i |, where T
∗
i ∈ Z
G
n (M ;Z2) such that T
∗
i is G-
locally mass minimizing in Int(K), and T ∗i = ∂Q
∗
i for some Q
∗
i ∈
IGn+1(M ;Z2).
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Here we say T ∗ is G-locally mass minimizing in Int(K) if for any p ∈
Int(K), there is a number r > 0 such that:
M(T ∗) ≤M(S),
for any S ∈ ZGn (M ;Z2) with spt(S − T
∗) ⊂ BGr (p) ⊂ Int(K).
Proof. Step1. For any ǫ, δ > 0, Q ∈ IGn+1(M ;Z2) and T = ∂Q ∈ a
G
n (U ; ǫ, δ),
we define CT to be the set of all S ∈ Z
G
n (M ;Z2) such that there exists a
finite sequence {Ti}
q
i=1 ⊂ Z
G
n (M ;Z2) satisfing
• T0 = T , Tq = S and spt(T − Ti) ⊂ K for all i = 1, . . . , q;
• F(Ti − Ti−1) ≤ δ for all i = 1, . . . , q;
• M(Ti) ≤M(T ) + δ for all i = 1, . . . , q.
By the G-isoperimetric lemma 2.7, every S ∈ CT is a boundary of a (n+1)-
dimensional G-chain when δ > 0 is small enough.
Take a sequence {Sj}
∞
j=1 ⊂ CT such that
lim
j→∞
M(Sj) = inf{M(S)| S ∈ CT }.
Since spt(T−Sj) ⊂ U , we haveM(Sj−T ) ≤ 2M(T )+δ andM(∂Sj−∂T ) =
0. Thus we can apply the compactness theorem 2.2 to get a subsequence
Sj − T (without changing notations) converges in the flat metric to a G-
invariant chain P supported in K. Hence T ∗ = T +P ∈ ZGn (M ;Z2) satisfies
• spt(T − T ∗) ⊂ K
• M(T ∗) ≤ lim infj→∞M(Sj) = inf{M(S)| S ∈ CT} ≤M(T ) + δ.
Moreover, for j large enough, we have F(Sj−T
∗) ≤ δ. Consider the sequence
which make Sj in CT and add one more element T
∗ into its end. It’s clear
that the new sequence satisfies all requirements in the definition of CT . Thus
we get T ∗ ∈ CT and M(T ∗) = inf{M(S)| S ∈ CT }.
We mention that T ∗ ∈ aGn (U ; ǫ, δ). Otherwise, there is a sequence T ∗0 =
T ∗, T ∗1 , . . . , T
∗
q forms a G-invariant (ǫ, δ)-deformation of T
∗ in U . Consider
the finite sequence {Ti}
q′
i=1 which make T
∗ = T ∗0 in CT and insert {T
∗
i }
q
i=1
at its end. According to the definition in 5.1, we get a G-invariant (ǫ, δ)-
deformation {T1, . . . , Tq′ , T
∗
0 , . . . , T
∗
q } of T which is a contradiction with the
choice of T .
Claim 1. T ∗ is G-locally mass minimizing in Int(K).
Proof. For any p ∈ Int(K), we first choose r > 0 small enough such that
BGr (p) ⊂ Int(K). Since |T
∗| is rectifiable, one can take r even smaller so
that ||T ∗||(BGr (p)) ≤ δ/2.
Now if there is a G-cycle S ∈ ZGn (M ;Z2) with spt(S − T
∗) ⊂ BGr (p) ⊂
Int(K) such that M(T ∗) >M(S), then
F(S − T ∗) ≤ M(S − T ∗)
= ||S − T ∗||(BGr (p))
≤ (||S|| + ||T ∗||)(BGr (p)) ≤ δ.
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Similar as before, we can add S to the end of the finite sequence which makes
T ∗ in CT . Hence, S ∈ CT and M(T ∗) > M(S) which is a contradiction to
the choice of T ∗. 
Step2. Since V is (G,Z2)-almost minimizing of boundary type in an
open G-set U ⊂M , there exist ǫi, δi → 0, Qi ∈ I
G
n+1(M ;Z2) and Ti = ∂Qi ∈
a
G
n (U ; ǫi, δi) such that V = lim |Ti|. By Step1, there are minimizers T
∗
i ∈ CTi .
By compactness theorem, |T ∗i | converge to a G-varifold V
∗ ∈ VGn (M) after
passing to a subsequence, i.e. V ∗ = lim |T ∗i |.
We now show that V ∗ = lim |T ∗i | is exactly what we want. Since spt(T
∗
i −
Ti) ⊂ K, we have (i) spt(V
∗−V ) ⊂ K. Due to the fact that Ti ∈ aGn (U ; ǫi, δi)
and T ∗i ∈ CTi , the inequality
M(Ti)− ǫi ≤M(T
∗
i ) ≤M(Ti)
holds and hence (ii) ||V ||(M) = ||V ∗||(M) is true. As for (iii) and (iv), they
clearly follow from the facts that T ∗i ∈ a
G
n (U ; ǫi, δi) is a boundary for i large
and T ∗i is G-locally mass minimizing in Int(K) by Step1. 
Noting that G-cycles T ∗i in this Proposition can only minimize the mass
under G-invariant locally variations. But following an averaging procedure,
one can get the next Proposition which shows that G-cycles T ∗i are locally
mass minimizing and thus have good regularity.
Proposition 6.2 (Existence of G-replacements II). The G-cycles T ∗i ∈
ZGn (M ;Z2) obtained in Proposition 6.1 (iv) are locally mass minimizing in
Int(K).
Proof. For any ǫ, δ > 0 small enough, suppose Q ∈ IGn+1(M ;Z2) and T =
∂Q ∈ aGn (U ; ǫ, δ). One can follow the Step1 of the proof of Proposition 6.1
and get a mass minimizer T ∗ in CT . In what follows, we are going to show
that T ∗ is locally mass minimizing in Int(K).
For any y ∈ Int(K), let ρ > 0 such that ||T ∗||(BGρ (y)) ≤ δ/2 and BGρ (y) ⊂
Int(K). Then T ∗ is G-mass minimizing in BGρ (y) ⊂ Int(K) by the Claim 1.
Since every element in CT is a G-boundary, there exists Q
∗ ∈ IGn+1(M ;Z2)
so that T ∗ = ∂Q∗. By the G-slice proposition 2.6, one can choose ρ0 ∈ (0, ρ)
such that D ∈ IGn (∂B
G
ρ0(y);Z2) is the slice of Q
∗ by dy = distM (G ·y, ·) at ρ0
and ∂Q∗|dy≤ρ0 = T
∗|dy≤ρ0 +D. Let us denote X = Q
∗|dy≤ρ0 ∈ I
G
n+1(M ;Z2).
Let B = BGρ0(y). Denote C˜T ∗(B) to be the set of all S ∈ Zn(M ;Z2) such
that there exists a finite sequence {Ti}
q
i=1 ⊂ Zn(M ;Z2) satisfying
• T0 = T
∗, Tq = S and spt(T ∗ − Ti) ⊂ B for all i = 1, . . . , q;
• F(Ti − Ti−1) ≤ δ for all i = 1, . . . , q;
• M(Ti) ≤M(T ∗) + δ for all i = 1, . . . , q.
Similar to the proof of Proposition 6.1 Claim 1, we only need to show that
M(T ∗) = inf{M(S)| S ∈ C˜T ∗(B)}, which implies that T ∗ is mass minimizing
in B.
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Following a same progress as in Proposition 6.1 Step1, there exists a mass
minimizer S∗ in C˜T ∗(B) which may not be G-invariant. However, by the
isoperimetric lemma ([22, Lemma 3.1]), it’s not hard to see that, once given
δ small enough, there exists a unique YS ∈ In+1(M ;Z2) for any S ∈ C˜T ∗ such
that ∂YS = S|B +D. Suppose Y ∈ In+1(M ;Z2) so that ∂Y = S
∗|B +D.
Then we follow a similar procedure as in [18, Proposition 4.4]. Define a
G-invariant function on B¯ as:
fY (x) =
∫
G
1spt(Y )(g · x) dµ(g)
Since spt(Y ) is closed, function 1spt(Y ) is upper-semicontinuous. By Fatou
Lemma, fY is also upper-semicontinuous too. Hence,
Yλ = f
−1
Y [λ, 1] = B¯ − f
−1
Y [0, λ)
are G-invariant closed sets in B¯.
Define then Ef = fY · [[B¯]], where [[B¯]] is the integral current induced by
B¯. For any n-form ω on M , we have
∂Ef (ω) =
∫
B¯
∫
G
〈dω, ξ〉 1spt(Y )(g · x) dµ(g)dH
n+1(x)(8)
=
∫
G
∫
B¯
〈dω, ξ〉 1g−1(spt(Y ))(x) dH
n+1(x)dµ(g)
=
∫
G
∂((g−1)#Y )(ω) dµ(g).
Hence, using the lower semi-continuity of mass and the fact that G act as
isometries on M (mass is invariant under g#) we have
(9) M(∂Ef ) ≤
∫
G
M(∂((g−1)#Y )) dµ(g) =M(∂Y ).
Combining this withM(Ef ) ≤M(B¯), it’s clear that Ef is a normal current.
By [6, 4.5.9(12)] we have that ∂(f−1[λ, 1]) is a rectifiable current for almost
all λ ∈ [0, 1], which implies Yλ is an integral current for almost all λ ∈ [0, 1].
Then by [6, 4.5.9(13)] and (9), we have ∂Ef =
∫ 1
0 ∂Yλ dλ, and∫ 1
0
M(∂Yλ) dλ =M(∂Ef ) ≤M(∂Y ).(10)
Since closed set spt(T ∗ − S∗) ⊂ B, there exists 0 < r < ρ0 such that
X = Y on AnG(y, r, ρ0). Thus fY = 1spt(Y ) = 1spt(Yλ) on An
G(y, r, ρ0)
and ∂X −D = ∂Yλ −D = ∂Ef −D on An
G(y, r, ρ0). Hence we can denote
∂Yλ −D = S
∗
λ, ∂Ef −D = Sf .
Noting that M(∂Y ) = M(D) +M(S∗|B), M(∂Ef ) = M(D) +M(Sf ),
and M(∂Yλ) =M(D) +M(S
∗
λ), inequality (10) now implies that∫ 1
0
M(S∗λ) dλ =M(Sf ) ≤M(S
∗|B),
MIN-MAX THEORY FOR G-INVARIANT MINIMAL HYPERSURFACES 21
and hence M(S∗λ) ≤M(S
∗|B) for λ on a positive measure set in [0, 1]. Now
we can choose λ0 ∈ (0, 1) such that
T˜ ∗ = T ∗|(M\B) + S∗λ0 ∈ Z
G
n (M ;Z2),
and
M(T˜ ∗) = M(T ∗|(M\B)) +M(S∗λ0)
≤ M(T ∗|(M\B)) +M(S∗|B)
= M(S∗) ≤M(T ∗).
Since T ∗ is G-mass minimizing in B = BGρ (y), now it’s clear that M(T˜ ∗) =
M(S∗) = M(T ∗). This implies that T ∗ is actually a mass minimizer in
C˜T ∗(B) and thus locally mass minimizing in Int(K). 
Proposition 6.3 (Regularity of G-replacements). Suppose 2 ≤ n ≤ 6.
Under the same hypotheses of Proposition 6.1, then V ∗|Int(K) is integer rec-
tifiable and Σ = spt(V ∗)∩ Int(K) is a G-invariant smoothly embedded stable
minimal hypersurface.
Proof. By [24] and [22, Theorem 2.7], the fact that T ∗i is locally mass min-
imizing in Int(K) implies T ∗i is a G-invariant smooth, properly embedded
minimal hypersurface in Int(K).
Claim 2. T ∗i is stable in Int(K).
Proof. Since T ∗i is a boundary of a G-chain Q
∗
i ∈ I
G
n+1(M ;Z2), we have
Σ = spt(T ∗i )∩ Int(K) ⊂ ∂(spt(Q
∗
i )∩ Int(K)) is a boundary type G-invariant
minimal hypersurface. By Lemma 2.10, we only need to show that Σ is
G-stable.
Suppose Σ is G-unstable, then there exists a normal G-vector field XG ∈
X
⊥,G(Σ) such that LXG = −λ1XG with a negative eigenvalue λ1 < 0,
where L is the Jacobi operator of Σ. Consider the variation Tt = (ϕt)#T
∗
i ∈
ZGn (M ;Z2), t ∈ (−t0, t0), where {ϕt} are the diffeomorphisms generated by
XG (extended to a G-neighborhood). Hence by taking t0 > 0 small, we have
M(Tt) < M(T
∗
i ) for all t ∈ (−t0, t0). Then for t > 0 sufficiently small, we
have F(Tt − T
∗
i ) < δi. After taking the finite sequence which makes T
∗
i in
CTi , one can append Tt at its end and show that Tt ∈ CTi . Now we get a
contradiction with the minimality of M(T ∗i ) in CTi . 
Finally, using the compactness theorem for stable minimal hypersurfaces
like [30] and [5, Theorem 1.3], the limit of T ∗i (after passing to a subsequence)
is a G-invariant smooth stable minimal hypersurface in Int(K). 
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6.2. Tangent cones.
We now use the G-replacement to show the rectifiability of V and classify
its tangent cones.
Let us begin with the following lemma about the volume ratio bound,
which has been proven in [18, Lemma 5.3] by a covering argument. As a
result, we see that V is rectifiable.
Lemma 6.4. Let 2 ≤ n ≤ 6. Suppose V ∈ VGn (M) is (G,Z2)-almost
minimizing of boundary type in annuli and stationary in M . There exists a
constant c = c(M) > 0 such that
(11) c−1 ≤
||V ||(Bρ(p))
ρn
≤ c ·
||V ||(Bρ0(p))
ρn0
for any p ∈ spt(V ), ρ ∈ (0, ρ0), where ρ0 = ρ0(p,M,G) > 0.
Moreover, Θn(||V ||, p) ≥ θ0 > 0, for all p ∈ spt(V ). Thus V is rectifiable.
Proof. See the proof of [18, Lemma 5.3]. 
For stationary varifold V ∈ V(M), p ∈ spt(V ) and r < r0 = Inj(M), con-
sider the rescaled reversed exponential map ηp,r : Br0(p) ∋ q →
1
r exp
−1
p (q) ∈
TpM . Denote then Vp,r = ηp,r#V ∈ Vn(TpM). As in [5, Section 5.2], for
any sequence ri → 0, there exists a subsequence converging to a stationary
varifold C ∈ Vn(TpM), which in addition is a cone. We denote VarTan(V, p)
to be all such cones. Next, we show the rectifiability of tangent cones for
G-varifolds V that are (G,Z2)-almost minimizing of boundary type in annuli
and stationary.
Lemma 6.5. Let 2 ≤ n ≤ 6. Suppose V ∈ VGn (M) is (G,Z2)-almost
minimizing of boundary type in annuli and stationary in M . For any p ∈
spt(V ) and C ∈ VarTan(V, p), we have:
(i) C ∈ Vn(TpM) is rectifiable;
(ii) C is stationary in TpM ;
(iii) C is a cone, and has the form C = TpG · p × W , where W ∈
Vn−dimp(Np(G · p)) and Np(G · p) ⊂ TpM is the space of vectors
normal to TpG · p.
Proof. By [31, Corollary 42.6], C is stationary. Suppose the sequence ri → 0
such that C = limi→∞ Vi, where Vi = ηp,ri#V . We then claim that
spt(Vi) converges to spt(C) in the Hausdorff topology;(12)
Θn(||C||, q) ≥ θ0 > 0, ∀q ∈ spt(C).(13)
Indeed, if qi ∈ spt(Vi) → q ∈ TpM , then for any ρ > 0, there exists qi ∈
Bρ(q) ⊂ TpM and hence Bρ/2(qi) ⊂ Bρ(q). By the volume ratio bound in
Lemma 6.4, we have the following inequality when ρ is sufficiently small:
c−1 ≤
||Vi||(Bρ/2(qi))
(ρ/2)n
≤
||Vi||(Bρ(q))
(ρ/2)n
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for some c = c(M) > 0. Taking i→∞, we have ||C||(Bρ(q)) ≥ c
−1(ρ/2)n for
any ρ > 0 sufficiently small. Hence, Θn(||C||, q) ≥ θ0 for some constant θ0 >
0 and for all q ∈ spt(C). Then Allard’s rectifiability theorem ([1, Theorem
5.5]) implies C is rectifiable. Finally, (iii) follows from [31, Theorem 19.3]
and [18, Lemma A.2]. 
We now show the main result of this subsection that is the classification
of tangent cones.
Proposition 6.6. Let 2 ≤ n ≤ 6. Suppose V ∈ VGn (M) is (G,Z2)-almost
minimizing of boundary type in annuli and stationary in M . For any p ∈
spt(V ) and C ∈ VarTan(V, p), we have:
(i) C is a hyperplane in TpM with multiplicity Θ
n(||V ||, p) ∈ N;
(ii) Θn(||V ||, p) ≥ 1 and V ∈ IVGk (M).
Proof. Suppose the sequence ri → 0 such that C = limi→∞ Vi, where Vi =
ηp,ri#V . For any α ∈ (0,
1
8), denote Ki = An
G(p, αri, ri). By Proposition
6.1, there exists a G-replacement V ∗i of V in Ki. We also mention that
||V ∗i ||xInt(Ki) 6= 0 by the maximum principle [5, Theorem 5.1(ii)] (see the
argument in the proof of [18, Lemma 5.3] and [5, Lemma 5.2] for details).
We then have Σ∗i = spt(V ) ∩ Int(Ki) is a smooth embedded hypersurface
that is minimal and stable in Int(Ki) by Proposition 6.3. By compactness
theorem, one can obtain a limit varifold after passing to a subsequence:
C ′ = lim
i→∞
ηp,ri#V
∗
i ∈ Vn(TpM).
Moreover, one can follow the procedure in Lemma 6.5 to show that C ′ is
rectifiable stationary in TpM and also has the form C
′ = TpG · p ×W ′ by
[18, Lemma A.2], where W ′ ∈ Vn−dimp(Np(G · p)).
For ri small enough, we have
An(TpG · p, 2αri, ri/2) ∩ Bri(0) ⊂ exp
−1
p
(
AnG(p, αri, ri) ∩B
G
ri(p)
)
,
where
An(TpG · p, s, t) =
{
v ∈ TpM
∣∣ s < distTpM (v, TpG · p) < t}.
Denote A , An(TpG ·p, 2α, 1/2)∩B1(0). Thus Σi = (ηp,ri#Σ
∗
i )xA is smooth
and stable in A. Moreover, by [18, Lemma A.1], for ri sufficiently small, we
have a finite set B ⊂ G · p such that
BGri(p) ⊂
⋃
z∈B
B5ri(z), Bri(z1) ∩Bri(z1) = ∅, ∀z1 6= z2 ∈ B.
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Hence we have:
|B| · Hn(Σi) ≤ |B| ·
2n
rni
Hn(Σ∗i ∩Bri(p)) ≤ |B| ·
2n
rni
||V ∗i ||(Bri(p))
≤
2n
rni
||V ∗i ||(B
G
ri (p)) =
2n
rni
||V ||(BGri (p))
≤
2n
rni
||V ||(
⋃
z∈B
B5ri(z)) ≤ |B| ·
2n
rni
||V ||(B5ri(p)).
As a result, Σi has uniformly bounded mass H
n(Σi) ≤ 10
n ||V ||(B5ri (p))
(5ri)n
≤
10n
||V ||(Br0 (p))
rn0
< ∞ by the monotonicity formula. Then by compactness
theorem [5, Theorem 1.3], after passing to a subsequence, we have
Σ = spt(C ′) ∩A = spt(C ′) ∩ An(TpG · p, 2α, 1/2) ∩ B1(0)
is smooth embedded stable minimal hypersurface in A.
By Proposition 6.1 (i),(ii), Lemma 6.5 (iii), and C ′ = TpG · p ×W ′, one
can show that
||W ||(B
n+1−dimp
r (0)) = ||W
′||(Bn+1−dimpr (0)), ∀r ∈ (0, α) ∪ (1,∞),
where B
n+1−dimp
r (0) ⊂ Np(G · p). Hence
||W ′||(Bn+1−dimpr (0))
rn−dimp
=
||W ′||(Bn+1−dimpρ (0))
ρn−dimp
, ∀r, ρ ∈ (0, α) ∪ (1,∞).
As a result, W ′ ∈ Vn−dimp(Np(G ·p)) is also a cone, andW,W ′ agree outside
An(0, α, 1). Thus we have W =W ′ and C = C ′.
Finally, since α ∈ (0, 18) is arbitrary and spt(W
′)∩An(0, 2α, 1/2) = Σ, we
have that W = W ′ is a stable minimal cone except possibly at the vertex
0 ∈ Np(G · p). Thus W is a hyperplane in Np(G · p) by the non-existence of
stable cones in dimensions no more than 7. As a result, C = TpG · p×W is
a hyperplane in TpM with multiplicity Θ
n(||V ||, p). 
6.3. Regularity Theorem and Min-max Theorem.
Theorem 6.7 (Regularity Theorem). Let 2 ≤ n ≤ 6. Suppose V ∈ VGn (M)
is (G,Z2)-almost minimizing of boundary type in annuli and stationary in
M . Then V is induced by G-invariant closed smooth embedded minimal
hypersurfaces.
Proof. Using Proposition 6.2, 6.3 and 6.6, the proof of Schoen-Simon [29]
P.789 would carry over under G-invariant restrictions. Also, we can follow
Step5 in the proof of Proposition 5.2 [18] to remove the singularity of the
center orbits G · p. 
At the end of this section, we show the following Min-max Theorem for
G-invariant hypersurfaces.
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Theorem 6.8. (Min-max Theorem for G-Invariant Hypersurfaces)
Suppose Mn+1 is a closed manifold, 2 ≤ n ≤ 6, and G is a compact Lie
group acting as isometries on M of cohomogeneity at least 3.
Let Π ∈ [X,ZGn (M ;M;Z2)]
# be a boundary type discrete homotopy class
with L(Π) > 0 and S = {φi}
∞
i=1 be a critical sequence of Π. Then there
exists a stationary integral G-varifold V ∈ C(S) so that spt(V ) is a closed
G-invariant smoothly embedded minimal hypersurface.
Moreover, if Π is a flat homotopy class of continuous mappings into
ZGn (M ;F;Z2) of boundary type with L(Π) > 0. Then the same results hold
for min-max sequence in Π.
Proof. For Π ∈ [X,ZGn (M ;M;Z2)]
#, the theorem follows immediately with
Theorem 5.5, Remark 5.6, and Theorem 6.7.
IfΠ is a flat homotopy class of mappings into ZGn (M ;F;Z2) with L(Π) >
0 (see [21] for specific definitions). The proof of [21, Theorem 3.8] would
carry over with results in Section 4, Theorem 5.5, and Theorem 6.7. 
7. (G, p)-sweepout and Min-max Families
In order to show the main theorem 1.1, we still need to show that there ex-
ists a nontrivial discrete homotopy class Π ∈ [X,ZGn (M ;M;Z2)]
# of bound-
ary type with L(Π) > 0.
7.1. Almgren’s Isomorphism.
As we pointed out in Remark 4.5, the Almgren’s Isomorphism Theorem
[2, Theorem 3.2, 7.1] [26, Theorem 4.6] holds under G-invariant restrictions
(for ZGn (M ;Z2) and Z
G
n (M ;F;Z2)).
We also point out that, with Proposition 2.2 and 2.7, the double cover
argument can be made as in ([23] Section 5) under G-invariant restrictions.
Thus we have:
Theorem 7.1. ZGn (M ;Z2) is weakly homotopically equivalent to to RP
∞.
(14) π1(Z
G
n (M ;Z2))
∼= π1(Z
G
n (M ;F;Z2))
∼= Hn+1(M ;Z2) ∼= Z2.
Moreover, by Corollary 4.6, [X,ZGn (M ;M;Z2)]
# ∼= π1(Z
G
n (M ;Z2))
∼= Z2.
See also [22, Section 3.1,Section 3.2] with 2.7 and 4.4 for a specific con-
struction of the isomorphism.
Now we define the p-sweepouts in both continuous and discrete versions
under G-invariant restrictions similarly as [22, Section 4].
Definition 7.2. A continuous map Φ : X → ZGn (M ;Z2) is a (G, p)-
sweepout if Φ(x) is a boundary of a (n+ 1)-dimensional G-chains and
Φ∗(λ¯p) 6= 0 ∈ Hp(X;Z2),
where p ∈ N, λ¯ is the generator of H1(ZGn (M ;Z2), and λ¯
p = λ¯ ⌣ · · · ⌣ λ¯
is the cup product of λ¯ with itself p-times.
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Our definition is a little bit different comparing with the classical defini-
tion of p-sweepouts in [22, Definition 4.1], since we only consider the maps
of boundary type.
Remark 7.3. By the isomorphism in Theorem 7.1, if a continuous G-map
in the flat topology is G-homotopic to a (G, p)-sweepout, then it is also a
(G, p)-sweepout.
We say X is (G, p)-admissible if there exists a G-invariant p-sweepout
Φ : X → ZGn (M ;Z2) that has no concentration of mass on orbits. The set of
all G-invariant p-sweepouts Φ that have no concentration of mass on orbits
is denoted by PGp .
Definition 7.4. The (G, p)-width of M is
ωGp (M) = inf
Φ∈PGp
sup
x∈dmn(Φ)
M(Φ(x)),
where dmn(Φ) is the domain of Φ.
Definition 7.5. Let Π ∈ [X,ZGn (M ;M;Z2)]
#. We say that Π is a class
of (discrete) (G, p)-sweepouts if for any S = {φi} ∈ Π, the Almgren G-
extension Φi : X → Z
G
n (M ;F;Z2) of φi is a (G, p)-sweepout for every suffi-
ciently large i.
Since our definition of (G, p)-sweepout needs Φi to be a map of boundary
type, Theorem 4.4 (i) implies that a class of discrete (G, p)-sweepouts is also
boundary type.
Just as in [22, Lemma 4.6], the two definitions of (G, p)-sweepout under
continuous and discrete settings are consistent by the following Lemma.
Lemma 7.6. Let
• Φ : X → ZGn (M ;Z2) be a continuous map in the flat topology with
no concentration of mass on orbits;
• S = {φi}
∞
i=1 be the sequence of discretizations associated to Φ given
by Theorem 4.3 (i);
• Π be the (X,M)-homotopy class of mappings into ZGn (M ;M;Z2)
associated with S = {φi}
∞
i=1.
Then Φ ∈ PGp is a (G, p)-sweepout if and only if Π is a class of discrete
(G, p)-sweepouts.
Proof. Let Φi be the Almgren G-extension of φi which is continuous in the
F metric and has no concentration of mass on orbits (Lemma 4.2). By
Corollary 4.6 (ii), Φi is homotopic to Φ in the flat topology for all large i.
Thus the lemma follows by the Remark 7.3 above. 
The same consistency between discrete and continuous definitions also
holds for the (G, p)-width as in [22, Lemma 4.7] by the following result.
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Lemma 7.7. Let DGp be the set of all classes of discrete (G, p)-sweepouts
Π ∈ [X,ZGn (M ;M;Z2)]
#, where X is a (G, p)-admissible cubical subcom-
plex. Then
ωGp (M) = inf
Π∈DGp
L(Π).
Proof. Fix a class of discrete (G, p)-sweepouts Π ∈ [X,ZGn (M ;M;Z2)]
#.
Then for any ǫ > 0, there exists a homotopy sequence of maps S = {φi}
∞
i=1 ∈
Π such that
L(S) ≤ L(Π) + ǫ.
By Theorem 4.4, we get:
ωGp (M) ≤ lim sup
i→∞
sup
x∈X
M(Φi(x)) = L(S) ≤ L(Π) + ǫ,
where Φi is the Almgren G-extension of φi.
On the other hand, there exists Φ ∈ PGp satisfies
sup
x∈dmn(Φ)
M(Φ(x)) ≤ ωp(M)
G + ǫ.
As in Lemma 7.6, we have S and Π ∈ DGp which satisfy
L(Π) ≤ L(S) ≤ sup
x∈dmn(Φ)
M(Φ(x)) ≤ ωGp (M) + ǫ
by Theorem 4.3. 
Now we finish this section with the proof of our main theorem 1.1.
7.2. Proof of Main Theorem.
Proof. By the interpolation results (Theorem 4.3, 4.4) and Lemma 7.6, we
can consider only the maps in PGp that are continuous in the F metric when
computing ωGp . As we mentioned at the beginning of Section 4, maps that
are continuous in the F metric have no concentration of mass. Thus one
can see that PGp ⊂ Pp and ω
G
p (M) ≥ ωp(M) (see [22, Section 4] for specific
definitions of Pp and ωp). SinceM is closed, we have the following inequality
by the classical Almgren-Pitts min-max theory and Lemma 7.7:
0 < ω1(M) ≤ ωp(M) ≤ ω
G
p (M) ≤ L(Π),
for any Π ∈ DGp . The main theorem 1.1 now follows from Theorem 6.8.
As in Remark 4.5, the Almgren’s Isomorphism [2, Theorem 3.2, 7.1] and
Almgren’s Homotopies [2, Theorem 8.2] remain true under G-invariant re-
strictions. Hence one can also show directly that L(Π) > 0 for any Π ∈ DGp
as the classical Almgren-Pitts min-max theory. 
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8. upper bounds of (G, p)-width and the dichotomy theorem
Gormov[9] and Guth[10] have studied the asymptotic behavior of the min-
max volumes ωp(M) as p→∞. In [22, Section 5], Marques and Neves have
provided a modified proof of the upper bounds of p-width built by Guth.
Their upper bounds of p-width can be seen as a special case of the choice of
the action G in our G-invariant version of p-width (i.e. choose G = {e} to
be trivial).
The bend-and-cancel argument of Guth contains following steps:
Step1 Use the Morse function to construct a p-sweepout Φ.
Step2 Use the deforming map F to bend M \ Bǫ3−k(c(k)) into n-skeleton
∪∂σ by considering F#Φ.
Step3 The mass of F#(ΦxBǫ3−k(c(k))) can be bounded by |DF |
n times the
mass of ΦxBǫ3−k(c(k)).
Step4 The mass of F#(Φx(M \Bǫ3−k(c(k)))) can be bounded by the mass
of n-skeleton ∪∂σ.
Step5 Combine Step3 and 4, and show the upper bound of p-width by the
mass bound of F#Φ.
In this section, we adapt the bend-and-cancel argument in the proof of
[22, Theorem 5.1] to G-invariant settings and show the upper bounds of
(G, p)-width depend on the cohomogeneity of G. Specifically, we need the
Morse function in Step1 to be G-invariant and the deforming map F in Step2
to be G-equivariant. Also we need the Weyl’s tube formula [8] to show the
upper bound as in Step3.
To begin with, let (M,g) be an orientable closed Riemannian (n + 1)-
manifold with a compact Lie group G acting as isometries (of cohomogeneity
l ≥ 3) on it. Since M/G can be triangulated, we can find a l-dimensional
cubical subcomplex K of Im for some m, and a Lipschitz homeomorphism
F1 : K → M/G. For any k ∈ N and σ ∈ K(k)l, let σ˜ = π
−1 ◦ F1(σ) be a
G-invariant ‘cube’ in M , and G · pσ˜ = π
−1 ◦ F1(pσ) be the center orbit of σ˜,
where pσ is the center point of σ. Denote then
• K˜(k)l = {σ˜| σ ∈ K(k)l};
• c˜(k) = {G · pσ˜| σ ∈ K(k)l}.
Remark 8.1. We also mention that the triangulation △ on M/G obtained
by Verona in [33] satisfies that
the points in Int(s) have same orbit type
for any s ∈ △. Hence, by the equivariant triangulation result in [12] and
the density of principal orbit type, one can require that G · pσ˜ has principal
orbit type and dimpσ˜ = n+ 1− l.
By the good G-partition ofM (Def 2.1), one can find K and F1 such that
no cut points of G · pσ˜ are contained in ˚˜σ = π
−1 ◦ F1(Int(σ))
for any k ∈ N, σ˜ ∈ K˜(k)l.
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8.1. G-Morse functions and the G-equivariant deforming map.
Since Morse functions are used to construct sweepouts, let us show the
following two lemmas about G-invariant Morse functions. The first one
comes from [18]:
Lemma 8.2 (Z. Liu). If f : M → [0, 1] is a G-equivariant Morse function
in the sense of [34]. Then Φ(t) = f−1(t) is a (G, 1)-sweepout.
SinceG-equivariant Morse functions are dense in the space ofG-equivariant
smooth functions [35], we can show the following lemma similar to [22,
Lemma 5.3]:
Lemma 8.3. There exists a G-equivariant Morse function f :M → R such
that
(i) f−1(t) ∩ c˜(k) contains at most one orbit for all t ∈ R;
(ii) no critical locus of f belongs to c˜(k).
Proof. Firstly, suppose M is embedded in RL. Consider the inner product
function fv : M → R defined by fv(p) = 〈p, v〉 for some v ∈ S
L−1 and
p ∈M . Define then
fv,G(p) =
∫
G
fv(g · p) dµ(g)
to be the average of fv. Clearly fv,G is a G-invariant smooth function.
Noting that
∫
G g · p dµ(g) =
∫
G g · q dµ(g) ∈ R
L for p ∈ G · q, one can show
the set{
v ∈ SL−1
∣∣ 〈v,
∫
G
g·p−g·q dµ(g)
〉
6= 0 for allG·p,G·q ∈ c˜(k) with G·p 6= G·q
}
is open with full measure in SL−1. Hence, there exists a G-equivariant
smooth function fv,G satisfying (i). After perturbing fv,G around orbits in
c˜(k), one can get a G-equivariant smooth function f ′v,G satisfying (i) and (ii).
Since G-equivariant Morse functions are dense in the space of G-equivariant
smooth functions [35], we can find G-equivariant Morse function f closed to
f ′v,G as required. 
Next proposition provides us with a Lipschitz deforming map that com-
presses the complement of a small neighborhood of c˜(k) in M into the skele-
ton π−1 ◦ F1(K(k)l−1).
Proposition 8.4. There exist constants C1 > 0, ǫ0 > 0 depending only on
M,G, such that for any k ∈ N and 0 < ǫ ≤ ǫ0 we can find a G-equivariant
Lipschitz map F :M →M satisfying:
(i) F is G-homotopic to the identity;
(ii) F (M \BG
ǫ3−k
(c˜(k))) ⊂ π−1 ◦ F1(K(k)l−1);
(iii) if G · pσ˜ ∈ c˜(k), σ˜pσ˜ = {p ∈ σ˜| dM (p, pσ˜) = dM (p,G · pσ˜), } is the
closure of a Gpσ˜-slice of G · pσ˜, then the Lipschitz constant of F on
slice
∣∣D(F |σ˜pσ˜ )
∣∣ ≤ C1ǫ−1.
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Moreover, |DGF | ≤ C1ǫ
−1, where |DGF | = sup[p] 6=[q]∈M/G
dM/G([F (p)],[F (q)])
dM/G([p],[q])
is the Lipschitz constant of F between orbits.
Proof. For any σ˜ ∈ K˜(k)l, G · pσ˜ ∈ σ˜ is the center orbit of σ˜. Define
σ˜z = {p ∈ σ˜| dM (p, z) = dM (p,G · pσ˜), }
Uz = (exp
⊥
z )
−1(σ˜z) ⊂ Nz(G · z)
for z ∈ G · pσ˜ and Nz(G · z) = {(z, v) ∈ N(G · pσ˜)} the fiber of the normal
bundle N(G · pσ˜) at z. By the good G-partition of M , there exists a open
G-set BG(pσ˜) such that σ˜ ⊂ B¯
G(pσ˜) and the normal exponential map of
G · pσ˜ gives a diffeomorphism on B
G(pσ˜). Thus the following statements
hold:
(1) Uz1
∼= Uz2 through g∗ for z2 = g · z1 ∈ G · pσ˜;
(2) σ˜z1 ∩ σ˜z2 ⊂ σ˜ \ ˚˜σ ⊂ ∂B
G(pσ˜) for z1 6= z2 ∈ G · pσ˜.
Now, for any p ∈ σ˜, suppose p ∈ σ˜z. Then we denote (z, vp) = (exp
⊥
z )
−1(p) ∈
Uz and
Tσ˜(p) = sup
{
t ∈ [0,∞)
∣∣ exp⊥z (z, s vp|vp|) ∈ σ˜, ∀s ∈ [0, t)
}
.
Due to the facts that σ˜ is a G-set and G acts as isometries, it’s clear that
Tσ˜ is G-invariant continuous function on σ˜.
Choose a smooth cut-off function η : R→ R such that η(t) = 1 if t ≤ 1/2,
η(t) = 0 if t ≥ 1, η|[1/2,1] is strictly monotonic decreasing, and η(t) ∈ [0, 1].
Set ηδ(t) = η(t/δ) and
hδ(p) = ηδ(|vp|)vp + (1− ηδ(|vp|))Tσ˜(p)
vp
|vp|
,
which is a G-equivariant map from σ˜ to N(G · pσ˜) with Lipschitz constant
(on the slice σ˜z) bounded by CM,G · δ
−1 sup(Tσ˜). Define then
Fσ˜(p) = exp
⊥
z (z, hδ(p)), if p ∈ σ˜z,
for p ∈ σ˜. It’s clear that Fσ˜ is well defined by the fact(2) and isG-equivariant
by its definition. Let L1 be the Lipschitz constant of F1 and L2 be the
bound of |dexp⊥G·pσ˜ |. Since sup(Tσ˜) = supp∈σ˜ dM (p,G · pσ˜) ≤
√
l
2 3
−kL1, one
can choose ǫ < 18L1L2 and δ = 3
−kǫ such that:
• Fσ˜(σ˜ \B
G
ǫ3−k
(pσ˜)) ⊂ ∂σ˜;
• |DGFσ˜| ≤
∣∣D(F |σ˜z)∣∣ ≤ CM,G · ǫ−1;
• Fσ˜(p) = p for all p ∈ ∂σ˜;
• Fσ˜ is G-equivariant and G-homotopic to the identity relative to σ˜\˚˜σ.
Finally, define F : M → M by F (p) = Fσ˜(p) if p ∈ σ˜. The map F is well
defined and satisfies all requirements. 
Remark 8.5. By the construction of F , one can see that
(15) F˜σ˜ , F |BG
ǫ3−k
(pσ˜)
: BGǫ3−k(pσ˜)→
˚˜σ is an equivariant diffeomorphism,
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for any G · pσ˜ ∈ c˜(k). Hence, for any T ∈ Z
G
n (B
G
ǫ3−k
(pσ˜), ∂B
G
ǫ3−k
(pσ˜);Z2),
we have following inequality by [31, Lemma 28.5]:
∫ ǫ3−k
0
M
(
(F˜σ˜)#〈T, dpσ˜ , r〉
)
dr =
∫ ǫ3−k
0
M
(〈
(F˜σ˜)#T, dpσ˜ ◦ (F˜σ˜)
−1, r
〉)
dr
=
∫
spt((F˜σ˜)#T )
|∇(dpσ˜ ◦ (F˜σ˜)
−1)| d||(F˜σ˜)#T ||(16)
≥
1
|D(F |σ˜pσ˜ )
∣∣M((F˜σ˜)#T ),
where dpσ˜ = distM (G · pσ˜, ·) is the distance function to orbit G · pσ˜.
8.2. Upper bounds of (G, p)-width.
Now we can follow the proof of [22, Theorem 5.1] to show the upper
bounds for (G, p)-width.
Theorem 8.6. Let G be a compact Lie group acting as isometries on a
closed manifold Mn+1 with Cohom(G) = l ≥ 3. Then there exists a constant
C = C(M,G) > 0, such that:
ωGp (M) ≤ Cp
1
l ,
where p ∈ N. Actually, the theorem holds as long as l ≥ 2.
When G is trivial, the cohomogeneity l ofG is dim(M) = n+1. Hence, our
upper bounds for (G, p)-width are coincide with conclusions of Gormov[9]
and Guth[10].
Proof. For p ∈ N, let k ∈ N such that 3k ≤ p
1
l ≤ 3k+1.
Let f : M → R be the G-equivariant Morse function defined in Lemma
8.3. As in Lemma 8.2, level sets of f form a (G, 1)-sweepout of M . Now for
each a = (a0, . . . , ap) ∈ S
p−1 ⊂ Rp, we define a polynomial Pa(t) =
∑p
i=0 ait
i
and a map:
Ψˆ(a) = ∂
{
p ∈M | Pa(f(p)) < 0
}
∈ ZGn (M ;Z2).
By Z2 coefficients, we have Ψˆ(a) = Ψˆ(−a) and Ψˆ induces a map Ψ : RP
p →
ZGn (M ;Z2). Similar to the proof of [22, Theorem 5.1], one can show that Ψ
is continuous in the flat topology and is a (G, p)-sweepout by Lemma 8.2.
As we mentioned in Remark 8.1, the dimension of G · pσ˜ is n+ 1− l. By
the definition of f in Lemma 8.3, we can choose ǫ small enough such that
(17) f(BGǫ3−k(pσ˜1)) ∩ f(B
G
ǫ3−k(pσ˜2)) = ∅,
where G · pσ˜1 6= G · pσ˜2 ∈ c˜(k). In what follows, we will denote by C varying
constants that depend only on M,G.
Fix any pσ˜ ∈ c˜(k). Then by Proposition 2.6, for almost all r ∈ (0, ǫ3
−k],
the slice of f−1(t) by dpσ˜ = distM (G · pσ˜, ·) at r exists and 〈f
−1(t), dpσ˜ , r〉 ∈
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ZGn−1(M ;Z2). Moreover, by [31, Lemma 28.5], we have:∫ ǫ3−k
0
M(〈f−1(t), dpσ˜ , r〉)dr =M(f
−1(t)xBGǫ3−k(pσ˜)).(18)
For simplicity, let us denote Σ
f−1(t)
r = spt(〈f−1(t), dpσ˜ , r〉) to be the support
of the slice cycle. Define then Σ
f−1(t)
r,pσ˜ = {q ∈ Σ
f−1(t)
r | dM (q, pσ˜) = dM (q,G ·
pσ˜)} to be the restriction of Σ
f−1(t)
r on σ˜pσ˜ , where σ˜pσ˜ is the closure of the
slice of σ˜ at pσ˜ (see Proposition 8.4 (iii)). Then, we can use the Weyl’s tube
formula [8, Lemma 3.12] to see that
M(〈f−1(t), dpσ˜ , r〉) = H
n−1(Σf
−1(t)
r )
=
∫
G·pσ˜
∫
(exp⊥pσ˜ )
−1(Σ
f−1(t)
r,pσ˜
)
ϑG·pσ˜u (r) dH
l−2 dHn+1−l(19)
≤ CHn+1−l(G · pσ˜)Hl−2(Σf
−1(t)
r,pσ˜
).
Combining this with (18), we have
M(f−1(t)xBGǫ3−k(pσ˜)) ≤ CH
n+1−l(G · pσ˜)
∫ ǫ3−k
0
Hl−2(Σf
−1(t)
r,pσ˜
) dr
≤ CHl−1(Σf
−1(t)
pσ˜
∩BGǫ3−k(pσ˜)),(20)
where Σ
f−1(t)
pσ˜ = spt(f
−1(t))∩σ˜pσ˜ . Since the slice σ˜pσ˜ intersects transversally
with orbits in ˚˜σ, and G · pσ˜ is not a cut locus of f (Lemma 8.3(ii)), one can
choose ǫ > 0 even smaller so that
Hl−1(Σf
−1(t)
pσ˜
∩BGǫ3−k(pσ˜)) ≤ 2ωl−1(ǫ3
−k)l−1.
Hence, we have
(21) M(f−1(t)xBGǫ3−k(pσ˜)) ≤ C(ǫ3
−k)l−1
For such ǫ, take the map F in Proposition 8.4 and define Φ(θ) = F#Ψ(θ)
which is also a (G, p)-sweepout since F is is G-homotopic to the identity.
Now by Proposition 8.4 (iii) and (16)(19)(20)(21), we have
M(F#(f
−1(t)xBGǫ3−k(pσ˜))) ≤
∣∣D(F |σ˜pσ˜ )
∣∣ ∫ ǫ3−k
0
M(F#〈f
−1(t), dpσ˜ , r〉) dr
≤ C
∣∣D(F |σ˜pσ˜ )
∣∣ ∫ ǫ3−k
0
Hl−2(F (Σf
−1(t)
r,pσ˜ )) dr(22)
≤ C
∣∣D(F |σ˜pσ˜ )
∣∣l−1Hl−1(Σf−1(t)pσ˜ ∩BGǫ3−k(pσ˜))
≤ C
∣∣D(F |σ˜pσ˜ )
∣∣l−1(ǫ3−k)l−1
≤ C (3−k)l−1.
Furthermore, by (17):
M(F#(f
−1(t)xBGǫ3−k(c˜(k))) ≤ C · 3
−k(l−1).
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For any θ ∈ RPp, the G-cycle Ψ(θ) consists at most p level sets of f . As a
result, we have
(23) M(F#(Ψ(θ)xB
G
ǫ3−k(c˜(k))) ≤ p · C3
−k(l−1).
Set B =M \BG
ǫ3−k
(c˜(k)). Then spt(F#(Ψ(θ)xB)) ⊂ π
−1 ◦F1(K(k)l−1) =⋃
∂σ˜ by Proposition 8.4. With Z2 coefficients, the multiplicity of F#(Ψ(θ)xB)
is at most one. Hence,
M(F#(Ψ(θ)xB)) ≤M(π
−1 ◦ F1(K(k)l−1)) ≤ Hn
( ⋃
∂σ˜
)
.
Since each σ˜ is a G-tube, one can compute the area of ∂σ˜ using the Weyl’s
tube formula as (19)(20) and get
Hn(∂σ˜) ≤ C Hl−1(∂σ˜pσ˜)
≤ C |DF1|
l−1 · Hl−1(∂I l3−k),
where F1 is the Lipschitz homeomorphism from K to M/G, and I
l
3−k
is a
l-dimensional cube with sides of 3−k. As a result, one can get the following
inequality
M(F#(Ψ(θ)xB)) ≤ H
n
( ⋃
∂σ˜
)
(24)
≤ C23
kl · C · |DF1|
l−1 · Hl−1(∂I l3−k)
≤ C23
kl · C3−k(l−1)
≤ C3k,
where C2 is the number of l-cells in K.
Combining (23) and (24), we have
ωGp (M) ≤ supM(Φ(θ)) ≤ C · (p3
−k(l−1) + 3k) ≤ C(M,G)p
1
l
since 3k ≤ p
1
l ≤ 3k+1. 
Remark 8.7. Here the Weyl’s tube formula are used to compute the mass
of a G-cycle restricted in a G-tube. We want to point out that there are also
another way to deliver the mass of the restricted G-cycle f−1(t)xBG
ǫ3−k
(pσ˜).
Since σ˜pσ˜ is the closure of the slice of σ˜ at pσ˜ (see Proposition 8.4 (iii))
and the slice representation is polar (see Definition A.2 and Proposition
A.4(6)), one can use the Weyl-type integration formula for polar actions
built by F.Magata in [19]. As a result, the mass of a G-cycle on σ˜ would be
represented by an integration on the slice σ˜pσ˜ . Hence the Lipschitz constant
bound in Proposition 8.4(iii) can be applied too.
Since the Lie group G is not assumed to be connected, one should notice
that a connected component of a G-hypersurface may not be G-invariant.
Thus we also need the following G-invariant analogues of the usual notions
of connectivity.
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Definition 8.8. Suppose Σ is an embedded G-hypersurface, and {Σi}
k
i=1
are connected components of Σ. We say Σ is G-connected, if for any i, j ∈
{1, . . . , k}, there exists g ∈ G such that Σi = g · Σj.
Moreover, for any embedded G-hypersurface Γ, one can decompose Γ by
its G-connected components.
As an application, one can follow the procedure in [22, Section 6,7] under
our G-invariant min-max settings and get a dichotomy for G-invariant min-
max minimal hypersurfaces similar to [22, Theorem 1.1]:
Theorem 8.9. Let Mn+1 be an orientable closed manifold with a compact
Lie group G acting as isometries (of Cohom(G) = l ≥ 3) on it. Suppose
2 ≤ n ≤ 6. Then:
(i) either there exists a disjoint collection {Σ1, . . . ,Σl} of l closed smooth
embedded G-connected G-invariant minimal hypersurfaces;
(ii) or there exist infinitely many closed smooth embedded G-connected
G-invariant minimal hypersurfaces.
Since manifolds with positive Ricci curvature satisfy the embedded Frankel
property (any two closed smooth embedded minimal hypersurfaces intersect
each other)[7], we have the following corollary just as in [22, Corollary 1.5] :
Corollary 8.10. Let Mn+1 be an orientable closed manifold with a compact
Lie group G acting as isometries (of Cohom(G) = l ≥ 3) on it. Suppose 2 ≤
n ≤ 6 and the Ricci curvature RicM > 0. Then there exist infinitely many
closed smooth embedded G-connected G-invariant minimal hypersurfaces.
9. Lower bounds of (G, p)-width
To end this paper, we show the lower bounds of (G, p)-width. The lower
bounds of p-width have been built by Gromov[9] and Guth[10] for compact
manifolds. We here follow the proof of Marques and Neves in [22, Section
8] with geodesic balls replaced by G-tubes around orbits.
Although we can get an upper bound for Hdimp(G · p), we generally don’t
have a positive lower bound for this function. Similarly, we generally can
not find positive lower bounds for the injectivity radius of orbits Inj(G · p).
But we only need to consider local properties of sweepouts when we deal
with lower bounds of (G, p)-width. And locally, one can have positive lower
bounds for these functions.
LetM reg be the union of orbits with principal orbit type. ThusM reg is an
open and dense submanifold inM and dimq = n+1−l for any q ∈M
reg (see
[34, Section 3.5]). It’s not hard to find that the volume functionHn+1−l(G·q)
and the injectivity radius function Inj(G · q) are both continuous on M reg.
Moreover, the function ϑG·qu (r) in the Weyl’s tube formula ([8, Lemma 3.14,
Theorem 4.10]) is also continuous on q ∈M reg and r ∈ R+.
Hence, one can fix any point q0 ∈ M
reg and choose a positive number
r0 > 0 sufficiently small such that:
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(i) B¯G4r0(q0) ⊂M
reg;
(ii) there exist constants C1 > 0 so that
1
C1
≤ Hn+1−l(G · q) ≤ C1, ∀q ∈
B¯G4r0(q0);
(iii) Inj(G · q) > 2r0, ∀q ∈ B¯
G
r0(q0);
(iv) there exist constants C2 > 0 so that
1
C2
≤ ϑG·qu (r) ≤ C2, ∀q ∈
B¯Gr0(q0), r ∈ [0, r0];
(v) Inj(M) > 2r0 and 1/2 ≤ |dexpq| ≤ 2 in B¯r0(q), ∀q ∈M
Since q0 ∈M
reg is arbitrary, we regard r0, C1, C2 > 0 as constants depending
only on M,G. In the rest of this section, we always suppose q0, r0, C1, C2
are point and constants defined as above.
One can apply the Weyl’s tube formula [8, Lemma 3.13] to see the fol-
lowing inequality holding for all q ∈ B¯Gr0(q0) and r ∈ (0, 2r0]:
C3
C1C2
· rl ≤
C3
C2
Hn+1−l(G · q)rl
≤ vol(BGr (q))(25)
≤ C2C3H
n+1−l(G · q)rl ≤ C1C2C3 · rl,
where C3 > 0 is a constant depending only on n and l.
Furthermore, for any q ∈ B¯Gr0(q0), r ∈ (0, r0], let us consider a G-
equivariant Lipschitz diffeomorphism F : BGr (q)→ B
G
r0(q) given by
F (y) = exp⊥G·q(zy,
r0
r
vy), ∀y = exp
⊥
G·q(zy, vy) ∈ B
G
r (q).
Suppose T ∈ ZGk (B
G
r (q), ∂B
G
r (q);Z2) is a k-cycle, where k ≥ n+ 2− l. One
can get the following inequality by (16) and the Weyl’s tube formula [8,
Lemma 3.13]:
M(F#T ) ≤
∣∣D(F |Bq )∣∣
∫ r
0
M(F#〈T, dq, t〉) dt
≤
∣∣D(F |Bq )∣∣
∫ r
0
∫
G·q
∫
(exp⊥q )
−1(Σ
F#T
t,q )
ϑG·qu (t) dH
l−2−n+k dHn+1−ldt
≤
∣∣D(F |Bq )∣∣
∫ r
0
C1C22
l−2−n+kHl−2−n+k(F (ΣTt,q)) dt(26)
≤
∣∣D(F |Bq )∣∣l−1−n+kC1C22l−2−n+k
∫ r
0
Hl−2−n+k(ΣTt,q) dt
≤
∣∣D(F |Bq )∣∣l−1−n+kC21C224l−2−n+k
∫ r
0
M(〈T, dq, t〉) dt
≤ C(M,G) ·
∣∣D(F |Bq )∣∣l−1−n+kM(T ),
where Bq is a slice of B
G
2r0(q) at q, and Σ
T
t,q is the notation as we used in
(19). Now, by the definition of the flat metric F , one can use the inequality
above to see that
(27) F(F#T ) ≤ C ·
∣∣D(F |Bq )∣∣l−n+kF(T )
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where C > 1 is a constant depending only on M,G, and n+ 2− l ≤ k ≤ n.
Using the inequality above, we can estimate the local G-isoperimetric con-
stant. To begin with, let us review some definitions. Suppose q ∈ BGr0(q0).
Thus exp⊥G·q gives a diffeomorphism on B
G
2r0
(q). By Proposition 2.7, we can
find a positive constant νr(q) = νBGr (q),∂BGr (q) such that, for all
T ∈ ZGn (B
G
r (q), ∂B
G
r (q);Z2) with F(T ) < νr(q),
there exists a unique Q ∈ IGn+1(B
G
r (q);Z2) satisfying
∂Q− T ∈ IGn (∂B
G
r (q);Z2) and M(Q) ≤ νr(q).
Lemma 9.1. Suppose r0 = r0(M,G) as we choose before. Then there exist
positive constant α0 = α0(M,G) such that
(28) νr(q) = νBGr (q),∂BGr (q) > α0r
l, l = Cohom(G),
for any q ∈ B¯Gr0(q0), r ∈ (0, r0].
Proof. For any G · q ⊂ B¯Gr0(q0), we take α0(q) > 0 satisfying
νr0(q) > 4
lCα0(q)r
l
0.
where C > 0 is the constant in (27). Since the exponential map exp⊥G·q
provides a G-equivariant diffeomorphism on BG2r0(q), we can define (zy, vy) =
(exp⊥G·q)
−1(y) for all y ∈ BGr (q). Now we can construct a G-equivariant
diffeomorphism Fr : B
G
r (q)→ B
G
r0(q) b
Fr(y) = exp
⊥
G·q(zy,
r0
r
vy).
Hence, we have |DGFr| ≤ |D(FxBq)| ≤ 4
r0
r , where Bq is the slice of B
G
r0(q)
at q. Then, for any
T ∈ ZGn (B
G
r (p), ∂B
G
r (p);Z2) with F(T ) < α0(q)r
l,
one can use (26) with k = n to show the flat norm of Fr#T can be bounded
by
F(Fr#T ) ≤ C · |D(FxBq)|
lF(T )
≤ C 4lα0(q)r
l
0
< νr0(q).
By definition of νr0(q), there exists a unique Q
′ ∈ IGn+1(B
G
r0(q);Z2) satisfying
∂Q′ − Fr#T ∈ IGn (∂B
G
r0(q);Z2) and M(Q
′) ≤ νr0(q).
Now, one can take Q = (F−1r )#Q′ ∈ IGn+1(B
G
r (q);Z2) to be the unique
isoperimetric choice of T .
Thus we conclude that α0(q)r
l < νr(q) for r ∈ (0, r0]. The lemma then
follows by the compactness of B¯Gr0(q0). 
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The following lemma is a simple modification of the claim shown in the
proof of [10, Cup Product Theorem].
Lemma 9.2. Let r0 > 0 be the constant defined in Lemma 9.1 and p ∈ N.
If numbers 0 < rp ≤ · · · ≤ r1 ≤ r0 satisfy
p∑
i=1
rli < ρ0(M,G) =
rl0
C21C
2
2 · 2
l
then there exist q1, . . . , qp ∈ B
G
r0(q0) ⊂M
reg such that
BGri(qi) ∩B
G
rj (qj) = ∅, for i 6= j ∈ {1, . . . , p}.
Proof. By (25), vol(BGr0(q0)) ≥
C3
C1C2
rl0. By statement (i) above, one can
choose q1 ∈ B
G
r0(q0) ∩M
reg. Now we proceed inductively. Suppose we have
find q1, . . . , qj−1 ∈ BGr0(q0) ∩M
reg so that the G-tubes BGri(qi) are disjoint
(i = 1, ..., j − 1). Then, by (25), the volume of ∪j−1i=1B
G
2ri
(qi) is bounded by
j−1∑
i=1
C1C2C3 · (2ri)
l <
C3
C1C2
rl0 ≤ vol(B
G
r0(q0)).
Therefore, one can get an orbit G · qj ∈ (B
G
r0(q0) ∩M
reg) \ (∪j−1i=1B
G
2ri
(qi)).
Since rj ≤ ri for any i = 1, . . . , j − 1, the G-tube B
G
rj(qj) is disjoint form
∪j−1i=1B
G
ri(qi). Continuing to choose G-tubes in this way gives the lemma. 
Using Lemma 9.1, we have the following proposition which is a modifica-
tion of [22, Proposition 8.2].
Proposition 9.3. There exist positive constants α0 = α0(M,G) and r0 =
r0(M,G) so that for any (G, 1)-sweepout Φ : S
1 → ZGn (M ;Z2), we have
sup
θ∈S1
M(Φ(θ)xBGr (q)) ≥ α0r
n−dimq = α0rl−1
for any q ∈ B¯Gr0(q0) and r ∈ (0, r0].
Proof. Let α1 = α0, r1 = r0, where α0, r0 are the numbers in Lemma 9.1.
Let ρ = CM be the constant in Proposition 2.7. For any x ∈M, r ∈ (0, r1],
we choose δ small enough such that (1 + 2r )ρδ < α1(
r
2)
n−dimx . Similar as
Proposition 2.7, one can adapt [2, Proposition 1.22] to give a G-invariant
M-isoperimetric choice lemma. Moreover, by scaling considerations, one
can get a similar result for M-isoperimetric constant νMr (q) as Lemma 9.1.
Combining the G-invariant M-isoperimetric lemma with Lemma 9.1, the
proof of [22, Proposition 8.2] would carry over after adding G- in front of
relevant objects. 
Finally, one can apply Lusternik-Schnirelmann theory to give the lower
bounds of (G, p)-width following the same procedure of the proof of [22,
Theorem 8.1] with Lemma 9.2 and Proposition 9.3.
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Theorem 9.4. Let G be a compact Lie group acting as isometries on a
closed manifold Mn+1 with Cohom(G) = l ≥ 3. There exists a positive
constant C = C(M,G) > 0 such that
ωGp (M) ≥ Cp
1
l ,
for any p ∈ N. Actually, the theorem holds as long as l ≥ 1.
Proof. By Lemma 9.2, there exists some positive constants v = v(M,G)
such that, for each p ∈ N, one can find p disjoint G-tubes {BGr (qi)}
p
i=1 with
r = vp−
1
l and qi ∈ B
G
r0(q0) ⊂ M
reg. Let α0 be the constant in Proposition
9.3.
For any Φ ∈ Pp mapping X into Z
G
n (M ;F;Z2), one can follow the proof
of [22, Theorem 8.1, Claim 8.4] using Lusternik-Schnirelmann theory with
Proposition 9.3 to show that there exists x ∈ X satisfying
M(Φ(x)xBGr (qi)) ≥
α0
6
rn−dimqi =
α0
6
rl−1
for i = 1, . . . , p. Hence
M(Φ(x)) ≥
p∑
i=1
M(Φ(x)xBGr (qi)) ≥ p
α0
6
rl−1 ≥
α0
6
vl−1p
1
l = Cp
1
l ,
where C > 0 is a constant depending only on M and G. Since Φ ∈ Pp is
arbitrary, the theorem is followed by the definition of (G, p)-width. 
Appendix A. good G-partition on M
Let us begin with some basic notations and facts (see [34] for details).
Suppose G is a compact Lie group acting as isometries on a closed manifold
M . For any closed subgroup H of G, denote (H) to be the conjugate class
of H in G. Then we say p ∈ M has (H) orbit type if (Gp) = (H), where
Gp = {g ∈ G| g · p = p} is the isotropy group of p. We also denote
M(H) = {p ∈M | (Gp) = (H)}
to be the union of points with (H) orbit type which is a submanifold of
M . Since the number of orbit type is locally finite, there are only finite
different orbit types on a compact manifold M . Also, there exists a minimal
conjugate class of isotropy group (P ) such that M(P ) forms an open dense
submanifold of M , which is called the principal orbit type.
In the paper [33], Verona showed that there is a triangulation △ on M/G
such that the points in Int(s) have same orbit type for any s ∈ △. Using
this triangulation of orbit spaceM/G, Illman found in [12] that the barycen-
tric subdivision of such triangulation satisfying (Gp) ⊂ (Gq), where p ∈
Int(s), and q ∈ ∂s, for any s ∈ △. This helps Illman to build an equivari-
ant triangulation on M .
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In particular, for finite G, there exists an equivariant simplicial complex
K and an equivariant triangulation h : K →M [11] satisfying
(Gp) ⊂ (Gq), where p ∈ Int(s) and q ∈ ∂s, for any s = h(t) ∈ h(K).
Now, for t ∈ K and s = h(t), we denote U(s) = ∪s⊂s′s′, s˜ = G · s, and
U(s˜) = G · U(s) as in Section 2.1. Let ps ∈ Int(s) be the center point of s.
Then we have
(29) (Gq) ⊂ (Gps), for any q ∈ Int(U(s)).
We also mention that Illman’s equivariant triangulation can be barycen-
tric subdivided which keeps to be G-equivariant. Moreover, for any G-
invariant submanifold N of M , there exists an equivariant triangulation of
pairs (M,N).
Let us now consider the good G-partition on M for finite group G. One
should notice that when G is finite, each orbit is a set of finite points.
For p ∈ M with principal orbit type, suppose G · p = {p = p1, . . . , pc(p)}.
Consider the cutting set
CL(G · p) = {q ∈M | ∃i 6= j such that dM (q, pi) = dM (q, pj)}.
Then M \ CL(G · p) has c(p) number of connected components {Mi}
c(p)
i=1
such that pi ∈ Mi. Noting that each orbit intersects with Mi at most
one point and principal orbits are dense in M , we can regard M1 as the
interior of a fundamental domain. Similarly to the triangulation of compact
manifold with boundary, one can choose K fine enough such that there is
a subcomplex K1 ⊂ K and an equivariant triangulation h1 : K1 → M1
satisfying:
(30) if ps ∈M1, then no cut points of ps contains in Int(U(s))
where s ∈ h1(K1), ps is the center point of s, and U(s) = ∪s⊂s′s′ ⊂M1. As
a result, we see that, for G · ps ⊂ ∪
c(p)
i=1Mi, there is no cut points of G · ps in
G · Int(U(s)) = U˚(s˜).
Then we consider q1 ∈ ∂M1 with minimal conjugate class of isotropy
group such that for any q ∈ ∂M1, we have #G · q ≤ #G · q1. Here the
minimality of (Gq1) means that for any q ∈ ∂M1, either (Gq1) ⊂ (Gq)
(implying M(Gq) ⊂ M(Gq1 )), or M(Gq) ∩ M(Gq1 ) = ∅. As above, one can
define CL(G · q) and {Mq1,j}
c(q1)
j=1 . Consider the relative open set Nq1,j =
M1∩Mq1,j of M1 which intersect with each orbit in M(H) at most one point
for (H) ⊂ (Gq1). Then, by the minimality of (Gq1) and the fact (29), one
can subdivide K and get an equivariant triangulation of each Nq1,j as before
such that,
if ps ∈ Nq1,j with (Gp) or (Gq1) orbit type,
then no cut points of ps contains in Int(U(s)) ⊂ Nq1,j.
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Moreover, for G · ps ⊂ G ·Nq,j with (Gp) or (Gq1) orbit type, no cut points
of G · ps contains in G · Int(U(s)) = U˚(s˜).
After that, one can consider q2 ∈ ∪j(∂M1∩∂Nq1,j) with minimal isotropy
group and do the same procedure as before. Repeating this procedure, one
would get a (relative) open cover ofM1. SinceM1 is compact, the procedure
would stop in a finite number of times. Thus the following lemma comes
from subdividing K for a finite number of times as above.
Lemma A.1. Suppose G is a compact Lie group acting as isometries on a
closed manifold M . If G is finite, then M has a good G-partition.
Now we show the good G-partition can be realized when the action of G
is polar. Let us begin with a brief introduction to polar actions.
Definition A.2 (Polar Actions). Suppose the Lie group G acts as isometries
on M . The action of G is called polar, if there exists a connected complete
embedded submanifold Σ of M which intersects orthogonally with every G-
orbit. Such a submanifold Σ is called a section for the G-action on M .
For a polar action G, the normalizer NG(Σ) of a section Σ acts as isome-
tries on itself and the generalized Weyl group is defined by factoring out the
kernel of this action:
Definition A.3. Suppose the action of G on M is polar and Σ is a section.
Denote the normalizer and centralizer of Σ in G by NG(Σ) = {g ∈ G| g ·Σ =
Σ} and ZG(Σ) = {g ∈ G| g·q = q,∀q ∈ Σ} respectively. Then the generalized
Weyl group (or polar group) WΣ is defined by
WΣ = NG(Σ)/ZG(Σ).
For convenience of readers, we list some facts about polar actions and
polar groups (see [25] or [4] for details):
Proposition A.4. Suppose the action of G onM is polar and Σ is a section.
Then the following statements hold:
(1) dim(Σ) = Cohom(G) = l, and for regular p ∈ Σ the tangent space
TpΣ coincides with the normal space Np(G · p).
(2) Σ is a totally geodesic submanifold andWΣ a discrete group of isome-
tries acting properly discontinuously on Σ. MoreoverM/G ∼= Σ/WΣ.
(3) WΣ parameterizes the intersection of every G-orbit with Σ.
(4) Since WΣ is a discrete group, we have WΣ is finite when G or Σ is
compact.
(5) The set of G-regular points lies open and dense in every section.
(6) The slice representation in each point is polar.
By the statement (2), one can show the following lemma easily:
Lemma A.5. Suppose G acts as isometries on M . If the action of G is
polar and Σ is a section. Then for any two orbits G · p,G · q ⊂ M , there
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exists p0 ∈ G · p ∩ Σ, q0 ∈ G · q ∩ Σ, and a minimal geodesic γ : [0, t0]→ Σ
with γ(0) = p0, γ(t0) = q0, such that t0 = dM (p0, q0) = dM (G · p0, G · q0).
Since we consider compact Lie group G acting as isometries on M , if
the action of G is polar, then WΣ is finite by (4). Hence, one can get a
triangulation △ on Σ/WΣ which generates a good WΣ-partition on Σ by
Lemma A.1. Since M/G ∼= Σ/WΣ, one can expect that △ also generates a
good G-partition on M . The following lemma confirms our idea.
Lemma A.6. Suppose G is a compact Lie group acting as isometries on
a closed manifold M . If the action of G is polar, then M has a good G-
partition.
Proof. Let πΣ : Σ→ Σ/WΣ be the projection map and △ be a triangulation
on Σ/WΣ ∼=M/G which generates a goodWΣ-partition △Σ = π
−1
Σ (△) on Σ.
Denote △˜ = π−1(△) = {π−1(s)|s ∈ △} to be the partition on M generated
by △.
Suppose △˜ is not a good G-partition on M . Then there exists a s˜ ∈ △˜
such that
∃ q ∈ U˚(s˜) = π−1(Int(U(s))) s.t. q is a cut point of G · ps˜,
where G · ps˜ is the center orbit of s˜. Hence, all the points in G · q are cut
points of G · ps˜. Thus we can assume that there exists a minimal geodesic
γ : [0, t0]→M , γ(t) = exp
⊥
ps˜
(tv), v =
(expps˜ )
−1(q)
|(expps˜ )−1(q)|
∈ Nps˜(G · ps˜), connecting
ps˜, q, such that t0 = dM (q, ps˜) = dM (q,G · ps˜) = dM (G · q,G · ps˜) and, for
any t1 > t0, γ|[0,t1] is not minimal.
Without loss of generality, we can assume ps˜ ∈ Σ. By Lemma A.5, there
exists q1 ∈ G · q∩Σ and a minimal geodesic γ1 : [0, t0]→ Σ connecting ps˜, q1
in Σ given by the normal exponential map. Since all the points in G · q are
cut points of G · p1, it’s clear that for any t1 > t0, γ1|[0,t1] is not minimal.
Due to the fact that U˚(s˜) is open, there exists a constant ǫ > 0 such that
for any t1 ∈ (t0, t0 + ǫ) we have γ1|[0,t1] ⊂ U˚(s˜) ∩ Σ = π
−1
Σ (Int(U(s))).
Denote q2 = γ1(t1) ∈ π
−1
Σ (Int(U(s))). Thus t1 > dM (q2, G · ps˜) and there
exists a point p ∈ G · ps˜ and a minimal geodesic γ2 connecting p, q2, such
that Length(γ2) = dM (G · q2, G · ps˜). Now by Lemma A.5 again, we can
choose p ∈ Σ and γ2 ⊂ Σ, which implies that q1 is a cut point of WΣ · ps˜
in π−1Σ (Int(U(s))). This contradicts the fact that π
−1
Σ (△) is a good WΣ-
partition on Σ. 
As a result, combining Proposition A.4 (6) and Lemma A.6, one can
locally find a good G-partition on M . By the compactness of M and a
subdivision result [13, Theorem I], one can finally find a good G-partition
on M for any compact Lie group action:
Proposition A.7. Suppose G is a compact Lie group acting as isometries
on a closed manifold M . Then M has a good G-partition.
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Proof. Suppose M is covered by
⋃N
i=1B
G
ri(pi), where B
G
ri(pi) is a tubular
neighbourhood of G · pi generated by a Gpi slice at pi for each i = 1, . . . , N .
Combining Proposition A.4 (6) and Lemma A.6, one can find an equivariant
triangulation △˜i on M such that a sub-triangulation of △˜i forms a good G-
partition on BGri(pi). By [13, Theorem I], we can subdivide each △˜i and get
a common partition △˜ that is good G-partition on each BGri(pi). 
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