Abstract. An algorithm is provided for the fast and accurate computation of the solution of nonhomogeneous Cauchy-Riemann equations in the complex plane in the interior of a unit disk. The algorithm is based on the representation of the solution in terms of a double integral, some recursive relations in Fourier space, and fast Fourier transforms. The numerical evaluation of the solution at N 2 points on a polar coordinate grid by straightforward summation for the double integral would require O(N2) floating point operations per point. Evaluation of these integrals has been optimized in this paper giving an asymptotic operation count of O(ln N) per point on the average. In actual implementation, the algorithm has even better computational complexity, approximately of the order of O(1) per point. The algorithm has the added advantage of working in place, meaning that no additional memory storage is required beyond that of the initial data. The performance of the algorithm has been demonstrated on several prototype problems. The algorithm has applications in many areas, particularly fluid mechanics, solid mechanics, and quasi-conformal mappings.
, in quasi-conformal mapping [7] , and in compressible fluid flow [6] . In fact, recent work has been done by solving these equations in the real as well as complex plane (see [5] and [6] ) in the context of compressible fluid flow and quasi-conformal mapping [7] . It may also arise in other applied areas.
In this paper we are interested in constructing a fast algorithm to solve an appropriate boundary value problem associated with the following linearized version of (1.5) u, f(a, ), in the unit disk lal < 1. The nonanalytic function f is assumed to satisfy a Hblder condition with exponent a in a unit disk f: lal < 1. Henceforth we refer to this equation as the nonhomogeneous Cauchy-Riemann (NCR) equation. Below, we denote f(a,#) by f(a).
In [6] , Daripa introduced a numerical method to solve this problem. The method is based on splitting the solution of (1.5) as (see also [2] ) + where ua(o") is the analytic part of the solution and uP(a) is the nonanalytic part of the solution. The nonanalytic part uP(a) is then given by
The analytic part admits a Taylor series representation which can be efficiently computed using the fast Fourier transform (FFT) (see [3] , [4] , [6] , and [8] ). However, there are two main difficulties in the computation of the nonanalytic part uP(a). The first has to do with the singularity of the integrand in (1.7) at a. In [6, Appendix C], Daripa proposed a method of desingularizing the integral. This desingularized version of the integral can then be directly integrated, but with poor accuracy, as is explained in 5. The second has to do with the algorithmic complexity of straightforward integration. The straightforward computation of the double integral in (1.7) requires performing an integral with an operation count of the order of O(N2) for each node in the discretization. There are N 2 such nodes in the discretization of the domain and hence N 2 such integrals to be evaluated. Thus this method of evaluation is computationally very intensive. These are the main drawbacks of the method.
However, our goal in this paper is to develop an efficient and accurate algorithm for evaluating this integral and to thus make this a desirable alternative to the above approach.
The process of evaluating these integrals is optimized in this paper, giving a net Step 1. For e [1, M] and n e [-g A-1, g], compute the Fourier coefficients of f() from the known values of f ( rje2ik/N), j 1,..., M; k 1,..., N.
Step 2. Compute cid i+1, i E [1, M-1] for n [-g,g-1] using (2.8).
Step 3 Step 4. Finally compute uP(a rje2ik/N),j [1, M] , k e [1,N] using a truncated version of (2.1).
3.1. The algorithmic complexity. Here we consider the computational complexity of the above algorithm. We discuss the asymptotic operation count, the asymptotic time complexity, and asymptotic storage requirement, in that order. In Steps  1 
(ii) For k >_ 1, upon using (4.7) in (2.12) we obtain, after some manipulation,
where 0 _< rt _< 1. To arrive at the last equality in (4.11) we have used Case2. q l.
(i) For k < 1, upon using (4.7)in (2.12) e obtain, after some manipulation,
where we have used (4.14) E(r
(ii) For k _> 1, upon using (4.7) in (2.12) we obtain after some manipulation .1)). Therefore, the error due to discrete Fourier approximation in this example is zero, provided this mode is included in the truncated Fourier series, i.e., N > p. In actual implementation, the errors due to numerical evaluation of the integrals depend on the method of integration and the values of p and q. In our implementation, we use trapezoidal rule and thus the error in
Step 3 of the algorithm can be made zero if q is chosen to be zero in (4.1) (regardless of how many points are chosen in the radial integration).
The following two remarks have to do with the divergence of the double integral (1.7) for some specific choices for f(a). For the specific functional form (4.1) for f(a), (iv) The accuracy of the fast algorithm is remarkable. In contrast, the direct method has very poor accuracy.
The results of similar computations using M 101 are shown in Table 2 for varying values of N. The first column contains the number of angular grid points N. The following observations can be made about Table 2 .
(i) The CPU time required by the fast algorithm increases superlinearly with N and is less than the theoretical asymptotic estimate of N In N. In contrast, the CPU time required by the direct method increases quadratically with N.
(ii) The relative maximum error fast does not change with changing N. This is expected since the values of N used are greater than (p-q) 2 (see Remark 4.3).
(iii) The relative maximum error dir decreases with increasing N. However, the accuracy of the fast algorithm is much better.
6. Dirichlet problems for nonhomogeneous Cauchy-Riemann equations.
This section shows the application of our fast algorithm of 3 on a Dirichlet linear boundary value problem. Computations of nonlinear and other types of boundary value problems associated with (1.5) using our fast algorithm are under way and will be addressed elsewhere in detail. This section has been kept as brief as possible. We consider solving the following Dirichlet problem in the interior of a unit disk.
We are interested in finding the solution of (P) in the entire domain. It follows from the solution (1.6) of (1.5) Once this problem has been solved, the solution of the problem (P) is constructed from (1.6). Therefore our method of solving (P) involves the following three steps:
(1) First, find the particular solution uP(a) in the entire domain using the algorithm of the previous section. As shown previously, the algorithmic complexity of this stage of the computation is at worst MNln N with MN grid points in the discretization of the unit disk.
(2) Second, construct the analytic function ua(a) by solving the reduced problem (RP).
(3) Third, construct the solution of the original problem (P) by adding the above two solutions according to (1.6) .
Note that the algorithmic complexity in solving the reduced problem (RP) must not exceed MN In N so that the computational complexity of the entire calculation remains the same. There are many efficient algorithms that can be used to solve this problem. We use the following simple procedure in constructing the solution of the reduced problem (RP) at MN lattice points.
(i) The solution is expressed in terms of Taylor series (6.1) 72a( (7) Cn O'n. Note that this approach has an asymptotic operation count of the order MN In N.
Thus overall complexity is retained at the desired level. The above three problems were numerically solved using our fast algorithm to obtain the solution at all M xN nodes with N-17 and M-101. The computed solutions were compared with the exact solutions for accuracy and the CPU times were recorded.
These are shown in Table 3 . The data for (E3) corresponds to k 2 (see (E3) above).
The first column contains the reference to one of the problems mentioned above. The second column contains the total CPU seconds (Ttot) required to solve these problems.
The third and the fourth columns contain the breakup of Ttot into Th (CPU seconds required to find ua(cr) at all interior points from the Taylor series (6.1)) and Tnh (CPU seconds required to find uP(q) by evaluating the double integral using our algorithm of 3). The fifth column contains the maximum relative error 5. In Table 3 , we note that our fast algorithm solves the boundary value problems within the entire unit disk with very good accuracy and within a fraction of a CPU second. The CPU seconds for computing the analytic part (Th) is less than half of the CPU seconds Tnh needed to evaluate the particular solution uP(a) at all interior points.
Similar computations have been done on other types of boundary value problems with similar conclusions.
Remark 6.2. The computation of the analytic part can be accelarated by borrowing some of the ideas from [9] , [12] , and [13] , which will be undertaken in the future. 7 . Conclusions. The present work develops a fast algorithm to solve nonhomogeneous Cauchy-Riemann equations in the interior of a unit disk in the complex plane.
It is based on computation of the particular solution from its Fourier coefficients. The recursive relations satisfied by these Fourier coefficients are derived, which is at the heart of the algorithm. The speedup provided by the algorithm is dramatic even for a moderate number of nodes in the domain. Our numerical experiments show that the actual CPU time requirements for the algorithm are even less than the asymptotic CPU estimate, which is very encouraging.
The algorithm has the limitation that the problem has to be solved within the interior of a unit disk. Therefore to construct a solution in a domain which is not circular, a conformal mapping of the domain to the interior of a unit disk must be done prior to the use of our algorithm. This should not be difficult, as there are many numerical methods these days to perform such conformal mapping (see [10] and [12] ).
Prototype linear boundary problems have been solved here using the fast algorithm to provide some future directions. Nonlinear boundary value problems can be solved using this algorithm iteratively. Computations of nonlinear and other types of boundary value problems associated with the NCR equation using our fast algorithm are currently under way. The application of the algorithm is not limited to any particular field, thus its application to compressible fluid problems should be straightforward, since the compressible fluid flow equations already admit a formulation similar to (1.5) (see [6] ). In fact, many compressible flow problems, including those solved in Woods [14] with the tangent gas approximation, can now be solved exactly, accurately, and very efficiently using the algorithm of this paper.
The algorithm presented here is suitable for implementation on a serial computer.
However, the recursive set of equations of 2 has a structure suitable for implementation on a parallel computer, which will yield considerable savings in computational time depending on the number of processors. Construction of algorithms suitable for implementation on a parallel computer needs further work. Some of the ideas presented by Katzenelson [11] [6] . However, the equations (C.8) and (C.9) of that paper were in error and should be corrected, respectively, (B.2) and (B.3) of this appendix. We prescribe here a much eier procedure than the one in [6] 
