A connected graph is said to be unoriented Laplacian maximizing if the spectral radius of its unoriented Laplacian matrix attains the maximum among all connected graphs with the same number of vertices and the same number of edges. A graph is said to be threshold (maximal) if its degree sequence is not majorized by the degree sequence of any other graph (and, in addition, the graph is connected). It is proved that an unoriented Laplacian maximizing graph is maximal and also that there are precisely two unoriented Laplacian maximizing graphs of a given order and with nullity 3. Our treatment depends on the following known characterization: a graph G is threshold (maximal) if and only if for every pair of vertices u, v of G, the sets N (u)\{v}, N (v)\{u}, where N(u) denotes the neighbor set of u in G, are comparable with respect to the inclusion relation (and, in addition, the graph is connected). A conjecture about graphs that maximize the unoriented Laplacian matrix among all graphs with the same number of vertices and the same number of edges is also posed.
Introduction
A (simple) graph is called a threshold graph if its degree sequence is not majorized by the degree sequence of any other graph. A (degree) maximal graph is a threshold graph which is connected.
It is known (see, for instance, [25, the last paragraph in Section 4] ) that among all connected graphs with a fixed number of vertices and a fixed number of edges, the graph whose (0, 1)-adjacency matrix has maximal spectral radius is a maximal graph. In this paper, we show that a connected graph which maximizes the spectral radius of its unoriented Laplacian matrix among all graphs with the same number of vertices and the same number of edges is also maximal. We will call a connected graph that maximizes the spectral radius of its unoriented Laplacian matrix (respectively, adjacency matrix) among all connected graphs with the same number of vertices and the same number of edges an unoriented Laplacian (respectively, adjacency) maximizing graph. (The definition of unoriented Laplacian matrix will be given later.)
The threshold graphs have been introduced by Chvàtal and Hammer [5, 6] and rediscovered independently by other people in the 1970's in connection with applications in many different areas such as set packing problems, parallel processing, resource allocation, etc. There is an extensive literature on threshold graphs (see [16, [22] [23] [24] ). Maximal graphs, first named by Merris [21] in 1994, have found applications in chemistry (see [28] ). They have also occurred in a number of interesting problems in spectral graph theory (see [10, 21, 20] ).
The unoriented Laplacian matrix is also known as the signless Laplacian (see [18, 9] ). Some people have expressed the view that, in comparison to the spectra of other commonly used graph matrices (such as the Laplacian and the adjacency matrix), the signless Laplacian seems to be the most convenient for use in studying graph properties (see [11] ). The concepts of oriented or unoriented Laplacian matrix for a graph have also been extended to Laplacian matrix of a mixed graph or of a signed graph (see [2, 19, 30, 31] ).
The work on determining adjacency maximizing graphs can be traced back to 1985 when Brualdi and Hoffman [1] investigated the maximum spectral radius of the adjacency matrix of a, not necessarily connected, graph in the set of all graphs with a given number of vertices and edges. Their work was followed by other people, in the connected graph case as well as in the general case, and a number of papers have been written. In particular, Rowlinson [27] settled the problem for the general case -he proved that among all graphs with a fixed number of edges (or, equivalently, with a fixed number of vertices and edges), there is a unique graph that maximizes the spectral radius of the adjacency matrix. (The unique graph turns out to be a threshold graph.) However, the problem of determining the adjacency maximizing graphs, i.e., the connected case of the problem, is still unresolved. Adjacency maximizing graphs have been identified only for some choices of n and m. For the details we refer the reader to the recent paper by Olesky et al. [25] and the references therein.
This paper is the outcome of our continuing study of the problem of determining unoriented Laplacian maximizing graphs, which has begun in [14, 15] .
Whereas the concepts of graphic sequences, Ferrers-Sylvester (or Young) diagrams, stepwise adjacency matrices, etc., have played a major role in the study of adjacency maximizing graphs, in this work we take a different and direct approach. We rely on a natural pre-order defined on the vertex set of a graph. We prove that for every unoriented Laplacian maximizing graph the said pre-order is total. We also obtain a structure theorem on a graph for which the said pre-order is total. Then based on a characterization of maximal graphs given in [21] we show that every unoriented Laplacian maximizing graph is maximal.
During the first stages of the investigation, the first author was unaware of the concept of maximal graphs, threshold graphs and the existing literature on the adjacency maximizing graphs. He began to learn about these after he had reported on a preliminary version of this work at the 14th ILAS Conference in Shanghai in a talk with title "Maximizing spectral radius of unoriented Laplacian matrix over graphs of a given order and with fixed nullity". Later, searching over the literature, he found that the present work has connection with maximal graphs and threshold graphs, that the natural pre-order on the vertex set of a graph mentioned above is what now known as the vicinal pre-order, and also that the structure theorem on a graph with a total vicinal pre-order is also known -it is simply a known property of the degree partition for a threshold graph.
In spite of the overlap between our work and the existing literature, we essentially keep our original approach, because we cannot locate references that entirely suit our present purposes, and also because we want to emphasize the importance of the concept of vicinal pre-order of a graph and the structure theorem for a threshold (or maximal) graph, which do not seem to have received enough attention, at least from people working on the spectra of graphs. Our approach is direct and self-contained, except for a couple of places where we use known results from the literature.
After this paper had been completed, we found that the fact that every unoriented Laplacian maximizing graph is maximal was known: in [9, Theorem 6.3 ] (after re-rephrasing) it is stated that if G is an unoriented Laplacian maximizing graph then G does not contain, as an induced subgraph, any of the graphs: 2K 2 , P 4 and C 4 -which is one of the characterizations for a threshold graph. Nevertheless, since our approach is different from theirs, this work is still of some interest. This paper is organized as follows. In Section 2, we review some definitions and results that we will need.
In Section 3, we offer a self-contained treatment for the vicinal pre-order of a graph. The main result of this section is Theorem 3.6, which gives the logical relations between various conditions on two distinct vertices of a connected graph, such as that they have the same neighbor sets (suitably modified for adjacent vertices), that they have the same degree, that the components of the Perron vector of the unoriented Laplacian matrix corresponding to these vertices are the same, or that they are transitive under an automorphism of the graph. We deal with the general situation here, in order to see clearly how the totality assumption is needed for the subsequent work and also keeping in mind possible applications and/or extensions in future.
In Section 4, based on a characterization of a maximal graph given in [21] , we prove that a connected graph is maximal if and only if its vicinal pre-order is total. We also obtain another equivalent condition which describes the structure of a maximal graph explicitly -how the edges join different parts of the vertex set.
The result that an unoriented Laplacian maximizing graph is maximal is proved in Section 5. We begin with a crucial lemma, which says that every unoriented Laplacian maximizing graph contains a star as a spanning tree. Previous results on unoriented Laplacian maximizing graphs as obtained in [14, 15] are recovered readily. We also show that there are (up to isomorphism) precisely two unoriented Laplacian maximizing graphs of a given order and with nullity 3. An immediate consequence of the latter is that, in contrast with the adjacency matrix case, the graph that maximizes the spectral radius of the unoriented Laplacian matrix among all graphs with a fixed number of vertices and edges is, in general, not unique. At the end of the section we pose a conjecture, which, if true, indicates that the problem of determining graphs that maximize the spectral radius of the unoriented Laplacian matrix among all graphs with a given number of vertices and edges can be reduced to the problem of determining unoriented Laplacian maximizing graphs.
There is a parallel argument to derive the known result that every adjacency maximizing graph is maximal. We indicate how this can be carried out in Section 6.
In Section 7, as an application of the structure theorem for maximal graphs, we reconsider the following question: Given a maximal (threshold) graph G and a pair of nonadjacent vertices u, v, when is the graph obtained from G by adding the edge uv also maximal (threshold)? The question is of some interest, as it is related to a result on adjacent vertices of the polytope of degree sequences [26] and also to the study of spectral integral variations (see [12, 13, 29] ).
Preliminaries
By a graph we mean a simple graph, i.e., one without multiple edges nor loops. Let G be a graph of order n with vertices v 1 , . . . , v n and edge set E = E(G) = {e 1 , . . . , e m }. The (vertex-edge, unoriented) incidence matrix of G is the n × m matrix M(G) = (m ij ) given by m ij equals 1 if vertex v i is on edge e j and equals 0 otherwise; if we assign a direction to each of the edges of G, set q ij = 1 if v i is the initial vertex of e j , set q ij = −1 if v i is the terminal vertex of e j and set q ij = 0 if v i is not on e j , then the n × m matrix Q(G) = (q ij ) is the (vertex-edge) oriented incidence matrix of G; the adjacency matrix of G is the n × n matrix A(G) = (a ij ) given by a ij equals 1 if vertices v i , v j are adjacent and equals 0 otherwise; and the diagonal matrix of vertex degrees of G is the n × n diagonal matrix D(G) whose ith diagonal entry is the degree of the vertex v i . The matrix
is the oriented incidence matrix of G, is the well-known (oriented) Laplacian matrix associated with G. In this work we are interested in K(G), the unoriented Laplacian matrix of G, which is defined to be the n × n matrix M(G)M(G) T 
, or equivalently, D(G) + A(G).
For a connected graph G, the unoriented Laplacian matrix K = K(G) of G is clearly a symmetric positive semidefinite matrix which is also an irreducible (entrywise) nonnegative matrix. Naturally, in our study we apply the Perron-Frobenius theory of an irreducible nonnegative matrix as well as the theory of a real symmetric matrix. For reference, see, for instance, [17] .
The definition 
A natural pre-order on a graph
For a graph G, not necessarily connected, we introduce a relation G on the vertex set V (G) of G as follows:
It can be verified that the relation G is a pre-order, i.e., it is reflexive and transitive. The pre-order G on V (G) is known in the literature as the vicinal pre-order of G (see [23, p. 3] ). As the concept seems not so well-known or well-received -for instance, it cannot be found in [16, Chapter 10] , nor in recent papers on graph spectra -and to keep this work more self-contained we offer a treatment of the concept here.
We [4] , the equivalence relation ∼ G is referred to as the neighborhood equivalence relation on G and is denoted differently.) The pre-order G on V (G) induces in a natural way a partial order on the quotient set V (G)/ ∼ G . By abuse of notation, we denote the latter partial order still by G . So, if U, V are two equivalence classes for ∼ G , we write U G V to mean u G v for some (and hence, for all) u ∈ U and v ∈ V . We also write U > G V to mean u > G v for some (and hence, for all) u ∈ U and v ∈ V , or equivalently, U G V and U / = V . For every positive integer n, we denote the set {1, 2, . . . , n} by n . We also use |S| to denote cardinality of a set S.
If
If G is a graph on n vertices, we denote by G c its complement (in the complete graph K n ). We call a graph a null graph if it has no edges. So a null graph of order n can be written as K c n . Before we give the proof, a few remarks and examples are in order to clarify some of the possible doubtful points. Since G is a simple graph, there is no loop. So in part (i) of the lemma, when i = j , by saying there exist edges between every vertex of V i and every vertex of V j , of course, we mean between distinct vertices. Hereafter, when we say there exist edges between V i and V j we mean there exists at least one edge between a vertex of V i and a vertex of V j . In view of part (i), this also means that there exist edges between every vertex of V i and every vertex of V j . In part (iii), the k can be i or j , and in the latter case we must have |V j | 2. (We rule out the possibility that there are no edges between V k and V j simply because k = j and V j is a singleton.)
For instance, let G be the graph with vertex set {v 1 , v 2 , v 3 } and edge set {v
There are edges between V 1 and V 2 but there are no edges between V 1 and itself. To illustrate the exceptional case of (ii), take i = 1, j = 2 and k = 2. To illustrate (iii), take i = 2, j = 1 and k = 1. On the other hand, if G is the graph with vertex set
There are edges between V 2 and itself, but there are no edges between V 2 and V 1 . To illustrate (iii), take i = 2, j = 1 and k = 2. (ii) First, consider the case
so pv is an edge and hence there are edges between V k and V j . If i = j , then the assumption that there are edges between vertices of V i implies that V i is not a singleton. In this case, choose p ∈ V k and two distinct vertices u, v ∈ V i and proceed in a similar fashion as before.
(
Let V k be the equivalence class that contains p. Then there are edges between V k and V i . Since p / = v and pv is not an edge, by part (i) there are no edges between V k and V j . In case k = j , we must have |V j | 2 as p, v ∈ V j .
Lemma 3.2. Let u, v be distinct vertices of a connected graph G. Let x be the Perron vector of K(G).
Proof. We provide the proof for part (i), the proof for part (ii) being a slight modification. Denote the spectral radius of K(G) by ρ. In below we give the argument only for the case when u, v are adjacent vertices, as the argument for the case when u, v are not adjacent is similar (and easier).
By the eigenvector equation of K(G) for x we have
and
From (3.1) and (3.2), we obtain
\{v} and x is a positive vector. Also, we have ρ
where the first inequality holds as d(v) < d(u)
and the second inequality holds by Lemma 2.1. It follows that we must have x v < x u .
Remark 3.3. Let G be a connected graph such that the pre-order
For part (i), as the pre-order G is total, the first iff is an immediate consequence of Lemma 3.2, whereas the second iff is obvious. For part (ii), it suffices to show that if u ∈ V (G) is a largest element with respect to the total pre-order G , then d(u) = n − 1. Suppose not. Choose a vertex w, different from u, which is not adjacent to u. Since G is connected, we can find a vertex v adjacent to w. Then w ∈ N(v)\{u} but w / ∈ N (u)\{v}, which contradicts the fact that u G v. Recall that an isomorphism from a graph G to a graph H is a bijection f :
Theorem 3.4. Let u, v be distinct vertices of a connected graph G. Consider the following conditions:
(a) N (u)\{v} = N(v)\{u}. (b) There exists an automorphism π of G such that π(u) = v. (c) d(u) = d(v). (d) x u = x v ,
where x is the Perron vector of K(G).

We always have the implications (a) ⇒ (b) ⇒ (c) and (b) ⇒ (d). If, in addition, the pre-order
G is total, then conditions (a)-(d) are equivalent. 
Maximal graphs and threshold graphs
It should be mentioned that the definition of a threshold graph as given at the beginning of the introductory section is only one of the many equivalent definitions. The usual definition is that a graph G is threshold if and only if there is a hyperplane that strictly separates the characteristic vectors of the stable sets of G from the characteristic vectors of the non-stable sets. In [23, Theorem 1.2.4] seven equivalent conditions for a threshold graph are given. One of the conditions is that the vicinal pre-order of G is total. In Section 5, we will offer a self-contained argument to prove that every unoriented Laplacian maximizing graph has a total vicinal pre-order. As a consequence, every unoriented Laplacian maximizing graph, being a connected threshold graph, is maximal. However, to make this work more self-contained, we do not apply [23, Theorem 1.2.4]. Instead, we will show that an equivalent condition for the vicinal pre-order of a connected graph to be total is that the graph has a certain structure (which turns out to be a known condition on the degree partition for a threshold graph) and moreover, the latter condition is equivalent to a characterization of a maximal graph given by Merris [21] . In below we describe Merris's characterization.
For a finite sequence of positive integers p 1 , . . . , p k with
Merris [21, Theorem 1] showed that the set of all maximal graphs is precisely the collection of all graphs of the form 
Proof. (a) ⇒ (b):
Since the pre-order G on V (G) is total, so is the partial order G on the quotient set V (G)/ ∼ G . Let V 1 , . . . , V r denote the equivalence classes for ∼ G , arranged in strict ascending order with respect to the partial order G :
Consider any i ∈ r . As G is connected, there is at least one k ∈ r (possibly i itself) such that there are edges between vertices of V i and vertices of V k . Since V 1 , . . . , V r are the equivalence classes for ∼ G , by Lemma 3.1(i), for every such k there are edges between every vertex of V i and every vertex of V k . Let a(i) denote the smallest such k. Consider i, j ∈ r with i > j. Since V i > G V j , by Lemma 3.1(iii) there exists k ∈ r such that there are edges between V i and V k but there are no edges between V j and V k and moreover, |V j | 2 in case k = j . If a(j ) k then, since there are edges between V j and V a(j ) and V k G V a(j ) , by Lemma 3.1(ii) there are edges between V k and V j (for k / = j as well as for k = j ), which is a contradiction. So we have a(j) > k a(i). Hence, a is a strictly decreasing function from the finite set r into itself. It follows that we have a(i) = r + 1 − i for i = 1, . . . , r. As a consequence, for any i, j ∈ r , there are edges between V i and V j (except when i = j r+1 2 and V i is a singleton) if and only if j a(i), or equivalently, if and only if i + j r + 1.
In passing, we also show that |V r Then uw is an edge but vw is not, and as before we can conclude that u > G v.
It is clear that if G is a graph that satisfies the hypothesis of Remark 4.2 then up to isomorphism G is completely determined by the sizes of the subsets V 1 , . . . , V r . We will denote the graph by  C(n 1 , . . . , n r ) , where n i is the cardinality of V i for i = 1, . . . , r. Note that here we require that n r 2 2. As we will see, maximal graphs are precisely graphs of the form C(n 1 , . . . , n r ) . By the discussion preceding this theorem, condition (b) amounts to saying that G is of the form C(n 1 , . . . , n r ) . By induction, we readily show that for each positive integer n, we have It is known that a threshold graph is the union of a maximal graph and a null graph. Based on this fact and Theorem 4.3 we readily recover the following known result: 
. , V r is the degree partition of a graph G, then G being a threshold graph is equivalent to the condition that u ∈ V i and v ∈ V j are adjacent in G if and only if i + j > r.
The above result can be attributed to Chvàtal and Hammer [5] . Its significance is noted in [16, p. 224; 4, the paragraph following Theorem 2.1]. It is a structure theorem for threshold graphs; the structure of a threshold graph is entirely determined by the indices of its degree partition.
The adjacency matrix A(G) = (a ij ) of a graph G is said to be stepwise if whenever a ij = 1 with i < j, then a hk = 1 for k j, h i and h < k.
It is known that if G is an adjacency maximizing graph then A(G) is stepwise (see [3, Theorem 2.1]). As can be readily seen, condition (b) of Theorem 4.3 implies that, under a permutation similarity, the adjacency matrix A(G) is stepwise.
Much of the existing work on adjacency maximizing graphs has been based on the latter equivalent condition of a maximal graph. However, we prefer to work with the structure theorem for maximal graphs.
Corollary 4.6. Let u, v be vertices of a maximal graph G. If uv is an edge of G, then so is wz for any distinct vertices w, z with d(w) d(u) and d(z) d(v).
Proof. Let V 1 , . . . , V r be the degree partition of G. Suppose u ∈ V i , v ∈ V j , w ∈ V k and z ∈ V l . Since uv is an edge, we have i + j r +
But d(w) d(u) and d(z) d(v)
, so k i and l j ; hence we have k + l r + 1, which implies that wz is also an edge.
Unoriented Laplacian maximizing graphs
In this section we are going to prove that every unoriented Laplacian maximizing graph is (degree) maximal. We begin with a crucial lemma. (The argument given in our previous paper [15] would have been shortened considerably, had we known the lemma; because then the number of possible candidates for an unoriented Laplacian maximizing graph with nullity two would be two instead of nine.) Proof. After normalization we may assume that x is a unit vector. First, we contend that if u is a vertex of G such that x u = max w∈V (G) x w , then d(u) = n − 1. Assume that the contrary holds. Then there exists a vertex, say v, that is not adjacent to u. As G is connected, there is a path in G from u to v. Let p denote the vertex adjacent to v in this path. Obviously p is different from u and v. Now let H be the graph obtained from G by replacing the edge pv by the edge uv. Clearly H is a connected graph with the same number of vertices and edges as G.
Note that x T K(G)x = ρ(K(G)) as x is the unit Perron vector of K(G). Also, ρ(K(H )) must be equal to the largest eigenvalue of K(H ) and hence is not less than x T K(H )x.
In view of (2.1), we have
where the inequality holds as G is an unoriented Laplacian maximizing graph. Being the Perron vector of the irreducible nonnegative matrix K(G), x is a positive vector. By our hypothesis x u is the largest component of x. If x p < x u , we already arrive at a contradiction. So suppose that x p = x u . Then we have
By the maximality property of G, we have, ρ(K(H )) = ρ(K(G)) (and so H is also an unoriented Laplacian maximizing graph) and hence ρ(K(H )) = x T K(H )x. It follows that x is also a Perron vector of K(H ). Now by considering the u-component of the eigenvector equation of K(G) for x, we have
On the other hand, from the eigenvector equation of K(H ) for x we also have
As the left side of (4.2) is less than the left side of (4.1) and the right side of (4.2) is greater than the right side of (4.1), we arrive at a contradiction. This proves our contention. Now it should be clear that (G) = n − 1. 
Lemma 5.2. Let G be an unoriented Laplacian maximizing graph. Let x be the Perron vector of K(G). If u, v are nonadjacent vertices of G then, for every vertex w adjacent to v, x w > x u .
Proof. Let n be the order of G. Let w be a vertex adjacent to v. If d(w) = n − 1 then, since d(u) < n − 1, by Lemma 5.1 x w > x u . Hereafter we assume that d(w) < n − 1. Let H be the graph obtained from G by replacing the edge vw by uv. Note that vw is not a cut-edge of G, because by Lemma 5.1 G has a vertex of degree n − 1, which is neither v nor w. So H is connected and has the same number of vertices and edges as G. Since G is an unoriented Laplacian maximizing graph, we have
which implies that x w x u . If x w = x u , then the above inequality becomes equality, and by the argument given in the proof of Lemma 5.1 we can show that H is also an unoriented Laplacian maximizing graph, x being the Perron vector of K(H ). Then, by considering the u-component of the eigenvector equation of K(G) and also that of K(H ) for x, we obtain a contradiction. This proves that x w > x u .
Lemma 5.3. Let G be an unoriented Laplacian maximizing graph. Let x be the Perron vector of K(G). Let u, v be distinct vertices of G. Then x u > x v (respectively, x u < x v , x u = x v ) if and only if N (u)\{v} ⊃ N(v)\{u}(respectively, N (u)\{v} ⊂ N(v)\{u}, N (u)\{v} = N(v)\{u}).
Proof For possible future use, we include the following result:
Lemma 5.5. Let G be an unoriented Laplacian maximizing graph of order n and let x be a Perron vector of K(G). Then
min{x u + x v : uv ∈ E(G), d(u), d(v) / = 1} > max{x p + x q : pq / ∈ E(G)}.
Proof. Assume that the contrary holds. Then there exist vertices
Let H be the graph obtained from G by replacing the edge uv by pq. Note that the graph obtained from G by removing the edge uv is connected, as d(u), d(v) 2 and G has a vertex of degree n − 1; so H is connected. Clearly, H has the same number of vertices and edges as G. Now
Since G is an unoriented Laplacian maximizing graph, if x p + x q > x u + x v , we already obtain a contradiction. So suppose that x p + x q = x u + x v . Then, as before, we can deduce that H is also an unoriented Laplacian maximizing graph and x is a Perron vector of K(H ). Note that {u, v} and {p, q} have at most one common element. Without loss of generality, assume that q is different from u, v. Then by considering the q-component of the eigenvector equation of K(G) for x and also that of K(H ) for x we obtain a contradiction. (Alternatively, using the kind of argument given in Section 7, we can show that the vicinal pre-order H of H is not total. Hence H is not an unoriented Laplacian maximizing graph and so we have ρ
(K(G)) > ρ(K(H )).
Then we obtain x u + x v > x p + x q , which is a contradiction.)
Denote by (n, m) the number of (nonisomorphic) maximal graphs with n vertices and m edges. According to Merris [ 
for n 3 and n − 1 m 
, there is only one maximal graph with n vertices and m edges. Since C(n − 1, 1), C(n − 3, 2, 1), C(n − 4, 2, 1, 1) are maximal graphs of order n and with nullity 0, 1, 2, respectively, they are precisely the unique unoriented Laplacian maximizing graphs of order n and with nullity 0, 1, 2, respectively. This agrees with the results obtained in the previous papers [14, 15] . At the other extreme, K n , C(2, n − 2) (the graph obtained from K n by deleting one edge) and C(1, 2, n − 3) (the graph obtained from K n by deleting two adjacent edges) are maximal graphs of order n with number of edges equal to n 2 , n 2 − 1 and n 2 − 2, respectively. So they are also the unique unoriented Laplacian maximizing graphs with the respective number of vertices and edges.
As a matter of fact, in the above discussion we can do without the recursive formulas. This is because we can show directly that, when the nullity takes one of the values 0, 1, 2,
there is, up to isomorphism, only one maximal graph. As an illustration, consider a maximal graph of order n and with nullity 2. Such a graph is obtained from K 1,n−1 by adding two edges. Let w denote the unique vertex of degree n − 1. If the additional edges are nonadjacent, say, uv and pq, then N (u)\{p} = {v, w} and N(p)\{u} = {q, w}; so the sets N (u)\{p} and N(p)\{u} are not comparable, which contradicts the fact that the vicinal pre-order of a maximal graph is total. Hence, the additional edges must be adjacent. So the graph C(n − 4, 2, 1, 1) is the only maximal graph of order n and with nullity 2. It is also the unique unoriented Laplacian maximizing graph of order n and with nullity 2.
Maximal graphs of order n( 5) and with nullity 3, however, is not unique. Using the recursive formulas, we have
and for n 6
Then by induction we obtain (n, n + 2) = 2 for all positive integers n 5; that is, up to isomorphism, there are two maximal graphs with nullity 3. As we are going to show, these two graphs are C(n − 5, 3, 1, 1) and C(n − 4, 3, 1) and also each of them is an unoriented Laplacian maximizing graph.
Proof. We assume that n > 5. The case n = 5 can be treated separately in a similar fashion. Label the vertices of the graphs C(n − 5, 3, 1, 1) and C(n − 4, 3, 1) as in 5, 3, 1, 1) ). For simplicity, denote the x v i -component of x by x i for i = 1, . . . , n. We have
and Rewriting the above equality relations in matrix form, we have
As (x 1 , x 2 , x 3 , x 6 ) T is a positive eigenvector of the nonnegative matrix A corresponding to the eigenvalue ρ, necessarily, ρ = ρ(A). A little calculation shows that the characteristic polynomial of A is (t − 1)f (t), where f (t) = t 3 − (n + 5)t 2 + 5nt − 12. But ρ > n, so it follows that ρ is equal to the maximum modulus of the roots of f (t) and is itself also a root of f (t). Now consider the matrix K(C(n − 4, 3, 1)). Denote ρ(K(C(n − 4, 3, 1))) by η. By Lemma 2.1, η > n 5. By the eigenvector equation for the Perron vector y of K (C(n − 4, 3, 1) ), we have first
where y i = y v i for i = 1, . . . , n, and then
Rewriting, we have
which implies that η = ρ(B). A little calculation shows that the characteristic polynomial of B is f (t). So we have ρ(K(C(n − 5, 3, 1, 1))) = ρ(K (C(n − 4, 3, 1)) ).
In passing, we would like to point out that by applying the arguments we have used in the proof of Lemma 5.6 to the maximal graph C(n 1 , . . . , n r ), we can show that the spectral radius of K (C(n 1 , . . . , n r ) ) is given by the spectral radius of some r × r nonnegative matrix whose entries are given in terms of the integers n 1 , . . . , n r . Indeed, the same idea can be adapted to a, not necessarily maximal, graph G if we work with the equivalence classes for ∼ G and make use of Lemma 3.1. This is one of the reasons why we are in favor of the use of the vicinal pre-order of a graph in our study. Proof. In view of Lemma 5.1, an unoriented Laplacian maximizing graph G of order n with nullity 3 is obtained from K 1,n−1 by adding three edges. Using the fact that the vicinal pre-order of G is total, one can show that the three additional edges either meet at the same vertex or they form a triangle. We obtain C(n − 5, 3, 1, 1) in the former case and C(n − 4, 3, 1) in the latter case. On the other hand, by Lemma 5.6 ρ(K (C(n − 5, 3, 1, 1) )) = ρ(K (C(n − 4, 3, 1)) ). So C(n − 5, 3, 1, 1) and C(n − 4, 3, 1) are precisely the only two unoriented Laplacian maximizing graphs of order n and with nullity 3.
Much of what has been said for the unoriented Laplacian maximizing graphs can be carried over to the adjacency maximizing graphs. When the nullity takes one of the values 0, 1, 2, n 2 − n − 1, n 2 − n or n 2 − n + 1, the maximal graph is unique; hence the adjacency maximizing graph and the unoriented Laplacian maximizing graphs are the same, as both types of maximizing graphs are maximal. However, when the nullity is 3, the same is not true. In this case there are precisely two maximal graphs of a given order. By the preceding theorem both of them are unoriented Laplacian maximizing. However, according to [3, Theorem 3.2] , only one of them, namely C(n − 4, 3, 1), is adjacency maximizing.
We conclude this section with a conjecture about the unconnected case of the problem of maximizing the unoriented Laplacian matrix. 
is a threshold graph with n vertices and m edges. Rowlinson [27] has proved that the latter graph is the unique graph that maximizes the spectral radius of the adjacency matrix among all graphs with n vertices and m edges.
On the other hand, given positive integers m, n with m < n 2 , in general, the graph that maximizes the spectral radius of the unoriented Laplacian matrix among all graphs with n vertices and m edges is not unique. For instance, consider n = 5, m = 7. Since the number of edges in K 4 , which is 6, is less than 7, it is clear that any graph with 5 vertices and 7 edges is connected. But according to Theorem 5.7 there are precisely two unoriented Laplacian maximizing graphs with 5 vertices and 7 edges, namely, C (3, 2) and C (1, 3, 1) . So the graph that maximizes the unoriented Laplacian matrix among all graphs with 5 vertices and 7 edges is not unique.
Nevertheless, we believe that the graph that maximizes the unoriented Laplacian matrix is still unique in a certain sense as described in the following conjecture. If the conjecture is true, then the problem of determining graphs that maximize the spectral radius of the unoriented Laplacian matrix among all graphs with a given number of vertices and edges is reduced to the problem of determining unoriented Laplacian maximizing graphs.
Adjacency maximizing graphs are maximal
In the preceding section we have proved that every unoriented Laplacian maximizing graph is maximal by showing that the vicinal pre-order for every such graph is total. There is a parallel argument which proves that every adjacency maximizing graph is maximal. In this section, we indicate how this can be done. First, we show how some of the results in Section 3 can be modified for the present purpose. In the conclusion we can add the implication (b) ⇒ (d) and also mention that when the pre-order G is total, (d) is an additional equivalent condition. Lemma 5.1 is still valid if we change G to an adjacency maximizing graph and x to the Perron vector of A(G). To prove the assertion, we proceed as in the proof for Lemma 5.1, but we make use of the formula
Since G is an adjacency maximizing graph, we have (u) x w .
On the other hand, from the eigenvector equation of A(H ) for x, we obtain
Hence we have x v = 0, which is a contradiction. The rest of the argument is the same as before. Similarly, in Lemmas 5.2 and 5.3 we can take G to be an adjacency maximizing graph and x to be the Perron vector of A(G). With all these, we can then deduce that an adjacency maximizing graph is maximal.
To conclude, note also that Lemma 5.5 has the following counterpart:
Lemma 6.1. Let G be an adjacency maximizing graph of order n and let x be a Perron vector of A(G). Then
Adding an edge to a maximal graph
In this section, in light of the structure theorem (degree partition) for a maximal graph, we reconsider the following question:
Given a maximal (respectively, threshold) graph G and a pair of distinct nonadjacent vertices u, v, when is G + uv, the graph obtained from G by adding the edge uv, maximal (respectively, threshold)? This question has occurred to Peled and Srinivasan [26] and Fan [13] , respectively in their studies of the polytope of degree sequences and spectral integral variations of the Laplacian matrix.
First, Peled and Srinivasan [26] considered the polytope D n which is the convex hull of the degree sequences (not necessarily arranged in nonincreasing order) of graphs on the vertex set {1, 2, . . . , n}. Using linear programming duality and the structure of threshold graphs in terms of split partition, they proved that a degree sequence f is an extreme point of D n if and only if f is a threshold sequence (i.e., the degree sequence of a threshold graph), and also two threshold sequences f, g are adjacent extreme points of D n if and only if f can be obtained from g by either adding 1 to two components of g or subtracting 1 from two components of g. In the course of their treatment, they also dealt with the question of which single edges can be added or deleted from a given threshold graph to obtain another threshold graph and formulated their answers in terms of the concept of split partition (see [26, ). It is worth noting that in the same paper they also proved that a graph is threshold if and only if its degree sequence is not majorized by the degree sequence of any other graph [26, Theorem 5.8] .
The work of Fan [12, 13] on spectral integral variations relied on the work of So [29] , which, in turn, has connection with that of Merris. Merris [21] proved that the Laplacian spectrum of a maximal graph is the conjugate of its degree sequence together with 0 -hence maximal graphs are Laplacian integral (i.e., the spectrum of the Laplacian matrix consists of integers only). So considered the problem of preserving Laplacian integrality by adding an edge. Note that the difference L(G + uv) − L(G) is a matrix which is permutationally similar to a rank-one positive semidefinite matrix with trace two, namely, K = Case (b) of the problem was taken up by Fan. In [12] he dealt with the case when G has precisely two connected components and the additional edge joins a pair of vertices belonging to the two different components and in [13] he considered a maximal graph G. It was proved in In terms of the degree partition for a maximal graph, in below we offer an answer to the question raised at the beginning of this section. We also give a description of how the Laplacian spectrum changes upon the addition of a relevant edge.
It is not difficult to show the following: As can be shown, in each subcase the partial order H is total. In below we give the argument for subcase (a), the argument for the other subcases being similar.
In subcase (a), ∼ H and ∼ G have the same equivalence classes, except that the equivalence class V i (respectively, V r−i ) for ∼ G splits into the equivalence classes {u} and V i \{u} (respectively, {v} and V r−i \{v}) for ∼ H . Arranging the equivalence classes for ∼ H in strict descending order with respect to H , we have (ii), (iii): According to a result of Merris mentioned above, the Laplacian spectrum of L(G) is equal to the conjugate sequence of the degree sequence of G, together with 0. The same can be said for G + uv as it is also a maximal graph. The conjugate sequence of the degree sequence of G can be written out according to Remark 7.1. Now the degree partition for G + uv is also known from the proof of part (i). (When i > r − i, there are four subcases to be considered.) So we can also use Remark 7.1 to write out the conjugate sequence of the degree sequence of G + uv. By comparing the two conjugate sequences, we can draw the desired conclusions. 
