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In this paper, we investigate the chaotic behavior of ordinary dif-
ferential equations with a homoclinic orbit to a saddle ﬁxed point
under an unbounded random forcing driven by a Brownian motion.
We prove that, for almost all sample paths of the Brownian motion
in the classical Wiener space, the forced equation admits a topo-
logical horseshoe of inﬁnitely many branches. This result is then
applied to the randomly forced Duﬃng equation and the pendu-
lum equation.
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2854 K. Lu, Q. Wang / J. Differential Equations 251 (2011) 2853–2895dxt = f0(xt)dt +
d∑
k=1
fk(xt) ◦ dBkt (1.1)
where x ∈ Rn , fk , 0  k  n, are smooth vector ﬁelds, and Bt = (B1t , . . . , Bnt ) is the standard n-
dimensional Brownian motion deﬁned on the probability space (Ω,F ,P) and dBkt is the Stratonovich
differential.
To understand this problem, we propose to study the equations driven by a discrete version of
white noise. Such discretization often appears in the computational study of stochastic differential
equations. Let (Ω,F ,P) be the classical Wiener probability space, where
Ω = C0(R,R) =
{
ω(t): ω(·) : R → R is continuous and ω(0) = 0}
has the open compact topology so that Ω is a Polish space, F is its Borel σ -algebra, and P is the
Wiener measure. The Brownian motion takes the form Bt(ω) = ω(t). We consider the Wiener shift θt
on the probability space (Ω,F ,P), which is given by
θtω(·) = ω(t + ·) −ω(t). (1.2)
It is well known that P is an ergodic invariant measure for θt .
For small  > 0, let G : Ω → R be such that
G(ω) = 1

ω(). (1.3)
Then, we have
G(θtω) = 1

(
ω(t + ) −ω(t)). (1.4)
From the properties of the Brownian motion, we know that G(θtω) is an unbounded stationary
stochastic process with a normal distribution, which in fact is unbounded almost surely. We can also
view G(θtω) as a discrete version of the white noise.
Let (x, y) ∈ R2 be the phase variables and t be the time. We start with an autonomous system
dx
dt
= −αx+ f (x, y), dy
dt
= β y + g(x, y) (1.5)
where α,β > 0 and f (x, y), g(x, y) are the higher order terms. We assume that Eq. (1.5) has a homo-
clinic orbit to the saddle ﬁxed point (x, y) = (0,0), which we denote as
	 = {	(t) = (a(t),b(t)) ∈ R2, t ∈ R}.
To the right-hand side of Eq. (1.5) we add a random forcing driven by the Brownian motion to have
dx
dt
= −αx+ f (x, y) +μP (x, y)G(θtω), dy
dt
= β y + g(x, y) +μQ (x, y)G(θtω) (1.6)
where μ is a small parameter, P (x, y) and Q (x, y) are terms of higher order in (x, y). The random
forcing we have here is an unbounded multiplicative noise with a Brownian motion and is degen-
erated at (0,0). We study the dynamical behavior of Eq. (1.6) through the random Poincaré return
map Rω induced by the solutions of Eq. (1.6) around 	 in the extended phase space. Our result can
be summarized as follows:
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b′(t)P
(
a(t),b(t)
)− a′(t)Q (a(t),b(t)) = 0.
Then there exist aμ0 > 0 and a θt -invariant subset Ω˜ ⊂ Ω of fullWienermeasure such that for all 0< μ < μ0
and all ω ∈ Ω˜ , the solutions of Eq. (1.6) admit chaotic behavior in the form of a topological horseshoe of
inﬁnitely many branches for the return mapRω .
The condition b′(t)P (a(t),b(t)) − a′(t)Q (a(t),b(t)) = 0 requires that the vector ﬁeld (P , Q ) is not
entirely tangential to the unperturbed homoclinic loop 	. This condition can be easily veriﬁed as we
will see for the Duﬃng equation and the pendulum equation. The full horseshoe here implies that
for each positive integer k  2, there exists an invariant set of solutions on which the dynamics are
semi-conjugate to the full-shift of k symbols.
For the Duﬃng equation driven by the Brownian motion we have
Corollary A (The Duﬃng equation). There exists aμ0 > 0 such that for almost allω ∈ Ω and all 0< μ < μ0 ,
the return mapRω for the randomly forced Duﬃng equation
d2q
dt2
− q + q3 = μq2G(θtω)
admits a topological horseshoe of inﬁnitely many branches.
Similarly, for the randomly forced pendulums we have
Corollary B (The non-linear pendulum). There exists a μ0 > 0 such that for almost all ω ∈ Ω and all 0 <
μ < μ0 , the return mapRω for the randomly forced non-linear pendulum
d2q
dt2
+ sinq = μq2G(θtω)
admits a topological horseshoe of inﬁnitely many branches.
The study of complicated dynamics of ordinary differential equations under periodic perturbations
has a long and rich history that dates back to Poincaré and Birkhoff. The complicated behavior in-
duced by the presence of homoclinic intersections of the stable and the unstable manifold of a saddle
ﬁxed point was ﬁrst observed by Poincaré [23], described by Birkhoff [5], proved by Smale [27,28] in
a geometry form, and was systematically studied by Alekseev [1] with applications to Sitnikov’s three
body problem [37]. There is a vast literature on the chaotic behavior induced by the presence of ho-
moclinic intersections for differential equations driven by a periodic forcing, see for example, [16,19,
30–34,3,14,10,13,9,12,24,4,35,36,40,41], and their references therein. There has also been a substan-
tial literature on extending the Birkhoff–Smale theorem to quasi-periodically and almost periodically
forced differential equations, see [29,25,26,22,42,30], and [39]. In a recent paper [18], we studied the
chaotic behavior of differential equations driven by a general bounded non-autonomous forcing with-
out assuming any periodicity in time with applications to the systems driven by a bounded random
force.
Eq. (1.6) we study here is a system of very different nature. A typical sample-path of the Brown-
ian motion represents a forcing that is unbounded and irregular. For the sample-wise point of view
adopted in this paper, there are two basic issues and they are:
(a) how to characterize the chaotic behavior of an equation driven by a stochastic process;
(b) how to deal with the unboundedness of the forcing function.
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homoclinic loop for Eq. (1.6), which is deﬁned on an inﬁnite strip in the extended phase space. Under
the forcing driven by a Brownian motion, this map has strong expansion in the direction of time. We
adapt the modiﬁed geometric approach of using vertical strips and horizontal strips, due to Smale,
to describe chaotic dynamics. Concerning (b), we ﬁrst observe that G(θtω) deﬁnes an unbounded
stationary stochastic process with a normal distribution, which in fact is unbounded almost surely.
This unbounded forcing can push the solutions of Eq. (1.6) out of any given domain U that is bounded
in the phase space. In principle there is no way for us to get these solutions back to U since neither
the unperturbed equation nor the forcing are necessarily dissipative. For Eq. (1.6) there is no global
random attractor. On the other hand, we observe that there are also solutions that will stay in U for
all time, and we prove that those solutions do bear complicated dynamical structures. The technical
aspects of the construction of these chaotic structures are rather sophisticated. Instead of a nice local
stable and a nice local unstable manifold, which we no longer possess because of the unbounded
forcing, we have to ﬁnd inﬁnitely many stable and unstable fragments, and to match their images
to construct complicated dynamics. It is also critical for us to control the solutions of Eq. (1.6) in
a tempered neighborhood of the saddle point (0,0) by using a semi-linearization result for random
dynamical systems, which was presented in [17] for discrete-time systems.
The results we obtained here are sample-wise. However, we cannot treat the problem simply as
a non-autonomous problem by regarding ω as a parameter. The feature of the Brownian motion as a
whole needs to be utilized. The almost sure property is due to the ergodicity of the Wiener shift and
the Birkhoff ergodic theorem.
This paper is organized as follows. In Section 2 we present in precise terms the Main Theorem.
We also prove Corollaries A and B by using the Main Theorem. In Section 3 we study the local
dynamics of the forced equation in a ﬁxed neighborhood of the saddle ﬁxed point. In Section 4 we
study the properties of the random Melnikov functions, and construct inﬁnitely many vertical strips
that will serve as the building blocks for the construction of the desired horseshoe map. In Section 5
we prove the Main Theorem by using the results obtained in Sections 3–4 and a semi-linearization
result. A proof of this semi-linearization result is included in Appendix A for the self-containment of
this paper.
2. The Main Theorem
In this section, we ﬁrst introduce the basic setting, assumptions, and concepts. Then, we state our
main result. The applications of the Main Theorem to the randomly forced Duﬃng equation and the
randomly forced pendulum are presented at the end.
2.1. Statement of result
The unforced equation is (1.5) and the forced equation is
dx
dt
= −αx+ f (x, y) +μP (x, y)G(θtω), dy
dt
= β y + g(x, y) +μQ (x, y)G(θtω) (2.1)
where μ is a small parameter; α,β > 0; and f (x, y), g(x, y), P (x, y), Q (x, y) are high order terms
at (x, y) = (0,0), Cr in a small neighborhood of (0,0) for an integer r > 2. Let (Ω,F ,P) be the
classical Wiener space. The Wiener shift θt and the unbounded stationary stochastic process G(θtω)
are as in (1.2) and (1.4). We can view G(θtω) as a discrete version of the white noise. Also recall
that 	(t) = (a(t),b(t)) is a homoclinic solution of the unforced equation (1.5) to the saddle ﬁxed
point (0,0).
2.1.1. The return map R
Let ω = ω˜ ∈ Ω be ﬁxed in Eq. (2.1). We regard (2.1) as a non-autonomously forced equation. In
the space of (x, y), we let U be the union of a small neighborhood Bε (a ball at (0,0) with radius
ε > 0) of (0,0) and a small neighborhood DC1(ε) of size C1(ε)μ around the part of the unperturbed
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homoclinic loop 	 that is outside of B 1
4 ε
where C1(ε) is a constant independent of μ. We construct a
subset of solutions in U with complicated dynamical structure for Eq. (2.1).
Re-write Eq. (2.1) in autonomous form as
dx
dt
= −αx+ f (x, y) +μP (x, y)G(θp(ω˜)),
dy
dt
= β y + g(x, y) +μQ (x, y)G(θp(ω˜)),
dp
dt
= 1. (2.2)
The space (x, y, p) is the extended phase space. Let U = U ×R. We study the dynamics of the solutions
of Eq. (2.2) through the iterations of a return map we now introduce in U . See Fig. 1. Let σ− be of
length 2μ and σ+ be of length 2C1(ε)μ, both are centered at their respective intersections to the
unperturbed homoclinic loop 	 and are perpendicular to 	.
In the extended phase space (x, y, p) we denote
Bε = Bε ×R, DC1(ε) = DC1(ε) ×R
and let
Σ± = σ± ×R.
Let N : Σ+ → Σ− be the map induced by the solutions on Bε and M : Σ− → Σ+ be the map
induced by the solutions on DK1 . We ﬁrst consider M and N separately, then compose N and M
to obtain a return map R=N ◦M : Σ− → Σ− .
2.1.2. Topological horseshoe
Even in the case of uniformly bounded forcing, R is only partially deﬁned on Σ− . Let V be the
subset of Σ− where R is deﬁned. We ﬁrst introduce some geometric terms. We call the direction of
p ∈ R in Σ− the horizontal direction and the direction of σ− (transversal to the homoclinic solution 	
in the original phase space) the vertical direction. In Σ− , a vertical curve is a non-self-intersecting, con-
tinuous curve that connects the two horizontal boundaries of Σ− . We call a region that is bounded
by two non-intersecting vertical curves a vertical strip, which we denote as V . The two deﬁning ver-
tical curves for a given vertical strip V are the vertical boundary of V . We call a non-self-intersecting
continuous curve connecting the two vertical boundaries of V a fully extended horizontal curve in V .
Let V1, V2 be two non-intersecting vertical strips in V . We say that R(V1) crosses V2 horizontally if
for every fully extended horizontal curve h of V1, there is a subsegment h˜ of h so that R(h˜) is a fully
extended horizontal curve in V2. The following is on the topological horseshoe we introduced in [18].
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Deﬁnition 2.1 (Topological horseshoe). Let R : V → Σ− , V ⊂ Σ− , be continuous. We say that R admits
a topological horseshoe of k-branches, k ∞, if there exists a bi-inﬁnite sequence of non-intersecting
vertical strips {Vn}∞n=−∞ lined up monotonically from t = −∞ to t = +∞ in Σ− , Vn ⊂ V for all n,
such that
(1) for every n, there exists an nˆ1 > n, such that R(Vn) crosses Vnˆ1 , Vnˆ1+1, . . . Vnˆ2+k horizontally;
(2) for every n, there exists an nˆ2 < n, such that R(Vnˆ2−k), . . . ,R(Vnˆ2 ) cross Vn horizontally.
Observe that, if R admits a horseshoe of k-branches, then inside every vertical strip Vn , there
exists a 2D Cantor set Λn formed by the intersections of a k-Cantor set of vertical curves and a k-
Cantor set of fully extended horizontal curves, so that all orbit of Λn will be in V for all time. If
R = Rω is from Eq. (2.2) for a given ω ∈ Ω , then all solutions initiated in Λn will stay inside of
Bε ∪ DC1 for all time. If Rω admits a topological horseshoe according to Deﬁnition 2.1, then the
structure of solutions of Eq. (2.2) is complicated inside of Bε ∪ DC1 and we have chaotic dynamics for
Eq. (2.1) around the unforced homoclinic loop 	.
This deﬁnition is a natural extension of the topological horseshoe introduced previously [21,20,6,
38,7,8,15]. It also implies that for each positive integer k 2, there is an invariant set of solutions on
which the dynamics are semi-conjugate to the full-shift of k symbols, which was proved in [18]. (See
Fig. 2.)
We are now ready to state our main result. Recall that 	(t) = (a(t),b(t)) is a homoclinic solution
of Eq. (1.5) to the saddle (0,0).
Main Theorem. Assume that there exists a t ∈ R so that
b′(t)P
(
a(t),b(t)
)− a′(t)Q (a(t),b(t)) = 0.
Then there exists a 0 > 0 so that for any given 0 <  < 0 where  is as in (1.4), there exist a μ0 > 0 and
a θt -invariant subset Ω˜ ⊂ Ω of full measure such that for all 0 < μ < μ0 and all ω ∈ Ω˜ , the return map Rω
for Eq. (2.2) admits a topological horseshoe of inﬁnitely many branches.
2.2. Proof of Corollaries A and B
We give two applications of the Main Theorem. We ﬁrst apply it to the forced Duﬃng equation
driven by a Brownian motion.
We start with the autonomous Duﬃng equation [11]
d2q
dt2
− q + q3 = 0. (2.3)
Eq. (2.3) has a homoclinic solution to (q, p) = (0,0), which we denote as 	(t) = (q(t), p(t)), where
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√
2et
(1+ e2t) , p(t) =
2
√
2(et − e3t)
(1+ e2t)2 .
We add a Brownian motion driving force to the right of Eq. (2.3) to obtain
d2q
dt2
− q + q3 = μq2G(θtω), (2.4)
where G(θtω) is given by (1.4).
To apply the Main Theorem we re-write Eq. (2.4) as
dq
dt
= p, dp
dt
= q − q3 +μq2G(θt).
To write the linear part of this equation in a canonical form, we introduce new variables (x, y) so
that
q = x+ y, p = −x+ y.
Then, the new equations in (x, y) are
dx
dt
= −x+ f (x, y) +μP (x, y)G(θtω), dy
dt
= y + g(x, y) +μQ (x, y)G(θtω),
where
f (x, y) = 1
2
(x+ y)3, g(x, y) = −1
2
(x+ y)3,
P (x, y) = −1
2
(x+ y)2, Q (x, y) = 1
2
(x+ y)2.
The forcing vector ﬁeld is clearly non-tangential to the homoclinic solution for all t = 0. Corollary A
then follows from the Main Theorem. The proof for Corollary B is similar.
3. Local dynamics around the ﬁxed point
Let Bε be a neighborhood of (x, y) = (0,0) of a ﬁxed size ε > 0 in the (x, y)-space. In the extended
phase space (x, y, p), let Bε = Bε ×R. If the magnitude of the forcing function |G(θtω˜)| were uniformly
bounded for all time, then the forced equation would have a two-dimensional local unstable and a
two-dimensional local stable manifold in Bε in the extended phase space. The intersection of the
local unstable manifold with Σ− and the intersection of the local stable manifold with Σ+ would be
a simple curve across Σ− and a simple curve across Σ+ respectively in the p-direction. Unfortunately,
the forcing function G(θtω˜) is unbounded in time almost surely and for Eq. (2.2) there exist no longer
the nice invariant curves that cross Σ− and Σ+ all the way in the p-direction. We can, however,
prove that on certain vertical strips in Σ− , there are well-deﬁned local unstable segments. We also
have similar local stable segments on Σ+ .
In this section, we will ﬁrst introduce some preliminaries and conventions in notation that are
used throughout of the rest of this paper. We will then prove the existence of local unstable solutions
and study the properties of the local unstable curves. We will also present the corresponding results
for the local stable solutions.
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Let (Ω,F ,P) be the classical Wiener space. From the law of logarithms, we have
lim
s→±∞
ω(s)
s
= 0
almost surely. Let Ωˆ be the set of full measure on which the above properties hold. Let
Cω = sup
s∈Q
|ω(s)|
|s| + 1
where Q is the set of rational numbers. Since for each s, ω(s) : Ω → R is measurable and the sup is
ﬁnite, Cω : Ωˆ → R+ is a measurable function and∣∣ω(s)∣∣ Cω(|s| + 1)
for all s ∈ R. Recall that
θtω(s) = ω(t + s) −ω(t),
which is a measurable dynamical system and is continuous in t . It then follows that
Cθtω < 2(Cω + 1)
(|t| + 1). (3.1)
For K0 > 0, we denote
ΛK0 = {ω ∈ Ωˆ: Cω  K0}.
Since Cω : Ω → R+ is Wiener measurable, it follows that, for any given δ > 0, there exists a K0 > 0
suﬃciently large, so that P(ΛK0 ) > 1− δ.
In this section we ﬁx a K0 > 0 such that P(ΛK0 ) > 0. Let G be as in (1.3) and XΛK0 (·) be the
characteristic function for ΛK0 on Ωˆ . Let Ω˜ ⊂ Ωˆ be the subset of Ωˆ of full measure on which the
Birkhoff ergodic theory holds for |G(·)| and XΛK0 (·) for θt . We note that both Ωˆ and Ω˜ can be chosen
to be θt-invariant. For the rest of this paper, ω˜ ∈ Ω˜ is ﬁxed once and for all. For t ∈ R we denote
ωt = θtω˜.
It follows from the Birkhoff ergodic theory that there exists a bi-inﬁnite sequence {qn}∞n=−∞ such that
ωqn := θqn ω˜ ∈ ΛK0
for all n ∈ Z.
Parameters ε, L−, L+ and μ. The letter ε denotes the radius of Bε . It depends on K0 and a few other
quantities that will be introduced in precise terms later in the process. For the purpose of this section
it suﬃces to think that ε  1.
Let −L− , L+ be the time that the homoclinic solution 	(t) = (a(t),b(t)) reaches B 1
2 ε
in the nega-
tive and the positive time directions respectively. The values of L−, L+ are determined completely by
ε and 	(t) and we have
L−, L+ ∼ lnε−1. (3.2)
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forcing. We assume that μ  ε.
Notation. Constants are quantities that are independent of phase variables and time. When a constant
is dependent on ω ∈ Ω or one of the parameters above, the dependency is usually made explicit. For
example, Cω is dependent on ω, and C1(ε) depends on ε.
The letter K is reserved throughout to represent constants that are independent of ω and param-
eters ε, μ. When standing alone, K represents a generic constant, the value of which is allowed to
change from place to place, sometimes even in the same line. When K is with a subscript, such as
K0, K1, . . . , then it is non-generic, carrying a ﬁxed value throughout. In particular,  in (1.3) is one
speciﬁc value for K .
Let {qn} be such that ωqn ∈ ΛK0 , and
L = L− + L+.
Let
Σ˜− =
{
(x, y, p) ∈ Σ−, p ∈
⋃
n
[qn − 2L,qn + 2L]
}
.
We deﬁne (s, z) by letting
x= a(s) + v(s)z, y = b(s) − u(s)z (3.3)
where (u(t), v(t)) are the unit tangent vectors of the unforced homoclinic solution 	(t) = (a(t),b(t)).
We use new variables (s, z, p) interchangeable with (x, y, p) to represent points in the extended phase
space. In these new variables, s = −L− for Σ− and we denote
Σ˜− =
{
(z, p): |z| < μ, p ∈
⋃
n
[qn − 2L,qn + 2L]
}
.
3.2. Local unstable solutions
In this subsection we prove the existence of local unstable solutions for Eq. (2.2) using the
Lyapunov–Perron approach. Let ω = ω˜ be ﬁxed in (2.1) and denote Θqω˜ = ωq . We study equation
dx
dt
= −αx+ f (x, y) +μP (x, y)G(θtωq), dy
dt
= β y + g(x, y) +μQ (x, y)G(θtωq) (3.4)
regarding q ∈ R as a parameter.
To obtain local results we ﬁrst use a cut-off function to modify the equation. Let σ(s) be a C∞
function from (0,+∞) → [0,1] with
σ(s) = 1 for 0 s 1, σ (s) = 0 for s 2, sup
s∈[1,2]
∣∣σ ′(s)∣∣< 2.
We multiply the cut-off function to the higher order terms of Eq. (3.4) to obtain
dx = −αx+ f˜ (x, y) +μ P˜ (x, y)G(θtωq), dy = β y + g˜(x, y) +μQ˜ (x, y)G(θtωq), (3.5)
dt dt
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f˜ (x, y) = f (x, y) · σ ((2ε)−1√x2 + y2 )
and g˜(x, y), P˜ (x, y), and Q˜ (x, y) are similarly deﬁned.
In Eq. (3.5) we ﬁx an ω˜ ∈ Ω˜ and regard q ∈ R as a parameter, the value of which is allowed to
vary over R. Let γ > 0 be ﬁxed such that 0< 2γ <min{α,β}. We consider the Banach space
C−γ =
{
φ
∣∣∣ φ : R− → R2 is continuous and sup
t0
∣∣e−γ tφ(t)∣∣< ∞}
with norm ‖φ‖ := ‖φ‖−γ = supt0 |e−γ tφ(t)|. We represent the usual magnitude of vectors in Rn by
using | · |.
Let w = (x, y) be the phase variable and let w(t,w0) denote the solution of Eq. (3.5) satisfying
w(0,w0) = w0. We wish to prove that for any given y0 ∈ (−ε, ε), there exists a unique x0 ∈ (−ε, ε)
so that w(t,w0) ∈ C−γ where w0 = (x0, y0). We also wish to show that |w(t)| < 2ε for all t ∈ R− so
w(t) = w(t,w0) is a solution of Eq. (3.4). This is, however, only true for some q. Recall that {qn}∞n=−∞
is such that ωqn := θqn (ω˜) ∈ ΛK0 .
Proposition 3.1. There exists a positive ε0  1 independent of ω˜ such that for any given 0 < ε < ε0 , there
exists μ0(ε) > 0 independent of ω˜, so that for all 0 < μ < μ0(ε), and all q ∈ ⋃n[qn − 2L,qn + 2L], the
following hold for Eq. (3.5): for any given y0 ∈ (−ε, ε), there exists a unique x0 ∈ (−ε, ε), such that
(a) the solution w(t,w0) satisfying w(0,w0) = w0 = (x0, y0) is in C−γ , and
(b) |w(t,w0)| < 2ε for all t ∈ R− .
Proof. This proof is based on a modiﬁed version of the Lyapunov–Perron approach.
We ﬁrst note that if w(t) = (x(t), y(t)) ∈ C−γ , then for a given y0 ∈ R, w(t) is a solution of (3.5)
satisfying y(0) = y0 if and only if
y(t) = eβt y0 +
t∫
0
eβ(t−τ )
(
g˜
(
w(τ )
)+μQ˜ (w(τ ))G(θτωq))dτ ,
x(t) =
t∫
−∞
e−α(t−τ )
(
f˜
(
w(τ )
)+μ P˜(w(τ ))G(θτωq))dτ (3.6)
for all t  0.
Next, we prove the existence and the uniqueness of the solution w(t) = (x(t), y(t)) of (3.6) in C−γ .
For φ ∈ C−γ , let J (φ)(t) denote the right side of (3.6) with φ(τ ) in the place of w(τ ). J : C−γ → C−γ
is the standard Lyapunov–Perron operator. Let y0 ∈ (−ε, ε) be ﬁxed and let
C−γ (1) =
{
φ ∈ C−γ : ‖φ‖ 1
}
.
We ﬁrst prove that J (C−γ (1)) ⊂ C−γ (1). We then prove that J is contracting on C−γ (1).
For J (C−γ (1)) ⊂ C−γ (1), we let φ ∈ C−γ (1) and denote (x(t), y(t)) =J (φ). We have for t < 0,
K. Lu, Q. Wang / J. Differential Equations 251 (2011) 2853–2895 2863e−γ t y(t) = e(β−γ )t y0 + e−γ t ·
t∫
0
eβ(t−τ )
(
g˜
(
u(τ )
)+μQ˜ (u(τ ))G(θτωq))dτ .
Recall that f , g, P , Q are all second order terms at (x, y) = (0,0). We have
∣∣e−γ t y(t)∣∣< ε + K
0∫
t
e−γ t · eβ(t−τ )∣∣φ(τ )∣∣2σ ((2ε)−1∣∣φ(τ )∣∣)(1+μ∣∣G(θτωq)∣∣)dτ
< ε + 4εK‖φ‖
0∫
t
e(β−γ )(t−τ ) dτ + Kμ‖φ‖2
0∫
t
e(β−γ )(t−τ )
∣∣G(θτωq)∣∣eγ τ dτ
<
1
2
. (3.7)
Note that to obtain the second inequality, we used |φ(τ )|σ((2ε)−1|φ|) < 4ε for the term without G .
For the term with G we obtain an extra copy of eγ τ by converting |φ(τ )|2 to ‖φ‖2. For the third
inequality we make ε small for the ﬁrst integral. For the second integral we use
∣∣G(θtωq)∣∣= ∣∣G(θt+(q−qn)ωqn )∣∣= −1∣∣ωqn(t + q − qn + ) −ωqn (t + q − qn)∣∣
−1
∣∣ωqn(t + q − qn + )∣∣+ −1∣∣ωqn(t + q − qn)∣∣
−1(K0 + 1)
(|t + q − qn + | + |t + q − qn| + 2)
< 2−1(K0 + 1)
(|t| + 2L + 1)
because qn ∈ ΛK0 . It then follows that
∣∣∣∣∣
0∫
t
e(β−γ )(t−τ )
∣∣G(θτωq)∣∣eγ τ dτ
∣∣∣∣∣< K
∣∣∣∣∣
0∫
t
(|τ | + 2L + 1)eγ τ dτ
∣∣∣∣∣< K L.
Finally we make μ suﬃciently small. The parameter μ is dependent on L hence on ε but it is inde-
pendent of ω˜. Estimate for |e−γ t x(t)| is similar.
Next, we prove that J is a contraction on C−γ (1). Let φ, φ¯ ∈ C−γ (1) and denote J (φ) = (x(t), y(t)),
J (φ¯) = (x¯(t), y¯(t)). We have
∣∣y(t) − y¯(t)∣∣ K
{ 0∫
t
eβ(t−τ )
(|φ| + |φ¯|)|φ − φ¯|σ ((2ε)−1|φ|)dτ
+ (2ε)−1
0∫
t
eβ(t−τ )|φ¯|2|φ − φ¯|∣∣σ ′((2ε)−1ξ)∣∣dτ
+μ
0∫
e(β−γ )(t−τ )
(|φ| + |φ¯|)|φ − φ¯|σ ((2ε)−1|φ|)∣∣G(θτωq)∣∣dτ
t
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0∫
t
e(β−γ )(t−τ )|φ¯|2|φ − φ¯|∣∣σ ′((2ε)−1ξ)∣∣∣∣G(θτωq)∣∣dτ
}
where ξ = ξ(τ ) is in-between |φ¯(τ )| and |φ(τ )|.
Similarly, we have
∣∣x(t) − x¯(t)∣∣ K
{ t∫
−∞
e−α(t−τ )
(|φ| + |φ¯|)|φ − φ¯|σ ((2ε)−1|φ|)dτ
+ (2ε)−1
t∫
−∞
e−α(t−τ )|φ¯|2|φ − φ¯|∣∣σ ′((2ε)−1ξ)∣∣dτ
+μ
t∫
−∞
e−α(t−τ )
(|φ| + |φ¯|)|φ − φ¯|σ ((2ε)−1|φ|)∣∣G(θτωq)∣∣dτ
+μ(2ε)−1
t∫
−∞
e−α(t−τ )|φ¯|2|φ − φ¯|∣∣σ ′((2ε)−1ξ)∣∣∣∣G(θτωq)∣∣dτ
}
.
From these two it follows that
∥∥J (φ) −J (φ¯)∥∥ K sup
t∈R−
{
8ε
0∫
t
e(β−γ )(t−τ ) dτ + 8ε
t∫
−∞
e−(α+γ )(t−τ ) dτ
+ 4μ
0∫
t
e(β−γ )(t−τ )
∣∣G(θτωq)∣∣eγ τ dτ
+ 4μ
t∫
−∞
e−(α+γ )(t−τ )
∣∣G(θτωq)∣∣eγ τ dτ
}
‖φ − φ¯‖
 K
{
8ε
(
1
β − γ +
1
α − γ
)
+ 8μ
0∫
−∞
∣∣G(θτωq)∣∣eγ τ dτ
}
‖φ − φ¯‖
 K
(
8ε
(
1
β − γ +
1
α − γ
)
+ 16μ−1(K0 + 1)γ −1
(
1
γ
+ 2L + 1
))
‖φ − φ¯‖
where for the last inequality we again used
∣∣G(θtωq)∣∣ 2−1(K0 + 1)(|t| + 2L + 1).
It follows that J is contracting on C−γ (1) provided that
ε min{α − γ ,β − γ }, μ  γL−1.
Thus, we have proved Proposition 3.1(a).
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|y0| < ε. We have
∣∣y(t)∣∣< ε + K
0∫
t
eβ(t−τ )
(∣∣w(τ )∣∣2σ ((2ε)−1∣∣w(τ )∣∣)+μ∣∣w(τ )∣∣2∣∣G(θτωq)∣∣)dτ
< ε + K
{
4ε
0∫
t
eβ(t−τ ) dτ +μ‖w‖
0∫
t
∣∣G(θτωq)∣∣eγ τ dτ
}
max
τ∈R−
∣∣w(τ )∣∣.
Similarly,
∣∣x(t)∣∣< K
t∫
−∞
e−α(t−τ )
(∣∣w(τ )∣∣2σ ((2ε)−1∣∣w(τ )∣∣)+μ∣∣w(τ )∣∣2∣∣G(θτωq)∣∣)dτ
< K
{
4ε
t∫
−∞
e−α(t−τ ) dτ +μ‖w‖
t∫
−∞
∣∣G(θτωq)∣∣eγ τ dτ
}
max
τ∈R−
∣∣w(τ )∣∣.
These two together give
max
t∈R−
∣∣w(t)∣∣< ε + K{4ε(α−1 + β−1)+ 4μ(K0 + 1)γ −1−1(γ −1 + 2L + 1)}max
τ∈R−
∣∣w(τ )∣∣
from which (b) follows directly provided that μ  ε  1. 
3.3. Local unstable manifold on Σ˜−
Recall that Σ− is deﬁned by s = −L− in the extended phase space (s, z, p) and is a two-
dimensional strip represented by {(z,q) ∈ (−μ,μ) × R}. It follows from Proposition 3.1 that, on
Σ˜− ⊂ Σ− , we have a unique unstable curve, which we denote as
wu =
{(
wu(q),q
)
: q ∈
⋃
n
[qn − 2L,qn + 2L]
}
,
so that the solution of (3.4) initiated at (z0,q) ∈ Σ˜− is in C−γ if and only if z0 = wu(q). In this
subsection we prove
Proposition 3.2. Let wu(q) :⋃n[qn − 2L,qn + 2L] → [−μ,μ] be the unstable curve as in the above. Then,
(a) |wu(q)| Kμε lnε−1;
(b) |wu(q + q) − wu(q)|μ|q|.
Proof. We ﬁrst recall the following three properties that will be used repeatedly in the proofs.
(P1) For q ∈ [qn − 2L,qn + 2L],
∣∣G(θtωq)∣∣ K (|t| + 2L)
because of qn ∈ ΛK0 and (3.1).
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bounded by
Kε
∣∣w(t)∣∣ Kε∥∥w(·)∥∥e−γ |t|.
The exponential factor e−γ |t| is then used to balance the linear growth of G(θtωq) in (P1).
(P3) We have L ∼ lnε−1  ε−1.
Proof of (a). Assume that for some z0 ∈ (0, 14ε), we obtain a unique unstable solution w(t) =
(x(t), y(t)) of (3.6) satisfying w(0) = (x0, y0), where (x0, y0) is obtained through
x0 = a(−L−)+ v(−L−)z0, y0 = b(−L−)− u(−L−)z0. (3.8)
From (3.6) we also have
x0 =
0∫
−∞
eατ
(
f˜
(
w(τ )
)+μ P˜(w(τ ))G(θτωq))dτ . (3.9)
Combining these two for x0 in the above we have
a
(−L−)+ v(−L−)z0 =
0∫
−∞
eατ
(
f˜
(
w(τ )
)+μ P˜(w(τ ))G(θτωq))dτ . (3.10)
For Proposition 3.2(a) on Σ˜− , it suﬃces to prove that
∣∣z0∣∣< Kμε lnε−1. (3.11)
To prove (3.11) we start with the equation for w˜(t) := (a(t − L−),b(t − L−)). Denote a˜(t) = a(t − L−),
b˜(t) = b(t − L−). Then, w˜(t) satisﬁes the equations
b˜(t) = eβtb(−L−)+
t∫
0
eβ(t−τ ) g˜
(
w˜(τ )
)
dτ ,
a˜(t) =
t∫
−∞
e−α(t−τ ) f˜
(
w˜(τ )
)
dτ , (3.12)
which together with (3.6) give
y(t) − b˜(t) = −z0u(−L−)eβt +
t∫
0
eβ(t−τ )
(
g˜
(
w(τ )
)− g˜(w˜(τ )))dτ
+μ
t∫
eβ(t−τ ) Q˜
(
w(τ )
)G(θτωq)dτ ,
0
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t∫
−∞
e−α(t−τ )
(
f˜
(
w(τ )
)− f˜ (w˜(τ )))dτ
+μ
t∫
−∞
e−α(t−τ ) P˜
(
w(τ )
)G(θτωq)dτ . (3.13)
For t ∈ R− , this leads to
∣∣w(t) − w˜(t)∣∣ ∣∣z0∣∣K + Kε max
τ∈R−
∣∣w(t) − w˜(t)∣∣
( 0∫
t
eβ(t−τ ) dτ +
t∫
−∞
e−α(t−τ ) dτ
)
+μKε‖w‖
0∫
−∞
∣∣G(θτωq)∣∣eγ τ dτ .
Recall that ‖w‖ < 1. We obtain, for q ∈ [qn − 2L,qn + 2L] that
max
t∈R−
∣∣w(t) − w˜(t)∣∣ K ∣∣z0∣∣+ KεLμ. (3.14)
We now estimate z0 through (3.10). We have
∣∣z0∣∣ 1|v(−L−)|
∣∣∣∣∣
0∫
−∞
eατ
(
f˜
(
w(τ )
)− f˜ (w˜(τ )))dτ +μ
0∫
−∞
eατ
∣∣ P˜(w(τ ))G(θτωq)∣∣dτ
∣∣∣∣∣
 Kεmax
t∈R−
∣∣w(t) − w˜(t)∣∣+ Kε2Lμ.
By using (3.14), we ﬁnally conclude that
∣∣z0∣∣ Kμε2 lnε−1.
Proof of (b). Proposition 3.2(b) claims that μ−1wu(q), the re-scaled unstable curve, is a Lipschitz
function on
⋃
n[qn − 2L,qn + 2L]. Let z0(q) be the same as in the above for q ∈ [qn − 2L,qn + 2L]. We
need to prove
∣∣z0(q + q) − z0(q)∣∣μ|q|. (3.15)
Let wq(t) = (xq(t), yq(t)) be the unstable solution for q ∈ [qn − 2L,qn + 2L] with (q, z0(q)) ∈ Σ− . We
claim
(A) maxt∈R− |wq(t + q) − wq(t)| ε|q|;
(B) maxt∈R− |wq+q(t) − wq(t)| Kε2|z0(q) − z0(q + q)| + Kμε lnε−1|q|.
Observe that (3.15) follows directly from (B).
We ﬁrst show claim (A). Without loss of generality, we may assume that q 0. Using (3.13), we
have
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 Kμε2|q| +
t∫
t+q
∣∣eβ(t−τ ) g˜(wq(τ ))+ e−α(t−τ ) f˜ (wq(τ ))∣∣dτ
+μ
t∫
t+q
∣∣eβ(t−τ ) Q˜ (wq(τ ))+ e−α(t−τ ) P˜(wq(τ ))∣∣∣∣G(θτωq)∣∣dτ
+
0∫
t+q
∣∣eβq − I∣∣∣∣eβ(t−τ ) g˜(wq(τ ))∣∣dτ +
t+q∫
−∞
∣∣e−αq − I∣∣∣∣e−α(t−τ ) f˜ (wq(τ ))∣∣dτ
+μ
t+q∫
0
∣∣eβq − I∣∣∣∣eβ(t−τ ) Q˜ (wq(τ ))G(θτωq)∣∣dτ
+μ
t+q∫
−∞
∣∣e−αq − I∣∣∣∣e−α(t−τ ) P˜(wq(τ ))G(θτωq)∣∣dτ
 ε|q|.
Here the part (a) in Proposition 3.2 is used.
We now prove claim (B). We assume that q + q ∈ [qn − 2L,qn + 2L]. From (3.13), we have
yq+q(t) − yq(t) =
(
z0(q) − z0(q + q))u(−L−)eβt +
t∫
0
eβ(t−τ )
(
g˜
(
wq+q(τ )
)− g˜(wq(τ )))dτ
+μ
t∫
0
eβ(t−τ )
(
Q˜
(
wq+q(τ )
)G(θτωq+q) − Q˜ (wq(τ ))G(θτωq))dτ ,
xq+q(t) − xq(t) =
t∫
−∞
e−α(t−τ )
(
f˜
(
wq+q(τ )
)− f˜ (wq(τ )))dτ
+μ
t∫
−∞
e−α(t−τ )
(
P˜
(
wq+q(τ )
)G(θτωq+q) − P˜(wq(τ ))G(θτωq))dτ ,
from which it follows that
∣∣wq+q(t) − wq(t)∣∣ K ∣∣z0(q) − z0(q + q)∣∣ε2 + Kε max
τ∈R−
∣∣wq+q(t) − wq(t)∣∣
+μ(∣∣(I)∣∣+ ∣∣(II)∣∣) (3.16)
where
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0∫
t
eβ(t−τ )
[
Q˜
(
wq+q(τ )
)G(θτωq+q) − Q˜ (wq(τ ))G(θτωq)]dτ ,
(II) =
t∫
−∞
e−α(t−τ )
[
P˜
(
wq+q(τ )
)G(θτωq+q) − P˜(wq(τ ))G(θτωq)]dτ .
We re-write (I) as
(I) =
q∫
t+q
eβ(t−τ+q) Q˜
(
wq+q(τ − q)
)G(θτωq)dτ −
0∫
t
eβ(t−τ ) Q˜
(
wq(τ )
)G(θτωq)dτ
=
( t∫
t+q
+
q∫
0
)
eβ(t−τ+q) Q˜
(
wq+q(τ − q)
)G(θτωq)dτ
+
0∫
t
(
eβ(t−τ+q) Q˜
(
wq+q(τ − q)
)− eβ(t−τ ) Q˜ (wq(τ )))G(θτωq)dτ .
Here we have changed τ → τ + q for the ﬁrst integral to avoid the potential trouble of estimating
|G(θτωq+q) − G(θτωq)|. We have
∣∣(I)∣∣ KεL|q| + Kε
0∫
t
∣∣wq+q(τ − q) − wq(τ )∣∣(|τ | + 2L)e−γ |τ | dτ
 KεL|q| + KεLmax
t∈R−
∣∣wq+q(t) − wq(t)∣∣+ Kε
0∫
t
∣∣wq(τ − q) − wq(τ )∣∣(|τ | + 2L)e−γ |τ | dτ
 KεL|q| + KεLmax
t∈R−
∣∣wq+q(t) − wq(t)∣∣.
Here we use (A) for the last inequality. Estimates for |(II)| is similar. Item (B) follows from combining
(3.16) and the estimates for |(I)| and |(II)|. 
3.4. Local stable manifold on Σ˜+
Recall that Σ+ is deﬁned by s = L+ in the extended phase space (s, z, p) and it is represented by
{(z,q) ∈ (−C1(ε)μ, C1(ε)μ) ×R}. In this section we let
Σ˜+ =
{
(z, p) ∈ Σ+: p ∈
⋃
n
[qn − L − 1,qn + 3L + 1]
}
.
Notice that the non-symmetric deﬁnition on the intervals for p is designed for Σ˜+ to cover the
images of Σ˜− . Again, let 2γ <min{α,β}. We deﬁne local stable solutions by ﬁrst letting
C+γ =
{
φ
∣∣∣ φ : R+ → R2 is continuous and sup
t0
∣∣eγ tφ(t)∣∣< ∞}
with norm ‖φ‖ := ‖φ‖+γ = supt0 |eγ tφ(t)|. We have
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exists μ0(ε) > 0 independent of ω˜, so that for all 0 < μ < μ0(ε), and all q ∈⋃n[qn − L − 1,qn + 3L + 1],
the following holds: for any given x0 ∈ (−ε, ε), there is a unique y0 ∈ (−ε, ε), such that
(a) the solution w(t,w0) satisfying w(0,w0) = w0 = (x0, y0) is in C+γ , and
(b) |w(t,w0)| < 2ε for all t ∈ R+ .
From this proposition we have on Σ˜+ a unique unstable curve, which we denote as
ws =
{(
ws(q),q
)
: q ∈
⋃
n
[qn − L − 1,qn + 3L + 1]
}
,
so that the solution of (3.4) initiated at (z0,q) ∈ Σ˜+ is in C+γ if and only if z0 = ws(q). We have, in
addition,
Proposition 3.4. Let ws(q) on
⋃
n[qn − L − 1,qn + 3L + 1] be the stable curve as in the above. Then
(a) |ws(q)| Kμε lnε−1;
(b) |ws(q + q) − ws(q)|μ|q|.
4. Intersection of the stable and unstable manifolds
In this section we use the signs of a random Melnikov function as a guidance to ﬁnd homoclinic
solutions of the forced equation in the extended phase space. Recall that 	(t) = (a(t),b(t)) is the
homoclinic solution 	 of the unperturbed equation (1.5) and
(
u(t), v(t)
)= ∣∣∣∣ ddt 	(t)
∣∣∣∣
−1 d
dt
	(t)
is the unit tangent vector of 	 at 	(t). Let
E(t) = v2(t)(−α + ∂x f (a(t),b(t)))+ u2(t)(β + ∂y g(a(t),b(t)))
− u(t)v(t)(∂y f (a(t),b(t))+ ∂xg(a(t),b(t))). (4.1)
The quantity E(t) measures the rate of expansion of the solutions of Eq. (1.5) in the direction normal
to 	 at 	(t). We introduce a random variable W : Ω → R for Eq. (2.1) by letting
W(ω) =
∞∫
−∞
F (s)G(θsω)e−
∫ s
0 E(τ )dτ ds, (4.2)
where
F (s) = v(s)P(a(s),b(s))− u(s)Q (a(s),b(s)). (4.3)
Observe that E(t) → β as t → +∞, E(t) → −α as t → −∞, and
∣∣G(θtω)∣∣< −1(∣∣ω(t + )∣∣+ ∣∣ω(t)∣∣) 2−1Cω(|t| +  + 1).
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W(t) = W(θtω˜).
Note that W(t) : R → R is a continuous function. This follows from
∣∣W(t + δ) −W(t)∣∣=
∣∣∣∣∣
∞∫
−∞
F (s − δ)e−
∫ s−δ
0 E(τ )dτG(θs+tω˜)ds
−
∞∫
−∞
F (s)e−
∫ s
0 E(τ )dτG(θs+tω˜)ds
∣∣∣∣∣

∞∫
−∞
∣∣F (s − δ)e− ∫ s−δs E(τ )dτ − F (s)∣∣e− ∫ s0 E(τ )dτ ∣∣G(θs+tω˜)∣∣ds
 KCω˜δ
∞∫
−∞
|t + s + 1|e−
∫ s
0 E(τ )dτ ds
 KCω˜|t|δ.
Here for the second inequality we use the estimate
∣∣F (s − δ)e− ∫ s−δs E(τ )dτ − F (s)∣∣< Kδ,
which follows directly from
∣∣∣∣ ddδ F (s − δ)e−
∫ s−δ
s E(τ )dτ
∣∣∣∣< K .
4.1. Qualiﬁed intervals of initial times
In this subsection we prove the existence of a bi-inﬁnite sequence of intervals {In}n∈Z in R, mono-
tonically lined up from −∞ to +∞, such that the values of W(t) =W(θtω˜) on In range from > K−1
to < −K−1 for some K > 0 for all n. In order to use the previous results on the stable and unstable
curves obtained in Section 3, we will also prove that on every In there is a point tn so that Cθtn ω˜ < K0,
and the lengths of all In are uniformly bounded by a constant that is independent of ε where ε is
the same as in Section 3.
Assumptions for this subsection In this subsection we assume that there exists s ∈ R such that F (s) = 0
where F (s) is as in (4.3). We also assume that  > 0 is suﬃciently small where  is as in (1.4). Note
that these are the assumptions of the Main Theorem.
Proposition 4.1. There exists a bi-inﬁnite sequence of intervals {In}n∈Z inR, lined up monotonically inR from
−∞ to +∞, such that there exist K0, K1, K2 suﬃciently large and q+n ,q−n ∈ In for all n, so that
(a) ωq+n ∈ ΛK0 ;
(b) W(θq+n ω˜) > K
−1
1 ,W(θq−n ω˜) < −K−11 ; and
(c) |In| < K2 .
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Lemma 4.1. There exist positive constants K1 and K3 and subsets Ω+ and Ω− in Ω , both with Wiener mea-
sure > K−13 , such thatW(ω) > 2K−11 for all ω ∈ Ω+ and W(ω) < −2K−11 for all ω ∈ Ω− .
Proof. Let E(W) be the expectation and V(W) be the variance of the random variable W(ω), re-
spectively. To prove Lemma 4.1, it suﬃces to prove that
E(W) = 0, V(W) = 0.
First, we have
E(W) =
∫
Ω
+∞∫
−∞
F (s)G(θsω)dsdP =
+∞∫
−∞
F (s)
{∫
Ω
G(θsω)dP
}
ds = 0
since G(θsω) is given by the Brownian motion.
Next, we compute V(W). Let (s, t) ∈ R2 be ﬁxed and denote
X1 = ω(s + ) −ω(s), X2 = ω(t + ) −ω(t).
We have
V(W) =
∫
Ω
∫
(s,t)∈R2
F (s)F (t)G(θtω)G(θsω)dsdt dP
=
∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
G(θtω)G(θsω)dP
}
dsdt
= 1
2
∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
X1X2 dP
}
dsdt.
We write
ω(s)ω(t) = −1
2
(
ω(s) −ω(t))2 + 1
2
ω2(s) + 1
2
ω2(t),
and do the same for ω(s + )ω(t + ), ω(s)ω(t + ) and ω(t)ω(s + ). We have
V(W) = − 1
22
∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
(
ω(s + ) −ω(t + ))2 dP
}
dsdt
− 1
22
∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
(
ω(s) −ω(t))2 dP
}
dsdt
+ 1
22
∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
(
ω(t + ) −ω(s))2 dP
}
dsdt
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∫
(s,t)∈R2
F (s)F (t)
{∫
Ω
(
ω(t) −ω(s + ))2 dP
}
dsdt
= (I) + (II) + (III) + (IV).
By the properties of the Brownian motion, we have
(I)
(= (II))= − 1
22
∫
(t,s)∈R2
|t − s|F (s)F (t)dsdt,
(III) = 1
22
∫
(t,s)∈R2
|t − s + |F (s)F (t)dsdt,
(IV) = 1
22
∫
(t,s)∈R2
|t − s − |F (s)F (t)dsdt.
Let
D = {(s, t) ∈ R2: s −  < t < s + }.
We have
V(W) = 1
2
∫
D
(
 − |t − s|)F (s)F (t)dsdt
= 1
2
+∞∫
−∞
F (s)
{ s+∫
s−
(
 − |t − s|)F (t)dt
}
ds
=
+∞∫
−∞
F 2(s)ds +O().
By the assumption that F (s) = 0 for some s, we have
+∞∫
−∞
F 2(s)ds > 0.
We also let  > 0 be suﬃciently small so that the O() terms in the above < 12
∫ +∞
−∞ F
2(s)ds. We
conclude that
V(W) > 1
2
+∞∫
−∞
F 2(s)ds > 0.
This completes the proof of the lemma. 
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a  > 0 suﬃciently small, and treat it as one speciﬁc value generically represented by the letter K .
Combining Lemma 4.1 with the fact that Cω : Ω → R+ is a measurable function, we conclude that
Λ(K0,−) := ΛK0 ∩ Ω−
is a set of positive Wiener measure provided that K0 is suﬃciently large.
Let T , δ > 0 be a given pair of positive numbers, and ωˆ ∈ Ω . Denote
BT ,δ(ωˆ) =
{
ω ∈ Ω: ∣∣ω(s) − ωˆ(s)∣∣< δ, |s| < T }.
Note that the Wiener space Ω is a Polish space and BT ,δ(ωˆ) is an open neighborhood of ωˆ.
We also need the following assertion on the Wiener measure.
Lemma 4.2. Let Λ ⊂ Ω be a set of positive Wiener measure. Then there exists an ωˆ ∈ Λ, such that, for all
T , δ > 0, we have
P
(
BT ,δ(ωˆ) ∩ Λ
)
> 0.
Proof. Suppose that the statement is not true. Then, for each ω ∈ Λ, there exists a BT (ω),δ(ω)(ω) such
that
P
(
BT (ω),δ(ω)(ω) ∩ Λ
)= 0.
Since Ω is a Polish space which is separable, then Λ has a countable covering
{
BT (ωi),δ(ωi)(ωi)
∣∣ωi ∈ Λ, i = 1,2, . . .},
which yields that
P(Λ)
∞∑
i=1
P
(
BT (ωi),δ(ωi)(ωi) ∩ Λ
)= 0.
This contradicts to the assumption that P(Λ) > 0. 
Now, let Λ = Λ(K0,−) in Lemma 4.2. Then, it follows that there exists an ω− ∈ Λ(K0,−) such
that P(BT ,δ,K0,−(ω−)) > 0 for all T , δ > 0 where
BT ,δ,K0,−
(
ω−
) := BT ,δ(ω−)∩ Λ(K0,−).
We have
Lemma 4.3. Let ω− ∈ Λ(K0,−) be as in the above. Then there exists T0 > 0 suﬃciently large, so that for any
given T > T0 , there exists δ0(T ) > 0 such that for any given δ < δ0(T ) and for allω ∈ BT ,δ,K0,−(ω−), we have
W(ω) < −3
2
K−11 .
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∣∣W(ω) −W(ω−)∣∣ KˆδT + Kˆ ∫
R\[−T ,T ]
(∣∣G(θsω)∣∣+ ∣∣G(θsω−)∣∣)e−γ |s| ds
< KˆδT + 4Kˆ
+∞∫
T
K0(s + 1)e−γ s ds
< KˆδT + 4Kˆ K0γ −1
(
γ −1 + T + 1)e−γ T
<
1
2
K−11
where for the last inequality, we ﬁrst make T0 suﬃciently large so that (γ −1 + T0 + 1)e−γ T0 <
(16γ Kˆ K0)−1K−11 . We then let δ0(T ) = (4Kˆ T )−1K−11 . 
Since BT0,δ0(T0),K0,−(ω−) is a set of positive Wiener measure, the subset of Ω that is θ -typical
with respect to BT0,δ0(T0),K0,−(ω−) is a set of full Wiener measure, which we denote as Ωˆ . We now
let
Λ(K0,+) = ΛK0 ∩ Ω+ ∩ Ωˆ
and use Lemma 4.2 to obtain an ω+ ∈ Λ(K0,+) such that
P
(
BT ,δ,K0,+
(
ω+
))
> 0
for all T , δ > 0 where
BT ,δ,K0,+
(
ω+
) := BT ,δ(ω+)∩ Λ(K0,+).
Similar to Lemma 4.3, there exists a T0 > 0 suﬃciently large, and for every T > T0, there exists a
δ0(T ) > 0 so that for every δ < δ0(T ), and for all ω ∈ BT ,δ,K0,+(ω+), we have
W(ω) > 3
2
K−11 . (4.4)
The proof for (4.4) is identical to the proof of Lemma 4.3 with the same T0 and δ0(T ).
Let qˆ be such that θqˆω
+ ∈ BT0,δ0(T0),K0,−(ω−). This qˆ exists because ω+ ∈ Ωˆ is θ -typical with
respect to BT0,δ0(T0),K0,−(ω−). Without loss of generality, we can also assume that qˆ is suﬃciently
large such that
qˆ2e−γ qˆ < 1
8
. (4.5)
We have
Lemma 4.4. Assume that q+ ∈ R is such that ωq+ := θq+ ω˜ ∈ BTˆ ,δˆ,K0,+(ω+) where
Tˆ = 3(T0 + qˆ), δˆ = δ0(T0)
4(1+ qˆT−1) .0
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W(ωq−) < −K−11
where q− = q+ + qˆ, ωq− = θq− ω˜.
Proof. First we observe that ωq− is such that Cωq− < 2(K0 +1)(qˆ+1). This follows from (3.1) and the
fact that ωq+ ∈ ΛK0 . We also have
W(θqˆω+)< −32 K−11 (4.6)
since θqˆω
+ ∈ BT0,δ0(T0),K0,−(ω−) and Lemma 4.3.
From ωq+ ∈ BTˆ ,δˆ,K0,+(ω+), it follows that
ωq− = θqˆ(θq+ω˜) ∈ B 2
3 Tˆ ,2δˆ
(
θqˆω
+). (4.7)
In fact, for |t| < 23 Tˆ , we have
∣∣ωq−(t) − θqˆω+(t)∣∣= ∣∣θqˆωq+(t) − θqˆω+(t)∣∣

∣∣ωq+(t + qˆ) −ω+(t + qˆ)∣∣+ ∣∣ωq+(qˆ) −ω+(qˆ)∣∣
 2δˆ.
The last inequality holds because t + qˆ < 23 Tˆ + qˆ < Tˆ and ωq+ ∈ BTˆ ,δˆ,K0,+ .
We now have
∣∣W(θqˆω+)−W(θq−ω˜)∣∣ 2Kˆ δˆ(T0 + qˆ) + Kˆ
∫
R\[−(T0+qˆ),T0+qˆ]
(∣∣G(θs(θqˆω+))∣∣
+ ∣∣G(θs(θqˆΘq+ω˜+))∣∣)e−γ |s| ds
< Kˆ
1
2(1+ qˆT−10 )
δ0(T0)(T0 + qˆ) + 4Kˆ
+∞∫
T0+qˆ
K0|qˆ|(s + 1)e−γ s ds
< Kˆδ0(T0)T0 + 4Kˆ K0γ −1qˆ(T0 + qˆ + 1)e−γ (T0+qˆ)
<
1
2
K−11
where (4.5) is also used to estimate the second term for the last inequality. Lemma 4.4 is then proved
by combining the last inequality with (4.6). Note that in the estimate above, Kˆ is the same as in the
proof of Lemma 4.3. 
Proof of Proposition 4.1. By the fact that θt : Ω → Ω is ergodic, we can let ω˜ ∈ Ω and be θ -typical
to BTˆ ,δˆ,K0,+(ω
+). Then there exists a bi-inﬁnite sequence qn → ±∞ as n → ±∞ so that, regarding qn
as q+ , Lemma 4.4 applies to all qn . We now let In = [qn,qn + qˆ] and let K2 = qˆ + 1. 
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Let us recall the following from Sections 2 and 3. The equation of study is (2.2) and the variables
for the extended phase space are (x, y, p). We also use (s, z) to replace the original phase variables
(x, y) in a small neighborhood of the part of the unforced homoclinic solution 	 out of B 1
2 ε
2 , where
(s, z) are deﬁned by letting
x= a(s) + v(s)z, y = b(s) − u(s)z. (4.8)
In (4.8), 	(t) = (a(t),b(t)) is the unforced homoclinic solution 	 and (u(t), v(t)) are the unit tangent
vectors of 	 at 	(t) = (a(t),b(t)). In (s, z, p)-space, we have
Σ− = {(−L−, z, p), |z| < μ, p ∈ R}.
The surface Σ− = (−μ,μ) ×R is a bi-inﬁnite 2D strip. Similarly,
Σ+ = {(L+, z, p), |z| < C1(ε)μ, p ∈ R}
where C1(ε) is a constant, the value of which we will give in precise terms momentarily. The surface
Σ+ = (−C1(ε)μ, C1(ε)μ) ×R is again a bi-inﬁnite 2D strip. In what follows, points on Σ− and Σ+
are both denoted by (z, p) where |z| < μ for Σ− and |z| < C1(ε)μ for Σ+ . We also denote
DC1 =
{
(s, z, p): s ∈ [−2L−,2L+], |z| < C1(ε)μ, p ∈ R}.
Let ω˜ be the same as before and q+n be the left end point of the interval In of Proposition 4.1. By
Proposition 4.1(a), ωq+n ∈ ΛK0 . Let ε > 0 be suﬃciently small so that
L := L− + L+ > K2 (4.9)
where K2 is such that |In| < K2 for all n (see Proposition 4.1(c)). We deﬁne Σ˜− by letting
Σ˜− =
⋃
n∈Z
Σ˜−(n)
where
Σ˜−(n) =
{
(z, p) ∈ Σ−, p ∈
⋃
n
[
q+n − 2L,q+n + 2L
]}
.
By (4.9) we have
In ⊂
[
q+n − 2L,q+n + 2L
]
.
We also let
Σ˜+ =
⋃
n∈Z
Σ˜+(n)
where
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{
(z, p) ∈ Σ+, p ∈
⋃
n
[
q+n − L − 1,q+n + 3L + 1
]}
.
From Propositions 3.2 and 3.4, there exists an unstable curve deﬁned on Σ˜− that can be written
as
z = wu(q), q ∈
⋃
n
[
q+n − 2L,q+n + 2L
]
.
There is also a stable curve deﬁned on Σ˜+ that can be written as
z = ws(q), q ∈
⋃
n
[
q+n − L − 1,q+n + 3L + 1
]
.
In addition, we have
∣∣wu(q)∣∣, ∣∣ws(q)∣∣< Kε lnε−1μ,∣∣wu(q + q) − wu(q)∣∣, ∣∣ws(q + q) − ws(q)∣∣< μ|q|. (4.10)
We ﬁrst prove
Proposition 4.2. LetM : Σ− → Σ+ be the map induced by the solutions of Eq. (2.2). ThenM is well-deﬁned
on Σ˜− , and M(Σ˜−(n)) ⊂ Σ˜+(n) for all n. In addition, for any given n ∈ Z, there exists a continuous, non-
self-intersecting 1D curve ξn : [0,1] → Σ˜−(n) such that
(a) M(ξn) is a continuous segment of the stable curve in Σ˜+(n); and
(b) ξn connects the unstable curve wu(q) and the horizontal curve deﬁned by z = μ.
Proof. We divide the proof of this proposition into two steps.
Step 1: Equations in (s, z, p). We derive the equations for the new variables (s, z) through (4.8). Differ-
entiating (4.8) we obtain
dx
dt
= (−αa(s) + f (a(s),b(s))+ v ′(s)z)ds
dt
+ v(s)dz
dt
,
dy
dt
= (βb(s) + g(a(s),b(s))− u′(s)z)ds
dt
− u(s)dz
dt
, (4.11)
where u′(s) = du(s)ds , v ′(s) = dv(s)ds . Let us denote
F (s, z) = −α(a(s) + zv(s))+ f (a(s) + zv(s),b(s) − zu(s)),
G(s, z) = β(b(s) − zu(s))+ g(a(s) + zv(s),b(s) − zu(s)),
P (s, z) = P(a(s) + zv(s),b(s) − zu(s)),
Q (s, z) = Q (a(s) + zv(s),b(s) − zu(s)).
By using Eq. (2.2), we obtain from (4.11) the new equations for s, z as
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dt
= u(s)F (s, z) + v(s)G(s, z) +μ(u(s)P (s, z) + v(s)Q (s, z))G(ωp)√
F (s,0)2 + G(s,0)2 + z(u(s)v ′(s) − v(s)u′(s)) ,
dz
dt
= v(s)F (s, z) − u(s)G(s, z) +μ(v(s)P (s, z) − u(s)Q (s, z))G(ωp),
dp
dt
= 1.
We re-write these equations as
ds
dt
= 1+ zw1(s, z) +μW (s, z)G(ωp),
dz
dt
= E(s)z + z2w2(s, z) +μ
(
v(s)P (s, z) − u(s)Q (s, z))G(ωp),
dp
dt
= 1 (4.12)
where
E(s) = v2(s)(−α + ∂x f (a(s),b(s)))+ u2(s)(β + ∂y g(a(s),b(s)))
− u(s)v(s)(∂y f (a(s),b(s))+ ∂xg(a(s),b(s)))
is the same function as in (4.1);
W (s, z) = u(s)P (s, z) + v(s)Q (s, z)√
F (s,0)2 + G(s,0)2 + z(u(s)v ′(s) − v(s)u′(s)) ,
and the Cr-norms of w1(s, z), w2(s, z) and W (s, z) are bounded from above by a constant K .
Finally we re-scale z by letting
Z = μ−1z. (4.13)
We arrive at the following equations
ds
dt
= 1+μZw1(s,μZ) +μW (s,μZ)G(ωp),
dZ
dt
= E(s)Z +μZ2w2(s,μZ) +
(
v(s)P (s,μZ) − u(s)Q (s,μZ))G(ωp),
dp
dt
= 1. (4.14)
Step 2: Intersection to local stable manifold. Assume that u0 = (−L−,μZ0,q) ∈ Σ˜−(n). We denote the
solution of Eq. (4.14) initiated at u0 as u(t) = (s(t), Z(t), p(t)). First we have
p(t) = q + t,
and from the ﬁrst equation in (4.14),
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t∫
0
Zw1
(
s(τ ),μZ(τ )
)
dτ +μ
t∫
0
W
(
s(τ ),μZ(τ )
)G(θτ+qω˜)dτ .
Since |q| < q+n + 2L, we have for |t| < 2L,
s(t) = t − L− + D (4.15)
where D = O(μ) is a term of magnitude < μC(ε) where C(ε) is dependent on ε. To obtain (4.15),
we observe that
∣∣∣∣∣
t∫
0
W
(
s(τ ),μZ(τ )
)G(ωτ+q)dτ
∣∣∣∣∣< K
t∫
0
(Cωq + 1)
(|τ | + 1)dτ < K (K0 + 1)L3 := C(ε)
where for the last inequality we use
Cωq < 2(Cωq+n
+ 1)(|2L| + 1) and Cω
q+n
< K0.
We also obtain from Eq. (4.14) that for |t| < 2L,
Z(t) = e
∫ t
0 E(τ−L−+D)dτ
(
Z0 +
t∫
0
(
F
(
τ − L−)+O(μ))G(ωτ+q)e− ∫ τ0 E(τˆ−L−+D)dτˆ dτ
)
+O(μ)
= e
∫ t
0 E(τ−L−)dτ
(
Z0 +
t∫
0
F
(
τ − L−)G(ωτ+q)e− ∫ τ0 E(τˆ−L−)dτˆ dτ
)
+O(μ)
where F(τ ) = v(τ )P (τ ,0) − u(τ )Q (τ ,0), and for the O(μ) term in the second equality we also use
D =O(μ),
Cωτ+q < 2(Cωq+n
+ 1)(|τ | + 2L + 1), (4.16)
and |t| < 2L.
Changing τ to τ − L− , we have
Z(t) = e
∫ t−L−
−L− E(τ )dτ
(
Z0 +
t−L−∫
−L−
F (τ )G(ωτ+q+L−)e−
∫ τ
−L− E(τˆ )dτˆ dτ
)
+O(μ). (4.17)
We then have for |t| < 2L,
∣∣Z(t)∣∣< KeK L K0L3 := C1(ε).
This deﬁned C1(ε) and it follows that M is well-deﬁned on Σ˜−(n). That M(Σ˜−(n)) ⊂ Σ˜+(n) follows
from (4.15).
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data (Z0,q) ∈ Σ˜−(n) where q ∈ [q+n − L−,q−n + L+] and let th be the ﬁrst time at which the solution
reaches to Σ˜+(n). Then, we have
th = L+ + L− +O(μ), p(th) = q + L+ + L− +O(μ). (4.18)
Using (4.17) and (4.18), we have
Z(th) = A(ε)
(
B(ε)Z0 +
L+∫
−L−
F (τ )G(ωτ+L−+q)e−
∫ τ
0 E(τˆ )dτˆ dτ
)
+O(μ), (4.19)
where
A(ε) = e
∫ L+
0 E(τ )dτ ∼ ε− βα , B(ε) = e
∫ 0
−L− E(τ )dτ ∼ ε αβ . (4.20)
Note that (4.20) follows from
ε ∼ e−αL+ ∼ e−βL−
and
lim
t→+∞ E(t) = β, limt→−∞ E(t) = −α.
Suppose that (μZ(th), p(th)) is on the stable manifold in Σ˜+ . Then, we have
μZ(th) = ws
(
p(th)
)
,
which means
A(ε)
(
B(ε)Z0 +
L+∫
−L−
F (τ )G(ωτ+L−+q)e−
∫ τ
0 E(τˆ )dτˆ dτ
)
+O(μ) = μ−1ws(q + L+ + L− +O(μ)),
namely,
F (Z0,q) ≡ B(ε)Z0 +W
(
L− + q)−E
− (A(ε))−1μ−1ws(q + L+ + L− +O(μ))+O(μ) = 0 (4.21)
where
E =
∫
R\[−L−,L+]
F (τ )G(ωτ+L−+q)e−
∫ τ
0 E(τˆ )dτˆ dτ .
Let γ = 12 min{α,β}. Observe that
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−L−∫
−∞
∣∣G(ωτ+L−+q)∣∣e−γ |τ | dτ + K
+∞∫
L+
∣∣G(ωτ+L−+q)∣∣e−γ |τ | dτ
 K
−L−∫
−∞
K0(2L + 1)
(|τ | + 1)e−γ |τ | dτ + K
+∞∫
L+
K0(2L + 1)
(|τ | + 1)e−γ |τ | dτ
 K
(
εγα
−1 + εγ β−1)| lnε|3.
Here (4.16) is again used to control |G(ωτ+L−+q)|.
To prove Proposition 4.2(a)(b), we ﬁrst show that there exists a q(n) ∈ [q+n − L−,q−n + L+] such that
M(wu(q(n)),q(n)) is on the local stable manifold in Σ˜+(n). Let
F (q) = 1
μ
B(ε)wu(q) +W(L− + q)−E− (A(ε))−1(μ−1ws(q + L+ + L− +O(μ))+O(μ))
for q ∈ [q+n − L−,q−n + L+], which is obtained by letting Z0 = μ−1wu(q) on the left-hand side of (4.21).
We have
F
(
q−n − L−
)
< 0, F
(
q+n − L−
)
> 0
provided that ε is suﬃciently small, for we have from Proposition 4.1(b)
W(ωq−n ) < −K−11 , W(ωq+n ) > K−11
but everything else in F (q−n − L−) and F (q+n − L−) approach to zero as ε → 0. Therefore, there is
q(n) ∈ [q+n − L−,q−n − L−] such that F (q(n)) = 0.
Let Dn = {(Z ,q) ∈ Σ˜−(n), q+n − L−  q q−n − L−}.
Now, we claim that there exists a non-self-intersecting, continuous curve ξn in Σ˜−(n), connecting
Z = −1 and Z = 1 and satisfying
F (Z ,q) = 0.
This claim holds because
(a) the set of points inside of Dn satisfying F = 0 is the intersection of Dn with the pre-image of M
of the stable manifold in Σ˜+(n) ⊂ Σ+ . This set consists of at least one and at most ﬁnitely many
non-self-intersecting continuous curves;
(b) these curve segments can only end at either Z = −1 or Z = 1 because F(Z ,q+n − L−) > 0,
F (Z ,q−n − L−) < 0 for |Z | 1; and
(c) if none of these continuous segments connect Z = −1 and Z = 1, then we could ﬁnd a continuous
path in Dn connecting q = q+n − L− and t = q−n − L− , on which F = 0, but this is not possible
because the value of F at the end of this path has opposite sign.
Therefore, there is a non-self-intersecting, continuous curve ξn connecting the unstable curve and
the boundary Z = 1 in Σ˜−(n). This completes the proof of the proposition. 
5. Construction of topological horseshoe
In this section, we prove the Main Theorem by combining the results of Sections 3 and 4 with a
semi-linearization result. This semi-linearization result follows directly from the study of [17].
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We consider Eq. (2.1). We have the following proposition.
Proposition 5.1. There exist functions H+(X, Y ,ω,μ), H−(X, Y ,ω,μ) and α˜(X, Y ,ω,μ), β˜(X, Y ,ω,μ)
deﬁned on a tempered ball B(0, R(ω)) = {(X, Y ), |(X, Y )| < R(ω)} with
R(ω) >
(
K (Cω + 1)
)−1
where H+(X, Y , θtω,μ), H−(X, Y , θtω,μ), α˜(X, Y , θtω,μ), β˜(X, Y , θtω,μ) are Cr in (X, Y ) and contin-
uous in (t,μ) and satisfy
∣∣H+(X, Y ,ω,μ)∣∣, ∣∣H−(X, Y ,ω,μ)∣∣ K (1+ Cω)(X2 + Y 2),∣∣α˜(X, Y ,ω,μ)∣∣, ∣∣β˜(X, Y ,ω,μ)∣∣< K (1+ Cω)∣∣(X, Y )∣∣, (5.1)
such that the transformation
x(t) = X(t) + H+(X(t), Y (t), θtω,μ), y(t) = Y + H−(X(t), Y (t), θtω,μ) (5.2)
will map the solutions of
dX
dt
= (−α + α˜(X, Y , θtω,μ))X, dY
dt
= (β + β˜(X, Y , θtω,μ))Y
to solutions of Eq. (2.1).
The proof of this proposition is given in Appendix A.
5.2. The mapN
Recall that M : Σ− → Σ+ and N : Σ+ → Σ− are maps induced by the solutions of Eq. (2.2)
in the extended phase space, and R := N ◦ M is the return map. We start with the inﬁnitely long
strip Σ in Σ− deﬁned by z = μ and the curve made up by the unstable segments in Σ˜− connected
by straight lines. We call the direction of p ∈ R in Σ the horizontal direction and the direction of z the
vertical direction. In Σ , a vertical curve is a non-self-intersecting, continuous curve that connects the
two horizontal boundaries of Σ . We call a region that is bounded by two non-intersecting vertical
curves a vertical strip, which we denote as V . The two deﬁning vertical curves for a given vertical
strip V are the vertical boundary of V . We call a non-self-intersecting continuous curve connecting
the two vertical boundaries of V a fully extended horizontal curve in V . Let V1, V2 be two non-
intersecting vertical strips in V . We say that R(V1) crosses V2 horizontally if for every fully extended
horizontal curve h of V1, there is a subsegment h˜ of h so that R(h˜) is a fully extended horizontal
curve in V2.
Let ξn ∈ Σ˜−(n) be as in Proposition 4.2. From the proof of Proposition 4.2, we note the vertical
curve ξn can be chosen such that the function F (Z ,q) changes its sign as crossing the curve. We de-
ﬁne the vertical strip Vn by using ξn as one vertical boundary; and a fully extended vertical curve ηn
locating entirely on the positive side of ξn as the other vertical boundary. We also assume that ηn
is suﬃciently close to ξn . The choice of ηn is fairly arbitrary. In this subsection we prove the Main
Theorem through the following proposition.
Proposition 5.2. Let Vn be the vertical strip above and γ0 be a fully extended horizontal curve in Vn. Let
γM = M(γ0), and γN = N (γM). There then exists an m0  n so that for all m > m0 , γN horizontally
crosses Vm.
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let (z0,q) ∈ Σ˜−(n) be an initial point in the extended phase space, which we also write in (x, y, p)-
coordinate as u0 = (x0, y0,q). For notation we again write ωq = θqω˜. The coordinate transformation
(5.2) apply at t = 0: Observe that Cωq < 2(K0 + 1)(2L + 1) so
R(ωq) >
(
K
(
2(K0 + 1)(2L + 1) + 1
))−1
>
∣∣(x0, y0)∣∣
where the last inequality is from L ≈ lnε−1 and (x0, y0) ≈ 12ε. Write u0 in new variables (X, Y , p) as
u0 = (X0, Y0,q).
Denote uM =M(u0) = (xM, yM,qM) ∈ Σ˜+(n). We have
CωqM < 2(K0 + 1)(3L + 2)
so the coordinate transformation (5.2) again applies to uM since
R(ωqM ) >
(
K
(
2(K0 + 1)(3L + 2) + 1
))−1
>
∣∣(xM, yM)∣∣
where the last inequality is from L ≈ lnε−1 and |(xM, yM)| ≈ 12ε. For u0 ∈ Vn , we also have
XM ≈ 1
2
ε, YM = δM, qM = q + L− + L+ +O(μ) (5.3)
where δM ∈ [0,μC1(ε)]. This implies that started from u0 at t = 0, the solution reaches uM ∈ Σ˜+(n)
at
tM = L− + L+ +O(μ)
where
uM ≈
(
1
2
ε, δM,q + tM
)
.
Using Proposition 5.1, we have
X(t + tM) ≈ 1
2
εe(−α+O(ε))t, Y (t + tM) ≈ μδMe(β+O(ε))t (5.4)
for t < TδM where
TδM :=
2
3β
ln(KδMtM)−1.
In fact, we have
Lemma 5.1. For 0 t < TδM ,
(a) R(ωt+qM ) > |(X(t + tM), Y (t + tM))|; and
(b) X(TδM + tM) < ε(KδM lnε−1)
2α
3β ; Y (TδM + tM) > (δM)
1
3 (K lnε−1)− 23 .
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Cωt+qM = Cθt+tM ωq < 2
(
2(K0 + 1)(2L + 1) + 1
)
(t + L + 1)
and (5.4). 
We now turn to the backward solutions initiated on the vertical strip Vm ⊂ Σ˜−(m) for m >
m0  n. The initial point, which we denote as uN = (xN , yN ,qN ) ∈ Σ˜−(m), is such that qN ∈
[q+m − 2L,q−m + 2L], and in (X, Y , p)-variables we have uN = (XN , YN ,qN ) where
XN ≈ δN , YN ≈ 1
2
ε, qN ∈
[
q+m − 2L,q−m + 2L
]
(5.5)
where δN ∈ [0,μ]. We go backward in time, applying Proposition 5.1. Denote
TδN =
2
3α
ln(KδN L)−1.
Lemma 5.2. For −TδN < t < 0, we have
(a) R(ωt+qN ) > |(X(t), Y (t))|; and
(b) X(−TδN ) > (δN )
1
3 (K lnε−1)− 23 ; Y (−TδN ) < ε(KδN lnε−1)
2β
3α .
The proof is the same as that of Lemma 5.1.
Proof of Proposition 5.2. Let γ0 be a fully extended horizontal curve in Vn , then γM is a curve
segment in Σ˜+(n) with one end located at the local stable manifold. Let us denote γM as
γM(τ ) =
(
XM(τ ), YM(τ ),qM(τ )
) : [0,1] → Σ˜+(n).
We have
XM(τ ) ≈ 1
2
ε, YM(τ ) = δM(τ ), qM(τ ) ∈
[
q+n − L − 1,q−n + 3L + 1
]
where δM(0) = 0, and δM(1) > 0 depend on Vn .
Let τ0  1 be ﬁxed. We apply Lemma 5.1 to all points on γM(τ ), τ ∈ [0, τ0], running the time
forward up to TδM(τ0) . Without loss of generality, let us assume that δM(τ ) < δM(τ0) for all τ ∈[0, τ0].
We now ﬁx an m  n, and apply Lemma 5.2 to a vertical segment in Vm ⊂ γN in Σ˜−(m). Let us
denote γN as
γN (τ ) =
(
XN (τ ), YN (τ ),qN (τ )
) : [0,1] → Σ˜−(m).
We have
XN (τ ) = δN (τ ), YN (τ ) ≈ 1
2
ε, qN (τ ) ∈
[
q+m − 2L,q−m + 2L
]
where δN (0) = 0 and δN (1) > 0. Since δN (0) = 0 and δM(0) = 0, one can choose τˆ0, τ0 < 1 such
that δN (τˆ0), δM(τ0) < 1 and
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(
δM(τ0)
) α
β .
Without loss of generality, we assume δN (τ ) < δN (τˆ0) for all τ ∈ [0, τˆ0]. We apply Lemma 5.2
to all points on γN (τ ), τ ∈ [0, τˆ0], running the time backward to −TδN (τˆ0) . Denote the solu-
tion starting from γM(τ ) as (XM,τ (t), YM,τ (t),qM,τ (t)) and the solution starting from γN (τ ) as
(XN ,τ (t), YN ,τ (t),qN ,τ (t)). We have from Lemmas 5.1 and 5.2 that
XN ,τˆ′ (−TδN (τˆ0)) > XM,τ′ (TδM(τ0)), YN ,τˆ′ (−TδN (τˆ0)) < YM,τ′ (TδM(τ0)).
This implies that the two images, this is, the time-TδM(τ0) image of γM(τ ), τ ∈ [0, τ0), and the time-−TδN (τˆ0) image of γN (τ ), τ ∈ [0, τˆ0), do intersect. In another word, there exist τ ∈ [0, τ0), τˆ ∈ [0, τˆ0),
such that
(
XM,τ (TδM(τ0)), YM,τ (TδM(τ0))
)= (XN ,τˆ (−TδN (τˆ0)), YN ,τˆ (TδN (τˆ0))).
We caution that, in order for these two intersecting segments of solutions to be part of one solution,
we need to have
qN (τˆ ) = TδM(τ0) + TδN (τˆ0) + qM(τ ). (5.6)
This equality is achieved by ﬁrst assume that m is such that
q+m − 2L > TδM(τ0) + TδN (τˆ0) + q+n + 3L + 1,
for some τ0 > 0. For this speciﬁc choice of τ0, and the ensuing values of τˆ0, τ , τˆ , we have
qN (τˆ ) > TδM(τ0) + TδN (τˆ0) + qM(τ ).
We then observe that as τ0 → 0,
TδM(τ0) + TδN (τˆ0) → ∞.
This implies that there exist appropriate τ0 and τˆ0, τ and τˆ , such that equality (5.6) holds. We have
proved the existence of a solution starting from γM reaching γN . 
The Main Theorem follows directly from Proposition 5.2.
Appendix A. Proof of Proposition 5.1
In this appendix, we ﬁrst give the results on the random stable and unstable manifolds, then we
use them to prove Proposition 5.1.
Let (Ω,F ,P) be a probability space. We consider a measurable P-preserving ﬂow θt in the prob-
ability space:
θt ◦ θτω = θt+τω for t, τ ∈ R, ω ∈ Ω, θ0 = idΩ.
The quadruplet (Ω,F ,P, θt) is the so-called metric dynamical system (see [2]). This metric dynamical
system models the evolution of noise. Throughout this paper, we assume the probability measure P
is ergodic with respect to the ﬂow θt .
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du
dt
= Au + f (u) +μg(θtω,u), (A.1)
where A is a d × d real matrix, f is a nonlinear term, g is a random forcing, and μ ∈ [−μ0,μ0] is a
parameter, 0< μ0 < 1.
For the matrix A, we assume that
Hypothesis A. A is hyperbolic, that is, A has no eigenvalues on the imaginary axis.
This condition implies that there exist an invariant splitting of the phase space Rd = E+ ⊕ E− with
the associated projections Π+ and Π− and positive constants α, β , and K such that
∥∥eAtΠ−∥∥ Ke−βt for t  0,∥∥eAtΠ+∥∥ Keβt for t  0. (A.2)
We assume that for the nonlinear term f (u) and g(θtω,u)
Hypothesis B. There is an open neighborhood U of 0 in Rd and such that
(i) f : U → Rd is CN for N  2 and there is a deterministic ball Br0(0) ⊂ U with constant radius r0
such that
sup
u∈Br0 (0)
∥∥Dk f (u)∥∥ C0, for all 0 k N;
(ii) g : Ω ×U → Rd is measurable and is CN with respect to u and ∂ iu g(θtω,u) is continuous in t for
0 i  N . There is a ball, U (ω) = B(0,ρ0(ω)) = {u ∈ Rd | |u| < ρ0(ω)}, where ρ0 : Ω → (0,∞) is
tempered from below and ρ0(θtω) is continuous in t , such that
sup
u∈U (ω)
∥∥Dkg(ω,u)∥∥ Bk(ω), for all 0 k N, ω ∈ Ω,
where Bk(ω) is tempered from above and Bk(θtω) is continuous in t;
(iii) f (0) = 0, g(ω,0) = 0, Du f (0) = 0 and Du g(ω,0) = 0.
In order to construct stable and unstable manifolds, we use the standard cut-off function to modify
the nonlinearities f and g .
Let σ(s) be a C∞ function from (−∞,∞) to [0,1] with
σ(s) = 1 for |s| 1, σ (s) = 0 for |s| 2,
sup
s∈R
∣∣σ ′(s)∣∣ 2.
We ﬁrst choose r such that 0 < r < min{r0, β/120K 2C0}. Let ρ : Ω → (0,∞) be a tempered
random variable such that 2ρ(ω)min{r,ρ0(ω)} and ρ(θtω) is continuous in t . We consider a mod-
iﬁcation of f (u) and g(ω,u). Let
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(|u|) f (u), where σr(|u|)= σ
( |u|
ρ(ω)
)
,
G(ω,u) = σρ(ω)
(|u|)g(ω,u), where σρ(ω)(|u|)= σ
( |u|
ρ(ω)
)
,
with trivial extensions on the outside of B(0,2r) and B(0,2ρ) respectively. An elementary calculation
gives
Lemma A.1.
(i) F (u) = f (u), for |u| r and G(ω,u) = f (ω,u), for |u| ρ(ω);
(ii) ‖DF (u)‖ 10C0r and ‖DG(ω,u)‖ 10B2(ω)ρ(ω) for all ω ∈ Ω and u ∈ Rd;
(iii) supx∈Rd ‖Dk F (u)‖  C˜k(ω) and supx∈Rd ‖DkG(ω,u)‖  B˜k(ω) for 2  k  N and all ω ∈ Ω . Here
C˜k(ω) and B˜k(ω) are random variables tempered from above and C˜k(θtω) and B˜k(θtω) are continuous
in t.
We also choose ρ(ω) such that
ρ(ω) = β
120K 2(C0 + B2(ω)) . (A.3)
Clearly, ρ(ω) is tempered from below. Furthermore, we have
∥∥Du F (u)∥∥ β
12K 2
and
∥∥DuG(ω,u)∥∥ β
12K 2
. (A.4)
We consider the modiﬁed random differential equation
du
dt
= Au + F (u) +μG(θtω,u). (A.5)
We ﬁrst recall that a multifunction M = {M(ω)}ω∈Ω of nonempty closed sets M(ω), ω ∈ Ω , con-
tained in Rd is called a random set if
ω → inf
y∈M(ω) |x− y|
is a random variable for any x ∈ Rd .
Deﬁnition A.1. A random set M(ω) is called an invariant set for Eq. (A.5) if we have
u
(
t,ω,M(ω),μ
)⊂ M(θ tω) for t  0.
We deﬁne for Eq. (A.5) the stable set
W−(ω) = {u0 ∈ Rd ∣∣ u(t,ω,u0,μ) → 0, as t → +∞}
and the unstable set
W+(ω) = {u0 ∈ Rd ∣∣ u(t,ω,u0,μ) → 0, as n → −∞}.
Clearly, both Ws(ω) and Wu(ω) are invariant for Eq. (A.5).
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C−γ =
{
φ
∣∣∣ φ : (−∞,0] → Rd is continuous and sup
t0
∣∣φ(t)∣∣e−γ t < ∞}
with the norm
|φ|C−γ = sup
t0
∣∣φ(t)∣∣e−γ t
and
C+γ =
{
φ
∣∣∣ φ : [0,∞) → Rd is continuous and sup
t0
∣∣φ(t)∣∣eγ t < ∞}
with the norm
|φ|C+γ = sup
t0
∣∣φ(t)∣∣eγ t .
Proposition A.1 (Unstable manifold). Assume that Hypotheses A and B hold and choose the tempered radius
ρ(ω) such that (A.3) holds. Then there exists a CN unstable manifold for Eq. (A.5) which is given by
W+(ω) = {ξ + h+(ω, ξ,μ) ∣∣ ξ ∈ E+(ω)}
where h+(·,·,·) : Ω × E+ × [−μ0,μ0] → E−(ω) is measurable, CN in ξ , continuous in μ, and satisﬁes
h+(ω,0,μ) = 0 and Dξh+(ω,0,μ) = 0. Furthermore, h+(θtω,ξ,μ) is differentiable in t.
Remark A.1. One can show that the unstable manifold is CN in μ. However, for our application, we
do not need it.
Proof of Proposition A.1. The proof of this proposition follows from the standard Lyapunov and Perron
approach. We give an outline here. Note that W+(ω) is nonempty since u = 0 ∈ Wu(ω), and invariant
for the random dynamical system generated by (A.5). We will prove that W+(ω) is given by the graph
of a CN function over E+(ω).
We ﬁrst claim that for u(·) ∈ C−γ (ω), u(0) ∈ Mu(ω) if and only if u(t) satisﬁes
u(t) = eAtξ +
t∫
0
eA(t−τ )Π+
(
F (u) +μG(θτω,u)
)
dτ
+
t∫
−∞
eA(t−τ )Π−
(
F (u) +μG(θτω,u)
)
dτ , (A.6)
where ξ = Π+u(0). The proof of this claim follows from the variation of constants formula using (A.2).
Let J +(u, ξ,ω,μ) be the right-hand side of equality (A.6). We ﬁrst have that J u(·, ξ,ω,μ)
maps C−γ into C−γ . In fact, for u ∈ C−γ , using (A.2) and (A.4), we have
∣∣J+(u, ξ,ω,μ)∣∣−
γ
 K |ξ | +
(
β
6(β − γ ) +
β
6(β + γ )
)
|u|−γ < ∞.
2890 K. Lu, Q. Wang / J. Differential Equations 251 (2011) 2853–2895Next we show that J +(u, ξ,ω,μ) is a uniform contraction in u with respect to ξ,ω, and μ. Using
(A.2) and (A.4), we have for u, u¯ ∈ C−γ
∣∣J u(u, ξ,ω,μ) −J u(u¯, ξ,ω,μ)∣∣−
γ
 sup
t0
{ 0∫
t
e(β−γ )(t−τ ) β
6
dτ +
t∫
−∞
e−(β+γ )(t−τ ) β
6
dτ
}
|u − u¯|−γ

(
β
6(β − γ ) +
β
6(β + γ )
)
|u − u¯|−γ 
9
24
|u − u¯|−γ .
Hence, J +(u, ξ,ω,μ) is a contraction in u uniformly in (ξ,ω,μ). By the contraction principle,
for each ξ ∈ E+ , J +(·, ξ,ω,μ) has a unique ﬁxed point u(·; ξ,ω,μ) ∈ C−γ , which satisﬁes Eq. (A.6).
Clearly, u(t;0,ω,μ) = 0. Since C−γ2 ⊂ C−γ1 for any 0 γ1  γ2, a ﬁxed point in C−γ2 must be in C−γ1 . By
the uniqueness, u(t; ξ,ω,μ) is independent of γ ∈ [0, β/5]. Furthermore, we have for ξ, ξ0 ∈ E+ that
∣∣u(·, ξ,ω,μ) − u(·; ξ0,ω,μ)∣∣C−β/5  2415 K |ξ − ξ0|. (A.7)
Since u(t;η,ω;μ) is the ω-wise limit of iteration of contraction mapping J + starting at 0 and J +
maps an F -measurable function to a measurable function, u(t; ξ, ·,μ) is F -measurable. On the other
hand, since u(t; ·,ω,μ) is Lipschitz continuous, u(t; ξ,ω,μ) is measurable with respect to (ξ,ω,μ).
Since g(θtω,u) is continuous in t , we also have that u(t; ξ, θsω,μ) is continuous in s.
In order to show that u(t; ξ,ω,μ) is CN in ξ , we show by induction that u(·; ξ,ω,μ) is Ci in ξ for
any 1 i  N from E+ to C−β/(5+2i) . The ﬁrst step is to show that u(·; ·,ω, ·) is C1 from E+ to C−β/7.
Using the same arguments we used in [17], we ﬁrst have that u(·; ·,ω,μ) is differentiable from E+
to C−β/6. Then, we have that Du(·; ·,ω,μ) : E+ → L(E+ ×R,C−β/7) is continuous, where L(E+,C−β/7) is
the space of all bounded linear operators from E+ to C−β/7. We note that Dξu(t; ξ,ω,μ) satisﬁes
Dξu(t) = eAt +
t∫
0
eA(t−τ )Π+
(
DF (u) +μDuG(θτω,u)
)
Dξu dτ
+
t∫
−∞
eA(t−τ )Π−
(
DF (u) +μDuG(θτω,u)
)
Dξu dτ (A.8)
and
∥∥Dξu(·; ξ,ω,μ)∥∥L(E+,C−β/7)  3623 K . (A.9)
Letting 2  m  N , by the induction hypothesis, we have that u(·; ·,ω,μ) is C j from E+ to
C−
β/(5+2 j) for all 1  j  m − 1 and there are random variables K j(ω) tempered from above such
that
∥∥D ju(·; ξ,ω,μ)∥∥L j(E+,C−β/(5+2 j))  K j(ω), (A.10)∥∥D ju(·, ξ,ω,μ) − D ju(·; ξ0,ω,μ)∥∥L j(E+,C− )  K j(ω)|ξ − ξ0|. (A.11)β/(5+2 j)
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∥∥D2ξu(·; ξ,ω,μ)∥∥L2(E+,C−β/9)  17 · 36
2
31 · 232 K
(
C0 +μB(ω)
)
, (A.12)
where B(ω) is a tempered random variable from above with  ∈ (0, β/9) such that
B2(θtω) B(ω)e|t|, t ∈ R,
which follows from the properties of a tempered random variable.
Then, in the same fashion as showing that u is C1, we have that u(·; ·,ω,μ) is Cm from E+ to
C−β/(5+2m) and Dmu(·; ·,ω,μ) is Lipschitz continuous from E+ to Lm(E+,C−β/(5+2m)) if m < N . We also
have that Dmu(·; ·,ω,μ) is continuous in μ.
Let
h+(ω, ξ,μ) = Π−u(0; ξ,ω,μ) =
0∫
−∞
e−AτΠ−
(
F
(
u(τ ; ξ,ω,μ))+μG(θτω,u(τ ; ξ,ω,μ)))dτ .
Then h+(ω,0,μ) = 0, Dξh+(ω,0,μ), and h+(ω, ξ,μ) is CN in ξ and h+(θtω,ξ,μ) is continuous in t .
Furthermore, we have
∥∥∂ξh+(ω, ξ,μ)∥∥
=
∥∥∥∥∥
0∫
−∞
e−AτΠ−
(
∂u F
(
u(τ ; ξ,ω,μ))+μ∂uG(θτω,u(τ ; ξ,ω,μ)))∂ξu(τ ; ξ,ω,μ)dτ
∥∥∥∥∥ 1323 .
(A.13)
∥∥∂2ξ h+(ω, ξ,μ)∥∥
=
∥∥∥∥∥
0∫
−∞
e−AτΠ−
((
∂u F
(
u(τ ; ξ,ω,μ))+μ∂uG(θτω,u(τ ; ξ,ω,μ)))∂2ξ u(τ ; ξ,ω,μ)
+ (∂2u F (u(τ ; ξ,ω,μ))+μ∂2u G(θτω,u(τ ; ξ,ω,μ)))(∂ξu(τ ; ξ,ω,μ))2)dτ
∥∥∥∥∥
 17 · 36
2
48 · 232
(
17
31
+ K
)
(C0 +μB). (A.14)
By the deﬁnition of h+ and the fact that u0 ∈ W+(ω) if and only if (A.6) has a unique solution
u(·) in C−γ with u(0) = u0 = ξ + h+(ω, ξ,μ) for some ξ ∈ E+(ω), it follows that
W+(ω) = {ξ + h+(ω, ξ,μ) ∣∣ ξ ∈ E+(ω)}.
Clearly, W+(ω) is a random set. Finally, we now show that h+(θtω,ξ,μ) is continuous in t . Let
u0 ∈ W+(ω), by the invariance, we have u(t,u0) ∈ W+(θtω). Thus, we can write u(t,u0) as
u(t,u0) = ξ(t) + h+
(
θtω,ξ(t)
)
.
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above identity and the fact h+ is differentiable in ξ , we have that for each ξ ∈ E+ , h+(θtω,ξ) is
differentiable in t . This completes the proof of the proposition. 
Reversing the time in (A.5), we have the following
Proposition A.2 (Stable manifold). Assume that Hypotheses A and B hold and choose the tempered radius
ρ(ω) such that (A.3) holds. Then there exists a CN stable manifold for Eq. (A.5) which is given by
W−(ω) = {η + h−(ω,η,μ) ∣∣ η ∈ E−(ω)}
where h−(·,·,·) : Ω × E− × [−μ0,μ0] → E+ is measurable in all variables and CN in η and continuous in μ
and satisﬁes h−(ω,0,μ) = 0 and Dηh−(ω,0,μ) = 0. Furthermore, h−(θtω,η,μ) is continuous in t.
Proof of Proposition 5.1. Since f (x, y), g(x, y), P (x, y), and Q (x, y) are Cr with r > 2 and are high
order terms at (x, y) = (0,0), there are a ball Bρ0 (0) ⊂ R2 and a constant B0 > 0 such that they and
their derivatives up to order r are bounded by B0 for (x, y) ∈ Bρ0 (0). Let ρ(ω) be a tempered random
variable such that ρ(ω) 2ρ0 and ρ(θtω) is continuous in t . We consider the modiﬁcation of f (x, y),
g(x, y), P (x, y), and Q (x, y) by using the cut-off function σ(s):
f˜ (x, y) = σ
( |(x, y)|
ρ(ω)
)
f (x, y), g˜(x, y) = σ
( |(x, y)|
ρ(ω)
)
g(x, y),
P˜ (x, y) = σ
( |(x, y)|
ρ(ω)
)
P (x, y), Q˜ (x, y) = σ
( |(x, y)|
ρ(ω)
)
Q (x, y).
Then, there is a tempered random variable B˜0(ω) depending only on σ , f , g, P , Q , and B0 such that
f˜ (x, y), g˜(x, y), P˜ (x, y), and Q˜ (x, y) and their derivatives up to order r are bounded by B˜0. We note
that
∣∣G(θtω)∣∣ 1

Cθtω and Cθtω < 2(Cω + 1)
(|t| + 1).
We choose
ρ(ω) = min{α,β}
120B0(1+ Cω)
which implies that
∥∥Du F (u)∥∥ min{α,β}
12
and
∥∥DuG(ω,u)∥∥ min{α,β}
12
.
By using Proposition A.1, Proposition A.2, estimates (A.9) and (A.12), Eq. (2.1) has a local stable
manifold
Wsloc(ω) =
{(
x,h−(x,ω,μ)
) ∣∣∣ |x| < 23
36
ρ(ω)
}
and local unstable manifold
Wuloc(ω) =
{(
h+(y,ω,μ), y
) ∣∣∣ |y| < 23
36
ρ(ω)
}
where h−(x,ω,μ) and h+(y,ω,μ) satisfy the following:
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(ii) The following estimates hold
∥∥∂xh−(x,ω,μ)∥∥,∥∥∂xh−(x,ω,μ)∥∥ 13
23
. (A.15)
∥∥∂2x h−(x,ω,μ)∥∥,∥∥∂2x h+(y,ω,μ)∥∥
 17 · 36
2
31 · 232
(
C˜0 + 2μ

B˜0 max
{
1,
9
min{α,β}e
min{α,β}/9
}
(Cω + 1)
)
. (A.16)
(iii) The following equalities hold
−αh+ + f (h+, y)+μP(h+, y)G(θtω)
= ∂yh+
(
β y + g(h+, y)+μQ (h+, y)G(θtω))+ ∂th+(y, θtω,μ),
βh− + g(x,h−)+μP(x,h−)G(θtω)
= ∂xh−
(−αx+ g(x,h−)+μQ (x,h−)G(θtω))+ ∂th−(x, θtω,μ). (A.17)
Now we want to straighten the stable and unstable manifolds by using the transformation:
X = x− h+(y,ω,μ) and Y = y − h−(x,ω,μ).
Using (A.15), (A.16) and the uniform contraction mapping principle, we have that the above transfor-
mation has an inverse from B 10
36ρ(ω)
into B 23
36ρ(ω)
which is given by
x= X + H+(X, Y ,ω,μ) and y = Y + H−(X, Y ,ω,μ).
Furthermore, we have that H+(X, Y , θtω,μ) and H−(X, Y , θtω,μ) are Cr in (X, Y ) and continuous
in (t,μ) and satisfy
∥∥∂(X,Y )H−(X, Y ,ω,μ)∥∥,∥∥∂(X,Y )H+(x,ω,μ)∥∥ 1310 . (A.18)∥∥∂2(X,Y )H−(X, Y ,ω,μ)∥∥,∥∥∂2(X,Y )H+(X, Y ,ω,μ)∥∥
 23 · 17 · 9
2 · 2
31 · 53
(
C˜0 + 2μ

B˜0 max
{
1,
9
min{α,β}e
min{α,β}/9
}
(Cω + 1)
)
. (A.19)
Let (x(t), y(t)) be a solution of Eq. (2.1). If (X(t), Y (t)) ∈ B 10
36 ρ(θtω)
, then it follows from (A.17) that
dX
dt
= (−α + α˜(X, Y , θtω))X, dY
dt
= (β + β˜(X, Y , θtω))Y (A.20)
where
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X
(
f (x, y) − f (h+, y)+μ(P (x, y) − P(h+, y))G(θtω)
− ∂yh+
(
g(x, y) − g(h+, y))+μ(Q (x, y) − Q (h+, y))G(θtω)),
β˜(X, Y , θtω) = 1
Y
(
g(x, y) − g(x,h−)+μ(Q (x, y) − Q (x,h−))G(θtω)
− ∂yh−
(
f (x, y) − f (x,h−))+μ(P (x, y) − P(x,h−))G(θtω))
with replacing x and y by X + H+(X, Y , θtω,μ) and Y + H−(X, Y , θtω,μ), respectively. Clearly, if
(X(t), Y (t)) is a solution of (A.20) and (X(t), Y (t)) ∈ B 10
36ρ(θtω)
for T1  t  T2, then
(
x(t), y(t)
)= (X(t) + H+(X(t), Y (t), θtω,μ), Y (t) + H−(X(t), Y (t), θtω,μ))
is a solution of Eq. (2.1) and (x(t), y(t)) ∈ B 23
36ρ(θtω)
(0) for T1  t  T2.
Using estimates (A.18) and (A.19) there exists constant K ∗ such that for (X, Y ) ∈ B 10
36ρ(ω)
∣∣α˜(X, Y ,ω)∣∣, ∣∣β˜(X, Y ,ω)∣∣< K ∗(1+ Cω)∣∣(X, Y )∣∣.
This completes the proof of the proposition. 
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