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FOREWORD 
The public provision of urban facilities and services often 
takes the form of a few central supply points serving a large 
number of spatially dispersed demand points: for example, 
hospitals, schools, libraries, and emergency services such as 
fire and police. A fundamental characteristic of such systems 
is the spatial separation between suppliers and consumers. No 
market signals exist to identify efficient and inefficient geo- 
graphical arrangements, thus the location problem is one that 
arises in both East and West, in planned and in market economies. 
This problem is being studied at IIASA by the Public Facility 
Location Task which started in 1979. The expected rzsults of 
this Task are a comprehensive state-of-the-art survey of current 
theories and applications, an established network of international 
contacts among scholars and institutions in different countries, 
a framework for comparison, unification, and generalization of 
existing approaches as well as the formulation of new problems and 
approaches in the field of optimal location theory. 
This paper sets out a general method for maximizing the like- 
lihood function of spatial choice models in an effort to bring 
together the many separate methods for modeling spatial choices 
or interactions that have been presented in the past. Also 
included is a computer program written for the calibration of 
these various models. 
A list of related publications appears at the end of this 
paper. 
Andrei Rogers 
Chairman 
Human Settlements 
and Services Area 
ABSTRACT 
I n  t h i s  p a p e r ,  a n  i n t e r a c t i v e  computer program f o r  e s t i m a t i n g  
t h e  p a r a m e t e r s  o f  s p a t i a l  c h o i c e  models w i t h  m u l t i a t t r i b u t e  
u t i l i t i e s  i s  p r e s e n t e d .  The models t o  b e  c a l i b r a t e d  may b e  
u n c o n s t r a i n e d ,  s i n g l y  c o n s t r a i n e d ,  o r  doubly  c o n s t r a i n e d  random 
u t i l i t y  c h o i c e  o r  entropy-maximizing i n t e r a c t i o n  models. U t i l i t i e s  
may b e  a s s o c i a t e d  w i t h  c h o i c e  a l t e r n a t i v e s  ( z o n e s )  o r  w i t h  t h e  
c h o i c e s  themse lves  ( t r i p s ) .  The program maximizes t h e  l i k e l i h o o d  
of  t h e  c h o i c e  m a t r i x  ( t r i p  t a b l e )  g i v e n  obse rved  c h o i c e s  ( t r i p s )  
u s i n g  a  combinat ion  of  g r a d i e n t  s e a r c h  and Newton-Raphson i t e r a -  
t i o n  .methods. 
The p a p e r  c o n t a i n s  a  s p e c i f i c a t i o n  o f  t h e  r a n g e  o f  models 
t h a t  can  be  c a l i b r a t e d  w i t h  t h e  program and a  d e s c r i p t i o n  o f  
i t s  s o l u t i o n  a l g o r i t h m  and o r g a n i z a t i o n ,  a s  w e l l  a s  an  i l l u s t r a -  
t i v e  a p p l i c a t i o n  and a  l i s t i n g  o f  t h e  s o u r c e  code .  
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ESTIMATING MULTIATTRIBUTE 
SPATIAL CHOICE MODELS 
INTRODUCTION 
Recent advances in spatial theory have led to a unification 
of formerly separate approaches to modeling spatial choices or 
interactions. It has been shown that spatial choice models built 
on stochastic utility maximization (McFadden 1 9 7 3 )  and spatial 
interaction models of the entropy-maximizing type (Wilson 1 9 7 0 )  
are formally identical (Williams 1 9 7 7 )  and have the same param- 
eters and results when applied at the same aggregation level 
(Anas 1 9 8 1 ) .  Moreover, it has been observed that by varying the 
exponent parametqr of these models, the whole continuum from 
indifferent to strict utility maximizing behavior can be repre- 
sented, actual human behavior being something in between (Brotchie 
et al. 1 9 8 0 )  . 
The model doing so many things is the multinomial logit 
model with its many variations. Because of its simplicity, 
its attractive mathematical properties, and its multiple 
interpretability, it has become the most widespread, almost 
universal approach to modeling spatial choices in transporta- 
tion or residential and industrial location analysis. 
This paper deals with the problem of calibrating a spatial 
choice model of the multinomial logit or entropy-maximizing type, 
i.e., of estimating its parameters such that it reproduces a 
given set of observed choices (trips) as closely as possible. 
Unfortunately, this is not a trivial problem, because the model 
is intrinsically nonlinear, i.e., cannot normally be linearized 
by logarithmic transformation. This means that there is no 
straightforward analytical technique to find the best-fit param- 
eters, but that a numerical approximation technique has to be 
applied. 
Earlier work in this field includes, among others, that of 
Hyman (1969), Evans (1971), Batty and Mackie (1972), Batty (1976), 
van Est and van Setten (1977, 1978), Putman and Ducca (1978a), 
and Openshaw (1979). Hyman (1969) and Evans (1971) proposed 
different but equivalent algorithms to estimate one-parameter 
production-attraction-constrained trip distribution models based 
on Bayesian statistics and on the principle of maximum likeli- 
hood, respectively. Batty and Mackie (1 972) and Batty (1976) 
explored various numerical methods to estimate singly and doubly 
constrained models with one, two, or three parameters. Van Est 
and van Setten (1977, 1978) investigated maximum-likelihood and 
least-square methods for singly constrained models with multiple 
parameters. Putman and Ducca (1978a) proposed a maximum-likelihood 
method for estimating a production-constrained interaction model 
where not the interactions themselves but only the destinations 
are known. An evaluation of various calibration techniques is 
contained in Openshaw (1 979) . 
A summary result of this accumulated research is that there 
is no single "correct" way of calibrating spatial choice or 
interaction models, as the choice of a calibration method heavily 
depends on the available data, the purpose of the model, and 
the specific preferences of the research. However, maximum- 
likelihood estimation seems to be the most widely accepted method. 
This is true also for nonspatial random-utility choice models 
where maximum-likelihood estimation now is a standard method 
(cf. van Lierop and Nijkamp 1981). Therefore, in the approach 
presented in this paper, the maximum-likelihood criterion is 
used. 
Maximizing the likelihood function of a spatial choice or 
interaction model is conceptually straightforward, and most of 
the references given above contain the necessary equations. 
However, all of them are specific, i.e., are restricted to a 
certain type of model, to a certain kind of constraint, or to 
a limited number of parameters. In contrast, the method presented 
in this paper is general. The models to be calibrated may be 
unconstrained, production-constrained, attraction-constrained, 
or production-attraction-constrained. Moreover, they may be 
single-attribute or multiattribute in the exponent, i.e., in 
the utility term, and the utility attributes may be associated 
either with the choice alternatives (zones) or with the choices' 
themselves (trips). So the method encompasses most of the 
specialized models dealt with in the above references. 
In addition, the paper differs from others by explicitly 
listing and explaining the computer program written for the 
calibration. Programs of this kind may exist at many places, 
but are not generally available. Many researchers must there- 
fore either write their own programs or resort to less efficient 
trial-and-error methods. 
The computer program presented in this paper maximizes the 
likelihood of the choice matrix (trip table) of a multinomial 
logit model with marginal constraints and multiattribute util- 
ities given observed choices (trips) using a combination of 
gradient search and Newton-Raphson iteration methods. The 
program has been designed for interactive work at a computer 
terminal to allow for maximum control of the calibration process 
by the user. 
1. THE PROBLEM 
1.1 Choices and Interactions 
Consider a population of decision makers who have to make 
choices in a spatial context. Let the decision makers be sub- 
divided into groups or categories, which are assumed to display 
similar preferences and/or choice behaviors. Such categories 
may be made up of individuals of a certain kind, households of 
a certain type, or a population living in a certain location or 
zone of a city. In reference to transport modeling usage, the 
size of these groups is indicated by Oi, i = 1, ..., I, where 0 
stands for origins. 
The decision makers face choice alternatives. Choice alter- 
natives, too, may be classified into groups of similar character, 
e.g., jobs of a certain kind, houses of a certain type, or 
facilities in a certain zone. Again in reference to transport 
modeling language, the size of these categories is indicated 
by Dj, j = 1 ,  ...,JI where D stands for destinations. 
The choice alternatives are characterized by attributes. 
It frequently requires more than one attribute to characterize 
an alternative. Some attributes are perceived similarly by 
all decision makers, i.e., they vary only over alternative groups 
j; others are perceived differently by each decision maker group, 
i.e., they vary over i and j. In transportation terms, some 
attributes are destination-specific (sometimes called attraction 
variables), some are origin- and destination-specific, i.e., 
associated with trips. To simplify the notation, both kinds of 
attributes are stored in a three-dimensional matrix x where x 
., ijk' 
k = 1, ...,K is the vector of K attributes of alternative group 
j as seen by decision maker group i. Note that for destination- 
specific attributes the xijk are equal for all i. 
With this notation, a unified spatial choice or interaction 
model can be derived either as a random utility-maximizing choice 
model or as an entropy-maximizing spatial interaction model. 
The discussion partly follows Anas (1981). 
1.2 Random U t i l i t y  Choice Models 
The random u t i l i t y  cho ice  model i s  one p o s s i b l e  approach 
t o  t a k e  account  of  t h e  many d e v i a t i o n s  i n  human behavior  from 
what seems t o  be t h e  r a t i o n a l  norm within t h e  framework of 
t h e  u t i l i t y -max imiz ing  paradigm. This  i s  achieved by subsuming 
a l l  unexpla ined behavior  i n t o  a  random component of  t h e  u t i l i t y  
func t ion :  
* 
where u i j  i s  t h e  pe rce ived  u t i l i t y  of cho ice  a l t e r n a t i v e  group 
j  f o r  d e c i s i o n  maker group i ,  and u  and c i j  a r e  i t s  d e t e r -  i j  
m i n i s t i c  and s t o c h a s t i c  components, r e s p e c t i v e l y .  The random 
t e r m  cii i s  thought  t o  r e p r e s e n t  a l l  t a s t e  d i f f e r e n c e s  between 
i n d i v i d i a l  d e c i s i o n  makers i n  d e c i s i o n  maker group i a s  w e l l  a s  
a l l  unobserved d i f f e r e n c e s  between a l t e r n a t i v e s  i n  a l t e r n a t i v e  
group j ,  p l u s  a l l  measurement and s p e c i f i c a t i o n  e r r o r s  a s s o c i a t e d  
w i t h  t h e  u i j .  
Furthermore,  it i s  p o s t u l a t e d  t h a t  t h e  d e t e r m i n i s t i c  p a r t  
of t h e  u t i l i t y  f u n c t i o n ,  u  i j '  can be expressed  a s  a  l i n e a r  func- 
t i o n  of  t h e  a t t r i b u t e s  of  t h e  a l t e r n a t i v e s :  
where t h e  Bk a r e ,  a t  t h e  same t ime,  s c a l i n g  f a c t o r s  and weigh ts  
needed t o  agg rega t e  t h e  a t t r i b u t e s  i n t o  a  common measure of 
u t i l i t y .  The v e c t o r  n o t a t i o n ,  w i t h  t h e  prime i n d i c a t i n g  t r a n s -  
p o s i t i o n ,  w i l l  be used hence fo r th  f o r  b r e v i t y .  
The random u t i l i t y  model s t a t e s  t h a t  d e c i s i o n  maker group 
* 
i w i l l  choose a l t e r n a t i v e  group j  ove r  a l t e r n a t i v e  j '  i f  u i j  > 
* 
u  i j  ' The p r o b a b i l i t y  t h a t  t h i s  occu r s  i s  
where p  j li i s  a  c o n d i t i o n a l  p r o b a b i l i t y  such t h a t  f o r  any i 
I n  a d d i t i o n ,  it i s  assumed t h a t  t h e  s t o c h a s t i c  terms of t h e  
u t i l i t y  f u n c t i o n ,  c i j ,  a r e  s t o c h a s t i c a l l y  independent and iden- 
t i c a l l y  d i s t r i b u t e d  fo l lowing  an extreme va lue  o r  Gumbel d i s t r i b u -  
t i o n  ( c f .  Domencich and McFadden 1975) : 
where o2 i s  t h e  va r i ance  of t h e  d i s t r i b u t i o n .  I f  t h i s  assump- 
t i o n  ho lds  (which i s  imposs ib le  t o  t e s t ) ,  t h e  binomial  Z o g i t  
model can be de r ived  ( c f .  Domencich and McFadden 1975):  
The binomial  l o g i t  model i s  i n  agreement wi th  t h e  c h o i c e  
ax iom by Luce (1959) s t a t i n g  t h a t  t h e  choice  r a t i o  of two 
a l t e r n a t i v e s  depends on ly  on t h e i r  r e l a t i v e  u t i l i t y  and i s  
independent of o t h e r  a l t e r n a t i v e s  of t h e  choice  s e t .  More 
s p e c i f i c a l l y ,  t h e  binomial  l o g i t  model s ays  t h a t  t h e  odds of 
a l t e r n a t i v e  j  being p r e f e r r e d  over  a l t e r n a t i v e  j '  a r e  a  log-  
l i n e a r  func t ion  of t h e  d i f f e r e n c e  between t h e  u t i l i t i e s  of 
t h e  two a l t e r n a t i v e s .  
From ( 4 )  and ( 6 )  t h e  mult inomial  l o g i t  cho ice  model can be 
de r ived  : 
where p  j li i s  t h e  c o n d i t i o n a l  p r o b a b i l i t y  ( f o r  d e c i s i o n  maker 
group i) t h a t  of a l l  a l t e r n a t i v e  groups j ' ,  j  = 1 ,  ..., J ,  a l t e r -  
n a t i v e  group j  w i l l  be s e l e c t e d .  I n s e r t i n g  ( 2 )  i n  ( 7 )  and 
i n c o r p o r a t i n g  t h e  r o o t  i n t o  t h e  Bk y i e l d s :  
where g' and xij a r e  de f ined  a s  i n  ( 2 ) .  
1.3 Entropy-maximizing S p a t i a l  I n t e r a c t i o n  Models 
The same model can be de r ived  from in fo rma t ion - theo re t i c  
p r i n c i p l e s  by us ing  t h e  entropy-maximizing (Wilson 197 0 )  o r  
information-minimizing (Snickars  and Weibull 1977) approach. 
This approach determines  t h e  most random p r e d i c t i o n  of  cho ices  
( t r i p s )  c o n s i s t e n t  wi th  macro ( i . e . ,  agg rega t e )  c o n s t r a i n t s  on 
t h e  choice  mat r ix  by minimizing t h e  in format ion  o r  nega t ive  
en t ropy  H conta ined  i n  it: 
Min -H = 1 $ p i j  i n  p i j  
P i j  1 3  
s u b j e c t  t o :  
where t h e  t y j  a r e  observed cho ices  of d e c i s i o n  maker groups i 
f o r  a l t e r n a t i v e  groups j ,  and Tk i s  t h e  mean of  a t t r i b u t e  k 
over  a l l  observed cho ices .  C o n s t r a i n t s  ( 1 0 )  and ( 1  1 )  s t a t e  
t h a t  t h e  p i j  a r e  p r o b a b i l i t i e s  - note  t h a t  now abso lu t e  proba- 
b i l i t i e s  summing up t o  one over  t h e  whole choice  mat r ix  a r e  
used. C o n s t r a i n t  ( 1 2 )  con ta ins  t h e  a v a i l a b l e  macro informa- 
t i o n  about  t h e  choice  mat r ix .  The minimization uses t he  La- 
grangian func t ion  
with  y and B k ,  k  = 1 , .  . . ,K a s  Lagrangian m u l t i p l i e r s .  S e t t i n g  
t h e  f i r s t  p a r t i a l  d e r i v a t i v e s  of t h i s  func t ion  t o  zero g ives  
Rearranging ( 1 4 )  y i e l d s  
P i  j  = exp ( y  - 1 )  e x p ( g l x i  (16 )  
and s u b s t i t u t i n g  i n t o  (15)  and back i n t o  (16 )  g i v e s  t h e  a b s o l u t e  
choice  p r o b a b i l i t i e s  
The corresponding c o n d i t i o n a l  choice  p r o b a b i l i t i e s  a r e  
which i s  i d e n t i c a l  t o  ( 8 ) .  
1 . 4  C o n s t r a i n t s  and Expansions 
By in t roduc ing  a d d i t i o n a l  c o n s t r a i n t s ,  t h e  b a s i c  choice  o r  
i n t e r a c t i o n  model ( 8 )  o r  ( 18) , r e s p e c t i v e l y ,  can be d i v e r s i f i e d  
t o  f i t  d i f f e r e n t  p lanning  problems o r  d a t a  s i t u a t i o n s .  Moreover, 
by expanding t h e  model by mass terms exp res s ing  t h e  n u m b e r  o r  
size of the  d e c i s i o n  maker and/or  a l t e r n a t i v e  groups,  t h e  model 
can be adapted t o  s i t u a t i o n s  where t h e  number of  d e c i s i o n  makers 
(demand) and t h e  number o f  a l t e r n a t i v e s  ( supply)  a r e  n o t  equa l .  
C o n s t r a i n t s  and expansions  i n t roduce  the  dimensions of t h e  prob- 
lem i n t o  the  model, which means t h a t  hencefor th  t h e  model r e s u l t s  
a r e  n o t  choice  p r o b a b i l i t i e s  pi 
o r  p j  , b u t  p r e d i c t e d  choices  
o r  t r i p s  t i j .  
Following Wilson's (1970) classification of spatial inter- 
action models, six model types can be distinguished. They are 
summarized in Figure 1. 
As can be seen, there is one unconstrained model, two 
production-constrained and attraction-constrained models, and 
one production-attraction-constrained model. The unconstrained 
model is not really unconstrained, but is constrained only by 
the requirement that TI the total of all predicted choices 
(trips) , equals TO, the total of all observed trips. The two 
production-constrained models are constrained by the requirement 
that, in addition, the number of decision makers in each 
decision maker group (or the number of trip origins in each 
origin zone) is known and is to be matched in the predicted 
choice matrix (trip table). Similarly, in the two attraction- 
constrained models the number of alternatives in each alter- 
native group (or the number of trip destinations in each destina- 
tion zone)is known and is to be matched in the predicted choice 
matrix (trip table). In the doubly constrained model both the 
decision maker or origin vector as well as the alternative or 
destination vector are known and are to be reproduced in the 
choice matrix. 
The two types of production-constrained models differ in 
that one is unexpanded and one is expanded. The unexpanded type 
is the muZt inomia l  l o g i t  model  in its pure form, which allocates 
a known number of decision makers or trip origins Oi to alter- 
natives of equal size, but possibly different utility. The 
expanded version includes a mass term Di, which accounts for 
2 
the fact that the choice set is subdivided into alternative 
groups or zones of possibly different size. Similarly, the 
expanded version of the attraction-constrained model includes 
a mass term Oi to account for decision maker groups or origin 
zones of possibly different size. 
The notation in Figure 1 is the usual compressed form 
where the inverse of the denominator is called a b a l a n c i n g  f a c t o r  
and is included in the enumerator as A B or C. Note that 
i' j 1  
the doubly constrained model has two balancing factors, Ai and 
MODEL 1 : UNCONSTRAINED (COD) 
Tij = C O.D. exp(glx. . )  
1 J -1J 
c = TO / 1 1 O i ~ j  exp(glx. . ) 
i j  -1J 
MODEL 2: PRODUCTION-CONSTRAINED (AO) 
Tij = AiOi exp(B1x. - - 1 ~  . )
A. = 1 / 1 exp(B1x. . )  
1 - -1 J j 
MODEL 3: PRODUCTION-CONSTRAINED (AOD) 
Tij = A.O.D. exp(B1x. . )  
1 1 J  - -lJ 
A. 1 = 1 / 1 Dj exp(P1x. . )  
- -lJ 
1 
MODEL 4 :  ATTRACTION-CONSTRAINED (BD) 
Tij = B.D. exp(B1x. . )  
J J - -13 
Bj = 1 1 1 exp(glx. . )  
i -1J 
MODEL 5: ATTRACTION-CONSTRAINED (BOD) 
Tij = B.O.D. exp(Btx. . )  
J l J  - - 1 ~  
B = 1 / 1 Oi exp(glx. .) j i -1J 
MODEL 6: DOUBLY CONSTRAINED (ABOD) 
Tij = A.B.O.D. exp(B'x..) 
1 J l J  - - 1 ~  
Ai = 1 / 1 B.D. exp(B1x. . )  
j J J - -13 
B = 1 / 1 A ~ O ~  exp (gtqij ) j i 
Figure 1. The s i x  model types. 
B which are mutually interdependent. The sequence of balancing j ' 
factors and origin and destination terms in the model equations 
is used to identify an easy-to-remember acronym for each model 
For spatial planning purposes, model types 3 (AOD) and 
6 (ABOD) are most widely used. The production-canstrained 
Model 3 (AOD) is a general location model distributing all kinds 
of activities Oi such as households, jobs, shops, or services 
over competing locations D such as zones, vacant dwellings, or j 
vacant land. The doubly constrained Model 6 (ABOD) is the basic 
model for trip distribution in transportation planning, where 
both origins 0 and destinations D are projected exogenously. i j 
Various applications of these two model types are discussed, 
for instance, in Wilson (1974), Batty (1976), or Foot (1981) . 
Model 2 (AO) predicts choices between equal sized alternatives 
and may thus be viewed as the disaggregate version of Model 3 
(AOD). This model is extensively used in disaggregate travel 
demand modeling, in particular for mode and route choice (see, 
for instance, Domencich and McFadden 1975). The two attraction- 
constrained models, Model 4 (BD) and Model 5 (BOD) , are used 
much less frequently, because they present some calibration 
problems (wnich will be shown later) and can be equally well 
reformulated as the corresponding production-constrained model, 
i.e., either as Model 2 (AO) or Model 3 (AOD), just by exchanging 
subscripts. . The unconstrained Model 1 (COD) is of no practical 
importance and has been included only for demonstration purposes. 
1.5 Variations 
Although the six models presented above cover a wide range 
of potential applications, there are some widely used variations, 
which may continue to be of interest. Such variations include 
different forms of the utility function or of the attraction 
term D j It will now be shown that by a simple logarithmic 
transformation, some of these can be incorporated into the 
six standard models. 
( a )  The Power F u n c t i o n  
In some applications, especially in trip distribution 
modeling, it may be desired to use the power function instead 
of the exponential function as the spatial deterrence term, e.g.: 
where cij is a measure of travel cost. It is easily seen that 
this is equivalent to 
which is a one-parameter version of Model 6 (ABOD). 
( b )  The T a n n e r  F u n c t i o n  
Another alternative to the exponential form of the spatial 
deterrence function is the function proposed by Tanner ( 196 1 ) . 
A trip distribution model using the Tanner function 
can be transformed into a two-parameter version of Model 6 
(ABOD) : 
( c )  We ig h t e d  A t t r a c t i o n  Terms 
In production-constrained location models of the type of 
Model 3 (AOD), the term expressing the attraction of the 
competing alternatives or zones sometimes is not a single 
variable, D but a multiplicative aggregate of attributes 
I 
with exponents as weights (see, for instance, the residential 
location model by Putman and Ducca 1978b; Putman 1980): 
a - B 1  
t i j  = A . O .  x c  1 1  jk i j  exp (-B2cij k  
I n  t h i s  c a s e ,  t h e  tij a r e  r e s i d e n t s  employed i n  zone i a l l o c a t e d  
t o  zone j .  Th is  model i s  e q u i v a l e n t  t o  t h e  fo l lowing  mul t i -  
a t t r i b u t e  v e r s i o n  of Model 2 (AO) : 
However, even i f  t h e  a t t r a c t i o n  term i s  a s i n g l e  v a r i a b l e ,  it 
may have an exponent t o  account  f o r ,  s a y ,  e f f e c t s  of s c a l e  a s ,  
f o r  i n s t a n c e ,  i n  t h e  fo l lowing  ve r s ion  of t h e  Lakshmanan-Hansen 
(1965) shopping model: 
where t h e  tij a r e  shopping expendi tures  of  customers from zone 
i i n  zone j ,  and t h e  Oi a r e  t o t a l  expend i tu re s  of  i. This  model 
cou ld  be w r i t t e n  a s  an A 0  o r  AOD model: 
o r  
tij = A . O . D .  e x p ( a  i n  D - B I n  c i j )  
1 1 1  j  
The l a t t e r  fo rmula t ion  d i s t i n g u i s h e s  between q u a n t i t a t i v e  and 
q u a l i t a t i v e  e f f e c t s  of t h e  s i z e  of t h e  shopping f a c i l i t i e s  i n  j .  
( d l  O t h e r  V a r i a t i o n s  
There a r e  s t i l l  o t h e r  model v a r i a t i o n s  t h a t  cannot  be 
transformed i n t o  t h e  s i x  s t anda rd  models. For i n s t a n c e ,  models 
t h a t  a r e  m u l t i p l i c a t i v e  i n  t h e  exponent ( c f .  Anas 1975) o r  have 
o therwise  non l inea r  u t i l i t i e s  ( c f .  Wegener 1981) cannot  be 
e s t ima ted  d i r e c t l y .  I n  t h e s e  c a s e s ,  t h e  u t i l i t i e s  have t o  be 
determined i n  a  s e p a r a t e  procedure b e f o r e  they can be e n t e r e d  
i n t o  one of t h e  models. 
1 . 6  The C a l i b r a t i o n  Problem 
I n  a l l  of t h e  above models, t h e  parameter vec to r  - B de te r -  
mines how we l l  t h e  model reproduces a c t u a l  choice o r  t r a v e l  
behavior s u b j e c t  t o  t h e  given d a t a  and c o n s t r a i n t s .  C a l i b r a t i n g  
a  s p a t i a l  choice  model, t h e r e f o r e ,  means f i n d i n g  t h e  s e t  of va lues  
of - B t h a t  y i e l d s  t h e  c l o s e s t  p o s s i b l e  correspondence between 
t h e  choices  ( t r i p s )  p red ic t ed  by t h e  model and a c t u a l  choices  
( t r i p s )  observed i n  r e a l i t y .  I t  i s  assumed throughout t h a t  a  
matr ix  of observed choices  ( t r i p s )  considered r e l e v a n t  f o r  t h e  
problem a t  hand i s  a v a i l a b l e .  
I t  i s  t h e  purpose of t h i s  paper t o  propose a  method f o r  
e s t ima t ing  t h e  opt imal  vec to r  - 13 f o r  t h i s  range of models from 
a  given choice mat r ix  and t o  p resen t  a  r e l i a b l e  and e f f i c i e n t  
computer program f o r  execut ing  t h i s  e s t ima t ion .  
2 .  THE ALGORITHM 
2 . 1  The Super Model 
To c a l i b r a t e  t h e  range of models presented  i n  t h e  preceding 
s e c t i o n ,  a  hybrid  s u p e r  mode l  i nco rpora t ing  a l l  t e r m s  of a l l  
s i x  models has  been devised:  
where t h e  c o n s t r a i n t s  a r e :  
t h e  abso lu te  choice p r o b a b i l i t i e s  ( C  cance ls  o u t )  
and the conditional choice probabilities (Ai, Oil and C cancel 
out) 
B.D. exp(B1x. . )  
- 
--17 
'IJi 1 i.:. exp(B1x ) 
3 3 - -i j j 
From the super model, all other models can be derived by setting 
terms not needed to unity. This is illustrated in Table 1. 
Table 1. Derivation of model types from the super model. 
Model A .  B C 
1 O i D j j 
1 (COD) 1 1 C 0. 
1 
D j 
2 (AO) A .  1 1 
1 O i 1 
3 (AOD) A .  1 1 0.  
1 1 
D j 
4 (BD) 1 B 1 1 D j j 
5 (BOD) 1 B 1 0.  
1 
D j j 
6 (ABOD) A .  B 1 0. 
I. j I. j D 
2.2 Maximum Likelihood 
The problem addressed in this paper can now be restated as 
findinq the best-fit parameter vector - I3 for the super model in 
its various realizations. As indicated earlier, the maximum 
likelihood of the choice matrix has been selected as the crite- 
rion of goodness-of-fit. 
The maximum likelihood principle states that, given a 
stochastic model with unknown parameters, that set of parameter 
values is considered to be the best estimate that has the highest 
probability of reproducing the data. In this particular context, 
the stochastic model is the super model defined by (28)-(331, 
t h e  unknown p a r a m e t e r s  a r e  t h e  B I  and t h e  d a t a  a r e  t h e  obse rved  
c h o i c e s  to The p r o b a b i l i t y  t h a t  from TO independen t  c h o i c e s  i j '  
a  c h o i c e  m a t r i x  t w i l l  be g e n e r a t e d  i s  ( u p  t o  a  c o n s t a n t )  
- 
where L ( B )  - i s  t h e  l i k e l i h o o d  f u n c t i o n .  Maximum l i k e l i h o o d  es t ima-  
t i o n  of t h e  pa ramete r  v e c t o r  - B c o n s i s t s  of  f i n d i n g  t h a t  v e c t o r  B 
t h a t  maximizes t h e  l i k e l i h o o d  f u n c t i o n  o r  i t s  l o g a r i t h m  
Maximum l i k e l i h o o d  e s t i m a t i o n  of t h e  p a r a m e t e r s  of  a  c h o i c e  
o r  i n t e r a c t i o n  model t h e n  means t o  maximize t h e  l o g l i k e l i h o o d  
f u n c t i o n  ( 3 5 )  f o r  t h e  s u p e r  model (32)  
s u b j e c t  t o  t h e  c o n s t r a i n t s  (29)  and (30)  
where Ai,  B j ,  Oi ,  and D a r e  set  t o  u n i t y  a s  s p e c i f i e d  i n  T a b l e  j 
1 t o  accoun t  f o r  t h e  d i f f e r e n t  model t y p e s .  
2 .3 D e r i v a t i v e s  
For  maximizing ( 3 6 ) ,  f i r s t  it  i s  t e m p o r a r i l y  assumed t h a t  
A i ,  B Oi ,  and D i f  p r e s e n t ,  a r e  c o n s t a n t s ,  a l t h o u g h  Ai and j j ' 
B a s  c a n  b e  s e e n  from ( 3 7 )  and ( 3 8 )  , depend on B . under  t h i s  j - 
assumpt ion ,  t h e  f u n c t i o n  (36)  i s  c o n t i n u o u s  and d i f f e r e n t i a b l e  
and has a unique maximum. To solve this unconstrained nonlinear 
optimization problem, a procedure built on a combination of n- 
dimensional gradient search and Newton-Raphson iteration methods 
has been developed. Both methods require the first and second 
derivatives of (36) to be calculated. 
For this, equation (36) is rewritten 
The gradient of first derivatives of this function is 
and the Hessian matrix of second derivatives 
where k,l = 1, ..., K. The maximum of the loglikelihood function 
(36) is where its gradient (40) 
The derivatives calculated according to (40) and (41) could 
be used for the estimation of the parameters of all six models 
contained in the super model. However, for reasons of computa- 
tional efficiency, it is preferable to work with the conditional 
probabilities p jli instead of the absolute probabilities pij, 
where this is possible. This is the case with models 2 (AO), 3 
(AOD), and 6 (ABOD), in which the production constraint ensures 
that 
and thus 
Taking advantage of (441, the gradient (40) can be expressed in 
terms of conditional probabilities: 
with the Hessian matrix 
It can be seen that these are the derivatives of the loglikeli- 
hood function of the super model expressed in conditional prob- 
abilities (33) : 
B.D. exp(B1xi. 
Max L*(B) - = 1 1 tyj in (47) 
B 
-
i j 
In the maximization procedure described below, the condi- 
tional probabilities (33) and their derivatives (46) and (47) 
are used for models 2 (AO) , 3 (AOD) , and 6 (ABOD) , while for 
the remaining three models the absolute probabilities (32) and 
their derivatives (40) and (41) are used. 
2.4 Maximization 
The maximization procedure used is a combination of n-dimen- 
sional gradient search and Newton-Raphson iteration methods. The 
reason for using two different numerical techniques lies in the 
d i f f e r e n t  c h a r a c t e r i s t i c s  of  t h e s e  two methods; t h e  g r a d i e n t  
s e a r c h  method i n  g e n e r a l  h a s  a  h i g h  p r o b a b i l i t y  o f  convergence ,  
b u t  t e n d s  t o  be slow on f l a t  s o l u t i o n  s u r f a c e s .  The Newton- 
Raphson t e c h n i q u e  i s  u s u a l l y  much f a s t e r ,  b u t  can  d i v e r g e  from 
bad s t a r t i n g  v a l u e s .  For  a  d i s c u s s i o n  o f  t h e s e  and o t h e r  
t e c h n i q ues  f o r  n o n l i n e a r  parameter  e s t i m a t i o n ,  see among o t h e r s  
Bard (1974) ,  Schwet l i ck  (1979 ) ,  S topher  and Meyburg (1979 ) ,  
Manski and McFadden ( 1 9 8 1 ) ,  and Churchhouse ( 1 9 8 1 ) .  
Both methods s t a r t  from i n i t i a l  e s t i m a t e s  o f  t h e  v a l u e s  o f  
B and proceed by i t e r a t i v e l y  improving them, u n t i l  a n  optimum 
- 
i s  reached:  
where n  i s  t h e  number o f  t h e  i t e r a t i o n .  The two methods d i f f e r ,  
however, i n  t h e  manner by which t h e  pa ramete r  inc rements  A B k  
a r e  de te rmined .  
The gradient method u s e s  t h e  g r a d i e n t  - g t o  e s t a b l i s h  t h e  
d i r e c t i o n  o f  s t e e p e s t  a s c e n t  on t h e  s o l u t i o n  s u r f a c e  and u s e s  
t h e  Hess ian  m a t r i x  h  t o  de te rmine  a  s t e p s i z e  f o r  movement a l ong  
- 
t h a t  d i r e c t i o n :  
where a g a i n  t h e  prime d e n o t e s  t r a n s p o s i t i o n ,  and - g ' g  - i s  t h e  
g r a d i e n t  norm. 
The Newton-Raphson method, on t h e  o t h e r  hand,  s o l v e s  t h e  
sys tem o f  K n o n l i n e a r  e q u a t i o n s  ( 4 2 )  by approx imat ion  u s ing  
T a y l o r  series expans ion  t r u n c a t e d  a f t e r  t h e  f i r s t  o r d e r  t e r m :  
Thi s  sys tem of  K l i n e a r  e q u a t i o n s  w i th  K unknowns can  be so lved  
by a  s t a n d a r d  numer ica l  t echn ique  l i k e  t h e  Gauss-Jordan method 
( c f .  Churchhouse 1981) t o  y i e l d  a  se t  of A B k .  
~ h u s  bo th  methods a r e  i n t e r c h a n g e a b l e ,  b u t  o f  d i f f e r e n t  
e f f e c t i v e n e s s .  The s t r a t e g y  is  t o  u s e  t h e  more e f f i c i e n t  Newton- 
Raphson t echn ique  a s  much a s  p o s s i b l e  and t o  use  t h e  g r a d i e n t  
t e chn ique  on ly  where d ive rgence  seems t o  occu r .  The op t imiza-  
t i o n  p roces s  comes t o  an  end when a  convergence c r i t e r i o n  i s  m e t .  
2.5 In t roduc ing  t h e  C o n s t r a i n t s  
The o p t i m i z a t i o n  procedure  d e s c r i b e d  s o  f a r  i s  uncons t r a ined ,  
i . e . ,  it d i s r e g a r d s  c o n s t r a i n t s  ( 2 9 ) - ( 3 1 ) .  These c o n s t r a i n t s  
a r e  i n t roduced  numer i ca l l y  b e t w e e n  i t e r a t i o n s  by c a l c u l a t i n g  
new ba l anc ing  f a c t o r s  Ai and B where a p p l i c a b l e ,  a f t e r  each j  
i t e r a t i o n  and f eed ing  them back i n t o  t h e  c a l c u l a t i o n  of  t h e  
p r o b a b i l i t i e s  (32)  o r  (33) i n  t h e  n e x t  i t e r a t i o n .  Th i s  i s  
e q u i v a l e n t  t o  numer ica l  approximat ion o f  t h e  Lagrangian mu l t i -  
p l i e r s  o f  t h e  cor responding  c o n s t r a i n e d  o p t i m i z a t i o n  problem. 
The ba l anc ing  f a c t o r s  Ai and Bi a r e  c a l c u l a t e d  u s i n g  t h e  
b i p r o p o r t i o n a l  ad ju s tmen t  t echn ique  known a s  Furness  o r  F r a t a r  
method i n  t r a n s p o r t a t i o n  p lann ing  and a s  t h e  RAS t echn ique  i n  
i npu t -ou tpu t  a n a l y s i s .  Wil lekens  e t  a l .  (1979) and Wil lekens  
(1980) have shown t h e  c l o s e  r e l a t i o n s h i p  of t h i s  t e chn ique  t o  
t h e  entropy-maximizing method. Here t h e  o r i g i n a l  RAS a l g o r i t h m  
sugges ted  by S tone  (1963) f o r  t h e  upda t ing  o f  i npu t -ou tpu t  
m a t r i c e s  i s  used.  
The RAS a lgo r i t hm,  l i k e  a l l  b i p r o p o r t i o n a l  ad jus tment  
t e chn iques ,  a d j u s t s  t h e  e lements  of  a  g iven  two-dimensional 
m a t r i x  such  t h a t  ( a )  g iven  c o n s t r a i n t s  on t h e  marg ina l  sums of 
t h e  m a t r i x  a r e  s a t i s f i e d  and (b )  t h e  a d j u s t e d  e lements  of  t h e  
m a t r i x  s t a y  a s  c l o s e  a s  p o s s i b l e  t o  t h e i r  p r i o r  v a l u e s .  I n  
o t h e r  words, i f  a  i s  t h e  p r i o r  ma t r i x ,  t h e  RAS a l g o r i t h m  s e e k s  
-0 
t o  de te rmine  two v e c t o r s  r and such t h a t  
a  = r ' a  s 
- - 
-0- 
where a is the posterior (adjusted) matrix satisfying the 
m 
constraints, hence the algorithm's name. It is obvious that, 
if a, is replaced by the predicted choice matrix t, r and s 
m _ - - 
contain the desired balancing factors A and B i j' 
The RAS algorithm proceeds by iteration. In each iteration, 
first the rows and then the columns of the matrix are adjusted 
such that 
and 
where m is the number of half-iterations. The algorithm is 
certain to converge to a unique optimum and ends when a conver- 
gence criterion is met. 
The balancing factors Ai and D can be derived by calculating j 
in each iteration 
and 
Note that initially all Ai and B are set to unity and that they j 
retain their updated values between calls of the RAS algorithm 
to speed up convergence. 
Of course, the above iterative adjustment applies only to 
the doubly constrained Model 6 (ABOD) where Oi and D are to be j 
matched by the row and column sums, respectively. For the two 
attraction-constrained Models 4 (BD) and 5 (BOD), only the 
second half of the RAS algorithm, i .e., equations (54) and (56) , 
need to be passed, and this requires no iteration. No pass 
through the RAS algorithm is necessary for estimating the remain- 
ing Models 1 (COD), 2 (AO) , and 3 (AOD) , because in these models 
the balancing factors do not affect the estimation results. 
3. THE PROGRAM 
3.1 Program Organization 
The above calibration algorithm has been implemented in a 
computer program called LOGIT. 
LOGIT is written in Fortran. It consists of a short main 
program and 19 subroutines. Each subroutine performs a specific 
task and returns its result to the calling program. Figure 2 
represents the hierarchical organization of LOGIT: 
+74 IPUT TRIP 
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Figure 2. Program organization of LOGIT. 
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The program i s  organ i zed  such t h a t  w i t h  one se t  of  i n p u t  
d a t a  s e v e r a l  calibrations us ing  d i f f e r e n t  c o n s t r a i n t s  and/or 
a t t r i b u t e s  can  be performed.  Th is  i s  t h e  o u t e r  loop  of  t h e  
program. Within  each  c a l i b r a t i o n ,  t h e  o p t i m a l - f i t  pa ramete r  
v e c t o r  i s  approached by i t e r a t i o n .  Th i s  i s  t h e  i n n e r  l oop .  
F igu re  3  i s  a  f low diagram showing t h e  normal f low of i n fo rma t ion  
w i t h i n  t h e  program. I n  a d d i t i o n ,  b u t  n o t  shown i n  F igu re  3 ,  
t h e r e  a r e  o p t i o n s  p e r m i t t i n g  t h e  u s e r  t o  i n t e r r u p t  t h e  i t e r a -  
t i o n  p r o c e s s ,  i n s p e c t  i n t e r m e d i a t e  r e s u l t s  and t h e n  c o n t i n u e ,  
r e s t a r t ,  o r  end t h e  c a l i b r a t i o n .  
Two k i n d s  of  subprograms can  be d i s t i n g u i s h e d .  The f i r s t  
one performs c a l c u l a t i o n s  and i n p u t  and o u t p u t  o p e r a t i o n s .  The 
second one l e a d s  a  d i a l o g  w i t h  t h e  u s e r .  The main program and 
t h e  f i r s t - l e v e l  s u b r o u t i n e s  I D A T ,  MDAT, and ECAL a r e  of  t h e  
second k ind .  They prompt t h e  u s e r  f o r  i n fo rma t ion  o r  d e c i s i o n s  
neces sa ry  f o r  runn ing  t h e  program. While e v e r y t h i n g  ha s  been 
done i n  t h e s e  subprograms t o  make i n t e r a c t i o n  w i t h  t h e  program 
a s  conven ien t  a s  p o s s i b l e ,  no e f f o r t  ha s  been made t o  a n t i c i p a t e  
o r  c o r r e c t  u s e r  e r r o r s .  
3.2 Subprograms 
I n  t h i s  s e c t i o n ,  t h e  20 subprograms of  LOGIT a r e  b r i e f l y  
d i s cus sed .  The s o u r c e  code of a l l  subprograms i s  l i s t e d  i n  t h e  
Appendix. 
M A I N :  The main program c o n t r o l s  t h e  o u t e r  l oop  o f  t h e  
program. I t  c a l l s  I DAT once and MDAT and ECAL once 
f o r  each  c a l i b r a t i o n .  
ID AT:  IDAT prompts t h e  u s e r  f o r  t h e  dimension o f  t h e  
problem: t h e  number of  o r i g i n s  ( d e c i s i o n  maker 
groups)  , d e s t i n a t i o n s  ( a l t e r n a t i v e  groups)  , and 
a t t r i b u t e s .  The number of  o r i g i n s  need n o t  t o  be 
e q u a l  t o  t h e  number of  d e s t i n a t i o n s ,  i . e . ,  t h e  t r i p  
t a b l e  ( cho i ce  ma t r i x )  need n o t  t o  be squa re .  Two 
k inds  o f  a t t r i b u t e s  a r e  d i s t i n g u i s h e d :  a t t r i b u t e s  
t h a t  va ry  on ly  ove r  d e s t i n a t i o n s  and a t t r i b u t e s  
t h a t  va ry  ove r  o r i g i n s  and d e s t i n a t i o n s  (see s e c t i o n  
1 . 1 ) .  
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Figure 3. Flow diagram of LOGIT. 
IPUT:  T h i s  s u b r o u t i n e  r e a d s  t h e  i n p u t  d a t a .  The program 
a c c e p t s  t h r e e  k i n d s  of  d a t a :  
( a )  O r i g i n s  and/or  d e s t i n a t i o n s :  These a r e  o p t i o n a l .  
I f  a b s e n t ,  o r i g i n s  and d e s t i n a t i o n s  w i l l  be  i n f e r r e d  
by a g g r e g a t i o n  from t h e  obse rved  t r i p  m a t r i x .  
( b )  Observed t r i p  m a t r i x :  Row and column sums of  
t h i s  m a t r i x  need n o t  c o i n c i d e  w i t h  t h e  above 
o r i g i n s  and d e s t i n a t i o n s .  
( c )  A t t r i b u t e s :  These can  be  e i t h e r  a t t r i b u t e s  of  
d e s t i n a t i o n s  o r  o f  t r i p s .  
Format and o r g a n i z a t i o n  o f  t h e  i n p u t  d a t a s e t  a r e  
s p e c i f i e d  i n  s e c t i o n  3 . 3 .  
NORM: A l l  a t t r i b u t e s  r e a d  a r e  subsequen t ly  normaxized 
such  t h a t  t h e  v a l u e  halfway between t h e i r  ex t remes  
i s  between -1 and + l .  T h i s  s e r v e s  t h r e e  purposes .  
F i r s t ,  it s e p a r a t e s  t h e  s c a l i n g  and t h e  we igh t ing  
f u n c t i o n  o f  t h e  pa ramete r s  and t h u s  makes them 
comparable.  Second, it c o n t r i b u t e s  t o  keep ing  
p a r am e t e r s  i n  a  range a c c e p t a b l e  f o r  exponen ts  by 
computers .  T h i r d ,  it i n c r e a s e s  t h e  p r e c i s i o n  o f  
t h e  pa ramete r  e s t i m a t e s ;  p r e c i s i o n  i s  exp re s sed  i n  
s i g n i f i c a n t  d i g i t s  r a t h e r  t h a n  i n  d i g i t s .  The 
n o r m a l i z i n g  f a c t o r  o f  each  a t t r i b u t e  i s  s t o r e d  f o r  
l a t e r  use .  
MDAT: For  each  new c a l i b r a t i o n ,  MDAT prompts t h e  u s e r  
f o r  model t y p e ,  s p e c i f i c a t i o n  o f  o r i g i n s  and d e s t i -  
n a t i o n s ,  and s e l e c t i o n  o f  a t t r i b u t e s .  A t t r i b u t e s  
may be s e l e c t e d  from t h e  a t t r i b u t e s  p r e s e n t  on t h e  
i n p u t  d a t a s e t  i n  any o r d e r .  
I N I T :  Depending on t h e s e  s p e c i f i c a t i o n s ,  I N I T  i n i t i a l i z e s  
model a r r a y s ,  i n  p a r t i c u l a r  o r i g i n s ,  d e s t i n a t i o n s ,  
and b a l a n c i n g  f a c t o r s .  The b a l a n c i n g  f a c t o r s  a r e  
a lways  se t  t o  u n i t y .  
ECAL: T h i s  s u b r o u t i n e  c o n t r o l s  t h e  e x e c u t i o n  o f  one 
c a l i b r a t i o n .  I t  a s k s  f o r  a  s t a r t  v e c t o r  o f  b e t a s  
a s  i n i t i a l  v a l u e s  and c a l l s  MLML, which performs 
t h e  pa ramete r  e s t i m a t i o n .  I n  a d d i t i o n ,  ECAL hand l e s  
t h e  o p t i o n s  p e r m i t t i n g  t h e  u s e r  t o  look a t  i n t e r -  
m ed i a t e  r e s u l t s ,  r e s t a r t  t h e  c a l i b r a t i o n ,  o r  s p e c i f y  
t h e  program o u t p u t .  
MLML: T h i s  s u b r o u t i n e  c o n t r o l s  t h e  pa ramete r  e s t i m a t i o n  
p r o c e s s ,  i . e . ,  t h e  i t e r a t i v e  maximizat ion  o f  t h e  
l i k e l i h o o d  f u n c t i o n .  Depending on t h e  model t y p e  
s e l e c t e d ,  MLML i n  each  i t e r a t i o n  c a l l s  t h e  r e q u i s i t e  
s u b r o u t i n e s  c a l c u l a t i n g  ba l anc ing  f a c t o r s ,  proba- 
b i l i t i e s ,  and d e r i v a t i v e s .  For t h e  c a l c u l a t i o n  of  
pa ramete r  changes ,  MLML normal ly  c a l l s  t h e  Newton- 
Raphson p rocedure  NEWT. However, i f  t h e  pa ramete r  
changes ,  i n s t e a d  o f  g e t t i n g  s m a l l e r ,  c o n t i n u e  t o  
i n c r e a s e  c o n s i d e r a b l y  ove r  more t h a n  one  i t e r a t i o n ,  
MLML assumes t h a t  d ive rgence  i s  o c c u r r i n g  and c a l l s  
t h e  more r e l i a b l e  g r a d i e n t  s e a r c h  p rocedure  GRAD. 
I n  t h e  f i r s t  i t e r a t i o n ,  GRAD i s  a lways  c a l l e d  t o  
a v o i d  d i v e r g ence  due t o  bad s t a r t i n g  v a l u e s .  MLML 
a l s o  checks  pa ramete r  v a l u e s  and i f  t h e y  become 
t o o  l a r g e  a s k s  f o r  a  new s t a r t  v e c t o r .  I f  t h e  
pa ramete r  changes approach z e r o  a t  t h e  l e v e l  o f  f i v e  
s i g n i f i c a n t  d i g i t s ,  it i s  assumed t h a t  t h e  optimum 
h a s  been reached  and t h e  i t e r a t i o n  p r o c e s s  i s  s topped .  
PROB1: T h i s  s u b r o u t i n e  c a l c u l a t e s  t h e  c h o i c e  p r o b a b i l i t i e s  
f o l l o w i n g  e q u a t i o n  ( 3 3 ) .  These p r o b a b i l i t i e s  add 
up t o  u n i t y  i n  each  row and t h u s  a r e  a p p r o p r i a t e  
f o r  model t y p e s  2 ,  3 ,  and 6 .  
DERV1: I n  t h i s  s u b r o u t i n e ,  t h e  f i r s t  and second p a r t i a l  
d e r i v a t i v e s  of  t h e  l i k e l i h o o d  f u n c t i o n  a r e  c a l c u l a t e d  
acco r d i n g  t o  e q u a t i o n s  (45)  and (46)  , r e s p e c t i v e l y ,  
u s i n g  t h e  p r o b a b i l i t i e s  c a l c u l a t e d  i n  PROB1. 
PROB2: PROB2 is equivalent to PROBI, except that the prob- 
abilities are calculated as in equation (32), i.e., 
add up to unity over all rows of the choice matrix. 
These probabilities are used for model types 1, 4, 
and 5. 
DERV2: DERV2 is equivalent to DERV1, except that equations 
(40) and (41) and the probabilities calculated in 
PROB2 are used. 
GRAD: Subroutine GRAD is called when the gradient search 
method is to be applied. GRAD calculates an 
increment to each parameter according to equation 
(49). 
NEWT: Subroutine NEWT is called when the Newton-Raphson 
method is to be applied. NEWT calculates the 
parameter increments by solving the system of linear 
equations (5 1 ) using the Gauss-Jordan method (cf . 
Churchhouse 198 1 ) . 
BETA: BETA writes the estimated parameter values on the 
terminal and/or on the output printer file. Note 
that these parameter values have to be multiplied 
by their associated normalizing factors. 
TRIP: This subroutine generates the trip table or choice 
matrix following equation (28) using the new param- 
eter estimates and the balancing factors of the 
previous iteration. During the estimation process, 
calculating trips is necessary only for model types 
4 (BD) , 5 (BOD) , and 6 (ABOD) , while a f t e r  the 
estimation the subroutine is used to generate the 
trip table for the output dataset regardless of 
model type. 
RAST: This is the RAS algorithm for matrix adjustment 
according to equations (53) - (56) . During the 
estimation process, the subroutine is called only 
for model types 4 (BD) , 5 (BOD) , and 6 (ABOD) . A f t e r  
the estimation, when preparing the output dataset, 
the subroutine is used for all model types except 
Model 1 (COD). 
MEAN: This subroutine calculates totals and/or means of 
trips and attributes of the observed and predicted 
trip table. Observed and predicted values are 
equal if origins and destinations are taken from the 
observed trip table, but may differ if other origins 
and/or destinations have been specified. Note that 
the normalized attributes now have been restored 
to their original magnitudes. 
STAT: In this subroutine, a number of statistics expressing 
the goodness-of-fit between the observed and the 
predicted trip table are calculated and written on 
the terminal and/or the output printer file. The 
following statistics are used: 
( a )  loglikelihood ratio: the ratio between the 
maximum value of the loglikelihood function achieved 
in the calibration and the maximum possible value. 
A ratio of one would result if both trip tables 
were identical: 
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Note that the constant term -TO In TO has been 
dropped in the denominator and in the numerator to 
make the measure more sensitive. 
( b )  stope b and intercept a of a regression line 
(c) correlation coefficient r, coefficient of deter- 
2 
mination r , and t of r 2  in their usual meaning 
( d )  mean absolute percentage error calculated as 
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These s t a t i s t i c s  a r e  most meaningful i f  o r i g i n s  
and d e s t i n a t i o n s  a r e  aggregated from t h e  observed 
t r i p  t a b l e .  I f  o t h e r  o r i g i n s  and d e s t i n a t i o n s  a r e  
s p e c i f i e d ,  t h e  s t a t i s t i c s  r e p r e s e n t  t h e  combined 
e f f e c t  of d i f f e r e n c e s  i n  t h e  c o n s t r a i n t s  and of 
e r r o r s  i n  t h e  p r e d i c t i o n .  
TTAB: This  sub rou t ine  w r i t e s  t h e  p r e d i c t e d  t r i p  t a b l e  
(choice  ma t r ix )  on t h e  o u t p u t  d a t a s e t .  The format 
o f  a  t r i p  t a b l e  on t h i s  d a t a s e t  i s  i d e n t i c a l  t o  
t h a t  of t h e  observed t r i p  t a b l e  on t h e  i n p u t  d a t a  
set  (see s e c t i o n  3.3) . 
3.3 Input  
Inpu t  i s  e n t e r e d  t o  t h e  program through t h e  u s e r ' s  t e rmina l  
( F o r t r a n  number 5) and an i n p u t  d a t a s e t  (Fo r t r an  number 8 ) .  
While i n p u t  r e q u e s t s  by t h e  program a t  t h e  t e rmina l  a r e  s e l f -  
exp lana to ry ,  t h e  o r g a n i z a t i o n  and format of  t h e  i n p u t  d a t a s e t  
need t o  be s p e c i f i e d .  
The i n p u t  d a t a s e t  i s  organized by r eco rd  groups.  Each 
r eco rd  c a r r i e s  a  r eco rd  group i d e n t i f i c a t i o n .  Within each record  
group,  t h e  r eco rds  a r e  s o r t e d  i n  ascending o rde r .  Record group 
i d e n t i f i c a t i o n  and s o r t i n g  number a r e  n o t  read  by t h e  program. 
The d a t a s e t  c o n s i s t s  of 80-byte card-image r eco rds  w i th  
t h e  fo l lowing  format:  
column 1-4 record  group i d e n t i f i c a t i o n  
column 5-8 s o r t i n g  number 
column 9- 1 0  blank 
column 11-70 1 0  d a t a  f i e l d s ,  6 columns each 
column 7  1-72 blank 
column 73-80 sequence number 
The d a t a  f i e l d s  may o r  may n o t  c o n t a i n  a  decimal p o i n t  a t  any 
d e s i r e d  p o s i t i o n .  On some computers, no sequence numbers a r e  
recognized.  
There a r e  fou r  k inds  of d a t a  on t h e  i n p u t  d a t a s e t :  ( 1 )  
o r i g i n s  and d e s t i n a t i o n s ,  ( 2 )  observed t r i p s ,  ( 3 )  a t t r i b u t e s  of 
zones ,  and ( 4 )  a t t r i b u t e s  of  t r i p s .  They a r e  s t o r e d  i n  t h i s  
o r d e r  on t h e  d a t a s e t :  
O r i g i n s  and d e s t i n a t i o n s :  The f i r s t  r e c o r d s  c o n t a i n  
f i r s t  t h e  o r i g i n s ,  t e n  t o  a  r e c o r d ,  and t h e n  t h e  
d e s t i n a t i o n s .  I f  I i s  t h e  number o f  o r i g i n  zones ,  
(I  - 1 ) /10  + 1  r e c o r d s  a r e  needed f o r  t h e  o r i g i n s .  
I f  J i s  t h e  number of  d e s t i n a t i o n  zones ,  (J - 1 ) /10  + 1 
r e c o r d s  a r e  needed f o r  t h e  d e s t i n a t i o n s .  O r i g i n  and 
d e s t i n a t i o n  r e c o r d s  may b e  b lank  i f  o r i g i n s  and d e s t i n -  
a t i o n s  a r e  t o  b e  t a k e n  from t h e  observed t r i p  t a b l e .  
( 2 )  Observed t r i p  t a b l e :  Observed t r i p s  a r e  s t o r e d  t e n  
t o  a  r e co rd  i n  (J - 1) /10  + 1  r e c o r d  g roups ,  each  
c o n t a i n i n g  I r e c o r d s .  Hence, I ( J  - 1 ) /10  + 1  r e c o r d s  
a r e  needed t o  s t o r e  t h e  t r i p  t a b l e .  Wkthin each  r e c o r d  
group;  t e n  columns o f  t h e  t r i p  t a b l e  a r e  s t o r e d  ( p o s s i b l y  
Less i n  t h e  f i n a l  r e c o r d  g r o u p ) .  To g i v e  an  example, 
f o r  a  30-zone sys tem t h e  fo l l owing  r e c o r d s  w i l l  r e s u l t :  
r e c o r d  1-30 t r i p s  t o  zones 1-10 
r e c o r d  31-60 t r i p s  t o  zones 11-20 
r e c o r d 6 1 - 9 0  t r i p s t o z o n e s 2 1 - 3 0  
( 3 )  A t t r i b u t e s  o f  z o n e s :  Zonal a t t r i b u t e s  a r e  s t o r e d  from 
l e f t  t o  r i g h t  on one r e c o r d  p e r  zone. Thus J r e c o r d s  
a r e  needed f o r  s t o r i n g  zona l  a t t r i b u t e s .  I f  no zon a l  
a t t r i b u t e s  a r e  p r e s e n t ,  no zona l  a t t r i b u t e  r e c o r d s  
must be i nc luded  i n  t h e  d a t a s e t .  
(4) A t t r i b u t e s  o f  t r i p s :  T r i p  a t t r i b u t e s  a r e  s t o r e d  a s  
m a t r i c e s  of  e x a c t l y  t h e  same fo rmat  a s  t h e  observed 
t r i p  t a b l e .  Any number o f  a t t r i b u t e  m a t r i c e s  up t o  
t h e  maximum number o f  a t t r i b u t e s  may be p r e s e n t .  
I f  no t r i p  a t t r i b u t e s  e x i s t ,  t h e  d a t a s e t  ends  a f t e r  
t h e  zona l  a t t r i b u t e s  r e c o r d s .  
The program i s  p r e s e n t l y  dimensioned t o  hand le  up t o  30 
o r i g i n  zones ( d e c i s i o n  maker g r o u p s ) ,  up t o  30 d e s t i n a t i o n  zones 
( a l t e r n a t i v e  g r o u p s ) ,  and up t o  8 zona l  o r  t r i p  a t t r i b u t e s .  
The last page of the Appendix contains a test dataset for a 
10-zone system with no zonal attributes and four trip attributes. 
3.4 Output 
Output is written by the program to the user's terminal 
(Fortran number 6), to a printer file (Fortran number 7), and 
to a card-image output dataset (Fortran number 9). Except 
terminal output, all output is optional. 
The printer file contains the estimation results and 
statistics as produced by subroutines BETA, MEAN, and STAT. 
The card-image dataset contains the predicted trip table in 
the same format as the observed trip table on the input dataset. 
3.5 Portability 
The program LOGIT is written in a subset of Fortran 77 that 
should be compatible with any Fortran IV compiler (if the few 
CHARACTER specifications are removed). The program requires 
no other subroutines or functions except standard functions. 
Although the program is presently dimensioned to handle 
a 30-zone system and up to 8 attributes, these dimensions can 
easily be adapted to larger problems. 
To facilitate portability, input and output have been 
deliberately kept primitive on the assumption that researchers 
working in this field have at their disposal programs for pro- 
cessing and displaying data of this kind. 
4. AN APPLICATION 
4.1 The Data 
In this section, an illustrative application of the program 
LOGIT will be presented. The data for this application have 
been taken from a project on spatial change processes in the 
urban region of Dortmund, FRG (cf. Wegener 1982). The region 
has a population of about 2.4 million and is subdivided into 30 
zones in the project. 
The d a t a  used i n  t h i s  a p p l i c a t i o n  a r e  work t r i p  d a t a  o f  
t h e  y e a r  1970 and t r a v e l  t i m e s  and t r a v e l  c o s t s  o f  bo th  t h e  
p u b l i c  t r a n s p o r t  and t h e  highway system. No o r i g i n s  o r  d e s t i n -  
a t i o n s  d i f f e r e n t  from t h o s e  of  t h e  observed work t r i p  t a b l e  
a r e  p rov ided ,  nor  a r e  any zona l  a t t r i b u t e s  o r  a t t r a c t i o n  v a r i -  
a b l e s .  Thus, t h e  i n p u t  d a t a s e t  f o r  t h i s  30-zone system con- 
sists o f  s i x  b lank  r e c o r d s  ( s u b s t i t u t i n g  f o r  t h e  o r i g i n s  and 
d e s t i n a t i o n s )  p l u s  f i v e  b locks  of  m a t r i x  d a t a  w i t h  90 r e c o r d s  
each (one m a t r i x  c o n t a i n i n g  observed work t r i p s  and f o u r  
m a t r i c e s  c o n t a i n i n g  t r i p  a t t r i b u t e s ) .  
For demons t ra t ion  purposes ,  a l s o  a  20-zone sys tem and a  
10-zone system have been a r t i f i c a l l y  c r e a t e d  by t a k i n g  t h e  
innermost  20 o r  10  zones of  t h e  30-zone sys tem,  r e s p e c t i v e l y ,  
d i s c a r d i n g  t h e  rest of  t h e  r eg ion .  The tes t  d a t a s e t  l i s t e d  
i n  t h e  Appendix i s  t h e  i n p u t  d a t a s e t  o f  t h e  10-zone system. 
The t r a v e l  t i m e  and t r a v e l  c o s t  d a t a  w e r e  d e r i v e d  from a  
t r a n s p o r t a t i o n  model based on p u b l i c  t r a n s p o r t  and highway l i n k  
d a t a  and employing minimum-path and c o n g e s t i o n - s e n s i t i v e  
ass ignment  t e chn iques .  P u b l i c  t r a n s p o r t  t r a v e l  t i m e s  i n c l u d e  
a c c e s s ,  w a i t i n g ,  i n - v e h i c l e ,  and t r a n s f e r  w a i t i n g  t i m e .  Car 
t r a v e l  t i m e s  i n c l u d e  a c c e s s ,  d r i v i n g ,  conges t i on ,  and parking-  
s e a r c h  t i m e .  P u b l i c  t r a n s p o r t  c o s t s  a r e  based on a  f l a t  f a r e  
p l u s  a  d i s tance-dependen t  component. Car t r a v e l  c o s t s  on ly  
i n c l u d e  out-of-pocket  c o s t s  of a  c a r  t r i p ,  i . e . ,  g a s o l i n e  c o s t s  
and pa rk ing  f e e s .  
4.2 A Small  Model 
F i r s t ,  a  ve ry  sma l l  a p p l i c a t i o n  example w i l l  be p r e sen t ed  
i n  d e t a i l .  I t  uses  t h e  10-zone system w i t h  a  reduced d a t a s e t :  
on ly  t h e  two t r a v e l  t i m e  a t t r i b u t e s  a r e  cons ide red .  The reduced 
i n p u t  d a t a s e t  i s  shown i n  F igu re  4 .  
The t a s k  i s  t o  e s t i m a t e  t h e  paramete rs  of  a trip distribution 
model from t h e s e  two a t t r i b u t e s  such t h a t  ( a )  t h e  p r e d i c t e d  
o r i g i n s  and d e s t i n a t i o n s  e q u a l  t h e  o r i g i n s  and d e s t i n a t i o n s  
of  t h e  observed t r i p  t a b l e ,  and (b )  t h e  p r e d i c t e d  f lows  a r e  a s  
c l o s e  t o  t h e  observed f lows a s  p o s s i b l e .  Obviously,  t h e  appro- 
p r i a t e  model t ype  i s  Model 6 (ABOD).  
oriuins l 
destinations 
454 
observed trips 
attribute 1 
attribute 2 
Figure 4 .  Test dataset for small model. 
Figure  5 i s  a p r o t o c o l  of t h e  d i a l o g  between t h e  u s e r  and 
t h e  program LOGIT a s  it would appear  on a  hardcopy t e r m i n a l .  
It  can be seen  t h a t  t h e  program, a f t e r  having r ece ived  i t s  
d i r e c t i o n s ,  w r i t e s  t h e  r e s u l t s  of  each inner- loop i t e r a t i o n  on 
t h e  t e rmina l :  t h e  f i r s t  column ( i t )  i s  t h e  number of t h e  cur -  
r e n t  i t e r a t i o n .  The second column (pas )  shows t h e  number of 
i t e r a t i o n s  r e q u i r e d  i n  t h e  RAS a lgo r i t hm t o  reach  convergence; 
t h i s  number starts a t  one (a consequence of choosing t w o  ze ros  
a s  s t a r t i n g  v a l u e s ) ,  t hen  jumps t o  s i x  and g radua l ly  r e t u r n s  
t o  one. The t h i r d  column moni tors  t h e  accumulated a b s o l u t e  
change of t h e  parameter va lues  occu r r ing  i n  t h i s  i t e r a t i o n .  
It  can be observed t h a t  t h e  g r a d i e n t  s ea rch  method (which i s  
always c a l l e d  i n t o  a c t i o n  i n  t h e  f i r s t  i t e r a t i o n )  pushes t h e  
parameter v a l u e s  from t h e  a r b i t r a r i l y  s e l e c t e d  s t a r t i n g  v a l u e s  
a l r e a d y  very c l o s e  t o  t h e i r  f i n a l  p o s i t i o n .  The r e s t  i s  accom- 
p l i s h e d  by t h e  Newton-Raphson method i n  s i x  more i t e r a t i o n s ,  
and it can be seen t h a t  t h e  parameter changes dec rease  r a p i d l y  
from one i t e r a t i o n  t o  t h e  o t h e r .  
The program then  d i s p l a y s  t h e  r e s u l t  of t h e  c a l i b r a t i o n ,  
i . e . ,  t h e  f i n a l  parameter  va lues  wi th  t h e i r  normal iz ing f a c t o r s  
(see sub rou t ine  NORM). The n o t a t i o n  used means t h a t  i n  t h i s  c a s e  
bo th  parameter v a l u e s  have t o  be m u l t i p l i e d  by lo-'. A s  one 
might expec t ,  t h e  parameters  of bo th  a t t r i b u t e s  c a r r y  a  minus 
s i g n  . 
The u s e r  may then  ask  f o r  some s t a t i s t i c s  about  t h e  s o l u t i o n  
and he w i l l  see t h e  r e s u l t s  of sub rou t ines  MEAN and STAT d i s -  
p layed on t h e  t e r m i n a l .  A s  i s  t o  be expec ted ,  t o t a l  t r i p s ,  
t r i p s  p e r  obse rva t ion ,  and t h e  means of both  a t t r i b u t e s  a r e  
i d e n t i c a l  f o r  t h e  observed and f o r  t h e  p r e d i c t e d  t r i p  ma t r ix .  
The h igh  l o g l i k e l i h o o d  r a t i o  seems t o  i n d i c a t e  a  very good f i t .  
Also t h e  s l o p e  and i n t e r c e p t  of t h e  r e g r e s s i o n  l i n e  a r e  very 
c l o s e  t o  one and ze ro ,  r e s p e c t i v e l y ,  where they  belong.  The cor -  
r e l a t i o n  c o e f f i c i e n t  and t h e  r 2 - s t a t i s t i c ,  t o o ,  convey a  c l o s e  
correspondence between observed and p r e d i c t e d  t r i p s .  However, 
t h e  mean average percen tage  e r r o r  could be l e s s  f o r  a  doubly 
cons t r a ined  model. 
s p e c i f y  i n p u t  d a t a :  
e n t e r  no .  of o r i g i n s  ( d e c i s i o n m a k e r  g r o u p s )  
10 
e n t e r  no .  o f  d e s t i n a t i o n s  ( a l t e r n a t i v e s )  
10 
e n t e r  no .  o f  a t t r i b u t e s  o f  a l t e r n a t i v e s  
0 
e n t e r  no .  o f  t r i p  ( d i s t a n c e )  a t t r i b u t e s  
2 
s p e c i f y  model  d a t a :  
s e l e c t  mode l  t y p e :  
1 u n c o n s t r a i n e d  ( c o d )  
2 p r o d u c t  i on - cons t  r a i n e d  ( a o )  
3 p r o d u c t  ion-co  ns t  r a i n e d  ( a o d  ) 
4 a t t r a c t  ion-co n s t  r a i n e d  (bd  ) 
5 a t t r a c t  i o n - c o n s t  r a i n e d  (bod  ) 
6 d o u b l y  cons t  r a i n e d  ( abod  ) 
6 
s p e c i f y  o r i g i n s :  
1 t a k e  f rom i n p u t  o r i g i n s  
2 a g g r e g a t e  f r om o b s e r v e d  t r i p s  ( c h o i c e s )  
2 
s p e c i f y  d e s t i n a t i o n s :  
1 t a k e  f rom i n p u t  d e s t i n a t i o n s  
2 a g g r e g a t e  f rom o b s e r v e d  t r i p s  ( c h o i c e s )  
3 L 
a t t r i b u t e  s e l e c t  i o n ?  
n  
e n t e r  s t a r t  v e c t o r  b e t a :  2 n u m b e r ( s )  
0 ,o 
s e l e c t  one:  
1 s t o p  a f t e r  i n t e r m e d i a t e  s t e p s  
2 c o n t i n u e  u n t i l  f i n a l  s o l u t i o n  
Z 
it ras change b e t a  1 b e t a  2 
1 1 8.8903 -6.7484 -2.1419 
2 6 0.9479 -7.0615 -2.7768 
3 4 0.1464 -7.0589 -2.9205 
4 3 0.0221 -7.0567 -2.9404 
5 2 0 -0028 -7.0564 -2.9429 
6 2 0.0004 -7.0563 -2.9432 
7 1 0 .OOOO -7.0563 -2.9433 
g r a d i e n t  s e a r c h  t e r m i n a t e d  a t  i t e r a t i o n  7 
p a r a m e t e r  c h a n g e s  l e s s  t h a n  s p e c i f i e d  l i m i t  
d o u b l y  c o n s t r a i n e d  mode l  (abod  ) : 
b e t a  1 ( 1 . e-02) . . . . . . . . .  -7.0563 
b e t a  2 ( I  .e-02) . . . . . . . . .  -2.9433 
Figure 5 .  Cal ib ra t ion  of small model. 
s e l e c t  o n e :  
1 new s t a r t  v e c t o r  b e t a  
2  r e p e a t  w i t h  p r e s e n t  b a l a n c i n g  f a c t o r  (s ) 
3 s t a t i s t i c s  
4  c o n t i n u e  u n t i l  f i n a l  s o l u t i o n  
5 e x i t  
3 
t o t a l s  and means:  o b s e r v e d  p r e d i c t e d  
o b s e r v a t i o n s  . . . . .  1 0 0  1 0 0  
t r i p s  ( c h o i c e s )  . . . .  198329  198329  
. .  t r i p s / o b s e r v a t i o n .  1 9 8 3 . 2 9  1983 .29  
mean o f  a t t r i b u t e  1 . . 29 .932  29 .932  
mean o f  a t t r i b u t e  2  . . 20 .068  20 .068  
s t a t i s t i c s :  
l o g l i k e l i h o o d  r a t i o  . . . . . . .  0.9971 
s l o p e  . . . . . . . . . . . . . .  1 .0021 
i n t e r c e p t  . . . . . .  -4 .14 
c o r r e l a t i o n  c o e f f i c i e n t  r 0 .9892  . . . .  
r - s q u a r e d  . . . . . . . . . . . .  0  9784 
t o f  r - s q u a r e d  . . . . . . . . .  6 6 . 7 0  
mean a b s o l u t e  p e r c e n t a g e  e r r o r  . 1 3 . 4 6  
s e l e c t  one: 
1 new s t a r t  v e c t o r  b e t a  
2  r e p e a t  w i t h  p r e s e n t  b a l a n c i n g  f a c t o r  (s ) 
3 s t a t i s t i c s  
4  c o n t i n u e  u n t i l  f i n a l  s o l u t i o r  
5 e x i t  
5 
o u t p u t ?  
Y 
a n o t h e r  t r y ?  
n  
Figu re  5 .  Continued.  
I n  Table  2 ,  observed and p r e d i c t e d  t r i p s  a r e  compared. A s  
s p e c i f i e d  i n  t h e  c o n s t r a i n t s ,  row and column t o t a l s  of  bo th  t r i p  
t a b l e s  a r e  e q u a l  ( e x c e p t  f o r  round-off e r r o r s  d u r i n g  p r i n t o u t ) .  
However, a  flow-by-flow comparison between observed and p r e d i c t e d  
t r i p s  r e v e a l s  t h a t  t h e  p r e d i c t i v e  power of  t h e  c a l i b r a t e d  model, 
d e s p i t e  most goodness -of - f i t  s t a t i s t i c s  be ing  e x c e l l e n t ,  i s  
no more than  s a t i s f a c t o r y .  Th i s  s u g g e s t s  c a u t i o n  towards most 
goodness -of - f i t  s t a t i s t i c s  of  s p a t i a l  i n t e r a c t i o n  models excep t  
t h e  MAPE s t a t i s t i c .  Th i s  view h a s  been exp re s sed  a l s o  by o t h e r  
r e s e a r c h e r s  (see, f o r  i n s t a n c e ,  Smith and Hutchinson 1 9 7 9 ) .  
4.3 More Models 
I n  a s i m i l a r  way a s  demonstra ted  w i t h  t h e  s m a l l  model, t h e  
program was t e s t e d  w i th  a v a r i e t y  of zona l  sys tems,  numbers of  
a t t r i b u t e s ,  and model t ypes .  I n  p a r t i c u l a r ,  it was i n v e s t i g a t e d  
how s e n s i t i v e  t h e  c a l i b r a t i o n  r e s u l t s  a r e  t o  v a r i a t i o n s  i n  zones ,  
a t t r i b u t e s ,  o r  model t y p e ,  keeping e v e r y t h i n g  else e q u a l .  The 
r e s u l t s  of  t h e s e  exper iments  a r e  summarized i n  Tab les  3-6. 
I n  t h e  f i r s t  exper iment ,  one model t y p e ,  Model 6 (ABOD), 
was t e s t e d  w i t h  d i f f e r e n t  zona l  systems and between one and 
f o u r  a t t r i b u t e s .  It  may be  r e c o l l e c t e d  t h a t  t h e  t h r e e  zona l  
systems used a r e  n o t  r e a l l y  d i f f e r e n t ,  b u t  t h a t  t h e  t w o  s m a l l e r  
ones  are s u b s e t s  of  t h e  30-zone system. Table  3 shows t h e  
parameter  v a l u e s  e s t i m a t e d  i n  t h e  c a l i b r a t i o n ,  and Table  4 shows 
s e l e c t e d  goodness -of - f i t  measures a s s o c i a t e d  w i t h  them. 
It  can be observed t h a t  adding more a t t r i b u t e s  t o  t h e  model 
i n  g e n e r a l  i n c r e a s e s  i t s  exp lana to ry  power, b u t  n o t  i n  a l l  c a s e s .  
Most o f t e n ,  a  c o n s i d e r a b l e  improvement i n  f i t  i s  ach ieved  by 
adding t h e  second a t t r i b u t e ,  b u t  on ly  very  l i t t l e  i s  c o n t r i b u t e d  
by t h e  t h i r d  and f o u r t h  one .  The paramete rs  of t h r e e  of t h e  
f o u r  a t t r i b u t e s  always have t h e  expected n e g a t i v e  s i g n ,  whi le  
t h e  paramete rs  of t h e  t h i r d  a t t r i b u t e ,  obv ious ly  due t o  i n t e r -  
a c t i o n s  between t h e  a t t r i b u t e s ,  always t u r n  o u t  t o  be  p o s i t i v e .  
T h i s  is  d i s t u r b i n g ,  s i n c e  t h i s  a t t r i b u t e  r e p r e s e n t s  p u b l i c  
t r a n s p o r t  f a r e s .  
Table 2. Calibration results of small model: observed versus predicted trips. 
Observed trips 
Predicted trips I 
Table  3 .  C a l i b r a t i o n  r e s u l t s  o f  Model 6 (ABOD) f o r  d i f f e r e n t  
zona l  sys tems:  pa ramete r s .  
Number o f  Number of b e t a  1 b e t a  2 b e t a  3 b e t a  4 
zones  a t t r i b u t e s  x 0.01 x 0.01 x 0.1 X 0.1  
Table  4 .  C a l i b r a t i o n  r e s u l t s  o f  Model 6 (ABOD) f o r  d i f f e r e n t  
zona l  sys tems:  s t a t i s t i c s .  
Number of Number of 
zones a t t r i b u t e s  LLR Slope I n t e r c e p t  r 
2 W E  
Table 5. Calibration results of different model types for 
30-zone system: parameters. 
Number o f  b e t a  1 b e t a  2 b e t a  3 b e t a  4 
Model a t  t r i b u t e s  X 0 . 0 1  X 0.01 X 0 . 1  X 0 .1  
1 (COD) 1 -7.6210 
2 -7.0815 -1.0815 
3 (AOD) 1 -9.1192 
2 -6.0140 -8.0077 
5 (BOD) 1 -8.3357 
2 -6.5403 -4.6992 
3 -5.8937 -3.7171 -5.7258 
4 -6 .809 7 +2.854 1 + O .  1330 - 1  1.8827 
6 (ABOD) 1 
2 
3 
4 
Table 6. Calibration results of different model types for 
30-zone system: statistics. 
Number of 
Mode 1 a t t r i b u t e s  LLR Slope In t e rcep t  r 2 MAPE 
1 (COD) 1 
3 (AOD) 1 
5 (BOD) 1 
2 
3 
4 
6 (ABOD) 1 0.9936 1.0127 -12.25 0 .9949 17.43 
2 0.9956 1.0070 -6.72 0 .9973  13.01 
3 0.9956 1.0072 -6.97 0 .9973  13.10 
4 0.9956 1 .0088 -8.48 0 .9973  13.06 
A s  may be expected,  t h e  parameter va lues  change i f  more 
a t t r i b u t e s  a r e  added t o  t h e  model. However, t hey  a l s o  change 
when more zones a r e  added t o  t h e  s p a t i a l  system. This  i s  no 
less d i s t u r b i n g ,  s i n c e  it means t h a t  e i t h e r  d i f f e r e n t  s p a t i a l  
behavior  i s  p r e s e n t  i n  d i f f e r e n t  p a r t s  of  t h e  urban r eg ion  o r  
t h a t  t h e  s p a t i a l  d e t e r r e n c e  func t ion  of t h i s  k ind  of  model i s  
dependent on t h e  t r i p  l e n g t h  d i s t r i b u t i o n  i n  t h e  system, o r  both .  
I n  t h e  second experiment,  n o t  t h e  system s i z e ,  b u t  t h e  
model type  was v a r i e d .  Now a l l  s i x  model t ypes  of  F igure  1 
were a p p l i e d  t o  t h e  f u l l  30-zone system. Tables  5 and 6  sum- 
marize  t h e  r e s u l t s  of t h e s e  c a l i b r a t i o n s .  
I t  can be  seen t h a t  t h e  d i f f e r e n t  c o n s t r a i n t s  imposed by 
t h e  d i f f e r e n t  models have an even s t r o n g e r  e f f e c t  on t h e  param- 
eter v a l u e s  t han  changes of t h e  zonal  system. Now t h e  parameters  
of  some a t t r i b u t e s  even change t h e i r  s i g n .  Moreover, t h e  magni- 
t u d e s  of t h e  same parameters  d i f f e r  cons iderab ly  between model 
t ypes .  Not s u r p r i s i n g l y ,  t h e  goodness-of-f i t  measures achieved 
wi th  t h e  s i x  models d i f f e r  widely .  The model t ype  consuming 
t h e  maximum amount o f  exogenous in format ion ,  Model 6  (ABOD),  
i s  t h e  most s u c c e s s f u l  i n  reproducing t h e  observed t r i p  mat r ix ,  
whi le  t h e  model t h a t  u se s  t h e  l e a s t  such in format ion ,  Model 1 
( C O D ) ,  performs wors t .  This  conforms wi th  t h e  f i n d i n g s  o f  
Openshaw (1976) . A s  i n  t h e  f i r s t  experiment,  t h e  most s e n s i t i v e  
goodness-of-f i t  measure seems t o  be t h e  MAPE s t a t i s t i c ,  which 
v a r i e s  between 13 p e r c e n t  f o r  t h e  two-parameter ABOD model and 
58 p e r c e n t  f o r  t h e  one-parameter COD model, o r  by a  r a t i o  of 
a lmost  1 : 5 .  
The r e s u l t s  of bo th  experiments a r e  r a t h e r  dep re s s ing .  
They say t h a t  t h e  p r e c i s i o n  wi th  which t h e  model parameters  
a r e  e s t ima ted  i n  t h e  c a l i b r a t i o n  procedure  i s  a  spu r ious  one. 
I n  f a c t ,  t h e  e s t ima ted  parameters  a r e  more l i k e l y  t o  be an 
a r t e f a c t  of  t h e  a c c i d e n t a l  combination of  zones, a t t r i b u t e s ,  
and c o n s t r a i n t s  than  a  t r u e  r e p r e s e n t a t i o n  of s p a t i a l  behavior .  
I f  t h i s  i s  c o r r e c t ,  t h e  u se fu lnes s  of models e s t ima ted  by 
t h e s e  (and s i m i l a r )  t echniques  would be  s e v e r e l y  l i m i t e d .  For 
f o r e c a s t i n g  purposes ,  t hey  would only  be a p p l i c a b l e  i f  no major 
changes i n  t h e  zones ,  a t t r i b u t e s ,  o r  c o n s t r a i n t s  occu r r ed  i n  
t h e  f o r e c a s t i n g  period-a ve ry  u n l i k e l y  and u n i n t e r e s t i n g  c a s e .  
They would b e  comple te ly  u s e l e s s  where t h e  impac t s  of  major  
changes o f  t h e  model environment a r e  t h e  o b j e c t  o f  i n v e s t i g a -  
t i o n .  For i n s t a n c e ,  f o r e c a s t i n g  t h e  impac t s  of  r i s i n g  g a s o l i n e  
p r i c e s  on r e s i d e n t i a l  l o c a t i o n  u s ing  t h e  four-parameter  Model 3 
(AOD) would l e a d  t o  s t r a n g e  r e s u l t s ,  s i n c e  i n  t h i s  model c a r  
t r i p  c o s t s  happen t o  f i g u r e  p o s i t i v e l y .  Even t h e  c r u d e s t  
h e u r i s t i c  c h o i c e  o f  pa ramete r  v a l u e s  guided by common s e n s e  
( e . g . ,  eq u a l  we igh t ing  o f  a t t r i b u t e s )  would l e a d  t o  a  more 
p l a u s i b l e  f o r e c a s t !  
4 . 4  Program Performance 
Throughout t h e  above exper iments ,  LOGIT proved t o  be a 
r e l i a b l e  and e f f i c i e n t  program. I n  a l l  c a s e s ,  t h e  program 
reached  convergence even from remote s t a r t i n g  v a l u e s .  The 
program never  needed t o  a s k  f o r  a  new s t a r t  v e c t o r .  
The number o f  i t e r a t i o n s  r e q u i r e d  f o r  each  c a l i b r a t i o n  i s  
comparable t o  numbers r e p o r t e d  by o t h e r  a u t h o r s  ( B a t t y  1976; 
van E s t  and van S e t t e n  1 977 ) .  Remarkably, t h e  number of  i t e r a -  
t i o n s  was found t o  be a l mos t  independen t  of  t h e  s t a r t i n g  v a l u e s  
s e l e c t e d  o r  of t h e  number of  zones o r  a t t r i b u t e s .  However, i n  
t h e  model t y p e s  4 th rough  6 r e q u i r i n g  t h e  c a l c u l a t i o n  o f  ba l anc ing  
f a c t o r s  i n  t h e  RAS procedure ,  t h e  number o f  i t e r a t i o n s  i n c r e a s e s  
w i t h  t h e  number of  a t t r i b u t e s  and w i t h  t h e  number o f  zones.  
The l a r g e s t  number o f  i t e r a t i o n s  was r e q u i r e d  f o r  t h e  doubly 
c o n s t r a i n e d  Model 6 (ABOD) . 
Table  7 summarizes t h e  performance of  t h e  program f o r  Model 
3 (AOD) and Model 6 (Ai30D) w i t h  t h e  t h r e e  zona l  sys tems  used i n  
t h e  exper iments .  I n  a l l  c a s e s ,  z e r o s  w e r e  e n t e r e d  a s  s t a r t i n g  
v a l u e s .  The t a b l e  shows f o r  each model and each  combinat ion 
of  zones and a t t r i b u t e s  t h e  number of  i t e r a t i o n s  and t h e  computing 
t i m e .  The computing t i m e  i n c l u d e s  t h e  t i m e  f o r  r e a d i n g  t h e  i n p u t  
f i l e  and w r i t i n g  t h e  o u t p u t  f i l e s  and r e p r e s e n t s  p r o c e s s i n g  t i m e  
i n  seconds  on t h e  IIASA VAX 11/780 computer.  The VAX i s  r e p o r t e d  
t o  be  abou t  f o u r  t i m e s  s lower  t han  t h e  IBM/370-168. The Model 3 
r e s u l t s  a r e  r e p r e s e n t a t i v e  a l s o  f o r  Models 1 (COD) and 2 (AO) , 
w h i l e  t h e  r e s u l t s  f o r  Models 4 ( B D )  and 5 (BOD) l i e  between 
t h e  r e s u l t s  l i s t e d  f o r  Models 3 and 6 .  
A t  t h e  beg inn ing  o f  t h e  exper iments ,  t h e  program converged 
much s lower  i n  t h e  four-parameter  ABOD model, r e g a r d l e s s  o f  
t h e  number of  zones .  Equa l ly  slow convergence was observed when 
a t t r i b u t e  4 was e n t e r e d  a s  t h e  o n l y  a t t r i b u t e .  A c l o s e r  inspec-  
t i o n  o f  t h e  t r a v e l  c o s t  m a t r i x  o f  a t t r i b u t e  4 r e v e a l e d  t h a t  
e x c e s s i v e l y  h i g h  pa rk ing  f e e s  had been assumed f o r  zone 1 ,  t h e  
c e n t r a l  b u s i n e s s  d i s t r i c t ,  producing ext reme imbalances  i n  t h e  
c o s t  ma t r i x .  A f t e r  t h e s e  d i s t o r t i o n s  had been removed, a t t r i b u t e  
4 behaved r ea sonab ly .  
Table  7 .  Number o f  i t e r a t i o n s  and computing t i m e  of Models 3 
(AOD) and 6 (ABOD) f o r  d i f f e r e n t  zona l  sys tems and 
numbers o f  a t t r i b u t e s .  
Model 3 (AOD) Model 6 (ABOD) 
Number of Number of Number of Number of 
zones a t t r i b u t e s  i t e r a t i o n s  Time i t e r a t i o n s  a a Time 
a process ing  t i m e  on t h e  IIASA VAX 111780 computer i n  seconds 
CONCLUSIONS 
I n  t h i s  p a p e r ,  a  r e l i a b l e  and e f f i c i e n t  computer program 
f o r  e s t i m a t i n g  s p a t i a l  c h o i c e  models w i t h  m u l t i a t t r i b u t e  u t i l i -  
t ies  h a s  been p r e s e n t e d .  The a p p l i c a t i o n  o f  t h i s  program f o r  
a  wide r an g e  o f  s p a t i a l  sys tems ,  a t t r i b u t e s ,  and model t y p e s  
h a s  been demonst ra ted .  However, t h e  exper iments  a l s o  r e v e a l e d  
s e r i o u s  problems connected  w i t h  t h e  s t a b i l i t y  and i n t e r p r e t a -  
b i l i t y  o f  t h e  pa ramete r  e s t i m a t e s  i n  t h e  f a c e  o f  changing model 
environments  and i n  t h e  p r e sence  o f  i n t e r a c t i o n s  among a t t r i b u t e s .  
Two, pe rhaps  complementary, s t r a t e g i e s  f o r  f u r t h e r  r e s e a r c h  
may be d e r i v e d  from t h e s e  r e s u l t s .  One s t r a t e g y  would go i n  
t h e  d i r e c t i o n  of  f u r t h e r  r e f i nemen t  o f  t h e  models and t h e i r  
c a l i b r a t i o n .  One i m p o r t an t  i s s u e  under t h i s  s t r a t e g y  r e l a t e s  t o  
feedbacks  t h a t  e x i s t  between demand v a r i a b l e s ,  such a s  t r i p  
d i s t r i b u t i o n  o r  l o c a t i o n a l  c h o i c e ,  on t h e  one  hand,  and supp ly  
c o n s t r a i n t s  i n  t h e  i n t e r a c t i o n s ,  such a s  highway c o n g e s t i o n ,  on 
t h e  o t h e r  hand. I n  t h e  a p p l i c a t i o n  p r e s e n t e d  t h i s  would mean 
t o  f e e d  t h e  e s t i m a t e d  model pa ramete r s  back i n t o  t h e  conges t ion-  
s e n s i t i v e  t r a n s p o r t  model used t o  de te rmine  t r a v e l  t i m e s  and 
t r a v e l  c o s t s .  I d e a l l y ,  t h e  t r a n s p o r t  model would, f o r  a  g iven  
se t  o f  p a r am e t e r s ,  s i m u l t aneous ly  s o l v e  t h e  t r i p  d i s t r i b u t i o n  
and t r i p  ass ignment  problem under g iven  l i n k  c a p a c i t y  c o n s t r a i n t s  
y i e l d i n g  e q u i l i b r i u m  t r a v e l  t i m e s  and costs.  Algor i thms t h a t  
do t h i s  c o n s i s t e n t l y  and e f f i c i e n t l y  have been a v a i l a b l e  f o r  
some t i m e  (Evans 1976; F l o r i a n  and Nguyen 1977 ) .  I f  t h e  e q u i l -  
i b r i u m  t r a v e l  t i m e s  and c o s t s  a r e  used t o  r e c a l i b r a t e  t h e  model 
w i t h  t h e  LOGIT program, a  d i f f e r e n t  set  of  model pa ramete r s  may 
r e s u l t .  These t h e n  can  a g a i n  be  f e d  i n t o  t h e  t r a n s p o r t  model, 
and s o  on u n t i l  t h e  p r o c e s s  converges ,  i . e . ,  t r u e  e q u i l i b r i u m  
model pa ramete r s  and t r a v e l  t i m e s  and c o s t s  a r e  d e r i v e d .  Such 
a  p rocedure  h a s  been su g ges t ed ,  f o r  i n s t a n c e ,  by Boyce e t  a l .  
( 1 9 8 1 ) .  
However, it remains  t o  be s een  i f  such a  compl ica ted  pro-  
c e d u r e  would indeed  s u b s t a n t i a l l y  improve t h e  e x p l a n a t o r y  power 
o f  t h i s  k i n d  o f  models .  The r e s u l t s  of  t h e  two exper iments  
p r e s e n t e d  i n  t h e  p r eced i ng  s e c t i o n  s u g g e s t  a  r a t h e r  c a u t i o u s  
view on t h i s  ma t t e r .  Therefore ,  a  second r e s e a r c h  s t r a t e g y  may 
a l s o  be pursued t h a t ,  _ i n s t e a d  of  g e t t i n g  t h e  maximum f i t  o u t  
of t h e  d a t a  a s  t hey  a r e ,  seeks  t o  improve t h e  model by r e s p e c i -  
f y i n g  t h e  d a t a .  This  would i n c l u d e  exper imenta t ion  wi th  less 
r i g o r o u s ,  bu t  more behav io ra l ly  o r i e n t e d  methods f o r  a t t r i b u t e  
s e l e c t i o n ,  t r ans fo rma t ion ,  and aggrega t ion  making use  of judg- 
ment, p l a u s i b i l i t y  c o n s i d e r a t i o n s ,  and s e n s i t i v i t y  a n a l y s i s .  
It can be shown t h a t  c a l i b r a t i o n  r e s u l t s  achieved wi th  such 
" s o f t e r "  methods can be  comparable o r  even b e t t e r  than  r e s u l t s  
d e r i v e d  from r i g o r o u s  s t a t i s t i c a l  e s t i m a t i o n  ( c f .  Wegener 1 9 8 1 ) .  
It i s  hoped t h a t  by combining s o f t  c a l i b r a t i o n  methods wi th  
e f f i c i e n t  s t a t i s t i c a l  t echniques  l i k e  t h e  one p re sen ted  i n  t h i s  
paper ,  more meaningful  and c o n s i s t e n t  models, which a l s o  make 
b e t t e r  p r e d i c t i o n s ,  can be developed. 
REFERENCES 
Anas, A. (1975) Empirical Calibration and Testing of a Simula- 
tion Model of Residential Location. Environment and 
Planning  A 7:899-920. 
Anas, A. (1981) D i s c r e t e  Choice Theory ,  I n f o r m a t i o n  Theory ,  and 
t h e  Mul t inomia l  L o g i t  and G r a v i t y  Models .  Paper presented 
at the North American Meetings of the Regional Science 
Association, Montreal. 
Bard, Y. (1974) Nonl inear  Parameter E s t i m a t i o n .  New York: 
Academic Press. 
Batty, M. (1 976) Urban Mode l l ing :  Algo ,r i thms ,  C a l i b r a t i o n ,  
P r e d i c t i o n s .  Cambridge: Cambridge University Press. 
Batty, M., and S. Mackie (1972) The Calibration of,Gravity, 
Entropy, and Related Models of Spatial Interaction/ 
Environment  and Planning  4:205-233. 
Boyce, D.E., L.J. LeBlanc, K.S. Chon, Y.L. Lee, and K.T. Lin 
(1981) Combined Models o f  L o c a t i o n ,  D e s t i n a t i o n ,  Mode and 
Route  Cho ice :  I m p l e m e n t a t i o n  I s s u e s  R e l a t e d  t o  a  G e n e r a l i z e d  
A l g o r i t h m .  Publication No. 4. Urbana, Illinois: Depart- 
ment of Civil Engineering, University of Illinois at 
Urbana-Champaign. 
Brotchie, J.F., J.W. Dickey, and R. Sharpe (1980) TOPAZ - 
General  Planning  Technique  and i t s  A p p l i c a t i o n s  a t  t h e  
R e g i o n a l ,  Urban, and F a c i l i t y  Planning  L e v e l s .  Berlin/ 
Heidelberg/New York: Springer Verlag. 
Churchhouse, R.F., ed. (1981) Handbook o f  A p p l i c a b l e  Mathematics ,  
0 2 .  I :  Numerical Methods. New York: Wiley. 
Domencich, F.A., and D. McFadden (1975) Urban T r a v e l  Demand. 
Amsterdam: North Holland. 
Evans, A.W. (1971) The Calibration of Trip Distribution Models 
with Exponential or Similar Cost Functions. T r a n s p o r t a t i o n  
Research 5: 15-38. 
Evans, S.P. (1976) Derivation and Analysis of Some Models for 
Combining Trip Distribution and Assignment. T r a n s p o r t a t i o n  
Research  10:37-57. 
Florian, M., and S. Nguyen (1977) A Combined Trip Distribution, 
Model Split and Trip Assignment Model. T r a n s p o r t a t i o n  
Research  12:241-246. 
Foot, D. (1981) Opera t iona l  Urban Models. London: Methuen. 
Hyman, G.M. (1969) The Calibration of Trip Distribution Models. 
Environment and Planning 1:105-112. 
Lakshmanan, T.R., and W.G. Hansen (1965) A Retail Market Potential 
Model. Journal  o f  t h e  American I n s t i t u t e  o f  Planners  31: 
134-143. 
Luce, R.D. (1959) I n d i v i d u a l  Choice Behavior .  New York: Wiley. 
Manski, C.F., and D. McFadden, eds. (1981) S t r u c t u r a l  A n a l y s i s  
o f  D i s c r e t e  Data w i t h  Econometric A p p l i c a t i o n s .  Cambridge, 
Mass. : MIT Press. 
McFadden, D. (1973) Conditional Logit Analysis of Qualitative 
Choice Behavior. Pages 105-142 in, F r o n t i e r s  i n  Econo- 
m e t r i c s ,  edited by P. Zarembka. New York: Academic Press. 
Openshaw, S. (1976) An Empirical Study of Some Spatial Inter- 
action Models. Environment and Planning A 8:23-41. 
Openshaw, S. (1979) Alternative Methods of Estimating Spatial 
Interactions Models: An Empirical Study of Performance 
in Short Term Forecasting. Pages 201-225 in, Explora tory  
and Explanatory  S t a t i s t i c a l  A n a l y s i s  o f  S p a t i a l  Data, 
edited by C.P.A. Bartels and R.H. Ketellaper. Leiden: 
M. Nijhoff. 
Putman, S.H. (1980) Calibrating Urban Residential Models 3: 
Empirical Results for Non-US Cities. Environment and 
Planning A 12:813-827. 
Putman, S.H., and F. Ducca (1978a) Calibrating Urban Residential 
Models 1: Procedures and Strategies. Environment and 
Planning A 10:633-650. 
Putman, S.H., and F. Ducca (1978b) C a l i b r a t i n g  Urban R e s i d e n t i a l  
Models 2 :  Empi r i ca l  R e s u l t s .  Environment  and Planning  A 
1O:lOOl-1014. 
Smith, D.P., and B.G.  Hutchinson (1979) Goodness o f  F i t  S t a t i s t i c s  
f o r  T r i p  D i s t r i b u t i o n  Models.  Working Paper .  Water loo,  
Onta r io :  Department of C i v i l  Engineer ing ,  U n i v e r s i t y  o f  
Waterloo. 
S n i c k a r s ,  F . ,  and J . W .  Weibul l  (1977) A Minimum Informat ion  
P r i n c i p l e :  Theory and P r a c t i c e .  Reg iona l  S c i e n c e  and 
Urban Economics 7:137-168. 
Schwet l i ck ,  H .  (1979) Numerische ~ b ' s u n g  n i c h t l i n e a r e r  G l e i c h -  
ungen (Numerical  S o l u t i o n  of  Nonl inear  E q u a t i o n s ) .  
Miinchen/Wien: Oldenbourg. 
S tone ,  R . ,  ed .  (1963) Inpu t -Ou tpu t  R e l a t i o n s  1954-1966. London: 
Chapman and H a l l .  
S tophe r ,  R . R . ,  and A.H.  Meyburg (1979) Survey  S a m p l i n g  and 
M u l t i v a r i a t e  A n a l y s i s  f o r  S o c i a l  S c i e n t i s t s  and E n g i n e e r s .  
Lexington,  Mass.: Lexington Books. 
Tanner,  J . C .  (1961) F a c t o r s  A f f e c t i n g  t h e  Amount o f  T r a v e l .  
Road Research Labora to ry  Technica l  Paper No. 51. London: 
H.M.S.O. 
van E s t ,  J . ,  and J.  van S e t t e n  (1977) C a l i b r a t i o n  Methods: 
A p p l i c a t i o n  f o r  some S p a t i a l  D i s t r i b u t i o n  Models .  Working 
Paper No. 6 .  D e l f t :  Research Cente r  f o r  P h y s i c a l  
Planning TNO . 
van E s t ,  J . ,  and J.  van S e t t e n  (1978) Two Es t ima t ion  Methods 
f o r  .S ingly  Cons t r a ined  S p a t i a l  D i s t r i b u t i o n  Models. Pages 
2-16 i n ,  E x p l o r a t o r y  and Exp lana tory  S t a t i s t i c a l  A n a l y s i s  
o f  S p a t i a l  Data,  e d i t e d  by G.P.A. B a r t e l s  and R . H .  K e t e l -  
l a p e r .  Leiden:  M .  N i j h o f f .  
van L i e rop ,  W . ,  and P. Nijkamp (1981) Disaggrega te  Models o f  
Choice i n  a  S p a t i a l  C o n t e x t .  ~ e s e a r c h  Memorandum 1981-4. 
Amsterdam: Department of  Economics, F ree  U n i v e r s i t y .  
Wegener, M. (1981) A S i m u l a t i o n  S tudy  o f  Movement i n  t h e  Dortmund 
Housing Marke t .  Paper  p r e s e n t e d  a t  t h e  I n t e r n a t i o n a l  
Seminar on Migra t ion  and Small  Area Popu la t i on  F o r e c a s t i n g ,  
Rotterdam (for thcoming i n  T i j d s c h r i f t  voor  Economische 
en S o c i a l e  G e o g r a f i e )  . 
Wegener, M .  (1982) A s p e c t s  o f  Urban D e c l i n e :  Exper imen t s  w i t h  
A M u l t i l e v e l  Economic-Demographic Model f o r  t h e  Dortmund 
Region .  WP-82-17. Laxenburg, A u s t r i a :  I n t e r n a t i o n a l  
I n s t i t u t e  f o r  Applied Systems Ana lys i s .  
Willekens, F. (1980) Entropy, Multiproportional Adjustment 
and Analysis of Contingency Tables. S i s t e m i  Urbani 2/3: 
171-201. 
Willekens, F., A. ~ 6 r ,  and R. Raquillet (1979) Entropy ,  M u l t i -  
p r o p o r t i o n a l ,  and Q u a d r a t i c  Techn iques  f o r  I n f e r r i n g  
D e t a i l e d  M i g r a t i o n  P a t t e r n s  from Aggregate  Data.  Mathe- 
m a t i c a l  T h e o r i e s ,  A l g o r i t h m s ,  A p p l i c a t i o n s ,  and Computer 
Programs. WP-79-88. Laxenburg, Austria: International 
Institute for Applied Systems Analysis. 
Williams, H.C.W.L. (1977) On the Formation of Travel Demand 
Models and Economic Evaluation Measures of User Benefit. 
Environment  and Planning  A 9:285-344. 
Wilson, A.G. (1970) Entropy i n  Urban and Reg iona l  M o d e l l i n g .  
London : Pion. 
Wilson, A.G. (1974) Urban and Reg iona l  Models i n  Geography and 
P lann ing .  London: Wiley. 
APPENDIX: Fortran Listing of the LOGIT Program 
c program l o g i t  
C 
c e s t i m a t i o n  o f  t h e  p a r a m e t e r s  
c o f  a m u l t i n o m i a l  l o g i t  model  
c w i t h  m a r g i n a l  c o n s t r a i n t s  
c and m u l t  i a t t r i b u t e  u t i l i t i e s  
C 
c a u t h o r s :  m i c h a e l  w e g e n e r  
c f r i e d r  i ch g r a e f  
c d a t e :  14 j u l y  1 9 8 2  
C 
d i m e n s i o n  mv(8)  , b f  ( 8 )  
C 
c h a r a c t  e r * l  m a ,  no 
C 
d a t a  no / ' n ' /  
C 
c a l l  i d a t  ( n t  , n a ,  nx, mv, b f )  
mm = 0  
1 0  mm = mm+l 
c a l l  mdat (mm,mc, m t  , n t  , n a ,  m ,  mx, mv) 
c a l l  e  ca l (mm,  n c ,  m t  , n t  , n a ,  mx, mv , b f  ) 
w r i t e  ( 6 , 6 0 0 0 )  
r e a d  ( 5 , 5 0 0 0 )  m a  
i f  ( m a . n e . n o )  g o t o  10 
s t o p  
C 
5000  f o r m a t  (a1 ) 
6000  f o r m a t  ( '  a n o t h e r  t r y ? '  ) 
e n d  
s u b r o u t i n e  i d a t  ( n t  , n a ,  n x ,  mv, b f  ) 
C 
c s p e c i f y i n g  t h e  i n p u t  d a t a  
C 
d i m e n s  i o n  nv ( 8 ) ,  b f  ( 8 )  
C 
w r i t e  ( 6 , 6 0 0 0 )  
w r i t e  ( 6 , 6 0 1  0 )  
r e a d  ( 5 , * )  n t  
w r i t e  ( 6 , 6 0 2 0 )  
r e a d  ( 5 , * )  n a  
w r i t e  ( 6 , 6 0 3 0 )  
r e a d  ( 5 , * )  nx  ' 
w r i t e  ( 6 , 6 0 4 0 3  
r e a d  ( 5 , * )  n x i j  
c a l l  i p u t ( n t , n a , m j , n x i j , m v )  
nx = n x j + n x i j  
c a l l  n o r m ( n t , n a , n x , b f )  
r e t u r n  
C 
6000  f o r m a t  ( ' s p e c i f y  i n p u t  d a t a :  ' )  
6010  f o r m a t  ( '  e n t e r  n o .  o f  o r i g i n s  ( d e c i s i o n m a k e r  g r o u p s ) '  ) 
6020 f o r n a t  ( '  e n t e r  n o .  o f  d e s t  i n a t i c n s  ( a l t e r n a t i v e s ) '  ) 
6030 f o r n a t  ( '  e n t e r  n o .  o f  a t t r i b u t e s  o f  a l t e r n a t i v e s ' )  
6040  f o r m a t  ( '  e n t e r  n o .  o f  t r i p  ( d i s t a n c e )  a t t r i b u t e s ' )  
e n d  















