Abstract-We examine the question of how to choose a spacevarying filterbank tree representation that minimizes some additive cost function for an image. The idea is that for a particular cost function, e.g., energy compaction or quantization distortion, some tree structures perform better than others. While the wavelet tree represents a good choice for many signals, it is generally outperformed by the best tree from the library of wavelet packet frequency-selective trees. The recently introduced double-tree library of bases performs better still, by allowing different wavelet packet trees over all binary spatial segments of the image. We build on this foundation and present efficient new pruning algorithms for both one-and two-dimensional (1-D and 2-D) trees that will find the best basis from a library that is many times larger than the library of the single-tree or double-tree algorithms. The augmentation of the library of bases overcomes the constrained nature of the spatial variation in the double-tree bases, and is a significant enhancement in practice.
I. INTRODUCTION
M ANY signal compression techniques exploit the fact that transforming the original signal using some linear coordinate transformation can be advantageous. Let denote the signal vector, and a linear transformation, then is often easier to compress than . For example, in transform and subband coding, quantizing often introduces less error than quantizing [1] - [4] . More formally, given a metric Cost which measures the difficulty in compression, if Cost Cost then it makes sense to deal with the transformed vector rather than . An example of such a metric is rate plus times the distortion of a quantized version of the vector.
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Publisher Item Identifier S 1057-7149(97) 06239-8. strategy for the elements of , such that Cost will be small on the average. Often the strategy for allocating bits to the elements of will be based on a model for their probablity density functions; or, by training over a large set of possible signals , we derive quantizers that work well for [1] , [2] . This is a typical approach in transform and subband coding.
We adopt an alternative approach: adapt the transformation to make Cost small for a fixed . This approach has the advantage that no training is involved, and no model for the signal is expected or assumed. In this case we seek to find
Cost
Minimization over all possible is clearly impossible, given that there are an infinite number of matrices. Suppose, however, that we restrict to be a member of a very large, but finite, library of transformations, which can be easily and efficiently searched. Then it is possible that to find a lower cost description of the signal than in the case where is fixed. In all of the cases we examine the library will include bases such as the wavelet transform, which are known to work well for natural signals and images. In general, our library of bases provide decompositions of the signal in terms of time-frequency atoms or basis functions. For a universal representation framework, we must include the cost of sending a description of the winning basis to the decoder, so that the best possible cost outcome is
Library (2) In general, we will find that the contribution of to the cost is small enough to have negligible effect on the minimization. It can be upper bounded as an overhead of a fixed number of bits, being the logarithm to the base 2 of the number of elements in the library. We will return to this point in Section VI.
It deserves emphasis at the outset that we seek the best expansion for an arbitrary fixed signal and a fixed cost function. This is very different from the case of finding a transform that minimizes the expected value of Cost over an ensemble of signals (e.g., the Karhunen-Loève transform minimizes the mean squared error cost for Gaussian random variables using scalar quantizers). The main advantage of our approach, with respect to vector quantization for example, is that no training is required, but we restrict ourselves to linear mappings of a constrained kind.
We will make use of one of the interesting insights to emerge from the recent work that has been done on filterbank expansions, which is that filterbanks can be regarded as merely different ways of constructing bases for the representation of signals. Thus, filterbank expansions, and expansions derived from trees of filterbanks, can be written as linear transformations. These transformations will be unitary if and only if the associated filterbanks are orthogonal [5] , [6] . We generally restrict attention to unitary transformations, since then the mean squared error (MSE) of the quantized coefficients equals that of the reconstructed signal; so we can examine the effects of the quantization in the coefficient space [2] , [4] (we will use close-to unitary transformations also in experiments). Hence, trees based on orthogonal filterbanks form suitable candidates for the library of transformations.
A very common tree is that of the discrete wavelet transform, which gives a logarithmic division of the frequency axis; this gives good frequency selectivity at the low frequencies, and good time selectivity at the high frequencies, a trade-off that works well for many signals. It is often argued that for signals that have high-frequency stationary components, the wavelet transform will not work well. An improvement is generally found if we search over the whole set of binary trees for a particular filter set, instead of using the fixed tree of the wavelet transform. An algorithm to do just this was employed in [7] and [8] . The work, however addressed only frequency selection: The best tree was decided for the whole signal, and it was not possible to vary the tree over time. In [9] the joint time-frequency segmentation question was addressed, and the "double-tree" algorithm was presented, which outperforms the frequency-only algorithms of [7] , [8] . In this paper, we propose Fig. 3 . Two trees based on two-channel filterbanks. Calculation of all of the coefficients in a tree of depth three will allow evaluation of either of the trees and a decision as to which has the lower cost.
an algorithm that further improves on this, in that it searches a larger library of bases than the double tree, and finds a cost that is less than or equal to the double-tree cost. The increase in complexity is very modest. Searching over a larger library of bases is of use only if the collection is in some sense good. The library of bases that we design in Sections IV-VI contain the wavelet transform, all of the single-tree and double-tree bases, but more importantly overcome what we percieve to be real shortcomings of these existing bases: the stationary nature of the wavelet and single-tree bases, and the constrained nature of the time variation in the double-tree bases.
The idea of searching for good representations from a large library has something in common with the method of matching pursuit [10] . The idea of adapting the representation to the signal is related to the field of universal coding [11] . Tree structured representations have also been examined in a vector quantization context [12] . Quadtree spatial segmentations for coding have been explored in [13] . An interesting, but very different approach, is to employ a bit allocation algorithm to the bands of some space-frequency decomposition [14] .
To illustrate the idea, we present an example of a simple signal expanded in a number of different bases. This 64-point signal is a combination of a high-frequency sinusoid and an impulse; as shown at the top of Fig. 1 . As cost function we use the MSE when all coefficients are quantized with a uniform quantizer of stepsize 2. The expansions illustrated are the time domain representation, the discrete wavelet transform, the best basis found by the single and double-tree algorithms, and the jointly best time-frequency segmentation found using the algorithm of Section IV-A. All of the trees were constructed using the Haar two-tap filter set. The time domain expansion is shown in Fig. 1(a) , and the cost if the quantization is applied there is 0.2160; the wavelet transform is in Fig. 1(b) at a cost of 0.1585. The best basis found by the single-tree algorithm of [7] is in Fig. 1 (c) at a cost of 0.1008, and the best double-tree basis of [9] has a cost of 0.0810. The block time-frequency algorithm developed in Section IV-A achieves a cost of 0.0696 and is illustrated in Fig. 1(e) . While the example is very simple, it serves to illustrate the essential point that different bases can give very different costs for the same signal.
An outline of the paper is as follows. In Sections II and III we briefly introduce the idea of filterbank tree expansions and review previous work. Section IV develops a particularly efficient tree pruning algorithm for the case of block filters.
An equivalent algorithm was found independently by Thiele and Villemoes [15] . Section V extends this to arbitrary length filters and Section VI shows how the two-dimensional (2-D) case works. Recent work on spatially varying wavelet packet trees has also been done by Smith and Chang [16] . A preliminary version of our work was presented in [17] . We would like to point out that another tree pruning algorithm developed by the authors [18] is quite distinct. It searches a larger library of bases, but is not as easily extended to two dimensions.
II. BASES CONSTRUCTED FROM FILTERBANK TREES
An orthogonal basis for the space of discrete-time -point signals is a set of orthogonal vectors , such that any can be written (3) where the are the basis vectors and the are the expansion coefficients. The simplest basis, of course, is that where the basis vectors are the unit sample sequences , the vector that has a "1" in the th position, and is "0" everywhere else. This is the original or "time-domain" version of the signal, and we can regard any other representation as a transformation of this.
A perfect reconstruction filterbank gives an expansion, by producing subsequences and as shown in Fig. 2(a) . The original sequence can be uniquely recovered by using and as inputs to the inverse system shown in Fig. 2(b) . Since the operations in Fig. 2(a) are linear and invertible, they necessarily correspond to a linear transformation and can be written as a matrix [19] . Construction of the filters and such that this transformation is orthogonal is well understood, and involves constraining the filters in a certain way. We assume henceforth that we are dealing with an orthogonal finite impulse response (FIR) filter set, and refer the interested reader to [5] , [6] , [20] , and [21] for details of their construction. The outputs in Fig. 2(a) are the coefficients of our expansion, and the basis vectors are the shifted impulse responses of the synthesis filterbank. Since generally has a halfband lowpass response, and is halfband highpass, we have segmented the signal into low-and high-frequency components ( and , respectively). Because of the subsamplers in Fig. 2(a) , the overall sampling rate is unchanged. The two-channel orthogonal filterbank takes a signal and maps it into two orthogonal subsequences, one containing mostly low-frequency information, and the other mostly highfrequency information. We can repeat this process of dividing the subsequences further, by growing a binary tree based on the elementary filterbank block. These tree structures also correspond to orthogonal decompositions, since they are generated by cascading several orthogonal operations. Signal expansions made up from such trees are known as wavelet packet expansions [7] , [8] or arbitrary subband trees.
A. Cost Functions
Since our goal is to find good bases, we need a metric or cost function to differentiate between candidate expansions of a particular signal. Compression is the main application, so we prefer cost functions that are based on some combination of rate and distortion. Of course, distortion depends on the quantization strategy used for the expansion coefficients, and rate depends, in addition, on the method used to encode the quantized coefficients and the tree information. We will try to treat separately the questions of finding the best basis from the library once the cost of each is known, and that of calculating the costs of the bases in the library. In Sections IV, V, and VI, we will deal with the search algorithms assuming that the cost is available.
To add definiteness to the discussion, however, a simple nontrivial distortion cost is given by using a single uniform quantizer of stepsize for all coefficients. Hence the recovered signal for any basis is and the distortion is . Our formulation has the advantage that the cost can be estimated on a coefficent by coefficient basis; so that the cost of an expansion is
Cost
We will develop our search algorithms assuming that cost can be evaluated in this way, and postpone until Section VI discussion of rate-distortion costs.
III. TREE PRUNING AND SEGMENTATION
Our strategy is to choose from a large library of filterbank expansions the lowest cost basis for a particular cost function and a particular signal. Since we are using tree structured bases, we do not have to independently evaluate the expansion coefficients for each of the bases in our library; that would entail much duplication. Those parts of the expansion that are common to more than one basis are not calculated more than once. For example, consider the trees shown in Fig. 3 . Clearly, there is no need to calculate all of the coefficients for each of the trees separately, since they are both based on the same two channel divisions. In fact, if we calculate the output coefficients of a tree of depth three at each level, this will allow us to put together the coefficients of all trees grown to depth three or less.
A. The Single-Tree Algorithm
One possible approach to finding the best tree is the "greedy tree-growing" algorithm, which starts at the root and divides each signal in two if it is profitable to do so (if the cost of the subsignals generated is less than the cost of the signal they come from). It terminates when no more profitable splits remain. This algorithm, however, does not find the globally optimal tree.
The globally optimal tree is found by starting at the deepest level of the tree, and pruning pairs of branches that have higher cost than their parent branch at each level while working back toward the root. This is the algorithm that is used in [7] and in [8] , where a treatment can be found. The library of expansions that this algorithm can generate is quite rich and consists of all binary trees for this filter set. To see how many bases there are in this collection, note that the tree of depth has trees of depth as its high and low branches; so if the number of bases for the depth tree is given by then the recursion is To find the lowest cost tree we must perform comparisons at the deepest level, at the next, and so on; leading to a total of binary comparisons. This compares very favorably with the case in which we evaluate the cost of each of the bases individually and then try to find the minimum. Since this library contains the wavelet tree, the untransformed signal, and all of the uniform trees, it necessarily produces an expansion that costs no more than we would have found had we used any of these expansions (assuming that the cost of sending the tree information is negligible).
B. Double-Tree Algorithm
A shortcoming of the single-tree algorithm is that it selects the best tree that it can find, but retains that tree for the whole signal. If the signal is nonstationary, the algorithm will choose a basis that works well in some average way for the whole signal, but cannot adapt the tree to different segments of the signal.
An algorithm that attacks this problem of segmenting the signal both in time and in frequency was given in [22] . This algorithm first calculates the best single-tree for the whole signal and stores the cost. Next, it then calculates the best single-tree for the first and second halves (segmented in time) and stores the costs. It then calculates the best single-trees for the signal segmented in time into quarters and so on. These costs can be written in a binary tree that can be pruned using the same single-tree algorithm as before.
The number of double-tree bases, or the size of the library of expansions searched by the algorithm is easily derived. If we know the number of bases for a signal of length , this gives the number of possible expansions for the first and second time halves of the length signal, which gives expansions. We must add to this the number of single-trees for the length signal, which have at least one branch at the maximm depth:
. Thus the recursion is.
In carrying out the prunings there is one single-tree of depth , two of depth , and so on until we reach of depth zero. There is one final single-tree of depth . Therefore the total number of binary comparisons is 
C. Joint Time-Frequency Segmentation
The double-tree algorithm represents a considerable improvement with respect to the single-tree, in that it introduces time variation, it searches a larger library of bases, and it produces a representation with cost less than or equal to the best single-tree basis. The kind of time/frequency segmentations that it generates are shown in Fig. 4 (a). This illustrates that there are single-trees over frequency (the solid trees that slope upward), while there is only one tree over time (the dotted tree that slopes downward). There are many more frequency splits than time splits and Fig. 4 (a) is asymmetric in that regard. We can imagine a situation where the roles are reversed, and we have a dual of the double-tree. This would split a signal into two frequency segments, and grow separate trees over the frequency segments, and then split into four frequency segments and grow separate over the four segments and so on. In fact such an approach is studied by Smith and Chang in [16] .
Our objective is to combine all possible binary time/frequency segmentations. This is what we would get in Fig. 4(b) . We split a signal in time, or in frequency, and each of the resulting four possible subsignals has the same option of being split in time or in frequency. Obviously, the number of nodes grows exponentially as the depth increases. We need a fast algorithm to search the tree of possible bases in Fig. 4 (b) just as the double-tree algorithm did for the tree of bases in Fig. 4(a) . This is the subject of the next three sections. Some comments are appropriate on the duality of time and frequency splits. Since we start with a "time domain" representation of the signal, segmenting in time merely means that we allow the possibility that different trees will be used over the different segments. That is, the cost of the two time segments is the same as the cost of the original (except for possible boundary effects). If we use the same tree over the two segments, then the time segmentation gained us nothing. This makes clear why there is no nontrivial dual of the singletree algorithm, since all the various time segmentations of the signal have the same cost as the original. In other words, time segmentations have to be combined with frequency segmentations in order to gain anything, while the success of the single-tree algorithm makes it clear that the converse is not true. This also reveals the main shortcoming of the double-tree algorithm: we grow the best single-tree for the whole signal, and compare its cost with the sum of the costs of the best single-trees over its two halves. One might expect that the as cost of the best single-trees over the halves always wins, since this gives the possibility of having different trees over the halves as opposed to having one tree for both. The best single-tree for the parent segment can win only if its tree has some property that the best trees for the children segments cannot replicate. The only such property that it enjoys is that its tree can be grown to one level deeper than the trees for the half segments, since it operates over a longer signal.
IV. TIME-FREQUENCY ALGORITHMS

A. The Block Time-Frequency Algorithm
A particularly efficient way of finding the best subtree from Fig. 4(b) works for the special case of block transforms. We illustrate the algorithm using the Haar filters, where and . Filters like this, where the filter length is equal to the number of channels, are called block transforms because the low and high outputs are related to the input by a block operation (4) The operator is often thought of as mapping time-domain points to frequency-domain points, although the frequency selectivity of the Haar filters is obviously very poor. An advantage of block transforms is that no special treatment is necessary at the boundaries, and the decomposition can be performed on finite length signals without complications. Thus, in the case of the tree for an eight-point signal as shown in stage 1 of Fig. 5 , is the transformed version of is the transformed version of , and so on. The coefficients are transformed in pairs to give the ; these are transformed in pairs to give the , the deepest level of the tree.
To choose a basis, we must select eight coefficients from the total of 32 represented by the and (in general for a signal of length we must select from ). As before we cannot just select the eight coefficients with the lowest cost, since to form a basis they must be the coefficients of eight mutually orthogonal basis functions. In the case of the Haar filters, two basis functions are orthogonal if their coefficients do not share a common ancestor. For example, and could not appear together in the same basis, since is found by transforming , and hence is an ancestor of .
Since we have a two-tap filter, the points at the second level (the ) depend on only two points in the first level (the ), so we can compare the and the in pairs, without any consideration of the neighboring pairs. The same is true of the other levels of the tree: Each depends on only two , and so on. In general, we can compare points from level and level in pairs. We illustrate the situation in Fig. 5 
and finally Cost Cost
We have written the winners of the decisions of stage 1, as a new cost tree as shown in Fig. 5 stage 2, which has one less level than the initial tree. The new tree is populated with the costs of the winning pairs from the first stage. Since and represent the costs of alternative representations for sets of four points in the original signal, we can compare the and the in pairs just as we did the and the in (5) . Similarly, the and the can be compared in pairs much as in (6) . This reduces the size of the problem by another level. Thus, after two stages, we have reduced it to a two-point problem and the winning cost will be
The heart of the algorithm is then for each block of points in a tree, compare the cost of the block to the cost of the transformed block, and keep the cost of the winner. This is done for each level in the tree, and for each stage in the algorithm. At stage , the first level of the cost tree contains the best costs if the tree were constrained to have depth less than or equal to stage . If the original signal is of length , and the problem is reduced by two at each stage, we will have reduced it to a one-point problem after stages. This last number is the overall cost. At any stage, we thus deal with a tree over a point signal, so we will have stage levels; at each level there will be blocks. Thus, our forward algorithm (assuming that the stage 1 cost has been calculated) appears at the bottom of the page. In the pseudocode description of the algorithm, we leave unspecified the data structure to store the costs at the various stages. We assume that the function Get cost(stage,level,block) returns the cost of the block at the appropriate stage and level and that the function Get tr cost(stage,level 1,block) returns the cost of the transformed block (which is one level deeper). Similarly, Put cost(stage 1,level,block) stores the winning cost to be used at the next stage, and we record whether the winning decision was "time" or "frequency" with Put win (stage ,level,block) or . The single number that is the output of the forward algorithm, Cost is the cost of the winning basis. To use this we need to know in addition which of the coefficients should be sent to the decoder, and a description of the timevarying tree. The decoder should then receive the quantized coefficients, put them into the inverse tree, and reconstruct the signal at the advertised cost. To determine the coefficients to send, we employ an algorithm that works backward through the decisions made by the forward algorithm. Essentially, we retrace the winning decisions and eliminate all of the coefficients that contributed only to the losing cost for each decision. Observe from the forward algorithm, that the cost at stage , level depends on a block from stage at level or . Once we know that the decision that generated the cost at stage , level was "time" (resp. "frequency") we can eliminate a block of cost points from stage at level (resp level ). This eliminated block implies that we can eliminate 2 blocks at stage , and blocks from the original stage 1 cost tree. Our reverse algorithm is to step through the stages in reverse order; at each level, and for each block, we retrieve the decision that led to that cost. This allows us to eliminate points in the original stage 1 cost tree that did not contribute to that cost. At stage there is one decision which allows us to eliminate blocks from the stage 1 cost tree. At stage there are two remining decisions, each of which allow us to eliminate blocks from the stage 1 cost tree. Similarly, at each stage of the reverse algorithm, we eliminate a total of blocks. So after we reach stage 1 of the reverse algorithm there are only blocks left in the stage 1 cost tree, which is precisely the number of points required to form a basis. When eliminating points in the cost tree, for efficiency we also eliminate points in the winner tree, so that no time is wasted tracing decisions that led to points that were ultimately eliminated. In summary, the reverse algorithm is shown at the bottom of the next page.
We again illustrate the idea for the same eight point signal as before. Consider (8) which is the last decision of the forward algorithm, and suppose that the outcome was "frequency," which implies that Cost Cost , the final cost is Cost and we can eliminate all of the from stage 2, and all of the from stage 1, since these do not contribute to the winning cost. Even though we do not yet know the coefficients of the best basis, we can already eliminate these, based on the last decision. An easy interpretation is that since the last decision was "frequency" the purely "time-domain" points can be eliminated from the original tree. Thus, all of the are eliminated as soon as a single frequency decision is made. Similarly, all of the would be eliminated if the last decision had been "time." Also, if we wish to construct a time-frequency tiling, we can now draw a horizontal line to represent the single frequency split; this has been done in Fig. 6(b) , where the surviving trees are depicted in the upper and lower branches. At the next stage we have two decisions, the results of the decisions between the and the (those between the and the are no longer of interest). Suppose that the decision for the lower frequency branch is Cost Cost ; this implies that we can eliminate since these contribute only to the losing cost. Similarly if the decision for the upper branch was Cost Cost we can eliminate . The eliminations have been carried out in Fig. 6(c) , where the lower frequency branch has been split in time and the upper in frequency. Finally, when we have retraced as far as stage 1, the remaining decisions affect only two points, and the winning costs are shown in Fig. 6(d) .
1) Extent and Complexity of the Block Time-Frequency Algorithm:
The complexity of the search can be derived by observing that we carried out comparisons at the first stage, at the second, and so on until we did one comparison at the last. This gives binary comparisons for the forward algorithm.
Observe that in the reverse algorithm, when drawing the tiling diagram in Fig. 6 we noted the last decision of the forward algorithm and drew a vertical line to denote a time segmentation, or [as in the case of Fig. 6(b) ] a horizontal one to denote frequency. At each subsequent stage of the reverse algorithm, each box of the tiling figure was divided in two either with a frequency split or a time split. Thus we have a tree with a binary splits at each node at each stage, showing that the algorithm indeed generates the time-frequency splits of Fig. 4(b) . The number of bases in the library searched by the block time-frequency algorithm is easily derived from Fig. 4(b) . If we know the number of bases for the length case call it . Now, the length signal can be split in time or frequency, giving two options, and those two splits (whichever is chosen) each have possible bases; thus, we get expansions for the length case. This is the total number of expansions unless in the expansions that are possible if the split was "time" and in the expansions that are possible if the split was "frequency" there was some overlap. To see that there is overlap, consider the first two stages of the reverse algorithm for the two cases shown in Fig. 7 . In the first case, the decision at stage is "time" so we draw an vertical line, while at stage both decisions are "frequency," so we split both time segments horizontally. In the second case the decision at stage is "frequency" so we draw a horizontal line, while at stage both decisions are "time" so we split both time segments vertically. The results are indistinguishable. Thus, in terms of Fig. 4(b) the nodes labeled and are indistinguishable from those labeled , and . Thus, bases that begin "time-(frequency,frequency)" or "frequency-(time,time)" in the reverse algorithm are identical, but have been counted separately. So we should subtract the number of bases that start in this way from our total. Starting "time-(frequency, frequency)" means splitting into four segments, which of which have possible expansions. Thus, we subtract so the recursion is where (9) 2) Extension to Longer Block Transforms: Extension of the forward and reverse algorithms to longer block transforms is straightforward. The basic idea of the method was that we compare the cost of blocks with the cost of transformed blocks. The operation of a block transform of length can again be described by a unitary matrix, which we again conveniently think of as mapping "time domain" points to channels of one "frequency domain" point each. If the signal is of length for some integer , then a tree can be grown to depth , and we prune the associated cost tree using the forward and reverse algorithms already given. This has also been studied in [15] . Using block transforms of length for a length signal requires binary comparisons, and the recursion for the number of bases is where
B. The General Time-Frequency Algorithm
The block time-frequency algorithm represents an efficient way of carrying out the time-frequency splits illustrated in Fig. 4(b) . From the structure of the tree we can see that the number of branches, , grows exponentially with the depth. Appropriately, the number of cost comparisons of blocks that we have to carry out, , grows exponentially when using the block time-frequency algorithm (the reason that we do comparisons rather than was that the algorithm efficiently removes the redundancy implied by the fact that "time-(frequency,frequency)" and "frequency-(time,time)" cannot be distinguished). While the complexity of the search grew exponentially with depth, the size of the library of bases that we searched grew much faster than exponentially, as can be seen by evaluating in (9) for a few terms.
When we use longer filters, we can still carry out the splittings shown in Fig. 4(b) . That is, we can split the signal in time and in frequency, and then split each of the resulting bands, again in time and in frequency, and so on, in an exponentially growing tree which has branches at depth . A factor that simplified things greatly in the block time-frequency algorithm was that we did not have to give any special attention to the edges when splitting finite length bands. We could turn branches of the tree on and off at will when we used block filters. For longer filters we must use periodic extension, symmetric extension [23] , boundary filters [22] , [24] , or some other way of handling the edges [25] , [26] in the transitions between trees. We will use the boundary filter [22] , [24] approach, since these can be calculated for any finite impulse response (FIR) filter set. Essentially, we apply a precalculated set of boundary filters at the beginning and end of a finite-length sequence. In this way a two-channel orthogonal filterbank applied to a signal of length can be described by a unitary matrix that takes time domain points and maps them into two channels of points each. For example, using four-tap filters if we wish to split a 12-point signal into two frequency bands, we can write (10) , shown at the bottom of the page. Here, are the lowpass outputs, and the highpass. We have assumed a two-channel orthogonal filterbank where are the impulse response coefficients of the analysis lowpass filter and are the impulse response coefficients of the analysis highpass filter. The and are the coefficients of the "boundary filters."
This allows us to carry out the arbitrary splittings on finitelength bands. An interesting artifact of the boundaries is that it is no longer true (as it was in the block case) that to split in frequency followed by splitting both bands in time is equivalent to splitting in time followed by splitting both segments in frequency. The first scenario is already shown in (10) , where the time segmented bands would be and If, however, we split the same 12-point signal first in time, and then split the six-point segments in frequency, we would write (11) for the first segment, and (12) for the second. Here the lowpass outputs are and the highpass are , which differs from (10) in that the points in the center are affected by boundary filters. It should be noted that a similar problem arises if we use symmetric extension, or any of the other techniques for handling edge effects. Of course, for long segments the effect of this difference on the costs will be minimal, and we could probably assume that they are approximately equal. We will maintain the distinction between them, however.
As a consequence, the number of bases that we can generate using the splits of Fig. 4(b) for general filters is greater than the number, given in (9), for block filters. The difference is that the subtractive term is removed from the recursion, since this term represented the number of pairs of bases bases that were equivalent but were counted twice when we enumerated the number of block time-frequency bases. In the general time-frequency case those bases are no longer equivalent. The recursion for the number of possible bases shown in Fig. 4(b) (10) 
While we cannot use the block time-frequency algorithm for longer filters, it is clear once again that the number of cost comparisons to be carried out [proportional to the number of branches in Fig. 4(b) ] grows exponentially, while the number of bases generated [given by (13) ] grows far faster. A systematic procedure to carry out the comparisons required in Fig. 4(b) should then be feasible if we constrain the depth to a reasonably small number of levels, while the number of bases in our library grows enormously. To make this point more concrete, if we consider the case of depths two, three, four, five, and six, the number of cost comparisons to be carried out are 1, 5, 21, 83 and 339 and the number of bases in the library are 2, 8, 128, 32 768 and , respectively. An algorithm that proceeds by pruning Fig. 4(b) directly is As before, we do not specify the details of the structure to store the data, which is implementation dependent. We merely assume that Get cost(level,branch) returns the cost of the relevant branch from the structure and Put cost stores the value of the winner appropriately.
(a) (b) Fig. 10 . Examples of two possible splits to depth two using the general space-frequency algorithm splits shown in Fig. 9 . (a) The first split is "space," thus, the left path in Fig. 9 is followed. The top-left, top-right, bottom-left, and bottom-right spatial segments are further split space, frequency, frequency, and space, respectively. (b) The first split is "frequency," thus the right path in Fig. 9 is followed. The LL, LH, HL, and HH frequency quadrants are further split space, space, frequency, and frequency, respectively.
It bears emphasizing that the additional complexity of the general time-frequency algorithm over the block algorithm lies in the fact that a time split followed by two frequency splits is not equivalent to a frequency split followed by two time splits in the case where nonblock filters are used. For many purposes we can regard them as being equal and use the simpler block pruning algorithm even when nonblock filters are used. The result in this case will be slightly suboptimal, but the increased speed will in many cases make this approximation worthwhile.
C. Examples of Bases from the Single, Double, and Block or General Time-Frequency Algorithms
To clarify the differences between the types of bases that are generated by the various algorithms, we consider a simple example for a length eight signal. Here, as predicted, there are single-tree bases, double-tree bases, and block time-frequency bases. An example of a single-tree tiling is given in Fig. 8(a) . All of the singletree tilings have in common with the wavelet tiling that they are stationary: Any frequency split will last for the entire duration of the signal, since the tree structure does not vary. An example of a double-tree tiling that could not be reached by the single-tree algorithm is shown in Fig. 8(b) , since the first half is one single-tree and the second is another. Fig. 8(c) shows an example of a time-frequency basis that could not be generated by either the single-or double-tree algorithms. It is not a single-tree, since it changes over time, it is not a double-tree since double-tree bases are always single-trees over dyadic time segments, and there are two basis functions that have support equal to the whole time duration.
V. SPACE-FREQUENCY PRUNING ALGORITHMS
A. The General Space-Frequency Pruning Algorithm
Fortunately, extension of the block time-frequency and general time-frequency algorithms to two or more dimensions is fairly straightforward. As in the one-dimensional (1-D) case, the filters to be used can be embedded using boundary filters to take care of the edge effects. If we divide the image into low and high bands along rows and columns, we get the familiar low-low (LL), low-high (LH), high-low (HL) and high-high (HH) subbands. If we split in space we leave the image alone, but allow the possibility of splitting independently over the four spatial quadrants. In Fig. 9 , the Lena image is split into space (S) or frequency (F) quadrants at the first level. If the split is S, we follow the left path. At the next level, each of these four spatial quadrants is again split S or F. Thus, at depth two we have possibilities following from the first S split. Similarly there are possibilites if the first split is F and we follow the path on the right in Fig. 9 . In Fig. 10 , we show an example of two possible different space-frequency splits to depth two. In Fig. 10(a) the first split is S, that is we follow the left path, and the top-left, bottom-left, top-right, and bottomright spatial quads are split S, F, F, and S, respectively. In Fig. 10(b) the first split is F, that is, we follow the right path, and the LL, LH, HL, and HH frequency quads are split S, S, F, and F, respectively.
The pseudocode to implement this is a variation on the 1-D time-frequency algorithm (although the data structure to store the tree of two-dimensional (2-D) images will have to be very different). Evaluating the number of bases uses the same kind of analysis as before. As we go from level to level , every subimage can be divided in space or in frequency, and each such division produces four new subimages. The number of bases is , which simplifies to (14) The algorithm to find the best tree has subimages of size for each stage . It compares four of these subimages with their ancestors at a time. Thus, we must carry out cost comparisions to find the best basis in the library. This indeed grows exponentially, but nowhere near as rapidly as (14) . For example, for a 512 512 image if we grow the tree to depth (where the subimages are of size 32 32) we have to carry out 4681 cost comparisons; however, the number of bases in the library is A comparison of the splits achieved by the space-frequency algorithm, with those of the single-and double-tree algorithms for images is shown in Fig. 11 .
B. The Block Space-Frequency Algorithm
A further simplification occurs if we use block filters, or neglect the fact that, when nonblock filters are used, a spatial split followed by four frequency splits is not quite the same as a frequency split followed by four spatial spits.
In this case we can use the 2-D equivalent of the block time-frequency algorithm. We recursively compare subimages with their transformed versions. An example of the algorithm is shown in Fig. 12 for a tree of depth three. At stage 1, we compare sets of four subimages with their transformed versions and keep the costs of the winners. At stage 2, we compare these winning costs with the costs of the transformed versions, and so on. A pseudocode example is shown at the bottom of the page. We carry out comparisons at the first stage, at the second, and so on, giving comparisons required for this algorithm.
VI. COMPLEXITY AND COST FUNCTIONS
A. Complexity of Deriving the Coefficients and Costs
A starting point for all of the algorithms is the calculation of the tree of filter coefficients to the maximum depth of interest. Attempting to measure the complexity of performing the filtering is very much dependent on the implementation and the hardware available. A detailed examination of various fast algorithms is given in [27] . We assume that the complexity of filtering an image into four frequency quads is , where is the filter length and is a constant (e.g. if we measured complexity in the total number of multiplications and additions, we would get ). Growing the full tree can be seen as having greater complexity than growing the wavelet tree, which has complexity We are mainly interested in a rate-distortion cost function. Thus, at each stage, we must calculate the total distortion and the total rate for each subimage. If the MSE is used as our measure of distortion, we must compute the sum of the squares of the differences between the quantized and unquantized subimage coefficients. For example, for a single scalar quantizer, we would have one integer division, one subtraction, one multiplication, and one addition per subimage coefficient. If we use first-order entropy as our measure of rate, we must calculate the subimage histogram, the cost of which is again proportional to the size of the image. We will express the complexity of evaluating the rate-distortion cost of an subimage using a single quantizer to be , where is a constant. If we have a suite of quantizers from which to choose, things become more complicated, since we must make some decision on how to allocate the available bits between the subimages. That is, we wish to achieve the lowest possible distortion subject to some constraint on the rate, or we wish to code to the lowest rate subject to some maximum acceptable distortion. This constrained minimization problem is converted to an unconstrained one by minimizing the Lagrangian cost Rate Distortion [28] . When is fixed we quantize each of the subimages at the deepest level using each of the possible quantizers. The best choice quantizer for any subimage is the one that has slope on the operation rate-distortion curve [28] . Means of estimating to satisfy the given rate or distortion constraint are addressed in [8] and [28] . We can write that the complexity is multiplied by a factor of when we use the larger suite of quantizers.
The space-frequency pruning algorithm proceeds by comparing the costs of pairs of subim- ages for . The total complexity of the algorithm, including calculation of the coefficients, is (15) In contrast, the single-tree compares pairs of subimages for and has complexity (16) Notice that one portion of the cost is exactly the same in the single-tree and space-frequency pruning algorithms. If the depth is constrained to four or five levels, then this portion of the cost actually contributes a major part to the complexity unless , (i.e., the complexity of evaluating the distortion and rate of the subimages is very high relative to the filtering complexity). For example, calculating the best single-tree basis for a 512 512 image took 8 s on an HP-735 workstation, while calculating the best space-frequency basis with one quantizer took 29 s. 
B. Overhead Information
We revisit the influence on the cost of sending a description of the winning basis to the decoder . In the general time-frequency algorithm a description can be sent for bits, and in the space-frequency algorithm for . Thus, for the case of images of size , if the tree is grown to depth , we can send a description of any basis in the library for bits per pixel which is negligible provided is sufficiently smaller than (this is the same as assuming that we do not grow the tree to the point where the subimages are very small, and is reasonable in all practical scenarios). In the example of a 512 512 image grown to depth , the total number of bits for the image is 85, which amounts to 0.000 325 b/pixel. Thus, we include this as a fixed overhead that is independent of the choice of basis, and omit from the optimization.
VII. EXPERIMENTS
We implemented the space-frequency pruning algorithm and applied it to compression of images using a rate-distortion cost function. The development of the algorithm assumed orthogonal FIR filters, since the error introduced in the coefficient domain by quantization is the same as the error in the reconstructed signal. In practice many good linear phase biorthogonal filter sets [6] , [29] are very close to orthogonal, so the error introduced in the coefficient domain is very close to the final reconstructed error. We carried out extensive experiments, using both orthogonal and linear phase close-toorthogonal filter sets. For the results presented here, we used a 7-9-tap linear filter set.
We compare results using the same quantization strategies for all of the 2-D expansions: the wavelet tree, the singletree, the double-tree, the dual of the double-tree, and the space-frequency tree. The results when a single uniform quantizer was used for all bands are given in Table I ; the quantization stepsize obviously depends on the target bit rate.
The results when a set of uniform quantizers was available for each subimage, and the best quantizer was chosen individually for each band, are given in Table II . The th quantizer had the form where depends on the target bit rate. Table III presents a  comparison of coding results in Table II with those of other recently reported coders.
In Fig. 13(a) , we show the original 512 512 Lena image. Its coded versions compressed at 1 b/pixel, which is shown in Fig. 13(b) , at 0.5 b/pixel, in Fig. 13(c) , and at 0.25 b/pixel in Fig. 13(d) . For comparison purposes, we give the most competitive compression results quoted recently in [30] - [32] , although it should be noted that our results are first-order entropy estimates, while the others are measured in bits from a real coder. It can be seen that the space-frequency pruning algorithm compares favorably with the best approaches currently available. The question of coder design for different bases is addressed in [33] .
In order to emphasize the adaptive nature of the algorithm, we also benchmark against a fingerprint image compressed using the FBI Wavelet Scalar Quantization (WSQ) compression standard developed by Bradley and Brislawn [34] , [35] . The image is a 768 768 8-b image. When compressed using the WSQ standard, for example, the image compresses to 43 366 bytes at 36.05 dB peak signal-to-noise ratio (PSNR). Using the space-frequency tree algorithm above we get a first order entropy of 43 132 bytes at 36.92 dB PSNR. Of course, this is not an entirely fair comparison, the space-frequency tree algorithm is considerably more complex, and the numbers quoted for the coder in [34] and [35] are real bits, while ours are first-order entropy estimates. While the standard uses a wavelet-packet tree, it uses the same fixed tree for all fingerprint images and no pruning is required. The point of the comparison, however, is that our space-frequency tree algorithm, which involves no training whatever, performs very well, both against standard test images like Lena and Barbara but also against very specialized images such as fingerprints.
