Social scientists have long documented that many components of socioeconomic status such as income and education have strong ties across generations. However, health status, arguably a more critical component of welfare, has largely been ignored. We fill this void by providing the first estimates of the Intergenerational Health Association (IHA) that are explicitly based on a non-linear latent variable model. Adjusting for only age and gender, we estimate an IHA of 0.3 indicating that about one third of a parent's health status gets transmitted to their children. Once we add additional mediators to the model, we show that education, and particularly children's education, is an important transmission channel in that it reduces the IHA by one third. Finally, we show that estimates of the IHA from non-linear models are only moderately higher than those from linear models, while rank-based mobility estimates are identical.
Introduction
In recent years, there has been a growing focus on intergenerational mobility in socioeconomic status. By and large, the motivation of this literature has been to elucidate the extent to which there is equality of opportunity. This literature has largely focused on mobility in earnings and education. However, health status has been largely ignored. This is unfortunate since, according to many, health is one of the most important components of human welfare (e.g. Jones and Klenow (2016) ). Moreover, health status in early childhood has been shown to mediate many important economic outcomes in adulthood (see Case, Fertig, and Paxson (2005) , for example). Consequently, the combination of a high association between health and economic status in conjunction with a high intergenerational transmission of health status has potentially important implications for the transmission of economic status across generations. However, despite the importance of the topic, there is a paucity of work on the intergenerational transmission of health status.
The primary reason for the relative dearth of studies on the intergenerational transmission of health status vis-à-vis economic status is that health is relatively harder to measure. It is certainly true that income, education, and health are all measured with error. However, we would argue that the degree of measurement error is more prominent in health status. The reason for this is that many health measures are blunt proxies for some underlying latent variable. In principle, either income or education could be perfectly measured but they typically are not due to recall or rounding errors. In contrast, because the nature of health status is inherently nebulous, survey respondents cannot provide a numerical value that exactly summarizes their morbidity level.
A common solution to this problem is to use Self-Reported Health Status (SRHS) which is a categorical variable that respondents use to summarize their own health state.
The different integer values of SRHS correspond to different health categories e.g. excellent, very good, etc. The approach that we adopt in this paper is that SRHS is a proxy for a more fundamental latent variable that corresponds to the respondent's actual health status. In this sense, our approach is similar to the approach adopted by Halliday and Mazumder (2017) who also employed latent variable models to estimate sibling correlations in health status which can be viewed as another measure of mobility.
In Halliday, Mazumder, and Wong (2018) , we address many of these critiques and provide the first set of estimates of the intergenerational health association (IHA) in the United States. We estimated an IHA on the order of 0.2-0.25. This implies that a child can expect to "inherit" 20-25% of their parents' health capital. Note that this is substantially lower than analogous estimates of the intergenerational correlation in earnings which tend to be 0.5 or higher in the United States (e.g. Mazumder (2005) , Mazumder (2016) ). Based on these estimates, there is substantially more mobility in health status across generations than in economic status.
An important feature of this earlier work was that we took long time averages of SRHS for parents and children with the intent of extracting a more fundamental latent variable to compute the IHA. However, the models in that paper were linear. This paper builds on that work by estimating a non-linear model of intergenerational latent health transmission in which the IHA is an explicit parameter. The fundamental question that we aim to answer in this work is how the estimation of the IHA is affected by employing non-linear, latent variable models.
In this work, we focus exclusively on SRHS. As in our earlier work, the reason is that any study of intergenerational correlations requires a long enough panel so that both the parents and the children can be observed for a sufficiently long time period. We employ the Panel Study of Income Dynamics (PSID) which is the longest running panel in the world. In addition, the PSID has been collecting information on SRHS since 1984 which provides us with thirty years of data on health status. We know of no other data source in the world in which this is possible.
The PSID does collect other information on health status but most of this is only available in the We estimate an IHA that varies between around 0.2 and 0.3 depending on the specification. Without any controls beyond age and gender, the IHA is 0.3 which is about one-fifth larger than the corresponding estimate from our earlier work of 0.23. We then include a battery of variables that exhibit little variation within families such as race and education to see how these "moderators" impact the estimation of the IHA. We show that race and education can explain roughly one-third of the IHA. In particular, education, and especially children's education, appears to be an important mechanism by which health is transmitted across generations.
On the whole, we show that employing a more rigorous non-linear model does affect estimates of the IHA, albeit modestly. Failure to model the latent variable properly results in an underestimation of the IHA on the order of 10-20% depending on the specification.
The bias from estimating linear models is smallest when a large number of moderators is included in the model. Notably, employing non-linear models matters less for estimates of the rank-rank correlation and, in fact, we show that there is no difference in rank-based mobility estimates in linear and non-linear models.
While we are among the first set of authors to estimate intergenerational health mobility within a latent variable framework, there is a (mostly) nascent literature that is starting to investigate health mobility. Probably, the paper that is closest to this and Halliday, Mazumder, and Wong (2018) is Andersen (2018) who estimates similar models using Danish registers and finds that there is even more health mobility in Denmark than in the United States. Earlier work finds that the intergenerational correlation in life spans is on the order of 0.15-0.30 (e.g. Ahlburg (1998) and Yashin and Iachine (1997) ). Other work by Darden and Gilleskie (2016) finds a significant transmission of smoking behaviors across generations in the Framingham Heart Study. Work by Johnston, Schurer, and Shields (2013) investigates intergenerational associations in mental health in the British Cohort Study and estimates correlations between 0.13 and 0.15. Finally, Akbulut-Yuksel 1999 wave and beyond which makes it difficult to use in study of intergenerational correlations.
and Kugler (2017) employ the National Longitudinal Survey of Youth and find strong intergenerational persistence in weight, height, and body mass index.
The balance of this paper is organized as follows. In Section 2, we describe our extract from the PSID. Next, in Section 4, we provide some descriptive evidence on the determinants of SRHS in the PSID. After that in Section 3, we discuss our model of health transmission across generations and how we estimate it. In Section 5, we discuss our findings. We then conclude in Section 6.
The Data
We employ the PSID spanning the years 1984-2013. The 30 year time span of the data allows us to collect a sufficiently large amount of information on the SRHS of both parents and children. Note that after 1999, the PSID was conducted biannually, so that we have a total of 22 waves in our sample. Because SRHS was only collected for heads of household and their spouses, our sample is restricted to them. Consequently, we only include adult children, i.e. those over age 20, in the sample. In total, we have 243,150 individual/time observations. Of these, we have 52,459 observations for fathers or 21.57% of the sample, 86,818 observations for mothers 35.71% of the sample, and 103,873 observations for children or 42.72% of the sample. We report a break-down of samples sizes by year and family relation in Table A1 . In total, we have 6,027 households, defined as the unit that once contained the parents and children, and 20,400 individuals. In Table A2 , we report the frequencies for the length of time in the panel. The median length in the panel was eight years.
In Table 1 , we report descriptive statistics for the variables that we use. Statistics are reported for the whole sample as well as for fathers, mothers, and children. Our main variable of interest is SRHS which is a categorical variable that takes on integer values between one and five (1=excellent, 2 = very good, 3 = good, 4 = fair, 5 = poor).
The average for SRHS in the sample is 2.484 which falls somewhere between "very good"
and "good." The average age in the sample is 43.133 with parents having an average age of about 49 and children having an average age of about 35. The difference in ages across generations in the sample is about 14 years which may seem low but this most likely reflects a combination of mortality and the fact that children can be sampled well after parents have died. Finally, we also employ data on some individual and household characteristics including years of schooling, family income, and race dummies.
The family income variable is a measure of permanent household income. The variable that we employ is the average of all available time observations of total family income.
For each yearly income observation, we divided family income by the square root of the household size. We then deflated yearly income to 2013 dollars using the CPI urban consumers series.
Our primary health measure is SRHS. Within countries, these subjective health measures are highly predictive of health outcomes including mortality (e.g. Ware, DaviesAvery, and Donald (1978) and Van Kippersluis, O'Donnell, Van Doorslaer, and Van Ourti (2010) ). As discussed by Banks and Smith (2012) , there are issues when comparing SRHS across substantially different groups such as countries. However, because we are comparing SRHS within families, these issues are less salient in our context. That said, we will conduct some investigations into robustness to reporting heterogeneity by parents and children as in Lindeboom and Van Doorslaer (2004) later on in the paper.
A Simple Model of Health Transmissions The Model
We let h pf t and h cf t denote the observed health of the parent and child for parent p = 1, ..., P f , child c = 1, ..., C f , family f = 1, ..., F , and time t = 1, ..., T jf for j ∈ {c, p}. Note that T depends on f and either c or p. Health outcomes are discrete and can take on outcomes j ∈ {1, ..., 5}. Outcomes are then determined by the following latent variable structure:
where X pf t and X cf t are 1 × K vectors. We assume that
and   
where X pf and X cf collect the time-variant regressors for a given individual and w The covariance matrix for the time-invariant effects is standard and follows Koop and Poirier (1997) and van Hasselt (2011) . Note that we are normalizing the residual variance of φ P f to be unity while we will be estimating the variance of ν pf t and ν cf t . Finally, the IHA is σ pc .
Using the prior on the fixed effects in equation (2), we can write 
For reasons that we will articulate, we will employ Bayesian methods to estimate this model. This formulation of the model facilitates the use of the Gibbs sampler. For example, it has the desirable property that σ pc can be treated as a regression parameter and, so will have a Normal conditional posterior distribution. Similarly, κ 2 will have an Inverse Gamma conditional posterior distribution.
In the model, there are both individual-specific covariates, X pf t and X cf t , and familyspecific (and time-invariant) covariates, w P f and w C f . The former includes gender and age.
For the latter, we include education, race, and permanent income all of which do not vary over time and are (for the most part) family-specific.
2 Inclusion of these covariates allows us to see how the covariance structure in latent health is altered as they are sequentially included in the model. In other words, they shed light on the mechanisms underlying the intergenerational transmission of health status. Note that the family-specific covariates are collinear with the fixed effects in u P f and η C f . Accordingly, to estimate the γ parameters, we will employ a step in the estimation procedure that is based on Hausman and Taylor (1981) which follows from the prior given in equation (2). In contrast to the estimation of the β's which relies on within family variation for identification, estimation of the γ's relies on between family variation. We discuss this further in the appendix.
We can stack the individual/family/time specific equations into a system of Seemingly Unrelated Regressions (SUR). The notation is somewhat complicated, so we leave the details for the appendix. The resulting SUR model can be written as:
or more compactly as
and θ ≡ (u p , η c ) . The matrix, X, contains the individual characteristics and the matrix, W, contains the family characteristics for both the parents and the children. Note that the block diagonal structure allows for different effects of observables on parent and child. Importantly, this SUR structure allows us to investigate if parent-or child-specific mediators are more important in explaining the transmission of health status which is something that we will explore later. Finally, the matrix, Z, is a design matrix that allocates the family fixed effects. The formal definitions of all vectors and matrices are in the appendix.
We impose a couple of restrictions on the model to facilitate identification. First, as already discussed, we normalize V (u P f ) to unity. While it is typically standard to normalize σ 2 to be unity in this class of models, this is still a valid restriction. Indeed, per the discussion in Heckman (1981) on p. 129, σ 2 is identified subject to a normalization on V (u P f ) since the intra-class correlation is identified in the one factor model with more than one time period. The second restriction concerns the cut points. In an ordered response model, the cut-points, regression parameters, and the variance of the idiosyncratic shocks (σ 2 in this model) are not separately identified since we can always scale the cuts and the regression parameters by the same percentage as the change in σ 2 . Our solution to this is to normalize the cut points to external estimates using the same sample. The procedure that we employ to obtain the cuts externally is to estimate ordered logit models as in Table   2 and to use the cut-point estimates corresponding to the appropriate set of covariates.
We estimate this model using Bayesian simulation methods which offer some benefits over classical Maximum Likelihood Estimation (MLE). First, our estimation procedure only requires simulation from standard distributions whereas MLE requires an onerous maximization procedure which includes the estimation of a complete set of family fixed effects. Second and related, because MLE involves the estimation of family fixed effects and because its asymptotics are with respect to families, MLE has an incidental parameters problem (Neyman and Scott (1948) ). Our Bayesian procedure involves simulation from the exact finite sample posterior of the parameters. Because it does not rely on asymptotic theory for the distribution of the parameters, there is no incidental parameters problem with the Bayesian approach.
Interpretation of the IHA and Related Mobility Measures
The IHA obtains from a regression of the latent health of the children onto the latent health of the parents. Specifically, if we define u
The normality assumption in the model implies that the expectation is linear. Because we normalized V (u P f ) to unity, the IHA delivers the effect of a one standard deviation increase in the latent health of the parents on the expected latent health of their children. In other words, σ pc of one standard deviation of the parents' health capital gets transmitted to the next generation.
We can also use this framework to move beyond the IHA to a discussion of rank-rank correlations as a summary of mobility as in Chetty, Hendren, Kline, and Saez (2014) and Halliday, Mazumder, and Wong (2018) . To fix ideas, we let q P α denote the α th percentile of u P f . So, if Φ denotes a Standard Normal CDF then we will have that Φ q P α = α
and that E u
. Now, using the marginal distribution for the children's distribution, we can construct a measure of rank-rank mobility using
The interpretation of this object is that if the parent's health is at the α th percentile of their marginal distribution then their child's (expected) health will be at the τ (α)
th percentile of the next generation's marginal distribution. For this reason, we call τ (α)
the unconditional rank-rank regression. We then obtain that if σ pc = 1 and κ 2 = 0, then τ (α) = α implying perfect rank-persistence across generations. Conversely, if σ pc = 0 and κ 2 > 0, then τ (α) = 0.5 implying zero rank persistence across generations. Finally, if
pc +κ 2 < 1, then we will obtain positive persistence across generations with some degree of mean reversion.
Bayesian Estimation
We now discuss the Bayesian estimation of the model's parameters. We define λ ≡ (β , γ , σ pc , κ 2 , σ 2 ) and h as the collection of the blunt outcome variables (h pf t and h cf t ) into a T × 1 vector. Note that T is defined precisely in the appendix and corresponds to the total number of individual/time observations across both generations. The model's posterior is then given by
To estimate λ and θ, we will employ a Gibbs sampler algorithm in which we first sample h using the data augmentation procedure discussed by Albert and Chib (1993) , followed by σ pc , β, θ, γ, and finally by κ 2 and σ 2 . Conditional on h and employing the structure that we have laid out, the model is a relatively standard linear hierarchical model:
We employ conjugate prior distributions which are defined in the appendix. The Gibbs sampler algorithm that we employ is then defined below.
. Specifically, we draw a total of T values of h jf t for j ∈ {c, p} from
truncated on the interval (α j−1 , α j ) whenever h if t = j for j ∈ {c, p}.
Sample from
where the conditional distributions are defined in the Appendix in equations (A.3)
-(A.9).
Return to
Step 2.
For the second step of the algorithm, we employ an efficient routine developed by Botev (2017) to sample from a truncated normal distribution.
At each iteration of the Gibbs sampler, we can compute a pseudo-R 2 as follows. We can simulate the latent variable by drawing a T vector of Normal random variables with mean zero and variance σ 2 . These are then added to Xβ + Wγ + Zθ from that iteration.
We can then predict a vector of the the categorical outcomes, h. A pseudo-R 2 can then be computed as ρ( h, h) 2 where ρ denotes Spearman's rank correlation to account for the ordinal nature of the data. Note that because of the inclusion of the family fixed effects in the design matrix, inclusion of many time-invariant variables will essentially transfer the explanatory power from Z to W and, thus, inclusion of additional time-invariant regressors will do little to affect the pseudo-R 2 .
Descriptive Evidence
Before we discuss our estimates of the structural model of health transmission, we provide some descriptive evidence on SRHS in the PSID. First, we estimate a series of ordered logit models in which we regress SRHS onto our main exogenous covariates: age, sex, race, education, and income. Second, we provide some evidence on the intergenerational transmission of health status that relies on linear models that is similar to the estimates in Halliday, Mazumder, and Wong (2018) . This set of estimates will provide us with an indication of how much of a difference employing the non-linear model makes.
In Table 2 , we report the ordered logit estimates which displays some common relationships between SRHS and typical exogenous covariates. First, SRHS declines with age. This is important because it suggests that people do not merely report their health status relative to others of the same age which has also been pointed out by Deaton and Paxson (1998) . Second, we see the common result that women have worse SRHS than men. Third, we see common patterns across races with whites having better SRHS than blacks in the second column. Inclusion of race increases the R 2 by 47% relative to the previous column. Next, we add education in the third column. Again, we see the common pattern of increasing SRHS in years of schooling. Inclusion of the education variable further increases the R 2 by 48%. Finally, we add our measure of permanent family income in the fourth column. We see the common result that richer households have better SRHS.
Note that this does attenuate the education variable somewhat. However, both variables remain highly significant. Inclusion of family income further increases the R 2 by 6%.
Hence, conditional on race and education, income does little to improve the predictive power of the model.
Next, we provide a set of "reduced form" estimates of the IHA employing linear models.
These estimates are based on a linear analogue to the model from the previous section.
We will adopt the notation that x f j denotes the average over time periods and individuals (within a given generation) of x jf t for either the parent (j = P ) or child (j = C). We then consider the following linear system:
To economize on notation, we are suppressing the individual/time averages of the ν cf t and ν pf t which will be small in a long panel. The dependent variables in the first two equations of this system are averages of the cardinal five-point SRHS variables (denoted h jf t earlier). This system is what essentially would obtain if the econometrician could observe the system of latent variables in equation (3) directly. A measure of the bias that is created by ignoring the latent variable structure from the previous section is then given by:
We will report this estimate of the bias in the coming section. Note that this system delivers the same IHA estimates as in Halliday, Mazumder, and Wong (2018) .
We report estimates from five specifications in Table 3 . In the first column, we only adjust for age and gender and we obtain a reduced form IHA of 0.247. Further adjusting for race in the next column, we obtain a slightly smaller estimate of 0.228. Next, we include education in the model in the third column and we obtain an IHA of 0.160.
So, adjusting for education results in an estimate that is about 30% lower than the specification in the second column. In the fourth column, we add income to the model and the estimate is about the same as it was in the third column when we only adjusted for education. Accordingly, conditional on education, income does not appear to explain the intergenerational transmission of health. This is consistent with Table 2 in the sense that the inclusion of income in the ordered logit models had little impact on the R 2 . Finally, in the fifth and final specification, we include family income but we exclude education.
We obtain an IHA of 0.197. This is substantially higher than the IHA in the third column of 0.163 where we controlled for education but not earnings. What this suggests is that education is relatively more important in explaining the intergenerational transmission of health than income is.
Structural IHA Estimates Core Estimates
We now report the core estimates of the IHA from the latent variable model. For each estimation, we drew 1500 simulations from the posterior distribution of the model's parameters. We discarded the first 500 of these due to the "burning-in" of the sampler. In the appendix, we discuss the convergence of the sampler.
We estimate five specifications. All specifications include age and gender as familyvariant covariates. In the first specification, we include no additional controls. In the next three specifications, we sequentially include race, years of schooling, and permanent income as family-specific covariates. Note that each of these variables are averages that are specific to the family in a given generation. For example, education is the average years of schooling for all children or all parents in a given family. We think of these variables as indices specific to the family for education, race, or income.
The means of the simulated parameters and their corresponding confidence intervals are reported in Table 4 . The first panel of the table reports the estimates of the parentspecific covariates. The second panel reports estimates of the children-specific covariates.
The bottom panel reports the estimates of covariance parameters.
The estimates of the covariate coefficients reveal standard patterns and are broadly inline with those in Table 2 . The coefficient estimates on age and gender are very similar to those in Table 2 and are very stable across generations and specifications. The coefficient estimates on education and income are also fairly stable and are numerically close to those from Table 2 . For all estimations, the pseudo-R 2 is about 25%.
The coefficient estimates on the white and black dummies in columns two through four warrant some discussion. First, in both generations, we see that education and income attenuate, but do not eliminate, the black/white gap in health status. Second, unlike education and income, we do see generational differences in the impact of race on health status with there being less of a race gap in the younger generation.
We now move on to the covariance parameters and, specifically, the IHA. We visually depict the IHA estimates using box plots in Panel A of Figure 1 which has five box plots corresponding to the five IHA estimates from Table 4 . Without any family-specific controls the IHA is 0.291. In the second column when race is added as a control, the IHA decreases to 0.257. What this says is that factors associated with race reduce the IHA by about 12%. Further adding education in column three reduces the IHA substantially; the IHA becomes 0.170 once race and education are included. This is 34% lower than the IHA from the second column and 42% lower than the baseline IHA estimate from first column. Adding permanent income to the other covariates in the fourth columns does not change the IHA from the previous column. The IHA is 0.184 and the confidence interval overlaps substantially with the confidence interval in the previous column.
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Based on the estimates of the IHA from the first four columns of Table 4 , it is not clear whether education or earnings are more important in explaining the intergenerational transmission of health capital. To shed light on this, in the fifth column, we include earnings (and race) but exclude education from the model. We obtain an IHA of 0.223 which is 13% lower than the IHA in the second column that only includes race. By way of contrast, the IHA from the third column that includes education and race was 33% lower. A similar finding is obtained in Table 3 .
There are three main take-aways from these estimates of the IHA. The first is that, without conditioning on any family-specific covariates, a child can expect to receive about 30% of their parent's health status. Of this, education and, to a lesser extent race explain over one-third of the transmission. Third, ignoring the latent variable matters somewhat but not tremendously. We report the bias created by ignoring the latent variable in the third row from the bottom of Table 4 given in equation 6. Estimates of the IHA that are obtained when the latent variable is not properly extracted are between 7 and 15 percent smaller than those obtained by estimating our latent variable model.
Cut Point Heterogeneity
3 It is important to note that inclusion of additional family-specific covariates increases the variance of components of the residual that are not correlated across generations. The variances, σ 2 and κ 2 , measure the within and between components of the residual variation in latent health, respectively. Inclusion of family-specific variables increases the relative contribution of the within component of the variance. Because of the normalization on the variance of u P f , the parameter, σ 2 , must increase. On a similar note, the variance, κ 2 , is the variance component of the family-specific fixed effect in the children's generation that is not transmitted across generations. Inclusion of observable covariates that are transmitted across generations, therefore, increases the relative contribution of the the components that are not transmitted across generations.
The results from the core model, while allowing the β's and γ's to be different for parents and children, assume that the cut points are the same. This issue is discussed by Lindeboom and Van Doorslaer (2004) who propose using a simple likelihood ratio statistic to test for heterogeneity in the cut points across groups. In this spirit, we calculate test statistics for heterogeneity in (a) the regression coefficients and the cut points and (b) the cut points based on the models estimated in Table 2 . For all four specifications, the likelihood ratio tests indicate that there is heterogeneity in both the regression coefficients and the cut points; all eight p-values are essentially zero.
Allowing for heterogeneity in the cut points is useful for two reasons. First, this allows us to see if the results in Table 4 are robust to this generalization. Second, allowing for heterogeneity in the cuts across generations enables us to include different sets of covariates for parents and children which we will do later on in the paper.
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In Table 5 , we report estimation results from the generalized model with the different cuts by generation. We consider the same five specifications as in Table 4 . Also, as with the estimates in Table 4 , we estimated the cut-points externally except with these estimates we did so separately by parent and child. Finally, we also report box plots of the IHA from this generalized model in Panel B of Figure 1 .
The main take-away from these estimates is that leaving the cut-points unrestricted by generation results in slightly larger estimates of the IHA for all five specifications. In the most parsimonious specification in the first column, we obtain an estimate of the IHA of 0.308, whereas the corresponding estimate in Table 4 was 0.291. However, note that the 95% confidence intervals from the first column of each table do overlap. This is the case for the other four specifications as well. The point estimates of the IHA are systematically higher in Table 5 , but the confidence intervals of the estimates always overlap. This is clearly shown in both panels of Figure 1 .
Unconditional Rank-Rank Regressions
We now compute the unconditional rank-rank regressions as defined by τ (α) in equation (4). For both the models with homogeneous cut points in Table 4 and heterogeneous cut points in Table 5 , we compute τ (α) for the specification in the first column with no controls (aside from age and gender) and in the fourth column that controls for race, education, and income. We report our estimates of τ (α) from these two specifications in Figure 2 . Each panel of the figure reports lines for τ (α) = 0.5 which corresponds to perfect health mobility and τ (α) = α which corresponds to perfect health persistence.
Finally, in the bottom of each panel in the figure, we report the rank-rank or Spearman correlation which can be obtained from an OLS regression of τ (α) onto α.
5
In all four panels of Figure 2 , the plots of τ (α) are closer to τ (α) = 0.5 than to τ (α) = α indicating a large degree of health mobility. This is especially true for the panels in the second column from the models that include controls for race, education, and income. In addition, looking across the rows, we see that accounting for heterogeneity in the cut points makes little difference in mobility as estimated by τ (α) whereas it did have some impact on estimates of the IHA.
The implied rank-rank correlations reported at the bottoms of each of the four panels are about 0.28 in the panels in the first column and 0.17 in the panels in the second column of Figure 2 . Note that in each of the two columns, these correlations are very similar indicating that accounting for heterogeneity in the cuts makes little difference in these mobility measures. Finally, in Table A3 in the appendix, we report estimates of "reduced form" rank-rank correlations analogous to what we did in Table 3 for the IHA. The corresponding correlations are 0.281 and 0.163 and can be found the first and fourth columns of the table. This is almost identical to the rank-rank correlations from the structural model. In Figure A3 of the appendix, we report estimates of τ (α) for the remaining three specifications in Tables 4 and Table 5 and we still see that the implied rank-rank correlations from the latent variable model are remarkably similar to those from Table A3 . This suggests that computing the rank-rank correlations from the linear model as was done in Halliday, Mazumder, and Wong (2018) does not result in any meaningful bias.
Why are the rank-based mobility estimates from the non-linear and "reduced form" models approximately equal? The reason is that for any two random variables, X and Y , the rank correlation is the same for any monotonic transformations of the two variables.
Because the variables h f P and h f C are close to monotonic transformation of u P f and u C f , we should expect to find similar rank correlations in both the non-linear and linear models.
Generation-Specific Mediators
Previous results depicted in Figure 1 suggested that education was the primary mediator in the link between parent and child health. However, in those results, we included the education of both the parent and the child as mediators. As such, it is not clear from previous findings whether it is the education of the child or the parent that is the most important. To investigate this, we employ heterogeneous cut points as we did above while adjusting only for child or parent education but not both.
We present these estimations in Figure 3 . The figure displays box plots of the IHA from four estimations. The first includes only race as a control and is the same as the estimate from the second column of Table 4 . The second adds parent education but not child education. The third includes child education but not parent education. The fourth includes both and is therefore identical to the estimate in the third column of Table 4 .
The results indicate that, while both parent and child education matter, the latter matters more. Adjusting for only race, the IHA is 0.257. Further inclusion of parent education drops the mean to 0.228. However, adding child education but excluding parent education as in the third box plot drops the mean further to 0.190. Finally, including both parent and child education results in an IHA of 0.184.
Conclusion
In this paper, we provided the first structural estimates of the Intergenerational Health Association based on a non-linear, latent variable model of health determination. Using the PSID, we compute an IHA of 0.291 when only adjusting for age and gender. This is roughly 20% larger than the only other estimate of the IHA in the literature from Halliday, Mazumder, and Wong (2018) . Our ability to extract a more accurate measurement of health status is what underlies the larger estimates. In addition, the non-linear model delivers an unadjusted rank-rank correlation of 0.28 and a correlation of 0.16 when adjusting for race, education, and income. Both the IHA and rank-rank correlation indicate a large degree of health mobility across generations. Notably, rank-based estimates from our non-linear model are identical to those from analogous linear models.
Based on this, estimation of linear models as was done in our previous work should be sufficient for some aspects of the study of intergenerational health mobility. However, researchers should bear two issues in mind. First, taking long time averages of self-rated health is critical. Second, while estimations of the IHA with linear models have a small bias, rank-based mobility estimations have no bias.
We also include a battery of family-specific covariates such as proxies for race, education, and permanent household income. We show that the combination of race and education can explain about 40% of the IHA. Of these, education matters the most as its inclusion reduces the IHA by roughly one third relative to a specification that only includes race. In addition, we find that children's education matters more than parent's education. This suggests that parents regardless of their educational attainment (or policy makers) may be able to weaken intergenerational links in health capital by investing in children's education.
One interesting outcome of this work is that there is substantially less persistence in health status across generations than in economic status which typically exhibits an intergenerational correlation of 0.5 or higher (see Mazumder (2005) , for example). This is the case even after we account for proper measurement of health status using latent variable models. Future work should investigate why this is the case and what it implies for the association between health and economic status in later parts of the life-cycle.
Finally, we have developed a framework that can be employed when looking at intergenerational transmissions in other contexts where latent variables are important. For example, the methods that we have developed in this paper could be applied to study intergenerational persistence in non-cognitive skills (or other personality traits) where we may have multiple measurements that are error-ridden proxies of an underlying latent variable. We hope that other researchers adopt the approach that we have developed in this work to other contexts so that they can arrive at a better understanding of persistence in other non-economic outcomes across generations.
A.1 Appendix: Deriving the SUR Model
We now derive the SUR model. If we stack the model in equation (3) over t and all parents or children in family f , we obtain
-system of equations and 1 X denotes an X -vector of ones. 6 Next, we stack one more 6 Note that T P f and T C f correspond to the total number of time periods and either parents or children in a given family.
time over families to obtain:
is F × L, P is T P × F and is defined as
) which is F × 1, and ν p collects the idiosyncratic shocks and is T P × 1.
and is defined analogously to P, η c is defined analogously to u p and is F × 1, and ν c , which also collects the idiosyncratic shocks, is T C × 1. Finally, we can stack the parent and child systems into one grand system. Doing this, we obtain
and θ ≡ (u p , η c ) .
A.2 Appendix: Prior Distributions
We employ the following conjugate prior distributions:
Note that, as already discussed, η cf ∼ N (0, κ 2 ).
A.3 Appendix: Conditional Posterior Distributions
We now discuss the conditional distributions that we use in the Gibbs sampler. We begin by discussing the sampling of all of the parameters except for γ which warrants a separate discussion. These conditional posteriors are based off of the factorization of the posterior given in equation (5). This factorization of the posterior is written in terms of the fixed effects given in θ which are orthogonal to the family-specific covariates in w A.3.1 Conditional Posteriors for σ pc , β, θ, κ 2 and σ
2
The conditional distribution of σ pc is given by
Second, the conditional distribution of β is given by
where
Note that Z contains σ pc which was sampled in the previous step. Next, the conditional distribution of θ is given by
Finally, the conditional distributions of κ 2 and σ 2 are given by
A.3.2 Conditional Posterior for γ
To derive the conditional posteriors for γ, we write the posterior in terms of φ instead of θ:
p( h, λ, φ|h, X, W, Z).
Given this formulation of the posterior, the information on γ comes through the prior in
can be written as:
Based on this, we can employ standard calculations from the Bayesian literature and derive the conditional distribution of γ: where
and the vectors φ P and φ C are F × 1 vectors that collect the φ f parameters.
A.4 Appendix: Convergence of the Sampler
To assess the convergence of the Gibbs' sampler, we compute the CUMSUM statistic from Yu and Mykland (1998) . For a sequence of simulations {θ n } T n=1 , the statistic is:
where µ θ and σ θ are the mean and standard deviations taken over all T draws. If the sampler converges, then the statistic will converge smoothly towards zero. We report the CUMSUM statistics for the estimation in the fourth column of Table 4 in Figure A1 . As can be seen, the CUMSUM converges smoothly towards zero for the beta's, gamma's, and the covariance parameters.
A final issue is how long it takes the sampler to "burn-in." To shed light on this, we present Figure A2 which displays the time series of the 1500 draws of the three covariance parameters, σ 2 , κ 2 , and σ pc from the same specification of Table 4 . As can be seen, the sampler reaches the stationary distribution in well under 500 draws. 
