Convolutional neural networks (CNNs) have been widely used in remote sensing scene classification due to their excellent performance in natural image classification. However, the complementarity of features extracted by different CNNs is seldom exploited, which limits the further improvement of classification accuracy. To solve this problem, we propose a classification method based on multi-structure deep features fusion (MSDFF). First, a data augmentation method based on random-scale cropping is adopted to achieve the expansion of limited data. Then, three popular CNNs are respectively used as feature extractors to capture deep features from the image. Finally, a deep feature fusion network is adopted to fuse these features and implement the classification. The effectiveness of the proposed method is verified on UC Merced, AID, and NWPU-RESISC45 datasets. The proposed method can achieve better performance than state-of-the-art scene classification methods.
I. INTRODUCTION
With the development of satellite remote sensing technology, remote sensing scene classification has played a significant role in many practical applications such as land management, urban planning, and environment monitoring [1] - [4] . Robust feature extraction is a key technique for scene classification. Feature extraction methods can be divided into three categories: low-level, middle-level, and deep feature methods. Due to the semantic gap between low-level features and high-level semantic features, it is difficult to obtain satisfactory results using low-level features such as spectra, colors, textures and shapes.
Many mid-level feature methods have been proposed to overcome the semantic gap. One popular mid-level approach is the bag-of-visual-words (BoVW) model [5] , which is derived from document classification in text analysis. By considering the lack of spatial information in the BoVW representation, many BoVW variants have been proposed [6] - [8] . Yang and Newsam [6] developed the spatial pyramid co-occurrence kernel to capture both the absolute and relative spatial arrangement of words. Zhao et al. [7] proposed a concentric circle-based spatial-rotation-invariant representation The associate editor coordinating the review of this manuscript and approving it for publication was Donato Impedovo . to encode the spatial information. Chen and Tian [8] proposed the pyramid-of-spatial-relation model to effectively incorporate spatial information into the BoVW model for the land use classification. Two probabilistic topic models inspired by BoVW are latent Dirichlet allocation (LDA) [9] and probabilistic latent semantic analysis (pLSA) [10] . Zhao et al. [11] proposed P-LDA and F-LDA by using LDA as part of the classifier and the topic feature extractor, respectively. To combine different features, Kusumaningrum et al. [12] used the edge orientation histogram, CIELab color moments, and gray-level co-occurrence matrix to extract spectral, texture, and structure information in the LDA model. Zhong et al. [13] employed the LDA model and the pLSA model to capture semantic information with a multi-feature fusion approach and achieved enhanced performance compared with those where a single feature is employed. However, these midlevel methods all require prior knowledge of manual feature extraction and lack the flexibility for different scenes.
Recently, many deep learning methods have been proposed to capture deep features of image adaptively [14] , [15] . Compared with low-level and mid-level methods, deep learning methods can learn more abstract and discriminative semantic features, and achieve excellent image scene classification performance [16] - [24] . Convolutional neural networks (CNNs) are the most popular deep learning-based networks, which can directly extract features from raw image pixels without prior knowledge. Compared with the handcrafted feature-based methods, CNNs employ an end-to-end feature learning approach and exhibit better performance for high spatial resolution (HSR) image scene classification [16] , [17] . In practice, CNNs need a large amount of data for training, which not only incurs additional complexity but also causes overfitting especially in case of insufficient data. Transfer learning-based scene classification methods were proposed to address this problem for HSR imagery scene classification [25] - [27] and can speed up the training progress and guarantee the performance of deep learning models with a moderate amount of data. In addition, feature fusion strategy is also introduced into CNNs to further improve the performance of scene classification [28] - [31] . Liu et al. [28] combined the activations from intermediate and FC layers to generate a converted CNN with a directed acyclic graph topology. Yu and Liu [29] proposed a new two-stream deep architecture to fuse two different types of deep convolutional features extracted by the original red-green-blue (RGB) stream and the saliency stream. Ye et al. [30] proposed a parallel multi-stage structure model formed by three different level sub-models to obtain low-, middle-, and high-level comprehensive semantic representation. Cheng et al. [31] proposed discriminative CNNs (D-CNNs) trained by optimizing a new discriminative objective function and used a metric learning regularization to make the D-CNN models more discriminative.
Although these methods based on CNNs can improve the classification performance, only one CNN structure is used to extract the features, and the complementarity of the features for different structures of CNNs is seldom considered. Thus, we propose a remote sensing image scene classification method based on multi-structure deep features fusion (MSDFF). First, a data augmentation method based on random-scale cropping is employed to expand the limited data. Then, three popular CNNs are used as feature extractors to capture deep features from the image respectively. Finally, a deep feature fusion network is adopted to fuse these features and implement the classification. Experimental results on the UC Merced, AID, and NWPU-RESISC45 datasets demonstrate that the proposed MSDFF produces excellent performance.
The main contributions of this study are as follows: (1) three types of CNNs, CaffeNet, VGG-VD16, and GoogLeNet, are introduced to extract the complementary features; (2) an improved network including a concatenation layer and four fully connected layers with a softmax is proposed to integrate different features adaptively.
The rest of this paper is organized as follows. In Section II, the details of the proposed method are described. In Section III, the testing dataset, experimental results, and discussion are presented. In Section IV, the conclusions are summarized.
II. PROPOSED METHOD
In this section, the proposed remote sensing scene classification method based on MSDFF is described. The framework of the proposed method comprising data augmentation, feature extraction, and features fusion and classification is shown in Fig. 1 .
A. DATA AUGMENTATION
As a supervised learning method, a neural network requires a large amount of data to train the model. Insufficient data will decrease the scene classification accuracy [32] . Therefore, in practice, data augmentation becomes the first step in deep model training. Effective data augmentation increases not only the number of training samples but also the diversity of training samples.
In remote sensing scene image classification, object scale variation is an important factor that affects classification performance. Here, a data augmentation method based on random-scale cropping is used to tackle the scale variation problem. In this paper, the image is represented as a tensor with dimensions H ×W ×C, where H , W , and C represent the height, width, and channel number of the image, respectively.
First, mean normalization is performed on the training image by subtracting the average of the pixel values of the training set for each pixel value, which aims to remove the common portion of the image and highlight the individual differences. The mean normalization is written as
where I norm is the normalized image, N T rain is the number of training images, and p (i, j) indicates the pixel value of a location of the image. Second, patches with a random scale are cropped from the image and stretched to the specified scale as the input, which allows the CNNs to extract features that are robust to the scale variation. The ratio of the patch scale to the original image scale is defined as the crop ratio, which is given by
where h and w are the height and width of the patches.
B. FEATURE EXTRACTION
The features extracted by CNNs are distinctive and representative, but most researchers have focused on features from the last convolution layer or the fusion features from different layers in one CNN, and the complementarity of features from different CNNs is overlooked. However, the fusion features from different CNNs can capture more potential information for improving classification performance. Here, three popular CNNs, CaffeNet, VGG-VD16, and GoogLeNet, are selected as feature extractors in the proposed architecture. On the one hand, compared with other CNNs, the three networks have relatively simple structures, and they can process images faster as feature extractors. On the other hand, the three networks have different depths and widths, which allow them to extract complementary features from the same image. The characteristics of each CNN model are described next, and the source of the features for each model is also specified.
1) CAFFENET
CaffeNet [33] uses 1000 different types of labeled images (a total of 1.2 million) provided by ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) for parameter training. The framework of the model is shown in Fig. 2(a) . CaffeNet consists of only five convolutional layers, three max-pooling layers and three fully connected layers (including a softmax), which enable the extraction of features of high depth from images. Here, CaffeNet is used as a feature extractor to extract features from the second fully connected layer, which generates a feature vector of 4096 dimensions.
2) VGG-VD16
VGG-Net [34] won the localization and classification tracks in ILSVRC-2014. Due to the use of very small convolution filters in all layers, the depth of the network can be increased easily by adding more convolutional layers. Here, the VGG-VD16 is used as the feature extractor. Fig. 2(b) shows the framework of VGG-VD16. VGG-VD16 contains 13 convolutional layers, five pooling layers, and three fully connected layers (including a softmax). Due to the similarity to CaffeNet for fully connected layers, the output of the second fully connected layer of VGG-VD16 is used as the feature vector of 4096 dimensions.
3) GOOGLENET
The framework of GoogLeNet [35] is shown in Fig. 2(c) . Its main novelty is the inception modules, which use multiple filters with different sizes at the same layer to reduce dimension and improve the network representations. Here, GoogLeNet is used as a feature extractor by extracting features from the last pooling layer, which generates a feature vector of 1024 dimensions. 
C. FEATURES FUSION AND CLASSIFICATION
Feature fusion is a robust and efficient strategy for image scene classification, and the fused features contain rich information that describes the image scene in detail. The aim of using feature fusion is to combine multiple relevant features into a single feature vector with more discriminative information than the original input feature vectors. Serial strategy and parallel strategy are two traditional strategies for feature fusion. Serial feature fusion simply concatenates two features into one single feature where F 1 and F 2 are two features extracted from an input image with m, n vector dimension, respectively, and then the fused feature is F f with the size of (m + n).
Parallel feature fusion combines two features into a complex vector F f = F 1 + iF 2 where i is the imaginary unit.
However, the existing feature fusion methods do not make full use of the original input feature and lack the flexibility to integrate multiple features. Here, a deep feature fusion network is proposed by integrating feature vectors from different CNNs. The framework of proposed deep feature fusion network is shown in Fig. 3 . F C , F V , and F G are normalized feature vectors extracted from CaffeNet, VGG-VD16, and GoogLeNet, respectively. The normalization is written as
where X norm is the normalized data, X is the original data, and X max and X min are the maximum and minimum of X . VOLUME 8, 2020 The network consists of one concatenation layer and four fully connected layers with a softmax, which can integrate different features adaptively to improve classification performance. Moreover, dropout is introduced into each fully connected layer to speed up training and prevent overfitting. The strategy reduces the coadaptation of neurons by deactivating hidden neuron outputs with a probability of p during training. The probability of dropped neurons changes randomly at each epoch, which changes the architecture and reduces overfitting compared with training without dropout.
In the concatenation layer, the linear concatenation is used to fuse the output vector, which generates a vector of 6144 dimensions. The output vector of ith sample f (i) can be defined as
where ∪ indicates the concatenation operation, f n (i) is the nth feature vector, and n is the index of the model. Inspired by the idea of shortcut connections in ResNet [36] , [37] , three outputs of the first fully connected layer are added to form the second fully connected layer, which allows feature reuse and enhances feature propagation. The shortcut connections mean the direct addition from front layer to the layer considered. The output of the lth layer in the building block of ResNet is defined as
where y f and y l are the input and output vectors of the building block, F (·) denotes activate function, W i represents the connection weight, and the biases are omitted for simplifying notations.
The proposed deep feature fusion approach can be regarded as a collection of nonlinear high-dimensional projections due to the fully connected layers. Meanwhile, shortcut connections could realize feature reuse and strengthen feature propagation. Such a feature fusion approach helps to extract more representative features from the fusion of different deep features, and it can lead to enhanced classification performance.
III. RESULTS AND DISCUSSION

A. DATASET DESCRIPTION
The proposed method is evaluated on three publicly available land-use datasets: UC Merced [5] , AID [5] , and NWPU-RESISC45 datasets [17] . The details of each dataset are listed in Table 1 . UC Merced dataset consists of 21 distinctive scene classes, as shown in Fig. 4 . Each class contains 100 images with a size of 256 × 256 pixels and RGB channels. AID dataset consists of 30 different land-use and land cover classes, as shown in Fig. 5 . It contains 10000 images with a size of 600 × 600 pixels and RGB channels.
NWPU-RESISC45 dataset consists of 45 distinctive scene classes, as shown in Fig. 6 . Each class contains 700 images with a size of 256 × 256 pixels and RGB channels.
B. EXPERIMENTAL SETUP 1) IMPLEMENTATION DETAILS
The Tensorflow framework is employed to implement the proposed method. For the data augmentation, the range of the crop ratio is set to [0.6, 0.8], and the number of patches cropped from each original image is set to 20. To evaluate the proposed method accurately, we adopt two commonly used training ratios for each dataset. For the UC Merced dataset, the ratios of the training sample are 50% and 80%. For the AID dataset, the ratios are 20% and 50%. For the NWPU-RESISC45 dataset, the ratios are 10% and 20%. To obtain reliable results on all three datasets, we repeat all results 10 times for each ratio to report the average classification accuracy. The stochastic gradient descent optimization algorithm is used to train the deep feature fusion network, and the learning rate of the network is set to 0.0001.
2) EVALUATION MEASURES
Two commonly used measures, overall accuracy and confusion matrix, are used to evaluate the classification performance quantitatively. The overall accuracy is defined as the number of correctly classified samples divided by the total number of samples. It is a direct measure to reveal the classification performance on the whole dataset and can be defined as
where C ii is the number correctly classified samples for class i, n is the number of classes, and N is the number of the total samples. The confusion matrix is a specific table layout that allows direct visualization of the performance in each class. It reports the errors and confusions among different classes by calculating the correct and incorrect classification of the test images for each class and accumulating the results in the table. 
C. EXPERIMENTAL RESULTS
1) CLASSIFICATION OF THE UC MERCED DATASET
In this section, the proposed method is compared with the other nine methods on the UC Merced dataset. The classification results of various methods are shown in Table 2 . As shown in Table 2 , the proposed method, by fusing three deep features, obtains the highest overall accuracies of 98.85% and 99.76% for 50% and 80% training ratios, respectively. Fig. 7 shows the confusion matrix for the proposed method on the UC Merced dataset with a training ratio of 80%. As shown in Fig. 7 , in addition to buildings, high-density residential, freeway, and runway, other scene classes obtain a classification accuracy of 1.
The confusion occurs between buildings and high-density residential, between high-density residential and mediumdensity residential, between freeway and overpass, and between runway and freeway. As shown in Fig. 8 , the confused scene classes contain similar structures.
2) CLASSIFICATION OF THE AID DATASET
The proposed method is compared with the other seven methods on the AID dataset. The classification results of various methods are shown in Table 3 . The proposed method obtains the highest classification accuracies of 93.47% and 96.74% for 20% and 50% training ratios, respectively. The accuracy of the proposed method is 1.18% higher than that of PMS [30] with a 50% training ratio. The improvement of classification accuracy is mainly proved by the fusion of multi-structure deep features. Fig. 9 shows the confusion matrix for the proposed method on the aid dataset with the training ratio of 50%. Most classes achieve a classification accuracy of over 95%, and some classes achieve the classification accuracy of 1. The classes with small inter-class distinction, such as high-, medium-, and low-density residential areas, could also be classified accurately. However, the confusion also occurs between some classes, as shown in Fig. 10 .
3) CLASSIFICATION OF THE NWPU-RESISC45 DATASET
The proposed method is compared with the other five methods on the NWPU-RESISC45 dataset, and their classification results are shown in Table 4 . The proposed method significantly improves the classification performance. For 10% and 20% training ratios, the overall accuracy of the proposed method is 2.34% and 1.66% higher than that of the suboptimal method, respectively. Fig. 11 shows the confusion matrix for the proposed method on the NWPU-RESISC45 dataset with a training ratio of 20%. Fourteen scene classes achieve a classification accuracy of over 95%. The most confused scene classes are church, commercial area, lake, wetland, palace, church, railway, and railway station, as shown in Fig. 12 .
D. RUNNING PERFORMANCE
All the programs are performed on the Windows 10 operating system installed a GPU with a 6 GB graphic memory and a 3.20 GHz CPU with an 8 GB RAM. Table 5 lists the average training and testing time on the three datasets for the proposed method.
E. DISCUSSION
In this section, the influence of the number of fused features and crop ratio on the classification accuracy of the three datasets is analyzed. In the following experiments, samples with 80%, 50%, and 20% training ratios are randomly selected from each class of the UC Merced, AID, and NWPU-RESISC45 datasets, respectively.
First, the effect of the number of fused features on the classification accuracy for the three datasets is analyzed. Different numbers of features are fused by setting input interfaces of the deep feature fusion network. Fig. 13 shows the performance of these methods on the three datasets.
As shown in Fig. 13 , the fused features can effectively improve the classification performance due to the complementarity among features extracted by different networks. Moreover, as the number of fused features increases, the classification accuracy increases for the relatively complex NWPU-RESISC45 dataset, indicating that the feature fusion solution is more effective for the complex dataset.
Second, the effect of the crop ratio used in data augmentation on the classification accuracy for the three datasets is analyzed. Crop ratio is the ratio of the patch scale to the original image scale. Different crop ratios can generate different scales of patches from an image, and patches with different scales may contain different information. The classification accuracies with different crop ratios on the three datasets are shown in Fig. 14. As shown in Fig. 14, the proposed method obtains the best classification performance for the three datasets when the crop ratio is between 0.6 and 0.8, which verifies that the crop ratio set in the previous experiment is optimal. When the crop ratio is too small, the classification accuracy is lower than that obtained directly from the original image (crop ratio = 1) because a small cropping area cannot contain a sufficient amount of distinguishable information.
IV. CONCLUSION
In this paper, a MSDFF framework has been proposed for remote sensing scene classification. In the proposed method, three types of CNNs, CaffeNet, VGG-VD16, and GoogLeNet, are used to extract the complementary features for the classification, and one fusion network including a concatenation layer and four fully connected layers with a softmax is used to combine different features adaptively.
Experiments were conducted on three public datasets with various land cover events. Our results demonstrate that the proposed method achieves higher overall accuracy than several existing methods. In addition, the effects of the number of fused features and crop ratio on the classification accuracy were studied. It turns out that the classification accuracy increases with the number of fused features increasing. The crop ratio in data augmentation also affects the classification performance greatly, and the optimal range of the crop ratio is between 0.6 and 0.8. Future work will investigate more efficient structures of feature fusion network to further improve the classification accuracy.
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