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In this study, one-dimensional stochastic Korteweg–de Vries equation with uncertainty in
its forcing term is considered. Extending the Wiener chaos expansion, a numerical algo-
rithm based on orthonormal polynomials from the Askey scheme is derived. Then depen-
dence of polynomial chaos on the distribution type of the random forcing term is inspected.
It is numerically shown that when Hermite (Laguerre or Jacobi) polynomial chaos is chosen
as a basis in the Gaussian (Gamma or Beta, respectively) random space for uncertainty, the
solution to the KdV equation converges exponentially. If a proper polynomial chaos is not
used, however, the solution converges with slower rate.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Korteweg–de Vries (KdV) equation is a good model for the wave phenomenon, especially in plasma physics [1]. When
noise is considered in the phenomenon, it is commonly represented by a random variable in the equation. For example, noisy
plasmas are modeled using stochastic KdV equations in [2,3]. In this paper, we investigate the one-dimensional stochastic
Korteweg–de Vries (KdV) equation in the formut  6uux þ uxxx ¼ gðn; tÞ; 1 < x < 1; t P 0;
uðx; t ¼ 0Þ ¼ u0ðxÞ;

ð1Þwhere g is a random noise with amplitude  and n is a random variable. The solution u is a function of the spatial–temporal
variable (x, t) and the random variable n. There have been many studies on such type of problems, especially those with
g ¼ _WðtÞ for a Brownian motion W(t). For instance, the solution u of Eq. (1) with g ¼ _WðtÞ is a function of (x, t) and the
Brownian motion pathWt0 ¼ fWðsÞj0 6 s 6 tg and Cameron and Martin proved a following theorem in [4], which shows that
such a solution can be separated into deterministic and random variables by a Fourier transform with respect to the Hermite
polynomials [5],
Theorem 1 (Cameron–Martin theorem). Suppose that for ﬁxed x and t, u(x, t) is a function of the Brownian motion W on the
interval [0, t] with Eju(x, t)j2 <1. For an orthonormal basis {mi(s), i = 1,2, . . .} in L2([0, t]), deﬁneni ¼
Z t
0
miðsÞdWðsÞ:. All rights reserved.
.
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expansion (WCE)Xuðx; tÞ ¼
a2I
E½uðx; tÞHaHa; ð2Þover the set I of multi-indices with ﬁnitely many non-zero components,I ¼ a ¼ ða1;a2; . . .Þjai 2 f0;1;2; . . .g; jaj 
X1
i¼1
ai < 1
( )
:Ha is the multi-variate Hermite polynomial, HaðnÞ ¼
Q1
i¼1Hai ðniÞ, of random variables n = (n1,n2, . . .), where Hai ðniÞ is the normalized
aith-order Hermite polynomial. For ua deﬁned by ua(x, t) = E[u(x, t)Ha], ﬁrst two statistical moments of u(x, t) can be estimated byE½uðx; tÞ ¼ u0ðx; tÞ and E½u2ðx; tÞ ¼
X
a2I
juaðx; tÞj2;respectively.
Since the solution of this type of equation is random, one particular solution corresponding to a speciﬁc realization is not
of concern. Instead, one wants to know statistical properties of the solution such as its ﬁrst or second moments. Theorem 1
shows that statistical moments of the solution can be expressed with respect to the coefﬁcients {ua} so that the given sto-
chastic equation is transformed to a deterministic equation. Cameron and Martin show in [4] that this WCE represents a sec-
ond-order random processes with respect to orthogonal Hermite polynomials and that the expansion converges in the mean
square sense. Ghanem and Spanos extend the Hermite polynomial chaos using the ﬁnite element method to study uncer-
tainty problems in solid mechanics in [6,7].
When the random variable n is not Gaussian, Hermite polynomial may not work well and alternative polynomial basis
needs to be used. Askey and Wilson classify the hypergeometric orthogonal polynomials and present their properties in [8].
For instance, orthogonal polynomials in the classiﬁcation satisfy certain differential equations, and they are orthonormal if
the inner product is deﬁned using the probability density function of some appropriate random distribution as the weight
function. For example, Hermite polynomials are orthonormalwhen theweightwðxÞ ¼ 1ﬃﬃﬃﬃ
2p
p ex2=2 from theGaussian distribution
is used, and Laguerre polynomials are associated with the Gamma distribution. Xiu and Karniadakis [9] apply various polyno-
mial chaos into stochastic differential equations. They then model uncertainty in diffusion problems in [10]. Later Hou et al.
[11,12] extend the problem to stochastic partial differential equations from ﬂuid mechanics. But their studies are mainly fo-
cused on a randomness driven by Brownianmotion. Mikulevicius and Rozovskii perform theoretical analysis and estimate er-
ror bounds for the Wiener chaos expansion in [5,13]. Lin et al. consider the stochastic KdV equation with random forcing in
[14]. But the randomness there is Gaussian only and their study is also limited to the effect of Hermite polynomial chaos.
In this paper, a numerical scheme based on the polynomial chaos is constructed for the KdV partial differential equation
(1) with a random forcing term. This work extends the work of Hou et al. [12] and Lin et al. [14], and the KdV equation is
solved when n follows one of three distributions: Gaussian, Gamma and Beta. Effects of the polynomial chaos on the random
forcing term of the KdV equations are investigated as the distribution type changes. This paper is organized as follows: in
Section 2, we outline properties of the KdV equations and orthogonal polynomials. The numerical scheme based on the poly-
nomial chaos expansion is explained in Section 3. Numerical schemes introduced in Section 3 are validated in Section 4.1
using a linear advection equation, and then they are applied to the KdV equation with a random forcing term in Section
4.2. The choice of the polynomial chaos is based on the distribution of forces and numerical results in Section 4 show that
exponential convergence is obtained when the solution is expressed with respect to the optimal polynomials. Given a ran-
dom distribution of the noise, if the solution is not expanded with respect to the appropriate polynomial basis, the solution
still converges but with a slower rate.
2. KdV equations and orthogonal polynomials
Let v(x, t) be a solution of the deterministic Korteweg–de Vries (KdV) equation
v t  6vvx þ vxxx ¼ 0;
vðx; t ¼ 0Þ ¼ u0ðxÞ:

ð3ÞIt can be shown [12,14] that the solution v of the deterministic Eq. (3) is related with the solution u of the stochastic KdV
equation (1) with a random noise by the following lemma:
Lemma 2. If  is a constant and g ¼ _WðtÞ for a Brownian motion W(t), then u(x, t) deﬁned byuðx; tÞ ¼ v x 6
Z t
0
WðsÞds; t
 
þ WðtÞ; ð4Þsatisﬁes the stochastic KdV equation (1).
In addition, when the method used in [12] is modiﬁed for the KdV equation (1), following error estimate in Theorem 3 can
be derived. The proof of Theorem 3 is in the Appendix B.
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the multi-variate Hermite polynomial Ha(n) be deﬁned as in Theorem 1. If v(x,t) is a solution of the deterministic KdV equation (3)
and ifuK;Nðx; tÞ ¼
X
a2IK;N
uaðx; tÞHa;denotes the truncated expansion of the solution (4) over the index set
IK;N ¼ fa ¼ ða1;    ;aKÞjai 2 f0;1;2; . . .g; jaj 6 Ng;then the following error estimation can be obtained:max
x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ejuðx; tÞ  uK;Nðx; tÞj2
q
6 b1ﬃﬃﬃﬃﬃﬃﬃﬃ
5K3
p t3=2 þ bNþ1Nþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðN þ 1Þ!p
2
3
t3
 ðNþ1Þ=2
; ð5Þwhere bn ¼ 6nsupx @
n
@xn vðx; tÞ
 .
Following is a special case of Theorem 3 for the solitary wave solution of Korteweg–de Vries (KdV) equation.
Corollary 4. The functionvðx; tÞ ¼ 2j2sech2ðjðx 4j2tÞÞ
is a solution of the deterministic KdV equation (3) with the initial conditionu0ðxÞ ¼ 2j2sech2ðjxÞ:
Then the function u(x, t) deﬁned byuðx; tÞ ¼ 2j2sech2 jðx 6
Z t
0
WðsÞds 4j2tÞ
 
þ WðtÞ;satisﬁes the stochastic KdV equation (1) and its truncated expansion uK,N satisﬁes the error estimation (5) withbn ¼ 6n sup
x
@n
@xn
2j2sech2 jðx 4j2tÞ 
:
In this study, three random distributions will be considered for n: Gaussian, Gamma and Beta distributions. Then, the
polynomial chaos with respect to Hermite, Laguerre and Jacobi polynomials, respectively, are numerically shown to provide
optimal convergence for these cases.
Let {pn(x)} represent one of Hermite, Laguerre and Jacobi polynomials of degree n. Even though pn(x) we consider in this
study is limited to these three types, most properties of pn(x) mentioned below still hold for general orthogonal polynomials
with appropriate changes in distributions. pn(x) can be derived from the nth order differentiation,pnðxÞ ¼
cn
wðxÞ
dn
dxn
½wðxÞ/nðxÞ;for some w(x) and /(x), with a constant of normalization cn, or from a generating function [15]. For example, Laguerre poly-
nomials LðaÞn ðxÞ with a parameter a = 0 can be deﬁned byLð0Þ0 ðxÞ ¼ 1 and Lð0Þn ðxÞ ¼
ex
n!
dn
dxn
ðxnexÞand its generating function isUðx;wÞ ¼ 1
1w exp 
xw
1w
	 

¼
X1
n¼0
Lð0Þn ðxÞwn:Hahn [16] and Chihara [17] show that orthogonal polynomials y = pn(x) satisfy a second-order differential equation,f2ðxÞy00 þ f1ðxÞy0 þ f0y ¼ 0;
where f2(x) and f1(x) are polynomials of at most second and ﬁrst degree, respectively, and f0 is a scalar. Polynomials {pn(x)}
also satisfy a recurrence relation:cnpnðxÞ ¼ ðx anÞpn1ðxÞ  bnpn2ðxÞ; n ¼ 1;2;3; . . . ð6Þ
for constants an, bn and cn, where p1(x) = 0 and p0(x) = 1. See Appendix C for the proof of (6). {pn(x)} are orthonormal when
the inner product is deﬁned byhpm;pni 
Z b
a
pmðxÞpnðxÞdl ¼ dmn;
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measure l. Appendix A summarizes the weight functions and the supports for Hermite, Laguerre and Jacobi polynomials.
The density functions we consider in this study are also outlined there. See [18] for more properties of various orthogonal
polynomials.3. Numerical formulation
We represent the solution u of the stochastic KdV equation (1) byuðx; tÞ ¼
X
a2I
uaðx; tÞpa;where ua = E[u(x, t)pa] is the Fourier coefﬁcient of uwith respect to pa and I is the set of multi-indices with ﬁnitely many non-
zero components. pa(n) are orthonormal polynomials such as normalized Hermite, Laguerre, or Jacobi polynomials, and n is
random following, for instance, Gaussian, Gamma, or Beta distributions. From paðnÞ ¼
Q1
i¼1pai ðniÞ, this u(x, t) can be simply
written asuðx; tÞ ¼ u^0p0 þ
X1
i¼1
u^ip1ðniÞ þ
X1
i¼1
Xi
j¼1
u^ijp2ðni; njÞ þ
X1
i¼1
Xi
j¼1
Xj
k¼1
u^ijkp3ðni; nj; nkÞ þ    ; ð7Þwhere pnðni1 ; ni2 ; . . . ; nin Þ denotes the polynomial chaos of order n in the n independent and identically distributed random
variables ðni1 ; ni2 ; . . . ; nin Þ. For notational convenience, we borrow the notation of [9] and (7) then can be rewritten asuðx; tÞ ¼
X1
a¼0
uapaðnÞ; ð8Þwhere there is a one-to-one correspondence between the functions pnðni1 ; ni2 ; . . . ; nin Þ (and u^i1 ;i2 ;...;in ) in (7) and pa(n) (and ua,
respectively) in (8). When the expression (8) is plugged in, the system (1) is written asX1
a¼0
uapa
 !
t
 6
X1
b¼0
ubpb
 ! X1
c¼0
ucpc
 !
x
þ
X1
a¼0
uapa
 !
xxx
¼ 
X1
a¼0
gapa
 !
:Since pa’s are not dependent on x or t,X1
a¼0
ðuaÞtpa  6
X1
b¼0
ubpb
 ! X1
c¼0
ðucÞxpc
 !
þ
X1
a¼0
ðuaÞxxxpa ¼ 
X1
a¼0
gapa:Note that pbpc ¼
P1
a¼0eabcpa because pa’s are an orthonormal basis, whereeabc ¼ E½papbpc ¼
Z
paðxÞpbðxÞpcðxÞwðxÞdxand ga = E[gpa]. Then above equation can be written asX1
a¼0
ð uað Þt  6
X
b;c
eabcubðucÞx þ ðuaÞxxxÞpa ¼
X1
a¼0
gapa:Since pa’s are orthonormal, we derive an inﬁnite propagator system of ua’s,ðuaÞt  6
X
b;c
eabcubðucÞx þ ðuaÞxxx ¼ ga; 8a ¼ 0;1;2; . . .When this inﬁnite system is truncated to a ﬁnite dimension for the Pth order polynomial chaos,uðx; t; nÞ ¼
XP
a¼0
uapaðnÞ; ð9Þwe obtain a ﬁnite-dimensional system of equationsðuaÞt  6
XP
b;c¼0
eabcubðucÞx þ ðuaÞxxx ¼ ga; 8a ¼ 0;1;2; . . . ; P ð10Þwhich will be used to solve the problems in this study. It should be noted that the polynomial chaos expansion derives a
system of deterministic equations, whose solution determines statistical moments of the solution of (1). Since the resultant
system is deterministic, it needs be solved only once, and thus the computational loads will be reduced.
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Fig. 1. Numerical error estimation in Theorem 3 for the stochastic linear advection equation in Section 4.1 when the random noise follows Gaussian,
Gamma and Beta distributions.
3084 H. Kim et al. / Applied Mathematical Modelling 36 (2012) 3080–3093Remark 1. Some calculations used in the proof of Theorem 3 rely upon properties of stochastic integrals (e.g. Ito formula)
and, when such a stochastic integral is considered, it is common for the integrator to be a semi-martingale such as Brownian
motions or Lévy processes [19]. If the noise is assumed to follow Gamma or Beta distributions, however, it does not fall into
such a category. In that reason, proving Theorem 3 analytically for a non-Gaussian noise has been postponed for the future
research. Instead, the errors in Theorem 3 have been implemented numerically. Fig. 1 shows that when the random noise
follows Gaussian, Gamma and Beta distributions, the errors from (9) for the stochastic linear advection equation in Section
4.1 decrease at the rates of O(e0.68P), O(e0.34P), O(e2.00P), respectively, and conﬁrms numerically that the error decreases
exponentially for all three distributions.3.1. Discretization
Since the stochastic differential equation problems we consider in Section 4 require very high order of accuracy, the
fourth order Runge Kutta method is used for temporal discretization in this study because a lower order method such as
the second order Runge–Kutta method requires a very small value of Dt, which eventually requires heavy usage of compu-
tational resources. Spectral method in [20] is used for the spatial differentiation and parameters there are used for numerical
computations. Given u ¼Pauapa, the spectral method using the Runge Kutta method updates the Fourier coefﬁcients u^aðtÞ of
ua(t) in (10) byu^aðt þ DtÞ ¼ eik
3Dt u^aðtÞ þ 16 ðe
ik3Dtaa þ 2eik
3Dt=2ðba þ caÞ þ daÞ;where Dt = tn+1  tn andaa ¼ 3ikDtF
X
b
X
c
eabcF
1ðu^bÞF1ðu^cÞ
 !
þ Dtg^a;
ba ¼ 3ikDtF
X
b
X
c
eabcF
1 eik
3Dt=2 u^b þ aa2
	 
	 

 F1 eik3Dt=2 u^c þ aa2
	 
	 
 !
þ Dtg^a;
ca ¼ 3ikDtF
X
b
X
c
eabcF
1 eik
3Dt=2u^b þ ba2
 
F1 eik
3Dt=2u^c þ ba2
  !
þ Dtg^a;
da ¼ 3ikDtF
X
b
X
c
eabcF
1ðeik3Dt u^b þ eik
3Dt=2caÞ  F1ðeik
3Dt u^c þ eik
3Dt=2caÞ
 !
þ Dtg^a:F is the Fourier transform operator and F1 is its inverse.
4. Numerical results
Numerical schemes introduced in Section 3 are validated in Section 4.1 using a stochastic linear advection equation prob-
lem, and then they are applied to the KdV equation with stochastic forcing term in Section 4.2. Sections 4.1.1 and 4.2.1 con-
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change the distribution of the randomness to the Gamma distributions and the expansion with respect to Laguerre polyno-
mials is used. Beta random variables and Jacobi polynomial basis are observed in Sections 4.1.3 and 4.2.3. Sections 4.1.4 and
4.2.4 consider problems with a random noise following the Gaussian distributions, and compare the convergence of the solu-
tion when it is expanded based on Laguerre polynomials with that based on the Hermite polynomials.
4.1. Stochastic linear advection equation
Let us consider a following linear advection equationut þ akux ¼ 0; x 2 ½p;p; t 2 ½0;0:5;
uðx;0Þ ¼ sinðxÞ;

ð11Þwith a = 2 and a periodic boundary condition. Let us assume that k is random following one of Gaussian, Gamma or Beta dis-
tributions. The exact solution is u(x, t) = sin(x  ak t). By applying the polynomial chaos expansion (9) to u and k,u ¼
XP
a¼0
uapa; k ¼
XP
a¼0
kapa;we obtainXP
a¼0
@ua
@t
pa ¼ a
XP
b¼0
XP
c¼0
kbðucÞxpbpc ¼ a
XP
a¼0
XP
b¼0
XP
c¼0
eabckbðucÞxpa:Since {pb} are orthonormal, by taking the inner product with pa, we obtain the propagator system, a system of P + 1
equations,@ua
@t
¼ a
XP
b¼0
XP
c¼0
eabckbðucÞx; a ¼ 0;1; . . . ; P: ð12ÞLet u and uexact be numerical and exact mean values, respectively, and uvar and u varexact be numerical and exact variance values,
respectively. Then we use the L2 error for the mean and the variance, deﬁned bymeanðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
j¼1
ðuðxj; tÞ  uexactðxj; tÞÞ2
vuut ð13ÞandvarðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
j¼1
u varðxj; tÞ  uvarexactðxj; tÞ
 2vuut ; ð14Þrespectively.
4.1.1. Gaussian distribution and Hermite chaos
In this section, k in the differential equation (11) is assumed to be Gaussian with zero mean and unit variance. The Her-
mite polynomial chaos from the Askey polynomial chaos family is used due to the fact that k is Gaussian. Fig. 2 represents the
Fourier coefﬁcients ua in (8) at x = 0 when the Hermite polynomial chaos is used as a basis. Figure shows that the magnitude
of coefﬁcients in (8) decreases as the index a increases. For instance, the magnitude of u3 is relatively smaller than that of u1
and the magnitude of u5 is relatively smaller than those of u1 and u3. Thus, ﬁrst few terms seem to dominate the expansion.
Fig. 3 is a semi-log plot of the errors of the mean (13) and variance (14) with respect to the length P of the expansion (9).
Figure shows that the mean and variance decrease exponentially, at the rate of O(e2.8P) and O(e1.5P) respectively as P in-
creases, when the Hermite polynomial chaos is used as a basis in the random space driven by Gaussian k.
4.1.2. Gamma distribution and Laguerre chaos
Suppose that k in Eq. (11) follows the Gamma distribution with a parameter a and has the probability density functionfaðkÞ ¼ e
kka
Cðaþ 1Þ ; 0 6 k < 1; a > 1:When the Laguerre polynomial chaos from the Askey polynomial chaos family is used to represent the Gamma forcing, both
errors of mean and variance decrease exponentially. Fig. 4 shows the convergence of mean and variance when k follows the
Gamma distribution with a = 0. The errors of the mean and variance converge exponentially at the rate of O(e0.90P) and
O(e0.76P), respectively.
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Fig. 2. Coefﬁcients ua of the Hermite polynomial chaos of orders a = 0,1,3,5 at x = 0.
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Fig. 3. Errors of mean and variance at t = 0.5 when the Hermite polynomial chaos is used for the Gaussian forcing.
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In this section, k follows Beta distributions with the probability density functionf ðkÞ ¼ Cðaþ bþ 2Þð1 kÞ
að1þ kÞb
2aþbþ1Cðaþ 1ÞCðbþ 1Þ ; 1 < k < 1;a;b > 1and Appendix A suggests that Jacobi polynomials are optimal for the Beta distributions. Fig. 5 shows the results for Beta ran-
dom variables with a = b = 0. When the Jacobi polynomial chaos is used as a basis in the Beta random space, the mean and
variance decrease exponentially at the rate of O(e4.6 P) and O(e4.3P), respectively, as the length P of the expansion increases.
4.1.4. Non-optimal basis
In order to validate the importance of the proper selection of the polynomial chaos, let us consider the case when k in the
equation and n for the polynomial basis {pa(n)} belong to two different probability spaces ðX;A; PÞ with different event
spaces X, r-algebras A and probability measures P. That is, k follows a random distribution and the polynomial basis
{pa(n)} are not orthonormal if the density function of k is used as the weight function of the inner product for {pa(n)}. For
example, k follows the Gaussian distribution and {pa(n)} are Laguerre or Jacobi polynomials. Let / and w be the probability
density functions of k and n, respectively, and let U andW be their distribution functions. Then, when ka ¼
R
kpaðnÞwðnÞdn is
computed, k and n may not have the same supports. Thus, we need to change the measures as in [9]. Let us ﬁrst deﬁne a
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Fig. 4. Errors of mean and variance at t = 0.5 when the Laguerre polynomial chaos is used for the Gamma forcing.
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Fig. 5. Errors of mean and variance at t = 0.5 when the Jacobi polynomial chaos is used for the Beta forcing.
H. Kim et al. / Applied Mathematical Modelling 36 (2012) 3080–3093 3087uniformly distributed random variable y such that y =U(k) =W(n). If k⁄(y) and n⁄(y) are deﬁned by U1(y) = k⁄(y) and
W1 = n⁄(y),ka ¼
Z
kpaðnÞwðnÞdn ¼
Z 1
0
kðyÞpaðnðyÞÞdy:Then we can estimate the probability density function of k using {pa(n)}. kwill be represented in the form of k ¼
PP
a¼0kapaðxÞ.
From the transformation of variablesdy ¼ /ðkÞdk ¼ wðnÞdn;
the probability density functions of k are approximated by/ðkÞ ¼ wðnÞ dn
dk
:Similar procedures will be performed in Section 4.2. Fig. 6 (Left) compares the convergence of the mean for (11) with Gauss-
ian kwhen the Hermite polynomial expansion is used (solid) with the convergence when the Laguerre polynomial expansion
is used (dashed). Fig. 6 (Right) compares the convergences of the variance. When the Hermite polynomials are used, the opti-
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Fig. 6. Convergence using the Hermite polynomial chaos (solid) and Laguerre polynomial chaos (dashed) for (Left) mean and (Right) variance when k is
Gaussian.
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Fig. 7. Errors of mean and variance at t = 0.1 when the Hermite polynomial chaos is used for the Gaussian forcing.
3088 H. Kim et al. / Applied Mathematical Modelling 36 (2012) 3080–3093mal exponential convergence rates of O(e2.8P) for the mean and O(e1.5P) for the variance are observed as explained in Sec-
tion 4.1.1. But when the Laguerre polynomials are used, exponential convergence rates are not obtained and the rates for the
mean and variance are O(P1.3) and O(P0.79) only. That is, when the Laguerre polynomials are used as a basis for the Gauss-
ian distribution, the error still decreases but optimal convergence rate is not obtained.4.2. Stochastic partial differential equations
Let us consider the stochastic KdV equation (1) with the initial condition u0(x) = 2j2sech2(jx). j is the wave number. In
this study, the analysis is focused on the effects of the polynomial basis and the schemes are implemented for the equation
with g(n) for computational simplicity. Then, by appropriate modiﬁcation of Corollary 4, the exact solution for (1) isuðx; t; nÞ ¼ tgðnÞ  2j2sech2fjðxþ 3t2gðnÞ  4j2tÞg: ð15Þ
Eq. (1) is solved for t 6 0.1 with  = 0.3 and j = 3.4.2.1. Gaussian distribution and Hermite chaos
Eq. (1) with the Gaussian noise is considered in this section. Fig. 7 shows the convergences of mean and variance of the
solution on a semi-log plot with respect to Hermite polynomials when g(n) = 2n + 3cos(n) and n follows the standard
Gaussian distributions with zero mean and unit variance. It is shown that the errors of the mean (solid) converge exponen-
tially at the rate of O(e1.4P). The errors of the variance (dashed) also converge exponentially at the rate of O(e1.4P).
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Fig. 8. Errors of mean and variance at t = 0.1 when the Laguerre polynomial chaos is used for the Gamma forcing.
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In this section, let us assume that n follows Gamma distributions as in Section 4.1.2. When Laguerre polynomial chaos is
used for the Gamma forcing, exponential convergence rates are obtained. Fig. 8 shows that the errors of the mean (solid) and
variance (dashed) when the Laguerre polynomial chaos is used for the noise g(n) = n + n1.5 and n follows Gamma distributions
with a = 0. Exponential convergence rate of O(e1.4P) is obtained for both mean and variance.4.2.3. Beta distribution and Jacobi chaos
When the Jacobi polynomial chaos is used for the solution of the equation with g(n) = cos (pn) + sin (pn) and n follows the
Beta distributions with a = b = 0, Fig. 9 shows that the numerical errors of mean and variance converge exponentially at the
rate of O(e1.2P) and O(e1.7P), respectively.4.2.4. Non-optimal basis
Let us consider the Gaussian forcing in Section 4.2.1 again. Hermite polynomial chaos is optimal for the Gaussian
distribution in the sense that the errors converge exponentially at the rate of O(e1.4P) as shown in Section 4.2.1.
Different orthogonal polynomial chaos, however, may not work well. Fig. 10 compares the convergence when Hermite
polynomial chaos is used (solid) with the convergence when Laguerre polynomial chaos is used (dashed). Laguerre poly-
nomial chaos converges at the rate of O(P0.98) only for both mean and variance, and do not converge exponentially.0 1 2 3 4 5 6
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Fig. 9. Errors of mean and variance at t = 0.1 when the Jacobi polynomial chaos is used for the Beta forcing.
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Fig. 10. Convergence using the Hermite polynomial chaos (solid) and Laguerre polynomial chaos (dashed) for (Left) mean and (Right) variance.
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In this paper, the Wiener chaos expansion has been extended to the analysis of the stochastic linear advection equation
and the KdV equation with a random forcing term, where randomness follows Gaussian, Gamma or Beta distributions. Due to
the randomness, statistical moments of the solution need to be found instead of the solution corresponding to a single real-
ization, and these statistical moments can be expressed by Fourier coefﬁcients of the solution with respect to the polynomial
chaos. The exponential convergence for the stochastic equations is obtained when Fourier coefﬁcients with respect to appro-
priate polynomial basis are used. For instance, when Hermite (Laguerre or Jacobi) polynomial chaos is chosen as a basis in
the Gaussian (Gamma or Beta, respectively) random space, numerical solution to the KdV equation converges exponentially.
Usage of non-proper orthogonal polynomial chaos may lead to lowering of its convergence rate and may not result in such an
optimal convergence.
When the forcing term of the KdV equation is stochastic, trajectories of solutions may be affected. The heights and the
widths of the solitary wave solutions may be different for different realizations. The study of these problems will be post-
poned to our future research. We will also work on the KdV equation with more general types of randomness.
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Appendix A. Orthogonal polynomials
Here are brief summary of properties of Hermite, Laguerre and Jacobi polynomials. See [18] for more.
Normalized Hermite polynomials Hn(x) of degree n is deﬁned byHnðxÞ ¼ ð1Þ
nﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nn!
p ex2=2 d
n
dxn
ðex2=2Þ;with H0(x) = 1. For example,H1ðxÞ ¼ x; H2ðxÞ ¼ x
2  1ﬃﬃﬃ
2
p ; H3ðxÞ ¼ x
3  3xﬃﬃﬃ
6
p ; . . . ;{Hn(x)} are orthonormal with respect to the probability density function of the Gaussian distribution as the weight function
of the inner product,hHm;Hni 
Z 1
1
HmðxÞHnðxÞwðxÞdx ¼ dmn;where wðxÞ ¼ 1ﬃﬃﬃﬃ
2p
p ex2=2. Normalized Hermite polynomials satisfy the recurrence relation,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
p
Hnþ1ðxÞ  xHnðxÞ þ
ﬃﬃﬃ
n
p
Hn1ðxÞ ¼ 0:Laguerre polynomials LðaÞn ðxÞ of degree n with the parameter a is deﬁned by the generalized hypergeometric series [9],LðaÞn ðxÞ ¼
ðaþ 1Þn
n! 1
F1ðn;aþ 1; xÞ:
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x
n!
dn
dxn
ðexxnÞandL0ðxÞ ¼ 1; L1ðxÞ ¼ xþ 1; L2ðxÞ ¼ x
2  4xþ 2
2
;
L3ðxÞ ¼ x
3 þ 9x2  18xþ 6
6
; . . . ;fLðaÞn ðxÞg are orthonormal with respect to the probability density function of the Gamma distributions as the weight function
of the inner product. For instance, when a = 0,hLm; Lni 
Z 1
0
LmðxÞLnðxÞwðxÞdx ¼ dmn;where w(x) = ex, and the recurrence relationðnþ 1ÞLnþ1ðxÞ  ð2nþ 1 xÞLnðxÞ þ nLn1ðxÞ ¼ 0
is satisﬁed.
Jacobi polynomials Jða;bÞn ðxÞ of degree n are deﬁned in many references over the interval [1,1]. But, in order to set the
same support as that of the probability density function of the Beta distribution, Jacobi polynomials in this study are deﬁned
byJða;bÞn ðxÞ ¼
ð1Þn
2nn!ð1 xÞað1þ xÞb
dn
dxn
ðð1 xÞnþað1þ xÞnþbÞ;with Jða;bÞ0 ðxÞ ¼ 1. For example,Jð0;0Þ0 ðxÞ ¼ 1; Jð0;0Þ1 ðxÞ ¼
ﬃﬃﬃ
3
p
x; Jð0;0Þ2 ðxÞ ¼
ﬃﬃﬃ
5
p 3x2  1
2
 
;
Jð0;0Þ3 ðxÞ ¼
ﬃﬃﬃ
7
p 10x3  6x
4
 
; . . . ;fJða;bÞn ðxÞg are orthonormal with respect to the probability density function of the Beta distributions as the weight function of
the inner product,hJða;bÞm ; Jða;bÞn i 
Z 1
1
Jða;bÞm ðxÞJða;bÞn ðxÞwðxÞdx ¼ dmn;wherewðxÞ ¼ Cðaþ bþ 2Þð1 xÞ
að1þ xÞb
2aþbþ1Cðaþ 1ÞCðbþ 1Þ :Jacobi polynomials satisfy the recurrence relation,xJða;bÞn ðxÞ ¼
2ðnþ 1Þðnþ aþ bþ 1Þ
ð2nþ aþ bþ 1Þð2nþ aþ bþ 2Þ J
ða;bÞ
nþ1 ðxÞ þ
b2  a2
ð2nþ aþ bÞð2nþ aþ bþ 2Þ J
ða;bÞ
n ðxÞ
þ 2ðnþ aÞðnþ bÞð2nþ aþ bÞð2nþ aþ bþ 1Þ J
ða;bÞ
n1 ðxÞ:Appendix B. Proof of Theorem 3Proof. Suppose that {mk(s)} in L2([0, t]) are deﬁned bym1ðsÞ ¼ 1ﬃﬃ
t
p and mkðsÞ ¼
ﬃﬃﬃ
2
t
r
cos
ðk 1Þps
t
 for kP 2. Deﬁne zðtÞ ¼ R t0 WðsÞds and ni ¼ R t0 miðsÞdWðsÞ. For s 2 [0, t],W(s) satisﬁes
WðsÞ ¼
Z t
0
v½0;sðsÞdWðsÞ;
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X1
i¼1
ni
Z s
0
miðsÞds ¼ sﬃﬃ
t
p n1 þ
X1
k¼2
nk
ﬃﬃﬃﬃﬃ
2t
p
ðk 1Þp sin
ðk 1Þps
t
 
:In particular, WðtÞ ¼ ﬃﬃtp n1. Thus,
zðtÞ ¼ n1ﬃﬃ
t
p
Z t
0
sdsþ
X1
k¼2
nk
ﬃﬃﬃﬃﬃ
2t
p
ðk 1Þp
Z t
0
sin
ðk 1Þps
t
 
ds ¼ t
3=2
2
n1 þ
X1
k¼2
ck
t3=2
ðk 1Þ2
nk
¼ t
3=2
2
n1 þ
XK
k¼2
ck
t3=2
ðk 1Þ2
nk þ
X1
k¼Kþ1
ck
t3=2
ðk 1Þ2
nk;where ck ¼
ﬃﬃﬃ
2
p
ð1þ ð1ÞkÞ=p2. Set z1 and z2 byz1 ¼ t
3=2
2
n1 þ
XK
k¼2
ck
t3=2
ðk 1Þ2
nk and z2 ¼ zðtÞ  z1:Then z1 and z2 are orthogonal, E[z1z2] = 0. From WðtÞ ¼
ﬃﬃ
t
p
n1,uðx; tÞ ¼ vðx 6z1  6z2; tÞ þ 
ﬃﬃ
t
p
n1:Expanding v in Taylor’s series with respect to z2 givesuðx; tÞ ¼ vðx 6z1; tÞ  @v
@x
ðx 6z1  h1; tÞ6z2 þ 
ﬃﬃ
t
p
n1;for some h1. Expanding this in Taylor’s series with respect to z1 givesuðx; tÞ ¼ vðx; tÞ þ
XN
n¼1
ð6z1Þn
n!
@nv
@xn
ðx; tÞ  @v
@x
ðx 6z1  h1; tÞ6z2 þ ð6z1Þ
Nþ1
ðN þ 1Þ!
@Nþ1v
@xNþ1
ðx h2; tÞ
 !
þ 
ﬃﬃ
t
p
n1;for some h2. LetI1 ¼  @v
@x
ðx 6z1  h1; tÞ6z2 and I2 ¼ ð6z1Þ
Nþ1
ðN þ 1Þ!
@Nþ1v
@xNþ1
ðx h2; tÞ
 !
:If ~uK;N is deﬁned by~uK;N ¼ vðx; tÞ þ
XN
n¼1
ð6z1Þn
n!
@nv
@xn
ðx; tÞ þ 
ﬃﬃ
t
p
n1;~uK;Nðx; tÞ is a polynomial of n1, . . . ,nK with maximum order N. Since uK,N(x, t) is a Hermite polynomial expansion, which is an
orthogonal projection with respect to Gaussian measure,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ejuðx; tÞ  uK;Nðx; tÞj2
q
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ejuðx; tÞ  ~uK;Nðx; tÞj2
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjI1 þ I2j2
q
:Using the Minkowski’s inequality,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ejuðx; tÞ  uK;Nðx; tÞj2
q
6 ðEjI1j2Þ1=2 þ ðEjI2j2Þ1=2 6 sup
x
@v
@x

6 Ejz22j 1=2 þ sup
x
@Nþ1v
@xNþ1

 ð6Þ
Nþ1
ðN þ 1Þ! E z
2Nþ2
1
  1=2:
Next, E z22
  satisﬁes
E z22
  ¼ E X1
k¼Kþ1
ck
t3=2
ðk 1Þ2
nk
 !2
 ¼
X1
k¼Kþ1
E ck
t3=2
ðk 1Þ2
nk
 !2
;because nk’s are orthogonal. Thus, E z22
  is bounded byE z22
  ¼ X1
k¼Kþ1
jckj2t3
ðk 1Þ4
E n2k
 
6 8t
3
p4
1
K4
þ
Z 1
K
dx
x4
 
<
t3
5K3
:Given a Gaussian random variable X  N(l,r2),E½ðX  lÞ2k ¼ ð2kÞ!
2kk!
r2k:
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iance E z21
 . Thus,
E z2Nþ21
  ¼ E z2ðNþ1Þ1h i ¼ ð2N þ 2Þ!2Nþ1ðN þ 1Þ! ðE z21
 ÞNþ1 ¼ ð2N þ 1Þ!! E z21  Nþ1:
Since Ejzj2 = Ejz1 + z2j2P Ejz1j2,E z2Nþ21
 
< ð2N þ 1Þ!!ðEjz2jÞNþ1 ¼ t
3
3
 Nþ1
ð2N þ 1Þ!!becauseEjz2j ¼ E t
3=2
2
n1 þ
X1
k¼2
ck
t3=2
ðk 1Þ2
nk
 !224
3
5 ¼ t3
4
þ
X1
k¼1
8
p4
t3
ð2k 1Þ4
¼ 1
3
t3:Nowð2N þ 1Þ!! ¼ ð2N þ 1Þð2N  1Þ   5  3  1 ¼ 2Nþ1 N þ 1
2
 
N  1
2
 
   5
2
 
 3
2
 
 1
2
 
6 2Nþ1ðN þ 1ÞNðN  1Þ   3  2  1 ¼ 2Nþ1ðN þ 1Þ!
and (5) is derived. hAppendix C. Proof of (6)Proof. In fact, without loss of generality pn(x) may be assumed to be monic orthogonal polynomials and we need to prove
the existence of constants an and bn for pn(x) = (x  an)pn1(x)  bn pn2(x). Since x pn(x) is a polynomial of degree n + 1, we
can write for nP 0xpnðxÞ ¼
Xnþ1
k¼0
an;kpkðxÞ; an;k ¼
hxpnðxÞ;pkðxÞi
hpkðxÞ; pkðxÞi
:hx pn(x),pk(x)i = hpn(x),x pk(x)i and x pk(x) is a polynomial of degree k + 1 so that an,k = 0 for 0 6 k < n  1 and nP 2. Further, x
pn(x) is monic so an, n+1 = 1. Thus x pn(x) = pn+1(x) + an,npn(x) + an,n1 pn1(x) and (6) is obtained. hReferences
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