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In this paper, we consider an initial–boundary value problem for
the Korteweg–de Vries equation on the negative quarter-plane. The
normalized Korteweg–de Vries equation considered is given by
uτ + uux + uxxx = 0, x < 0, τ > 0,
where x and τ represent dimensionless distance and time, re-
spectively. In particular, we consider the case when the initial
and boundary conditions are given by u(x,0) = ui for x < 0 and
u(0, τ ) = ub , ∂∂x u(0, τ ) = ubx for τ > 0. Here the initial value ui < 0
and we restrict attention to boundary values ub and ubx in the
ranges 0 < ub < −2ui and |ubx| < 1√3 (ub −ui)(−ub −2ui)
1
2 , respec-
tively. The method of matched asymptotic coordinate expansions is
used to obtain the large-τ asymptotic structure of the solution to
this problem, which exhibits the formation of a steady state so-
lution. A brief discussion is also given of the large-τ asymptotic
structure to this problem when ui < 0, ui < ub < 0 and ubx = 0.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the following initial–boundary value problem for the normalized
Korteweg–de Vries equation, namely,
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u(x,0) = ui, x < 0, (1.2)
u(0, τ ) = ub, τ > 0, (1.3)
∂
∂x
u(0, τ ) = ubx, τ > 0, (1.4)
where the initial value ui < 0 and we restrict attention to boundary values ub and ubx in the ranges
0 < ub < −2ui and |ubx| < 1√3 (ub −ui)(−ub −2ui)
1
2 , respectively. In what follows we label the initial–
boundary value problem (1.1)–(1.4) as IBVP.
We note that the Korteweg–de Vries equation is a canonical equation combining both nonlinear-
ity and dispersion and as such arises in the modelling of many physical phenomenon including for
example shallow-water gravity waves, ion-acoustic waves and waves in the atmosphere and ocean.
Clearly, the literature relating to the Korteweg–de Vries equation is vast and we make no attempt
here to summarize it, rather we make reference only to the most salient to this present paper. The
analysis of initial–boundary value problems on the positive quarter-plane has received considerable
attention over recent years, and a review of some of the more signiﬁcant literature in the area can be
found in [8,10,11]. In particular, in the recent paper [4] the large-time development of the solution to
an initial–boundary value problem for the positive quarter-plane was considered in detail, using the
method of matched coordinate expansions. However, the analysis of initial–boundary value problems
on the negative quarter-plane is far less developed, although some excellent numerical studies exist
(see for example [10] and [11]). There are a number of physical applications, including weakly non-
linear long waves propagating on a ﬂuid with surface tension [3], and the plasma-sheath transition
layer [9].
The initial–boundary value problem IBVP has been considered in [11], where exact and approx-
imate solutions are found. In particular, in the case when ui < 0, 0 < ub < −2ui and ubx = 0 the
numerical solutions of IBVP indicate that the large-τ solution approaches the steady state solution
u(x) = −1
2
ub + 32ub sech
2
(
1
2
√
ub
2
x
)
, (1.5)
where x = O (1) ( 0). The numerical solutions presented in [11] indicate that this steady state solu-
tion is connected to the oscillatory behaviour (oscillating about the initial value, ui) in the far ﬁeld by
an expansion wave, which allows a step down in mean height from u = − ub2 to u = ui .
In this paper we use the method of matched asymptotic coordinate expansions to develop the
complete large-τ asymptotic structure of the solution to IBVP when ui < 0 for boundary values ub
and ubx in the ranges 0 < ub < −2ui and
− 1√
3
(ub − ui)(−ub − 2ui) 12 < ubx < 1√
3
(ub − ui)(−ub − 2ui) 12 .
The large-τ asymptotic structure of solution to IBVP is obtained by careful consideration of the asymp-
totic structures as τ → 0 (−∞ < x  0) and as x → −∞ (τ  O (1)). The methodology used is
analogous to that developed in the context of reaction–diffusion equations and is elucidated in [5].
The leading order structure of the solution to IBVP for x = O (1) ( 0) is the steady state solution
us(x) = ul − 3ul sech2
(√−ul
2
x± sech−1
(
ub − ul
−3ul
) 1
2
)
, (1.6)
with x = O (1) ( 0), and where
ul =
(
r+ + r− + 1
2
)
ub, ul ∈
(
ui,−ub2
]
, (1.7)
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r± = 1
2ub
(−6u2bx − u3b ± 2√3ubx
√
3u2bx + u3b
) 1
3 . (1.8)
The −[+] sign in (1.6) is taken when ubx is positive [negative] respectively. Further, we note that the
rate of convergence of the solution to IBVP to the steady state us(x) is exponential in τ as τ → ∞,
with
u(x, τ ) = us(x) + O
(
τ−
3
2 exp
[
− 2
3
√
3
(−ul) 12 τ
])
(1.9)
as τ → ∞ with x = O (1) ( 0). This steady state solution is connected to the oscillatory behaviour
(oscillating about ui) when x < uiτ by the expansion wave
u(x, τ ) ∼ x
τ
, x ∈ (uiτ ,ulτ ), (1.10)
as τ → ∞. The full details of these results are reported in Section 3. These results both conﬁrm the
numerical simulations presented in [10] and [11], and extend the analysis presented in [11]. Further,
in Section 3, a brief discussion is given of the large-τ asymptotic structure to this problem when
ui < 0, ui < ub < 0 and ubx = 0. We note that this case was also considered in [10] and [11].
We conclude by noting that the methodology presented in this paper for initial–boundary value
problem IBVP is applicable to a large class of nonlinear evolution equations. In particular, where a
coherent structure forms the large-time attractor for the solution to initial-value (or initial–boundary
value) problem for a nonlinear evolution equation (or system of equations).
2. Asymptotic solution to IBVP as τ →∞
In this section we develop the asymptotic structure of the solution to IBVP as τ → ∞. To achieve
this we must begin by examining the asymptotic structure of the solution to IBVP as τ → 0.
2.1. Asymptotic solution to IBVP as τ → 0
Consideration of the initial condition (1.2) and boundary conditions (1.3) and (1.4) indicates that
the structure of the asymptotic solution to IBVP as τ → 0 has two asymptotic regions in x, labelled
as follows:
region I: x = o(1) ( 0), u(x, τ ) = O (1)
region II: x = O (1) (< 0), u(x, τ ) = ui + o(1)
}
as τ → 0. (2.1)
We ﬁrst consider region I, in which x = o(1) ( 0) and u(x, τ ) = O (1) as τ → 0. To examine region I,
we introduce the scaled coordinate η = xτ−α = O (1) ( 0) as τ → 0, with α > 0, and look for an
expansion of the form
u(η, τ ) = u¯(η) + o(1) (2.2)
as τ → 0, with η = O (1) ( 0). On substitution of expansion (2.2) into Eq. (1.1) (when written in
terms of η and τ ) we ﬁnd that the most structured leading order balance requires α = 13 . At leading
order we then obtain the equation
u¯ηηη − η u¯η = 0, η < 0. (2.3)
3
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and (1.4), that is
u¯(η) ∼ ui as η → −∞, (2.4)
and
u¯(0) = ub, (2.5)
u¯η(0) = ubx. (2.6)
On making the substitution
u¯η = V (ξ), η = 3 13 ξ, (2.7)
Eq. (2.3) becomes Airy’s equation
V ξξ − ξV = 0, ξ < 0. (2.8)
The solution to (2.8) is readily obtained as
V (ξ) = C0 Ai(ξ) + D0 Bi(ξ), −∞ < ξ  0, (2.9)
where Ai[.] and Bi[.] are the standard Airy functions (see [1, pp. 446–450]) and C0, D0 are constants
to be determined on matching with region II as ξ → −∞ and on satisfying conditions (2.5) and (2.6).
Consideration of condition (2.6) requires that
C0 +
√
3D0 = 3 23 
(
2
3
)
ubx, (2.10)
where [.] is the standard Gamma function (see [1]), with ( 23 ) = 1.3541 . . . . Hence, via (2.7) and
(2.9), we have that
u¯(η) = A0 + C03 13
η3−
1
3∫
0
Ai(s)ds + D03 13
η3−
1
3∫
0
Bi(s)ds, (2.11)
with η = O (1) ( 0) and where A0 is a constant of integration. Matching to leading order with
region II (as η → −∞) and satisfying condition (2.5) then requires that
C0 = 3
2
3
2
(ub − ui), A0 = ub, (2.12)
and, via (2.10), that
D0 = 3 16
[

(
2
3
)
ubx − (ub − ui)2
]
. (2.13)
Therefore in region I we have
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0∫
η3−
1
3
Ai(s)ds
− √3
[

(
2
3
)
ubx − (ub − ui)2
] 0∫
η3−
1
3
Bi(s)ds + o(1) (2.14)
as τ → 0, with η = O (1) ( 0). We note that
u(η, τ ) ∼ ui + (−η)− 34
{
Ac cos
(
2
3
√
3
(−η) 32 + π
4
)
− As sin
(
2
3
√
3
(−η) 32 + π
4
)}
+ · · · (2.15)
as η → −∞, where
Ac = 3
5
4 (ub − ui)
2
√
π
(2.16)
and
As = 3
3
4√
π
[

(
2
3
)
ubx − (ub − ui)2
]
. (2.17)
As η → −∞ we move into region II, where x = O (1) (< 0) as τ → 0. The form of expansion (2.14)
for (−η)  1 given by (2.15) suggests that in region II we expand as
u(x, τ ) = ui +
(
eψ
+(x,τ ) + eψ−(x,τ )) as τ → 0, (2.18)
with
ψ±(x, τ ) = ±ı˙ψ0(x)τ− 12 + ψ1(x) lnτ ± ı˙ψ2(x) + ψ3(x) ± ı˙ψ4(x)τ 12 + o
(
τ
1
2
)
, (2.19)
where x = O (1) (< 0) as τ → 0, and ψ0(x) > 0. On substituting (2.18) and (2.19) into Eq. (1.1) and
solving at each order in turn, we ﬁnd (after matching with (2.14) as x → 0−) that
u(x, τ ) = ui + exp
(
ı˙
2
3
√
3
(−x) 32 τ− 12 + 1
4
lnτ +
[
ı˙
(
π
4
+ tan−1
(
As
Ac
))
− 3
4
ln(−x)
+ 1
2
ln
(
A2c + A2s
4
)]
+ τ 12
[
ı˙
ui√
3
(−x) 12 + · · ·
]
+ o(τ 12 ))
+ exp
(
−ı˙ 2
3
√
3
(−x) 32 τ− 12 + 1
4
lnτ +
[
−ı˙
(
π
4
+ tan−1
(
As
Ac
))
− 3
4
ln(−x) + 1
2
ln
(
A2c + A2s
4
)]
+ τ 12
[
−ı˙ ui√
3
(−x) 12 + · · ·
]
+ o(τ 12 )) (2.20)
as τ → 0, with x = O (1) (< 0).
The asymptotic structure as τ → 0 is now complete, with the expansions in regions I and II pro-
viding a uniform approximation to the solution of IBVP as τ → 0.
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We now investigate the asymptotic structure of the solution to IBVP as x → −∞ with τ = O (1).
The form of expansion (2.20) of region II for (−x)  1 as τ → 0 suggests that in this region, which
we label as region III, we expand as
u(x, τ ) = ui +
(
eφ
+(x,τ ) + eφ−(x,τ )) as x → −∞, (2.21)
where
φ±(x, τ ) = ±ı˙φ0(τ )(−x) 32 ± ı˙φ1(τ )(−x) 12 + φ2(τ ) ln(−x) ± ı˙φ3(τ ) + φ4(τ ) + o(1), (2.22)
with τ = O (1) as x → −∞, and φ0(τ ) > 0. On substituting (2.21) and (2.22) into Eq. (1.1) and solving
at each order in turn, we ﬁnd (after matching with (2.20) as τ → 0+) that
u(x, τ ) = ui + exp
(
ı˙
2
3
√
3
(−x) 32 τ− 12 + ı˙ ui√
3
(−x) 12 τ 12 − 3
4
ln(−x)
+
[
ı˙
(
π
4
+ tan−1
(
As
Ac
))
+ 1
4
lnτ + 1
2
ln
(
A2c + A2s
4
)]
+ o(1)
)
+ exp
(
−ı˙ 2
3
√
3
(−x) 32 τ− 12 − ı˙ ui√
3
(−x) 12 τ 12 − 3
4
ln(−x)
+
[
−ı˙
(
π
4
+ tan−1
(
As
Ac
))
+ 1
4
lnτ + 1
2
ln
(
A2c + A2s
4
)]
+ o(1)
)
(2.23)
as x → −∞, with τ = O (1). Expansion (2.23) remains uniform for τ  1 provided that (−x)  τ , but
becomes nonuniform when x = O (τ ) as τ → ∞.
2.3. Asymptotic solution to IBVP as τ → ∞
As τ → ∞, the asymptotic expansion (2.23) of region III (x → −∞, τ = O (1)) continues to remain
uniform provided (−x)  τ . However, as already noted, a nonuniformity develops when (−x) = O (τ ).
To proceed we introduce a new region, region IV when (−x) = O (τ ) as τ → ∞. To examine re-
gion IV we introduce the scaled coordinate y = xτ , where y = O (1) (< 0) as τ → ∞, and write (as
suggested by (2.23))
u(x, τ ) = ui +
(
eg
+(y,τ ) + eg−(y,τ )) as τ → ∞, (2.24)
where
g±(y, τ ) = ±ı˙g0(y)τ + g1(y) lnτ ± ı˙g2(y) + g3(τ ) + o(1) (2.25)
as τ → ∞, with y = O (1) (< 0). It is instructive to ﬁrst consider the leading order problem in re-
gion IV. On substituting (2.24) and (2.25) into Eq. (1.1) (when written in terms of y and τ ) we obtain
the leading order problem as
(
g′0
)3 + (y − ui)g′0 − g0 = 0, y < 0, (2.26)
g0(y) = 2√ (−y) 32 + ui√ (−y) 12 + o
[
(−y) 12 ], y → −∞. (2.27)3 3 3
1212 J.A. Leach / J. Differential Equations 247 (2009) 1206–1228Fig. 1. A sketch of g0(y) illustrating the envelope touching solution g0(y,α) (given by (2.31)) and the full envelope solu-
tion g0(y) (given by (2.30)). We note that yT (α,ui) = ui − 3α2.
The ﬁnal condition, (2.27), arises from matching (2.24) ((−y)  1) with expansion (2.23) (−x =
O (τ )). Eq. (2.26) has a one-parameter family of linear solutions,
g0(y) = −α
(
y + α2 − ui
)
, y ∈ (−∞,∞), (2.28)
for each α ∈R, together with the associated pair of envelope solutions,
g0(y) = ± 2
3
√
3
(ui − y) 32 , y ∈ (−∞,ui]. (2.29)
Combinations of (2.28) and (2.29) which remain continuous and differentiable also provide solutions
to (2.26) (envelope touching solutions). The problem (2.26), (2.27) thus has a one-parameter family of
solutions, namely, the envelope solution
g0(y) = 2
3
√
3
(ui − y) 32 , y  ui, (2.30)
together with the family of envelope touching solutions, given by
g0(y,α) =
{
2
3
√
3
(ui − y) 32 , y  yT (α,ui),
−α(y − [ui − α2]), yT (α,ui) < y < ui − α2,
(2.31)
for each α > 0, where
yT (α,ui) = ui − 3α2. (2.32)
Each of the above solutions is illustrated in Fig. 1. Since the solution to (2.26) and (2.27) approaches
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y → y−c (α,ui) =
{
ui, α = 0,
ui − α2, α > 0, (2.33)
then the expansion (2.24) with (2.25) becomes nonuniform as y → y−c (α,ui), speciﬁcally when
y = yc(α,ui) + O
(
δ(τ ,α)
)
, (2.34)
with
δ(τ ,α) =
{
τ−1, α > 0,
τ− 23 , α = 0. (2.35)
We again note that when α > 0, although g0(y,α) and g′0(y,α) are continuous over the range of
deﬁnition y  yc(α,ui), the second derivative g′′0(y,α) is discontinuous at the point at which the
linear solution meets the envelope solution, that is at y = yT (α,ui). This indicates that a thin tran-
sition region exists in a neighbourhood of y = yT (α,ui) in which third-order derivatives are retained
at leading order to smooth out the discontinuity in curvature.
We now have two distinct cases to consider, namely when α = 0 and g0(y) is given by (2.30) and
when α > 0 and g0(y,α) is given by (2.31). We consider each case in turn.
α > 0
Following (2.34) and (2.35) we introduce region P in which y = (ui − α2) + O (τ−1) as τ → ∞.
Thus we write
y = (ui − α2)+ z
τ
(2.36)
in region P, with z = O (1) as τ → ∞. An examination of the structure of the expansion in region IV
as we move into region P establishes that in region P we have
u(z, τ ) = ui + τ− 12 u¯(z) + o
(
τ−
1
2
)
as τ → ∞, (2.37)
with z = O (1). Substituting from (2.37) into Eq. (1.1) (when written in terms of z and τ ) results in
the leading order problem,
u¯zzz + α2u¯z = 0, −∞ < z < ∞, (2.38)
u¯(z) ∼ uˆ∞ cos(αz + k) as z → −∞, (2.39)
z−
1
2 u¯(z) bounded as z → +∞, (2.40)
with the ﬁrst condition required for matching to region IV, and the constants uˆ∞ 	= 0 and k un-
determined at this stage, whilst the second condition is required for u to remain bounded when
y = O (1) (∈ (ui − α2,0)) as τ → ∞. The general solution to Eq. (2.38) is
u¯(z) = R cos(αz + θ) + γ , (2.41)
with R, θ and γ arbitrary constants. The boundary conditions are both satisﬁed by the unique choice
R = uˆ∞ , θ = k and γ = 0. Thus, in region P we have
u(z, τ ) = ui + uˆ∞1 cos(βz + k) + o
(
1
1
)
(2.42)τ 2 τ 2
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where y = O (1) (∈ (ui −α2,0)) as τ → ∞. It follows from expansion (2.42) that in region V we must
write again
u(y, τ ) = ui +
(
egˆ+(y,τ ) + egˆ−(y,τ )) (2.43)
and expand as
gˆ±(y, τ ) = ±ı˙ gˆ0(y)τ + gˆ1(y) lnτ ± ı˙ gˆ2(y) + gˆ3(y) + o(1) (2.44)
as τ → ∞ with y = O (1) (∈ (ui −α2,0)). On substitution of (2.43), (2.44) into Eq. (1.1) (when written
in terms of y and τ ) we obtain after solving at each order in turn, and matching to expansion (2.42)
in region P, that
gˆ0(y) = α
(
y − [ui − α2]), gˆ1(y) = −12 , ui − α2 < y < 0. (2.45)
Therefore, in region V we have, via (2.43), (2.44) and (2.45), that
u(y, τ ) = ui + g¯3(y)
τ
1
2
cos
(
α
(
y − [ui − α2])τ + gˆ2(y))+ o
(
1
τ
1
2
)
(2.46)
as τ → ∞ with y = O (1) (∈ (ui −α2,0)). Note that the effect of region P has been, passive, transmit-
ting the same structure from region IV to region V. At this stage the O (1) functions gˆ2(y) and gˆ3(y)
are indeterminate, with g¯3(y) = exp(gˆ3(y)). However, expansion (2.46) cannot satisfy boundary con-
ditions (1.3) and (1.4) and we conclude that α = 0.
α = 0
In this case, continuing expansion (2.24) results in
g1(y) = −1
2
, y < 0, (2.47)
with g2(y) and g3(y) remaining indeterminate O (1) functions, where
g3(y) ∼ −3
4
ln(−y) + 1
2
ln
(
A2s + A2c
4
)
, g2(y) ∼ π
4
+ tan−1
(
As
Ac
)
as y → −∞.
Thus we have, in region IV,
u(y, τ ) = ui + g¯3(y)
τ
1
2
cos
(
2
3
√
3
(ui − y) 32 τ + g2(y)
)
+ o
(
1
τ
1
2
)
(2.48)
as τ → ∞ with y = O (1) (∈ (−∞,ui)) and g¯3(y) = exp(g3(y)). Expansion (2.48) becomes nonuni-
form as y → u−i . We must now introduce localized region C1 in which y = ui + O (τ−
2
3 ) as τ → ∞.
Thus we write
y = ui + ζ
τ
2
3
(2.49)
in region C1, with ζ = O (1) as τ → ∞. It follows from (2.49) and expansion (2.48) in region IV, that
we should expand as
u(ζ, τ ) = ui + ψ(τ )G¯(ζ ) + o
(
ψ(τ )
)
as τ → ∞, (2.50)
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ψ(τ ) = o(1) as τ → ∞, (2.51)
is to be determined. On rewriting Eq. (1.1) in terms of ζ and substituting from (2.50) we obtain
ψ ′(τ )G¯ − 1
3
ψ(τ )
τ
ζ G¯ζ + ψ
2(τ )
τ
1
3
G¯ G¯ξ + ψ(τ )
τ
G¯ξξξ = 0. (2.52)
A nontrivial balance requires
ψ2(τ )
τ
1
3
∼ ψ(τ )
τ
as τ → ∞, (2.53)
and so, without loss of generality, we take
ψ(τ ) = τ− 23 . (2.54)
We observe that all terms in (2.52) are retained at leading order as τ → ∞ and (2.52) becomes
G¯ζ ζ ζ + G¯ G¯ζ − ζ
3
G¯ζ − 2
3
G¯ = 0, −∞ < ζ < ∞. (2.55)
We note that Eq. (2.55) admits the solution G¯(ζ ) = ζ . The matching condition between expan-
sion (2.50) with (2.54), and expansion (2.48) in region IV then requires
G¯(ζ ) ∼ u˜∞(−ζ ) 14 cos
(
2
3
√
3
(−ζ ) 32 + θ˜∞
)
as ζ → −∞. (2.56)
We observe that
g¯3(y) ∼ u˜∞(ui − y) 14 , g2(y) ∼ θ˜∞ as y → u−i ,
where the constants u˜∞ > 0 and θ˜∞ are undetermined at this stage. We require a solution of (2.55)
and (2.56) which satisﬁes
G¯(ζ ) ∼ ζ as ζ → ∞. (2.57)
The boundary condition (2.57) can be developed to give
G¯(ζ ) = ζ + α˜ζ− 12 + o(ζ− 12 ) as ζ → ∞, (2.58)
where α˜ is a constant. The boundary value problem (2.55), (2.56) and (2.58) is both nonlinear and
nonautonomous. A numerical study of initial-value problem (2.73) and (2.56) using a shooting method
(see [6] and [7] for details) reveals that a unique solution exists, which is oscillatory in ζ < 0, being
of the form (2.56) for (−ζ )  1, for each α˜ > 0. However, for α˜ < 0 the solution to initial-value prob-
lem (2.55) and (2.58) blows up at ﬁnite ζ , whilst for α˜ = 0, the solution to initial-value problem (2.55)
and (2.58) is G¯(ζ ) = ζ . We conclude that the boundary value problem (2.55), (2.56) and (2.58) has a
unique solution for each α˜ > 0, but no solution for each α˜  0. Moreover, for speciﬁed α˜ > 0, then
u˜∞ > 0 and θ˜∞ are ﬁxed uniquely. The parameter α˜ remains undetermined.
1216 J.A. Leach / J. Differential Equations 247 (2009) 1206–1228Now, as ζ → ∞, we move out of the localized region C1 and into region V, where y = O (1)
(∈ (ui,ul)) as τ → ∞. It follows, via (2.49), (2.50), (2.54) and (2.58), that in region V we have
u(y, τ ) = O (1) as τ → ∞. Hence we expand as
u(y, τ ) = Fˆ (y) + O (τ−1) (2.59)
as τ → ∞ with y = O (1) (∈ (ui,ul)), and where ul(∈ (ui,0)) is to be determined. On substitution
from (2.59) into Eq. (1.1) (when written in terms of y and τ ) we obtain the leading order problem as
Fˆ y( Fˆ − y) = 0, ui < y < ul, (2.60)
Fˆ (y) ∼ y as y → u+i , (2.61)
with the ﬁnal condition being the matching condition between expansion (2.59) in region V and
expansion (2.50) in region C1. Then the solution to (2.60), (2.61) is
Fˆ (y) = y, ui < y < ul. (2.62)
It follows from (2.59) that in region V we have
u(y, τ ) = y + O (τ−1) (2.63)
as τ → ∞, with y = O (1) (∈ (ui,ul)). On continuing expansion (2.63) to next order we obtain
u(y, τ ) = y + K (y)
τ
+ o
(
1
τ
)
(2.64)
as τ → ∞ with y = O (1) (∈ (ui,ul)), and where K : (ui,ul) →R is undetermined, but having
K (y) ∼ α˜(y − ui)− 12 as y → u−i . (2.65)
We now make the assumption (which we verify as consistent) that
K (y) ∼ α¯(ul − y)− 12 as y → u−l , (2.66)
where α¯ (> 0) and ul (∈ (ui,0)) are constants to be determined. Hence a nonuniformity develops in
expansion (2.64) as y → u−l .
We continue the asymptotic structure with a localized region, region C2. In region C2 we write
y = ul + ξφ(τ ), (2.67)
with ξ = O (1) as τ → ∞, and the gauge function
φ(τ ) = o(1) as τ → ∞, (2.68)
is to be determined. It follows from (2.67) and expansion (2.64) in region V, that we should expand
as
u(ξ, τ ) = ul + G(ξ)φ(τ ) + o
(
φ(τ )
)
(2.69)
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φ′(τ )G −
[
φ′(τ ) + φ(τ )
τ
]
ξGξ + φ(τ )
τ
GGξ + 1
φ2(τ )τ 3
Gξξξ = 0. (2.70)
A nontrivial balance requires
φ(τ )
τ
∼ 1
φ2(τ )τ 3
as τ → ∞, (2.71)
and so, without loss of generality, we take
φ(τ ) = τ− 23 . (2.72)
We observe that all terms in (2.70) are retained at leading order as τ → ∞ and (2.70) becomes
Gξξξ + GGξ − ξ
3
Gξ − 2
3
G = 0, −∞ < ξ < ∞. (2.73)
We note that Eq. (2.73) admits the solution G(ξ) = ξ . Now, matching expansion (2.64) (as y → u−l )
with expansion (2.69) (as ξ → −∞) requires that
G(ξ) = ξ + α¯(−ξ)− 12 + o((−ξ) 12 ) as ξ → −∞, (2.74)
where α¯ > 0 is a constant to be determined. Finally for u to remain bounded as τ → ∞ when
y = ul + O (1) we require
ξ−1G(ξ) bounded as ξ → ∞. (2.75)
The leading order problem is now complete, and is given by (2.73), (2.74) and (2.75). The boundary
value problem (2.73)–(2.75) is both nonlinear and nonautonomous. A numerical study of Eq. (2.73) has
been carried out in [6] and [7]. Numerical simulation of initial-value problem (2.73), (2.74) indicates
that a unique solution exists which decays exponentially to zero from above, as ξ → ∞, with the
estimate that α¯ = 1.2 . . . . On making the substitution
G(ξ) = 23 13 H(η), ξ = 3 13 η, (2.76)
Eq. (2.73) is rewritten as
Hηηη + 6HHη − ηHη − 2H = 0, −∞ < η < ∞. (2.77)
The solution to (2.77) can be written as
H(η) = Wη − W 2, (2.78)
where W (η) is a solution of the second Painlevé equation (PII)
Wηη = ηW + 2W 3 + ϕ, (2.79)
1218 J.A. Leach / J. Differential Equations 247 (2009) 1206–1228where ϕ is a constant. Since we require W (η) to decay exponentially as η → ∞ we take ϕ = 0.
When ϕ = 0 it has been established (see [2]) that (2.79) has a unique solution satisfying the following
boundary conditions
W (η) ∼
⎧⎨
⎩
1
2
√
π
η− 14 exp(− 23η
3
2 ) as η → ∞,
(− η2 )
1
2 as η → −∞.
(2.80)
On noting that (2.79) (with ϕ = 0) remains unchanged by W (η) → −W (η) it is straightforward, via
(2.76), (2.78) and (2.80), to establish that Eq. (2.73) with (2.74) has a unique solution with
G(ξ) ∼ 3
1
4√
π
ξ
1
4 exp
(
− 2
3
√
3
ξ
3
2
)
as ξ → ∞. (2.81)
It is then established that α¯ =
√
3
2 .
As ξ → ∞ we move out of localized region C2 into region VI where y = O (1) (∈ (ul,0)) as τ → ∞.
It follows, via (2.69), (2.72) and (2.81), that in region VI we expand as
u(y, τ ) = ul + e−τ F (y,τ ), (2.82)
where
F (y, τ ) = f0(y) + f1(y) lnτ
τ
+ f2(y) 1
τ
+ o
(
1
τ
)
as τ → ∞, (2.83)
with y = O (1) (∈ (ul,0)) as τ → ∞, and f0(y) > 0. Substitution of (2.82), (2.83) into Eq. (1.1) (when
written in terms of y and τ ) gives on solving at each order in turn and matching to expansion (2.69)
of region C2 as y → u+l that
u(y, τ ) = ul + exp
(
− 2
3
√
3
(y − ul) 32 τ − 12 lnτ + H(y) + o(1)
)
(2.84)
as τ → ∞ with y = O (1) (∈ (ul,0)), and the function H(y) remains undetermined, but with
H(y) ∼ 1
4
ln(y − ul) + ln
(
3
1
4√
π
)
as y → u+l . (2.85)
Clearly, expansion (2.84) will not satisfy boundary conditions (1.3) and (1.4) and further regions will
be required to complete the large-τ solution of IBVP.
We next consider region S in which y = O (τ−1) and u = O (1) as τ → ∞. Thus we write
y = x
τ
(2.86)
in region S, with x = O (1) ( 0) as τ → ∞, and expand in the form
u(x, τ ) = (ul + u¯(x))+ o(1) as τ → ∞, (2.87)
with x = O (1) ( 0). On substitution of (2.87) into Eq. (1.1) we obtain the leading order problem as
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u¯xxx + u¯u¯x + ulu¯x = 0, −∞ < x < 0, (2.88)
u¯(0) = ub − ul, (2.89)
u¯x(0) = ubx, (2.90)
u¯(x) → 0+ as x → −∞. (2.91)
We recall that |ubx| < 1√3 (ub − ui)(−ub − 2ui)
1
2 and note that ul (> ui) remains undetermined at this
stage in the analysis. We can integrate (2.88) once, and use the condition as x → −∞ to obtain
u¯xx + ulu¯ + u¯
2
2
= 0, (2.92)
in place of (2.88). A sketch of the (u¯, u¯x) phase plane of the second-order autonomous nonlinear ordi-
nary differential equation (2.92) is shown in Fig. 2. The only phase path which satisﬁes the boundary
condition (2.91) is the homoclinic orbit, u¯, which lies in the half-plane u¯ > 0. The equation of which
is really obtained as
u¯(x) = −3ul sech2
(√−ul
2
x+ xc
)
, −∞ < x < ∞, (2.93)
where xc is a constant. The boundary conditions (2.89) and (2.90) at x = 0 require that
xc = ± sech−1
(
ub − ul
−3u
) 1
2
, (2.94)
l
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negative real root of the cubic equation
2u3l − 3ub u2l + u3b + 3u2bx = 0. (2.95)
It is readily established that
ul =
(
r+ + r− + 1
2
)
ub, ul ∈
(
ui,−ub2
]
, (2.96)
where
r± = 1
2ub
(−6u2bx − u3b ± 2√3 ubx
√
3u2bx + u3b
) 1
3 . (2.97)
We conclude that boundary-value problem (2.88)–(2.91) has solution (2.93) (with (2.94) and (2.96))
which corresponds to a portion of the homoclinic orbit. Therefore, in region S we have, via (2.87) and
(2.93), that
u(x, τ ) = ul − 3ul sech2
(√−ul
2
x+ xc
)
+ o(1) (2.98)
as τ → ∞ with x = O (1) ( 0), where ul and xc are given by (2.96) and (2.94) respectively. The −[+]
sign in (2.94) is taken when 0 < ubx <
1√
3
(ub −ui)(−ub −2ui) 12 [− 1√3 (ub −ui)(−ub −2ui)
1
2 < ubx < 0]
respectively. Further, we note that xc = 0 and ul = − ub2 when ubx = 0, recovering (1.5) the steady state
solution discussed in [11]. We note that the solution in region S is time independent at leading order.
From (2.98) we observe that
u(x, τ ) ∼ ul − 12ule2xc e
√−ulx + · · · (2.99)
for (−x)  1. As x → −∞ we move out of region S into region VI where y = O (1) (∈ (ul,0)) as
τ → ∞. When written in terms of y, (2.99) becomes
u(y, τ ) ∼ ul + exp
(√−ul yτ + [2xc + ln 12(−ul)]). (2.100)
Consideration of (2.100) and (2.84) indicates that region VI must be replaced by three regions: re-
gion VI(a) (y ∈ (ul, yt)), region TR (transition region), and region VI(b) (y ∈ (yt,0)), where yt is to be
determined.
Thus, via (2.100), we look for an expansion in region VI(b) in the form
u(y, τ ) = ul + e−τ F¯ (y,τ ), (2.101)
where
F¯ (y, τ ) = f¯0(y) + f¯1(y) 1
τ
+ o
(
1
τ
)
as τ → ∞, (2.102)
with y = O (1) (∈ (yt,0)) as τ → ∞, and f¯0(y) > 0. Substitution of (2.101), (2.102) into Eq. (1.1) (when
written in terms of y and τ ) gives on solving at each order in turn and matching to expansion (2.98)
of region S as y → 0+ that
u(y, τ ) = ul + exp
(√−ul yτ + [2xc + ln 12(−ul)]+ o(1)) (2.103)
as τ → ∞ with y = O (1) (∈ (yt ,0)).
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region VI(b) [VI(a)] as y → y+t [y → y−t ] respectively, reveals that yt = ul4 and in this region
y = ul
4
− 1
3(−ul) 12
lnτ
τ
+ O
(
1
τ
)
(2.104)
as τ → ∞. To examine region TR we introduce the scaled coordinate z, via
y = ul
4
− 1
3(−ul) 12
lnτ
τ
+ z
τ
, (2.105)
where z = O (1) as τ → ∞, and expand as
u(z, τ ) = ul + F (z)τ− 13 exp
[
−1
4
(−ul) 32 τ
]
+ o
(
τ−
1
3 exp
[
−1
4
(−ul) 32 τ
])
(2.106)
as τ → ∞ with z = O (1). On substitution of (2.106) in Eq. (1.1) (when written in terms of z and τ )
we obtain at leading order
Fzzz − 3(−ul)
4
Fz − (−ul)
3
2
4
F = 0, −∞ < z < ∞. (2.107)
Eq. (2.107) is to be solved subject to the boundary conditions
F (z) ∼
{
12(−ul)e2xc e
√−ul z as z → ∞,
Hce−
1
2
√−ul z as z → −∞.
(2.108)
Conditions (2.108) are the matching conditions with regions VI(b) and VI(a) respectively. We note
that H(y) ∼ ln Hc as y → ul4 − , where Hc is a constant. The solution to (2.107) and (2.108) is readily
obtained as
F (z) = 12(−ul)e2xc e
√−ul z + Hce− 12
√−ul z, −∞ < z < ∞. (2.109)
We now examine the form of expansion (2.106) for z  1 (as we move into region VI(b)). From (2.106)
and (2.109) we have, when written in terms of y, that
u(y, τ ) ∼ ul + 12(−ul)e2xc exp(
√−ul yτ ) + Hcτ− 12 exp
(
− 2
3
√
3
(y − ul) 32 τ
)
. (2.110)
Thus, we must look for an expansion in region VI(b) in the form
u(y, τ ) = ul + exp
(√−ul yτ + [2xc + ln 12(−ul)])
+ Hˆ(y)τ− 12 exp
[
− 2
3
√
3
(y − ul) 32 τ
]
+ o
(
τ−
1
2 exp
[
− 2
3
√
3
(y − ul) 32 τ
])
(2.111)
as τ → ∞ with y ∈ ( ul4 ,0). On substitution of (2.111) into Eq. (1.1) (when written in terms of y
and τ ), we ﬁnd that Hˆ(y) is indeterminate at this order. However, matching to region TR (as y → ul4 +)
requires that Hˆ(y) ∼ Hc as y → ul4 + .
On examining expansion (2.111) in region VI(b) (as y → 0−), we obtain from (2.111), when written
in terms of x (via y = xτ ) that
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[
12(−ul)e2xc exp(−
√−ulx)
+ c0xαˇτ− 12−αˇ exp
(
− 2
3
√
3
(−ul) 32 τ − (−ul)
1
2√
3
x
)]
+ o
(
τ−
1
2−α exp
(
− 2
3
√
3
(−ui) 32 τ
))
(2.112)
as τ → ∞ with (−x)  1. We note that we have made the assumption (which we will verify as
consistent) that
Hˆ(y) ∼ c0 yαˇ as y → 0+, (2.113)
for some constants c0 and αˇ. On examining expansion (2.112) we determine that the correction to
expansion (2.87) of region S is O [τ− 12−αˇ exp(− 2
3
√
3
(−ul) 32 τ )] as τ → ∞. Hence, in region S we look
for an expansion of the form
u(x, τ ) = [ul + u¯(x)]+ u1(x)χ(τ ) + o(χ(τ )) (2.114)
as τ → ∞, where
χ(τ ) = v1τ− 12−αˇ exp
(
− 2
3
√
3
(−ul) 32 τ
)
,
with the constant v1 to be determined. Here u¯(x) is given by (2.93). On substitution of (2.114) into
Eq. (1.1) we obtain the equation for u1(x) as
u′′′1 + [ul + u¯]u′1 + u¯′u1 −
2
3
√
3
(−ul) 32 u1 = 0, x 0. (2.115)
We recall, via (2.99), that
u¯(x) ∼ 12(−ul)e2xc e
√−ulx + · · · (2.116)
as x → −∞. Thus, we have, via (2.115), that
u1(x) ∼ c1xexp
(
− (−ul)
1
2√
3
x
)
(2.117)
as x → −∞, where c1 is a constant to be determined. Matching expansion (2.114) (where u¯(x) and
u1(x) are given by (2.116) and (2.117) respectively) as x → −∞ with expansion (2.112) up to exponen-
tially small terms of O (τ− 12−αˇ exp(− 2
3
√
3
(−ul) 32 τ )) as τ → ∞, requires that c1 	= 0, and that αˇ = 1
and v1 = c0c1 , after which matching is complete. We note that c0 and c1 remain undetermined at this
order. Finally, we have in region S
u(x, τ ) = ul − 3ul sech2
(√−ul
2
x+ xc
)
+ O
(
τ−
3
2 exp
[
− 2
3
√
3
(−ul) 32 τ
])
(2.118)
as τ → ∞ with x  0, where ul and xc are given by (2.96) and (2.94) respectively. The −[+] sign
in (2.94) is taken when 0 < ubx <
1√ (ub − ui)(−ub − 2ui) 12 [− 1√ (ub − ui)(−ub − 2ui) 12 < ubx < 0]3 3
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τ− 13 exp(− 14 (−ul)
3
2 τ ) and (EXP) denotes terms exponentially small in τ as τ → ∞.
respectively. Further, we note that xc = 0 when ubx = 0. We note that the rate of convergence is
exponential in τ as τ → ∞, being O (τ− 32 exp(− 2
3
√
3
(−ul) 32 τ )).
This then completes the large-τ asymptotic structure of the solution to IBVP when ui < 0,
0 < ub < −2ui and |ubx| < 1√3 (ub −ui)(−ub −2ui)
1
2 . A uniform approximation has been given through
regions III, IV, C1, V, C2, VI(a), TR, VI(b) and S. A sketch of the asymptotic structure of u(x, τ ) as
τ → ∞ is given in Fig. 3.
The structure of each of these regions is summarized below:
Region III: (−x)  τ as τ → ∞,
u(x, τ ) = ui + exp
(
ı˙
2
3
√
3
(−x) 32 τ− 12 + ı˙ ui√
3
(−x) 12 τ 12 − 3
4
ln(−x)
+
[
ı˙
(
π
4
+ tan−1
(
As
A
))
+ 1
4
lnτ + 1
2
ln
(
A2c + A2s
4
)]
+ o(1)
)
c
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(
−ı˙ 2
3
√
3
(−x) 32 τ− 12 − ı˙ ui√
3
(−x) 12 τ 12 − 3
4
ln(−x)
+
[
−ı˙
(
π
4
+ tan−1
(
As
Ac
))
+ 1
4
lnτ + 1
2
ln
(
A2c + A2s
4
)]
+ o(1)
)
as τ → ∞ with (−x)  τ , and where Ac and As are given by (2.16) and (2.17) respectively.
Region IV: (−x) = O (τ ) as τ → ∞, y = xτ = O (1) (∈ (−∞,ui)) as τ → ∞, and
u(y, τ ) = ui + g¯3(y)
τ
1
2
cos
(
2
3
√
3
(ui − y) 32 τ + g2(y)
)
+ o
(
1
τ
1
2
)
as τ → ∞ with y = O (1) (∈ (−∞,ui)). Here g¯3(y) = O (1) (> 0), g2(y) = O (1) are undetermined,
but have
g¯3(y) ∼
⎧⎨
⎩
u¯∞(ui − y) 14 as y → u−i ,
(−y)− 34
√
A2s +A2c
4 as y → −∞,
g2(y) ∼
{
θ˜∞ as y → u−i ,
π
4 + tan−1( AsAc ) as y → −∞.
Region C1: x = uiτ + O (τ 13 ) as τ → ∞, ζ = (x−uiτ )
τ
1
3
= O (1) as τ → ∞, and
u(ζ, τ ) = ui + G¯(ζ )
τ
2
3
+ o
(
1
τ
2
3
)
as τ → ∞ with ζ = O (1), where G¯(ζ ) is the solution to the boundary value problem (2.55), (2.56)
and (2.58), with
G¯(ζ ) =
⎧⎨
⎩ u˜∞(−ζ )
1
4 cos( 2
3
√
3
(−ζ ) 32 + θ˜∞) + o(1) as ζ → −∞,
ζ + α˜ζ− 12 + o(ζ− 12 ) as ζ → ∞,
where u˜∞ , θ˜∞ , α˜ as given earlier.
Region V: (−x) = O (τ ) as τ → ∞, y = xτ = O (1) (∈ (ui,ul)) as τ → ∞, and
u(y, τ ) = y + O
(
1
τ
)
as τ → ∞ with y = O (1) (∈ (ui,ul)), where ul is given is given by (2.96) (with (2.97)).
Region C2: x = ulτ + O (τ 13 ) as τ → ∞, ξ = (x−ulτ )
τ
1
3
= O (1) as τ → ∞, and
u(ξ, τ ) = ul + G(ξ)2 + o
(
1
2
)
τ 3 τ 3
J.A. Leach / J. Differential Equations 247 (2009) 1206–1228 1225as τ → ∞ with ξ = O (1), where G(ξ) is the solution to the boundary value problem (2.73), (2.74)
and (2.75), with
G(ξ) =
⎧⎪⎨
⎪⎩
ξ +
√
3
2 (−ξ)
1
2 + o((−ξ) 12 ) as ξ → −∞,
3
1
4√
π
ξ
1
4 exp(− 2
3
√
3
ξ
3
2 ) as ξ → ∞.
Region VI(a): (−x) = O (τ ) as τ → ∞, y = xτ = O (1) (∈ (ul, ul4 )) as τ → ∞, and
u(y, τ ) = ul + exp
(
− 2
3
√
3
(y − ul) 32 τ − 12 lnτ + H(y) + o(1)
)
(2.119)
as τ → ∞ with y = O (1) (∈ (ul, ul4 )). H(y) = O (1) is undetermined, with
H(y) =
⎧⎨
⎩
1
4 ln(y − ul) + ln( 3
1
4√
π
) + o(1) as y → u+l ,
ln Hc + o(1) as y → ul4 −,
where Hc is a constant.
Region TR: x = ul4 τ − 1
3(−ul)
1
2
lnτ + O (1) as τ → ∞, z = (x − ul4 τ + 1
3(−ul)
1
2
lnτ ) = O (1) as τ → ∞,
and
u(z, τ ) = ul +
[
12(−ul)e2xc e
√−ul z + Hce− 12
√−ul z]τ− 13 exp[−1
4
(−ul) 32 τ
]
+ o
(
τ−
1
3 exp
[
−1
4
(−ul) 32 τ
])
as τ → ∞ with z = O (1).
Region VI(b): (−x) = O (τ ) as τ → ∞, y = xτ = O (1) (∈ ( ul4 ,0)) as τ → ∞, and
u(y, τ ) = ul + exp
(√−ul yτ + [2xc + ln 12(−ul)])+ Hˆ(y)τ− 12 exp
[
− 2
3
√
3
(y − ul) 32 τ
]
+ o
(
τ−
1
2 exp
[
− 2
3
√
3
(y − ul) 32 τ
])
(2.120)
as τ → ∞ with y = xτ = O (1) (∈ ( ul4 ,0)). Hˆ(y) = O (1) is undetermined, with
Hˆ(y) =
{
Hc as y → ul4 +,
c0 y as y → 0−,
where c0 is a constant.
Region S: x = O (1) ( 0) as τ → ∞,
u(x, τ ) = ul − 3ul sech2
(√−ul
2
x+ xc
)
+ O
(
τ−
3
2 exp
[
− 2
3
√
3
(−ul) 32 τ
])
as τ → ∞ with x = O (1) ( 0), and where ul and xc are given by (2.96) and (2.94) respectively.
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In this paper we have obtained, via the method of matched asymptotic coordinate expansions, the
uniform asymptotic structure of the large-τ solution to IBVP. This large-τ structure was obtained
by careful consideration of the asymptotic structures as τ → 0 (−∞ < x  0) and as x → −∞
(τ  O (1)). The solution exhibits in x  0 the formation of a steady state solution, which is in
agreement with the numerical solutions presented in [10] and [11]. This steady state solution when
x = O (1) ( 0) is connected to the oscillatory behaviour in the far ﬁeld when (−x)  τ as τ → ∞
by an expansion wave when x ∈ (uiτ ,ulτ ) as τ → ∞. The large-τ structure of the solution to IBVP
consists of eight asymptotic regions, which in terms of the coordinate y (where y = xτ ), are displayed
in Fig. 3. These eight regions are namely, as τ → ∞,
region IV: y = O (1)[ ∈ (−∞,ui)] (oscillatory region),
region C1: y = ui + O
(
τ−
2
3
)
(localized connection region),
region V: y = O (1)[ ∈ (ui,ul)] (expansion region),
region C2: y = ul + O
(
τ−
2
3
)
(localized connection region),
region VI(a): y = O (1)
[
∈
(
ul,
ul
4
)]
(constant region),
region TR: y = ul
4
+ O (τ−1) (transition region),
region VI(b): y = O (1)
[
∈
(
ul
4
,0
)]
(constant region),
region S: y = O (τ−1) (steady state region).
Region IV allows for the transfer of information from the far ﬁeld (−y)  1 [that is, (−x)  τ ] to the
near ﬁeld (y = O (1)). We note that at leading order in region IV the solution to IBVP, u, is O (1) and
is given by the initial value ui . The correction to this value is oscillatory in y and τ , and algebraically
decaying in τ , as τ → ∞. As y → u−i this correction term becomes O (τ−
2
3 ) as τ → ∞ indicating the
presence of a nonuniformity and the requirement of the localized region, region C1, in the neighbour-
hood of y = ui . This localized region then connects to region V when y = O (1) (∈ (ui,ul)) as τ → ∞,
where u = O (1) and is given by the expansion wave at leading order. A nonuniformity develops as
y → u−l indicating the requirement of a further localized region, region C2, in the neighbourhood
of y = ul . This localized region connects region V to region VI(a). Expansion (2.119) in region VI(a)
where y = O (1)[∈ (ul, ul4 )] becomes nonuniform as y → ul4 − and a transition region is required in the
neighbourhood of y = ul4 . This transition region connects the regions VI(a) and VI(b) and allows the
correction term to the constant value ul to change order. As y → 0− expansion (2.120) of region VI(b)
becomes nonuniform indicating the presence of the ﬁnal region S. In region S, where y = O (τ−1) as
τ → ∞ [that is, x = O (1) ( 0)], the solution is given by
u(x, τ ) = ul − 3ul sech2
(√−ul
2
x+ xc
)
+ O
(
τ−
3
2 exp
[
− 2
3
√
3
(−ul) 32 τ
])
as τ → ∞ with x = O (1) ( 0), and where ul and xc are given by (2.96) and (2.94) respectively. We
note boundary conditions (1.3) and (1.4) are satisﬁed. We further note that the rate of convergence is
exponential in τ as τ → ∞, being O (τ− 32 exp[− 2
3
√
3
(−ul) 32 τ ]). This rate of convergence to the steady
state is in line with the rapid rate of convergence observed in [10].
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ui < 0, ui < ub < 0 and ubx = 0. The details of regions IV, C1, V and C2 follow those given above and
are not repeated here. We recall that in region VI, where y = O (1) (∈ (ul,0)), we have
u(y, τ ) = ul + exp
(
− 2
3
√
3
(y − ul) 32 τ − 12 lnτ + H(y) + o(1)
)
(3.1)
as τ → ∞ with y = O (1) (∈ (ul,0)), where ul(∈ (ui,0)) is to be determined. In order to satisfy
boundary conditions (1.3) and (1.4) expansion (3.1) must become nonuniform as y → 0− . We now
make the assumption (which we will verify as consistent) that H(y) ∼ ln A¯ y as y → 0− , where A¯ < 0.
To proceed we introduce a new region, region C3 where y = O (τ−1) [that is x = O (1) ( 0)] as
τ → ∞. To examine region C3 we write (as suggested by (3.1))
u(x, τ ) = ul + F (x)τ− 32 exp
[
− 2
3
√
3
(−ul) 32 τ
]
+ o
(
τ−
3
2 exp
[
− 2
3
√
3
(−ul) 32 τ
])
(3.2)
as τ → ∞ with x = O (1) ( 0). Clearly, boundary condition (1.3) requires that
ul = ub.
On substituting (3.2) (with ul replaced by ub) into Eq. (1.1) we obtain the leading order problem
F ′′′ − (−ub)F ′ − 2
3
√
3
(−ub) 32 F = 0, x < 0, (3.3)
F (x) ∼ A¯xexp
(
− 1√
3
(−ub) 12 x
)
as x → −∞, (3.4)
F (0) = 0, (3.5)
F ′(0) = 0. (3.6)
Condition (3.4) arises from matching expansion (3.2) (as x → −∞) with expansion (3.1) (as y → 0−),
while conditions (3.5) and (3.6) allow boundary conditions (1.3) and (1.4) to be satisﬁed. The solution
to boundary value problem (3.3)–(3.6) is readily obtained as
F (x) = A¯
([
x+ 1√−3ub
]
exp
(
− 1√
3
(−ub) 12 x
)
− 1√−3ub
exp
(
2√
3
(−ub) 12 x
))
, (3.7)
with x = O (1) ( 0). Therefore in region C3 we have
u(x, τ ) = ub + A¯
([
x+ 1√−3ub
]
exp
(
− 1√
3
(−ub) 12 x
)
− 1√−3ub
exp
(
2√
3
(−ub) 12 x
))
× τ− 32 exp
[
− 2
3
√
3
(−ub) 32 τ
]
+ o
(
τ−
3
2 exp
[
− 2
3
√
3
(−ub) 32 τ
])
(3.8)
as τ → ∞ with x = O (1) ( 0), and where the constant A¯ remains undetermined. We note that the
rate of convergence is exponential in τ as τ → ∞, being O (τ− 32 exp[− 2
3
√
3
(−ub) 32 τ ]). This rate of
convergence to the constant value ub is again in line with the rapid rate of convergence observed
in [10]. This then completes the large-τ asymptotic structure of the solution IBVP when ui < 0,
ui < ub < 0 and ubx = 0. A uniform approximation has been given through regions III, IV, C1, V,
C2, VI and C3.
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