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Abstract. Generalized KdV hierarchies associated by Drinfeld-Sokolov reduction to grade one reg-
ular semisimple elements from non-equivalent Heisenberg subalgebras of a loop algebra G ⊗C[λ, λ−1]
are studied. The graded Heisenberg subalgebras containing such elements are labelled by the regular
conjugacy classes in the Weyl group W(G) of the simple Lie algebra G. A representative w ∈W(G) of
a regular conjugacy class can be lifted to an inner automorphism of G given by wˆ = exp (2ipiadI0/m),
where I0 is the defining vector of an sl2 subalgebra of G. The grading is then defined by the operator
dm,I0 = mλ
d
dλ +adI0 and any grade one regular element Λ from the Heisenberg subalgebra associated
to [w] takes the form Λ = (C+ + λC−), where [I0, C−] = −(m − 1)C− and C+ is included in an sl2
subalgebra containing I0. The largest eigenvalue of adI0 is (m− 1) except for some cases in F4, E6,7,8.
We explain how these Lie algebraic results follow from known results and apply them to construct
integrable systems. If the largest adI0 eigenvalue is (m− 1), then using any grade one regular element
from the Heisenberg subalgebra associated to [w] we can construct a KdV system possessing the stan-
dard W-algebra defined by I0 as its second Poisson bracket algebra. For G a classical Lie algebra, we
derive pseudo-differential Lax operators for those non-principal KdV systems that can be obtained as
discrete reductions of KdV systems related to gln. Non-abelian Toda systems are also considered.
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1
1 Introduction
The purpose of this paper is to contribute to the classification of generalized KdV systems that
may be obtained from the Drinfeld-Sokolov approach to integrable hierarchies. One of the main
achievements presented in the seminal paper [1] by Drinfeld and Sokolov was the interpretation
in terms of affine Lie algebras of the n-KdV hierarchies defined by Gelfand and Dickey in [2, 3]
and Adler in [4] in terms of the calculus of pseudo-differential operators. The phase space
consisting of scalar Lax operators
L = ∂n + u1∂
n−1 + · · ·+ un−1∂ + un, ui ∈ C
∞(S1,C), (1.1)
was interpreted as the reduced phase space following a Hamiltonian symmetry reduction applied
to the dual of an affine Lie algebra. This explained the origin of the quadratic Adler-Gelfand-
Dickey Poisson bracket as a reduced Lie-Poisson bracket and also explained the commuting
Hamiltonians generated by residues of fractional powers of L as being reductions of those
obtained by applying the Adler-Kostant-Symes scheme to the affine Lie algebra (see also [5]).
The properties of the matrix
Λn =

0 1 0 · · · 0
... 0 1
. . .
...
...
. . .
. . . 0
0
. . . 1
λ 0 · · · · · · 0
 (1.2)
played a crucial role in the construction. The centralizer of Λn in the loop algebra ℓ(gln) :=
gln⊗C[λ, λ−1] is a graded maximal abelian subalgebra, which becomes the principal Heisenberg
subalgebra upon central extension [6]. The commuting flows were constructed out of this abelian
subalgebra making essential use of the principal grading and the regularity of the element Λn
that has grade one. The other main achievement of Drinfeld and Sokolov was the derivation
of new KdV type hierarchies by generalizing the construction to an arbitrary affine Lie algebra
using the respective principal Heisenberg subalgebra and its grade one regular element. Like
the KdV type systems of [1], the affine Toda systems are also based on the principal Heisenberg
subalgebra, with the grading and the regular element of grade one playing an important role.
The generalized KdV systems that will be studied in this paper will be associated to regular
elements of grade one from certain non-principal Heisenberg subalgebras of ℓ(G) := G⊗ [λ, λ−1]
for G a simple Lie algebra using the Hamiltonian reduction technique of [1]. Related non-abelian
affine Toda systems will be also presented.
Generalizations of the Drinfeld-Sokolov construction of integrable hierarchies have already
been considered in the literature. Soon after [1], Wilson [7] suggested associating systems of
modified KdV and Toda type to any grade one semisimple element of any affine Lie algebra,
with respect to a grading defined by an automorphism of finite order of the corresponding finite
dimensional simple Lie algebra. In the context of Toda field theories, similar proposals can be
found in [8, 9, 10]. Concerning the important, apparently still open, problem of classifying
the gradings that admit a grade one semisimple element, some progress was made in [11, 10].
The construction of systems of modified KdV type can be done without any reference to a
gauge freedom, while the presence of a non-trivial gauge freedom is a crucial ingredient in
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the construction of the KdV type systems in [1]. In the unpublished work [11], the reduction
procedure of [1] was generalized in order to obtain generalized Miura maps for associating KdV
type systems to those of modified KdV type. It was also realized in [11] that the semisimple
element and the gradings involved in the generalized Drinfeld-Sokolov reduction must satisfy a
certain non-degeneracy condition, which is required for the existence of the global, polynomial
gauges that define the KdV fields as in [1]. More recently, the ideas of [7] were resurrected and
made concrete by de Groot et al [12, 13, 14, 15] taking advantage of the theory of non-equivalent
graded Heisenberg subalgebras in the affine Lie algebras developed by Kac and Peterson [16].
In [12] it was suggested to use any graded element Λ with non-zero grade from any Heisenberg
subalgebra of an affine Lie algebra in a generalized Drinfeld-Sokolov reduction procedure. Such
an element Λ is automatically semisimple and in [12] two types of systems, called type I and
type II, were distinguished according to whether Λ is regular or non-regular. The notion of
regularity is defined below. In the type I cases it is possible to verify the existence of the
polynomial gauges (“DS gauges”) required for the construction of KdV type systems. This in
general is not so in the type II cases and has to be imposed as an extra condition for obtaining
KdV type systems.
In fact the approach used in [12] is almost the same as the one in [11]. In the setup of [12]
the semisimple element Λ can have any non-zero grade, but in the most interesting cases when
Λ has grade one the two methods almost always coincide. Indeed in the case of the classical
simple Lie algebras we are aware of no exceptions. An advantage of the approach used in [12] is
that it incorporates a universal definition of the gauge group which is applicable to any graded
semisimple element Λ and implies the existence of polynomial gauge fixings if Λ is regular.
According to the above, one can associate generalized KdV systems to certain graded
semisimple elements of the affine Lie algebras that include the regular elements of minimal
non-zero (say positive) grade taken from the non-equivalent graded Heisenberg subalgebras.
It appears a reasonable strategy to first explore the systems that may be associated to the
non-equivalent regular semisimple elements of minimal grade. Progress in this direction was re-
ported in [17, 18], where the case of the affine Lie algebra ℓ(gln) was considered. In this case the
graded Heisenberg subalgebras are classified by the partitions on n [16, 19] and it was verified
in [17] that only the partitions of n into sums of equal numbers, n = sp, and into sums of equal
numbers plus one, n = sp+1, admit a graded regular element. A generalized Drinfeld-Sokolov
reduction based on a grade one regular element from the Heisenberg subalgebra associated to
the partition n = sp was analyzed in [17] and was found to lead to the matrix version of the
Gelfand-Dickey hierarchy given by Lax operators of the form
L = Q∂p + u1∂
p−1 + · · ·+ up−1∂ + up, ui ∈ C
∞(S1, gls), (1.3)
where Q is a diagonal constant matrix with distinct, non-zero entries. In the case n = sp+1 the
analogous Drinfeld-Sokolov reduction (see [18]) yields a hierarchy associated to a more exotic
looking s× s matrix Lax operator:
L = Q∂p + u1∂
p−1 + · · ·+ up−1∂ + up − y+(∂ + w)
−1yt− , (1.4)
where the fields ui vary like in (1.3), y± ∈ C∞(S1,Cs) and w ∈ C∞(S1,C). For the history
of this model and for related recent developments on KdV type hierarchies, the reader may
consult refs. [20, 21, 22, 23, 24, 25], in all of which different methods to those in [17, 18] were
used.
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In none of the above mentioned papers had it been realized that a classification of the
graded regular semisimple elements of the affine Lie algebras can be extracted from known
results. We now explain this in the non-twisted case. Let G be a complex simple Lie algebra.
Disregarding the central extension, recall from [16] that the graded Heisenberg subalgebras
of the non-twisted loop algebra ℓ(G) are classified by the conjugacy classes (see [26]) in the
Weyl group W(G) of G. It is also clear from the construction in [16] that the graded regular
elements in a Heisenberg subalgebra, H˜wˆ ⊂ ℓ(G) associated to the conjugacy class [w] ⊂W(G),
correspond to the regular eigenvectors of the Weyl transformation w ∈ [w] acting on the Cartan
subalgebra H ⊂ G. In [27] the conjugacy classes in the Weyl group whose representatives admit
a regular eigenvector (an eigenvector whose centralizer in G is H) are themselves called regular.
The regular conjugacy classes in the Weyl groups were then all classified by Springer [27].
This yields a classification of the graded regular semisimple elements of ℓ(G), since every such
element is contained in a graded Heisenberg subalgebra. Although this classification is not yet
complete since there are ambiguities in choosing the grading of ℓ(G) associated to a conjugacy
class [w] ⊂W(G), because the construction involves lifting a representative w ∈ [w] to a finite
order inner automorphism wˆ = exp (2iπadX) of G, we shall see that there exists a natural
choice for every regular conjugacy class.
In this paper the above classification of the graded regular semisimple elements of the loop
algebras ℓ(G) will be developed and applications will be considered concentrating on the classical
simple Lie algebras. In addition to the theory of integrable systems, our work is also motivated
by the relations between integrable hierarchies and various other subjects of two dimensional
theoretical physics, W-algebras and 2d gravity models being prime examples (e.g. [28, 29, 30,
31, 32, 33]). An important question for us is to clarify the relationship between generalized
KdV hierarchies and W-algebras, which is well-known in the original Drinfeld-Sokolov case.
We will be able to associate a KdV type hierarchy to every grade one regular element from
a graded Heisenberg subalgebra of ℓ(G) in such a way that the second Poisson bracket of the
hierarchy gives a classical W-algebra associated to a corresponding sl2 subalgebra of G. The
set of W-algebras arising in this way is a small subset of the standard W-algebras associated
to arbitrary sl2 embeddings [30, 31]. Our result on the W-algebra structures corresponding to
the KdV systems is consistent with the results in [15], where a W-subalgebra was exhibited in
the second Poisson bracket algebra for a certain class of generalized KdV hierarchies. By the
method of [12, 13], these hierarchies are associated to a graded semisimple element Λ subject
to a certain non-degeneracy condition, which is satisfied in all the cases that we shall consider.
Before describing the content of the paper in more detail, it is worthwhile to recapitulate
the essence of the use of a graded regular semisimple element of non-zero grade to integrable
systems in technical terms. An element Λ of a non-twisted loop algebra ℓ(G), where G is a
simple Lie algebra or gln, is called semisimple if it defines a direct sum decomposition
ℓ(G) = Ker(adΛ) + Im(adΛ). (1.5)
By definition, a semisimple element Λ is regular if Ker(adΛ) ⊂ ℓ(G) is an abelian subalgebra.
The Z-grading in which Λ is supposed to be homogeneous with non-zero grade is defined by
the eigenspaces of a linear operator dN,Y : ℓ(G)→ ℓ(G),
dN,Y = Nλ
d
dλ
+ adY, (1.6)
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where N is a non-zero integer and Y ∈ G is diagonalizable with integer eigenvalues in the
adjoint representation. If one has such an element, then Ker(adΛ) is a graded, maximal abelian
subalgebra. Note also that adY defines a grading G = ⊕iGi of G. The most important graded
regular semisimple elements are of small grade taking the form
Λ = C+ + λC− with some C± ∈ G. (1.7)
The integrable hierarchies of our interest are given by Hamiltonian flows on a phase space
consisting of first order differential operators L of the type
L = ∂ + j + Λ with j : S1 →
∑
i<k
ℓ(G)i, (1.8)
where ℓ(G)i ⊂ ℓ(G) is the grade i eigensubspace of dN,Y and k > 0 is the grade of Λ. In addition
to being restricted to grades strictly smaller than the grade of the leading term Λ, the field j
in (1.8) is usually also subject to further constraints (e.g. it often varies in G ⊂ ℓ(G) only) and
to a gauge freedom specific to the system. Since the field j is periodic (being a function on the
space S1), one can consider the monodromy matrix of L. The point is that under the above
assumptions one may obtain commuting local Hamiltonians from the monodromy invariants
determined by the “abelianization” of L [1, 7, 9, 11, 12]. This abelianization is essentially a
perturbative diagonalization which is achieved by transforming L (1.8) according to
(∂ + j + Λ) 7→ eadF (∂ + j + Λ) := (∂ + h + Λ), (1.9)
where F and h are infinite series required to take their values in appropriate graded subspaces
in the decomposition (1.5):
F : S1 → (Im(adΛ))<0 , h : S
1 → (Ker(adΛ))<k . (1.10)
In fact, the above assumptions ensure that (1.9), (1.10) can be solved recursively, grade by
grade, for both F (j) and h(j) and the solution is given by unique differential polynomials in
the components of j. The local monodromy invariants are the integrals over S1 of the graded
components of the resulting h(j). In an appropriate hamiltonian setting, these provide the
Hamiltonians that generate a hierarchy of commuting evolution equations.
The rest of this paper is organized as follows. Sections 2, 3 and 4 are devoted to presenting
some Lie algebraic results relevant for the classification of generalized KdV systems. In Section
2 it is explained that the classification of the graded regular semisimple elements of a loop
algebra ℓ(G) can be reduced to the classification of the regular eigenvectors of representatives
of the conjugacy classes in the Weyl group W(G) of G thanks to results in [16]. The solution
of this classification problem which is due to Springer [27], is summarized in Tables 1, 2 and 3
in Section 3 for G a classical simple Lie algebra.
In Section 4 we describe a connection between the regular conjugacy classes in W(G), with
associated grade one regular semisimple elements in ℓ(G), and certain sl2 subalgebras in the
classical Lie algebra G. For every regular conjugacy class [w] ⊂ W(G) of order m, we shall
exhibit a lift wˆ of a representative w ∈ [w] having the form
wˆ = exp (2iπadI0/m) , (1.11)
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where I0 is the defining vector [34] of an sl2 subalgebra of G and the largest eigenvalue of adI0
is (m − 1). The order of the inner automorphism wˆ of G is νm, where ν is 1 or 2 depending
on whether adI0 has only integral or also half-integral eingenvalues. Actually ν = 1 in almost
all cases. Using this wˆ in the Kac-Peterson construction of the graded Heisenberg subalgebra,
H˜wˆ ⊂ ℓ(G) associated to [w] ⊂W(G), induces the Z/ν grading on ℓ(G) defined by the operator
dm,I0 = mλ
d
dλ
+ adI0. This is the natural grading of ℓ(G) which we associate to [w]. We then
show that every graded regular element Λ ∈ H˜wˆ of minimal positive grade, in fact dm,I0 grade
one, has the form (1.7), where C+ can be included in an sl2 subalgebra containing also I0. That
is there exists I− ∈ G for which [I0, I±] = ±I±, [I+, I−] = 2I0 holds with I+ := C+ contained in
Λ = (C+ + λC−).
The above connection between regular conjugacy classes in W(G) and sl2 subalgebras in G
generalizes and in many cases is implied by the classical result of Kostant [35] on the connection
between the Coxeter class in W(G) and the principal sl2 subalgebra in G. In the main text
we shall take G to be a classical Lie algebra, but in Appendix A we discuss the connection
between regular conjugacy classes in W(G) and sl2 embeddings in G for an arbitrary simple
Lie algebra too. In the algebras F4 and E6,7,8 we find that (m− 1) in (1.11) is smaller than the
largest adI0 eigenvalue in some cases, but equality holds for every regular primitive conjugacy
class. As will be clear from our references, we do not claim credit for original group theoretic
results. However, by inspecting and systematizing a number of isolated results, we will be able
to formulate and verify interesting general statements, which are worth knowing but to our
knowledge are not available in the literature.
We turn to the application of the above results to the construction of KdV type integrable
hierarchies in Section 5. In Subsection 5.1 we associate a KdV type system to every grade one
regular semisimple element Λ ∈ H˜wˆ. This hierarchy will be obtained by a direct generalization
of the standard Drinfeld-Sokolov reduction. We assume that the largest eigenvalue of adI0
equals (m − 1) in (1.11), which is always satisfied if G is a classical simple Lie algebra or
G2. The second Poisson bracket algebra of the resulting generalized KdV hierarchy is then
the W-algebra [30, 31] belonging to the sl2 embedding defined by I0. In Subsection 5.2 we
derive Gelfand-Dickey type Lax operators for a subset of the generalized KdV systems. These
systems correspond to conjugacy classes in the Weyl group of a classical Lie algebra given by the
product of Coxeter elements in a regular subalgebra composed of A and C type simple factors.
They turn out to be “discrete reductions” of generalized KdV systems related to gln given by
Lax operators of the form in (1.3) and (1.4). In Section 6 we briefly comment on non-abelian
affine Toda systems and present the detailed form of the non-abelian affine Toda equation
corresponding to the regular, primitive (semi-Coxeter) conjugacy class (p¯, p¯) ⊂W(D2p).
Finally, we give our conclusions and comment on some open problems in Section 7.
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2 Heisenberg subalgebras and the Weyl group
Let G be a complex simple Lie algebra. Consider the Lie algebra ℓ(G) of Laurent polynomials,
ℓ(G) := G ⊗C[λ, λ−1], in the spectral parameter λ. For any graded regular semisimple element
Λ ∈ ℓ(G), Ker(adΛ) ⊂ ℓ(G) is a graded maximal abelian subalgebra, which becomes a Heisen-
berg subalgebra upon centrally extending ℓ(G). In order to find the graded regular semisimple
elements of ℓ(G), it is therefore enough to inspect the maximal abelian subalgebras of ℓ(G) that
underlie the graded Heisenberg subalgebras of the central extension Ĝ of ℓ(G), and select those
which contain graded regular elements. With respect to the adjoint action of an appropriate
group associated to ℓ(G), the non-equivalent graded Heisenberg subalgebras of Ĝ are classified
by the conjugacy classes in the Weyl group of G [16]. See also [36, 37] for the precise statement.
Next we recall the main points of the construction on which this classification is based. Note
that, by disregarding the central extension, a maximal abelian subalgebra of ℓ(G) will be often
referred to as a Heisenberg subalgebra throughout the text.
Suppose that H ⊂ G is a Cartan subalgebra and τ is a finite order, inner automorphism of
G that normalizes H. Consider the following models of ℓ(G) and its twisted realization ℓ(G, τ):
ℓ(G) = {F |F : R→ G, F (θ + 2π) = F (θ) },
ℓ(G, τ) = {f | f : R→ G, f(θ + 2π) = τ (f(θ)) }. (2.1)
Since τ is inner, ℓ(G) and ℓ(G, τ) are isomorphic [6, 38]. To see this one writes τ as
τ = e2iπadX , X = Y/N, (2.2)
where N is the order of τ , τN = id, and Y ∈ G is diagonalizable. The choice of Y is not unique.
The isomorphism η : ℓ(G, τ)→ ℓ(G) is given by “untwisting” as follows:
η : f 7→ F , F (θ) := e−iθadX (f(θ)) . (2.3)
The “twisted homogeneous Heisenberg subalgebra” ℓ(H, τ),
ℓ(H, τ) = {f | f : R→H, f(θ + 2π) = τ (f(θ)) }, (2.4)
is a maximal abelian subalgebra of ℓ(G, τ). The image H˜τ := η[ℓ(H, τ)] of the twisted homoge-
neous Heisenberg subalgebra is a maximal abelian subalgebra of ℓ(G). The natural grading on
ℓ(G, τ) is the homogeneous grading defined by the eigensubspaces of d : ℓ(G, τ)→ ℓ(G, τ),
d := −iN
d
dθ
. (2.5)
The isomorphism η induces a corresponding grading operator dN,Y : ℓ(G)→ ℓ(G),
dN,Y := η ◦ d ◦ η
−1 = Nλ
d
dλ
+ adY , (2.6)
where we used the definition λ := eiθ. The maximal abelian subalgebras ℓ(H, τ) ⊂ ℓ(G, τ) and
H˜τ ⊂ ℓ(G) are of course graded.
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Recall (e.g. [38]) that Weyl group W(G) of G may be identified as the group of inner
automorphisms of G that normalize H modulo the inner automorphisms centralizing H. It is
also well-known that any w ∈ W(G) may be, in general non-uniquely, lifted to a finite order
inner automorphism wˆ of G which reduces to w onH, wˆ|H = w. It follows that one can associate
a graded maximal abelian subalgebra, H˜wˆ ⊂ ℓ(G), to any element w ∈ W(G). To construct
H˜wˆ ⊂ ℓ(G), one first lifts w ∈ [w] and then performs the above construction using wˆ in place of
τ in (2.1)–(2.6). Despite the ambiguities involved, it can be shown [16, 36, 37] that conjugate
elements of W(G) give rise to equivalent graded Heisenberg subalgebras and the non-equivalent
ones are classified by the conjugacy classes in W(G).
We now need to construct a graded basis of ℓ(G, wˆ). This is done as follows. The eigenvalues
of wˆ on G are of the form ωk¯ with
ω := exp (2iπ/N) and k¯ ∈ {0, 1, . . . , (N − 1)}, (2.7)
where N is the order of wˆ. A basis of G consisting of eigenvectors of wˆ may be given in the
form {Hk¯,q
k¯
} ∪ {Rk¯,r
k¯
} with
w(Hk¯,q
k¯
) = ωk¯Hk¯,q
k¯
, Hk¯,q
k¯
∈ H and wˆ(Rk¯,r
k¯
) = ωk¯Rk¯,r
k¯
, Rk¯,r
k¯
∈ H⊥, (2.8)
that is by separately diagonalizing wˆ on the Cartan subalgebra H (where it reduces to w) and
on its complementary space H⊥ ⊂ G spanned by the root vectors. The index qk¯, similarly rk¯,
counts the multiplicity of the corresponding eigenvalue, which can be also zero of course. The
desired graded basis of ℓ(G, wˆ) consists of the elements
zkHk¯,q
k¯
and zkRk¯,r
k¯
where z := exp (iθ/N) , k = k¯ mod N. (2.9)
By definition, a graded element zkHk¯,q
k¯
∈ ℓ(H, wˆ) ⊂ ℓ(G, wˆ) of grade k is regular if
ℓ(G, wˆ) ⊃ Ker
(
ad zkHk¯,q
k¯
)
= ℓ(H, wˆ). (2.10)
It is easy to see that (2.10) is equivalent to
G ⊃ Ker
(
adHk¯,q
k¯
)
= H. (2.11)
Equations (2.10) and (2.11) refer respectively to infinite and finite dimensional Lie algebras.
Using standard terminology in the finite dimensional case, H ∈ H is by definition regular if its
centralizer in G is H. Hence the equivalence of (2.10) and (2.11) means that zkHk¯,q
k¯
∈ ℓ(H, wˆ)
is a regular semisimple element of ℓ(G, wˆ) if and only if Hk¯,q
k¯
∈ H is a regular semisimple
element of G. In principle, this simple statement should make it possible to find all graded
regular semisimple elements of ℓ(G).
In order to find the graded regular semisimple elements of ℓ(G), one needs to select the
conjugacy classes [w] ⊂ W(G) for which the graded maximal abelian subalgebra H˜wˆ ⊂ ℓ(G)
contains a graded regular element. By the isomorphism between ℓ(G, wˆ) and ℓ(G) that brings
ℓ(H, wˆ) into H˜wˆ and the statement above, this problem is equivalent to selecting the conjugacy
classes in W(G) whose representatives admit a regular eigenvector. A conjugacy class with this
property is called a regular conjugacy class in [27], where all such conjugacy classes have been
listed.
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Remark. It is apparent from the above construction of the Heisenberg subalgebra H˜wˆ ⊂ ℓ(G)
associated to [w] ⊂ W(G) that the corresponding grading of ℓ(G) depends on the choice of
the finite order inner automorphism wˆ used for defining the lift of a representative w ∈ [w].
As the grading plays a crucial role in the Drinfeld-Sokolov construction, a clarification of this
ambiguity, in terms of the classification of finite order automorphisms due to Kac [6, 38], would
be desirable. This problem will not be addressed in the present paper. Rather, in Section 4
and in Appendix A, a distinguished lift having the nice properties in (1.11) will be exhibited
for every regular conjugacy class in the Weyl group.
3 Regular conjugacy classes in the Weyl group
The conjugacy classes in the Weyl group are described in [26] for all simple Lie algebras, and
the regular conjugacy classes (which admit a regular eigenvector) are described in [27]. In this
section we recall the relevant results of [27] in the form of tables for the classical simple Lie
algebras, which will be used in our applications later. In these tables we shall also present the
explicit form of the regular eigenvectors for convenient representatives of the regular conjugacy
classes. The eigenvectors are not given in [27], but can be easily computed. As a matter of fact
the classification of the regular conjugacy classes can be also derived straightforwardly by ex-
plicitly diagonalizing a representative for each conjugacy class and inspecting the eigenvectors.
In our study originally we used this “brute force” approach, but after learning the elegant work
of Springer [27] this explicit inspection became superfluous and will not be presented apart
from some remarks. By means of the natural scalar product, the Cartan subalgebra H ⊂ G
will be always identified with the space of roots H∗ in this section.
3.1 Regular conjugacy classes in W(An−1)
The Cartan subalgebra of An−1 may be identified with the subspace of the vector space spanned
by n orthonormal vectors ǫl, l = 1, . . . , n which is orthogonal to the vector
∑n
l=1 ǫl. The roots
of An−1 are the vectors ǫl − ǫl′, l 6= l′. An element
H =
n∑
l=1
hlǫl,
n∑
l=1
hl = 0, (3.1)
of the Cartan subalgebra is regular if and only if for any two distinct indices l and l′, hl 6= hl′ .
The Weyl group W(An−1) is the permutation group of the n vectors ǫl. The conjugacy classes
in W(An−1) are in one-to-one correspondence with the partitions of n,
(n1, . . . , ns),
s∑
k=1
nk = n, (3.2)
where the nk (k = 1, . . . , s) are non-increasing positive integers giving the length of the cycles
inside a given conjugacy class. To describe the action of a representative w of the conjugacy
class associated to the partition (3.2), it is useful to re-label the basis vectors as follows:
ǫk,ik := ǫl, l = (
k−1∑
m=1
nm) + ik, k = 1, . . . , s, ik = 1, . . . , nk. (3.3)
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The action of w on these basis vectors may be chosen to be
w(ǫk,1) = ǫk,nk , w(ǫk,ik) = ǫk,ik−1, ik 6= 1. (3.4)
Since w does not mix vectors corresponding to different cycles, one obtains a basis of eigen-
vectors by considering each cycle separately. Let us focus our attention on the kth cycle of
length nk, and define ωk := e
2ipi
nk . The eigenvalues of w on the space spanned by the vectors
ǫk,ik (ik = 1, . . . , nk) are (ωk)
jk , jk = 0, . . . , nk−1, and the corresponding eigenvectors, denoted
as Hjk(k), are
Hjk(k) =
nk∑
ik=1
(ωk)
(ik−1)jkǫk,ik . (3.5)
One can look for a regular eigenvector of w in the form
H =
s∑
k=1
dkHjk(k). (3.6)
The eigenvalues of w on those Hjk(k) for which dk 6= 0 must be equal, and hl 6= hl′ must hold
for any distinct indices when re-expanding H (3.6) in the form (3.1). These conditions lead to
the result summarized in Table 1. Note that gcd(p, j) denotes the greatest common divisor of
p and j, and in the case j = 0 (gcd(p, 0) = 1) the condition
∑
dk = 0 must be also imposed for
the eigenvector to belong to the Cartan subalgebra of An−1.
Conjugacy class Eigenvector Eigenvalue Regularity conditions
(p, . . . , p), p ≥ 1
∑s
k=1 dkHj(k) exp(
2iπj
p
)
gcd(p, j) = 1
(dk)
p 6= (dk′)
p, dk 6= 0 if p > 1
(p, . . . , p, 1), p > 1
∑s−1
k=1 dkHj(k) exp(
2iπj
p
)
gcd(p, j) = 1
(dk)
p 6= (dk′)
p, dk 6= 0
Table 1: Regular eigenvectors of w ∈W(An−1).
Hj(k) =
∑p
l=1 exp(
2πi(l−1)j
p
)ǫ(k−1)p+l for 0 ≤ j ≤ (p− 1).
3.2 Regular conjugacy classes in W(Dn)
The Cartan subalgebra ofDn may be identified with the vector space spanned by n orthonormal
vectors ǫl, l = 1, . . . , n. The roots of Dn are the vectors ±ǫl ± ǫl′ , l 6= l′. An element H =∑n
l=1 hlǫl of the Cartan subalgebra is regular if and only if for any two distinct indices l and l
′,
hl 6= ±hl′ . The Weyl group W(Dn) consists of the permutations of the vectors ǫl and the sign
changes of an arbitrary even number of them [26]. A so called “signed partition” of n can be
associated to each conjugacy class,
(n1, . . . , nr, n¯r+1, . . . , n¯s),
s∑
k=1
nk = n, (3.7)
where n1, . . . , nr (resp. nr+1, . . . , ns) is a sequence of non-increasing positive integers which are
the lengths of the positive (negative) cycles. The number of negative cycles s− r is even. It is
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shown in [26] that a unique conjugacy class in W(Dn) is associated to such a signed partition,
except when all cycles are positive of even length, in which case the same partition corresponds
to two distinct conjugacy classes. To describe the action of a representative w of the conjugacy
class associated to the signed partition (3.7), we follow [39] and introduce the adapted basis
vectors ǫk,ik (k = 1, . . . , s, ik = 1, . . . , nk) similarly to (3.3). The action of w on these basis
vectors may be chosen to be:
w(ǫk,1) = ǫk,nk , w(ǫk,ik) = ǫk,ik−1, ik 6= 1, if 1 ≤ k ≤ r, (3.8)
and
w(ǫk,1) = −ǫk,nk , w(ǫk,ik) = ǫk,ik−1, ik 6= 1, if r < k ≤ s. (3.9)
In the case of a signed partition with only positive even cycles, a representative w′ of the second
conjugacy class may be chosen to differ from w (3.8) in the first cycle only, where it contains
two sign changes:
w′(ǫ1,1) = −ǫ1,n1 , w
′(ǫ1,2) = −ǫ1,1, w
′(ǫ1,i1) = ǫ1,i1−1, i1 6= 1, 2. (3.10)
In fact, the conjugacy class of w′ is not regular. If Hj(k) and H˜j(k) denote a basis of the
eigenvectors of w on the space spanned by ǫk,1, . . . , ǫk,nk for k = 1, . . . , r and for k = r+1, . . . , s,
respectively, then the general eigenvector H takes the form
H =
r∑
k=1
dkHjk(k) +
s∑
k=r+1
dkH˜jk(k), (3.11)
where the eigenvalues of w associated to the terms with nonzero dk must be equal. The
eigenvector Hjk(k), with eigenvalue (ωk)
jk for jk = 0, . . . , nk − 1, is given in (3.5). Introduce
the notation ω˜k := e
2ipi
2nk . The eigenvector H˜jk(k), with eigenvalue (ω˜k)
2jk−1 for jk = 1, . . . , nk,
is defined by
H˜j(k) =
nk∑
ik=1
(ω˜k)
(ik−1)(2jk−1)ǫk,ik . (3.12)
As can be verified by inspecting formula (3.11), the regular conjugacy classes [27] and the
corresponding regular eigenvector are the ones given in Table 2, where q is an integer.
Conjugacy class Eigenvector Eigenvalue Regularity conditions
(p, . . . , p)
p = 2q + 1, q ≥ 0
∑s
k=1 dkHj(k) exp(
2iπj
p
)
gcd(p, j) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0 if p > 1
(p, . . . , p, 1)
p = 2q + 1, q > 0
∑s−1
k=1 dkHj(k) exp(
2iπj
p
)
gcd(p, j) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0
(p¯, . . . , p¯)
p ≥ 1, s = 2q, q ≥ 1
∑s
k=1 dkH˜j(k) exp(
2iπ(2j−1)
2p
)
gcd(p, 2j − 1) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0 if p > 1
(p¯, . . . , p¯, 1)
p ≥ 1, s = 2q + 1, q ≥ 1
∑s−1
k=1 dkH˜j(k) exp(
2iπ(2j−1)
2p
)
gcd(p, 2j − 1) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0
(p¯, . . . , p¯, 1¯)
p > 1, s = 2q, q ≥ 1
∑s−1
k=1 dkH˜j(k) exp(
2iπ(2j−1)
2p
)
gcd(p, 2j − 1) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0
Table 2: Regular eigenvectors of w ∈W(Dn).
Hj(k) =
∑p
l=1 exp(
2πi(l−1)j
p
)ǫ(k−1)p+l for 0 ≤ j ≤ (p− 1).
H˜j(k) =
∑p
l=1 exp(
πi(l−1)(2j−1)
p
)ǫ(k−1)p+l for 1 ≤ j ≤ p.
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3.3 Regular conjugacy classes in W(Bn) ≃W(Cn)
We identify the Cartan subalgebra of Bn or Cn with the vector space spanned by n orthonormal
vectors ǫl, l = 1, . . . , n. The roots of Bn are ±ǫl ± ǫl′ , l 6= l′ and ±ǫl. Those of Cn are ±ǫl ± ǫl′ ,
l 6= l′ and ±2ǫl. Thus an element H =
∑n
l=1 hlǫl of the Cartan subalgebra is regular if and
only if for any two distinct indices l and l′, hl 6= ±hl′ and for any l, hl 6= 0. The Weyl groups
of Bn and Cn are isomorphic, they consist of the permutations of the basis vectors ǫl and the
sign changes of arbitrary subsets of them. The conjugacy classes of these groups [26] are in
one-to-one correspondence with the signed partitions of n:
(n1, . . . , nr, n¯r+1, . . . , n¯s),
s∑
k=1
nk = n, (3.13)
where n1, . . . , nr (resp. nr+1, . . . , ns) is a sequence of non-increasing positive integers which are
the lengths of the positive (negative) cycles. The only difference from the Dn case is that there
is now no limitation on the number of negative cycles. A representative w of the conjugacy
class labelled by the signed partition (3.13) is obtained using the same formulas (3.8), (3.9) as
in the Dn case. The supplementary requirement that for any l, hl 6= 0, simply prohibits the
appearance of a cycle of length one not contributing to the eigenvector H in (3.11). The result
is summarized in Table 3, with the same notations as in Table 2.
Conjugacy class Eigenvector Eigenvalue Regularity conditions
(p, . . . , p)
p = 2q + 1, q ≥ 0
∑s
k=1 dkHj(k) exp(
2iπj
p
)
gcd(p, j) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0
(p¯, . . . , p¯), p ≥ 1
∑s
k=1 dkH˜j(k) exp(
2iπ(2j−1)
2p
)
gcd(p, 2j − 1) = 1
(dk)
p 6= ±(dk′)
p, dk 6= 0
Table 3: Regular eigenvectors of w ∈W(Bn) ≃W(Cn).
Hj(k) =
∑p
l=1 exp(
2πi(l−1)j
p
)ǫ(k−1)p+l for 0 ≤ j ≤ (p− 1).
H˜j(k) =
∑p
l=1 exp(
πi(l−1)(2j−1)
p
)ǫ(k−1)p+l for 1 ≤ j ≤ p.
The regular conjugacy classes in the Weyl group of an exceptional simple Lie algebra, and
in the group obtained as the extension of the Weyl group by the automorphisms of the Dynkin
diagram, are also listed in [27]. The classification of regular conjugacy classes in the extended
Weyl groups can be used to find graded regular semisimple elements in the twisted affine Lie
algebras, similarly to the role of the Weyl group in the non-twisted case to which our attention
is restricted in this paper.
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4 Heisenberg subalgebras with graded regular elements
and sl2 embeddings
In Section 2 we have seen that the graded Heisenberg subalgebras of the non-twisted loop algebra
ℓ(G) are classified by the conjugacy classes [w] in W(G), and the graded regular elements in the
Heisenberg subalgebra H˜wˆ ⊂ ℓ(G) arise from the regular eigenvectors of w ∈ W(G). For G a
classical Lie algebra, the conjugacy classes inW(G) listed in the tables of Section 3 parametrize
those Heisenberg subalgebras that contain graded regular elements. In this section we describe
a relationship between these Heisenberg subalgebras and certain sl2 subalgebras of G. This
relationship consists of two points. First, in the cases when H˜wˆ contains a graded regular
element, the grading dN,Y of ℓ(G) induced using the appropriately lifted Weyl group element wˆ
in the construction of Section 2 takes the form
dN,Y = νdm,I0 , dm,I0 = mλ
d
dλ
+ adI0, (4.1)
where I0 ∈ G is the semisimple element of an sl2 subalgebra {I−, I0, I+} ⊂ G in the normalization
[I0, I±] = ±I±, [I+, I−] = 2I0. (4.2)
Here ν = 1 or 2 depending on whether I0 determines an integral (even) or a half-integral sl2
subalgebra of G, and (m − 1) is the largest eigenvalue of adI0 on G. Second, for any graded
regular element Λ ∈ H˜wˆ of minimal positive grade, which has the form
Λ = C+ + λC− with some C± ∈ G, (4.3)
we show that C+ is the raising element of an sl2 subalgebra containing I0. That is there exists
I− ∈ G such that (4.2) holds with I+ := C+. The dm,I0 grade of Λ is one. These statements
provide a generalization of the well-known relationship between the principal Heisenberg sub-
algebra and the principal sl2 embedding, which underlies the W-algebra structure of the KdV
type hierarchies of Drinfeld and Sokolov [1]. In Subsection 4.1 we present a convenient method
for constructing explicit realizations of the Heisenberg subalgebras, which will be used to verify
the above statements in Subsection 4.2.
It should be emphasized that the above statements refer to a particular lift wˆ of w ∈ [w]. A
construction of the appropriate lift will be given for any regular conjugacy class [w] ⊂W(G).
The correspondence between certain sl2 subalgebras in G and certain conjugacy classes
in W(G) has been investigated in the mathematics literature from various viewpoints. The
connection of the above mentioned statements to related results in [35, 27, 40] will be explained
in Subsection 4.2. See also Appendix A.
4.1 A practical algorithm to construct Heisenberg subalgebras
Recall that the principal Heisenberg subalgebra of ℓ(G) is associated to the conjugacy class in
W(G) consisting of Coxeter elements [6]. The Coxeter class is one of the so called primitive
conjugacy classes ofW(G), which are characterized in [16, 41] by the condition that det(1−w) =
det(A) for a representative w, where A is the Cartan matrix of G. In [40] the term “semi-
Coxeter” classes is used to denote the primitive conjugacy classes. The most intuitive defining
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property of these conjugacy classes is that they do not possess a representative contained in
a proper Weyl subgroup of W(G). The Weyl subgroups of W(G) are the Weyl groups of the
regular semisimple subalgebras of G. For the algebras An, Bn, Cn and G2 the Coxeter class
is the only primitive conjugacy class [26]. Concretely, it is the class of the cyclic permutation
(n + 1) for W(An) and that of the negative cycle (n¯) for W(Bn) ≃ W(Cn). For W(Dn) the
situation is more interesting. The primitive conjugacy classes are those containing two negative
cycles, (n¯1, n¯2) for any n1 ≥ n2 ≥ 1, n1 + n2 = n, and the Coxeter class is that of n2 = 1.
The classification of the conjugacy classes in W(G) described in [26] is closely related to the
classification of the regular semisimple subalgebras of G treated by Dynkin [34]. In fact, it
has been shown1 in [26] that each conjugacy class of W(G) can be (in general non-uniquely)
represented by an element w ∈W(G) of the product form
w = w1 · w2 · · ·wr, (4.4)
where wk belongs to a primitive conjugacy class in the Weyl group W(Gk) of the simple factor
Gk (k = 1, . . . , r) of a regular semisimple subalgebra of G,
G1 + G2 + · · ·+ Gr ⊂ G. (4.5)
The Cartan subalgebra H ⊂ G on which w given in (4.4) acts is a direct sum
H = H1 +H2 + · · ·+Hr +H
′ , (4.6)
where Hk is a Cartan subalgebra of Gk and w acts as the identity on the subalgebra H
′ ⊂ H
which is orthogonal to Hk for k = 1, . . . , r and satisfies rankG = (
∑
k rankGk)+dimH
′. For the
construction of the corresponding Heisenberg subalgebra, one needs to lift w to a finite order
inner automorphism wˆ of G. Clearly, the required lift can be taken to have the form
wˆ = exp (2iπadX) , X = X1 +X2 + · · ·+Xr, (4.7)
where Xk ∈ Gk defines an appropriate lift wˆk of wk to a finite order inner automorphism of Gk,
wˆk = exp (2iπadXk) , Xk ∈ Gk. (4.8)
Below Xk will be given explicitly. We are interested in the graded Heisenberg subalgebra
H˜wˆ = η[ℓ(H, wˆ)] ⊂ ℓ(G) associated to wˆ. The twisted homogeneous Heisenberg subalgebra
ℓ(H, wˆ) ⊂ ℓ(G, wˆ) in (2.4) obviously has the direct sum structure
ℓ(H, wˆ) = ℓ(H1, wˆ1) + ℓ(H2, wˆ2) + · · ·+ ℓ(Hr, wˆr) + ℓ(H
′) . (4.9)
Using wˆ in (4.7), the “untwisting” η in (2.3) induces a corresponding direct sum structure
H˜wˆ = H˜1,wˆ1 + H˜2,wˆ2 + · · ·+ H˜r,wˆr + ℓ(H
′) , (4.10)
where H˜k,wˆk ⊂ ℓ(Gk) is the Heisenberg subalgebra associated to the finite order inner automor-
phism wˆk of Gk, and ℓ(H′) = H′⊗C[λ, λ−1]. This leads to the two-step strategy for constructing
the non-equivalent graded Heisenberg subalgebras of the loop algebras ℓ(G): i) construct all of
1This is shown in [26] for any simple Lie algebra including the exceptional ones.
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the Heisenberg subalgebras corresponding to the primitive conjugacy classes in the Weyl groups
of the simple Lie algebras; ii) the general case is then obtained by running over the regular
semisimple subalgebras of G and inserting the “primitive Heisenberg subalgebras” from the first
step into the factors. Although the presentation of a Heisenberg subalgebra provided by this
scheme is not unique in general, it is very convenient in practice. In particular, this scheme de-
fines a correspondence between the Heisenberg subalgebras of ℓ(G) possessing a graded regular
element and certain regular semisimple subalgebras of the Lie algebra G. In the case when G
is a classical Lie algebra, the correspondence is summarized in Table 4.
The notations used in Table 4 are as follows. A simple factor Gk appearing in the regular
reductive subalgebra in the third column of the table represents the Coxeter class of W(Gk) as
well as the principal Heisenberg subalgebra of ℓ(Gk). Concerning the primitive conjugacy classes
in the Dn case, recall from Table 2 that in addition to the Coxeter class the other “extreme
case” (p¯, p¯) also admits a regular eigenvector for n = 2p. The term D¯2p in Table 4 represents
the conjugacy class (p¯, p¯) of W(D2p) and the respective non-principal primitive Heisenberg
subalgebra of ℓ(D2p). The term H′k denotes a Cartan piece of dimension k, and its presence
means that the subspace ℓ(H′k) of the homogeneous Heisenberg subalgebra ℓ(H) ⊂ ℓ(G) is
contained in H˜wˆ. Since explicit realizations of the principal Heisenberg subalgebra of ℓ(G)
are known for every simple Lie algebra, an explicit realization of any Heisenberg subalgebra
appearing in Table 4 may be obtained if one constructs one for the primitive case D¯2p. This
will be provided in the next subsection.
Algebra Conjugacy class Regular subalgebra ord(wˆ)
Aps−1 (p, . . . , p) Ap−1 + . . .+ Ap−1 +H′s−1 p
Ap(s−1) (p, . . . , p, 1) Ap−1 + . . .+ Ap−1 +H′s−1 gcd(2, p)p
Dps (p, . . . , p), p odd Ap−1 + . . .+ Ap−1 +H′s p
Dp(s−1)+1 (p, . . . , p, 1), p odd Ap−1 + . . .+ Ap−1 +H′s p
Dps (p¯, . . . , p¯), s even D¯2p + . . .+ D¯2p 2p
Dp(s−1)+1 (p¯, . . . , p¯, 1¯), s even D¯2p + . . .+ D¯2p +Dp+1 2p
Dp(s−1)+1 (p¯, . . . , p¯, 1), s odd D¯2p + . . .+ D¯2p +H
′
1 2p
Bps (p, . . . , p), p odd Ap−1 + . . .+ Ap−1 +H
′
s p
Bps (p¯, . . . , p¯), s even D¯2p + . . .+ D¯2p 2p
Bps (p¯, . . . , p¯), s odd D¯2p + . . .+ D¯2p +Bp 2p
Cps (p, . . . , p), p odd Ap−1 + . . .+ Ap−1 +H′s p
Cps (p¯, . . . , p¯) Cp + . . .+ Cp 2p
Table 4: Heisenberg subalgebras possessing a graded regular element.
Here s is the number of cycles in the partition, p is a positive integer and A0 = ∅.
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4.2 A connection to sl2 embeddings
For any simple Lie algebra G, there exists a celebrated relationship [35] between the Coxeter
class of W(G) and the conjugacy class of the principal sl2 subalgebra of G, whose essence is
that the lift of a Coxeter element wc ∈W(G) may be chosen as
wˆc = exp
(
2iπ
adI0
Nc
)
, (4.11)
where Nc is the Coxeter number and I0 is the semisimple element of a principal sl2 subalgebra
of G. This means that there exists I± ∈ G so that
[I0, I±] = ±I±, [I+, I−] = 2I0, (4.12)
and I0 has the form I0 =
1
2
∑
α>0Hα, where the Hα ∈ H¯ are the Cartan generators associated
to a system of positive roots α > 0 with respect to a Cartan subalgebra H¯ ⊂ G. The Cartan
subalgebra H¯ ⊂ G is said to be “in apposition” to the Cartan subalgebra H ⊂ G on which
wc acts
2. A consequence of this is that the grading of ℓ(G) induced by its isomorphism with
ℓ(G, wˆc) is the principal grading defined by
dNc,I0 = Ncλ
d
dλ
+ adI0. (4.13)
Furthermore, decomposing G as
G = GI0<0 + G
I0
0 + G
I0
>0 (4.14)
using the (principal) grading of G defined by adI0, the grade 1 regular element Λ of the principal
Heisenberg subalgebra H˜wˆc takes the form
Λ = C+ + λC−, C± ∈ G, with C+ = I+, (4.15)
i.e., the sl2 subalgebra of G defined by the nilpotent element C+ ∈ G through the Jacobson-
Morozov theorem [42] is the same sl2 that enters the grading (4.13). Note also that
[C−,G
I0
<0] = {0}. (4.16)
The relations expressed by formulas (4.11), (4.15), (4.16) play an important role in the Drinfeld-
Sokolov construction of KdV type hierarchies and we wish to show that they generalize to all
cases given in Table 4, for which a graded regular element exists in the Heisenberg subalgebra.
(The case of the homogeneous Heisenberg subalgebra is related to the trivial, identically zero,
sl2 embedding and is excluded in what follows.) We need to deal with the D¯2p case first, since
it occurs as a “building block” in Table 4.
In order to take care of the D¯2p case, we make use of a result of [39] on the lift of a Weyl
group element w(n¯1,n¯2) ∈ W(Dn) belonging to the conjugacy class (n¯1, n¯2). In Section 2.6 of
[39], a lift wˆ(n1,n2) conjugate to
τˆ(n¯1,n¯2) := exp (2iπadK/N) , (4.17)
2Equivalently, if the principal sl2 generator I0 is taken from H then wˆc defined by (4.11) acts as a Coxeter
element on the Cartan subalgebra in apposition H¯, which may be defined as the centralizer of an element
(I+ + C−) ∈ G, where C− 6= 0 is chosen in such a way that [I0, C−] = −(Nc − 1)C−.
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where N = lcm(2n1, 2n2) is the order of τˆ(n¯1,n¯2) and
K =
N
2n1
n1∑
k=1
(n1 − k + 1)ǫk +
N
2n2
n2∑
k=1
(n2 − k)ǫn1+k, (4.18)
was constructed for any n1 + n2 = n. We observe that K is the semisimple element of an sl2
subalgebra of Dn in the Coxeter case n2 = 1 and in the case n1 = n2, and is not proportional to
such an element in the other cases. This is most easily seen from the spectrum of the matrix K
in the defining 2n dimensional representation of Dn, taking into account that ǫk (k = 1, . . . , n)
contains two non-zero entries, ±1, when diagonalized. For n1 = n2 = p, this explicit form of
K also implies that the 4p dimensional vector representation of D2p decomposes under the sl2
subalgebra containing K according to
4p = (2p+ 1) + (2p− 1). (4.19)
According to Dynkin [34], this is one of the singular sl2 subalgebras (“S-subalgebras”) in D2p.
(Note that the singular sl2 subalgebras of [34] are called semi-regular sl2 subalgebras and the
principal sl2 is called the regular sl2 in some of the literature.) It is interesting that the number
of conjugacy classes of singular sl2 subalgebras inDn is actually equal to the number of primitive
conjugacy classes in W(Dn), but the above lift of w(n¯1,n¯2) corresponds to an sl2 embedding only
in the cases when w(n¯1,n¯2) admits a regular eigenvector.
It follows from the above that τˆ(p¯,p¯) in (4.17) may be used in the construction of the sought
after Heisenberg subalgebra, denoted as H˜(p¯,p¯), where K is the semisimple sl2 generator cor-
responding to the decomposition (4.19) of the defining representation of D2p (which defines it
up to conjugation). It is convenient to realize D2p as the subalgebra of gl4p consisting of the
matrices A subject to Atη + ηA = 0 with the 4p× 4p matrix η given by
η :=
2p+1∑
k=1
ek,2p+2−k +
2p−1∑
k=1
e2p+1+k,4p+1−k, (4.20)
where ei,j is the usual elementary matrix with a single non-zero entry 1 at the ij position, and
to realize the sl2 generator K as
K = diag (p, . . . , 0, . . . ,−p, (p− 1), . . . , 0, . . . ,−(p− 1)) . (4.21)
The appropriate grading of ℓ(D2p) is given by
d2p,K = 2pλ
d
dλ
+ adK. (4.22)
Note also from Table 2 that the grade q subspace of H˜(p¯,p¯) must be of dimension 2 if q =
1, 3, . . . , (2p − 1) modulo 2p, and is otherwise empty. Let us now introduce the matrices H1,1
and H1,2 in D2p,
H1,1 :=
p∑
k=1
akek,k+1 −
p∑
k=1
ap+1−kep+k,p+k+1 + ap+1(e2p,1 − e2p+1,2), (4.23)
H1,2 :=
p−1∑
k=1
bke2p+k+1,2p+k+2 −
p−1∑
k=1
bp−ke3p+k,3p+k+1 + bpa1(e4p,2p+1 − e1,2p+2) +
bpap+1(e4p,1 − e2p+1,2p+2),
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where a1, . . . , ap+1, b1, . . . , bp ∈ C are arbitrarily chosen non-zero parameters. We also need
their matrix powers
Hj,k := (H1,k)
2j−1 for j = 1, 2, . . . , p, k = 1, 2. (4.24)
It can be checked that these 2p matrices commute and span a Cartan subalgebra of D2p for
generic choice of the parameters. We denote this Cartan subalgebra as H(p¯,p¯). The point is that
H(p¯,p¯) ⊂ D2p is invariant under the automorphism given in (4.17), and Hj,k is the corresponding
basis of eigenvectors:
τˆ(p¯,p¯) (Hj,k) = (ω)
2j−1Hj,k, ω = exp
(
2iπ
N
)
, N = 2p. (4.25)
This implies that τˆ(p¯,p¯) acts on the Cartan subalgebra H(p¯,p¯) as a representative of the conjugacy
class (p¯, p¯) ⊂W(D2p). Performing the “untwisting” described in Section 2 is straightforward,
and we get the Heisenberg subalgebra H˜(p¯,p¯) ⊂ ℓ(D2p) as the span of the following graded basis:
λm (Λ1,k)
2j−1 , for m ∈ Z, j = 1, 2, . . . , p, k = 1, 2, (4.26)
where
Λ1,1 :=
p∑
k=1
akek,k+1 −
p∑
k=1
ap+1−kep+k,p+k+1 + λap+1(e2p,1 − e2p+1,2), (4.27)
Λ1,2 :=
p−1∑
k=1
bke2p+k+1,2p+k+2 −
p−1∑
k=1
bp−ke3p+k,3p+k+1 + bpa1(e4p,2p+1 − e1,2p+2) +
λbpap+1(e4p,1 − e2p+1,2p+2).
The basis vector in (4.26) has grade (2j − 1) + 2mp with respect to the grading d2p,K. This
construction of H˜(p¯,p¯) was inspired by an analogous construction in [39]. A grade 1 regular
element Λ ∈ H˜(p¯,p¯) will be a linear combination
Λ = d1Λ1,1 + d2Λ1,2 (4.28)
with generic non-zero coefficients d1, d2. Writing Λ in the form Λ = C++ λC−, C+ has grade 1
and C− has grade −(2p−1) with respect to adK. We wish to show thatK and C+ are contained
in the same sl2 subalgebra of D2p, i.e., that the commutation relations given in (4.12) hold with
I0 := K, I+ := C+ and some I− ∈ D2p, analogously to the principal case.
We need to present an auxiliary result at this point. Consider a regular semisimple element
Λ = (C+ + λC−) ∈ ℓ(G), with some C± ∈ G, having definite grade with respect to a grading
operator dN,K = Nλ
d
dλ
+ adK. Suppose that
[C−,G
K
<0] = {0}, (4.29)
where G = GK>0 + G
K
0 + G
K
<0 is the decomposition defined by means of the eigenvalues of adK.
Then the following “non-degeneracy relation”
Ker
(
adC+
)
∩ GK<0 = {0} (4.30)
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is satisfied. Indeed, if one could find an element v ∈ GK<0 for which [C+, v] = 0, then [Λ, v] = 0
would also hold because of (4.29). Clearly, Ker (adΛ) ⊂ ℓ(G) can contain only semisimple
elements of G ⊂ ℓ(G), but any v ∈ GK<0 is a nilpotent element. This contradiction proves (4.30).
The above argument applies to Λ in (4.28), since (4.29) follows from the fact that the grade
of C− is the smallest eigenvalue of adK on G = D2p. A consequence of the non-degeneracy
relation (4.30) is the equality dim [C+,GK−1] = dimG
K
−1. This implies the existence of I− ∈ G
K
−1
for which [C+, I−] = K, since in our case dimGK−1 = dimG
K
0 holds as is easily verified using the
explicit formula (4.21) of the grading operator K. The set {I−, I0 := K, I+ := C+} spans the
required sl2 subalgebra. This settles the D¯2p case.
Turning now to the general case, we first rewrite the lift wˆ in (4.7) as
wˆ = exp
(
2iπ
adY
N
)
, (4.31)
where
Y = NX =
N
N1
Y1 +
N
N2
Y2 + · · ·+
N
Nr
Yr. (4.32)
Here N is the order of wˆ, Nk is the order of wˆk when acting on Gk, Yk = NkXk in (4.8). The
grading of ℓ(G) corresponding to wˆ is defined by the operator dN,Y ,
dN,Y = Nλ
d
dλ
+ adY. (4.33)
When restricted to the subalgebra ℓ(Gk), this grading satisfies
dN,Y |ℓ(Gk) =
N
Nk
dNk,Yk , dNk,Yk = Nkλ
d
dλ
+ adYk, (4.34)
where dNk,Yk gives the grading of ℓ(Gk) induced by the isomorphism ℓ(Gk) ≃ ℓ(Gk, wˆk). Using
the lifts of the regular primitive Weyl transformations given in (4.11) and in (4.17), Yk is the
semisimple element of an sl2 subalgebra of Gk with the same normalization as I0 in (4.12). Hence
it follows from (4.32) that Y is proportional to the semisimple element of an sl2 subalgebra of
G if and only if
Ni = Nj for any i 6= j. (4.35)
Inspection shows that (4.35) is satisfied for all cases in Table 4, and therefore
Y =
N
N1
(Y1 + Y2 + · · ·+ Yr), (4.36)
where N
N1
turns out to be 1 or 2 depending on whether (Y1 + Y2 + · · ·+ Yr) defines an integral
or a half-integral sl2 subalgebra of G, i.e., whether the grading of G defined by this element is
integral or half-integral. In fact, the sl2 embedding is an integral one in all cases in Table 4
except the case (p, . . . , p, 1) with p even for G = Ap(s−1). One also sees that any graded regular
semisimple element Λ ∈ H˜wˆ of minimal positive grade (N/N1) has the form Λ = C+ + λC−,
where I+ := C+ is contained in an sl2 subalgebra whose semisimple element is I0 :=
N1
N
Y
given by (4.32). This is a consequence of what we know about the principal and D¯2p cases,
simply because such a Λ is a linear combination of respective graded regular elements from the
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Heisenberg subalgebras H˜wˆk ⊂ ℓ(Gk) in (4.10). With respect to the grading of G defined by
adI0, the non-degeneracy relation
Ker
(
ad I+
)
∩ GI0<0 = {0} (4.37)
then follows from the sl2 structure. Inspection shows that [C−,G
I0
<0] = {0} is also satisfied in
each case, since C− is an eigenvector of adI0 associated to the smallest eigenvalue.
Let us summarize the results obtained in this section. For G a classical Lie algebra, we ver-
ified the following connection between regular conjugacy classes in W(G), with graded regular
elements in the associated Heisenberg subalgebra H˜wˆ ⊂ ℓ(G), and sl2 subalgebras in G. For
any regular conjugacy class [w] ⊂ W(G), the appropriately lifted Weyl transformation takes
the form wˆ = exp (2iπadY/N) in (4.31), where Y = νI0 with I0 being the semisimple generator
of an sl2 subalgebra of G and ν = 1 or ν = 2 so that adY has integral eigenvalues. The largest
eigenvalue of adY is (N − ν), where N is the order of wˆ and m = N/ν is the order of w ∈ [w].
The smallest positive dm,I0 grade for which a graded regular element Λ ∈ H˜wˆ exists is one, and
any grade one regular element has the form Λ = (C+ + λC−), where C+ is included in an sl2
subalgebra containing also I0. The eigenvalue of adI0 is minimal on C−. Of course wˆ acts as
the Weyl transformation w on the Cartan subalgebra defined by the centralizer of its regular
semisimple eigenvector given by H := Λ(λ = 1) = (C+ + C−) ∈ G.
If w in (4.4) is a Coxeter element in a regular semisimple subalgebra of G, the above results
followed from the result of Kostant [35] on the connection between the Coxeter class and the
principal sl2 given by formula (4.11). The case of the regular semi-Coxeter conjugacy class
(p¯, p¯) ⊂W(D2p) was dealt with by inspecting the lift found in [39].
We wish to note that in [27] the result of Kostant [35] was generalized to give a similar
connection between certain regular conjugacy classes in W(G) and those special integral sl2
subalgebras of G for which the decomposition of G into sl2 irreducible representations contains
no singlets and only one triplet. In addition to the principal sl2, such sl2 subalgebras exist only
in the exceptional Lie algebras as listed in [27] 3. See also Appendix A.
In passing, we also wish to mention the correspondence found in [40] between the conjugacy
classes of arbitrary singular (semi-regular) sl2 subalgebras in G [34] and a subset of the primitive
(semi-Coxeter) conjugacy classes in W(G). This is given in terms of an injective mapping from
the set of singular sl2 subalgebras into the set of primitive conjugacy classes, which is defined
by the coincidence of the so called “Carter diagrams” [26] associated to the conjugacy classes
in W(G) and to the sl2 subalgebras in G. On the overlap of their ranges of applicability, the
“Kostant type” correspondence discussed in [27], and here for D2p, and the one in [40] are
consistent. It is not clear whether the result of [40] has any significance for the theory of
integrable hierarchies.
3The sl2 subalgebra of G2 appearing in Table 11 of [27] has in fact 3 triplets and not 1, but the claims are
still valid for this sl2 as is easily seen using that it is actually the principal sl2 inside the regular A2 ⊂ G2.
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5 Applications to KdV type systems
Now we turn to the application of the results collected in the previous sections to the construc-
tion of integrable hierarchies. For G a simple Lie algebra, fix a grade one regular semisimple
element Λ from a Heisenberg subalgebra H˜wˆ ⊂ ℓ(G). Suppose that Λ has the form
Λ = I+ + λC−, (5.1)
where I+ belongs to the sl2 subalgebra {I−, I0, I+} ⊂ G for which dm,I0 in (4.1) defines the
grading of ℓ(G). Suppose also that
[C−,G<0] = {0} with G<0 =
∑
k<0
Gk, (5.2)
where Gk, denoted in Section 4 as G
I0
k , is the eigensubspace of adI0 with eigenvalue k.
As we have seen, for G a classical Lie algebra the relations in (5.1) and (5.2) are ensured
by using the lift wˆ given in (4.31) for an arbitrary regular conjugacy class [w] ⊂ W(G). For
the exceptional Lie algebras these relations may be assumed in connection with many regular
conjugacy classes in the Weyl group, which include for example all regular conjugacy classes in
W(G2) and all of the regular primitive conjugacy classes. It appears that in W(F4), W(E6,7,8)
there exist some regular conjugacy classes for which (5.2) cannot be satisfied; see Appendix A.
Let us recall [30, 31] that one may associate a “classical W-algebra” to any sl2 subalgebra
of G by a generalization of the Hamiltonian reduction used by Drinfeld and Sokolov to obtain
the second (Gelfand-Dickey) Poisson bracket of their KdV type hierarchies. In Subsection 5.1
we show that if the sl2 subalgebra is related to a grade one regular semisimple element Λ in the
above way, which specifies a (small) subset of the non-equivalent sl2 subalgebras of G, then it
is possible to obtain a KdV type hierarchy from Hamiltonian reduction whose second Poisson
bracket is theW-algebra defined by the sl2-subalgebra. Subsection 5.2 is devoted to the concrete
description of some of the systems that may be obtained from this approach. We analyze the
cases when G is a classical Lie algebra of B, C or D type and the regular reductive subalgebra
appearing in the third column of Table 4 contains only A or C type simple factors. The resulting
generalized KdV systems turn out to be discrete reductions of the systems associated to gln
having the Gelfand-Dickey type Lax operators in (1.3) and (1.4). That is the Lax operators of
the resulting systems are of the form (1.3) or (1.4) subject to certain extra symmetry conditions,
very much like the well-known principal case [1] for the Lie algebra Cp, where the Lax operator
is of the form (1.1) with n = 2p subject to the self-adjointness condition L† = L.
5.1 KdV systems associated to grade one regular elements
The following construction is a straightforward generalization of that in [1], and can be also
viewed as a special case of the more general construction given in [11, 12, 13].
After fixing a grade one regular semisimple element Λ ∈ ℓ(G) subject to (5.1), (5.2), consider
the manifold M consisting of first order differential operators,
M :=
{
L = ∂ + J + λC− | J ∈ C
∞
(
S1,G
) }
. (5.3)
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The manifold M is the phase space of an infinite collection of bi-Hamiltonian systems. The
two compatible Poisson brackets (PBs) are given as follows. The “second” PB is given by the
affine current algebra structure,
{f, h}2(J) =
∫
S1
tr
(
J
[
δf
δJ
,
δh
δJ
]
+
(
δf
δJ
)′
δh
δJ
)
, (5.4)
and the “first” PB is given by
{f, h}1(J) = −
∫
S1
trC−
[
δf
δJ
,
δh
δJ
]
, (5.5)
for f , h smooth functions onM. The Hamiltonians of interest are generated by the invariants
(“eigenvalues”) of the monodromy matrix T (J, λ) of L. The corresponding Hamiltonian flows
commute as a special case of the Adler-Kostant-Symes construction and are bi-Hamiltonian
(see e.g. [43]) . The Hamiltonians given by the monodromy invariants are non-local functionals
of J in general. Using that C− in (5.3) is related to the regular semisimple element Λ according
to (5.1), we can perform a symmetry reduction of the system onM leading to a local hierarchy.
Let G be a connected Lie group corresponding to G. Define the subgroup Stab(C−) of G
by gC−g
−1 = C− for g ∈ Stab(C−). Denote the group of smooth loops based on Stab(C−) as
S˜tab(C−) := C
∞ (S1, Stab(C−)). The possibility for reduction rests upon the fact that there is
a Poisson action (meaning that it leaves the PBs unchanged) of S˜tab(C−) on M given by
(∂ + J + λC−) 7→ g(∂ + J + λC−)g
−1 = g(∂ + J)g−1 + λC−, ∀ g ∈ S˜tab(C−), (5.6)
which leaves the monodromy invariants unchanged. For present purposes we consider reduction
based on the subgroup N of S˜tab(C−) whose Lie algebra is C∞ (S1,G<0). The reduction is
defined by first imposing constraints on M so that the constrained submanifold Mc ⊂M is
Mc :=
{
L = ∂ + j + Λ | j ∈ C∞
(
S1,G<1
) }
,
G<1 = ∑
k<1
Gk
 . (5.7)
That is the constraints defining Mc ⊂ M restrict J to have the form J = (j + I+) with
I+ in (5.1). The second step of the reduction is to factorize Mc by the group N of “gauge
transformations” acting according to
ef : L 7→ efLe−f , ∀ ef ∈ N , with f ∈ C∞
(
S1,G<0
)
. (5.8)
Standard arguments show that the compatible PBs on M induce compatible PBs on the
space of gauge invariant functions on Mc, identified as the space of functions on the reduced
space Mred = Mc/N . Thanks to the non-degeneracy relation in (4.37), the gauge fixing
procedure of [1] is applicable to obtain a basis of the gauge invariant differential polynomials
on Mc, which may be used as coordinate functions on Mc/N . The gauges resulting from this
procedure are often called “DS gauges” (see e.g. [31]). A particular DS gauge is the so called
lowest weight gauge [44], whose gauge section Ml.w. ⊂Mc is defined as
Ml.w. :=
{
L = ∂ + jl.w. + Λ | jl.w. ∈ C
∞
(
S1,Ker (ad I−)
) }
. (5.9)
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In terms of the one-to-one model of Mc/N furnished by the global gauge section Ml.w., the
reduced second PB is given by the Dirac bracket algebra of the components of jl.w. induced
from (5.4). This Dirac bracket algebra is just the classical W-algebra of [30] (see also [31])
associated to the sl2 subalgebra {I−, I0, I+} ⊂ G.
A generalized KdV hierarchy of bi-Hamiltonian flows is generated on the reduced space
Mc/N by the commuting Hamiltonians provided by the local monodromy invariants of L,
which are determined through the abelianization procedure described in equations (1.9), (1.10).
The hierarchy on Mred resulting from the above “DS type” symmetry reduction [1] often
possesses a residual symmetry that may be used to reduce it further. Define the subgroup GR
of Stab(C−) by
GR := Stab (C−) ∩ Stab (I+) ∩ Stab (I−) . (5.10)
Let {Ta} denote a basis of the Lie algebra GR of GR,
GR = Ker (adC−) ∩Ker (ad I+) ∩Ker (ad I−) . (5.11)
In fact the subgroup G˜R := C
∞ (S1, GR) of S˜tab(C−) survives the DS type symmetry reduction.
Taking Ml.w. as the model of Mc/N , the residual G˜R symmetry acts as
(∂ + jl.w. + Λ) 7→ g(∂ + jl.w. + Λ)g
−1 = g(∂ + jl.w.)g
−1 + Λ, ∀ g ∈ G˜R. (5.12)
These transformations leave invariant the compatible PBs and the commuting Hamiltonians
constituting the KdV type system on Ml.w.. At the infinitesimal level, the G˜R symmetry in
(5.12) is generated through the second (W-algebra) PB by the components tr (Tajl.w.) of jl.w.,
that is by the subset of the sl2 singlet components of jl.w. annihilated by adC−.
The residual symmetry in (5.12) is a continuous symmetry. Another interesting possibility,
which is important in examples as we shall see later, is the presence of a discrete symmetry. This
occurs for instance in the following situation. Let γ : G → G be an involutive automorphism
with a corresponding involution Γ : G → G. In the obvious way, extend γ to an involution
of ℓ(G). Suppose now that Λ is a grade one regular semisimple element of ℓ(G) which is γ-
invariant, γ(Λ) = Λ, and the grading dm,I0 is also invariant, γ(I0) = I0. Suppose furthermore
that the fixed point set Gγ ⊂ G is a simple Lie algebra. (All classical Lie algebras are fixed
point sets in gln, or sln, for appropriate γ.) The Heisenberg subalgebra H˜Λ := Ker (adΛ) of
ℓ(G) is an invariant subspace of γ, and the fixed point set H˜γΛ ⊂ H˜Λ is a Heisenberg subalgebra
of ℓ(Gγ). We can now perform the above DS reduction leading to a KdV type hierarchy using
the same element Λ and either a system based on G or one based on Gγ as the original system.
In the former case we start with the bi-Hamiltonian manifold M in (5.3), introduce the
constrained manifold Mc in (5.7), and end up with Mred = Mc/N . The natural action of γ
on M, given by
γ : (∂ + J + λC−) 7→ (∂ + γ(J) + λC−), (5.13)
leaves invariant the compatible PBs on M. Since Mc is mapped to itself by γ and also N is
mapped to itself by Γ as γ preserves the grading, the action (5.13) induces a corresponding
action of γ on Mred. On account of γ(I−) = I−, which may be assumed by choosing I−, the
gauge section Ml.w. of the N orbits in Mc, defined in (5.9), is mapped to itself by γ in (5.13).
Hence in terms of the model Ml.w. of Mred the induced action is simply given by
γ : (∂ + jl.w. + Λ) 7→ (∂ + γ(jl.w.) + Λ). (5.14)
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The action on Mred = Mc/N ≃ Ml.w. given by (5.14) leaves invariant the compatible PBs
induced from those in (5.4), (5.5) by means of the DS reduction. Recall that the Hamiltonian
densities yielding the commuting Hamiltonians of the KdV type hierarchy on Mred are the
components of h(j) ∈ H˜Λ defining the “abelianized” form (∂+h(j)+Λ) of L = (∂+j+Λ) ∈Mc.
The uniqueness property of the abelianization procedure in (1.9), (1.10) implies the equality
h (γ(j)) = γ (h(j)) , (5.15)
which means that the Hamiltonians corresponding to the components of h(j) in H˜γΛ are in-
variant, and those corresponding to the eigenvalue −1 of γ on the Heisenberg subalgebra H˜Λ
are “anti-invariant” (change sign) under the action of γ. Since the PBs are γ-invariant, the
Hamiltonian flows onMred generated by the γ-invariant Hamiltonians preserve the fixed point
set Mγred ⊂ Mred of γ. (The “anti-invariant” Hamiltonians vanish on the fixed point set and
the Hamiltonian flows defined by them are transversal to it.) Therefore we can define a hier-
archy on Mγred by restricting the flows of the hierarchy generated on Mred by the γ-invariant
Hamiltonians to Mγred. The flows of the resulting hierarchy are Hamiltonian with respect to
the compatible PBs on the space Mγred ≃ M
γ
l.w. obtained from those on Ml.w. by restricting
the PBs of the γ-invariant components of jl.w., which may be regarded as coordinates onM
γ
l.w.,
to this fixed point set. We refer to the reduction procedure just given as “discrete reduction”.
Using the gauge group N Γ whose Lie algebra is C∞ (S1,Gγ<0), we can also perform the above
discussed DS type reduction of the system on Mγ,
Mγ =
{
L = ∂ + J + λC− | J ∈ C
∞
(
S1,Gγ
) }
. (5.16)
The system on Mγ consists of the compatible Poisson brackets, defined similarly to (5.4) and
(5.5) using Gγ in place of G, and the monodromy invariants. Here the invariant scalar product
“tr” on Gγ ⊂ G is taken to be the restriction of that on G. Clearly, the system on Mγ may
be obtained by discrete reduction from the system onM. The discrete reduction ofM to Mγ
induces the discrete reduction of Mred to M
γ
red. We then have the following result.
Proposition 5.1. The hierarchy on Mγred defined as the discrete reduction of the hierarchy on
Mred is the same as the hierarchy obtained from the DS type reduction of the system on Mγ
using the regular semisimple element Λ ∈ ℓ(Gγ) and the gauge group N Γ = exp (C∞ (S1,Gγ<0)).
Proof. The statement follows by an elementrary “diagram chasing” argument. Q.E.D.
The commutativity of the diagram comprising the two DS type reductions and the respective
discrete reductions does not depend on using the models of the DS-reduced systems provided
by the respective lowest weight gauges, since the reduced systems have gauge independent
meaning. One usually has other convenient gauges as well for describing KdV type systems
and their “modified” versions. Another possibility which is often applicable is not to use any
gauge at all for this purpose, but rather encode the gauge invariant information contained in the
first order differential operator L ∈ Mc in a corresponding higher order (pseudo-)differential
operator. This will be illustrated by the examples in Subsection 5.2. In those examples the
KdV system associated by DS reduction to a grade one regular semisimple element in the loop
algebra of a classical Lie algebra, realized as Gγ for G = gln, will turn out to be a discrete
reduction of a hierarchy based on gln. In the above G was assumed to be a simple Lie algebra,
but of course the whole construction applies to G = gln too.
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5.2 Examples: Lax operators of Gelfand-Dickey type
A traditional method for describing KdV type systems that has proved fruitful in the past
is to find a Gelfand-Dickey type model, where the gauge invariant dynamical variables of the
system are encoded in a higher order (pseudo-)differential Lax operator L. The operator L is
usually derived by an “elimination procedure” (see e.g. [1, 44, 17]) applied to the linear problem
Lψ = 0 for L ∈ Mc. The purpose of this subsection is to derive the Gelfand-Dickey type
pseudo-differential Lax operators for a subset of the generalized KdV hierarchies resulting from
the approach discussed in Subsection 5.1. We shall restrict ourselves to the cases for which G is
a classical Lie algebra and the regular reductive subalgebra involved in the construction of the
Heisenberg subalgebra of ℓ(G) contains only A or C type simple factors, see Table 4. The reason
for this restriction is that the elimination procedure proves straightforwardly applicable in these
cases. The cases involving the subalgebras D2p with the conjugacy classes (p¯, p¯) ⊂ W(D2p)
appear more difficult and are left aside for future work. It will turn out that the Lax operators
obtained from the eliminitation procedure may be also derived by suitable restrictions from
those related to gln, given in equations (1.3) and (1.4). The restriction consists in requiring
the invariance of the Lax operator under some involutive discrete symmetry. Proposition 5.1
will be used to identify the Poisson brackets and the commuting Hamiltonians of the hierarchy
in terms of the Gelfand-Dickey model. We shall study in some detail the Cn and Bn algebras,
and essentially give the results for Dn.
Notations. Throughout this subsection, we use the 2× 2 matrices σ, τ defined by
σ :=
 0 1
−1 0
 , τ :=
 1 0
0 −1
 , (5.17)
and the p× p matrices Yp, ηp defined by
Yp := diag
(
p− 1
2
,
p− 3
2
, . . . ,
3− p
2
,
1− p
2
)
, (ηp)ij := δi,p+1−j ∀p > 1. (5.18)
For a p × p matrix µ, µ˜ := ηpµtηp is the transpose of µ with respect to the antidiagonal. As
displayed also in (1.2), we have the regular semisimple element Λp ∈ ℓ(Ap−1),
Λp := λep,1 +
p−1∑
i=1
ei,i+1. (5.19)
For any p > 1 and s ∈ N, we fix some non-zero di ∈ C (i = 1, . . . , s) satisying (di)p 6= (dk)p for
i 6= k (compare with Table 1), and introduce the diagonal matrices
D0 := diag (d1, . . . , ds) , D := diag
(
D0,−D˜0
)
, ∆ := −D−1. (5.20)
The r×r identity matrix is denoted by 1r for any integer r > 1. Finally, the adjoint L† of some
matrix pseudo-differential operator L =
∑
k≤N αk∂
k is by definition L† :=
∑
k≤N(−∂)
k(αk)
t.
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• Negative cycles in Cps
We first consider the algebra Cps with the conjugacy class ofW(Cps) associated to the signed
partition (p¯, . . . , p¯). This conjugacy class corresponds to the regular semisimple subalgebra
(Cp + · · · + Cp) ⊂ Cps in Table 4. Following the scheme outlined in Subsection 4.1, we first
introduce the 2p× 2p symplectic matrix Ω2p,
Ω2p := σ ⊗ ηp, that is (Ω2p)ij = ǫ(i, j)δi,2p+1−j, ǫ(i, j) =
{
1 if i < j
−1 if i > j.
(5.21)
The 2ps× 2ps symplectic matrix Ω used to define Cps ⊂ gl2ps is given by
Ω := 1s ⊗ Ω2p = diag(Ω2p, . . . ,Ω2p). (5.22)
According to (4.1) the grading operator is d2p,I0 with the 2ps× 2ps diagonal matrix
I0 := 1s ⊗ Y2p = diag(Y2p, . . . , Y2p). (5.23)
We also need the grade one regular semisimple element ΛC2p ∈ ℓ(Cp) given by
ΛC2p := λe2p,1 +
p∑
i=1
ei,i+1 −
2p−1∑
i=p+1
ei,i+1. (5.24)
A grade one regular semisimple element Λ ∈ ℓ(Cps) is then furnished by
Λ = D0 ⊗ Λ
C
2p = diag
(
d1Λ
C
2p, . . . , dsΛ
C
2p
)
. (5.25)
Let us perform the change of basis that gives rise to the permutation P on the indices of
the 2ps× 2ps matrices,
P (2kp+ i) := 2s(i− 1) + k + 1, 1 ≤ i ≤ 2p, 0 ≤ k ≤ s− 1. (5.26)
This amounts to exchanging the factors in the tensor products above, i.e., in the new basis the
symplectic matrix is written as Ω = Ω2p ⊗ 1s, the grade one regular semisimple element reads
Λ = ΛC2p ⊗D0, and the grading matrix becomes I0 = Y2p ⊗ 1s. It will be convenient that the
entries of I0 are non-increasing along the diagonal.
Now we derive the Lax operator for the KdV system following from the DS reduction. For
this we apply the definitions of the constrained manifold Mc in (5.7) and the gauge group N
in (5.8) to the case at hand. We then consider the linear problem for L ∈ Mc, that is the
equation
Lψ = (∂ + j + Λ)ψ = 0. (5.27)
Here ψ = (ψt1, ψ
t
2, . . . , ψ
t
2p)
t is a 2ps-vector and the ψi (i = 1, . . . , 2p) are s-vectors. Equation
(5.27) is covariant with respect to N if we complement (5.8) with the transformation rule
ef : ψ 7→ efψ, ∀ef ∈ N . (5.28)
Notice that the transformation in (5.28) leaves the component ψ1 invariant, because f is now
given by a 2ps×2ps block-triangular matrix having s×s zero blocks on and above the diagonal.
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It convenient to proceed by restricting L ∈Mc to the block-diagonal gauge, where j is defined
to have the form
j = diag(θ1, . . . , θ2p), (5.29)
with
θi ∈ C
∞(S1, gls), θ2p+1−i = −θ
t
i , ∀ i = 1, . . . , 2p. (5.30)
Inserting j in (5.29) into (5.27) yields the system
(∂ + θi)ψi +D0ψi+1 = 0, i = 1, . . . , p,
(∂ + θi)ψi −D0ψi+1 = 0, i = p+ 1, . . . , 2p− 1,
(∂ + θ2p)ψ2p + λD0ψ1 = 0. (5.31)
Upon elimination, this system leads to the eigenvalue equation
Lψ1 = λψ1, (5.32)
where L is the s× s matrix differential operator of order 2p given by
L = (−1)p+1D−10 (∂ + θ2p)D
−1
0 (∂ + θ2p−1) · · ·D
−1
0 (∂ + θ1). (5.33)
As a consequence of (5.30), L is invariant with respect to the operation
L 7→ Lˆ := D−10 L
†D0. (5.34)
If we use an expanded form of the Lax operator L, we have
L = (−1)p+1D−2p0 ∂
2p +D−10
2p∑
k=1
(uk∂
2p−k + ∂2p−kuk), (5.35)
where the KdV fields uk ∈ C∞(S1, gls) satisfy utk = (−1)
kuk by the invariance property Lˆ = L.
Since the above elimination procedure can be turned backwards, equation (5.32) encodes
all gauge invariant information contained in the original linear problem (5.27). It is easy to see
that the KdV fields uk in (5.35) are related by an invertible differential polynomial substitution
to the entries of the gauge fixed current in the lowest weight gauge of (5.9). The fields θi in
(5.33) are the dynamical variables of a “modified” version of the KdV hierarchy. Expanding
the factorized operator (5.33) yields a generalization of the well-known Miura map.
The KdV system having the Lax operator L in (5.35) may be interpreted as a discrete
reduction (in the sense of Subsection 5.1) of a KdV system based on gln for n = 2ps. In fact,
the subalgebra Cps of gl2ps is the fixed point set of the involution γ : gl2ps → gl2ps defined by
γ : X 7→ γ(X) := −Ω−1X tΩ ∀X ∈ gl2ps, (5.36)
and the element Λ ∈ ℓ(Cps) ⊂ ℓ(gl2ps) given in (5.25) is also a grade one regular semisimple
element of ℓ(gl2ps) (and of ℓ(A2ps−1)). From this point of view Λ is associated to the partition
(2p, . . . , 2p) of n = 2ps representing a regular conjugacy class in W(A2ps−1). Performing the
DS reduction using gl2ps instead of Cps leads to a KdV system whose Lax operator has the
form in (5.35), but with arbitrary uk ∈ C∞(S1, gls). The related modified KdV system is given
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by the operator (5.33) with unrestricted θi ∈ C∞(S1, gls). Proposition 5.1 and what is known
about the gln case [17] enables us to give a more detailed description of the present generalized
KdV hierarchy in the Gelfand-Dickey framework. We next explain this in detail.
Let M be the manifold of Lax operators L of the form in (5.35) with arbitrary KdV fields
uk ∈ C∞(S1, gls). Recall from [17] that the compatible PBs on M , regarded as a model of the
DS-reduced space Mred associated to gl2ps, are the standard first and second matrix Gelfand-
Dickey PBs [2, 3, 4] defined respectively by
{fA, fB}
(1)(L) = Tr (L ([A+, B+]− [A−, B−])) , (5.37)
{fA, fB}
(2)(L) = Tr (BL(AL)+ − B(LA)+L) . (5.38)
Here Tr is the Adler trace [4] of matrix pseudo-differential operators (PDOs) given by
Tr(A) :=
∫
S1
tr res (A) , res (A) := A−1 ∀A =
∑
k≤k0
Ak∂
k, Ak ∈ C
∞(S1, gls). (5.39)
For an arbitrary PDO A, we use the splitting A = A++A− into parts containing non-negative
and negative powers of ∂, respectively. In formulas (5.37), (5.38) fA is the linear function on
M defined by fA(L) := Tr (AL) for any fixed s× s matrix PDO A.
We have the discrete symmetry given by the Poisson mapping
γˆ : M →M, γˆ(L) := Lˆ = D−10 L
†D0, ∀L ∈M. (5.40)
The symmetry γˆ is induced from the action (5.13) of γ in (5.36) on the constrained manifold
of the DS reduction considered for gl2ps. This is easily seen with the aid of the corresponding
block-diagonal gauge, whose gauge section is mapped to itself by γ. The phase space of the
“discrete reduced” hierarchy is the fixed point set M γˆ ⊂ M of γˆ. Proposition 5.1 implies that
the induced PBs on the fixed point set M γˆ , which is a model of Mγred, are given by formulas
(5.37) and (5.38), where A and B have to be restricted to PDOs that are anti-symmetric with
respect to the transformation γˆ. Indeed, if γˆ(A) := D−10 A
†D0 = −A, then fA(γˆ(L)) = fA(L).
The commuting Hamiltonians of the hierarchy on M induced by the DS reduction may be
obtained as follows [17]. First one has to diagonalize L ∈ M in the algebra of PDOs, i.e., for
any L one has to determine a diagonal PDO Ld,
Ld = (−1)
p+1D−2p0 ∂
2p +
∞∑
k=1
ak∂
2p−k, with ak diagonal matrix ∀k, (5.41)
for which
L = gLdg
−1, g = 1s +
∞∑
k=1
gk∂
−k, with gk off-diagonal matrix ∀k. (5.42)
By (5.41), (5.42), Ld(L) and g(L) are uniquely determined (differential polynomial) functions
of L ∈M . The commuting Hamiltonians are then provided by
H0,i(L) :=
∫
S1
(u1)ii , ∀ i = 1, . . . , s, (5.43)
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Hk,i(L) :=
∫
S1
res (Ld(L))
k/2p
ii , ∀ i = 1, . . . , s, k = 1, 2, . . . , (5.44)
where (Ld(L))
1/2p is a fixed 2pth root of Ld(L). Thanks to the uniqueness property of the
diagonalization procedure in (5.41), (5.42) and the identity Tr
(
A†
)
= −Tr (A), we can verify
Hk,i (γˆ (L)) = (−1)
k+1Hk,i(L), ∀ i = 1, . . . , s, k = 0, 1, . . . . (5.45)
According to Proposition 5.1, the commuting Hamiltonians of the discrete reduced hierarchy
on M γˆ ≃Mγred are furnished by the restrictions of the γˆ-invariant Hamiltonians on M ≃Mred.
We see from (5.45) that the invariant Hamiltonians are now the Hk,i(L) for k any odd natural
number. This completes our description of the PDO model of the generalized KdV hierarchy
following from DS reduction in the case (p¯, . . . , p¯) ⊂ W(Cps). The result is analogous to the
s = 1 “scalar case”, for which the Cp-type DS hierarchy is the self-adjoint reduction of the
gl2p-type Gelfand-Dickey (n-KdV for n = 2p) hierarchy [1].
• Positive cycles in Cps
We now turn to the case of positive cycles of odd length, (p, . . . , p) with p = 2q+ 1, in Cps.
The regular semisimple subalgebra associated in Table 4 to this conjugacy class of W(Cps) is
(Ap−1 + · · · + Ap−1) ⊂ Cps The symplectic matrix Ω is still given by (5.22). The grading of
ℓ(Cps) is now defined by the operator dp,I0 with I0 := 12s ⊗ Yp. Using (5.17)–(5.20), the grade
one regular semisimple element Λ ∈ ℓ(Cps) is given as Λ = D0 ⊗ τ ⊗ Λp.
Let us perform the permutation
P (2kp+ i) := 2s(i− 1) + k + 1,
P (2kp+ p+ i) := 2si− k,
1 ≤ i ≤ p, 0 ≤ k ≤ s− 1. (5.46)
After this permutation, the symplectic matrix writes as Ω = ηp ⊗ Ω2s and the grading matrix
becomes I0 = Yp ⊗ 12s, which has non-increasing entries along the diagonal. Finally, with D
given in (5.20), we have
Λ = Λp ⊗D. (5.47)
Like in the previous case, we consider the linear problem (5.27). Now the 2ps-vector ψ
is decomposed as ψ = (ψt1, . . . , ψ
t
p)
t in terms of the 2s-vectors ψi for i = 1, . . . , p. In the
block-diagonal gauge j has the form
j = diag(θ1, . . . , θp), (5.48)
with
θi ∈ C
∞
(
S1, gl2s
)
, θi = −Ω2sθ
t
p+1−iΩ
−1
2s ∀ i = 1, . . . , p. (5.49)
Combining (5.27) with (5.47), (5.48), we obtain the system
(∂ + θi)ψi +Dψi+1 = 0, 1 ≤ i ≤ p− 1,
(∂ + θp)ψp + λDψ1 = 0. (5.50)
By elimination, we then get the eigenvalue equation Lψ1 = λψ1, where the 2s× 2s matrix Lax
operator L is given by
L = ∆(∂ + θp) · · ·∆(∂ + θ1), (5.51)
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with ∆ defined in (5.20). On account of (5.49) and Ω2s∆
tΩ−12s = −∆ , L in (5.51) is invariant
with respect to the transformation
L 7→ Lˆ := ∆Ω2sL
†Ω−12s ∆
−1. (5.52)
If we write the Lax operator in expanded form as
L = ∆p∂p +∆
p∑
k=1
(uk∂
p−k + ∂p−kuk), (5.53)
then the invariance property L = Lˆ yields uk = (−1)kΩ2sutkΩ
−1
2s .
Similarly to the previous example, we see that the KdV system possessing the Lax operator
in (5.53) is a discrete reduction of a system of the type in (1.3), which is based on gln with the
partition (p, . . . , p) of n = 2ps. It follows that the compatible PBs of the KdV system obtained
from the DS reduction are given by (5.37), (5.38), where A and B have to be restricted to
PDOs that are anti-symmetric with respect to the discrete symmetry in (5.52),
∆Ω2sA
†Ω−12s ∆
−1 = −A, ∆Ω2sB
†Ω−12s ∆
−1 = −B. (5.54)
Before the discrete reduction, i.e., on the space of Lax operators of the form in (5.53) but with
arbitrary coefficients uk ∈ C∞(S1, gl2ps), the commuting Hamiltonians are H0,i(L) defined like
in (5.43) and Hk,i(L) defined by
Hk,i(L) :=
∫
S1
res (Ld(L))
k/p
ii , ∀ i = 1, . . . , 2s, k = 1, 2, . . . . (5.55)
Here (Ld(L))
1/p is a fixed pth root of the diagonal PDO Ld(L) determined analogously to (5.42).
Choosing the leading term of (Ld(L))
1/p to be ∆∂, we find the transformation property
Hk,i(Lˆ) = −Hk,2s+1−i(L), ∀ i = 1, . . . , 2s, k = 0, 1, . . . . (5.56)
Therefore the Hamiltonians of the KdV system based on gl2ps that are invariant with respect
to the discrete symmetry in (5.52) are furnished by
H+k,i(L) := Hk,i(L)−Hk,2s+1−i(L), ∀ i = 1, . . . , s, k = 0, 1, . . . . (5.57)
As a consequence of Proposition 5.1, the Hamiltonians obtained by inserting the Lax operator
L in (5.53) into (5.57) coincide with those resulting from “abelianization” in the DS reduction
realization of the generalized KdV system associated to (p, . . . , p) ⊂W(Cps).
• Positive cycles in Dps
The case of positive cycles of odd length, (p, . . . , p) with p = 2q + 1, in W(Dps) is very
similar. We end up with a Lax operator L that has the factorized form in (5.51), where the
matrices θi now satisfy θi = −θ˜p+1−i. Thus the invariance property of L is
Lˆ = L for L 7→ Lˆ := ∆η2sL
†η2s∆
−1. (5.58)
The expanded form of the Lax operator can be written as in (5.53), where the 2s× 2s matrix
KdV fields uk are now subject to uk = (−1)ku˜k. This KdV system is another discrete reduction
of the system based on gln with the partition (p, . . . , p) of n = 2ps. The PBs of this system
following from the DS reduction can be obtained from the Gelfand-Dickey PBs in (5.37), (5.38)
by restricting A and B to be anti-symmetric PDOs with respect to the transformation in (5.58).
The commuting Hamiltonians can be characterized analogously to the preceding example.
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• Positive cycles in Bps
Now we deal with the case of positive cycles of odd length (p, . . . , p) ⊂W(Bps), p = 2q+1.
The corresponding regular semisimple subalgebra is given by (Ap−1 + · · ·+ Ap−1) ⊂ Bps. The
(2ps+ 1)× (2ps+ 1) matrix η defining the Bps-invariant symmetric form can be taken to be
η :=
 1s ⊗ η2p 0
0 1
 . (5.59)
The grading of ℓ(Bps) is defined by the operator dp,I0 with
I0 :=
 12s ⊗ Yp 0
0 0
 . (5.60)
The relevant grade one regular semisimple element Λ ∈ ℓ(Bps) can be written as
Λ =
 D0 ⊗ τ ⊗ Λp 0
0 0
 . (5.61)
For the notations, see (5.17)–(5.20).
Let us change the basis using P in (5.46) to permute the first 2ps indices together the
prescription P (2ps + 1) := 2ps + 1 for the last index. The matrix of the symmetric form left
invariant by Bps ⊂ gl2ps+1 then becomes
η =
 η2ps 0
0 1
 . (5.62)
The grading matrix reads
I0 =
 Yp ⊗ 12s 0
0 0
 . (5.63)
The grade one regular element takes the form
Λ =
 Λp ⊗D 0
0 0
 . (5.64)
In the linear problem (5.27) the vector ψ may be now decomposed as ψ = (ψt1, . . . , ψ
t
p, φ)
t,
where the ψi (i = 1, . . . , p) are 2s-vectors and φ is the last component of ψ. We now define the
“block-diagonal” gauge by restricting the (2s+1)×(2s+1) matrix valued field j ∈ C∞(S1, Bps)
in L = (∂ + j + Λ) ∈Mc to have the form
j =

θ1
. . .
θq+1 b
. . .
θp
ct 0

. (5.65)
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The non-vanishing entries of j in (5.65) have grade zero with respect to I0 in (5.63) and satisfy
θi ∈ C
∞(gl2s, S
1), θi = −θ˜p+1−i ∀i = 1, . . . , p, b, c ∈ C
∞(S1,C2s), c = −η2sb. (5.66)
Substituting (5.64), (5.65) into (5.27), we obtain the system
(∂ + θi)ψi +Dψi+1 = 0, i = 1, . . . , q, q + 2, . . . , 2q,
(∂ + θq+1)ψq+1 +Dψq+2 + bφ = 0,
(∂ + θp)ψp + λDψ1 = 0,
∂φ + ctψq+1 = 0. (5.67)
The component φ may be eliminated using the last equation, which yields
φ = −∂−1ctψq+1. (5.68)
Plugging (5.68) back into (5.67), further elimination leads to the eigenvalue equation
Lψ1 = λψ1, (5.69)
where L is the following 2s× 2s matrix pseudo-differential operator:
L = ∆(∂ + θp) · · ·∆(∂ + θq+2)∆
[
∂ + θq+1 − b∂
−1ct
]
∆(∂ + θq) · · ·∆(∂ + θ1). (5.70)
Because of (5.66), L in (5.70) has the invariance property
Lˆ = L for L 7→ Lˆ := ∆η2sL
†η2s∆
−1, (∆ = −D−1). (5.71)
The Lax operator given by (5.70) can be written in expanded form as
L = ∆p∂p +∆
p∑
k=1
(uk∂
p−k + ∂p−kuk)−∆z+∂
−1zt−, (5.72)
uk ∈ C
∞(S1, gl2s), uk = (−1)
ku˜k ∀k = 1, . . . , p, z+, z− ∈ C
∞(S1,C2s), z− = −η2sz+.
(5.73)
The above Lax operator can be also derived by performing the elimination on the linear
problem (5.27) in a DS gauge. For this it is convenient to consider the gauge sectionMDS ⊂Mc
which by definition consists of the first order differential operators L = (∂ + jDS + Λ) with
jDS :=

v1
v2
...
vp−1
vp −v˜p−1 · · · −v˜2 −v˜1 z+
zt−

, (5.74)
where vk ∈ C∞(S1, gl2s) subject to vk = (−1)kv˜k, and z± are given in (5.73). The gauge
section MDS is a one-to-one model of the reduced space Mred = Mc/N following from the
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DS reduction in the present case. The fields vk in (5.74) and the uk in (5.72) are related by
an invertible differential polynomial substitution, but the field z− appears only in quadratic
combinations in the expression (5.72) of L. This means that the manifold of Lax operators L
in (5.72) is now not a one-to-one model of the space Mred. A convenient parametrization of
Mred is furnished by the set of all pairs (L+, z−), where L+ is the differential operator part of
L in (5.72) and z− ∈ C∞(S1,C2s). This is somewhat similar to the situation found in [1] for
the principal case of the Dn algebras, for which the Lax oparators are skew-symmetric scalar
pseudo-differential operators having a negative part of the form z∂−1z with z ∈ C∞ (S1,C).
Finally, we note that the above KdV system associated by DS reduction to the conjugacy
class (p, . . . , p) ⊂ W(Bps) can be viewed as a discrete reduction of a KdV system based on
gl2ps+1 with the corresponding partition (p, . . . , p, 1), where p = 2q + 1 occurs 2s times. The
phase space of the system based on gl2ps+1 consists of the quadruples (L+, y+, y−, w) appearing
in (1.4). The PBs and the commuting Hamiltonians are described in these variables in [18].
• Positive cycles plus a 1-cycle in Dps+1
The case of positive cycles of odd length p = 2q+1 plus a 1-cycle (p, . . . , p, 1) ⊂W(Dps+1)
resembles the last one. Without entering into details, let us give the form of the (2ps + 2) ×
(2ps+ 2) matrix valued field j in the “block-diagonal” gauge,
j =

θ1
. . .
θq+1 b
. . .
θp
ct d

. (5.75)
Here the θi (i = 1, . . . , p) are 2s× 2s matrices satisfying θi = −θ˜p+1−i, b and c are rectangular
2s × 2 matrices related by c = −η2sbη2, and d is a 2 × 2 matrix constrained by d = −d˜. The
corresponding pseudo-differential Lax operator L is given in factorized form as
L = ∆(∂ + θp) · · ·∆(∂ + θq+2)∆
[
∂ + θq+1 − b(∂ + d)
−1ct
]
∆(∂ + θq) · · ·∆(∂ + θ1), (5.76)
with ∆ in (5.20). The operator L in (5.76) enjoys the invariance property (5.71) and can be
expanded as
L = ∆p∂p +∆
p∑
k=1
(uk∂
p−k + ∂p−kuk)−∆z+(∂ + d)
−1zt−, (5.77)
where the 2s× 2s matrices uk satisfy uk = (−1)ku˜k and the rectangular 2s× 2 matrices z+ and
z− are related by z− = −η2sz+η2.
The generalized KdV system at hand is related to a system based on G := gln with the
partition (p, . . . , p, 1, 1) of n = 2ps + 2 by means of an involution γ : G → G for which
Gγ = Dps+1. If there are more than one extra 1-cycles contained in the partition n, then graded
regular semisimple elements do not exist in the corresponding Heisenberg subalgebra of ℓ(gln).
However, in the cases (p, . . . , p, 1, . . . , 1) — with an arbitrary number of 1-cycles — the DS
reduction still goes through without any difficulty using a grade one semisimple element from
the Heisenberg subalgebra. The resulting KdV type hierarchies are studied in [18].
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6 Some remarks on non-abelian Toda systems
In the preceding section we associated generalized KdV systems to grade one regular semisimple
elements of ℓ(G). For completeness, below we wish to present the well-known definition of
corresponding “non-abelian affine Toda” systems, and work out an example.
To obtain a non-abelian4 affine Toda model, consider a grade 1 and a grade −1 regular
semisimple element, Λ and Λ¯, from some non-principal Heisenberg subalgebra of ℓ(G). The
grading is given by the operator dm,I0 in (4.1). For simplicity we here assume that adI0 has
only integral eigenvalues. Similarly to equations (5.1), (5.2), for Λ and Λ¯ given by
Λ = I+ + λC−, Λ¯ = I¯− + λ
−1C¯+, (6.1)
we suppose that
[C−,G<0] = {0}, [C¯+,G>0] = {0}. (6.2)
The non-abelian affine Toda equation is a relativistically invariant field equation for a field
g(x, t) that varies in a connected (non-abelian) Lie group G0 generated by the grade zero Lie
subalgebra G0 ⊂ G. It is postulated to be the zero curvature equation
[L+,L−] = 0, (6.3)
with
L+ := ∂+ + g
−1∂+g + Λ, L− := ∂− + g
−1Λ¯g, (6.4)
where ∂± := (∂x ± ∂t). More explicitly, the field equation (6.3) reads
∂−(g
−1∂+g) = [I+, g
−1I¯−g] + [C−, g
−1C¯+g]. (6.5)
This is a deformation of the non-abelian conformal Toda equation obtained from (6.5) by
omitting the second term on the right hand side. The model admits two infinite series of
conserved local currents, which may be obtained with the aid of the abelianization of Lx =
L+ −L− and that of L˜x := L˜+ − L˜−, respectively, where the operators
L˜+ := ∂+ + gΛg
−1, L˜− := ∂− − ∂−gg
−1 + Λ¯ (6.6)
enter the alternative zero curvature representation
[L˜+, L˜−] = 0 (6.7)
of the field equation (6.5).
The models defined by (6.1)–(6.4) are special cases of those proposed by Leznov and Saveliev
in [8]. They are distinguished by the applicability of the abelianization procedure described in
(1.9),(1.10). It is well-known [1, 7, 9, 10, 11, 12] that infinitely many conserved local currents
exist also in the non-abelian affine Toda models associated to grade ±1 semisimple, not neces-
sarily regular elements from ℓ(G). In general the conserved local currents are labelled by the
basis elements of the centre of the centralizer of Λ (Λ¯) with non-positive (non-negative) grades.
4The abelian affine Toda model is related to the principal Heisenberg subalgebra as is well-known.
34
Suppose that we consider a regular conjugacy class of the Weyl group that has the product
structure in (4.4). The corresponding Toda model then will have the interpretation as a “cou-
pled system” containing the Toda systems associated to grade ±1 regular elements from the
primitive Heisenberg subalgebras H˜k,wˆk ⊂ ℓ(Gk) for k = 1, . . . , r (see (4.4)–(4.10)), which are
coupled together by means of certain extra fields. The extra fields correspond to the part of G0
outside the regular semisimple subalgebra given in (4.5). It is easy to see that the extra fields
can be consistently set to zero in the field equation (6.5), which then reduces to a decoupled
set of Toda equations associated to the primitive conjugacy classes [wk] ⊂W(Gk).
We now wish to elaborate the non-abelian affine Toda equation (6.5) for the two negative
cycles case (p¯, p¯) in D2p for any p ≥ 2. The motivation for considering this series of examples is
that for the classical Lie algebras (p¯, p¯) ⊂ W(D2p) are the only conjugacy classes of the Weyl
group which are regular, primitive and different from a Coxeter class. Choosing all constants
ai, bi in (4.27) to be 1 for simplicity, the grade 1 generators of the corresponding Heisenberg
subalgebra are
Λ1,1 = λ(e2p,1 − e2p+1,2) +
p∑
k=1
ek,k+1 −
p∑
k=1
ep+k,p+k+1, (6.8)
Λ1,2 = λ(e4p,1 − e2p+1,2p+2) + (e4p,2p+1 − e1,2p+2) +
p−1∑
k=1
e2p+1+k,2p+2+k −
p−1∑
k=1
e3p+k,3p+k+1,
and the grade −1 generators, Λ−1,i ∼ λ−1(Λ1,i)2p−1, are
Λ−1,1 = λ
−1(e1,2p − e2,2p+1) + (e2,1 − e2p+1,2p) + 2
p−1∑
k=1
e2+k,1+k − 2
p−1∑
k=1
ep+1+k,p+k, (6.9)
Λ−1,2 = λ
−1(e1,4p − e2p+2,2p+1) + (e2p+1,4p − e2p+2,1) + 2
p−1∑
k=1
e2p+2+k,2p+1+k − 2
p−1∑
k=1
e3p+1+k,3p+k.
These formulas are valid in the basis where the symmetric form η and the grading K are given
by (4.20) and (4.21), and it is convenient to permute the basis so that in the new basis they
take the following block-form:
K = diag (p, (p− 1)12, . . . ,−(p− 1)12,−p) , (6.10)
η = antidiag (1, 12, . . . , 12, 1) .
According to the grading defined by K, we can write all matrices in a (2p+1)× (2p+1) block-
form, with the various blocks being 2 × 2 matrices and 2-component column or row vectors,
respectively. In order to write down the grade ±1 regular elements Λ = d1Λ1,1 + d2Λ2,1 and
Λ¯ := d¯1Λ−1,1 + d¯2Λ−1,2, it is useful to introduce
α :=
(
d1
d2
)
, β :=
(
d1
−d2
)
, D0 :=
(
d1 0
0 d2
)
, (6.11)
and
α¯ :=
(
d¯1
d¯2
)
, β¯ :=
(
d¯1
−d¯2
)
, D¯0 := 2
(
d¯1 0
0 d¯2
)
. (6.12)
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Using this notation, in the new basis we have
Λ = e1,2 ⊗ β
t +
p∑
k=2
ek,k+1 ⊗D0 −
2p∑
k=p+1
ek,k+1 ⊗D0 − e2p,2p+1 ⊗ β
+ λ
(
e2p,1 ⊗ α− e2p+1,2 ⊗ α
t
)
, (6.13)
and
Λ¯ = e2,1 ⊗ β¯ +
p∑
k=2
ek+1,k ⊗ D¯0 −
2p∑
k=p+1
ek+1,k ⊗ D¯0 − e2p+1,2p ⊗ β¯
t
+ λ−1
(
e1,2p ⊗ α¯
t − e2,2p+1 ⊗ α¯
)
. (6.14)
We write the group element g ∈ G0 in the block-diagonal form
g =
2p+1∑
k=1
ek,k ⊗ gk, (6.15)
where g1, g2p+1 ∈ GL(1) and gk ∈ GL(2) otherwise, with the condition gtηg = η translating
into
g2p+2−l = (g
−1
l )
t for l = 1, . . . , p+ 1. (6.16)
Then the non-abelian affine Toda equation (6.5) takes the form,
∂−(g
−1
1 ∂+g1) = β
tg−12 β¯g1 − g
−1
1 α¯
t(gt2)
−1α,
∂−(g
−1
2 ∂+g2) = D0g
−1
3 D¯0g2 − g
−1
2 β¯g1β
t − g−12 α¯g
−1
1 α
t,
∂−(g
−1
k ∂+gk) = D0g
−1
k+1D¯0gk − g
−1
k D¯0gk−1D0, 2 < k ≤ p+ 1, (6.17)
where g−1p+2 = g
t
p. The conformal Toda equation corresponding to equation (6.17) can be
obtained by dropping the terms containing α and α¯. The simplest version of equation (6.17)
arises for the Lie algebraD4, and describes a GL(2) valued field g2 interacting with two “scalars”
g1 ∈ GL(1) and g3 ∈ O(2).
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7 Conclusion
In this paper we studied a class of generalized KdV hierarchies associated by Drinfeld-Sokolov
reduction to regular semisimple elements of grade one in the non-twisted loop algebras. We
made use of the fact that the classification of the graded regular semisimple elements in a loop
algebra ℓ(G) can be reduced to the known [27] classification of the regular conjugacy classes in
the Weyl group W(G) of the underlying simple Lie algebra G. The regular conjugacy classes in
W(G) parametrize the non-equivalent Heisenberg subalgebras of ℓ(G) containing graded regular
semisimple elements. Restricting our attention to the classical simple Lie algebras, we exhibited
a relationship between the regular conjugacy classes in W(G) and certain sl2 subalgebras of G.
Let [w] ⊂ W(G) be a regular conjugacy class of order m for G a classical simple Lie
algebra. We have seen that there exists a lift wˆ of a representative w ∈ [w] that takes the
form wˆ = exp (2iπadI0/m) in such a way that I0 is the semisimple element (“defining vector”)
of an sl2 subalgebra of G for which the largest eigenvalue of adI0 is (m − 1). Any regular
element Λ of minimal positive grade from the corresponding Heisenberg subalgebra has the
form Λ = (C1 + λC−(m−1)), where [I0, Ck] = kCk and C1 can be included in an sl2 subalgebra
containing I0. The grade of Λ is one with respect to the grading operator dm,I0 = mλ
d
dλ
+adI0.
In the appendix it will be observed that the same relationship is valid between arbitrary
regular primitive conjugacy classes in the Weyl group and certain sl2 embeddings for arbitrary
simple Lie algebras. For a non-primitive regular conjugacy class [w] in the Weyl group of an
exceptional simple Lie algebra different from G2, in some cases the order of w ∈ [w] is smaller
than the largest spin plus one with respect to the sl2 associated to [w].
Applying the above group theoretic results, we provided a link between the generalized KdV
hierarchies and W-algebras and made a step towards obtaining a more concrete description of
the KdV systems. In particular, we derived Gelfand-Dickey type Lax operators for the KdV
systems associated to grade one regular elements from such Heisenberg subalgebras that are
contained in a regular reductive subalgebra of a classical Lie algebra G comprising A and C type
simple factors. In these cases the generalized KdV systems turned out to be discrete reductions
of systems related to gln having Lax operators of the form given in (1.3) and (1.4).
The most interesting non-principal case occurring for the classical Lie algebras appears to
be given by the regular primitive conjugacy class (p¯, p¯) ⊂ W(D2p), since the corresponding
Heisenberg subalgebra is not contained in a regular reductive subalgebra. It is an intriguing
question whether the generalized KdV system associated to a grade one regular element with
the aid of Drinfeld-Sokolov reduction admits a Gelfand-Dickey type pseudo-differential operator
model in this case or not. Such a model is usually not hard to find using the elimination
procedure, but for (p¯, p¯) ⊂ W(D2p) we did not succeed until now. The corresponding non-
abelian affine Toda system presented in Section 6 would also deserve further investigation.
In this study we used the interplay between the homogeneous grading and the grading
given by dm,I0 to define the constraints on the first order differential operator L = ∂ + j + Λ
containing the dynamical variables. It is known [1, 7, 11, 12] that there are more general
possibilities: i) the dm,I0 grading can be replaced by an arbitrary grading in which Λ has definite
grade; ii) the homogeneous grading can be replaced by another standard grading (associated
to an appropriate vertex of the extended Dynkin diagram) or a grading interpolating between
a standard grading and the grading in which Λ has definite grade. See also the remark at the
end of Section 2. It would be interesting to further explore these more general possibilities for
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obtaining KdV and partially modified KdV systems, which are related to the same basic set of
modified KdV systems by different Miura maps [1, 7, 11, 12].
We wish to remark that in some cases the partially modified systems correspond to partial
factorizations of a Lax operator that can be factorized into factors of order one, not unlike the
example when say a fourth order KdV operator L is partially factorized into operators of order
two according to L = (∂ + θ1)(∂ + θ2)(∂ + θ3)(∂ + θ4) = L1L2 with L1 = (∂ + θ1)(∂ + θ2) and
L2 = (∂ + θ3)(∂ + θ4).
We have restricted our attention to regular elements of minimal grade. According to an
argument in [12, 13], the systems associated to regular elements of higher grade in a certain
sense should not be new, although the Hamiltonian aspect of this claim is not well understood.
Perhaps the most serious limitation of the present work is that we excluded “type II”
systems, that is systems associated to graded non-regular semisimple elements of ℓ(G), from the
outset. It is an important open problem to classify the gradings that admit graded semisimple
elements for which Drinfeld-Sokolov reduction is possible in the sense that polynomial “DS
gauges” exist. Some results on type II systems including interesting examples can be found
in [45, 46, 11, 15, 18]. In particular, it was recently shown in [15] that the phase space of the
partially modified systems contains standard W-algebras coupled together by the dynamics in
both type I and type II cases subject to a certain non-degeneracy condition.
It is worth noting that the regular conjugacy classes in the groups obtained as extensions of
the Weyl groups by diagram automorphisms have been also classified in [27], which is relevant
for constructing generalized KdV and affine Toda systems based on the twisted loop algebras.
To conclude, we think the general framework of the Drinfeld-Sokolov approach is now rea-
sonably clear but further work would be needed to fully classify the integrable hierarchies that
can be obtained from this approach. For instance, it would be of some interest to further explore
the KdV systems that may be defined using arbitrary grade one regular semisimple elements
and arbitrary standard gradings and type II systems would also deserve closer attention.
Acknowledgements. We wish to thank D. Olive, P. Sorba, F. Toppan and J. Underwood
for discussions. We are grateful to I.R. McIntosh for making available ref. [11] and to a referee
for drawing our attention to ref. [27]. We are indebted to A. Honecker, I. Marshall and I. Tsutsui
for comments and suggestions concerning the manuscript.
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A Canonical sl2 for any regular primitive conjugacy
class
The purpose of this appendix is to present a property of the regular primitive conjugacy classes
in W(G) that generalizes the celebrated relationship [35] between the Coxeter class and the
principal sl2 subalgebra of G. We find this relationship by collecting known results in the
literature. A larger set of regular conjugacy classes enjoying the attractive features of this
relationship (properties 1–7 below) will be also pointed out.
Let G be an arbitrary simple Lie algebra. The primitive (semi-Coxeter) conjugacy classes
in W(G) are the building blocks of the general conjugacy classes [26] and the regular primitive
conjugacy classes are the building blocks of the general regular conjugacy classes. The Coxeter
class, whose Carter diagram [26] is the Dynkin diagram of G, is the only primitive conjugacy
class for the algebras of A, B, C and G2 type. The other primitive conjugacy classes can
be uniquely labelled by the Carter diagrams Dl(ai) for i = 1, . . . , [l/2] − 1, F4(a1), E6(ai)
for i = 1, 2, E7(ai) for i = 1, . . . , 4 and E8(ai) for i = 1, . . . , 8. The Coxeter class is always
regular. Comparing the characteristic polynomials of the primitive conjugacy classes given in
[26] with those of the regular conjugacy classes given in [27], it can be seen that the other
regular primitive conjugacy classes are D2k(ak−1) ∼ (k¯, k¯) in W(D2k) for k = 2, 3, . . ., and
F4(a1), E6(a1), E6(a2), E7(a1), E7(a4), E8(ai) for i = 1, 2, 3, 5, 6, 8. (A.1)
Putting together results of [35, 27, 39, 41], we notice the validity of the following statement.
Theorem A. Let [w] ⊂ W(G) be an arbitrary regular primitive conjugacy class of order N .
Then there exists a lift wˆ of w ∈ [w] given by an inner automorphism of G that has the form
wˆ = exp (2iπadI0/N) , (A.2)
where I0 is the semisimple element of an sl2 subalgebra of G, [I0, I±] = ±I±, [I+, I−] = 2I0,
such that
1. The largest eigenvalue of adI0 equals (N − 1).
2. There are no singlets in the sl2 decomposition of G.
3. Only integral eigenvalues of adI0 occur.
Verification. The case of the Coxeter class is due to Kostant [35]. The characteristic diagrams
[34] of the sl2 embeddings corresponding
5 to the conjugacy classes
E6(a1), E7(a1), E8(a1), E8(a2), E8(a5) (A.3)
are given in Table 11 of Ref. [27], where the statement is proved concerning these cases. (See
also remarks iii) and vii) below.) In the algebras of E type, the “shift vector” γs ∈ G defining
a so called canonical lift of a representative w ∈ [w] was determined by Bouwknegt [41] for all
conjugacy classes [w] ⊂W(G). For the definition and for the rather complex method whereby
γs was obtained, see [41]. In the case of the primitive conjugacy classes this canonical lift takes
the form wˆ = exp (2iπadγs/N). Comparing the tables of [41] with the tables of Dynkin [34],
5In [27] there is a misprint in the diagram of the sl2 with Dynkin index 280 that corresponds to E8(a5).
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one can verify that γs ∈ G coincides with the defining vector of an sl2 embedding if and only if
the conjugacy class is regular. The sl2 embeddings corresponding to the conjugacy classes
E6(a2), E7(a4), E8(a3), E8(a6), E8(a8) (A.4)
are in this way identified as those with Dynkin index [34]
36, 39, 184, 120, 40, (A.5)
respectively. Properties 1, 2, 3 can be checked. In the D2k(ak−1) cases the lift satisfying the
statement of the theorem was determined in [39], as we have discussed in Subsection 4.2 using
the alternative parametrization D2k(ak−1) ∼ (k¯, k¯). The remaining F4(a1) case results from the
E6(a2) case by applying the canonical diagram automorphism τ of E6, whose fixed point set
is F4. This is similar to an appropriate representative of the Coxeter class of E6 reducing to a
representative of the Coxeter class of F4 on the fixed point set of τ , which is well-known. In fact,
E6(a2) and F4(a1) can be represented by the squares of the respective Coxeter elements. The
sl2 embedding associated to E6(a2) by the theorem is the principal sl2 in the regular subalgebra
(A5+A1) ⊂ E6, which is the same as the principal sl2 in the regular subalgebra (C3+A1) ⊂ F4.
Using also Lemma 9.5 of Springer [27], we can conclude that the latter sl2 subalgebra of F4,
having Dynkin index 36, satisfies the statement of the theorem for F4(a1). Q.E.D.
Any representative of a regular primitive conjugacy class [w] ⊂W(G) of order N has [27] a
regular semisimple eigenvector associated to the eigenvalue ωN := exp (2iπ/N). For the lift wˆ
given in the theorem, any semisimple eigenvector H of eigenvalue ωN has the form
H = C1 + C−(N−1) with Ck 6= 0, [I0, Ck] = kCk. (A.6)
We have the following consequence of the theorem.
Corollary A. Let wˆ be the lift of a regular primitive conjugacy class [w] ⊂ W(G) given in
the theorem and H in (A.6) be a regular semisimple eigenvector of wˆ with eigenvalue ωN . Let
HH ⊂ G be the Cartan subalgebra defined as the centralizer of H. Then
4. The restriction of wˆ to HH acts as a representative of the conjugacy class [w] ⊂W(G).
5. I0 and C1 can be completed to an sl2 subalgebra of G.
Proof. Since wˆ maps HH to itself it defines a representative of a conjugacy class in W(G).
This conjugacy class is obviously regular and has order N . Property 4 follows since there can
be only one regular conjugacy classes of a given order [27]. To show property 5, notice that
dimGI0−1 = dimG
I0
0 by property 2 in the theorem. Further notice that
Ker (adC1) ∩ G
I0
<0 = {0} (A.7)
by property 1 and by the assumption that H in (A.6) is regular semisimple. Q.E.D.
Let I0, I± be the sl2 subalgebra given in the theorem and C−(N−1) some element of G
I0
−(N−1).
Note that for I0 given I± are not unique. Springer [27] has also shown the following:
6. If (I+ + C−(N−1)) is semisimple then it is regular semisimple.
7. There exists C−(N−1) such that (I+ + C−(N−1)) is regular semisimple.
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We wish to make some further remarks on the “canonical correspondence” between sl2
embeddings and regular primitive conjugacy classes established above.
i) The shift vector defining the canonical lift [41, 39] of a primitive conjugacy class in W(G)
determines an sl2 embedding only if the conjugacy class is regular.
ii) The sl2 corresponding to a regular primitive (semi-Coxeter) conjugacy class is not always a
singular (semi-principal) sl2.
iii) The principal sl2 and the sl2 subalgebras corresponding to the conjugacy classes in (A.3)
satisfy [27] in addition to properties 2, 3 also the property that there occurs only one triplet
in the sl2 decomposition of G. There exists only one additional sl2 embedding with these
properties, corresponding to the regular embedding B4 ⊂ F4. The multiplicity of the largest
spin sl2 multiplet in G is also one in these cases.
iv) Relation (A.2) alone would not determine uniquely the conjugacy class of the sl2 generator
I0 (think of non-conjugate powers of a Coxeter element). It may be checked that (A.2) together
with property 1 does so.
v) The shift vector determined in [41] for all the conjugacy classes in W(E6,7,8) associates an
sl2 embedding to every regular conjugacy class. Property 1 is not always satisfied, but the
weaker requirement Gwˆ1 = G
I0
0 holds for the eigenspaces of wˆ and adI0 with the respective
eigenvalues. If property 1 is not satisfied then it might be necessary to modify the definition
of the Drinfeld-Sokolov reduction used in Section 5, because relation (5.2), [C−,G
I0
<0] = {0}, is
then not guaranteed to hold for the grade one regular semisimple element Λ = (I+ + λC−).
vi) There exist a few other sl2 embeddings and non-primitive regular conjugacy classes in
the Weyl group of a simple Lie algebra G for which all of the above presented equations and
properties 1–7 hold true as well. These conjugacy classes in W(G) are given by the following
Carter diagrams:
D2k(ak−1) ∈W(B2k) for k ≥ 1, A2 ∈W(G2), B4 ∈W(F4), D4(a1) ∈W(F4), (A.8)
where for k = 1 we use the definition D2(a0) := (1¯, 1¯). The corresponding sl2 is obtained by
taking the semi-principal or principal sl2 embedding in the respective regular simple subalgebras
of maximal rank,
D2k(ak−1) ⊂ B2k for k ≥ 1, A2 ⊂ G2, B4 ⊂ F4, D4(a1) ⊂ F4, (A.9)
where D2k(ak−1) denotes the semi-principal sl2 subalgebra in D2k described in Subsection 4.2.
For the alert reader, we note that D4(a1) ⊂ F4 is the sl2 of Dynkin index 12, although this
labelling of it is missing in the table of [34].
vii) Springer [27] studied the correspondence between sl2 embeddings and regular conjugacy
classes in the Weyl group using in addition to (A.2) and properties 1, 2, 3 the assumption that
there exists a regular semisimple eigenvector of wˆ given by (A.2) of the form in (A.6). It can
be checked that the sl2 subalgebras corresponding to the regular primitive conjugacy classes
together with those in (A.8) yield the exhaustive set for which these assumptions are satisfied.
In [27] the strong additional assumption that the decomposition of G under the sl2 contains
only one triplet was used to ensure the existence of a regular semisimple eigenvector.
In the above we have described a canonical correspondence between the regular primitive
conjugacy classes in the Weyl group and certain associated sl2 embeddings. The correspondence
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enjoys a set of attractive properties, which are shared by certain other regular non-primitive
conjugacy classes, given in (A.8), and corresponding sl2 embeddings. Some further nice proper-
ties valid in these cases can be found in [27]. This correspondence enhances our understanding
of the classification of integrable hierarchies associated to regular conjugacy classes in the Weyl
group and could be further exploited in more detailed studies of these systems.
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