In the context of Hamiltonian ODEs, a necessary condition for an integrator to be symplectic or conjugatesymplectic is that it nearly preserves the exact Hamiltonian. This paper introduces a numerical test of this necessity for rigid body methods. It turns out that several rigid body integrators proposed in literature fail this test. Hence, these integrators should be used with caution for long-time simulation.
INTRODUCTION
Rigid body dynamics plays a central role in many engineering branches such as civil, mechanics, and control engineering, as well as other important scientific disciplines such as physics and chemistry. Obtaining fast and accurate numerical integration schemes for long-time simulation of rigid-body type mechanical systems (e.g., in celestial mechanics and molecular dynamics) is an active area of research. One of the challenging aspects in designing an integration scheme for rigid body dynamics is that the differential equations are defined on a curved space, a Lie group, which is a smooth manifold possessing a group structure.
A geometric integrator is a numerical integrator that guarantees that each iterate remains on the smooth manifold on which the dynamics is intrinsically defined. A large number of geometric integrators for time integration of rigid body rotational dynamics have been proposed in the last 30 years. Some of these algorithms [1] [2] [3] [4] [5] [6] are symplectic [7] in the sense that they preserve exactly the canonical symplectic form by construction, and therefore their good long-time behavior is assured by backward error analysis [8] . Some other algorithms [9] [10] [11] [12] [13] [14] [15] have been obtained by approximating the continuous time dynamics using ad hoc methods with the declared aim of obtaining computationally fast algorithms with small error constants. These latter algorithms seem to preserve the energy almost exactly over long periods of time, as well as a symplectic integrator would do. But the long-time behavior of these algorithms has been assessed using a set of numerical experiments, rather than theoretical justifications. Therefore, there is no guarantee of long-time energy stability in situations that differ from those tested.
Being derived using ad hoc methods, it is not clear which of these geometric integrators are in fact symplectic. In addition, they could nearly preserve the energy over a long time being conjugatesymplectic [16] like Newmark algorithm on vector spaces (see [17] and references therein). This 391 motivated us to design a simple test (in the spirit of [18] ) that allows one to conclude that a geometric rigid body integrator is neither symplectic nor conjugate-symplectic, whenever the test failed. This conclusion is drawn using backward error analysis of a symplectic integrator on a simply connected region of the phase space [8] . A main result of this paper is that many rigid body integrators proposed in the literature [9, [13] [14] [15] fail this test, showing that these algorithms can inject or dissipate energy artificially.
The test consists in integrating the rotation dynamics of a rigid body in a suitable static potential field. Since the methods we have tested are symmetric, and the test defines a reversible Hamiltonian system, this is also an interesting counterexample in the context of Lie groups to the belief that symmetric methods applied to reversible Hamiltonian systems nearly preserve the energy over long times. A preliminary version of this work has been presented in [19] . This paper is organized as follows. A literature review on conservative rigid body integrators is provided in Section 2. The basics of rigid body dynamics and the notation that we will use throughout the paper is discussed in Section 3. In Section 4, we describe the stress test that we apply to a selection of (recent and classical) integration schemes that have been proposed for long-time simulation of rigid body rotational dynamics. The rigid body methods we have tested will be described in Section 5. Numerical results of the test are discussed in Section 6. Finally, conclusions are drawn in Section 7.
A REVIEW OF INTEGRATORS FOR CONSERVATIVE RIGID BODY SYSTEMS
In this Section, we present a survey of the literature about integrators for conservative rigid body systems. This survey is limited to research papers that address the problem of integrating the dynamics of a rigid body in a generic configuration-dependent potential field.
Since the flow of a Hamiltonian system (such as that of a rigid body in a potential field) preserves the associated Hamiltonian, the canonical symplectic form, and (if a group symmetry is present) the corresponding momentum map, we will emphasize the behavior of the methods related to the preservation of these quantities. We group the algorithms into two categories: those approximating the flow of the equations of motion and those approximating the variational principle from which the Hamiltonian differential equations arise. The algorithms that belong to the second class are symplectic by construction; the first class of algorithms is instead more varied, with some algorithms known to be symplectic, others known to be not, and some others claimed to be based on numerical simulations. This latter group is the main object of investigation of this paper.
Approximation of Hamiltonian differential equations.
Simo and collaborators have developed a substantial body of work on rigid body integrators [1, 9, 10] . This work was originally motivated by the need to develop conserving algorithms that efficiently simulate the structural dynamics of rods and shells. In the first paper [9, Section 3], the classical Newmark scheme for integration of mechanical systems is extended to the rigid body configuration space, the Lie group SO.3/. It was not apparent to these investigators if the proposed Lie-Newmark method has the necessary structure-preserving properties. Later, Simo and Wong [10, Section 6] prove that the Lie-Newmark method neither exactly preserve energy nor conserve momentum for the free rigid body; in the same paper, they propose other algorithms (Algo_1 [10, Section 4] and Algo_C1 [10, Section 5]), proving that, in the free rigid body case, both preserve energy whereas only the latter preserves momentum enforcing its rate balance at an intermediate time step; none of these algorithms is nevertheless symplectic ([10, Section 1] and [11, Section 1]).
Afterwards, Austin et al. [11] understand that the midpoint rule applied to Euler's equations with a Cayley reconstruction procedure is, in fact, a simple non-symplectic energy-momentum-preserving method for SO.3/ (the method is not a member of the Lie-Newmark family introduced in [9] ). In [1, Section 3], Lewis and Simo present a symplectic, energy and momentum-preserving integrator for the free rigid body, which encompasses, as a particular case, the energy-momentum algorithms of Simo and Wong [10] and the midpoint-rule integrator of Austin et al. [11] , with the further property that the scheme is symplectic. Unfortunately, the algorithm of Lewis and Simo loses its preservation properties for a generic potential, although it might be symplectic or energy preserving for some particular choice of the potential energy and in presence of specific group symmetries (e.g., in the case of a heavy top [1, Section 4] ).
In [13, Section 3] , Krysl introduces an integration algorithm (LIEMID[EA]), which is explicit in the torque evaluation and momentum-preserving (only for the free rigid body). The paper proposes a series of numerical tests (namely, free rigid body, fast and slow Lagrangian tops, and rigid body in Coulomb potential with soft wall contact) showing that the accuracy of LIEMID[EA] method outperforms the algorithms by Simo and Wong [10] , Austin et al. [11] , and Krysl and Endres [12] . Based on numerical evidence of bounded energy error, the algorithm is claimed to be symplectic. In a later work [20] , Krysl proposes a momentum-preserving form of the trapezoidal rule (TRAPM) and of the midpoint rule (IMIDM) for the rigid body dynamics. These methods are mutually conjugate, and in several numerical tests they exhibit a bounded energy error and a higher accuracy than the algorithms by Simo and Wong [10] and Austin et al. [11] .
In [14] , Nukala and Shelton propose two schemes (PRK and MCG), both of which can be thought as splitting methods, based on the ideas of partitioned Runge-Kutta and Crouch-Grossman methods. In the free rigid body case, the algorithms exactly preserve the momentum, and PRK is almost Poisson [14, Section 3] . According to the authors [14, Section 4] , the numerical results show that those methods exhibit superior performance compared with the algorithms of Simo and Wong [10] , Lie-Newmark [9] , Moser and Veselov [2] , Lewis and Simo [1] , and Krysl [13] . The tests are conducted on the free rigid body, heavy top, and fast and slow Lagrangian tops.
Recently, Koziara and Bićanić [15] proposed a computationally simple explicit method for the rigid body suited for short-term simulations and constrained mechanical systems. For long-time simulations, the authors propose a semi-explicit version (NEW3), which introduces a slight increase in the computational complexity [15, Section 3] , while preserving -in the free rigid body casethe momentum.
Approximation of Hamiltonian variational principle.
In a famous paper, Moser and Veselov [2] derive an integrator for the free rigid body by embedding SO.3/ in the linear space of 3 3 matrices and using Lagrange multipliers to constrain the body configuration to SO.3/. The discrete Moser-Veselov is a particular case of the RATTLE algorithm for matrix Lie groups [4, 21] . The RATTLE scheme is a classical method for the integration of constrained Hamiltonian systems. Its application to matrix Lie group and, in particular to rigid body integration, was proposed independently by Reich [3] and McLachlan and Scovel [4] . This method is symplectic and momentum-preserving both for the free body case and the generic potential case, and exactly preserves energy only in the former case [1, Section 1].
Based on the new approach to symplectic integration proposed by Veselov [2, 22] , who developed a discrete mechanics using a discretization of Hamilton's principle, Marsden and collaborators [23, 24] have formalized the concept of discrete Lagrangian and discrete Euler-Lagrange equations. This method leads in a natural way to symplectic and momentum-preserving (symplecticmomentum) integrators. In [25] , an approach for deriving symplectic rigid body integrators is presented in the context of orbital mechanics. In [5] , a Runge-Kutta type discretization of the Hamilton-Pontryagin principle for a mechanical system on Lie groups is proposed. This yields, when applied to a rigid body system, to a class of second-order integrators that resemble the Lie-Newmark method but are symplectic-momentum for a generic potential.
For completeness of exposition, we want to emphasize that variational integration theory is not the only available framework to systematically generate symplectic integrators. Another well known and powerful idea is that of splitting (see, e.g., [26] ). We refer the reader to [27] and references therein for an up-to-date discussion on the use of splitting methods for the integration of rigid body dynamics. A discussion on the connection between splitting methods and variational integrators goes beyond the scope of this work.
For the reader's convenience, we organize in Table I a list of integrators for conservative rigid body systems with a generic potential. In the first three columns, we report the name of the method as it appeared on the original paper (if no name was given, just the authors' name), corresponding reference, and year of publication. We highlight if the method preserves the canonical symplectic form, energy, and spatial momentum, both for the case of a free rigid body and for the case of a rigid body in a generic potential. For this latter case, an integrator marked as momentum-preserving conserves the momentum maps arising from a Lie group symmetry. Only for the energy, some of the entries are marked "nearly", meaning that the error on the preserved quantity is bounded over exponentially long times. A question mark denotes that the conservation of that quantity is not stated nor easily inferred for the corresponding integrator. Note that, in a few cases, the methods are symplectic, momentum preserving, and energy preserving: this implies that they are integrating exactly the Hamiltonian system up to a reparametrization of time [28] .
MATHEMATICAL PRELIMINARIES
In this Section, we recall the rotational dynamics of a rigid body in a static potential field. The attitude of a rigid body can be parameterized using a 3 3 rotation matrix. The set of rotation matrices, together with the binary operation given by the standard matrix multiplication, forms the Lie group SO.3/. Denote by
the configuration, body angular velocity and (time-independent) bodyfixed inertia tensor, respectively. Let £ W SO.3/ ! R 3 be a configuration-dependent torque acting on the body expressed in body coordinates and let bW R 3 ! R In terms of this notation, the governing equations are 8 < :
with initial conditions .Q.0/, .0// D .Q 0 , 0 / 2 SO.3/ R 3 . We assume that the rotation dynamics derives from a (left-trivialized) Lagrangian
T J is the kinetic energy, and U.Q/ is the potential energy. For this to hold, the torque .Q/ that appears in Equation (1b) has to be obtained from the directional derivative of the potential energy U at Q in the direction Qb y, that is
We recall that through the (left-trivialized) Legendre transform
one derives the (left-trivialized) Hamiltonian
expressed in term of the configuration Q and body angular momentum …. From the Hamiltonian, one can then derive a set of Hamiltonian equations equivalent to Equation (1) (see, e.g., [7] ). Note that H is separable and defines a reversible Hamiltonian system [16] , because H.Q, …/DH.Q, …/. As in all Hamiltonian systems, the exact continuous-time flow of Equation (1) is symplectic and preserves the Hamiltonian H [7] . Through the Legendre transform, this also implies that the energy E.Q, / D T . / C U.Q/ is preserved.
Remark
Note that in Equation (1) 
DESCRIPTION OF THE NUMERICAL TEST
The numerical experiment that we introduced is a necessary test for the underlying symplecticity of a Lie group method, in the sense that, if an integrator exhibits a systematic drift in total energy, one can conclude that it is neither a symplectic nor a conjugate-symplectic integrator for Equation (1) . As mentioned in Section 1, this experiment has proven to be able to detect an energy drift in a series of algorithms that, on the contrary, show an excellent long-time behavior in standard tests. The test we propose in this Section is strongly inspired by a numerical experiment reported in [18, §4.4] even though, unfortunately, it does not possess a similar simple and clear physical interpretation. In [18] , a systematic energy drift of a fourth-order accurate, implicit, and symmetric Lobatto IIIB scheme is shown for the integration of the dynamics of a spring pendulum with exterior forces.
Define the function dist W SO.
with I 2 SO.3/ the identity matrix. Recalling that the Frobenius matrix norm is defined as kAk F WD p tr.A T A/, for A 2 R n n , it is straightforward to verify that dist. , / defines the metric on SO.3/ induced by the Frobenius norm (use the identity
We consider a single rigid body in a static field defined by the potential energy function U˛W SO.3/ ! R given by The first term in the right hand side of Equation (3) is a bounded potential, which attains its minimum value at all Q 2 SO.3/ satisfying dist.Q, I / D 1. The second term is an unbounded potential that generates an attraction toward the configuration Q m 2 SO.3/, whose exact value will be discussed in the following as well as that of the tuning parameter˛.
For˛D 0, the potential energy U˛D 0 achieves its minimum value on the two-dimensional surface
This implies that the set S ¹0º SO.3/ R 3 is a (locally) stable set in the sense of Lyapunov for the dynamics of the rigid body, as we know from classical mechanics. One can prove this fact using the energy, that is,
as Lyapunov function and noting that, for every N E > 0, the set N. N E/ WD ¹.Q, / 2 SO.3/ R 3 j E.Q, / 6 N Eº is a compact neighborhood of S reducing to S for N E ! 0. It is also important to note that the set N. N E/, for N E > 0 small, is simply connected. This follow from the fact that the set of minima of U˛D 0 .Q/ is simply connected (it can be pictured as a sphere of radius one when employing the exponential coordinates as local coordinates for SO.3/) and from the fact that the kinetic energy is a quadratic function.
For˛> 0, the set S gets perturbed by the unbounded attractive potential. On this perturbed energy landscape, the rigid body experiences an attraction toward the configuration Q m . Yet, if we place the attraction point Q m sufficiently far from the set S and choose the tuning parameter˛> 0 sufficiently small, the set S gets only slightly perturbed into a new set that we label S˛. Furthermore, the set S˛ ¹0º SO.3/ R 3 is locally Lyapunov stable like the unperturbed set S ¹0º. The existence of an invariant simply connected set, like N. N E/, containing S˛ ¹0º also follows. In summary, we can design U˛so that the true solution is confined to a simply connected neighborhood of the set S˛ ¹0º of approximately known shape. The closest the initial conditions are to the set of stable equilibria S˛ ¹0º, the smaller the deviation from it is (Lyapunov stability).
Recall that a symplectic integrator is interpolated by a level set of a modified energy function nearby the true energy [8, 16, 30] . However, the existence of a globally defined modified energy function might require some additional conditions unless the phase space is simply connected, as discussed in [8, Remark after Proposition 1] and also in [31] . Regarding this example, since the Lie group SO.3/ is not simply connected, the existence of a globally defined modified energy cannot be assumed a priori. Nonetheless, the existence of a simply connected invariant neighborhood of S˛ ¹0º ensures the existence of a well-defined modified energy in that region. Therefore, the trajectory of a symplectic integrator with initial condition sufficiently close to S˛ ¹0º will remain in that neighborhood and will almost preserve the energy for exponentially long time.
NUMERICAL INTEGRATORS
We test seven different algorithms, most of them appeared in the literature in the last 10 years. Each subsection is devoted to the description of a different method. All the algorithms are detailed using the notation introduced in Section 3.
Explicit Lie-Newmark method
The Lie-Newmark family of integrators was proposed about 20 years ago in [9] . These methods consist of a Newmark-style discretization of Equation (1b) and a discretization of Equation (1a) that ensures that the configuration update remains on SO.3/.
In this paper, we focus on two specific members of the Lie-Newmark family. The first one is the Lie group analogue of the so called explicit Newmark method on vector spaces (see [32, Chapter 9] ), known as the Verlet integrator in molecular dynamics [16, Chapter I] .
Given the timestep h and the current configuration at the k-th instant of time 
In Equation (4b), the Cayley map cay W R 3 ! SO.3/ is defined as
where I is the identity matrix. The Cayley map is a second-order approximation of the exponential map on SO.3/. There are other maps that one can use in place of the Cayley map in Equation (4b) (see, e.g., [33, §5.4] ), but the Cayley map is known to be computationally less expensive than the exponential map. As we will discuss in Section 6, we have noted no difference in the long-time behavior of the integrator when using the exponential map (as originally proposed in [9] ) instead of the Cayley map.
The method is called explicit as it is explicit in the torque evaluation, although the integrator is in fact semi-explicit because the equation (4c) is implicit. The implicitness is not severe, however, as the method is only implicit in the angular velocity and not in the attitude.
Trapezoidal Lie-Newmark method
The second Lie-Newmark method that we consider in this paper is the so called Trapezoidal LieNewmark (TLN) algorithm, which is the Lie group analogue of the well-known trapezoidal rule on vector spaces. The second-order accuracy of this algorithm has been proved in [9] . Given .Q k , k / 2 SO.3/ R 3 and timestep h, the TLN iteration rule is given by
This method is fully implicit, and it requires the computation of the first derivative of the torque expression when, for example, a Newton method is employed to solve the nonlinear set of equations. As for the ELN method, we have experienced no differences in the long-time behavior for the choice of the Cayley map instead of the exact exponential map in the reconstruction equation.
Explicit Lie-midpoint algorithm
In [13] , Krysl derives the following Lie-midpoint (LIEMID[EA]) algorithm from the composition of a half-step of a first-order midpoint Lie method with its adjoint. This method is therefore symmetric and second-order accurate; besides this, in the free rigid body case, it preserves exactly the spatial angular momentum. Due to its good behavior in preserving the energy, in [13] it is claimed that the method is symplectic.
Given .Q k , k / 2 SO.3/ R 3 and timestep h, the algorithm determines .Q kC1 , kC1 / using the following iteration rule: Copyright ‚ kC
)
where exp W R 3 ! SO.3/ is the matrix exponential map
The updates (7a) and (7d) are both implicit, and therefore the algorithm involves the solution of two nonlinear equations per step. Nevertheless, because they are not implicit in the body attitude, the implicitness is not hard. The four remaining updates are explicit.
Partitioned Runge-Kutta Munthe-Kaas method
In [14] , Nukala and Shelton consider a partitioned Runge-Kutta Munthe-Kaas (PRK) method for the integration of rigid body dynamics. Runge-Kutta Munthe-Kaas methods are a generalization of Runge-Kutta methods for differential equations evolving on a Lie group. They were introduced by Munthe-Kaas in [34, 35] . The algorithm presented in [14] is partitioned [16, Chapter 2] as the rigid body dynamics (1) is seen as the partitioned system of equationś
The idea of a partitioned Runge-Kutta method consists of choosing two different Runge-Kutta methods and integrating the first variable (in our case, Q) with the first method, and the second variable ( ) with the second method. In [14] , because of the nature of rigid body dynamics, two Runge-Kutta Munthe-Kaas methods are chosen, corresponding to a two-stage Lobatto IIIA and a two-stage Lobatto IIIB. The Butcher tableaus of these two methods are, respectively, given by
In the free rigid body case, this algorithm exactly preserves the momentum and is almost Poisson [14] .
Using the notation introduced in Section 1, the partitioned Runge-Kutta Munthe-Kaas method is written as 8
The flow of the first and the third vector fields can be computed exactly, whereas for the second one, the authors propose an implicit scheme they refer to as implicit Crouch-Grossman (MCG) method [38, 39] with their adjoint methods in order to obtain a second-order symmetric reversible method. In [14] , it is also proven that this method exactly preserves the spatial angular momentum for the rigid body.
Given .Q k , k / 2 SO.3/ R 3 , the algorithm is given by 8 < :
This integrator is semi-explicit because it is implicit only in the computation of angular velocity (10a).
Koziara-Bićanić algorithm
As introduced in Section 2, Koziara and Bićanić [15] propose a computationally simple explicit method suited for short-term simulations of constrained rigid-body type systems. The method is then modified obtaining a semi-explicit version (NEW3), which shows a significative improvement in the long-time behavior at the cost of a moderate increase in the computational complexity.
The algorithm is described by the following formulas: 8
Given .Q k , k /, in Equation (11a) the middle-step rotation Q kC1=2 is computed using a forward Lie-Euler method. Then, in Equation (11b), the angular velocity kC1 is computed using a midpoint approximation of the momentum equation (1b). Finally, in Equation (11c), a backward Lie-Euler method is used to compute Q kC1 from kC1 . This algorithm is explicit in torque evaluation, and it is implicit only in the second step (11b), where the body angular velocity kC1 is computed.
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In the numerical tests reported in [15] , the algorithm performs well, showing no energy drift. The authors therefore suggest that, as a result of its implementation simplicity, it might be interesting to study its stability properties.
Variational Lie-Verlet method
The variational Lie-Verlet (VLV) integrator was proposed in [5] , and it is based on the theory of discrete and continuous Euler-Poincaré systems [23, 40] . The method is closely related to, but different, from the RATTLE method for constrained mechanical systems [16] . Because of its variational nature, the method is symplectic by construction [5] . In the present context, this scheme is used to confirm that no energy drift can be observed using a symplectic integrator when integrating the rigid body dynamics with the static potential introduced in Section 4.
Given .Q k , k / 2 SO.3/ R 3 and timestep h, the Lie-Verlet algorithm determines .Q kC1 , kC1 / by the following iteration rule: 8
This algorithm is semi-explicit: the updates (12b) and (12c) are explicit whereas (12a) is implicit only in the body velocity.
NUMERICAL RESULTS
In this Section, we present the numerical results obtained by using the methods detailed in Section 5. The following set of parameters has been chosen after a series of preliminary tuning experiments. The inertia matrix is equal to J D The initial attitude Q 0 2 SO.3/ has been selected so that dist.Q 0 , I / is nearly one, whereas the initial velocity 0 2 R 3 has been chosen relatively small. As described in Section 4, this choice is motivated by the will of maintaining the system trajectories in a neighborhood of the set S ¹0º SO.3/ R 3 , when the tuning parameter˛is zero. Specifically, the initial condition The accuracy diagrams, shown in Figure 2 , confirm that all the methods are second-order accurate. Figure 2(a) shows the global error in the attitude matrix at time T D 5 for different timesteps. Figure 2(b) shows, similarly, the global error in body angular velocity. The reference solution was computed using the function ode45 in MATLAB, with an absolute tolerance 10 14 and relative tolerance 2 10
14 . It is interesting that, despite its implicitness, TLN shows the same accuracy than that of ELN in this numerical test.
All the algorithms have been implemented in MATLAB using a standard Newton method to solve for the implicit steps. We observed that LIEMID[EA] and TLN, respectively, require about two and six (!) times the running time of the remaining algorithms. 
CONCLUSION
In this paper, we propose an easy-to-implement numerical experiment that has proven effective in detecting the possible energy drift of a conservative rigid body integrator. The test consists in observing the evolution of the dynamics of a rigid body in an ad hoc static configuration-dependent potential field, obtained perturbing a stable equilibrium set through the introduction of a potential that defines a strong attractive point. We tested various rigid body methods taken from the literature. All these schemes show an energy drift, thus disproving the conjecture on their symplecticity or conjugate symplecticity. This test remarks the importance in long-time integration of symplecticity for a numerical method, as the simulations of the VLV method confirm. Further theoretical investigations are required to understand why this test is effective in highlighting a drift and to explore the possibility of extending the test on a generic Lie group other than SO.3/.
