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We show how the distances to binary black holes measured in gravitational wave observations with
ground-based interferometers can be used to constrain the redshift-distance relation and, thereby,
measure the Hubble constant (H0). Gravitational wave observations of stellar-mass binary black
holes are not expected to be accompanied by any electro-magnetic event that may help in accessing
their redshifts. We address this deficiency by using an optical catalog to get the distribution of
galaxies in redshift. Assuming that the clustering of the binaries is correlated with that of the
galaxies, we propose using that correlation to measure H0. We show that employing this method
on simulated data obtained for second-generation networks comprising at least three detectors, e.g.,
advanced LIGO - advanced VIRGO network, one can measure H0 with an accuracy of ∼ 8% with
detection of a reference population of 25 binaries, each with black holes of mass 10M. As expected,
with third-generation detectors like the Einstein telescope (ET), which will measure distances much
more accurately and to greater depths, one can obtain better estimates for H0. Specifically, we
show that with 25 observations, ET can constrain H0 to an accuracy of ∼7%. This method can also
be used to estimate other cosmological parameters like the matter density Ωm and the dark energy
equation of state.
I. INTRODUCTION
We are living in an era of precision cosmology but a complete understanding of the nature of dark energy, which
is responsible for the observed late-time acceleration of the Universe, still eludes us [1]. Obtaining accurate and
precise distance estimates to sources at cosmological redshifts is paramount in getting an insight into this mysterious
component of the Universe. It is known that the gravitational wave (GW) signal from inspiraling compact object
binaries can allow for a unique way to measure their luminosity distance with reasonably good precision, when observed
with a sensitive enough GW detector network [2–4]. The detection of GW170817 in both GW and electromagnetic
(EM) waves was used to determine the Hubble constant H0 = 70
+12
−8 km/sec/Mpc [5].
The work we present here relies on two pillars of observational astronomy: multiple cosmological observations of
the clustering of galaxies and gravitational-wave measurements. We propose a method to combine them in order to
measure cosmological parameters and to understand the expansion history of the Universe. We do so after accounting
for a selection effect that arises due to the fact that the sensitivity of a network of GW detectors to inspiraling binaries
varies with their sky-position, orbital inclination, and distance.
Type Ia supernovae (SNeIa) are termed as ‘standard candles’ in cosmology; distance estimates obtained from their
observations helped to map the cosmic expansion history of the Universe. Since different models of the Universe may
predict somewhat different evolution, these distance estimates can even be used to test the validity of these models.
For robust tests of these models it is desirable to have a variety of observations that probe the observable Universe in
different ways. This helps in identifying and mitigating systematic errors.
In the past, measurements from a number of observations have been employed, either independently or in combina-
tion, to get estimates of cosmological parameters. These observations include (but are not limited to): SNeIa, baryon
acoustic oscillations (BAO), galaxy ages, cosmic microwave background (CMB), weak lensing, etc. [6, 7]. SNeIa
measurements gave the first persuasive evidence for the existence of the recent accelerated phase of the expansion
of the Universe [8]. Future surveys, like the Dark Energy Survey (DES), [9], the Panoramic Survey Telescope and
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2Rapid Response System (Pan-STARRS) [10], and the Large Synoptic Survey Telescope (LSST) [11] will substantially
increase the number of SNeIa candidates, but the estimates on cosmological parameters obtained from these may be
limited by the systematic errors.
With so many new SNeIa discoveries, it is expected that soon the systematic uncertainties will become comparable
to statistical uncertainties owing to the diminishing value of the latter with every new observation [12]. Further,
it is now also understood that systematic uncertainties in SNeIa observations are correlated. Potential sources of
systematics include variations of SNeIa magnitudes that correlate with the properties of their host galaxies [13], and
model assumptions in the light-curve fitting methods used to standardize the SNeIa candidates [14]. An additional
problem is that distance estimates obtained from SNeIa observations are indirect and depend on a distance ladder,
where measurements of nearby stars are used to calibrate distances to far-off objects in a series of steps (see [15]
and references therein). Any uncertainties in such a calibration can add significant errors to the distance estimate of
sources at large (cosmological) distances.
Another cause of concern in finding robust constraints on cosmological parameters is the inconsistency between
the parameter estimates from different cosmological probes. For example the constraints on the Hubble constant
from non-local experiments, like the CMB measurements of the Planck satellite [16], have been in significant tension
with the results of the Hubble space telescope (HST) [17]. The latest Planck High Frequency Instrument (HFI)
data [18], confirmed and further increased this tension. Its latest estimate of H0 is 66.93 ± 0.62 km/sec/Mpc (68%
confidence level) against the improved HST estimate of 73.00 ± 1.75 km/sec/Mpc (68% confidence level) [19]. Hence
the inconsistency in the estimate of the Hubble constant now stands at a staggering > 3σ confidence level (assuming
standard Λ cold dark matter (LCDM) cosmology). The tension can be somewhat abated by considering an extended
LCDM scenario and allowing for phantom equation of state for dark energy, but the tension resurfaces upon the
addition of BAO or SNeIa data [20]. Moreover, disagreement between distance estimates from BAO and SNeIa
measurements have been reported in the past [21]. In such a scenario, having a new observational window to view
the Universe is very appealing.
The detection of gravitational waves by the LIGO-VIRGO detector network [22–25] have ushered in the era of
GW astronomy. Analogous to standard-candle SNeIa, GW measurements of inspiraling neutron star (NS) or black
hole (BH) binaries can be used as ‘standard sirens’ in cosmology [26]. GW measurements will provide independent
distance estimates that will complement other probes of precision cosmology mentioned earlier. Since the underlying
assumptions, the observational techniques, the biases and the systematic errors of all these probes are decidedly
different, the hope is that requiring consistency among them and combining them for parameter estimation will
help in identifying systematic errors and model dependencies. The idea of using GW sources as standard sirens in
cosmology, was initially put forward by Schutz in 1986, where it was shown that kilometer-sized GW interferometers
can be used to constrain cosmological parameters, like the Hubble constant, to an accuracy of 3% using observations
of coalescing NS binaries [26]. GWs from compact binary mergers can give physically calibrated absolute distances to
sources at large redshifts, i.e., unlike SNeIa measurements these do not depend on a distance ladder. The calibration
here lies in the assumption that general relativity accurately describes the gravitational waveform. The measurement
of the wave amplitude, the frequency, the chirp rate (rate of change of frequency) and the orbital inclination angle of
the binary system, from a network of GW detectors, contain information about the luminosity and brightness of the
GW source. The chirp rate is a measure of the luminosity of the compact binary system since the change in frequency
is caused by the energy loss through emission of GWs, and the observed amplitude is a measure of the brightness.
Therefore the luminosity distance to the faraway source can be inferred from these observations.
Although the GW signals provide a direct measurement of distance, they do not provide a redshift estimate of the
source, which is essential if one wants to constrain the distance-redshift relationship in cosmology. The scale-invariance
of the binary black hole (BBH) waveforms with redshifted mass implies that GW signals from a local compact binary
with component masses (m1,m2) would be indistinguishable from the GW signal from a compact binary at a redshift
z with component masses (m1/(1 + z),m2/(1 + z)). Hence, to use these distances in cosmology one requires an
independent measure of redshift. Identifying the host galaxy is one way this information can be obtained. That
would, however, require good localization of the GW source in the sky.
The projected sky localisation accuracy of a three-detector network comprising ground-based detectors of Advanced
LIGO (aLIGO) and Advanced VIRGO (AdV) [27, 28], operating at their respective design sensitivities, can range
from about a tenth of a sq. deg. to a few tens of sq. deg. with median value of a few sq. deg. (at 68% confidence) for
a BBH with total mass of 20M and at a luminosity distance of 1 Gpc [2, 3, 22, 25, 29]. Thus, a few square-degrees
is a reasonable estimate for localisation accuracy of a second-generation three-detector network for a range of source
masses similar to those of the BBHs already observed in GWs. Since such a sky patch can contain thousands of
galaxies, the chances of identifying the host galaxy of a GW event from a galaxy catalog can be dismal.
Note that the latest NS-NS discovery by the LIGO-VIRGO network was accompanied by an extensive follow-up
effort by around 70 ground- and space-based observatories which observed the sky localisation patch given by the GW
signal across the electromagnetic spectrum. This led to the discovery of the first EM counterpart to a GW event [30].
3It is difficult to say at this time whether there would be many such NS-NS events in the future or if we just got lucky
this time (given that the event was very near at ∼ 41 Mpc). For the foreseeable future these kind of EM-counterpart
detections will be limited to low redshifts. Nevertheless, the angular resolution is expected to get better in the future
with the addition of KAGRA [31] and LIGO-India [32] in the network, but even then the probability of identifying
the host galaxy for far redshift sources unambiguously, may remain small.
The main aim of this work is to show how the distances measured from GW observations of binary black holes with
ground-based interferometers can be used to constrain the redshift-distance relation and hence estimate the Hubble
constant. After showing how this idea can be implemented in a realistic scenario with the aLIGO-AdV three-detector
network, we also demonstrate the improvement in accuracy that can be achieved with observations of the same systems
in the third-generation observatory in the form of the Einstein Telescope (ET) [33]. We begin in the next section
with a synopsis of a variety of approaches that have been applied in the past to determine the redshift of the GW
standard candles.
II. PROPOSALS FOR OBTAINING COSMOLOGICAL PARAMETERS FROM GW SOURCES
Various methods have been proposed to constrain cosmological models using GW signals from coalescing binaries.
We recapitulate the ones most relevant to our method here.
A. Electro-magnetic counterpart to the GW event
The most straightforward way to measure the redshift associated with a GW event is to identify its EM counterpart.
Gamma ray bursts (GRBs) are powerful beams of radiation lasting a few seconds, and are mainly classified into two
categories: long GRB that lasts for more than two seconds and short GRB that typically lasts for less than two
seconds. The nature of the short GRB has been disputed for very long [34] but the observation of GRB 170817A has
confirmed binary neutron star mergers as a progenitor of short GRBs [35]. The assumptions of evolutionary processes
on the formation of NS-NS/NS-BH compact binaries, the metallicity models, the star formation rates, etc., all have
notable effects on the estimates of the merger rates of these compact binaries. Hence the merger rates have fairly
uncertain theoretical estimates and they are poorly constrained from observations. For example the detection rates
for binary NS mergers were projected to range from 0.4 to 400 events per year with advanced LIGO (aLIGO) design
sensitivity in Ref. [36], but might reduce following the observation of GW170817. For BBH sources the detection
rates in the same reference were projected to be in the range from 0.4 to 1000 events per year, but have been revised
to be in the (narrower) range from 2 to 600 Gpc3yr−1 [37]. Although EM counterparts are not expected from BBH
binary mergers, NASA’s Fermi telescope detected a GRB 0.4 seconds after GW150914. The GRB lasted for 1 second
[38] and is possibly not connected with the GW source [39, 40].
The EM follow up of GW inspiral events is a challenging task [41]. What adds to the demanding exercise of detecting
a possibly highly beamed and short-lived signal, is the contrast between the sky localization accuracy of current GW
networks and the fields of view of optical telescopes. The localisation provided for the GW events observed so far is
poor, viz. ∼100s of sq. deg. (the sky localisation for the first GW detection had an area of 600 sq. deg.). Comparing
this with the fields of view of optical telescopes like the Zwicky Transient Facility (47 sq. deg.), the Dark Energy
Camera (3 sq. deg.) and the LSST (9.6 sq. deg.) gives an idea about the formidable challenge faced by astronomers in
following up these events. Since the EM signals could be short lived and may peak within hours (or faster), successful
EM follow up would require accurate sky localizations within a time scale of minutes to hours. To this end, many
algorithms have been developed or are in development to account for telescope pointing limitations, finite observation
time, the rising or setting of the target at the observatory location, etc. [41]. As mentioned in the introduction, the
LIGO-VIRGO network has already detected an event, GW170817, with confirmed EM counterparts [5, 30]. Moreover,
future GW networks will have narrower sky localization regions, as mentioned above. However, it is still premature
to say at this time whether there would be many such NS-NS events in the future. Nevertheless multiple studies
have been performed assuming simultaneous observations of the GWs and EM signatures to constrain cosmological
parameters like the Hubble constant [42].
B. Neutron star mass distribution
The knowledge about the intrinsic mass distribution of the NS population can also be used to estimate source
redshifts [43]. The GW signals give an estimate of the redshifted mass of the binary mz = m(1 + z) and if the
distribution of NS masses is known, one can obtain a distribution of the source redshift. The number of detected
4pulsar binaries have steadily increased in recent years and current observations estimate that the mass distribution of
NS in binary NS systems could be multi-modal where the two modes in the distribution are expected to be associated
with different NS formation channels. The idea has been explored in multiple publications [44] but depends on the
knowledge of NS mass distribution and may be prone to systematics from selection biases. To complicate things
further, the mass distribution in double NS systems may be different from that in other systems with a single neutron
star [45].
C. Tidal deformation of the neutron star
The correction to the GW waveform due to the finite size of the compact object in a binary system depends on the
equation of state as well as the rest masses. If these corrections can be measured from GW signal they will provide
information not just about the redshifted mass but also the rest mass of the system, hence providing an estimate of
the redshift. The idea has been explored in the literature and it was shown that as small as 10% error on redshift
estimate can be expected [46]. Here too the analysis depends on the knowledge of equation of state of the NS, which
is highly model dependent and hence prone to systematic errors.
D. Statistical techniques with galaxy catalogs
The technique that is closest to our approach in this work is the use of existing galaxy catalogs. Schutz [26] proposed
the use of sky position-luminosity distance confidence regions informed from GW measurements and statistically ruling
out galaxies that did not host the event. The method has been modified and developed further in a number approaches,
e.g., a Bayesian framework that incorporates assumptions and prior information about a GW source within a single
data analysis framework [47], using clustering of galaxies to statistically extract the redshift information from a GW
sample without identification of host galaxies for individual events [48], and using sources with known redshifts to
iteratively solve for the redshift of unresolved sources [49]. The method we present here can be considered as a natural
extension of [47, 48]
III. METHODOLOGY
Stellar-mass BBHs are expected to reside in galaxies or their neighborhood. Therefore, we assume that their spatial
distribution follows that of galaxies. If the galaxies were uniformly randomly distributed in volume, then these sources
of GWs 1 would also have been distributed in the same manner. In that case, due to the absence of spatial features in
the distribution of GW sources and galaxies, the two point-sets would be uncorrelated. In reality, due to gravitational
instability, galaxies show strong clustering on length-scales below about 100 Mpc. The spatial clustering of galaxies
in the (z, θ, φ) space would then correspond to a distribution of GW sources in the (DL, θ, φ) space. Therefore, while
matching the patterns in the two distributions — assuming they are coincident, since BBH sources are located in
and around galaxies — a method to associate z with DL can be obtained. This would lead to the distance-redshift
relation for such objects. However, it is clear that if the angular location of BBHs as GW sources is not narrow
enough, then one is compelled to sample the angle-averaged galaxy clustering. Owing to the angle averaging the
distribution now depends only on the redshift of the galaxies (or equivalently on DL for GW sources). This blunts
the impact of the galaxy clustering owing to the overlapping in the redshift space of clustering in different directions.
The important thing to note is that the near-future GW experiments have an angular resolution, which although not
enough to single-out an individual galaxy as the source of a GW event, is nonetheless sharp enough to probe the
clustering length of about 100 Mpc in the nearby universe [50].
To explore the efficacy of this idea, we need to simulate GW sources taking into account their spatial clustering.
Since we are assuming that the sources reside in and around galaxies, this can be done most effectively by using
galaxy redshift catalogs. For our purpose we make use of the existing galaxy catalog: the Sloan Digital Sky Survey
(SDSS) [51]. In Fig. 1 we show the redshift distribution of three random SDSS patches of 3, 10 and 30 sq. deg.. We
chose these regions randomly from the sky area covered by SDSS and we have not employed any mass (luminosity)
1 In this work, by GW sources we always mean BBH, and by BBH we always imply a binary of stellar-mass black holes that is a source
of GWs for ground-based detectors. For obtaining the results we set the mass of each black hole in every binary to 10 M. We leave it
for future work to study how different black hole mass distributions affect these results.
5cuts on the galaxies in this work. The galaxy distribution will change if the patches are narrowed to a tenth of a
square degrees or broadened to a few hundreds of square degrees. Very narrow and very broad patches will reduce the
power of the method described here since both types will limit the optimal use of galaxy clustering information (more
about this below). We expect our qualitative results to hold as long as the sky patches are no larger than 30 sq. deg..
We further emphasize that these numbers do not represent the ‘optimal’ sky patch area. A much detailed analysis
can be carried out to study the effect of patch size on the estimates. We leave this exercise for future. Although
the SDSS is not a complete all-sky catalog, it is wide enough to sample several sky patches of the size that typical
angular resolution for a GW source necessitates. We are also constrained by the sensitivity of the near-future GW
experiments, and the limiting redshift probed by the SDSS falls neatly in that range. The formalism described here
would require a more complete all-sky galaxy redshift catalog for use in the near-future experiments than what exists
today.
0.0 0.2 0.4 0.6 0.8
0
200
400
600
800
1000
1200
1400
# 
ga
la
xi
es
3 sq. deg.
0.0 0.2 0.4 0.6 0.8
10 sq. deg.
0.0 0.2 0.4 0.6 0.8 1.0
30 sq. deg.
 z 
FIG. 1: The redshift distribution of galaxies in three random sky patches from the SDSS catalog.
A. Bayesian formulation
The goal of this section is to formulate a method for extracting cosmological information from GW sources when
their redshifts are not known. We do this by first constructing the Probability Distribution Function (PDF) for
cosmological parameters in the most general case. We subsequently use reasonable simplifications to produce an
approximate PDF that is used to test the efficacy of our method.
The spatial location of a GW source, given by its angular position and luminosity distance, can be determined only
up to a limited precision that depends on its redshift, GW luminosity, orientation, sky position, and the detector
network [2]. The measured angular position of the source and its luminosity distance would in general be given
by a likelihood function that is obtained from an analysis of GW data by marginalizing all parameters other than
those that determine the location of the source in three-dimensional space. Broadly speaking, for loud enough BBH
events as GW sources this distribution can be expected to peak in a certain direction Ω0 ≡ (θ0, φ0) and at a certain
luminosity distance DL = D0, and then fall-off away from the peak roughly at a rate that depends on the sensitivity
of the detector configuration and the nature of the source and its physical parameters.
To infer cosmological parameters from GW observations one needs to relate them to such a likelihood function.
Given the choice of cosmology, the source redshift zs, and source angular coordinates Ωs, the likelihood function can
be expressed as
P (S | zs,Ωs, ξ) = L (Ωs, DL(zs, ξ)) , (1)
where ξ represents the parameters of the cosmological model, and S, as a shorthand for (standard) siren, represents
the GW data.
If the location of the source (zs,Ωs) is known, the likelihood function is sufficient to constrain the cosmology,
although we would need a large number of GW sources to better constrain cosmological parameters ξ. Assuming that
the GW signal is not accompanied by an electromagnetic counterpart, this information (zs) would in general not be
available to us. However, if we assume that the GW source originates inside a galaxy (hitherto unknown to us), then
6the least we know is that the source position would coincide with the location of that galaxy. In fact, without any
more information at hand, we know only that the source resides in one of the galaxies in the universe.
We proceed by assuming that all the galaxies in the universe are equally likely to host the source of our GW signal.
If we know the redshift and angular position of all the galaxies in the sky, the Bayesian prior PDF for the source
parameters (zs,Ωs) can be written as
Ps(zs,Ωs) ∝
∑
i
δ(zs − zi)δ2(Ωs − Ωi) , (2)
where the sum is over all the galaxies in the universe, and the omitted normalization constant is 1/Ng, where Ng
is the total number of galaxies in the Universe. Note that although this is formally correct, in practice we need
only those galaxies that are roughly in the direction of the source, as we argue in a following section (§ III B). The
two-dimensional delta function can be written explicitly as
δ2(Ωs − Ωi) = δ(θs − θi)δ(φs − φi)
sin(θs)
, (3)
where θ and φ are the usual spherical polar coordinates to locate galaxies on the celestial sphere. The denominator
in this expression comes about since this is probability density per unit solid angle. If the galaxy redshifts are not
known precisely but contain Gaussian noise, and the angular positions of galaxies are known precisely, then we can
write Ps as
Ps(zs,Ωs) ∝
∑
i
exp
[
− (zs − zi)
2
2σ2i
]
δ2(Ωs − Ωi) , (4)
where σi is the error in the redshift of the i
th galaxy. Even when this error is small, it is useful to choose the Gaussian
spread to be somewhat large since it helps to make the discrete galaxy distribution in to a more continuous one and,
thereby, help in a more meaningful correlation with a GW source distribution. We discuss this point more in §IV. We
have omitted the normalization constant above, and shall continue to do so below.
Without any other available information we can assign this as the prior PDF for (zs,Ωs). However, not all galaxies
are equally likely to host GW events; in fact, we expect the probability that a certain galaxy is the source of our
GW signal to be at least proportional to its mass, or its type (spiral or elliptical). Also, if the detector configuration
is insensitive to GW sources beyond a certain distance, we can use this information to further reduce the number
of galaxies required for the construction of our prior PDF Ps(zs,Ωs). Therefore, in general, we modulate the prior
distribution Ps with a weight function Wi affixed to the ith galaxy inside the summation sign to take into account
additional astrophysical/detector information. This weight function determines the likelihood of the ith galaxy to be
the host of the GW source. We show this explicitly in the next section.
If the prior PDF for the cosmological parameters is Pc(ξ), then the complete prior joint PDF is given by
P (zs,Ωs, ξ) = Ps(zs,Ωs)Pc(ξ) . (5)
Using the Bayes theorem we can now write the posterior PDF for (zs,Ωs, ξ) in terms of the likelihood function and
the prior PDF as
P (zs,Ωs, ξ | S) ∝ P (S | zs,Ωs, ξ)P (zs,Ωs, ξ) . (6)
After marginalizing this over the source parameters (zs,Ωs) we obtain
P (ξ | S) ∝
∫
dzsdΩsP (S | zs,Ωs, ξ)P (zs,Ωs, ξ) . (7)
For the prior source distribution given by Eq. (2), the integrals can be done analytically to give
P (ξ | S) ∝
∑
i
L (Ωi, DL(zi, ξ))Pc(ξ) , (8)
and if the prior source distribution is given by Eq. (4) then we obtain
P (ξ | S) ∝
∫
dzs
∑
i
(
exp
[
− (zs − zi)
2
2σ2i
]
L (Ωi, DL(zs, ξ))Pc(ξ)
)
,
7where the integral over redshift can be converted to an integral over distance. Henceforth, we work with this posterior.
Till now in our formulation we have considered only a single GW source. Noting that the posterior PDF in the
last equation P (ξ | S) can be used as a prior PDF for another source, we can easily combine data from different GW
events. Formally, if {Snew} = {S,Sold} then
P (ξ | Snew) ∝
∫
dzs
∑
i
(
exp
[
− (zs − zi)
2
2σ2i
]
L (Ωi, DL(zs, ξ))P (ξ | Sold)
)
.
Note that Sold contains all the GW sources analyzed till the point the new source S is added to create the updated
data set Snew. This recursion can be easily used to obtain a single expression for the combined data, but is nota-
tionally somewhat cumbersome. To investigate the efficacy of this method using simulated data, however, we make
simplifications by approximating the likelihood function as an error-box in the following section.
B. Approximate likelihood function
Note that although in our formulation, thus far, the sum is over all the galaxies in the sky, in practice the dominant
contribution comes only from the galaxies that are in directions where the likelihood function is significant. Moreover,
if prior information is also assumed for the cosmological parameters, a rough measure of the redshift of the source is
then known, and only galaxies with redshift close to that value would contribute to this sum. To see this more clearly,
let us assume that our likelihood function is approximately given by
L(Ω, DL) ∝ exp
[
− (DL −D0)
2
2σ2D
]
, for Ω ∈ ∆Ω ,
= 0 , for Ω /∈ ∆Ω . (9)
Here we have assumed that the measured luminosity distance DL = D0 with standard deviation σD, and the angular
location of the source is somewhere inside the solid angle ∆Ω, with all directions inside this solid angle being equally
likely. Since the angular position Ω is not explicitly present in the likelihood function, the posterior distribution for
ξ takes the form
P (ξ | S) ∝
∫
dzs
(
exp
[
− (DL(zs, ξ)−D0)
2
2σ2D
]
× ns(zs)Pc(ξ)
)
with
ns(zs) ∝
∑
Ωi∈∆Ω
Wi exp
[
− (zs − zi)
2
2σ2i
]
, (10)
where Wi is a weight function that may be chosen to be the likelihood of the i
th galaxy to be the host of the GW
source. For example, this may depend on galaxy type, galaxy mass or other astrophysical parameters that determine
the rate of GW events in these galaxies. One also needs to account for detector characteristics: some events will be
easier to observe than others because, e.g., they are located at a nearby redshift, have an optimal sky position, or
have their orbital plane favorably oriented. On the other hand, this function, or even the full prior, may be chosen to
be uninformative. For the illustration of our method below, we opt to use an informed prior.
1. On the completeness of galaxy catalogs
It is worth mentioning that although till this point our formulation seemingly requires a complete catalog of galaxies
in the universe, it is in fact not necessary. This can be argued in general, but it is easier to argue from the point
of view of this approximate formulation as follows. The redshift information required to determine cosmology from
luminosity distance is encoded in the source function ns(zs). If this function is featureless, then essentially we gain
no useful knowledge about the redshift of the source by knowing this function. However, since galaxies are strongly
clustered on various length-scales, the distribution of galaxy in space is full of features, such as peaks and troughs
in redshift arising due to clusters and voids. If the sample of galaxies is not complete, i.e., it does not contain all
the existing galaxies in a given direction, but still captures the dense regions in sufficient detail, then the informative
content of galaxy clustering in ns(zs) can suffice to constrain cosmology, and in fact can be looked at as pattern
matching between galaxy clusters and GW source clusters. However, for the truest match one should use the most
complete galaxy catalog available.
8IV. NUMERICAL SIMULATIONS
To test the efficacy of this method we simulate GW data by using the projected GW source configurations for
near-future experiments using the distribution of galaxy redshifts from SDSS. For simplicity, we use the approximate
formalism of § III B. Since the redshift depth of the current experiments is likely to remain shallow, at the most such
observations will be able to constrain the Hubble constant. The luminosity distance for a flat LCDM model is given
by
DL(z) =
c(1 + z)
H0
∫ z
0
dz′√
Ωm(1 + z′)3 + (1− Ωm)
, (11)
where Ωm is the matter density, c is the speed of light, and H0 is the Hubble constant. For our analysis we fix the
matter density to the input value Ωm = 0.3 and do parameter estimation only for H0.
The analysis in the previous section was carried out in the redshift space. We find it convenient to do our calculations
in the distance space. For this purpose, note that in Eq. (10), the combination ns(zs)dzs = dN is proportional to
the number of galaxies in the redshift interval dzs, which is a pure number. This combination can be expressed in
the distance space through ns(zs)dzs = ns(zs(D))dD, where D = DL(zs, ξ). Therefore, for a given cosmology, we
translate the galaxy redshifts to luminosity distance using Eq. (11) and construct the number density function in the
distance space. Therefore, Eq. (10) is modified to
P (H0 | S) ∝
∫
dD
(
exp
[
− (D −D0)
2
2σ2D
]
× ns(D)Pc(H0)
)
,
where
ns(D,H0) ∝ 1∑
iWi
×
∑
i, Ωi∈∆Ω
Wi
σDi
exp
[
− (D −DL(zi, H0))
2
2σ2Di
]
.
(12)
Above, ∆Ω represents a patch in the sky that can vary in location and area for different GW sources [52], and
Wi ≡W (Di) is the aforementioned weight function that determines the likelihood of the ith galaxy to be the host.
In the present work, we do not exhaust accounting for the various potential astrophysical effects on Wi. For example,
we assume that all galaxies, regardless of their size, luminosity and type, are equally likely hosts of BBHs. Although
this is not a realistic assumption, it provides a simple framework to describe our method. We, however, account for
the detector characteristics of the aLIGO-AdV three-detector network and calculate the fraction of GW sources (10
M + 10 M BBH mergers) that will be detected in different sky patches and at varying depths. We average over
the BBH orbital orientations in space in order to obtain this detection fraction. The resulting W (Di) is plotted as a
function of distance for one of the sky patches in Fig. 2.
Selection effects will indeed affect the above posterior by influencing the integrand through the density of detected
BBHs at varying depths. The way we simulate this is detailed below. Its imprint on the posterior appears through
the normalization, as was shown in a general setting studied in Ref. [53].
The spectroscopic redshifts of galaxies are obtained with high precision. Consequently, the derived luminosity
distance errors from galaxy catalog are much smaller compared to the distance errors expected from GW measure-
ments. In the limiting case where the error-bars are very small, it is clear that using the actual error-bars on the
distance would result in a very fluctuating distribution. The two point-set distributions, obtained from the galaxies
and the GW sources, are best compared in a coarse-grained manner. Therefore, instead of using the inferred distance
error for galaxies, we use a σDi/DL(zi, H0) = 10% for all galaxies, consistent with what we stated earlier. However,
the distance error for GW sources in our simulations, σD/D0 is taken to be their respective measurement error, as
explained below.
For our calculations, Pc(H0), the prior probability for the Hubble parameter, is assumed to be uniform between
40-100 km/sec/Mpc. The sources are combined as before using the recursion for {Snew} = {S,Sold} using
P (H0 | Snew) ∝
∫
dD
(
exp
[
− (D −D0)
2
2σ2D
]
× ns(D)P (H0 | Sold)
)
.
The upper limit on the integral is informed from the mock GW sample generated. For most patches Dmax is chosen
to be ∼3500 Mpc for the aLIGO-AdV network and ∼4500 Mpc for ET network. Note that ns(D) comprises different
sets of galaxies for different GW sources since these sources will, in general, be in different directions. To summarize
our method we list below the steps one can follow to obtain the posterior distribution for H0:
91. Obtain the probability distribution over D from GW measurements. Note that, as mentioned earlier, in the
realistic case one would obtain a distribution over both Ω and D, but for simplicity we use the distribution as
given in Eq. (9).
2. For each GW observation, obtain the galaxy distribution ns(D) from a sky-patch taken from the SDSS catalog
that has support in the BBH distribution obtained in step 1 (e.g., a sky patch in the direction of the BBH source
with area similar to ∆Ω).
In our simulations, the sky localization error has the spread mentioned in §. I (∆Ω ∈ [3, 30] sq. deg.). However,
whenever this error is less than 3 sq. deg., one can reset ∆Ω to be equal to 3 sq. deg. and retain those BBHs
for further analysis. BBHs with errors greater than 30 sq. deg. can be dropped. Note that as stated earlier, we
cite these number because we have confirmed the robustness of our method for these localisation areas. They
are not claimed here to be ‘optimal’ values of the sky patch area.
3. Assume a prior for H0. This could be either a uniform prior over some allowed range of admissible H0 values or
can be an informed prior coming from some other cosmological observations (e.g. Planck or HST measurements).
4. The weighting function W (Di) used in this work is purely dependent on GW detection efficiency, and does not
depend on the galaxy distribution in any way. For every sky-patch of interest, we populate it uniformly on
that section of the sphere with 10-10 M BBHs, such that there are 1600 sources in every distance bin. This
number does not correspond to any realistic distribution of BBHs but is chosen merely to ensure that the error
in detection probability estimated at each distance bin is less than 3% (absolute). Additionally, we allow the
cosine of the inclination angle to vary over 100 uniformly spaced values for every source. The SNR of each
source is computed at each detector and only when it is above 8 in at least two of them and the network SNR
is 10 or higher do we classify it as detected. This is how we compute the detection probability in distance bins
of 10 Mpc, in the range D ∈ [50, 4500] Mpc. Note that it varies from one sky patch to another because the
antenna-patterns of the detectors (and even the network antenna pattern [54]) vary across the sky. A geometric
explanation for this weighting function is given in Ref. [55]. (Additionally, we compute the network SNR of
each source, and the average network SNR in each distance bin, which is used in the distance error estimation
described below.)
5. Plug these three distributions and the weighting function in Eq. (12) to obtain the posterior over H0.
6. Combine the posterior distribution obtained from all the GW measurements to obtain the final P (H0|S).
Note that in general one can obtain the posterior over any number of cosmological parameters. In this work we have
assumed a simple flat LCDM model with two free parameters: H0 and Ωm, and we fix Ωm = 0.3. In a future work we
will also consider Ωm and possibly the dark energy equation of state. Since we do not have enough GW observations
to test our method, we work with a simulated GW catalog as also mentioned earlier. In the next subsection we discuss
how we simulate this GW catalog and also outline the key steps to obtain P (H0|S) in this case.
A. GW catalog: Second generation detectors
We now describe the method adopted for producing realistic catalogs of GW sources for near-future detector
configurations. As mentioned earlier, we assume that the BBH sources are associated with galaxies. To get the galaxy
samples we chose different sky patches from the SDSS database. Our sky patches were obtained from a conical search
(limited in redshift and solid-angle), in the SDSS catalog. In principle one can choose from a variety of shapes for the
sky patch, but in this first study we chose this simple shape to focus more on the main idea behind the method.
The first step to construct the GW catalog is to obtain the weight function W (D). This was outlined in the previous
section. The detector characteristics (e.g. the noise sensitivity), the distance to the source and its sky position, and
the orientation of the plane of the binary with respect to the detector, all play an important role in determining
whether the event will be detected by the GW detectors and hence in determining W (D) (see, e.g., Refs. [54, 56]
and the references therein). Note that in this work we have studied a particular population of BBH sources, but the
analysis can be extended to other kinds of binary sources, such as NS-BH or NS-NS systems; moreover, BBH with
somewhat higher masses will provide smaller error at any given redshift and more redshift depth.
To obtain the weight function W (D) mentioned above, we evaluate what fraction of our BBH population (which is
randomly oriented in space to create a realistic population) will have SNRs above a threshold value in our detector-
network of interest. We set this threshold such that the SNR is at least 8 in two of the three detectors and the
network SNR is at least 10. This criterion is used to estimate what fraction of BBH sources at some distance will be
detectable in GWs. We take the distance error to be 30% for a BBH at a network SNR of 20 [2–4]. For a BBH signal
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FIG. 2: The weights W (Di) assigned to the galaxies in a single sky patch is plotted as a function of distance for one of the sky
patches for the aLIGO-AdV network.
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FIG. 3: The plots show the projected normalized posterior probability distribution for H0 obtained from the aLIGO-AdV
network. Dashed line at 70 km/sec/Mpc, represents the value of H0 used for simulation (fiducial input). The number of GW
sources used, is mentioned in each panel. The value of H0 at the peak of the posterior distribution is (clockwise from upper-left
panel) 67.8 km/sec/Mpc, 74.6 km/sec/Mpc, 70.3 km/sec/Mpc and 70.0 km/sec/Mpc respectively. For all plots the sky patches
have localisation error ∆Ω ∈ [3, 30] sq. deg..
with network SNR = ρ, its percentage distance error scales roughly as 30%×(20/ρ). For ET, the fraction of BBHs
detected, remains 100% to a greater distance than that corresponding to the second generation aLIGO-AdV network.
Moreover, the SNR of the same BBH is about 10 times higher, and distance error about 10 times lower, in ET than
in aLIGO-AdV. Once we have the fraction of BBH sources that are detectable by the GW network as a function of
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NGW H0 H0
(aLIGO-AdV) (ET)
10 67.8+12.0−6.1 69.1
+8.2
−9.9
25 74.6+5.7−5.4 75.3
+4.9
−5.1
50 70.3+4.1−3.6 68.2
+3.1
−2.9
100 70.0+2.7−2.8 70.1
+2.6
−2.3
TABLE I: The table shows the estimated values of the Hubble constant in units of km/sec/Mpc, from the aLIGO-AdV network
(second column), and the ET network (third column) along with error-bars obtained by considering the threshold value for
P (H0 | S) that encloses 68% probability region around the peak of the distribution. Different rows show different number of
GW sources. The binaries are simulated to have random orientations, and the distance errors are determined by averaging over
the orientations.
distance, we use it to obtain P (H0|S) as outlined below:
1. In the sky patch of interest, say we have N galaxies distributed over some redshifts.
2. Map all the redshifts to distances using Eq. (11) where H0 is now a free parameter (Ωm = 0.3). We assign each
galaxy a weight based on what fraction of BBH sources to its distance would be detectable by the GW detector
network (see Fig. 2). Next we construct the distance distribution for the galaxies as in Eq. (12).
3. Assume a prior distribution over H0. Here we use a uniform prior over 40-100 km/sec/Mpc.
4. Now, we go back to the galaxy redshift catalog and select a galaxy randomly, so any of the N galaxies is equally
likely to be picked.
5. Say, the chosen galaxy falls in the jth bin. We put a BBH source in this galaxy with a probability fj , where
fj is the fraction of detectable sources at that distance (this is done by throwing a uniform random number q
between [0, 1] and putting a source in the galaxy if fj > q).
6. Once we have the BBH source, we first map its redshift to a ‘true’ distance Dm (evaluated from Eq. (11)) by
assuming Ωm = 0.3 and H0 = 70 km/sec/Mpc. We also know what is the expected SNR of this BBH merger
and we translate that to an error (σD) on the distance as discussed earlier in this subsection.
7. We randomly sample from a Gaussian distribution, centered at Dm and with standard deviation equal to the
distance error, both obtained in the previous step.
8. Once we have the ‘observed’ D0 and the corresponding error we construct the probability distribution for this
‘measurement’ (Eq. (9)).
9. Now that we have all the required probability distributions we plug them in Eq. (12) to obtain the posterior
over H0.
Note that, as mentioned earlier, the weights assigned to galaxies depend on the direction of the sky patch (as GW
detectors do not have isotropic efficiency). The weights given to the galaxies, for the three-detector aLIGO-AdV
network, as a function of redshift for one of the sky patches is shown in Fig. 2. In the figure one can see that the
weight drops substantially beyond a distance of ∼2000 Mpc. This drop occurs because of the SNR threshold we set
on the GW events [55].
B. GW catalog: Third generation detector
We next apply the same method to a third generation detector like the Einstein Telescope (ET) [33] to see how
these estimates will change if the same BBH sources are obtained with much higher SNRs. We assume a triangular
configuration for ET as discussed in [57] with three interferometers located at the same sites as LIGO-Hanford,
LIGO-Livingston and Virgo, respectively.. The way the catalog is generated is the same as in the previous section
but instead of aLIGO-AdV the Einstein Telescope is used as a GW detector-network. Unlike the second generation
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detectors, ET will observe the same BBH sources with much smaller distance errors. It will also detect sources to
larger redshifts (in a future work, we plan to study ET BBH sources to analyze how well ET may be able to constrain
the dark energy equation of state [42]). A plot similar to Fig. 2 would show 100% sources recovered to distances of ∼
5000 Mpc.
V. RESULTS
Once we know how to populate the GW catalog using the SDSS galaxies as hosts we generate multiple such catalogs
with varying number of GW sources. These sources are then assigned distances and distance errors, and the galaxies
are also weighted to account for the detection efficiency of the GW detectors, using the method outlined in the sections
§ III and § IV. Once we have these distributions we estimate the posterior distribution of the cosmological parameters
given the (mock-)GW data (Eq. (12)).
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FIG. 4: The plots show the normalized posterior probability distribution for H0 obtained from the third generation detector ET
. Dashed line at 70 km/sec/Mpc, represents the value of H0 used for simulation (fiducial input). The number of GW sources
used, is mentioned in each panel. The value of H0 at the peak of the posterior distribution is (clockwise from upper-left panel)
69.1 km/sec/Mpc, 75.3 km/sec/Mpc, 68.2 km/sec/Mpc and 70.1 km/sec/Mpc respectively. For all plots the sky patches have
localisation error ∆Ω ∈ [3, 30] sq. deg..
We perform the analysis for aLIGO-AdV network as well as for a third generation ET network. Note that the
estimates and plots shown are form a particular set of sky patches and a specific realization of the GW catalog. The
estimate and the posterior distribution of H0 will be different for a different setting. The results will converge for
large number of GW sources.
Results obtained for the second generation detector network are shown in Table I and Fig. 3. We estimate the
posterior distribution for H0 using varying number of GW sources and we report the H0 value that corresponds
to the peak of the posterior distribution. We also quote error-bars obtained by considering the threshold value for
P (H0 | S) that encloses 68% probability region around the peak of the distribution. With the aLIGO-AdV network
we find that one can constrain H0 with an accuracy of ∼ 8% with as few as 25 GW sources. The integral in Eq. (12)
would peak for the value of H0 for which the GW probability distribution in D (Eq. (9)) has maximum overlap with
the probability distribution in D obtained from galaxies (Eq. (12)). Note that when there are multiple regions of
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comparable clustering in the galaxy distribution, the posterior in H0 can be multi-modal. But this problem can be
addressed by combining multiple GW measurements. Combining measurements is similar to stacking histograms and
we expect that eventually, a peak emerges around the correct value of H0.
Results obtained by repeating the analysis for a third generation detector (ET) network are also shown in Table I
and in Fig. 4. In this case we find that H0 is constrained to an accuracy of about 7% with 25 GW sources. Note
that in this case since we can go much deeper in redshift, we can also get estimates of parameters like Ωm (which we
have fixed to 0.3 here), or the equation of state for dark energy (in the case of non-LCDM models). But at higher
redshifts, the incompleteness of the galaxy catalog may potentially be a problem and one would have to address this
in the formulation more carefully. We leave this exercise for future work.
VI. DISCUSSION
GW signals from coalescing binaries will provide distance measurements that are complementary to the electro-
magnetic standard candle measurements used to constrain cosmological parameters. Additionally these measurements
do not suffer from the calibration error that is one of the major systematic uncertainties that plagues the supernovae
measurements. (Note that GW detectors are affected by intrinsic calibration uncertainties that are at present no
more than 10% in strain amplitude and 10◦ in phase [23]. Efforts are on, however, to reduce these errors [24].) But
doing cosmology with inspiraling binaries requires the use of data obtained from EM surveys since GW measurements
from these binaries alone can not provide redshift information of the source, which is imperative to constrain the
distance-redshift relation. Some of these GW sources (like NS-NS mergers) are expected to have EM counterparts,
and a coordinated EM observation of the source can obtain redshifts for these events, as was done for the NS-NS
event observed by the LIGO-VIRGO network. But this method will not work for mergers that are not accompanied
by an electromagnetic event, for electromagnetic events that are too short-lived, or for very far off sources. Many
methods have been suggested in the past to address this problem, as discussed in the introduction.
In this work we proposed to use the spatial clustering of galaxies, as seen through many large-scale surveys, to infer
the spatial clustering of GW sources. We have introduced a general Bayesian formulation for extracting cosmological
information using GW observation and galaxy clustering data. The general formulation takes into account the
possibility of complex constraints on spatial location of GW sources, which includes angular location as well as
distance information. The formulation was then simplified to ascertain the efficacy of this technique by generating
simulated GW data. This mock GW catalog was generated using the galaxies from the SDSS survey as ‘host’ galaxies.
For this work we considered only 10 M + 10 M BH-BH binaries. The GW sources were are then analyzed with
the SDSS galaxies as the hosts of GW events.
We estimated the posterior distribution of the Hubble parameter H0 by analyzing the expected GW measurements
from second generation detector network aLIGO-AdV, where we included the information about the orientation of
the binary, sky position, detector characteristics, etc., and we found that one can constrain H0 with an accuracy of
∼ 8% with just 25 sources (Fig. 3). Third generation detectors like the Einstein Telescope will see the same sources
with much higher SNR and, therefore, smaller distance errors. It will also detect sources to larger redshifts. Here,
however, we restricted ET observations to BBH sources up to a similar depth, specifically, with z ≤ 0.6 and we showed
that measurements from the third generation detector will be able to constrain H0 to an accuracy of ∼ 7% with 25
detections (Fig. 4).
Hence we have shown that it should be possible to obtain excellent constraints on the Hubble parameter with the
near-future GW detector configurations. However, the same technique could be used for future experiments to extract
the matter density parameter (Ωm) or properties of dark energy, like the equation of state etc. This would be possible
when the data acquires more precision and sufficient redshift depth.
While working on this paper we came across Ref. [58], which is somewhat similar in spirit to this work in that
the author sets constraints on cosmological parameters by using the cross-correlation between observations from ET
and the Euclid survey. We would like to note that in addition to giving constraints for the current second generation
ground-based detectors, our treatment is more realistic since we also take into account the detector characteristics in
detail.
Note that we have made many simplifying assumptions in this work. We have assumed that the spatial distribution
of our GW sources (BBH) is identical to that of galaxies. In reality, the merger rates of coalescing binaries may
depend in some hitherto unknown manner on the source galaxies. For example, the number of GW sources in a
galaxy should scale with the number of stars in a galaxy, so our assumption that each galaxy contributes equally to
the galaxy distribution function may not translate to it contributing equally to the GW source function. This can be
taken into account if we utilize information about the luminosity of a galaxy, which we can use while assigning how
much it contributes to the galaxy source function. However, it is likely that the GW rates could also depend on the
galaxy type, i.e., on whether the galaxy is spiral or elliptical. Since spiral and elliptical galaxies cluster differently,
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this would have an impact on parameter estimation. Considering that any sufficiently prominent peak of galaxy
cluster would roughly contain an equal mixture of different types of galaxies, and the fact that our method extracts
maximum information from the dominant peaks in the galaxy distribution, to zeroth order our method should work
fine. However, to obtain more detailed information (such as parameters of dark energy) from this method would
require addressing these issues in some detail. This is beyond the scope of this investigation and will be followed up
in a future work.
Furthermore an addition that may become important in the future for an analysis like this is the information from
population synthesis models. These models predict the source mass distribution for NS-NS, NS-BH or BBH binaries.
They also predict merger rates for these binaries. But since most of these models are degenerate and a large number of
GW detections are required to narrow in on some preferred model, we have not included them in the current analysis.
A further important improvement may come from all-sky galaxy catalogs. Since GW detectors are not directional, a
coalescing binary can be observed in most parts of the sky. This is more true for GW detector networks. Even so,
it may happen that some sources fall in sky areas that are not covered by galaxy surveys yet. In such a case we will
not be able to use such GW signals in our analysis. These and other issues will be addressed in a future work.
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