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Abstract
Universal fixed-to-variable lossless source coding for memoryless sources is studied in the finite
blocklength and higher-order asymptotics regimes. Optimal third-order coding rates are derived for
general fixed-to-variable codes and for prefix codes. It is shown that the non-prefix Type Size code, in
which codeword lengths are chosen in ascending order of type class size, achieves the optimal third-
order rate and outperforms classical Two-Stage codes. Converse results are proved making use of a result
on the distribution of the empirical entropy and Laplace’s approximation. Finally, the fixed-to-variable
coding problem without a prefix constraint is shown to be essentially the same as the universal guessing
problem.
I. INTRODUCTION
We have entered an era in which large volumes of data are continually generated, accessed,
and stored across distributed servers. In contrast to the traditional data communications models
in which large blocks of data are compressed, the evolving information generation, access,
and storage contexts require compressing relatively smaller blocks of data asynchronously and
concurrently from a large number of sources. Typical examples include online retailers and social
network sites that are continuously collecting, storing, and analyzing user data for a variety of
purposes. Finite blocklength compression schemes could be well suited to these applications.
The finite blocklength (near-) lossless source coding literature typically assumes knowledge
of the underlying source distribution [3], [4]. In general, however, the distribution may neither
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2be known a priori nor easy to estimate reliably in the small blocklength regime. The cost of
universality in lossless source coding has been studied in [5], and more recently in the finite
length regime by [6]. In contrast to these works, our work does not assume that a prefix-free
code; furthermore, in place of redundancy, our performance metric bounds the probability of the
code-length exceeding a given number of bits, which we call the -rate, as it is more in-keeping
with the finite blocklength literature (e.g., [3], [4]). These appear to change the problem, as
our achievable and converse bounds on the third-order coding rate differs (are tighter) from the
corresponding one from [5]. More recently, [7] proved a general converse for universal prefix-
free coding of parametric sources under the redundancy metric, and found similar results to
ours.
We consider fixed-to-variable length coding schemes for a stationary memoryless—often
referred to as independent and identically distributed (i.i.d.)—source with unknown distribution
P . For such a source, the minimal rate required to compress a length n sequence with probability
(1− ) is given by1
H(P ) +
√
V (P )
n
Q−1() + c
log(n)
n
+O
(
1
n
)
. (1)
The first term is the usual entropy, giving the best asymptotically achievable rate. The second
term is the so-called dispersion, characterizing the additional required data rate due to random
variation in the information content of the source sequence. The third term is the main focus of
this work, as it is the largest term in which the cost of universality is evident. When the source
distribution is known [8]2, the third-order coefficient is given by c = −1/2; it was further pointed
out in [4] that this is the optimal third-order rate whether or not the prefix code restriction is in
place. We find that in the universal setting, the optimal third-order coefficient becomes
c =
|XP | − 3
2
(2)
where XP is the support set of the source distribution P . Achievability is proved using the Type
Size code, wherein sequences are coded in increasing order of type class size. This code differs
from the Two-Stage code, a common approach to fixed-to-variable universal coding in which
1Q is the Gaussian cdf Q(x) = 1√
2pi
∫∞
x
e−t
2/2dt, and Q−1 is its inverse function. H(P ) and V (P ) are the entropy and
varentropy respectively of distribution P . See Sec. II for formal definitions.
2Although there is a gap in Strassen’s original proof; see discussion following (129) in [4].
3-Rate Third Order Term Redundancy
Non-prefix Prefix Non-prefix Prefix
Non-universal − 1
2
logn
n
[4] − 1
2
logn
n
[4] − 1
2
logn
n
[10] 0 [11]
Universal d−2
2
logn
n
[present] d
2
logn
n
[present] d−2
2
logn
n
[7] d
2
logn
n
[5]
Difference d−1
2
logn
n
d+1
2
logn
n
d−1
2
logn
n
d
2
logn
n
TABLE I
RATE RESULTS FOR NON-UNIVERSAL AND UNIVERSAL PREFIX AND NON-PREFIX CODES, MEASURING BOTH -RATE AND
REDUNDANCY, EXCLUDING O( 1
n
) TERMS. FOR -RATE ONLY THE THIRD-ORDER TERM IS GIVEN (THE FIRST TWO CAN BE
SEEN IN (1)), AND THE REDUNDANCY IS NORMALIZED BY THE BLOCKLENGTH n FOR COMPARISON. THE THIRD ROW GIVES
THE DIFFERENCE BETWEEN THE NON-UNIVERSAL AND UNIVERSAL RATES (I.E. THE COST OF UNIVERSALITY). ALL RATES
ARE GIVEN IN TERMS OF THE DIMENSION OF THE SPACE OF DISTRIBUTIONS, WHICH FOR I.I.D. DISTRIBUTIONS IS
d = |X | − 1. CITATIONS ARE GIVEN IN WHICH EACH RESULT IS PROVED (THOSE FOR THE -RATE OF UNIVERSAL CODES
ARE PROVED IN THE PRESENT PAPER).
the type of the source sequence is encoded, followed by the index of he sequence within its type
class [9, Chap. 13, pp. 433]. We find that the Type Size codes outperforms Two-Stage codes in
third-order coding rate. Subsequent to our introduction of the Type Size code in [1], [7] shows
that the Type Size code is minimax optimal with respect to redundancy. To prove that (2) is
the optimal, we prove a converse using a characterization of the distribution of the empirical
entropy, as well as an application of Laplace’s approximation.
While the above results apply for codes that are not restricted to be prefix codes, we also find
that subject to this restriction, the optimal third-order coefficient is
c =
|XP | − 1
2
. (3)
While the difference in coding rates between (2) and (3) may seem small, when the compression
algorithm is used very many times over small blocks of data, this difference can significantly
affect storage capability. An example of such a use is storage in social networks wherein updates
of every user are asynchronously compressed as they arrive resulting cumulatively in an extremely
large number of uses of the compression algorithm.
Our results are summarized and compared to prior findings in Table I, where the results are
given in terms of the dimension d of the set of possible distributions. In our case, we consider
all i.i.d. distributions on the alphabet X , so the dimension is that of the simplex, i.e. d = |X |−1.
4Shown in Table I are the relevant rate terms both in terms of -rate and redundancy. Our results
are along the lines of [5], which found that for a parametric source with dimension d, the best
achievable redundancy of a universal prefix code is roughly d
2
logn
n
. As -rate is a more refined
metric than redundancy, our results can be used to recover those of [5] in the case of i.i.d.
sources (although their results were more general).
From Table I, one can see that the difference in rate for optimal non-prefix and prefix universal
codes is roughly logn
n
. Two effects account for this difference, each contributing 1
2
logn
n
:
1) There is a difference of 1
2
logn
n
between non-prefix and prefix even in the non-universal
setting. This difference appears in Table I for redundancy, but not for -rate. This is because,
even though, as proved in [4], both non-prefix and prefix codes can achieve a third-order
rate of −1
2
logn
n
, the non-prefix code does not depend on , while the prefix code does.3 To
achieve universality in  costs 1
2
logn
n
in rate.
2) Without a prefix constraint, codewords of different lengths do not affect one another: they
do not compete for ‘codeword space’. Thus the additional rate needed for universality
depends only on the dimension of the manifold of distributions with roughly the same
entropy, which is |X | − 2 or d − 1. This leads to a third-order rate d−1
2
logn
n
larger than
the non-universal rate. With the prefix constraint, codewords of different lengths do affect
one another, so the relevant dimension is |X | − 1 or d, leading to a third-order rate d
2
logn
n
larger.
The paper is organized as follows. In Sec. II, we introduce the finite-length lossless source
coding problem, performance metrics, and related definitions. In Sec. III, we relate the fixed-
to-variable coding problem without a prefix constraint to the universal guessing problem, in
which a source sequence is successively guessed until correctly identified, and we show that
these two problems are essentially the same. In Sec. IV, we explore in detail the case of binary
sources. In Sec. V, we provide several preliminary results to be used in our main achievability
and converse proofs. These include a precise characterization of the distribution of the empirical
entropy, as well as an exploration of type class size. In Sec. VI, we present results on specific
achievable schemes, namely Two-Stage codes and the Type Size code. In Sec. VII, we present
3The prefix code in [4] is a two-level code, assigning the most likely sequences a short length, and the less likely sequences
a long length.
5our converse results, both for general fixed-to-variable codes and those restricted to be prefix
codes. We conclude in Section VIII.
II. PROBLEM SETUP
First, a word on the nomenclature in the paper: we use P to denote probability with respect to
distribution P , P¯ for probability with respect to distribution P¯ , and E to denote expectation. All
logarithms are with respect to base 2. Let P be the simplex of distributions over the finite alphabet
X . Given a distribution P ∈ P , XP denotes the support set of P ; i.e., XP = {x ∈ X : P (x) > 0}.
Define the information under a distribution P as
ıP (x) := log
1
P (x)
. (4)
The source entropy and the varentropy are given as H(P ) := E[ıP (X)] and V (P ) := Var[ıP (X)]
where the expectation and variance are over P. We will sometimes abbreviate these as H and
V , when the distribution P is clear form context. Given a sequence xn ∈ X n, let txn be the type
of xn, so that
txn(x) :=
|{i : xi = x}|
n
. (5)
For a type t, let Tt be the type class of t, i.e.
Tt := {xn ∈ X n : txn = t}. (6)
We consider a universal source coding problem in which a single code must compress a
sequence Xn that is the output of an i.i.d. source with single letter distribution P , where P may
be any element of P . Any n-length sequence from the source is coded to a variable-length bit
string via a coding function
φ : X n → {0, 1}? = {∅, 0, 1, 00, 01, 10, 11, 000, . . .}. (7)
A prefix code φ is one such that for any pair of sequences xn, x′n ∈ X n, φ(xn) is not a prefix
of φ(x′n). In general, we do not restrict only to prefix codes, but some results will apply for
this subclass. Let `(φ(xn)) be the number of bits in the compressed binary string when xn is
the source sequence. The figure of merit is the -coding rate R(φ; , P ), the minimum rate such
that the probability of exceeding it is at most ; that is
R(φ; , P ) = min
{
k
n
: P(`(φ(Xn)) > k) ≤ 
}
. (8)
6We say a rate function R(, P ) is n-achievable if there exists an n-length fixed-to-variable code
φ satisfying R(φ; , P ) ≤ R(, P ) for all , P . Note that this figure of merit is not a single
number, or even a finite-length vector: it is a function of the continuous parameters  and P .
The above definitions differ from [5], [6] in two ways. First, they assume prefix-free codes.
Second, for the figure of merit they use redundancy, defined as the difference between the
expected code length and the entropy of the true distribution:
E
[
`(φ(Xn))− log 1
P n(Xn)
]
(9)
where the expectation is taken with respect to P . Using -coding rate rather than redundancy
gives more refined information about the distribution of code lengths. In [5] it is proved that the
optimal redundancy for a universal prefix-free code is given by d
2
log n + O(1) where d is the
dimension of the set of possible source distributions (for i.i.d. sources, d = |XP | − 1 where XP
is the support of X under P ). In Sec. VII, we show that with our model, there exists a universal
code such that the gap to the optimal number of bits with known distribution is (using the d
notation) d−1
2
log n+O(1). Our lack of restriction to prefix-free codes appears to account for the
difference seen between these two results. In Sec. VI, we show that for a prefix-free Two-Stage
code the gap to the optimal is d+1
2
.
III. UNIVERSAL GUESSING
The fixed-to-variable coding problem without a prefix constraint is closely related to the so-
called guessing problem. First introduced by Massey [12], guessing is a variation on source
coding in which a random sequence Xn is drawn, and then a guesser asks a series of questions
of the form “Is Xn equal to xn?” until the answer is “Yes”. The guesser wishes to minimize
the required number of guesses before guessing correctly. In this section we formally describe
the universal guessing problem, and demonstrate its relationship to the source coding problem.
We say a function G : X n → {1, . . . , |X |n} is a guessing function if it is one-to-one. Each
function G represents a guessing strategy that first guesses G−1(1), then G−1(2), and so forth.
Thus G(xn) is the number of guesses required if Xn = xn. We define the tail probability figure
of merit for guessing functions as
M(G; , P ) = min{m : P(G(Xn) > m) ≤ }. (10)
7We say M(, P ) is n-achievable if there exists a guessing function G with n-length inputs such
that M(G; , P ) ≤M(, P ) for all , P .
The following theorem relates the set of achievable R(, P ) to the set of achievable M(, P ).
In fact, the theorem asserts that the set of achievable R(, P ) is completely determined by the
set of achievable M(, P ), although not vice versa. Thus, the guessing problem is in some sense
strictly more refined that the fixed-to-variable coding problem; still, throughout this paper we
present results in terms of the latter, as we believe it to be the more useful problem.
Theorem 1: The -rate function R(, P ) is n-achievable if and only if there exists an n-
achievable M(, P ) such that
blogM(, P )c ≤ nR(, P ) for all , P. (11)
Proof: First assume R(, P ) is n-achievable, and we show that there exists an n-achievable
M(, P ) satisfying (11). By assumption, there exists an n-length code φ such that R(φ; , P ) ≤
R(, P ). Let mk be the number of sequences xn for which `(φ(xn)) ≤ k. We construct a guessing
function as follows. For each integer k, assign G(xn) for all xn for which `(φ(xn)) = k to the
integers between mk−1+1 and mk, in any order. Note that P(`(φ(Xn)) > k) = P(G(Xn) > mk).
Let k = nR(φ; , P ) for some , P . Hence
 ≥ P(`(φ(Xn)) > k) = P(G(Xn) > mk) (12)
implying that
M(G; , P ) ≤ mk ≤ 2k+1 − 1 (13)
where the last inequality follows because the number of bit strings of length at most k is 2k+1−1.
Therefore blogM(G; , P )c ≤ k = nR(φ; , P ).
Now we assume that there exists an n-achievable M(, P ), and we shaw that any R(, P )
satisfying (11) is achievable. By assumption, there exists a guessing function G such that
M(G; , P ) ≤M(, P ). We construct an n-length fixed-to-variable code φ as follows. For each
integer k, assign φ(xn) to distinct bit strings of length k for each of the 2k sequences xn for
which 2k ≤ G(xn) ≤ 2k+1 − 1. Thus `(φ(xn)) = blogG(xn)c for all xn, which immediately
implies blogM(G; , P )c = nR(φ; , P ). Therefore any R(, P ) satisfying (11) is achievable.
8IV. BINARY SOURCES
We begin by examining universal codes for binary i.i.d. sources. Consider first the optimal
code when the distribution is known. These codes were studied in detail in [3], [4]. It is easy to
see that the optimal code simply sorts all sequences in decreasing order of probability, and then
assigns sequences to {0, 1}? in this order. Thus the more likely sequences will be assigned fewer
bits. For example, consider an i.i.d. source with X = {A,B} where PX(A) = δ and δ > 0.5.
The probability of a sequence is strictly increasing with the number of As, so the optimal code
will assign sequences to {0, 1}? in an order where sequences with more As precede those with
fewer. For example, for n = 3, one optimal order is (sequences with the same type can always
be exchanged)
AAA,AAB,ABA,BAA,ABB,BAB,BBA,BBB. (14)
Interestingly, this is an optimal code for any binary source with δ ≥ 0.5. If δ < 0.5, the optimal
code assigns sequences to {0, 1}? in the reverse order. That is, there are only two optimal codes.4
To design a universal code, we can simply interleave the beginnings of each of these codes, so
for n = 3 the sequences would be in the following order:
AAA,BBB,AAB,BBA,ABA,BAB,BAA,ABB. (15)
In this order, any given sequence appears in a position at most twice as deep as in the two
optimal codes. Hence, this code requires at most one additional bit as compared to the optimal
code when the distribution is known. This holds for any n, as stated in the following theorem.
Theorem 2: Let R?(n, , PX) be the optimal fixed-to-variable rate when the distribution PX
is known. If |X | = 2, there exists a universal code achieving
nR(n, , PX) ≤ nR?(n, , PX) + 1. (16)
V. PRELIMINARY RESULTS
A. Distribution of the Empirical Entropy
We begin with a lemma bounding the distribution of the empirical entropy of a length-n data
sequence Xn. This lemma will be used in both achievability results as well as converses for
4Here our assumption that the code may not be prefix-free becomes relevant, since it is not the case that there are only two
optimal prefix-free codes for binary sources.
9both prefix and non-prefix codes to derive third-order coding rates. The lemma is based on a
Proposition on applying central limit theory for functions of random vectors introduced in [13].
We begin by introducing the proposition first; we have generalized it to include non-zero mean
random random vectors.
Proposition 3 ([13] Prop. 1): Let {Ut := U1t, U2t, ..., UKt}∞t=1 be i.i.d. random vectors in RK
with mean u0 and E
[‖U1‖32] < ∞, and denoting u := (u1, u2, . . . , uK), let f (u) : RK → RL
be an L-component vector function f (u) = (f1 (u) , f2 (u) , . . . , fL (u)) which has continuous
second-order partial derivatives in a K -hypercube neighborhood of u = u0 of side length at least
1
4√n ,and whose corresponding Jacobian matrix J at u = u0 consists of the following first-order
partial derivatives
Jlk :=
∂fl(u)
∂uk
∣∣∣
u=u0
, l = 1, . . . , L, k = 1, 2, . . . , K. (17)
Then, for any convex Borel-measureable set D in RL, there exists a finite positive constant B
such that ∣∣∣∣∣P
[
f
(
1
n
n∑
t=1
Ut
)
∈ D
]
− P [N (f (u0) ,V) ∈ D]
∣∣∣∣∣ ≤ B√n, (18)
where the covariance matrix V is given by V = 1
n
JCov (U1 − u0)JT , that is, its entries are
defined as
Vls :=
1
n
K∑
k=1
K∑
p=1
JlkJspE [(Uk1 − u0k)(Up1 − u0p)] , l, s = 1, ..., L. (19)
Proof sketch: The proof involves three components: (i) Taylor expansion of f(u) about u0
as f (u) = f (u0) + J (u− u0) + R (u− u0), where the Jacobian matrix J has entries Jkl =
δfk
δul
∣∣∣
u0
, and R (u− u0) is the remainder term which in the hypercube neighborhood N (u0, r0)
of u0 with side length r0 > 14√n , can be bounded by the maximal value of the second order
derivatives of f (u) as
|R (u)| ≤ 1
2

max
1≤k,p≤K
max
u∗∈N(u0,r0)
∣∣∣∣∂2f1 (u∗)∂uk∂up
∣∣∣∣
...
max
1≤k,p≤K
max
u∗∈N(u0,r0)
∣∣∣∣∂2fL (u∗)∂uk∂up
∣∣∣∣
 (u1 + u2 + ...+ uK)2 ; (20)
(ii) bounding the probability that the remainder term concentrates away from u0 as
P
[∣∣∣∣∣R
(
1
n
n∑
t=1
(Ut − u0)
)∣∣∣∣∣ > 1√n1
]
≤ c1√
n
(21)
10
where we have
c1 := (Var[U11] + ...+ Var[UK1])
[
1 +
K
2
min
1≤l≤L
max
1≤k,p≤K
max
u∗∈N(u0,r0)
∣∣∣∣∂2fl (u∗)∂uk∂up
∣∣∣∣] ; (22)
(iii) bounding
P
[
f
(
1
n
n∑
t=1
Ut
)
∈ D
]
≤
P
[
N
(
f (u0) ,
1
n
JCov [U1]J
T
)
∈ D
]
+
c3√
n
+
c2√
n
+
c1√
n
(23)
where
c2 =
400L1/4λmax
(
JJT
)3/2
E
[∥∥(U1 − u0)T∥∥32]
λmin
(
Cov
[
JUT1
])3/2 (24)
and c3 results from the Taylor expansion for the probability at hand in a neighborhood of width
1√
n
about the set D.
Lemma 4: Fix positive constant β and any distribution P on X such that P (x) ≥ β for all
x ∈ X and V (P ) ≥ β. Let Xn i.i.d.∼ P . For any δ and n,∣∣∣∣∣P
[
H (tXn) ≥ H(P ) +
√
V (P )
n
δ
]
−Q(δ)
∣∣∣∣∣ ≤ B√n (25)
where
B = max
{
4
β2
, 1 +
|X |
β
+
400|X |3
β3/2
+
1√
2piβ
}
. (26)
Proof: We first consider the case that n ≤ (2/β)4. The left hand side of (25) is at most
1 ≤ (2/β)2√
n
≤ B√
n
, and we are done.
Now assume n > (2/β)4. Let Ui be an |X |-length random vector with entries Ui,x =
1 (Xi = x) where 1 (·) is an indicator function for all x ∈ X . Note that u0 = E [Ui,x] = P (x) ;
furthermore, tXn (x) = 1n
∑n
i=1Ui,x and Cov (Ui) = diag{P} − PPT , for all i, where P is the
vector whose entries are P (x) for all x ∈ X .
Let f(u) =
∑
x−ux log ux be a scalar function of u, so that f
(
1
n
∑n
i=1Ui
)
= H(tXn), and let
D be the half-closed space [H (P ) +
√
V (P )
n
δ,∞). Thus, from Applying Proposition 3, we have
that the left hand side of (25) is at most c1+c2+c2√
n
, where the three constants are defined in the proof
of Proposition. 3. Consider the bound c1; since |∂2f(u)/∂uk∂ul| = diag
(
1/u1, 1/u1, . . . , 1/u|X |
)
.
Recalling the assumption that P (x) ≥ β for all x,
max
u∈N(u0,r0)
∣∣∂2f/∂uk∂ul∣∣ ≤ 1
β − r0 . (27)
11
Taking r0 = n−1/4, we have that 1/(β − r0) ≤ 2/β since n > (2/β)4. Hence
c1 ≤
∑
x∈X
(
P (x)− P 2 (x))(1 + |X |
β
)
(28)
≤ 1 + |X |
β
. (29)
The second constant c2 can be bounded as
c2 ≤
400L1/4λmax
(
JJT
)3/2
E
[∥∥(U1 − u0)T∥∥32]
λmin
(
Cov
[
JUT1
])3/2 (30)
where J =
[
−1− logP (1) −1− logP (2) · · · −1− logP (|X |)
]
such that λmax
(
JJT
)
=∑
x∈X (1 + logP (x))
2 ≤ |X | . One can similarly bound E
[∥∥(U1 − u0)T∥∥32] ≤ |X |3/2 by noting
that
∥∥(U1 − u0)T∥∥2 ≤ √|X |. The term Cov [JUT1 ] = Var(∑x∈X (−1− logP (x))U1,x) =
Var
(∑
x∈X − logP (x)U1,x
)
which follows from noting that
∑
x∈XU1,x = 1 and can be computed
as
Var
(∑
x∈X − logP (x)U1,x
)
= Var
(∑
x∈X − logP (x) 1 (X1 = x)
)
(31)
= Var (− logP (X1)) (32)
= V (P ) (33)
such that
c2 ≤ 400 |X |
3
V (P )3/2
≤ 400 |X |
3
β3/2
(34)
where we have applied the assumption that V (P ) ≥ β. The third constant c3 is obtained by
computing the left side of (23) using the Gaussian approximation in (23) over [H (P )+
√
V (P )
n
δ−
1√
n
,∞) and expanding the resulting Q
(
δ − 1√
nV (P )
)
about δ to obtain
c3 =
Q′ (δ)√
V (P )
≤ 1√
2piV (P )
(35)
where Q′ (δ) is the derivative of the Q function evaluated at δ, and the inequality holds because
Q′(δ) ≤ 1√
2pi
for all δ. Combining (29), (34), and (35) yields c1 + c2 + c3 ≤ B, where B is given
by (26).
12
B. Type Class Size
Obtaining third-order asymptotic bounds on achievable rates requires precise bounds on the
size of type classes. The size of a type class is closely related to the empirical entropy of the
type, but importantly one is not strictly increasing with the other. The following Lemma, from
an exercise in [14] makes this precise.
Lemma 5 (Exercise 1.2.2 in [14]): The size of the class of type t is bounded as
nf (t) + C− ≤ log |Tt| ≤ nf (t) (36)
where C− = 1−|X |
2
log(2pi)− |X |
12 ln 2
and
f(t) = H(t) +
1− |X |
2n
log n+
1
2n
∑
x∈X
min {log n,− log t(x)} . (37)
We apply Lemma 5 in combination with Lemma 4 to prove the following lemma, giving
bounds on the distribution of the size of the type class given by the empirical entropy.
Lemma 6: Fix P ∈ P such that V (P ) > 0. There exist a finite constant B (dependent on P )
such that for any γ∣∣∣∣∣P (log |TtXn | > γ)−Q
(
γ − 1−|XP |
2
log n− nH(P )√
nV (P )
)∣∣∣∣∣ ≤ B√n. (38)
Proof: Define the event
E :=
{
tXn(x) <
PX(x)
2
for any x ∈ XP
}
. (39)
By Chernoff bounds, P(E) ≤ |XP |e−nD, where
D := min
x∈XP
D (P (x)/2‖P (x)) > 0. (40)
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We may upper bound the CDF of log |TtXn | by
P [log |TtXn | > γ] ≤ P
[
log |Tt(Xn)| > γ, Ec
]
+ P[E ] (41)
≤ P [nf (tXn) > γ, Ec] + P[E ] (42)
≤ P
[
nH(tXn) +
1− |XP |
2
log n+
1
2
∑
x∈XP
− log P (x)
2
> γ
]
+ P[E ] (43)
≤ Q
(
γ − 1−|XP |
2
log n− 1
2
∑
x∈Xp − logP (x)/2− nH(P )√
nV (P )
)
+
B√
n
+ P[E ]
(44)
≤ Q
(
γ − 1−|XP |
2
log n− nH(P )√
nV (P )
)
+
1
2
√
2pinV (P )
∑
x∈XP
− log P (x)
2
+
B√
n
+ P[E ]
(45)
where (42) follows from Lemma 5, (43) holds by the definition of E , (44) holds by Lemma 4,
and (45) holds because the maximum derivative of Q is 1/
√
2pi. On the other hand, we may
lower bound the CDF by
P [log |TtXn | > γ] ≥ P
[
nf(tXn) + C
− > γ
]
(46)
≥ P
[
nH(tXn) +
1− |XP |
2
log n+ C− > γ
]
(47)
≥ Q
(
γ − 1−|XP |
2
log n− C− − nH(P )√
nV (P )
)
− B√
n
(48)
≥ Q
(
γ − 1−|XP |
2
log n− nH(P )√
nV (P )
)
+
C−√
2pinV (P )
− B√
n
(49)
where (46) holds by Lemma 5, (48) holds by Lemma 4, and (49) holds again by upper bound
on the derivative of Q. Combining (45) with (49) completes the proof.
VI. ACHIEVABLE SCHEMES
A. Two-Stage Codes
A typical approach to encode sequences from an unknown i.i.d. distribution is to use a two-
stage descriptor to encode the type t of the sequence xn first followed by its index within the
type class Tt [9, Chap. 13, pp. 433]. We refer to such a coding scheme as a Two-Stage code.
There is some variety in the class of Two-Stage codes, depending on the exact choice of first
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and second stages. We study two specific Two-Stage codes with fixed-length first stages: that is,
the number of bits used to express the type of the source sequence is fixed. Let φ2S-FVn be the
n-length Two-Stage code with fixed-length first stage and optimal variable-length second stage.
That is, given a source sequence with type t, the second stage assigns elements of Tt to the
shortest |Tt| bit strings in {0, 1}? in any order. It is easy to see that this code is the optimal
two-stage code with fixed-length first stage. Note also that it is not a prefix code. Let φ2S-FFn be
the n-length Two-Stage code with fixed-length first stage and fixed-length second stage, wherein
for a source sequence with type t, the second stage consists of dlog |Tt|e bits. This code is prefix.
The following theorem characterizes the performance of each these two codes.
Theorem 7: The -rates achieved by φ2S-FVn and φ
2S-FF
n are given by
R(φ2S-FVn ) =
1
n
(s+ kFV()) (50)
R(φ2S-FFn ) =
1
n
(s+ kFF()) (51)
where
s =
⌈
log
(
n+ |XP | − 1
|XP | − 1
)⌉
(52)
kFV() = min
{
k ∈ Z :
∑
t
P (Tt)
∣∣∣∣1− 2k+1 − 1|Tt|
∣∣∣∣+ ≤ 
}
. (53)
kFF() = min {k ∈ Z : P(log |TtXn | > k) ≤ } . (54)
Moreover, both R(φ2S-FVn ; , P ) and R(φ
2S-FF
n ; , P ) can be written
H (P ) +
√
V (P )
n
Q−1() +
|XP | − 1
2
log n
n
+O
(
1
n
)
. (55)
Proof: The number of types with alphabet XP is
(
n+|XP |−1
|XP |−1
)
, thus the number of bits required
for the fixed-length first stage in either φ2S-FVn or φ
2S-FF
n is s. In the second stage of φ
2S-FV
n , using
at most k bits one can encode 2k+1−1 sequences. Thus given that Xn has type t, the probability
of exceeding k bits in the second stage is∣∣∣∣1− 2k+1 − 1|Tt|
∣∣∣∣+ . (56)
Hence kFV() as defined in (53) is the minimum number of bits such that the probability of the
length of the second stage exceeding kFV is at most . This proves (50). For φ2S-FFn , the length
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of the second stage exceeds k if and only if log |TXn| > k. Thus kFF() is the smallest length
such that the probability of the second stage exceeding it is at most . This proves (51).
To derive the third-order coding rate, we first note that s = (|XP | − 1) log n + O(1). Thus it
remains to show that both kFV() and kFF() can be written
nH +
√
nV Q−1 () +
1− |XP |
2
log n+O(1). (57)
This follows for kFF() directly from Lemma 6. Now consider kFV(), which we may write
kFV() = min
{
k : E
∣∣1− (2k+1 − 1)2−Y ∣∣+ ≤ } (58)
where Y := log |TtXn |. Let gk(y) := |1− (2k+1 − 1)2−y|+. Since gk takes values in [0, 1] and is
monotonically increasing for y > log(2k+1 − 1), the expectation in (58) can be written as
Egk(Y ) =
∫ 1
0
P
(
Y > g−1k (x)
)
dx. (59)
We can rewrite the integrand using Lemma 6 as
P
(
Y > g−1k (x)
)
= P
[
gk
(
nH +
√
nV Z +
1− |XP |
2
log n
)
≥ x
]
+ Θn(x) (60)
where |Θn(x)| ≤ B√n for all x, and Z ∼ N (0, 1) . Let Θn :=
∫ 1
0
Θn(x)dx, so |Θn| ≤ B√n . Define
zk :=
log(2k+1 − 1)− nH − 1−|XP |
2
log n√
nV
. (61)
Now substituting (60) in (59) gives
Egk(Y ) = E
∣∣∣∣1− (2k+1 − 1)2−nH−√nV Z− 1−|XP |2 logn∣∣∣∣+ + Θn (62)
= E
∣∣∣1− 2√nV (zk−Z)∣∣∣+ + Θn (63)
= E
(
1− 2
√
nV (zk−Z)
)
1 (Z > zk) + Θn (64)
= Q(zk)− E2
√
nV (zk−Z)1 (Z > zk) + Θn. (65)
Let Φn be the second term in (65). Letting ϕ be the standard Gaussian pdf, for any α
e−αzϕ(z) = e
α2
2 ϕ(z + α). (66)
Applying this with α = (ln 2)
√
nV gives
Φn = e
(ln 2)
√
nV zk+
(ln 2)2nV
2 Q
(
zk + (ln 2)
√
nV
)
. (67)
16
Using the fact that Q(x) ≤ ϕ(x)
x
for any x, we may upper bound Φn by
Φn ≤ e(ln 2)
√
nV zk+
(ln 2)2nV
2
1√
2pi
e−(zk+(ln 2)
√
nV )2/2
zk + (ln 2)
√
nV
(68)
=
1√
2pi
e−z
2
k/2
zk + (ln 2)
√
nV
. (69)
Combining (69) with the fact that Φn ≥ 0 gives
Q(zk) ≤ Egk(Y ) ≤ Q(zk) +
1√
2pi
e−z
2
k/2
zk + (ln 2)
√
nV
(70)
Recall that kFV() is the smallest value of k for which Egk(Y ) ≤ . Define
k1 :=
⌊
nH +
√
nV Q−1() +
1− |XP |
2
log n− 1
⌋
, (71)
k2 :=
⌈
nH +
√
nV Q−1() +
1− |XP |
2
log n+ d
⌉
(72)
where d is a constant to be determined. Since k ≤ log(2k+1 − 1) ≤ k + 1, we may bound
zk1 ≤ Q−1(), and so by (70)
Egk1(Y ) ≥ Q(zk1) ≥ Q
(
k1 + 1− nH − 1−|XP |2 log n√
nV
)
≥ . (73)
We may also bound
zk2 ≥ Q−1() +
d√
nV
. (74)
Hence by (70)
Egk2(Y ) ≤ Q(zk2) +
1√
2pi
e−z
2
k2
/2
zk2 + (ln 2)
√
nV
(75)
≤ Q
(
Q−1() +
d√
nV
)
+O
(
1√
n
)
(76)
≤  (77)
where the last inequality holds for some constant d and sufficiently large n. Combining (73) and
(77) we find, for sufficiently large n, k1 ≤ kFV() ≤ k2. This proves that kFV() equals (57).
The third-order coding rate achieved by these Two-Stage codes matches that in our converse
for prefix codes in Sec. VII-D. Thus φ2S-FFn is a near-optimal universal prefix code. Moreover,
Theorem 7 asserts that φ2S-FVn achieves the same third-order rate as φ
2S-FF
n , suggesting that the
Two-Stage structure is not suited to optimality in the absence of the prefix constraint. Indeed,
the Type Size Code, discussed below, achieves a third order coding rate logn
n
smaller than that
of these Two-Stage codes.
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. . . . . .
observed sequence
Fig. 1. Illustration of the Type Size code. Type classes (denoted T (P ) for type P ) are sorted from smallest to largest. Given
an observed sequence, its codeword is given by the shortest available bit string, assigned after all previous sequences in this
order.
B. Type Size Codes
The Type Size Code is illustrated in Fig. 1. Recall that XtXn is the support set under tXn .
The encoding function φ outputs two strings:
1) a string of |X | bits recording XtXn , i.e. the elements of X that appear in the observed
sequence, and
2) a string that assigns sequences to {0, 1}? in order based on the size of the type class of the
type of Xn, among all types t with Xt = XtXn . That is, if Xtxn = Xtx′n and |Ttxn | < |Ttx′n |,
then `(φ(xn)) ≤ `(φ(x′n)).
Note that the code described in Section IV for binary sources is very similar to the Type
Size Code. The support set string is omitted, and type classes with the same size are interleaved
rather than ordered one after the other, but in essential aspects the codes are the same.
Theorem 8: Let φTSn be the n-length Type Size Code. It achieves the rate function
R(φTSn ; , P ) =
|X |
n
+
1
n
log min
M : ∑
X¯⊆X
P(XtXn = X¯ )(X¯ ,M) ≤ 

 (78)
where
(X¯ ,M) = 1− P(|TtXn | < τ ?(X¯ )|XtXn = X¯ )− λ?(X¯ )P(|TtXn | = τ ?(X¯ )|XtXn = X¯ ) (79)
where τ ?(X¯ ) ∈ N and λ?(X¯ ) ∈ [0, 1) are chosen so that∑
t:|Tt|<τ?(X¯ ),
Xt=X¯
|Tt|+ λ?(X¯ )
∑
t:|Tt|=τ?(X¯ ),
Xt=X¯
|Tt| = M. (80)
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Proof: In the construction of the Type Size Code, for each X¯ ⊆ X , all sequences xn with
Xtxn = X¯ are sorted by type class size. For each xn, let m(xn) be the position of xn in this
order. Thus `(φTSn (x
n)) = |X |+ blogm(xn)c. From the definition of -rate, we have
R(φTSn ; , P ) = min
{
k
n
: P(`(φTSn (Xn)) > k) ≤ 
}
(81)
= min
{
k
n
: P(|X |+ blogm(Xn)c > k) ≤ 
}
(82)
= min
{ |X |+ blogMc
n
: P(blogm(Xn)c > blogMc) ≤ 
}
(83)
=
|X |
n
+
1
n
blog min {M : P(m(Xn) > M) ≤ }c . (84)
Moreover
P(m(Xn) > M) =
∑
X¯⊆X
P(XtXn = X¯ )P(m(Xn) > M |XtXn = X¯ ) (85)
=
∑
X¯⊆X
P(XtXn = X¯ )(X¯ ,M). (86)
This completes the proof.
Remark 1: Using the standard equivalence between codes and guessing functions described
in Sec. III, one can construct a guessing function equivalent to the Type Size Code that achieves
M(, P ) = 2|X |min
M : ∑
X¯⊆X
P(XtXn = X¯ )(X¯ ,M) ≤ 
 (87)
where (X¯ ,M) is as defined in Theorem 8.
The following theorem bounds the asymptotic rate achieved by the Type Size Code.
Theorem 9: The rate function achieved by the Type Size Code satisfies
R(φTSn ; , P ) ≤ H(P ) +
√
V (P )
n
Q−1() +
|XP | − 3
2
log n
n
+O
(
1
n
)
. (88)
Proof: Fix  and P . Let M? be the minimizing M in the second term in (78). Thus,
Theorem 8 can be written
R(φTSn ; , P ) =
|X |
n
+
1
n
blogM?c. (89)
We proceed to upper bound M?, beginning by upper bounding the sum over X¯ inside the second
term in (78). Let µn = P(XtXn 6= XP ). Large deviation bounds can be used to derive that µn
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vanishes exponentially fast in n. Thus∑
X¯⊆X
P(XtXn = X¯ )(X¯ ,M?) ≤ (XP ,M?) + µn (90)
≤ P(|TtXn | ≥ τ ?(XP )) + µn. (91)
Since (XP ,M?) is decreasing in τ ?(XP ), for any real number τ satisfying P(|TtXn | ≥ τ) ≤
− µn, it must be that τ ≥ τ ?(XP ). Thus, applying the definition of τ ?(XP ), we have
M? ≤
∑
t:|Tt|≤τ?(XP )
Xt=XP
|Tt| (92)
≤ min
τ :P(|TtXn |≥τ)≤−µn
∑
t:|Tt|≤τ
Xt=XP
|Tt|. (93)
By Lemma 6 there exists a constant B such that
P(|TtXn | ≥ τ) ≤ Q
(√
n
V (P )
[
log τ
n
− 1− |XP |
2
log n
n
−H(P )
])
+
B√
n
. (94)
Hence, if we define τ ? such that5
log τ ?
n
= H(P ) +
√
V (P )
n
Q−1
(
− µn − B√
n
)
+
1− |XP |
2
log n
n
. (95)
then P(|TtXn | ≥ τ ?) ≤ − µn. Thus
M? ≤
∑
t:|Tt|≤τ?
Xt=XP
|Tt|. (96)
5Note that τ? is not quite the same as τ?(XP ).
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Let γ? := log τ
?
n
. Also fix ∆ > 0, and, for integers i, define ai = γ? − C−/n − i∆ and
Ai = {P ∈ P : ai −∆ < f(P ) ≤ ai}. We may write
M? ≤
∑
t: 1
n
log |Tt|≤γ?
Xt=XP
|Tt| (97)
≤
∑
t:f(t)+C
−
n
≤γ?
Xt=XP
2nf(t) (98)
=
∞∑
i=0
∑
t∈Ai∩PnXt=XP
2nf(t) (99)
≤
∞∑
i=0
|Ai ∩ Pn ∩ PXP |2nai . (100)
where in (98) we have applied Lemma 5 in two different ways, and in (100) we have defined
PXP as the set of distributions with support set XP . We now bound the term |Ai ∩ Pn ∩ PXP |.
Define a 2-norm ball of radius 1/2n around a distribution P as B(P ) =
{
Q : ‖P −Q‖2 < 12n
}
.
Note that for any two different types t1, t2, ‖t1 − t2‖2 ≥ 1n , so B(t1) and B(t2) are always
disjoint. Since PXP is an (|XP | − 1)-dimensional space, we define volumes on PXP via the
(|XP | − 1)-dimensional Lebesgue measure. For any type t ∈ PXP , t(x) ≥ 1/n for all x ∈ XP ,
so
Vol(B(t) ∩ PXP ) = d/n|XP |−1 (101)
for a constant d that depends only on |XP |. We may bound the number of types in Ai with
Xt = XP by
|Ai ∩ Pn ∩ PXP | =
∑
t∈Ai∩Pn∩PXP
n|XP |−1
d
Vol(B(t) ∩ PXP ) (102)
=
n|XP |−1
d
Vol
 ⋃
t∈Ai∩Pn∩PXP
B(t) ∩ PXP
 (103)
≤ n
|XP |−1
d
Vol
( ⋃
Q∈Ai
B(Q) ∩ PXP
)
(104)
where (103) holds because the balls are disjoint. There exists a constant C so that for any
distributions Q1 and Q2,
|f(Q1)− f(Q2)| ≤ C‖Q1 −Q2‖2. (105)
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In particular, for any Q1 ∈ B(Q2),
|f(Q1)− f(Q2)| ≤ C/2n. (106)
For any λ ≥ 0 let
g(λ) = Vol({Q ∈ PXP : f(Q) ≤ λ}). (107)
Let K be the constant so that for all a, b,
|g(a)− g(b)| ≤ K|a− b|. (108)
Note that K depends only on |XP |. For any real a,
|Ai ∩ Pn ∩ PXP | ≤
n|XP |−1
d
Vol
 ⋃
Q:ai−∆<f(Q)≤ai
B(Q) ∩ PXP
 (109)
≤ n
|XP |−1
d
Vol
({
Q ∈ PXP : f(Q) ∈ (ai − C2n −∆, ai + C2n ]
})
(110)
=
n|XP |−1
d
[
g
(
ai +
C
2n
)
− g
(
ai − C
2n
−∆
)]
(111)
≤ Kn
|XP |−1
d
[
∆ +
C
n
]
(112)
where (109) holds by (104), (110) holds by (106), (111) holds by the definition of h in (107),
and (112) holds by (108).
Applying (112) to (100), we obtain
M? ≤
∞∑
i=0
Kn|XP |−1
d
[
∆ +
C
n
]
exp{nγ? − C− − ni∆}
=
Kn|XP |−1
d
[
∆ +
C
n
]
exp{nγ? − C−}
1− exp{−n∆} .
The above holds for any ∆ > 0, so we may take ∆ = C
n
to write
logM? ≤ nγ? − C− + log
[
Kn|XP |−1
d
2C
n
1
1− exp{−C}
]
(113)
= nγ? + (|XP | − 2) log n− C− + log
[
2KC
d(1− exp{−C})
]
(114)
= nH(PX) +
√
nV (P )Q−1() +
|XP | − 3
2
log n+O(1) (115)
where we have used the expression for τ ? (and equivalently γ?) from (95), as well as the fact
Q−1(− µn − B√n) = Q−1() +O( 1√n), since µn is exponentially decreasing. Applying (115) to
(89) completes the proof.
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VII. CONVERSE RESULTS
In this section, we develop tight outer bounds on the third order coding rate of fixed-to-variable
length coding schemes for both general codes and prefix codes. Intuitively, our converse bounds
arise from the degree of uncertainty about the source distribution. What the bound reveals is
that if the set of distributions that occur has dimension d (= |XP | − 1), then the required rate
for the universal code with be approximately d
2
logn
n
larger than in the non-universal setting.
Consider a specific source distribution P0. In the non-prefix setting, what matters is uncer-
tainty among P0 and other distributions with approximately the same entropy. This is because
the ‘natural’ length of codewords for typical sequences drawn from distribution P is about
nH(P ). Thus sequences with H(P ) ≈ H(P0) compete with each other for the same codewords.
Distributions with substantially different entropy have little effect each other. The dimension of
this set is d = |X |− 2. This dimension leads to a converse bound on the rate of about |X |−2
2
logn
n
larger than in the non-universal setting (i.e., a third-order coefficient of |X |−3
2
). This is precisely
the third-order coding rate achieved by the Type Size code, indicating that the Type Size code
performs about as well as any universal scheme.
Our converse proof for general codes makes use of the bounds on the distribution of the
empirical entropy derived in Lemma 4, as well as an application of Laplace’s approximation,
as described next in Sec. VII-A. In Sec. VII-B, we apply Laplace’s approximation to bound
the values of mixture distributions, which will be a key element in our converse proofs. Our
converse for general fixed-to-variable codes is presented in Sec. VII-C, and for prefix codes in
Sec. VII-D.
A. Laplace’s Approximation
Laplace’s approximation allows one to approximate an integral around the maximum of the
integrand on both vector spaces and manifolds. The following theorem gives the result for
integrals on Rk. Subsequently, Corollary 11 extends the result to integrals on manifolds.
Theorem 10 ([15], Chap. 9, Thm. 3): Let D ⊂ Rk, and f and g be functions that are infinitely
differentiable on D. Let
J(n) =
∫
D
g(x)e−nf(x)dx. (116)
Assume that
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1) The integral J(n) converges absolutely for all n ≥ n0.
2) There exists a point x? in the interior of D such that for every  > 0, ρ() > 0 where
ρ() = inf{f(x)− f(x?) : x ∈ D and |x− x?| ≥ }. (117)
3) The Hessian matrix
A =
(
∂2f
∂xi∂xj
) ∣∣∣
x=x?
(118)
is positive definite.
Then
J(n) = e−nf(x
?)
(
2pi
n
)k/2
g(x?)|A|−1/2 (1 +O(n−1)) . (119)
Corollary 11: Let D be a k-dimensional differentiable manifold embedded in Rm. Consider
the same setup as Theorem 10. Let F ∈ Rm×k be an orthonormal basis for the tangent space to
D at x?. Then
J(n) = e−nf(x
?)
(
2pi
n
)k/2
g(x?)|F TAF |−1/2 (1 +O(n−1)) .
Proof: Define a function h : Rk → D as
h(y) := arg min
x∈D
‖x− (x? + Fy)‖2. (120)
Since D is a differentiable manifold, there exists a neighborhood U ⊂ D of x? on which h is a
diffeomorphism. Moreover, h′(0) = F . By changing variables using h and applying Theorem 10,
we find∫
U
g(x)e−nf(x)dx =
∫
h−1(U)
g(h(y))|h′(y)Th′(y)|e−nf(h(y))dy (121)
= e−nf(x
?)
(
2pi
n
)k/2
g(x?)|h′(0)Th′(0)| |h′(0)TAh′(0)|−1/2 (1 +O(n−1))
(122)
= e−nf(x
?)
(
2pi
n
)k/2
g(x?)|F TAF |−1/2 (1 +O(n−1)) (123)
where we have used the fact that F TF = I because the columns of F are orthornormal. It is
easy to see that there exist constants K and δ > 0 such that∫
D\U
g(x)e−nf(x)dx ≤ Ke−n(f(x?)+δ). (124)
Combining (123) with (124) completes the proof.
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B. Approximating Mixture Distributions
The following lemma on mixture distributions uses Theorem 11 and bounds the distribution
of a uniform mixture of i.i.d. distributions.
Lemma 12: Let P0 be a subset of the probability simplex on X that is a k-dimensional
differentiable manifold, and let P¯ (xn) be a uniform mixture among n-length i.i.d. distributions
with marginals in P0. That is
P¯ (xn) =
1
Vol(P0)
∫
P∈P0
P n(xn)dP. (125)
Let X¯ = ⋃P∈P0 XP . For any sequence xn, let pmin(xn) := minx∈X¯ txn(x). Assume that there is
a unique
P ? = arg min
P∈P0
D(txn‖P ). (126)
Then
P¯ (xn) ≤ 2
−nH(txn )
Vol(P0)
(
2pi
pmin(xn)n
)k/2 (
1 +O(n−1)
)
. (127)
Proof: Fix a sequence xn with type t. If t(x) > 0 for any x /∈ X¯ , then certainly P¯ (xn) = 0,
so (127) holds. We henceforth assume that t(x) = 0 for all x /∈ X¯ . We have
P¯ (xn) =
1
Vol(P0)
∫
P∈P0
2−n(H(t)+D(t‖P ))dP. (128)
If P ? is on the boundary of P0, extend P0 so that it is remains a k-dimensional manifold but
with P ? in its interior, where P ? is still the unique minimizer of D(t‖P ) for P ∈ P0. Thus
P¯ (xn) ≤ 1
Vol(P0)
∫
P0
2−n(H(t)+D(t‖P ))dP. (129)
Applying Corollary 11 to the integral in (129) with f(P ) = (ln 2)D(t‖P ) and g(P ) = 1 gives
P¯ (xn) ≤ 2
−n(H(t)+D(t‖P ?))
Vol(P0)
(
2pi
n
)k/2
|F TAF |−1/2 (1 +O(n−1)) (130)
where F is an orthonormal basis for the tangent space to P0 at P ?, and A is an |X¯ | × |X¯ |
diagonal matrix with elements t(x)
P ?(x)2
. We lower bound the singular values of F TAF as follows.
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Take any y with ‖y‖ = 1, and we have (letting z = Fy)
σi(F
TAF ) ≥ ‖F TAFy‖ (131)
≥ yTF TAFy (132)
= zTAz (133)
≥ ‖z‖min
x∈X¯
t(x)
P ?(x)2
(134)
= min
x∈X¯
t(x)
P ?(x)2
(135)
≥ pmin(xn) (136)
where in (135) we have used the fact that ‖Fy‖ = ‖y‖ = 1 by the orthonormality of the columns
of F , and in (136) we have used that P ?(x) ≤ 1 and the definition of pmin(xn). Now we have
that
|F TAF | =
k∏
i=1
σi(F
TA−1F ) ≥ pmin(xn)k (137)
Applying this to (130) and using the fact that D(t‖P ?) ≥ 0 proves (127).
Remark 2: The crux of the statement of Lemma 12 is the exponent k/2. In applying this
lemma, k = |X | − 2 is the dimension of uncertainty in the probability distributions, so this
yields a bound on the third-order coding rate k
2
logn
n
larger than that of non-universal codes.
C. Converse Bound for General Fixed-to-Variable Codes
The following is a simple finite blocklength converse bound.
Theorem 13: Fix any set P0 of distributions on X , and let P¯ (xn) be any mixture distribution
of n-length i.i.d. distributions with marginals in P0. For any n-length code φ, if we set
k := max
P∈P0
nR(φ; , P ) (138)
then
 ≥ max
τ>0
P¯(− log P¯ (Xn) ≥ k + τ)− 2−τ . (139)
Proof: By definition of R(n, , P ), we have
P(`(φ(Xn)) ≥ k) ≤ , for all P ∈ P0. (140)
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Certainly P¯(`(φ(Xn)) ≥ k) ≤ . Using Theorem 3 in [4], for any τ > 0, we obtain
P¯(`(φ(Xn)) ≥ k) ≥ P¯(− log P¯ (Xn) ≥ k + τ)− 2−τ . (141)
Now we use Theorem 13 to derive the following converse bound on the third-order coding
rate. Define J,n(P ) := H(P ) +
√
V (P )
n
Q−1(). When the relevant values of  and n are clear
from context, we write simply J(P ).
Theorem 14: Fix X¯ ⊂ X ,  > 0, and Γ ∈ (0, log |X¯ |). There exists a finite constant dΓ such
that, for any blocklength n and any n-length code φn,
sup
P :XP=X¯ ,
J(P )=Γ
R(φn; , P ) ≥ Γ + |X¯ | − 3
2
log n
n
− dΓ
n
. (142)
Before proving the theorem, we provide the following straightforward corollary.
Corollary 15: For any X¯ ⊂ X ,  > 0, and any sequence of codes φn,
sup
P :XP=X¯
[
R(φn; , P )−H(P )−
√
V (P )
n
Q−1()
]
≥ |X¯ | − 3
2
log n
n
−O
(
1
n
)
. (143)
Proof of Theorem 14: Let P1 be a constant distribution on an element of X¯ , and let P2
be a uniform distribution on X¯ . Note that J(P1) = 0 and J(P2) = log |X¯ |. Moreover, since
J is a continuous function of P , by the intermediate value theorem any continuous path of
distributions between P1 and P2 passes through all values of J between 0 and log |X¯ |. Hence,
since 0 < Γ < log |X¯ |, the set {P : XP = X¯ , J(P ) = Γ} is a |X¯ | − 2-dimensional manifold.
We further choose β > 0 small enough so that
P0 := {P : XP = X¯ , J(P ) = Γ, P (x) ≥ β for all x ∈ X¯} (144)
is also a |X¯ | − 2-dimensional manifold. Let
k =
∑
P∈P0
nR(φn; , p). (145)
It suffices to show that there exists finite dΓ such that for any n,
k ≥ nΓ + |X¯ | − 3
2
log n− dΓ. (146)
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Applying Theorem 13 gives that, if P¯ is a uniform mixture among n-length i.i.d. distributions
with marginals in P0, then
 ≥ 1
Vol(P0)
∫
P0
P(− log P¯ (Xn) ≥ k + τ)dP − 2−τ (147)
≥ inf
P∈P0
P(− log P¯ (Xn) ≥ k + τ)− 2−τ . (148)
Let P0,δ := {t : minP∈P0 D(t‖P ) ≤ δ}. Because P0 has limited curvature, for sufficiently small
δ, if t(xn) ∈ P0,δ, then there is a unique P ? ∈ P0,δ minimizing D(txn||P ). Also for sufficiently
small δ, if t(xn) ∈ P0,δ, then minx∈X¯ tXn(x) ≥ β/2. Choose δ > 0 small enough to satisfy
these two conditions. By Lemma 12, if txn ∈ P0,δ, then for sufficiently large n (recall P0 is
(|X¯ | − 2)-dimensional)
− log P¯ (xn) ≥ nH(txn) + |X¯ | − 2
2
log n+ c (149)
where
c = 2 log
 1Vol(P0)
(
4pi
β
) |X¯ |−2
2
 . (150)
Moreover, by Sanov’s theorem, for sufficiently large n, for any P ∈ P0
P(tXn /∈ P0,δ) ≤ 2−nδ/2. (151)
Thus, continuing from (148) and applying (149) gives
+ 2−τ ≥ inf
P∈P0
P
(− log P¯ (Xn) ≥ k + τ, tXn ∈ P0,δ) (152)
≥ inf
P∈P0
P
(
nH(tXn) +
|X¯ | − 2
2
log n+ c ≥ k + τ, tXn ∈ P0,δ
)
(153)
≥ inf
P∈P0
P
(
nH(tXn) +
|X¯ | − 2
2
log n+ c ≥ k + τ
)
− 2−nδ/2 (154)
≥ inf
P∈P0
Q
(√
n
V (P )
[
k + τ − c
n
− |X¯ | − 2
2
log n
n
−H(P )
])
− B√
n
− 2−nδ/2 (155)
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where in (155) we have applied Lemma 4. Setting τ = 1
2
log n and rearranging gives
k ≥ inf
P∈P0
nH(P ) +
√
nV (P )Q−1
(
+
B + 1√
n
+ 2−nδ/2
)
+
|X¯ | − 3
2
log n+ c (156)
≥ inf
P∈P0
nΓ +
|X¯ | − 3
2
log n+ c−
√
nV (P )
2
Q′()
(
B + 1√
n
+ 2−nδ/2
)
(157)
≥ nΓ + |X¯ | − 3
2
log n+ c− 2| log β|
Q′()
(
B + 1 +
√
n2−nδ/2
)
(158)
≥ nΓ + |X¯ | − 3
2
log n− d′ (159)
where in (157) Q′() is the derivative of the Q function at , and the bound holds for sufficiently
large n, in (158) we have upper bounded the varentropy as V (P ) ≤ (log β)2, and in (159) d′ is a
constant depending only on X¯ , , and Γ. The above holds only for sufficiently large n; call it n >
n0 for some n0. We can extend the result for all n by setting dΓ = max{d′, n0Γ + |X¯ |−32 log n0}.
Using (159) and the fact that k ≥ 0 proves (146) for all n.
D. Converse for Fixed-to-Variable Prefix Codes
Theorem 16: For any X¯ ⊂ X , and  > 0, and any sequence of n-length prefix codes φn,
sup
P :XP=X¯
[
R(φn; , P )−H(P )−
√
V (P )
n
Q−1()
]
≥ |X¯ | − 1
2
log n
n
−O
(
log log n
n
)
. (160)
Proof: We assume all distributions considered in this proof satisfy XP = X¯ (i.e., P (x) = 0
for x /∈ X¯ ).
The theorem follows trivially if the sequence of prefix codes φn is such that
sup
P
[R(φn; , P )− J(P )] = ω
(
log n
n
)
. (161)
We therefore may assume there is a constant C so that for all n, , P
R(φn; , P ) ≤ J(P ) + C log n
n
. (162)
We define a sequence of non-prefix codes φ′n as follows: For each n, list all n-length se-
quences by their length `(φn(xn)), and then map sequences to variable-length bit-strings in
this order (breaking ties arbitrarily). Certainly R(φn; , P ) ≥ R(φ′n; , P ) for all P . For each
Γ ∈ (0, log |X¯ |), let PΓ be a distribution in
arg max
P :J(P )=Γ
R(φ′n; , P ). (163)
29
By Theorem 14,
R(φ′n; , PΓ) ≥ Γ +
|X¯ | − 3
2
log n
n
− dΓ
n
. (164)
Recall that dΓ may depend on X¯ , , and Γ, but not n or φn, and that dΓ is finite for all
Γ ∈ (0, log |X¯ |).
Let k0, k1, . . . , kI be an increasing sequence of integers k for which k = nR(φn; , PΓ) for
some Γ. Define the following for i = 1, . . . , I:
mi := |{xn : ki−1 < `(φn(xn)) ≤ ki}|, (165)
ri :=
1
n
log |{xn : `(φn(xn)) ≤ ki}|. (166)
By the prefix code constraint, there are no more than 2ki sequences with codeword length at most
ki. Thus ri ≤ ki/n. Let i(Γ) be the integer such that nR(φn; , PΓ) = ki(Γ). By the definition of
φ′n, for any Γ, R(φ
′
n; , PΓ) ≤ ri(Γ). Thus we have
R(φ′n; , PΓ) ≤ ri(Γ) ≤ R(φn; , PΓ). (167)
Without loss of generality, we consider two values of Γ: 1/5 and 4/5. In particular
r0 ≤ ri(1/5) ≤ R(φn; , P1/5) ≤ 1
5
+ C
log n
n
(168)
where the last inequality is from (162). Moreover, noting that log |X¯ | ≥ 1 > 4/5, we have
rI ≥ ri(4/5) ≥ R(φ′n; , P4/5) ≥
4
5
+
|X¯ | − 3
2
log n
n
− d4/5
n
. (169)
Combining (168) and (169) gives that for sufficiently large n, rI − r0 ≥ 1/2. Thus there exists
i¯ such that ri¯ − ri¯−1 ≥ 12I . We set
Γ¯ =
ri¯ + ri¯−1
2
− |X¯ | − 3
2
log n
n
. (170)
Thus by (164), for sufficiently large n, R(φ′n; , PΓ¯) > ri¯. Hence i(Γ¯) > i¯ so
R(φn; , PΓ¯) =
ki(Γ¯)
n
(171)
≥ ki+1
n
(172)
≥ ri+1 (173)
=
ri+1 + ri
2
+
ri+1 − ri
2
(174)
≥ Γ¯ + |X¯ | − 3
2
log n
n
+
1
4I
. (175)
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Now, by Kraft’s inequality ∑
i
mi2
−ki ≤ 1. (176)
Note that this is in fact a slight relaxation of Kraft’s inequality, since in (165) `(φn(xn)) may
be strictly smaller than ki. Recalling that R(φ′n; , PΓ) ≤ ri(Γ) and R(φn; , PΓ) = ki(Γ)/n, we
may lower bound the difference between these two rates by
R(φn; , PΓ)−R(φ′n; , PΓ) ≥ −
1
2
log
(
2−ki(Γ)+nri(Γ)
)
= − 1
n
log
2−ki(Γ) ∑
j≤i(Γ)
mj
 . (177)
Let
T := min
i
2−ki
∑
j≤i
mj. (178)
Let i? be a minimizing i in the above expression. By the definitions of {ki} and i(Γ), there is
some Γ? for which i(Γ?) = i?. By (177),
R(φn; , PΓ?)−R′(n, , PΓ?) ≥ − 1
n
log T. (179)
Writing αi for mi2−ki , we may upper bound T by the solution to the linear program
maximize t
subject to
∑
j≤i
2kj−kiαj ≥ t, for all i,∑
i
αi ≤ 1
αi ≥ 0 for all i
(180)
where the second inequality is derived from Kraft’s inequality in (176). Let gi(α) =
∑
j≤i 2
kj−kiαj .
We claim that there exists an optimal point for the linear program such that the constraint
gi(α) ≥ t holds with equality for all i. Suppose not: that gi(α) > t for some i. Then we may
form a different feasible point with the same value of t as follows. Let i1 be the smallest i such
that gi(α) > t. Let ∆ > 0 be such that gi1(α) = t+ ∆. Note that for all i > 0
gi(α) = αi + 2
ki−1−kigi−1(α). (181)
For convenience, we adopt the convention that k−1 = −∞ and g−1(α) = t. With this convention
(181) holds even for i = 0. Moreover, since by assumption gi1−1(α) = t, we have that
gi1(α) = t+ ∆ = αi1 + 2
ki1−1−ki1 t. (182)
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Thus αi1 = (1 − 2ki1−1−ki1 )t + ∆ ≥ ∆. We define a vector α′ where α′i = αi except that
α′i1 = αi1−∆ and α′i1+1 = αi1+∆, where if i1 = I then the latter does not apply. Note that α′i ≥ 0
for all i, and that
∑
i α
′
i ≤
∑
i αi ≤ 1. Moreover, for all i < i1 we have gi(α′) = gi(α) = t.
Also by construction gi1(α
′) = t. For i > i1
gi(α
′)− gi(α) = 2ki1−ki(α′i1 − αi1) + 2ki1+1−ki(α′i1+1 − αi1+1) = −2ki1−ki∆ + 2ki1+1−ki∆ ≥ 0.
(183)
Hence for i > i1 we have gi(α′) ≥ gi(α) ≥ t. Thus α′ is a feasible point, with an additional
equality gi1(α
′) = t that did not hold for α. Repeating this procedure yields a feasible point
for the same t where gi(α) = t for all i. Therefore, there exists an optimal point for the linear
program that satisfies these equalities. For this optimal point, by (181), for all i, t = αi+2ki−1−kit,
so αi = (1− 2ki−1−ki)t. From the constraint that
∑
i αi ≤ 1, we have∑
i
(1− 2ki−1−ki)t ≤ 1. (184)
Therefore the optimal value for t is
t =
1∑
i(1− 2ki−1−ki)
. (185)
Thus
R(φn; , PΓ?)−R(φ′n; , PΓ?) ≥
1
n
log
(∑
i
(1− 2ki−1−ki)
)
≥ 1
n
log
I
2
(186)
where we have used the fact that ki − ki−1 ≥ 1. Therefore by (164)
R(φn; , PΓ?) ≥ Γ? + |X | − 3
2
log n
n
+
1
n
log
I
2
− dΓ?
n
. (187)
Combining (175) with (187), for sufficiently large n
sup
P
[
R(φn; , P )− J(P )
] ≥ |X¯ | − 3
2
log n
n
+ max
{
1
4I
,
1
n
log
I
2
}
− dΓ?
n
. (188)
Since 1
4I
is decreasing in I and 1
n
log I
2
is increasing in I , for any I ′
min
{
1
4I ′
,
1
n
log
I ′
2
}
≤ inf
I
max
{
1
4I
,
1
n
log
I
2
}
≤ max
{
1
4I ′
,
1
n
log
I ′
2
}
. (189)
Thus, if we choose I ′ = n
4(logn−log logn) we find
inf
I
max
{
1
4I
,
1
n
log
I
2
}
=
log n
n
−O
(
log log n
n
)
. (190)
Therefore
sup
P
[R(φn; , P )− J(P )] ≥ |X¯ | − 1
2
log n
n
−O
(
log log n
n
)
. (191)
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VIII. CONCLUDING REMARKS
We have derived achievability and converse bounds on the third-order coding rates for universal
prefix-free and prefix fixed-to-variable codes. This required the new Type Size code for prefix-
free achievability, unlike traditional Two-Stage codes. The converse involved an approach based
on mixture distributions, bounds on the empirical entropy, and Laplace’s approximation. Future
work includes studying sources with memory and lossy coding.
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