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1. Introduction
Throughout this paper A, B and Y are nonempty sets, S1 : A⇒ A, S2 : A⇒ B and T : A × B ⇒ Y are set-valued maps
with nonempty values. Let R(a,b, y) be a relation linking a ∈ A, b ∈ B and y ∈ Y . We consider the following variational
relation problem, denoted by (VR):
Find a¯ ∈ A such that
(1) a¯ is a ﬁxed point of S1, that is a¯ ∈ S1(a¯),
(2) R(a¯,b, y) holds for every b ∈ S2(a¯) and y ∈ T (a¯,b),
where S1, S2 and T are constraints set-valued maps and R is a variational relation. In an abstract setting the relation R is
represented by a subset of the product space A × B × Y so that R(a,b, y) holds if and only if the point (a,b, y) belongs to
that set. In practice, however, R is often given by equality/inequality of real-valued functions, or by inclusion/intersection
of set-valued maps on A × B × Y . For instance, given a real-valued function φ on A × B × Y , a variational relation can be
deﬁned by any of the following equality and inequalities:
φ(a,b, y) = 0, φ(a,b, y) = 0, φ(a,b, y) > 0 or φ(a,b, y) 0.
When two set-valued maps G1 and G2 are given on A × B × Y with values in a nonempty set Z , then a variational relation
can be deﬁned by any of the following inclusions and intersections:
G1(a,b, y) ⊆ G2(a,b, c), G1(a,b, y)  G2(a,b, c), G1(a,b, y) ∩ G2(a,b, c) = ∅ or
G1(a,b, y) ∩ G2(a,b, c) = ∅.
Combinations of the above relations with more functions or set-valued maps are also possible.
* Corresponding author.
E-mail address: dtluc@univ-avignon.fr (D.T. Luc).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.10.040
D.T. Luc et al. / J. Math. Anal. Appl. 364 (2010) 544–555 545The variational relation problem (VR) has been introduced in [12] and studied also in [11]. It encompasses a large
class of problems of applied mathematics including optimization problems, variational inequalities, variational inclusions,
equilibrium problems etc. Several existence criteria for (VR) have already been established in [12] with focusing on the case
where the data have certain convexity property. The aim of the present paper is to further study problem (VR) without
convexity. We will concentrate our efforts on two approaches: the ﬁrst one by a ﬁnite solvability property, and the second
one by a generalized KKM property.
The paper is organized as follows. In the next section we introduce the concept of intersectional closed maps and
compare it with usual continuity of set-valued maps such as outer continuity and transfer continuity. The case of a set-
valued map deﬁned by a real-valued function of two variables is analyzed in details which will be exploited latter in
concrete models. In the third section we prove a ﬁnite solvability principle which generalizes a result of [12] for problems
with intersectionally closed relations. A number of problems of very recent works are considered in the framework of the
ﬁnite solvability principle. We see in these applications not only a unifying method of proof offered by the principle, but also
a way to deepen existing results in the above mentioned works. In Section 4, inspired by generalized KKM set-valued maps
of [4], we generalize the concept of KKM relations of [12] and prove an existence theorem for variational relation problems
in which convexity assumptions are relaxed. The last section is devoted to an economic model of satisﬁcing process by
rejection which nicely illustrates the concept of intersectionally closed and generalized KKM relations.
2. Intersectionally closed maps
Let Λ be a nonempty set and X a topological space. Let F : Λ⇒ X be a set-valued map with nonempty values. We are
interested in conditions under which⋂
λ∈Λ
cl
(
F (λ)
) = ∅ implies ⋂
λ∈Λ
F (λ) = ∅. (2.1)
Here cl(.) stands for the closure of the set under the parentheses. As we shall see in the next section this implication is
crucial in establishing existence solutions of variational relation problems. Let us consider the following equalities
⋂
λ∈Λ
cl
(
F (λ)
)= cl(⋂
λ∈Λ
F (λ)
)
, (2.2)
⋂
λ∈Λ
cl
(
F (λ)
)= ⋂
λ∈Λ
F (λ). (2.3)
We say that F is intersectionally closed on Λ if (2.2) holds and it is transfer closed on Λ if (2.3) holds. It is clear that (2.3)
implies (2.2) because the set in the left-hand side of (2.3) is always closed. Hence transfer closed maps are intersectionally
closed. The converse is not true in general. For instance, F (λ) = (0,1) for every λ ∈ [0,1] is a constant set-valued map from
Λ = [0,1] to X = [0,1] and intersectionally closed, but not transfer closed.
In the context of convex analysis, a suﬃcient condition for (2.2) has already been established in Rockafellar’s book [17].
Namely, when the sets F (λ) are convex sets of a ﬁnite dimensional Euclidean space, (2.2) holds if they have at least one
relative interior point in common (Theorem 6.5, [17]). Before tackling (2.2) in a general setting, let us give a slight extension
of Rockafellar’s result to the case of star-shaped sets. We recall that a nonempty set A of a topological vector space is star-
shaped at x∗ ∈ A if for every x ∈ A, the segment [x∗, x] joining x∗ and x lies in A. We shall say that A is nicely star-shaped
at x∗ if for every x ∈ cl(A) the half-open segment [x∗, x) (the segment [x∗, x] without x) lies in A. It is clear that not every
star-shaped set is nicely star-shaped, but the family of nicely star-shaped sets is quite large. It contains all convex sets of a
ﬁnite dimensional space and closed star-shaped sets of any topological vector space. A star-shaped set without line segment
on it boundary is nicely star-shaped, but not necessarily closed.
Proposition 2.1. Assume that X is a subset of a topological vector space and that there is a point x∗ ∈ X such that the sets F (λ), λ ∈ Λ
are nicely star-shaped at x∗ . Then F is intersectionally closed.
Proof. It is clear that the set on the left-hand side of (2.2) contains the set on the right-hand side. For the converse, let x
be a point from the set on the left-hand side. We have x ∈ cl(F (λ)) for every λ ∈ Λ. By hypothesis, the half-open segment
[x∗, x) belongs to F (λ) for all λ ∈ Λ. Consequently, it belongs to the set ⋂λ∈Λ F (λ), and hence x belongs to the set on the
right-hand side of (2.2). The proof is complete. 
To progress further, let us deﬁne dual relations of (2.2) and (2.3) by
int
(⋃
λ∈Λ
F (λ)
)
=
⋃
λ∈Λ
int
(
F (λ)
)
, (2.4)
⋃
F (λ) =
⋃
int
(
F (λ)
)
. (2.5)λ∈Λ λ∈Λ
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if (2.5) holds, F is called transfer open on Λ. The concept of transfer openness was introduced in [19]. Denote by F c the
complement of F , that is
F c(λ) = X\F (λ) for λ ∈ Λ.
The following proposition gives a link between relations (2.2)–(2.5).
Proposition 2.2. The set-valued map F is intersectionally closed (respectively transfer closed) if and only if its complement F c is
unionly open (respectively transfer open).
Proof. It is known that for any subset D of X , one has (cl D)c = int(Dc). Hence
⋃
λ∈Λ
int F c(λ) =
(⋂
λ∈Λ
cl
(
F (λ)
))c
and
int
(⋃
λ∈Λ
F (λ)
)
=
(
cl
⋂
λ∈Λ
(
F (λ)
))c
,
which yield the conclusion. 
To better understand the concept of intersectionally closed maps let us compare it with outer continuity of set-valued
maps. Assume that both Λ and X are topological spaces. The set-valued map F : Λ⇒ X is said to be outer-continuous at
λ0 if
limsup
λ→λ0
F (λ) ⊆ F (λ0).
Here limsupλ→λ0 F (λ) denotes the Kuratowski–Painlevé outer limit of F at λ0, that is x ∈ limsupλ→λ0 F (λ) if and only if
there is a net λα converging to λ0, λα = λ0 and xα ∈ F (λα) such that {xα}α converges to x. And F is said to be inner-open
at λ0 if
F (λ0) ⊆ liminfo
λ→λ0
F (λ).
Here liminfoλ→λ0 F (λ) denotes the inferior open limit of F at λ0, that is x ∈ liminfoλ→λ0 F (λ) if and only if there are some
open neighborhoods U of λ0 and V of x such that V ⊆ F (λ) for all λ ∈ U , λ = λ0. The concept of inner-openness was intro-
duced in [11] in which a link between continuity of F and its complement F c was given as follows (Proposition 2.3, [11]):
The map F is outer-continuous at λ0 if and only if its complement F c is inner-open at that point. Below are some relations between
set-valued continuity and intersectional closedness.
Proposition 2.3. Each of the following conditions is suﬃcient for F to be intersectionally closed:
(i) F (λ) is closed for every λ ∈ Λ.
(ii) F (.) is outer-continuous on Λ.
(iii) F (.) is transfer closed.
Proof. It is evident that (2.2) is true under (i) because the set in the left-hand side of (2.2) is already closed. Moreover,
as we have already mentioned, transfer closed maps are intersectionally closed. To complete the proof, it suﬃces to shows
that every outer-continuous map is transfer closed. Let F be outer-continuous on Λ. Then its complement F c is inner-open.
By deﬁnition, for every x ∈ F c(λ), there are a neighborhood V of x and a neighborhood U of λ such that V ⊆ F c(λ′) for all
λ′ ∈ U which clearly implies (2.5). Thus, F c is transfer open, and hence F is transfer closed. 
In the remaining part of this section we study an important instance of intersectionally closed maps that will be needed
in applications.
Let ϕ : Λ × X → R be a real-valued function and α a real number. Deﬁne F : Λ → X by
F (λ) = {x ∈ X: ϕ(λ, x) α}. (2.6)
Conditions on φ that guarantee the intersectional closedness of F are now derived.
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(i) φ is lower semicontinuous in x;
(ii) Inequality φ(λ, x) > α for some λ ∈ Λ and x ∈ X implies existence of some λ′ ∈ Λ and a neighborhood V ′ of x such that
φ(λ′, x′) > α for all x′ ∈ V ′;
(iii) For every x¯ ∈ X, inequality supλ∈Λ φ(λ, x) > α for all x in a neighborhood of x¯ implies existence of some λ′ ∈ Λ and a neighbor-
hood V ′ of x¯ such that φ(λ′, x′) > α for all x′ ∈ V ′ .
Proof. It is clear that (i) implies (ii) which in its turn implies (iii). Let us assume (iii). For every λ, the complement of
F (λ) is the set F c(λ) = {x ∈ X: φ(λ, x) > α}. We wish to show that F c is unionly open. Let x¯ be an element from the
interior of the set
⋃
λ∈Λ F c(λ). Then, there exists a neighborhood V of x¯ such that for every x ∈ V there is some λ for
which φ(λ, x) > 0. In view of (iii), there are some λ′ and a neighborhood V ′ of x¯ such that V ′ ⊆ F c(λ′). Consequently,
int(
⋃
λ∈Λ F c(λ)) ⊆
⋃
λ∈Λ int(F c(λ)). The converse inclusion being evident, we obtain equality, by which F c is unionly open.
Due to Proposition 2.2, the map F is intersectionally closed. 
The function ϕ satisfying condition (ii) of Corollary 2.1 is called α-transfer lower continuous in x with respect to Λ. This
concept was introduced by Nessah and Tian [15] to generalize lower semicontinuity. As we have already noticed in the proof
of Corollary 2.1, condition (ii) implies condition (iii). The converse is not true in general as shown by the next example.
Example 2.1. Let X = R, Λ = [0,1] and let φ be given by φ(λ, x) = [x + λ] where [x + λ] is the integer part of x + λ.
For α = 0, direct calculation shows that the map F given by (2.6) is intersectionally closed. For x = 0 and λ = 1 one has
φ(λ, x) = 1 > 0, but there are no λ ∈ [0,1] and neighborhood V ′ of x such that φ(λ, x′) > 0 for all x′ ∈ V ′ . This shows that
condition (ii) is not satisﬁed.
We close up this section by observing that actually when F is given by (2.6), condition (ii) of Corollary 2.1 is equivalent
to the fact that F is transfer closed. Indeed, if F is transfer closed, then By Proposition 2.2, F c is transfer open which yields⋃
λ∈Λ
{
x ∈ X: ϕ(λ, x) > α}= ⋃
λ∈Λ
int
{
x ∈ X: ϕ(λ, x) > α}.
In particular, if ϕ(λ, x¯) > α, then there is λ′ ∈ Λ such that x¯ ∈ int{x ∈ X: ϕ(λ′, x) > α}. Thus ϕ(λ′, x) > α for all x in a small
neighborhood of x¯, and by deﬁnition ϕ is α-transfer lower continuous. Conversely, if ϕ is α-transfer lower continuous, then
one has⋃
λ∈Λ
{
x ∈ X: ϕ(λ, x) > α}⊆ ⋃
λ∈Λ
int
{
x ∈ X: ϕ(λ, x) > α}.
The converse inclusion being true, we obtain equality. Hence F c is transfer open, and again by Proposition 2.2, F is transfer
closed. By a similar argument one can prove that if F is intersectionally closed, then condition (iii) is satisﬁed. In other
words condition (iii) is not only suﬃcient, but also necessary for the intersectional closedness of F . Finally, the intersectional
closedness of F can also be guaranteed, when φ has a certain convexity property to satisfy the hypothesis of Proposition 2.1.
This is the case for instance when φ(λ, x), λ ∈ Λ are quasi-convex in x and their α-level sets F (λ) have a relative interior
point in common.
3. Finite solvability principle
In this section we wish to establish an existence criterion for solutions of variational relation problems by using inter-
sectionally closed maps. We ﬁrst recall the concept of ﬁnite solvability introduced in [12].
Deﬁnition 3.1. The problem (VR) is said to be ﬁnitely solvable if for every ﬁnite subset D ⊆ B , there is some point aD ∈ A
such that for each b ∈ D , either b /∈ S2(aD) or aD ∈ S1(aD) and R(aD ,b, y) holds for all y ∈ T (aD ,b).
In other words, (VR) is ﬁnitely solvable if for every ﬁnite subset D of B , the variational relation problem, in which B is
substituted by D and S2(a) by S2(a) ∩ D , for all a ∈ A, has a solution. To study (VR) we deﬁne a set-valued map P on B
with values in A by
P (b) = [A\S−12 (b)]∪ {a ∈ A: a ∈ S1(a), R(a,b, y) holds for all y ∈ T (a,b)}.
The following relationship between the ﬁnite solvability and the solvability of (VR) has been established (Proposi-
tion 3.1, [12]): Assume that A is a compact set and for each b ∈ B, the set P (b) is closed. Then the variational relation problem
(VR) has a solution if and only if it is ﬁnitely solvable. Assumption on the closedness of P (b) is not explicitly mentioned in [12],
but several suﬃcient conditions for it are found in Lemma 3.1, [12]. In order to broaden the range of applications of this
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proposition reveals that implication (2.1) with Λ = B and F (b) = P (b) for b ∈ B is suﬃcient for validation of the result.
However, such a general condition is not very handy for many purposes. Condition (2.2) is exactly what we need as it is
shown by the theorem below and its applications. A variational relation is called intersectionally closed if the set-valued map
P (.) resulting from it is intersectionally closed on B .
Theorem3.1. Assume that A is a compact set and R is intersectionally closed. Then, the variational relation problem (VR) has a solution
if and only if it is ﬁnitely solvable.
Proof. The “only if” part is clear. For the “if” part, it follows from the hypothesis that the family {P (b): b ∈ B} has the ﬁnite
intersection property, that is the intersection of any ﬁnite number of members of that family is nonempty. Therefore the
family {cl(P (b)): b ∈ B} has that property too. In view of KKM–Ky Fan’s intersection theorem [5], the sets cl(P (b)),b ∈ B
have a point in common. By the intersectional closedness hypothesis, the sets P (b),b ∈ B have a point in common too. In
view of Theorem 2.1 of [12] the problem (VR) has a solution. 
The above theorem is simple, but quite useful in obtaining existence criteria for a number of problems such as ﬁxed
points, saddle points, Nash equilibrium and dominant-strategy equilibrium problems without convexity. To make the pre-
sentation concise we focus on those problems that are treated in very recent works [14–16]. To this end let us consider a
simpliﬁed variational relation problem, denoted by (SVR) in which the constraint T is absent and the constraints S1 and S2
are constant maps: S1(a) = A and S2(a) = B for every a ∈ A. Then the set P (b) is simply written as
P (b) = {a ∈ A: R(a,b) holds}
and (VR) is ﬁnitely solvable if and only if for every ﬁnite set D ⊂ B there is some aD ∈ A such that R(aD ,b) holds for all
b ∈ D . Moreover, the intersectional closedness of R is equivalent to the fact that if a point a ∈ A has a neighborhood V such
that every a′ ∈ V , the relation R(a′,b′) does not hold for some b′ ∈ B , then there is some b ∈ B such that R(a′,b) does not
hold for all a′ suﬃciently close to a.
A. Minimax problem. Let X be a topological space and Z a nonempty set. Let φ be a real function on X × Z , and α a real
number. Consider the following minimax problem, denoted by (P1): Find x¯ ∈ X such that
sup
z∈Z
φ(x¯, z) α.
This problem was introduced and studied by Ky Fan [6] in the case X = Z and α = supx∈X φ(x, x). It can be set in a form of
(SVR) as follows
(i) A = X , B = Z ;
(ii) S1(x) = X , S2(x) = Z for every x ∈ X ;
(iii) R(x, z) holds if and only if φ(x, z) α.
By applying Theorem 3.1 to this problem we obtain the following result.
Corollary 3.1. Assume that X is a nonempty compact set, Z is nonempty set, and the set-valued map z → {x ∈ X: φ(x, z)  α}
is intersectionally closed on X. Then (P1) has a solution if and only if for every ﬁnite set D ⊆ Z there is some xD ∈ X such that
supz∈Z φ(xD , z) α.
Proof. It suﬃces to apply Theorem 3.1 and use the fact that the simpliﬁed (VR) is ﬁnitely solvable if and only if for every
ﬁnite subset D of Z , there is some point xD ∈ X such that φ(xD , z) α for all z ∈ D. 
Suﬃcient conditions for intersectional closedness are already given in Proposition 2.3 and Corollary 2.1. Among them the
two following ones are frequently used in the literature:
(a) φ(x, z) is lower semicontinuous in x for every ﬁxed z ∈ Z ;
(b) φ(x, z) is α-transfer lower continuous.
This is because for every b ∈ B , one has P (b) = {x ∈ X: φ(x,b) α}, so that conditions (a) and (b) above imply respectively
conditions (i) of Proposition 2.3 and (i), (ii) of Corollary 2.1. By this, Corollary 3.2 is an improvement of Theorem 3.1 of [15]
in which φ is requested to be α-transfer lower continuous. Observe that the concept of α-locally dominated property of
[15] is nothing, but the ﬁnite solvability of the (SVR). Furthermore, intersectional closedness hypothesis is weaker than the
α-transfer lower continuity of φ. This is shown by the next example.
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P (z) =
{ [0,1] if z = 1,
[0,1) otherwise,
which implies that the map z → P (z) := {x ∈ X: f (x, z)  0} is intersectionally closed. Now put x0 = 1 and z0 = 0. Then
f (x0, z0) > 0, but f (x, z)  0 for every x = 1 and z ∈ [0,1]. Consequently, f is not 0-transfer lower continuous at x0 = 1.
Therefore, the result in [15] cannot be applied, but Corollary 3.2 does work.
B. Saddle points. Let X and Z be nonempty sets and let f be a real function on X × Z . We recall that a point (x¯, z¯) ∈ X × Z
is a saddle point of f if
f (x¯, z) f (x, z¯) for all (x, z) ∈ X × Z .
Let us consider (SVR) with
(i) A = X × Z , B = X × Z ;
(ii) S1(x, z) = X × Z , S2(x, z) = X × Z for every x ∈ X and z ∈ Z ;
(iii) R((x, z), (x′, z′)) holds if and only if f (x, z′) f (x′, z).
Then (SVR) is ﬁnitely solvable if and only if for every ﬁnite set D ⊂ X × Z there is some (xD , zD) ∈ X × Z such that
f (xD , z) f (x, zD) for all (x, z) ∈ D. (3.1)
Corollary 3.2. Assume that X and Z are nonempty compact sets and that the set-valued map (x′, z′) → {(x, z) ∈ X × Z : f (x, z′)
f (x′, z)} is intersectionally closed. Then f has a saddle point if and only if for every ﬁnite set D ⊆ Z there is some xD ∈ X such that
(3.1) holds.
Proof. This is immediate from Theorem 3.1. 
It is clear that the intersectional closedness hypothesis of Corollary 3.3 is assured when the function f (x, z′)− f (x′, z) is
0-transfer lower continuous on X × Z for every ﬁxed (x′, z′), in particular this is true when f (x, z) is lower semicontinuous
in x and upper semicontinuous in z. Consequently, Corollary 3.3 provides an improvement of Theorem 4.3 of [15] in which
the function f (x, z′) − f (x′, z) is assumed 0-transfer lower continuous in (x, z).
Example 3.2. Consider a saddle point problem with X = Z = [0,1] and f (x, z) = [x] − [z]. Then P (x′, z′) = {(x, z) ∈ X ×
Z : f (x, z′) f (x′, z)}. It is easy to see that
P
(
x′, z′
)=
⎧⎪⎪⎨
⎪⎪⎩
[0,1] × [0,1] if x′ = z′ = 1,
[0,1) × [0,1) if x′ ∈ [0,1), z′ ∈ [0,1),
[0,1] × [0,1]\{(1,1)} if x′ ∈ [0,1), z′ = 1,
[0,1] × [0,1]\{(1,1)} if x′ = 1, z′ ∈ [0,1).
Hence
cl
⋂
(x′,z′)∈X×Z
P
(
x′, z′
)= ⋂
(x′,z′)∈X×Z
cl P
(
x′, z′
)= [0,1] × [0,1]
which shows that the map (x′, z′) → P (x′, z′) is intersectionally closed. Moreover, by taking (x¯, z¯) = (1,1) and (x¯′, z¯′) =
(1, 12 ), we have f (x¯, z¯
′) − f (x¯′, z¯) > 0. As in Example 3.1 the function f (x, z′) − f (x′, z) is not 0-transfer continuous at
(x¯, z¯) = (1,1). Therefore, we cannot apply Theorem 4.1 of [15] to obtain a saddle point of f . On the other hand it is easy to
prove that the map (x′, z′) → P (x′, z′) = {(x, z): [x] + [z] [x′] + [z′]} is generalized KKM (see also Example 3.2 of [10]). By
this, the map cl(P (.)) is generalized KKM too, hence in view of Lemma 4.1 it has the ﬁnite intersection property. Under the
intersectional closedness hypothesis, the family {P (x′, z′): x′ ∈ X, z′ ∈ Z} has the ﬁnite intersection property which implies
that our problem is ﬁnitely solvable. According to Corollary 3.2 f has a saddle point.
C. Fixed points. Let X be a nonempty set in a metric space (E,d) and let f be a real function on E . Denote by B(x, r) the
open ball centered at x ∈ X with radius r > 0. Then it can be seen that a point x¯ is a ﬁxed point of f if and only if it is a
solution to (SVR) with
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(ii) S1(x) = X , S2(x) = X for every x ∈ X ;
(iii) R(x, x′) holds if and only if x′ /∈ B(x,d( f (x), x)).
This (SVR) is ﬁnitely solvable if and only if for every ﬁnite set D ⊂ X there is some xD ∈ X such that
D ∩ B(xD ,d( f (xD), xD))= ∅. (3.2)
Again by applying Theorem 3.1 we deduce a strengthening of Theorem 5.1 of [15] in which f is assumed continuous and
the set X is f -separate in the sense that (3.2) holds.
Corollary 3.3. Assume that X is a compact set and the set-valued map b → P (b) = {x ∈ X: d(b, x)  d( f (x), x)} is intersectionally
closed. Then f has a ﬁxed point if and only if for every ﬁnite set D ⊆ Z there is some xD ∈ X such that (3.2) holds.
Proof. This is immediate from Theorem 3.1. 
D. Nash equilibrium. Consider a noncooperative game G = (Xi, f i)i∈I where I = {1, . . . ,n} is a ﬁnite set of players, Xi is a
strategy set of player i, f i is a payoff real function of player i which is deﬁned on the product set X =∏i∈I Xi . We shall
make use of notation X(− j) for the product
∏
i∈I\{ j} Xi . Recall that a strategy x¯ ∈ X is said to be a Nash equilibrium if
f i(x¯(−i), xi) f i(x¯) for all xi ∈ Xi, i = 1, . . . ,n.
It is clear that x¯ is a Nash equilibrium if and only if it is a solution of (SVR) with
(i) A = X , B = X ;
(ii) S1(x) = X , S2(x) = X for every x ∈ X ;
(iii) R(x, y) holds if and only if f i(x(−i), yi) f i(x), i = 1, . . . ,n.
Moreover, R(x, y) holds for all y ∈ X if and only if
φ(x, y) :=
n∑
i=1
(
f i(x(−i), yi) − f i(x)
)
 0 for all y ∈ X .
Indeed, the “only if” part is clear. For the “if” part it suﬃces to choose y = (x(−i), yi) for each i ﬁxed in the expression of
φ(x, y) (see also Lemma 1 of [14]). By this, (SVR) is ﬁnitely solvable if and only if for every ﬁnite set D ⊂ X there is some
xD ∈ X such that
φ(xD , y) 0 for all y ∈ D. (3.3)
Corollary 3.4. Assume that X is a compact set and the set-valued map y → {x: φ(x, y) 0} is intersectionally closed. Then a Nash
equilibrium exists if and only if for every ﬁnite set D ⊆ X there is some xD ∈ X such that (3.3) holds.
Proof. Apply Corollary 3.2 for α = 0. 
Notice that if φ(x, y) is 0-transfer lower continuous in x, then the hypothesis of Corollary 3.4 is satisﬁed. In particular
this is true when f i(x), i = 1, . . . ,n are continuous. Consequently, Theorem 4 of [14], Theorem 7.1 of [15] and Theorem 3.3
of [16] are particular cases of Corollary 3.4.
Example 3.3. Consider a two-person game with X1 = X2 = [0,1], and X = X1 × X2 and
f1(x1, x2) = 2− [x1] − x2, f2(x1, x2) = x1 − [x2].
So we have φ(x, y) = [x1] + [x2] − [y1] − [y2]. As in Example 2.2
cl
⋂
x∈X
{
x: φ(x, y) 0
}= ⋂
x∈X
cl
{
x: φ(x, y) 0
}= [0,1] × [0,1],
which shows that the variational relation of this example is intersectionally closed. Moreover, for x¯ = (1,1) and y¯ = (1, 12 )
one has φ(x¯, y¯) > 0. Note that φ is not 0-transfer continuous at x¯ and so the results of [14] and [16] are not applicable. By
using the argument of Example 3.2 one can prove that this game is ﬁnitely solvable. Hence, in view of Corollary 3.4 it has
a Nash equilibrium.
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yi = gi(xi) and by a utility function
ui(yi, z) = yi + vi(z)
where z =∑ni=1 xi and vi(z) is a disutility function of the externality level z. By setting
f i(x) = gi(xi) + vi(z)
for every x = (x1, . . . , xn) ∈ Rn+ we can express the economy in form of a noncooperative game. Applying Corollary 3.4 to
this model we obtain an improvement of Proposition 4 of [14] (see also [1,2]).
In the Cournot oligopoly model (see [7]) there are n ﬁrms producing a homogeneous good. Each ﬁrm is characterized by
a quantity of the good for sale qi  0, a cost to produce it ci(qi) and a proﬁt function
Πi(q) = qi F (Q ) − ci(qi)
where q = (q1, . . . ,qn), Q =∑ni=1 qi and F (Q ) is an inverse demand function. A vector q¯ ∈ Rn+ is said to be a Cournot–Nash
equilibrium if for every i ∈ I one has
Πi(q¯) = max
qi0
Πi(q¯(−i),qi).
It is not diﬃcult to put this model to the form of a noncooperative game, and again we deduce from Corollary 3.4 a
condition for existence of Cournot–Nash equilibrium more general than the one given in Proposition 5 of [14].
E. Dominant-strategy equilibrium. In this application we consider the problem of ﬁnding a dominant-strategy equilibrium
of the game G described in the preceding application. We say that a strategy proﬁle x¯ is a dominant-strategy equilibrium
of the game G if
f i(x¯(−i), yi) f i(y) for all y ∈ X, i = 1, . . . ,n.
It is clear that x¯ is a dominant-strategy equilibrium if and only if it is a solution of (SVR) with
(i) A = X , B = X ;
(ii) S1(x) = X , S2(x) = X for every x ∈ X ;
(iii) R(x, y) holds if and only if f i(x¯(−i), yi) f i(y), i = 1, . . . ,n.
Let Y = Xn . A generic element of Y is denoted by yˆ = (y1, . . . , yn). Deﬁne a function φ : X × Y → R by
φ(x, yˆ) =
n∑
i=1
f i
(
yi
)− f i(x(−i), (yi)i).
One can easily prove that x¯ is a dominant-strategy equilibrium if and only if sup yˆ∈Y φ(x¯, yˆ)  0. Hence (SVR) is ﬁnitely
solvable if and only if for every ﬁnite set D ⊂ Y there is some xD ∈ X such that
φ(xD , yˆ) 0 for all yˆ ∈ D. (3.4)
Applying Corollary 3.2 to this particular case we deduce the following result.
Corollary 3.5. Assume that X is a compact set and the set-valued map y → {x: φ(x, yˆ)  0} is intersectionally closed. Then a
dominant-strategy equilibrium exists if and only if for every ﬁnite set D ⊆ Y there is some xD ∈ X such that (3.4) holds.
Proof. Apply Corollary 3.2 for α = 0. 
Since the 0-transfer lower continuity of φ(x, yˆ) in x with respect to Y implies the intersectional closedness of R(x, y),
Corollary 3.5 generalizes Theorem 4.3 of [16].
4. Generalized KKM relations
In this section we establish existence conditions for variational relation problems that share certain properties of the
so-called KKM-maps. Let B be a subset of a topological space X and let F : B⇒ X be a set-valued map. The map F is called
a Knaster–Kuratowski–Mazurkiewicz map (or KKM-map for short) provided that for every ﬁnite subset {x1, . . . , xn} of B one
has co{x1, . . . , xn} ⊂⋃ni=1 F (xi), where "co" denotes the convex hull. This deﬁnition has been generalized in several ways to
a pair of set-valued maps and to the case when B is not necessarily a subset of X . In this section we will use generalized
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KKM-map if for every ﬁnite subset {b1, . . . ,bm} of B there exists a corresponding subset {a1, . . . ,am} of A such that for any
subset I ⊆ {1, . . . ,m} one has co{ai: i ∈ I} ⊂⋃i∈I F (bi).
It is known that when A = B is a convex set, every KKM-map on A is generalized KKM, but the converse is not true in
general. The interest in generalized KKM maps resides in the following result (Theorem 3.1 of [4]; see also Theorem 1.4 in
[8, p. 96]).
Lemma 4.1. Let A and B be nonempty subsets of a topological vector space X. Assume that for every b ∈ B intersection of F (b) with
every ﬁnite dimensional subspace of X is closed. Then F is a generalized KKM-map if and only if it has the ﬁnite intersection property.
Using the idea of generalized KKM-maps we can generalize the concept of KKM-relations of [12] in a similar way.
Deﬁnition 4.1. The relation R is said to be generalized KKM if for every ﬁnite subset {b1, . . . ,bm} of B there exists a
corresponding subset {a1, . . . ,am} of A such that co{a1, . . . ,am} ⊆ A, for any subset I ⊆ {1, . . . ,m} and any a¯ ∈ co{a j: j ∈ I},
one can ﬁnd some index i ∈ I such that R(a¯,bi, y) holds for all y ∈ T (a¯,bi).
As for set-valued maps, KKM relations are generalized KKM, but the converse is not true in general (see Example 4.2).
From now on, we assume that A and B are nonempty subsets of a topological vector space X . Here is the main result of
this section on existence of solutions of (VR) when the relation R is generalized KKM.
Theorem 4.1. The following conditions are suﬃcient for (VR) to have a solution:
(i) A is a nonempty compact set;
(ii) The set-valued map P (.) is intersectionally closed on B;
(iii) S1(a) = A for every a ∈ A;
(iv) The relation R is generalized KKM.
Proof. We ﬁrst prove that P is generalized KKM. Consider a ﬁnite subset {b1, . . . ,bm} of B . Using (iv), we can ﬁnd a
corresponding subset {a1, . . . ,am} of A such that for any subset I ⊆ {1, . . . ,m} and any a¯ ∈ co{a j: j ∈ I}, one can ﬁnd some
index j ∈ I such that R(a¯,b j, y) holds for all y ∈ T (a¯,b j). This yields a¯ ∈ P (b j) which shows that P is generalized KKM.
Since P is generalized KKM, for each b ∈ B there is some a ∈ A such that a ∈ P (b). In particular P (b) is nonempty for each
b ∈ B . Now consider the set-valued map b → cl(P (b)). It is a generalized KKM map too. According to Lemma 4.1 the family
{cl(P (b)): b ∈ B} has the ﬁnite intersection property. By the KKM–Fan ﬁnite intersection principle that family has a common
point, and so does the family {P (b): b ∈ B} in view of (ii). By Theorem 2.1 of [12] problem (VR) has a solution. 
The above theorem generalizes Theorem 3.1 of [12] in three aspects. Firstly the sets B and A are not necessarily the
same; secondly, the map P may have values not closed; and thirdly the relation R is generalized KKM which is not KKM
even when A and B coincide. These improvements allow us to signiﬁcantly enlarge the range of its applications. Of course
some price must be paid for it, namely S1 is requested to be constant on A with value A. The concept of generalized KKM
relation can be found in some recent works on variational inequality and game theory. We review some of them.
(i) γ -generalized quasi-concave functions. Let ϕ(x, y) : X × Y → (−∞,∞], γ ∈ (−∞,∞]. One says that ϕ is γ -generalized
quasi-concave in y if for any ﬁnite subset {y1, . . . , ym} of Y there exists a corresponding subset {x1, . . . , xm} of X such
that for any subset I ⊆ {1, . . . ,m} and any x¯ ∈ co{x j: j ∈ I}, one has min j∈I ϕ(x¯, y j)  γ . Let us deﬁne relation R as
follows:
R(a,b) holds if and only if ϕ(a,b) γ .
Then, ϕ is γ -generalized quasi-concave in y if and only if R is generalized KKM. Therefore, Theorems 3.4 and 5.1 in [4]
are direct consequences of Theorem 4.1.
(ii) Diagonal transfer quasi-concave functions. A function ϕ(x, y) : X × X → R is said to be diagonal transfer quasi-concave
in y on X , if for any ﬁnite subset {y1, . . . , ym} of X there exists a corresponding subset {x1, . . . , xm} of X such that for
any subset I ⊆ {1, . . . ,m} and any x¯ ∈ co{x j: j ∈ I}, one has min j∈I ϕ(x¯, y j) ϕ(x¯, x¯). Let us deﬁne relation R ,
R(a,b) holds if and only if ϕ(a,b) ϕ(a,a).
Then, ϕ is diagonal transfer quasi-concave in y if and only if R is generalized KKM. Therefore, Theorem 4 in [14] is a
direct consequence of Theorem 4.1.
D.T. Luc et al. / J. Math. Anal. Appl. 364 (2010) 544–555 553Example 4.1. Consider the variational inclusion problem (VR) by
(i) A = [0,1], B = [1,2];
(ii) S1(x) = A, S2(x) = B;
(iii) R(x, y) holds if and only if F (x, y) ⊆ G(x, x),
where
F (x, y) =
⎧⎪⎨
⎪⎩
(1,2) if y = 32 ,
(0,1) if y = 32 , x ∈ [ 14 , 34 ],
(0,10) otherwise,
and
G(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
(0,1) if x = y ∈ {0,1},
(0,5) if x = y ∈ [ 14 , 34 ],
(1,3) if x = y ∈ (0, 14 ) ∪ ( 34 ,1),
(0,10) otherwise.
Since S2(x)  S1(x), we cannot apply Theorem 3.1 of [12]. Direct calculations show that
P (y) =
{
(0,1) if y = 32 ,
[ 14 , 34 ] otherwise.
In particular P ( 32 ) is not closed. Despite of this, R is generalized KKM and P (.) is outer continuous, hence the hypotheses
of Theorem 4.1 are satisﬁed, by which (VR) has a solution.
Let G be a set-valued map between two topological spaces Z and Y . It is closed (respectively open) if its graph is a
closed (respectively open) set in Z × Y ; it is lower semicontinuous if for every z ∈ Z and open set V ⊆ Y with V ∩G(z) = ∅,
there is some open neighborhood U ⊆ Z of z such that G(z′) ∩ V = ∅ when z′ ∈ U . Let b ∈ A be ﬁxed. We say that the
relation R(.,b, .) is closed in the ﬁrst and the third variables if for every net {(aα, yα)} converging to some (a, y), and if
R(aα,b, yα) holds for all α, then the relation R(a,b, y) holds too. We set
P R(b) =
{
x ∈ A: R(x,b, y) holds for all y ∈ T (x,b)},
Q (a) = {x ∈ B: R(a, x, y) does not hold for some y ∈ T (a, x)}.
By Lemma 4.1 in [12], we deduce that Q −1 = PcR which yields that the map Q has open inverse values if and only if
the map P R has closed values. A link between lower semicontinuity and openness of a set-valued map G was established
in [3, Lemma 4.1] as follows: Let X be a topological vector space, A and B nonempty sets, and V an open subset of X . Assume
that G : A⇒ B is a lower semicontinuous set-valued map. Then the set-valued map ψ(x) = (G(x) + V ) ∩ B is open in A × B. This
technique of enlargement of a set-valued map enables us to improve Corollary 3.1 of [12], which generalizes Theorems 3.1
and 3.2 in [9] and Theorem 3.3 in [13]. The improvement concerns three aspects:
(1) the sets B and A are not necessarily the same;
(2) the map S2 is lower semicontinuous; and
(3) the relation R is generalized KKM which is not KKM even when A and B coincide.
Corollary 4.1. Let X be a locally convex topological vector space. The following conditions are suﬃcient for (VR) to have a solution:
(i) A is a nonempty compact set;
(ii) S1(a) = A for every a ∈ A;
(iii) The set-valued map S2 is lower semicontinuous;
(iv) The relation R is generalized KKM and for every b ∈ A ﬁxed, R(.,b, .) is closed in the ﬁrst and the third variables.
(v) For every b ∈ A ﬁxed, T (.,b) is lower semicontinuous in the ﬁrst variable.
Proof. Let U be a basis of convex neighborhoods of the origin in the space X . For every U ∈ U consider the variational
relation (VR)U with the map S2U (x) = (S2(x)+U )∩ B . Since all the hypotheses of Lemma 3.1 in [12] are satisﬁed, then PU (b)
is closed. In particular, P (.) is intersectionally closed. By Theorem 4.1, (VR)U has a solution for each U ∈ U . Since P R(b) is
closed for all b ∈ B , Lemma 4.1 in [12] implies that Q has open inverse values. Therefore, Q is lower semicontinuous. Also,
the map S2U is open in A × B . So the set-valued map S2U (x) ∩ Q (x) = (S2(x) + U ) ∩ Q (x) is lower semicontinuous in the
relative topology on B . Since Q (a) ⊆ B for all a ∈ A, S2U (x) ∩ Q (x) is lower semicontinuous in the topology on X . Now
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the lower semicontinuity of S2U (x)∩ Q (x) along with the compactness of A yield that AU is closed. Hence, AU is decreasing
as U decreases, and therefore the family of nonempty compact sets AU , U ∈ U , has a common point, say a. Then, a is a
solution of (VR). 
The next example shows advantages of Corollary 4.1 over Corollary 3.1 of [12].
Example 4.2. Consider the variational inclusion problem (VR) by
(i) A = B = [−1,2];
(ii) S1(x) = A, S2(x) = [−1, x];
(iii) R(x, y) holds if and only if g(x) g(y),
where g(x) = −x2. The relation R is not KKM but is generalized KKM (for the proof see [10, Example 3.2]). Also the map
S2 does not have open inverse values but is lower semicontinuous. The hypotheses of Corollary 4.1 are satisﬁed, by which
(VR) has a solution.
It is worthwhile noticing that the results of this section are still valid when the compactness of A is substituted by the
compactness of some image cl P (b0) only. Indeed, in the proof, it suﬃces to consider the family of compact sets {cl(P (b))∩
cl(P (b0)): b ∈ B} instead of {P (b): b ∈ B} and to observe that the set-valued map b → P (b) ∩ cl(P (b0)) is intersectional
closed once P (.) is intersectionally closed.
5. Satisﬁcing-rejection model
In this section we consider a model of satisﬁcing by rejection [18] and give an economic interpretation of the concepts
we have developed in the previous sections. Let A denote a set of actions to perform and B a set of criteria that actions must
satisﬁce. An action is rejected if it does not satisﬁce at least one criterion. The problem of this model consists of ﬁnding an
action that satisﬁces all criteria. This problem can be set in form of variational problems as follows. The constraint maps
S1 : A⇒ A and S2 : A⇒ B are constant maps with S1(a) = A and S2(a) = B for all a ∈ A; the constraint map T is absent,
and the variational relation R(a,b) holds if and only if the action a satisﬁces the criterion b.
We say that an action a is strongly rejected if there is a criterion b and a neighborhood of a consisting uniquely of
actions rejected by b. The concepts of intersectionally closed relations and generalized KKM relations can be interpreted in
terminology of satisﬁcing-rejection as follows. The relation R is intersectionally closed if and only if an action is strongly
rejected whenever it has a neighborhood consisting uniquely of rejected actions. And R is generalized KKM if and only
if for every ﬁnite number of criteria b1, . . . ,bk ∈ B there exists a corresponding subset of actions {a1, . . . ,ak} such that ai
satisﬁces bi , i = 1, . . . ,k and each action resulting from convex combinations of ai , i ∈ I ⊆ {1, . . . ,k} satisﬁces at least one
of the criteria bi , i ∈ I .
Consider the following particular example. Assume that b ∈ B ⊂ R is a satisﬁcing proﬁt level and that an action a ∈ A
generates a proﬁt π(a) ∈ R. An action a is rejected by a satisﬁcing proﬁt level b if the proﬁt level is lower than the given
satisﬁcing level, that is, π(a) < b, and it is strongly rejected by b if π(a′) < b for all a′ suﬃciently close to a.
We state that if B has a maximum, then the relation R is intersectionally closed. Indeed, let a be an action and V a
neighborhood of A such that for each a′ ∈ A, there is some b′ ∈ B such that π(a′) < b′ . Then by taking b the maximum of B ,
we have π(a′) < b for every a′ ∈ V . In view of Proposition 2.2 and (2.4), we conclude that R is intersectionally closed. Notice
that the map P (.) of this example is not necessarily transfer closed when π(.) is not upper semicontinuous at the maximum
level b. The generalized KKM property of the relation R can be seen as follows. Given a ﬁrm which produces a ﬁnite range
of different products {1,2, . . . ,k}, and wants to satisﬁce the given proﬁt levels b1, . . . ,bk ∈ R , there is a corresponding subset
of actions {a1, . . . ,ak} in each product line which can satisﬁce this proﬁt levels with π(ai)  bi , i = 1, . . . ,k such that for
ti ∈ [0,1], i = 1, . . . ,k with ∑ki=1 ti = 1, one has
π
(
k∑
i=1
tiai
)

k∑
i=1
tibi .
It is clear that if the action
∑k
i=1 tiai satisﬁces a proﬁt level bi , then it satisﬁces the lowest proﬁt level among b1, . . . ,bk .
Hence R is generalized KKM if and only if the proﬁt function π(.) has certain quasi-concavity property.
Final remark. The existence conditions we have developed for (VR) in this paper as well as those of [12] are quite general.
They give a unifying treatment of problems with similar structure such as equilibrium problems, variational inequality or
variational inclusion problems. In [11] such a general scheme is also exploited to establish stability and uniqueness of
solutions of (VR). By the way we rectify an omittance of Proposition 3.1 of [11] that the uniqueness of solutions of (VR) is
true when the map S1 is a single-valued contraction.
D.T. Luc et al. / J. Math. Anal. Appl. 364 (2010) 544–555 555References
[1] P. Chander, The gamma-core and coalition formation, Internat. J. Game Theory 35 (2007) 539–556.
[2] P. Chander, H. Tulkens, The core and an economy with multilateral environmental externalities, Internat. J. Game Theory 26 (1997) 379–401.
[3] S.Y. Chang, On the Nash equilibrium, Soochow J. Math. 16 (1990) 241–248.
[4] S.S. Chang, Y. Zhang, Generalized KKM theorem and variational inequalities, J. Math. Anal. Appl. 159 (1991) 208–223.
[5] K. Fan, A generalization of Tychonoff’s ﬁxed point theorem, Math. Ann. 142 (1961) 305–310.
[6] K. Fan, Minimax inequality and applications, in: Inequality, vol. 3, Academic Press, New York, 1973, pp. 103–113.
[7] J.W. Friedman, Oligopoly and the Theory of Games, North-Holland, Amsterdam, 1977.
[8] A. Granas, J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2003.
[9] N.X. Hai, P.Q. Khanh, The solution existence of general variational inclusion problems, J. Math. Anal. Appl. 328 (2007) 1268–1277.
[10] J.C. Jeng, H.C. Hsu, Y.Y. Huang, Fixed point theorems for multifunctions having KKM property on almost convex sets, J. Math. Anal. Appl. 319 (2006)
187–198.
[11] P.Q. Khanh, D.T. Luc, Stability of solutions in parametric variational relation problems, Set-Valued Anal. 16 (2008) 1015–1035.
[12] D.T. Luc, An abstract problem in variational analysis, J. Optim. Theory Appl. 138 (2008) 65–76.
[13] D.T. Luc, N.X. Tan, Existence conditions in variational inclusions with constraints, Optimization 53 (2004) 505–515.
[14] R. Nessah, K. Kerstens, Characterizations of the existence of Nash equilibria with nonconvex strategy sets, School of Management of Lille, IESEG WP
Series 2008-ECO-13.
[15] R. Nessah, G. Tian, Existence of equilibrium in minimax inequalities, saddle points, ﬁxed points, and games without convexity sets, School of Manage-
ment of Lille, IESEG WP Series 2008-ECO-12.
[16] R. Nessah, G. Tian, The existence of equilibria in discontinuous and nonconvex games, School of Management of Lille, IESEG WP Series 2008-ECO-14.
[17] R.T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1970.
[18] A. Soubeyran, Satisﬁcing process by rejection, GREQAM, Université de la Mediterranée, preprint, 2007.
[19] G. Tian, Necessary and suﬃcient conditions for maximization of a class of preference relations, Rev. Econom. Stud. 60 (1993) 849–958.
