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MES（Manufacturing Execution System）や装置エンジニアリングシステム EES
（Equipment Engineering System）が開発，導入され，製品ロットの処理実行制御，装
置の監視，制御が行われている．MES や EES の開発，導入にも多大な投資を必要と
する．MES や EES では，多種大量なデータが計測，蓄積され，歩留りや製造工程の
安定性の改善につながる各種の情報を抽出するためのデータ解析が行われ，結果が









































































































































































































































































































































































































































































N = 事例数:Nc 
 
平均値:Md 
N = 事例数:Nd 
 
平均値:Mb 
N = 事例数:Nb 
説明変数:Pa 
平均値:Ma 
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N = 12 
 
3.24% 
N = 54 
酸化工程 
7.62% 
N = 66 




























図 2.6 装置間差解析結果を示す回帰木 
 
全事例のB.I.不良率に最も大きな影響を及ぼすのは，回帰木の最上位のルートノー







Lot1 E01 - - - - - D01 M01 24.3 
Lot2 E02 - - - - - D04 M03 72.1 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
Loti E0i - - - - - D0i M0i 10.3 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 










































































































































































































No. ST-A ST-B - - - VTH RSP - - - Yield(%) 
wf1 AM1 BM3 - - - 0.51 86.8 - - - 80.5 
wf2 AM2 BM2 - - - 0.63 95.6 - - - 71.5 
- - - - - - - - - - - - - - - - - - - - - - - - 
Wfi AMi BMi - - - 0.32 80.1 - - - 65.8 
- - - - - - - - - - - - - - - - - - - - - - - - 
- - - - - - - - - - - - - - - - - - - - - - - - 
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図 2.13 Vth-Id 散布図 
 
この他，トランジスタ特性を左右する重要な特性であるId-Vth特性（図 2.13）に
ついても，同様な解析結果が得られる．図 2.13 (a)は図 2.10の回帰木中の最上位ノ
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N = 9 
 
52.98% 

























































No. Attr ΔS(i) Low-Val 
1 AET1 6696 MET3 
2 A101 4426 M101,3 , M101,4 
3 A38 3840 M38,3 
4 A29 3194 M29,2 , M29,3 
5 A155 3126 M155,4 
6 A162 2689 M162,2 
7 A50 2424 M50,3 
8 A43 2223 M43,1 
No
. 
Attr ΔS(i) Low-Val 
1 AET2 7635 MET2 , MET3 
2 A14 5121 M14,2 
3 A134 4499 M134,1 
3 A133 4499 M133,1 
5 A98 3354 M98,1 
6 A149 3298 M149,1 , M149,2 
7 A95 3133 M95,3 
8 A112 3063 M112,1 , M112,3 
3. 複数データから抽出された仮説群の統合による不良要因特定の効率化 
 50 



























Attr ΔS(i) Low-Val 
1 A82 1141 M82,1 , M82,2 
2 AET2 980 MET3 
3 A94 958 M94,1 , M94,2 
4 A93 810 M93,1 
5 A118 623 M118,1 
5 A148 623 M148,2 
7 A139 584 M139,2 
8 A41 557 M41,2 
No. Attr ΔS(i) Low-Val 
1 A94 795 M94,2 
1 A82 795 M82,3 
3 A136 623 M136,1 
4 A155 568 M155,3 , M155,4 
5 A81 531 M81,3 
6 A43 516 M43,1 , M43,3 
7 A114 502 M114,4 




























No. Attr Pro t Low-Val 
1 AET2 2 7.16 MET2 , MET3 
2 AET1 1 6.46 MET3 
3 A101 1 4.54 M101,3 , M101,4 
4 A112 2 4.32 M112,2 
5 A38 1 4.1 M38,3 
6 A134 2 3.84 M134,1 
6 A133 2 3.84 M133,1 
8 A94 4 3.81 M94,2 
8 A82 4 3.81 M82,3 
10 A29 1 3.62 M29,2 , M29,3 
11 A155 1 3.57 M155,4 
12 A162 1 3.24 M162,2 
13 A136 4 3.14 M136,1 
14 A82 3 3.1 M82,1 , M82,2 
- - - - - - - - - - - - - - - 
22 AET2 3 2.8 MET3 
23 A81 4 2.79 M81,3 
24 A94 3 2.76 M94,1 , M94,2 
25 A43 4 2.74 M43,1 , M43,3 
26 A114 4 2.69 M114,4 
27 AET3 4 2.59 MET1 , MET3 
28 A93 3 2.48 M93,1 
29 A118 3 2.12 M118,1 
30 A148 3 2.12 M148,2 
31 A139 3 2.04 M139,2 








































samples       35                                                        9
Difference of
average yield











samples       13                                                      9
Difference of
average yield






































samples       11                                                       17
Difference of
average yield


















































samples       8                                                16
Difference of
average yield











































































































































































































































rec. p1 p2 p3 - - - pi patG1 patG2 
rec1 0.987  0.242  39.624  - - - 0.59   
rec2 0.987  -0.430  39.168  - - - 0.43   
rec3 0.994  -0.106  57.504  - - - 0.45 G11  
rec4 0.990  1.343  47.952  - - - 0.44   
rec5 0.971  0.435  0.408  - - - 0.51     G21 
rec6 0.987  -2.767  39.216  - - - 0.61   
rec7 0.987  -2.839  39.408  - - - 0.41   
rec8 0.991  0.154  48.360  - - - 0.84 G12  
rec9 0.992  -0.225  52.992  - - - 0.6   
rec10 0.993  0.051  54.336  - - - 0.85     G22 
rec11 0.993  -0.184  54.408  - - - 0.77   
rec12 0.993  -0.021  54.432  - - - 0.49   
rec13 0.993  -0.120  54.408  - - - 0.43 G13  
rec14 0.993  -0.020  55.296  - - - 0.4   
rec15 1.003  -1.931  78.696  - - - 0.57  G23 
rec16 1.010  -3.059  94.032  - - - 0.53   
rec17 1.003  -1.795  78.936  - - - 0.4   
rec18 0.999  -1.312  69.744  - - - 0.5   G14  
rec19 0.981  1.973  25.440  - - - 0.85   







































p2 = －173.13 * p1 +171.76                       (2) 
 
















R-square para.X para.Y start end 
1 0.9975 p1 p2 16 20 
2 0.9975 p1 p3 16 20 
3 0.9975 p1 p2 11 20 
- - - - - - - - - - - - - - - - - 
- - - - - - - - - - - - - - - - - 
10 0.7540 p2 pi 16 20 
- - - - - - - - - - - - - - - - - 
15 0.2928 p3 pi 11 20 
- - - - - - - - - - - - - - - - - 
- - - - - - - - - - - - - - - - - 
21 0.1145 p3 pi 1 5 
- - - - - - - - - - - - - - - - - 
- - - - - - - - - - - - - - - - - 




















































                            (b) rec16～rec20 での相関関係 






























































































































































































































(a) ランダムに変動  0.0333               (b) 徐々に下降  0.9335 
 
(c) 特定区間のみ低  0.731                 (d) 交互に上下変動 -0.2773 




















表 5-1 トレンドパターンとトレンド変化情報 
 トレンドパターン トレンド変化情報 









程への展開が望まれているが，課題として以下の 2 つがある． 
(1)  モデル作成手法 
   仮想計測データ－計測データ間の関連性を抽出 
(2)  モデルの評価 
仮想計測データと実計測データとの値の一致，技術者の知識との整合性 






表 5-2 課題に関する項目の現在の実用レベルから今後の展開 






































あることや尐数変数の 1 次式で表されることが望ましい． 
 本論文で検討した適用事例は，物理モデルが複雑で，多くのパラメータでモデルを
表す必要がある露光工程に関するものである．そして，このモデルはデータマイニン
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