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ABSTRACT 
A clear need exists within artificial intelligence for flexible systems capable of 
modifying their own knowledge bases. A common formalism can be used to de- 
scribe two seemingly different models: the Boltzmann machine conneetionist learn- 
ing model and the Bayes network model for probabilistic reasoning. The learning 
algorithm for Boltzmann machines can be adapted to a general algorithm for ad- 
justing conditional probabilities on the links in a Bayes network. It is hypothesized 
that the formal approach outlined here holds promise for unifying symbolic and 
subsymbolic levels of reasoning. 
KEYWORDS: Bayes networks, connectionist learning, Boltzmann ma- 
chine, Markov random fields, belief propagation, probabilistic in- 
ference 
INTRODUCTION 
There is a growing recognition of the degree to which symbolic reasoning as 
implemented in current artificial intelligence systems falls short of capturing true 
intelligence. The fuzziness associated with human symbolic reasoning cannot 
be captured by traditional symbolic models. The best promise for machine 
modeling of flexible, fuzzy symbols is to build models that operate at the 
subsymbolic level. In these models, the fundamental units of cognition are at a 
level below the symbol; symbols arise as epiphenomena of underlying patterns 
of connections among lower-level units. Subsymbolic connectionist models have 
aelfieved impressive demonstrations (albeit mostly on a small scale) of flexible, 
context-sensitive b havior, especially in pattern recognition tasks. 
Yet the traditional symbolic reasoning approach as achieved considerable 
practical success and has taught us much about the Complexities of modeling 
intelligent reasoning. A great deal of research as gone into developing meth- 
ods for eliciting knowledge from experts in a form that can be incorporated 
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into traditional knowledge-based systems. Even granting the connectionist as- 
sertion that the subsymbolic level is crucial to capturing important aspects of 
intelligence, there are important reasons why symbol-level models will not be 
displaced (cf. Smolensky [1]). Instead, this paper advocates integrating sub- 
symbolic onnectionist models and higher-level symbolic reasoning models. A 
number of reasons for this viewpoint are described below. 
First, connectionist models have been applied primarily to small-scale prob- 
lems. With advances in hardware and increased research attention, this limita- 
tion is rapidly diminishing. Yet practical application to large-scale and high-level 
problems remains far in the future. Moreover, in a number of domains, soft- 
ware modules and knowledge bases have already been developed at considerable 
cost. Much incremental benefit could ensue from integrating these with subsym- 
bolic connectionist models to perform subtasks uch as feature recognition or 
template matching. 
Second, techniques are now well established for extracting high-level knowl- 
edge in symbolic form from experts. In an integrated theory, these methods 
could be used to assist in constructing representations of higher-level knowl- 
edge to be integrated with connectionist models at the subsymbolic level. 
In principle, connectionist learning models could be applied to teach ap- 
propriate higher-level knowledge structures to connectionist ystems. But it is 
hardly surprising that such learning algorithms tend to be slow, especially on 
complex problems. Looking at natural systems, it is clear that intelligent behav- 
ior takes a very long time to evolve. However, once the appropriate cognitive 
structures are in place, new learning can be much more rapid. Current sym- 
bolic knowledge representations and elicitation methods will continue to have 
a place in building an initial structure to form a starting point for learning. 
Ultimately, today's connectionist models might play the role of an assembly 
language into which symbol-level model specifications could be compiled or 
translated (although I suspect hat such "compilation" might bear a closer re- 
semblance to tutoring than to the algorithmic ompilation used today). Current 
research aimed at unifying symbolic and subsymbolic models is an initial small 
step in this direction. 
This paper describes a common modeling framework that encompasses both 
thermodynamic connectionist models, such as the Boltzmann machine (Hinton 
and Sejnowski [2]) and harmony theory (Smolensky [3]), and Bayes networks, a
popular epresentation for probabilistic reasoning in knowledge-based systems. 
Specifically, a Boltzmann machine at a nonzero temperature and a Bayes net- 
work with no deterministic links are both special cases of a Markov random 
field (Kindermann and Snell [4]). The general case with some deterministic con-- 
nections is a limiting case of a Markov random field. This formal equivalence 
means, it is shown, that the learning algorithms for the Boltzmann machine can 
be adapted to adjusting conditional probability assignments in a Bayes network. 
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MARKOV RANDOM FIELDS 
Definitions 
A Markov random field is a mathematical model for describing probabilistic 
relationships among a set of variables. These variables correspond to the nodes 
in the network model--symbolic propositions in a Bayes network or micro- 
features (subsymbols) in a Boltzmarm machine. Notationally, uppercase l tters 
denote the nodes (eg, Xi) and lowercase letters denote the specific values a 
node might take on (eg, Xi E {Xil . . . . .  Xik}). A vector of nodes is denoted 
by an underscore (_X denotes the entire random network; x denotes a particu- 
lar realization of the network). With the variables is specified a neighborhood 
structure. The neighborhood of Xi is a subset of the nodes other than Xi. It 
is denoted by _Xn(i), where, ~/(i) refers to the set of indices of neighbor nodes. 
The probability distribution of the random variable Xi depends on the rest of 
the network only through the values of the neighbor nodes. The graph of the 
Markov random field has an undirected link between Xi and each of its neighbor 
nodes. 
One way of specifying the probability relationship between odes in the net- 
work is to specify Gibbs potentials for the graph [4]. To do this, a set of cliques 
is specified, where each clique consists of points that are all neighbors. Thus, 
a clique represents a set of nodes that directly affect each other's values. Each 
clique has an associated potential function, which assigns a number Qc (X_c) to 
each configuration (ie, combination of possible values) of clique variables. The 
potential function represents the strength of association: Increasing the clique 
potential for a configuration (holding all other potentials fixed) increases the 
probability of that configuration. The energy of a network configuration _x is 
given by 
U(X) = -EQc  (X_c) (1) 
c 
The global probability of the configuration x is defined as a decreasing function 
of its energy: 
Pfx_) cx exp{-U(x)} -- l"[ exp{Qc(x-c)} (2) 
C 
The conditional distribution of a node given its neighbors is called the node's 
neighborhood conditional probability distribution and is obtained by extract- 
ing the factors of (2) that involve the node: 
P(xi~_~(i)) cx I - [  exp{Qc(x-c)} (3) 
C ~xi 
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A standard method for estimating probabilities in Markov random fields is a 
Monte Carlo method called the Metropolis algorithm (Metropolis et al. [5]). The 
algorithm begins with an initial realization of the network. To obtain the next 
realization in the sequence, each node is visited in turn. The node queries the 
current values of its neighbors, uses (3) to generate its distribution conditional on 
these neighbors, and selects a new value by sampling from this neighborhood 
conditional probability distribution. Once an entire new realization has been 
generated, the process can be repeated to generate another ealization. This 
stochastic process is ergodic, and as the sample size gets large, the sampling 
distribution of any node converges with probability 1 to the node's marginal 
distribution. 
Bayes Networks 
Bayes networks are becoming increasingly popular as a representation f un- 
certainty in expert systems (Pearl [6], Henrion [7], Lauritzen and Spiegelhalter 
[8], Laskey et al. [9]). A Bayes network is a way of representing the joint 
probability distribution over a set of variables. Each node in a Bayes network 
represents a random variable that can take on any of a set of values. Nodes are 
connected by directed links that represent probabilistic dependencies. Condi- 
tional on the values of its parent nodes, each node is conditionally independent 
of its other predecessors. 
Given a set of random variables X_ = (X! . . . . .  Xn), the probability distribu- 
tion P(_x) = Pr(_X = _x) can always be represented asa product of conditional 
distributions: 
P(x) = I-[P(xi ~-p(i)) (4) 
i 
In this expression, the conditional distribution of Xi depends on a set of parent 
variables Xp(i), where all parent indices j E p(i) are less than the index i (see 
Pearl [6]). The Bayes network corresponding to (4) is the natural network rep- 
resentation for the equation. The Xi are the (random) nodes, and directed arcs 
point from each parent node Xjep(i) to Xi (Figure 1). Considerable computa- 
tional and conceptual simplification is attained when an ordering is found with 
many conditional independencies (ie, each node has a small set of parents). 
A Bayes network is a natural representation for an expert's causal model. 
Causal connections [the _Xp(i) cause Xi] are represented by directed links from 
cause to effect [Xj --.., X i ,  for j E p(i)]. The strength of a causal connection 
is encoded as a set of conditional probability distributions on the effect given 
each combination of causes [P(xi ~_p(i))]. 
There is empirical evidence that human reasoning tends to be structured 
around causal models (Michotte [10]). Thus, the assessments required to deter- 
mine the structure of a Bayes network are likely to be quite natural for experts 
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Figure 1. A Bayes network. 
to make (Pearl [6], Shachter and Heckerman [11]). But numerical probability 
assessments are another story. There exists a large literature on the difficulty of 
these assessments and the biases to which they are prone (eg, Kalmeman et al 
[12]). Fortunately, when inference chains are short and the relative ordering of 
likelihoods of hypotheses i  of more importance than their actual magnitudes, 
inferences are reasonably robust o misspecifications of the input probabilities 
(Buchanan and Shortliffe [13]). 
These conditions are satisfied in most currently operational expert systems. 
However, as expert systems become more complex, with more layers of inter- 
mediate hypotheses between data and conclusion, getting the probabilities right 
is likely to become more important. In particular, when a decision must be 
made on the basis of a probability produced by the system (eg, is a tumor suf- 
ficiently likely that surgery should be performed?), calibration of probabilities 
becomes crucial (eL Horvitz et al [14]). 
Representing a Bayes network as a Markov random field requires transform- 
ing its directed graph to an undirected one and obtaining the potential functions 
and neighborhood conditional probability distribution functions from the con- 
ditional distributions in (4). 
TrmoREM 1 On the set of n variables X~ . . . . .  X , ,  the Markov random 
field representation (2) and the Bayes network representation (4) are 
equivalent if: 
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(1) The cliques Ci of the Markov random field are in one-to-one 
correspondence with the nodes Xi. The clique Ci consists of  a 
node Xi and its parents X_o(i) in the Bayes network. 
(2) The potential function of  the clique Ci satisfies 
Qc, (X_c,) = log {P(xi ~-o(i)) }+ Kc, (5) 
where Kc, is an arbitrary additive constant for the clique Ci. 
The proof of Theorem 1 is obtained immediately by substituting (5) into (1) 
and noting that the resultant distribution (2) is the same as (4). 
COROLLARY 2 A neighborhood structure for the Markov random field 
corresponding to the Bayes network (4) can be defined as follows. The 
neighborhood of the node Xi consists of its parents in the Bayes network, 
together with all other parents of  its children: 
~(i)=p(i)U [Up( j ) -{ i} ]  (6) 
L i co(J) 
Moreover, the neighborhood conditional probability distribution of Xi 
is given by 
P(Xi ~-~(i)) = P(xi ~-p(i)) H P(X j ~_p(j.)) 
i~o(j) 
(7) 
Corollary 2 follows from the definition of the cliques in Theorem 1 and from 
Fxl. (3). Recall that (3) was constructed by using the clique potential functions 
that involved xi. These are just the potentials corresponding to the conditional 
distribution of xi given its parents and the conditional distributions of the chil- 
dren ofxi given their parents. This construction gives rise to (7). The neighbor- 
hood of xi is just the nodes mentioned in (7), excluding i itself, as expressed 
in (6). 
Thus, Corollary 1 gives a procedure for turning the directed graph of the 
Bayes network into an undirected graph of the corresponding Markov random 
field (Figure 2). All the original inks are retained (without the arrows), and new 
links are added between parents of common children. (Lauritzen and Spiegelhal- 
ter [8] call this "moralizing" the graph, because parents of common children are 
"married.") To complete the Markov random field representation, the neigh- 
borhood conditional probability distributions are computed from (7). That is, 
the probability of each node conditional on its neighbors is proportional to the 
product of the probability of the node conditional on its parents and the proba- 
bilities of the node's children conditional on their parents. 
Note that the graphical structure of a Markov random field cannot represent 
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Figure 2. Undirected graph representation of the Bayes network. 
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some kinds of independencies that are easily represented in the Bayes network 
graph. For example, from the directed graph in Figure 3, it is easily seen that 
nodes X1 and X2 are marginally independent. Because they have the child X3 
in common and are thus not conditionally independent given information about 
the children, the "moralization" procedure introduced a link between Xi and 
X2 (see Figure 1). This makes their marginal independence impossible to read 
from the graph. However, if the parent node Xi corresponding to each clique Ci is recorded when the Bayes network is transformed into a Markov random 
field representation, the directed graph representation can easily be recovered 
by inverting (5). Thus, the Bayes network form of the distribution can always 
be recovered from the Markov random field clique potentials and the node-to- 
clique correspondence. 
Note that (5) applies only when none of the probabilities P(xi Ix_p(/)) is equal 
to zero. When there are zero probabilities, it is still possible to construct an 
XI~ / X2 X I~ / /  X2 
X3 X 3 
Figure 3. Marginally independent parent nodes: directed and undirected graph repre- 
sentation. 
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undirected graph representation with neighborhood structure and neighborhood 
conditional distributions as in Corollary 1, but the potential functions (5) are 
undefined. When there are zero probabilities, the Metropolis algorithm may fail 
to converge; when some probabilities are near zero, convergence times may be 
excessive (cf Pearl [15]). 
Boltzmann Machines 
A Boltzmann machine (Hinton and Sejnowski [2]) is a connectionist model 
designed to perform pattern completion or constraint satisfaction problems. It 
consists of n units, each of which may be in its on or off state (represented 
by the values 1 and 0, respectively). The state of the entire network can be 
described by a vector X = (Xl . . . . .  Xn) of n values, where Xi  = 1 if unit i is 
on (active), and Xi  = 0 if unit i is off (inactive). Each unit Xi has an associated 
threshold 0i, and each pair of units Xi and Xj has an associated connection 
weight wiy. Connections are symmetric, so that Wij = Wji.  The weight Wij 
measures the influence of unit i's activation on unit j 's  activation. As we shall 
see, a large positive weight between two units means that the units will tend to 
be on or off together; a large negative weight means that they will tend to be 
in opposite states. 
Certain units, called the visible units v_, represent patterns in the environ- 
ment. The remaining hidden units h, together with the unit thresholds and the 
connections among the units, constitute the system's internal problem represen- 
tation. When the Boltzmann machine is used as a pattern completion device, the 
visible units o are divided into two sets, the stimulus units _s and the response 
units r. That is, _x = (_v, h_) = (_s, _r, h_). A stimulus is presented to the Boltz- 
mann machine by setting the stimulus units _s to encode the stimulus pattern. 
These "clamped" units cause activations to propagate through the system in 
a way that depends on the weights and thresholds and the pattern of connec- 
tions. Propagation i  a Boltzmann machine is probabilistic and is controlled by 
a "temperature" parameter T. Initially, the system begins at a "hot" tempera- 
ture, making moves that are essentially random. The temperature is gradually 
lowered in a process called simulated annealing (Kirkpatrick et al [16]). As the 
system cools, propagation of activations becomes more deterministic. When 
cooling stops, the states of the response units r constitute the network's com- 
pletion of the pattern. 
At any given nonzero temperature, the Boltzmann machine propagation algo- 
rithm is just the Metropolis algorithm on a Markov random field with energy 
function 
.,x,:(  wi x xj. oix)JTi. i 
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The cliques in the Markov random field with energy function (8) are single- 
ton units with potential functions Qi(gi) = -O iX i /T  and pairs of connected 
units with potential functions Qiy(gi, X j) = w i jX iX j  IT .  The neighborhood 
conditional probability functions are given by 
(9) 
Thus, to propagate activations in the net, each node queries its neighbors and 
turns on with probability equal to (9). Substituting x = 1 and x = 0 into (9) 
and solving for the proportionality constant, it follows that Xi turns on with 
probability 
Pi ---- Pr(X/ = llx_j~i) : 
When the input ~-'~jwijxy received by Xi from its neighbors exceeds the thresh- 
old Oi, unit i turns on with probability Pi > 0.5. Conversely, when its input 
is less than threshold, it turns on with probability Pi < 0.5. As T ~ 0, (10) 
converges to a linear threshold model in which Xi turns on exactly when its 
input exceeds threshold. 
Activation propagates according to the Metropolis algorithm until equilibrium 
is reached at a given temperature, and then the temperature is lowered and the 
process begins again. 
Note that the nonzero terms in the first sum of the energy function (8) come 
from pairs of units that are turned on simultaneously. This sum is smallest 
when mutually reinforcing units (wij large and positive) are on. The second 
sum is smallest when units with a low threshold are turned on. Note also 
that lower temperatures tend to make the "valleys" in the energy function 
steeper, making configurations with probability less than the minimum of (8) 
less probable. In the limit at temperature T = 0, the realization x_that minimizes 
(8) has probability 1. If the temperature is lowered slowly enough, so that 
Metropolis ampling is allowed to reach equilibrium at each temperature b fore 
the temperature is lowered, the system will converge to the minimum energy 
with probability 1 (Hajek [17]). Cooling schedules required for probability 1 
convergence are impractical, however, and much faster schedules are used in 
practice. Convergence is not guaranteed, of course, but practical cooling times 
often yield acceptable solutions. 
270 Kathryn Blackmond Laskey 
LEARNING POTENTIAL FUNCTIONS IN MARKOV RANDOM 
FIELDS 
A Special Case: Boltzmann Machine Learning 
Hinton and Sejnowski [2] developed an algorithm for updating the weights 
in a Boltzmann machine to allow it to learn regularities in its external envi- 
ronment. The Boltzmann machine learning algorithm is presented below and is 
then generalized to a learning algorithm for Markov random fields. 
Suppose the environment over a period of time presents the system with 
stimuli according to some probability distribution. Recall that a stimulus is 
presented by clamping the stimulus units _s to the values corresponding to the 
network's representation f the stimulus. The final zero-temperature values of 
the response units r constitute the system's completion of the pattern. The 
Boltzmann machine learning algorithm gradually modifies the weights so that 
the system's response to a given stimulus more closely matches the desired 
response. 
More specifically, begin with the following measure of the quality of the 
system's model of its environment: 
( Pe(u) ~ 
G = ~-~Pe(_u) log \ ~  ] 
_u 
(11) 
In this expression, pe(o_) is the probability that the visible units (the stimulus 
and response units) are in state _v when they are clamped by the environment. 
That is, PC(o_) is the distribution of environmental stimulus-response pairs. This 
distribution is set by the environment and does not depend on the weights. P(_o) 
is the probability that the visible units are in state _v when the system is running 
freely with no units clamped by the environment. That is, P(_v) is the marginal 
distribution of (2) with energy function (8) summed over the hidden units _h. 
The quantity G is an information theoretic measure of how well the environ- 
mental distribution pc(s_) is approximated bythe free-running distribution P(_s) 
(Kullback [18]). The function G reaches its minimum when the distributions 
pe(.  ) and P( • ) are equal, in which case (11) is equal to zero. Thus, small val- 
ues of (11) indicate that P( • ) is a good model for pc(.  ). Note that G measures 
both the system's ability to produce the correct response for a given stimulus 
and its ability to match the environmental stimulus distribution. The learning 
algorithm can be modified to count only the former. 
The partial derivative of G with respect o the weight wij depends only on 
the joint probabilities of the/th and jth units: 
OG _ 1 e 
(~Wi j ~[p (Xi, X j) -p (X i ,  X j)] (12) 
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In this expression, pe(Xi, X j) and p(Xi,  X j) represent, respectively, the prob- 
abilities that units i and j are on simultaneously when the visible units are 
determined by the environmental distribution and when the system is running 
freely. 
Learning in a Boltzmann machine consists of performing radient descent 
on G. For each of a set of stimuli from the environment, the system is an- 
nealed (ie, T is gradually reduced) with the stimuli clamped on the visible units 
to obtain the system's response to the stimulus. Note that at equilibrium, ob- 
served frequencies of patterns of units approximate he theoretical equilibrium 
probabilities when the sample size is large. Thus, after the system is allowed 
to reach equilibrium, the probabilities pe(gi,  X j) are estimated by collecting 
cooccurrence statistics on the clamped system and averaging these over the set 
of environmental stimuli. The probabilities p(gi ,  X j) are estimated by collect- 
ing cooccurrence statistics on the system at equilibrium in free-running mode. 
(As noted above, at faster than theoretical cooling schedules, the system cannot 
be guaranteed to reach equilibrium at each step. Thus, the learning procedure 
outlined here must be regarded as a heuristic approximation to an optimal learn- 
ing procedure. Additional earning time may be traded for accuracy, but the 
trade-off becomes very steep at high accuracy.) 
Hinton and Sejnowski [2] present only an algorithm for learning the weights 
wij, but their method can be extended to learning the thresholds 0i as well. The 
appropriate expression for the gradient is 
OG 1 
- -  ~ . [pe(x i )  - -  p (X i ) ]  
O~w ~ 1 
(13) 
The quantities pe(gi) and p(Xi) represent the probabilities that node Xi is on in 
the clamped and free-running modes, respectively. (This expression is a special 
case of the general gradient equation presented below.) Again, frequencies are 
collected at equilibrium to estimate the probabilities in (13), and the thresholds 
are changed in the direction of the gradient of G. 
A General Learning Algorithm 
The Boltzmann machine learning algorithm can be generalized to learning 
the potential function for an arbitrary Markov random field and, in particular, 
for a Bayes network. In many expert systems applications, inference propagates 
from data nodes (ie, nodes with no outgoing links) through the network to the 
top-level hypotheses (ie, nodes with no incoming links). Generally, then, the 
data nodes and the top-level hypotheses correspond to the visible units in a 
Boltzmann machine. The performance of a Bayes network can be measured 
as its ability to produce the "correct" responses (probabilities of top-level hy- 
potheses) given stimuli (values of data nodes). Our generalization f Boltzmann 
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machine learning is a procedure for generating changes in link probabilities 
from feedback on the proper outputs for given inputs. 
The learning algorithm is a direct generalization f Boltzmann machine learn- 
ing. The basic machinery for developing the required analogy has been pre- 
sented above. It was demonstrated that Boltzmann machines and Bayes net- 
works can be represented in the common language of Markov random fields. 
This common language is now used to develop a Bayes network analogue for 
the "model goodness" function G and to derive a generalized updating formula 
for G. 
Equation (5) gives the clique potential for the clique Ci consisting of the node 
Xi and its parents _Xp(i). Now introduce a clique parameter vector -~c on which 
the clique potential depends, so that (5) can be rewritten as 
Qc, (X_c, I%,) = log {p(xi ~-o(i), ~-c, ) } + Kc~ (14) 
The energy (1) of state x also depends on the parameter vector -~c [ie, 
Uc (x_c) -- Uc (Xc IO_c )]. It is assumed that Qc (") is differentiable in _0 c . 
The parameter vector is introduced to allow a reduction in the burden of as- 
sessing initial values for the clique potentials. It also serves to limit the number 
of parameters whose values must be learned. For example, in a network of 
dichotomous variables, if Xc has k parents, there are 2 k conditional probabil- 
ities to assess for Xc. It is often the case that a model for the distribution is 
available that depends on a parameter vector _0 c of much smaller dimension 
(for example, noisy AND or OR gates, which require only on the order of k 
assessments). 
Note that the parametrization should be chosen so that 
E exp{Qc'(X-c, I_%,)} = exp {-Kc, } 
Xij 
for each configuration of Xp(i) (where the subscript j runs over all values of 
xi). This ensures that the conditional probability distribution on Xi given each 
configuration of its parents ums to 1. 
Now define P(_u) to be the marginal probability of state v of the visible nodes 
when the system is in free-running mode, and Pe(o) tO be the corresponding 
probabilities when the input and output nodes are fixed by the environment. 
(Recall that the visible nodes are the observed input nodes and the top-level 
output nodes.) Then the function G defined in Eq. (11) measures how well the 
system is modeling its environment. 
THBOREM 3 Consider the clique C. The partial derivative of G with 
respect to the kth component of the clique parameter vector epc is given 
by the expression 
OG (g  e [OQc ] [OQc ]~ 
- \ LO~j  - E LO-g~ckj,/ 05) 
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The proof of Theorem 3 is given in the Appendix. 
In the statement of Theorem 3, the operator Ee[ • ] is defined as an expec- 
tation with respect o the probability distribution over the network when the 
visible units are clamped by the environment. The operator E[ .  ] is defined 
as an expectation with respect o the free-running, or unconditional, distribu- 
tion. Luttrell [19] presents a similar derivation, but his parametrization f the 
potentials Qc is less general. 
Equation (15) is the basis for a mechanism for learning the link probabilities 
in a Bayes network. As for Boltzmann machines, a gradient descent algorithm 
can be constructed as follows. The system is run to equilibrium in both free- 
running and environmentally clamped modes, and statistics are collected to 
estimate the expectations in Eq. (15). This equation determines a direction of 
change for the _~c" 
The gradient function for Boltzmann machines is a special case of Eq. (15) 
in which the potentials are linear and quadratic in xi. Equation (15) allows the 
algorithm to apply in cases where the interactions are more complex. 
Open research issues include (Hinton and Sejnowski [2]) the appropriate 
magnitude for changes to Ock on each iteration, the annealing schedule when 
annealing is used, and how long to run the system before collecting statistics 
(ie, how to tell when equilibrium is reached). 
INTEGRATING SYMBOLIC AND SUBSYMBOLIC MODELS 
The formalism presented in this paper encompasses a number of models 
spanning the symbolic and subsymbolic levels. These include Bayes networks, 
Boltzmann machines, and Markov random field models such as those used by 
Geman and Geman [20] for image restoration. In this paper I have made two 
claims: that it is profitable to develop a modeling approach that encompasses 
both levels, and that the approach presented here shows promise as a useful 
unification. 
With regard to the second claim, I do not intend to imply that the formalism 
presented here is the only, or even necessarily the best, approach to unifying 
different levels of reasoning. I argue only that it does encompass both symbolic 
and subsymbolic models and that it deserves further study. 
To expand on the first claim, it is helpful to clarify the meaning of the terms 
symbolic and subsymbolic and to explore whether and how they may fruitfully 
be combined. Smolensky [1], in his excellent reatment of the proper roles 
within cognitive science for connectionist and traditional symbolic models, dis- 
tinguishes two senses of these terms. In syntactically s mbolic models, process- 
ing proceeds via traditional symbol manipulation (eg, combining, extracting, or 
retrieving symbols; deriving symbols from other symbols via well-defined in- 
ference rules). In syntactically subsymbolic (or, more accurately, connectionist) 
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models, processing proceeds by numerical computation. On the other hand, in 
semantically symbolic models, the entities manipulated by the algorithms are 
symbols at the same level as the language used to describe the system. In se- 
mantically subsymbolic models, the entities manipulated by the algorithms are 
at a lower level than the concepts used to describe the system and may be very 
difficult o think about or understand atthe conscious level. 
In this sense, most Bayes network models are syntactically connectionist and 
semantically s mbolic, as are a large number of current neutral network models. 
These hybrid models have been attacked from both the connectionist camp and 
the symbolic amp. Smolensky uses the term "infertile couple"-- because se- 
manticaUy connectionist models are inadequate for modeling complex cognitive 
tasks requiring intuition. Yet he uses semantically s mbolic models to illustrate 
important aspects of the connectionist framework. In addition, he notes ma- 
jor hurdles, both conceptual and computational, to wholesale replacement of
the symbolic level (syntactic and semantic aspects). Even with the advent of 
powerful parallel hardware and even with major theoretical breakthroughs in 
representation a d learning algorithms, symbolic and hybrid models will prob- 
ably never be replaced completely. 
Within symbolic artificial intelligence, a ban on numbers has traditionally 
been enforced. Yet the discipline of trying to solve real problems has forced 
implementers of systems to break the ban. The result has been the development 
both of ad hoc numerical propagation schemes (eg, Buchanan and Shortliffe 
[13]) and of computationaUy tractable approaches tocorrect probabilistic prop- 
agation (eg, Pearl [6]). Again, these approaches have been criticized as not 
being "real" artificial intelligence. 
Smolensky's framework provides auseful ens through which to view and an- 
alyze this debate. The symbolic level, he argues, formalizes cultural, orpublic, 
knowledge. Cultural knowledge must be understood by different people; infer- 
ences must be capable of independent verification; and inference procedures 
must be relatively domain-independent. The subsymbolic level formalizes in- 
formal, intuitionistic reasoning performed by individual people. (Note that on 
this view, probabilistic models are wholly symbolic, representing an extreme 
degree of transmissibility and verifiability, even though they use numerical com- 
putation.) Symbolic systems have been able to achieve near-human competence 
on problems that are soluble by formal, procedural reasoning. But they are too 
inflexible to perform competently when given problems even slightly outside 
the well-specified omain for which they were programmed. Yet subsymbolic 
models cannot (at least yet) address the high-level problems handled by current 
symbolic systems. 
A pragmatic approach, then, is to mix models within a given problem. Sub- 
symbolic models can be used for parts of a problem that have been least ac- 
cessible to symbolic methods, such as complex pattern recognition. Symbolic 
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Figure 4. Medical diagnosis problem. 
models can be used for parts of a problem that are well understood at the 
symbolic level, especially routine tasks not requiring intuition. 
To give a concrete illustration, consider the imaginary medical diagnosis 
problem of Figure 4. The Bayes network in the figure shows the causal rela- 
tionship between disease and symptoms. One of the systems produced by the 
disease is an abnormal X-ray. A trained technician would be able to recognize 
that an X-ray is indicative of phylognia (if the disease xisted). But no well- 
articulated symbolic model of X-ray interpretation exists currently or is likely 
to emerge. The figure shows how a connectionist X-ray interpretation system 
could be coupled with the Bayes network to form a hybrid symbolic/subsymbolic 
model for the diagnosis problem. If the X-ray interpreter were a Boltzmann ma- 
chine or other Markov random field model, the technology outlined in this paper 
could be used to learn the connection strengths and conditional probabilities and 
to diagnose patients given their presenting symptoms and X-ray images. 
To carry the example further, building the symbolic portion of the network 
involves purely symbolic reasoning, both semantically and syntactically. Most 
Bayes network applications have ignored model construction, but researchers 
are now beginning to address network building (cf Wellmann and Heckerman 
[21], Laskey et al [9], D'Ambrosio [22]). 
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DISCUSSION AND ISSUES FOR FURTHER RESEARCH 
Computational Tractability and Speed of Learning 
Most existing connectionist models are implemented assimulations on serial 
hardware and have therefore been limited to small-scale problems. Because it 
must repeat he annealing process on each learning step, the Boltzmann machine 
learns more slowly than most connectionist learning models (although it has the 
advantage of being quite general-- it can be applied to networks with any pattern 
of connectivity). 
Recent advances in computer hardware, particularly the development of mas- 
sively parallel processors and vector pipelining processors, are moving con- 
nectionist models in general, and Boltzmann machines in particular, within the 
realm of practicality. Nevertheless, the slow convergence problem is, I believe, 
fundamental. If we wish a system to start out as a tabula rasa, it must be 
expected to take a long time to learn the structure of a domain that is at all 
complex. The only intelligent systems we know--human beings--take a very 
long time to build a good model of their environment. But once the appropriate 
cognitive structures are in place to support learning, new learning is much more 
rapid. It therefore seems necessary to develop methods for encoding an initi~al 
model of the problem domain for the system to use as a starting point for its 
learning. A number of authors are now suggesting such an incremental mecha- 
nism for learning (eg, Minsky [23], Smolensky [3]). A formal theory spanning 
different levels can form the basis for a powerful earning approach in which 
higher level knowledge structures elicited from experts provide a starting point 
from which a system learns incrementally with feedback. 
The standard version of the Boltzmann machine is completely connected: 
Every node is connected to every other node. In a network with n nodes, this 
means there are n(n  - 1)/2 weights and n thresholds to learn. If, however, each 
node were connected only to at most k local nodes (where k << n), there would 
be only at most kn  weights to learn. Thus, in the general case, each iteration of 
the learning algorithm is of order n 2, whereas in the local model each iteration 
is of order n. (There are additional efficiency benefits to a local connectivity 
structure on most current computer architectures--only earby nodes need be 
accessed simultaneously.) 
A promising way to achieve local connectivity is to build a hierarchical struc- 
ture for a problem (cf McClelland and Elman [24]) and encode the structure 
with some initial estimate of the weights. In such a hierarchical model, many 
connections would have zero weight, because units are connected only to units 
within their own level (inhibitory connections) and on adjacent levels (excitatory 
connections) of the hierarchy. The methodology described above could be used 
to improve the weights and to add new connections and nodes when necessary. 
An example of a local subsymbolic Markov random field approach (although 
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not a Boltzmann machine) is Geman and Geman's work on image restoration 
[20]. Geman and Geman augment a pixel process (each observed pixel is a 
noisy observation on a corresponding "true" pixel value) with an unobservable 
line process. The neighborhood of each interior pixel consists of its four nearest 
neighbors and the four line sites between it and its neighbors. The line process 
allows the system to incorporate boundaries: When a line site between two pixels 
is "off ," the two sites tend to be on or off together; when the line site is "on," 
the connection between the pixels is broken. Marginal on the line process, the 
graph of the pixel distribution is completely connected. Adding the line process 
creates a local neighborhood structure and a much simpler potential model. The 
simpler structure speeds up inference (in this case, restoration of the image) 
and would also speed application of our learning algorithm. 
In some models, learning times could be further improved if symmetries 
permitted constraining potentials in different cliques to have the same values. 
For example, in image restoration problems, it is often natural to constrain the 
model so that the connections between eighboring pixels all have the same 
strength. This greatly reduces the number of parameters to be estimated. 
We have discussed several possible ways to reduce training time by reducing 
the number of weights that need to be learned. Of course, there is a correspond- 
ing disadvantage to creating a model with built-in structure. If the structure is 
incorrect, the system cannot recover (although see below for approaches to 
learning network structure). The appropriate trade-off probably depends on the 
particular application, especially on how well understood its structure is. An im- 
portant area for further esearch is trying out the methods on different problems 
to test the degree of learning time speedup and robustness to misspecification 
of model structure. 
Learning Network Structure 
As noted above, a totally interconnected network with sufficiently many nodes 
can in principle learn to solve any problem with predictable structure, but at 
considerable cost in learning time and training data. Building in structure re- 
duces learning time, but there is a risk of locking the system into the wrong 
structure. The framework developed in this paper could be extended to allow 
the addition of new nodes and links to a network, thus allowing the system to 
learn a new structure. 
Suppose two nodes in a Markov random field are unconnected. This means 
that there is no clique containing the two nodes. That is, none of the cliques 
contain both xi and xj. But note that the value of Eq. (1) remains unchanged 
if a new clique C * is added with xi,  x j  E C * and Qc * (xi, x j) = 0. In other 
words, the absence of a link between odes is equivalent to the existence of a 
link but with associated potential function identically zero. Adding new links, 
then, amounts to providing for the modification of potentials away from zero. 
278 Kathryn Blackmond Laskey 
Similarly, a new node is just a node to which all connection strengths are zero, 
and adding it to the network amounts to changing some of these strengths to 
nonzero values. 
From a theoretical standpoint, hen, the addition of new links and new nodes 
can be encompassed within the framework developed in this paper. But major 
hurdles remain. First is the issue of deciding when to consider adding a new 
link. If zero links are treated exactly like other links, then the computational 
benefits of a sparse network are lost. (If the initial structure is good, the benefit 
of a near-optimal starting point for optimization remains.) Once it has been 
decided to add a link, a clique must be defined (should it contain nodes other 
than the two newly linked nodes?), and a functional form for the potential must 
be specified. These problems are faced by human statisticians when they build 
a statistical model for a problem, and it may be possible to develop reasonable 
network-building heuristics by eliciting knowledge from expert statisticians. 
Another question to be addressed is whether added links provide sufficiently 
improved modeling power to justify the loss of parsimony and the decreased 
efficiency resulting from the increase in the number of parameters being esti- 
mated. Again, this question is faced by statisticians when they select a model 
for interpreting data. Learning conditional probabilities on an entire network 
given data on only the visible nodes is a problem of statistical estimation with 
missing data. It is interesting to note that the difference in G for two different 
values of ~b is a log-likelihood ratio. Log-likelihood ratios are one of the most 
common tools used by statisticians for deciding whether model fit is sufficiently 
improved to justify adding more parameters to a model. 
There is a well-developed theory of the behavior of log-likelihood test statis- 
tics at the maximum likelihood estimate for the parameters. Because G measures 
likelihood, the learning algorithm described above changes _0 in the direction 
of increasing likelihood. But unlike maximum likelihood algorithms uch as 
the EM algorithm (Dempster et al [25]), the learning method developed here 
moves only part of the way toward the maximum for each batch of data. It has 
been demonstrated (Stein [26]) that "shrinking" maximum likelihood estimates 
back toward a prior expectation results in improved estimation i  multiparame- 
ter problems. It would be interesting to compare the algorithm described here 
with other shrinkage stimators. 
If G were actually being maximized (rather than being changed in the di- 
rection of a maximum), statistical hypothesis tests could be constructed to test 
whether aparticular link strength is different from zero. Unfortunately, as noted 
above, asymptotic properties of maximum likelihood estimators do not apply 
away from the maximum of G. However, the difference in G (which is lin- 
early related to the usual log-likelihood test statistic) might provide a heuristic 
measure of the extent o which the addition of new links improves the model's 
ability to predict the environmental data and whether this is balanced by the 
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fact that estimating additional parameters decreases the quality of the parameter 
estimates. 
SUMMARY 
The close affinity between Boltzmann machines and Bayes networks raises 
exciting research opportunities. When existing knowledge ngineering tools 
can be used to generate an initial structure and initial link strengths that model 
the environment reasonably well, problems of learning speed should not be 
as severe as for conventional Boltzmann machines. A good starting point is 
valuable for any hard global optimization problem. In addition, there is much 
to be said for a system that works tolerably well while it is learning. 
The theoretical framework of Markov random fields holds promise as a mech- 
anism for modeling complex, multilevel systems. It is recognized that symbols 
can vary from rigid to fluid, depending on the concept he symbol stands for 
and the context. I believe that integrating multiple levels of knowledge is es- 
sential for understanding degrees of fuzziness of symbols. The Markov random 
field approach olds promise for integrating low-level subsymbolic knowledge 
with higher-level symbolic knowledge. Appropriate knowledge ngineering and 
modeling tools can be used at each level. For example, the potential represen- 
tation is a natural way to think about complex, interconnected, correlational 
structures with no clear causal chain and may be most appropriate for low-level 
pattern recognition. In contrast, he Bayes network representation is more natu- 
ral when a clear causal structure can be identified and may be most appropriate 
for higher-level symbolic reasoning. The Markov random field formalism pro- 
vides a common language to represent both kinds of structures in the same 
model. 
APPENDIX: DERIVATION OF THE GRADIENT FUNCTION FOR 
MARKOV RANDOM FIELD LEARNING 
The direction of change in the parameter vector 0 is defined as the gradient of 
the function G. A single component of this gradient is found by differentiating 
G with respect o Oc k, the kth component of the parameter vector for a given 
clique C. Recall the definition of G: 
c = log { pe(-°) ], 
P(_o) j 
v 
= ZPe(v_) log Pe(v) - EPe(v)  log P(_v) (A1) 
.v .v 
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In this expression, only P(u) depends on _0 [Pe(_v) is fixed by the environment]. 
Thus, 
oqG _ ~ (pe(u)'~ OP(v) (A2) 
OOc, -~.--, \ p(~_) / OOc, 
u_ 
To evaluate this expression, then, we need to find the derivative with respect 
to Oc, of the free-running distribution P(_v) for a particular vector _v of visible 
nodes. Now, 
E, exp{Ec,Qc'(V-c" h-c' I_Oc,)} 
The derivative is therefore given by 
(A3) 
oP(u_) 
OOc, 
I } OQc, ,_~exp ~_,Qc,(V_c, , h_c, JO_c, ) O--~c, tV_c, h_clOc) 
t C '  
"~.,~exp{~c Qc'(v-c'.h-c'lO-c')}OQc" o;~-d t_vc, h_c I_Oc)] 
4. 2 
[~,~_ exp{~c, QC'(v-c"h-c"O-c')}] 
OQc = ~-~P(u, h)~--T--(_vc, h_ c IOc) 
- - U~Ck 
oec [OQc] 
= y~)'(v)P(h_ f_~)T(_Vc, h_c) - P(_~)E La-~c, ] 
s u~Ck 
(A4) 
Connectionist Learning and Bayes Networks 281 
Substituting into (A2) and noting that  ~v_pe(o_) = 1, this yields 
OOco h E ( )EI °ec] OG _ _~-~pe(u_)p(h_lu)__~(_c, - ) + LO-V c  J 
O~ck o h ~ '~ck  ~ 
/o--~--~ck J +E LO-~--~ck j 
This concludes the proof. 
(A5) 
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