We describe and characterize an experimental system to perform shape measurements on deformable objects using high-speed close-range photogrammetry. The eventual application is to extract the kinematics of several marked points on an insect wing during tethered and hovering flight. We investigate the performance of the system with a small number of views and determine an empirical relation between the mean pixel error of the optimization routine and the position error. Velocity and acceleration are calculated by numerical differencing, and their relation to the position errors is verified. For a field of view of ϳ40 mm ϫ 40 mm, a rms accuracy of 30 m in position, 150 mm͞s in velocity, and 750 m͞s 2 in acceleration at 5000 frames͞s is achieved. This accuracy is sufficient to measure the kinematics of hoverfly flight.
Introduction
The subject of photogrammetry, in which the shape of an object is measured from photographic or electronic images, is one with a long tradition. Long-range photogrammetry was used to survey buildings from high vantage points in the 1850s and developed into aerial photogrammetry in the early 20th century. Closerange photogrammetry, in which the camera is not focused at infinity, has been used extensively in machine vision, surveying buildings and ancient artifacts, plastic surgery, analysis of traffic accidents, and many other fields. 1 Our particular interest is to measure the kinematics (position, velocity, and acceleration) for a grid of points on the surface of the wings of tethered and free-hovering hoverflies. The wings are typically 13 mm in length and beat at 150 Hz, giving a maximum wing-tip velocity of approximately 10 m͞s. These data are to be used in an aeroelastic model of flapping flight that treats the wing as a deformable topographic surface (i.e., interacting, elastic elements), which in turn will be used in the design of man-made micro air vehicles.
Experimental data for insect wing deformation at a dense grid of points during free flight are difficult to obtain, and, to the best of our knowledge, no reports have been found in the literature. Single-point laser triangulation has been reported for insect wings attached to a translation stage, 2 but, to the best of our knowledge, no measurements have been made from tethered or free-flying insects. High-speed imaging has been used to measure the wing angle with respect to the body plane (flapping angle) and the wing tilt with respect to the stroke plane (torsional angle), assuming that the wing behaves as a rigid plate. 3, 4 An analysis of the wing as a half-rigid plate has been reported 5 in which the wing is divided into a number of chordwise strips that can rotate independently about the longitudinal axis of the wing. The torsional angles of each strip were estimated by matching the static, digitized wing outline to the varying outline from high-speed camera measurement. However, the half-rigid model is not applicable to insects whose chord deformation (camber) is significant, such as hoverflies and dragonflies. Wing camber measurements on tethered 6 and free-flying 7 dragonflies were made using a stripe projection technique. Approximately seven stripes were projected into a calibrated measurement volume, and the camber between the stripe centers was estimated by interpolation. The stripe-projection method was also applied to a moth tethered to a force balance for a simultaneous estimate of the aerodynamic force generated by the wings. 8 Data could not be gathered for the whole wing beat due to the large variation in wing orientation with respect to the projected fringes. Moth wings are opaque, whereas dragonfly wings contain a dense structure of interconnected spars that enabled the projected stripes to be identified. The spar structure in hoverflies is too sparse for projected fringes to be visible.
Photogrammetry at such small spatiotemporal scales has only recently become practical due to the availability of high-speed digital cameras of accessible cost. Our application requirements fall between those of traditional photogrammetry applications. Human motion analysis uses relatively low-speed cameras (e.g., 25 Hz) that provide high spatial resolution to identify unique markers on the subject. Vehicle crash testing requires high-speed cameras to verify that crumple zones have activated in the correct sequence and the manual identification of a small number of targets (often Ͻ10) to verify that human-occupancy zones have been preserved at discrete instants through the sequence.
In this paper we characterize the performance of a high-speed photogrammetry system that we have devised for measuring the kinematics of insect wings during tethered and free flight. We use pulsed laser illumination at a wavelength that is invisible to the insects of interest. White-light illumination cannot be used with hoverflies because continuous illumination of sufficient brightness that enables the microsecond camera exposure required to effectively freeze motion causes the insects to overheat, and visible pulsed illumination interrupts the insects' natural wingbeat frequency. In this paper we quantify the effect of laser speckle in both static and dynamic measurements. The insect wings change shape between successive images, and so the number of views is restricted to the number of high-speed cameras available. We characterize the system performance at a small number of views and determine the errors in the velocity and acceleration calculated from the position data. Finally, we consider the effect of irregular spots on the magnitudes of errors for shape measurement on a static housefly wing.
Methodology
Our implementation of photogrammetry consists of three stages: (i) calibration of lens distortions and the camera's internal parameters and an initial estimate of the camera's external parameters; (ii) intersection, to give an initial estimate of the positions of the unknown points on the object; and (iii) bundle adjustment, in which errors in the estimates of the camera's parameters and the positions of the object points are reduced through optimization. These three stages are described in Subsections 2.A-2.C.
A. Lens Calibration and Initial Estimate of Camera's External Parameters
A central perspective projection model, Fig. 1 , is frequently used in photogrammetry to represent the mapping of a point in 3D object space into a point on the 2D image plane of a camera. A projective transformation is the most general mapping in which straight lines are preserved. Hence the model can find the 3D structure (for the noise-free case) only to within some systematic error introduced by the projective transformation of the real structure. Camera calibration from a known target is required to accommodate the differences between the real camera and lens and the ideal pinhole camera modeled.
The projection of j ϭ 1, . . . , n 3D structure points X Oj ϭ ͑X Oj ; Y Oj ; Z Oj ; 1͒ in homogeneous coordinates to 2D image points in normalized pixel units (assuming a constant principal distance of z i in image i) x i, j ϭ ͑x i, j ͞z i , y i, j ͞z i , 1͒ viewed in i ϭ 1, . . . , m cameras can be expressed 9 as
where x i, j and y i, j are defined relative to an origin at the principal point, ͑p x , p y ͒, the intersection of the optic axis with the image plane. Multiplying out Eq. (1) yields the collinearity equations for each point, which state that an object point, the perspective center, and its image point are collinear: 
where f x and f y are the magnifications in units of pixels͞mm in the x-and y-coordinate directions, respectively, and s accommodates any skewing of the coordinate axes. For a CCD camera with square pixel cameras and orthogonal axes of the sensor array,
The ideal-central-perspective projection model is extended to incorporate systematic radial and decentering camera lens distortions. 11 Radial lens distortion produces a displacement of the imaged point ͑⌬x r , ⌬y r ͒, which depends on the radial distance r 2 ϭ ͑x 2 ϩ y 2 ͒ 1͞2 from the principal point, given by
where k 1 , k 2 , . . . are the coefficients of radial distortion. Decentering distortion, due to the noncollinearity of optical elements of the lens, introduces a radial and tangential displacement of the imaged point
where p 1 and p 2 are the coefficients of tangential distortion. Equations (4) and (5) are incorporated into Eq.
(1) to obtain the corrected model in terms of x ϩ ⌬x r ϩ ⌬x d and y ϩ ⌬y r ϩ ⌬y d .
To calibrate the cameras, several images are taken of a known calibration object at various positions and angles to the camera. The solution to the collinearity equations, Eqs. (2), is found with a gradient descent method (or alternatively an iterative least-squares estimator) to calculate the camera's internal parameters (principal distance, principal point, and lens distortion parameters) and an initial estimate of the camera's external parameters (camera position and orientation).
B. Intersection
Following the system's calibration, images of the test object are recorded. By using the camera's internal parameters and the initial estimate of the camera's external parameters as calculated in Subsection 2.A, the collinearity equations are used to provide a leastsquares estimate of the position of points on the test object. This process is known as intersection, 1 and it provides an initial estimate for the bundle adjustment.
C. Bundle Adjustment
Bundle adjustment 12 is a general technique that minimizes the error between measured values and a predictive parametric model. A bundle adjustment is used to optimize the projective camera model and the derived 3D structure to best fit the point measurements in all camera images. The collinearity equations, Eqs. (2), provide a functional relation between the image coordinates x i,j and the mapping matrix and the structure points:
where C i contains camera calibration factors including the principal distance and the lens distortion parameters. We seek to modify the vectors in the functional relation such that the residual between the measured image coordinates x i, j and predicted image coordinates x i,j , L ϭ x i,j Ϫ x i,j , is minimized in a least-squares sense. The initial estimate of the predicted image coordinates, x i,j , provided by intersection (Subsection 2.B) is improved iteratively by adding an adjustment ␦ to the vectors in the functional relation, assuming that the functional relation is locally linear. The iterative adjustments are determined from the Gauss-Newton or normal equations
where J is the Jacobian matrix, the matrix of partial differentials of x i, j with respect to each vector in the functional relation. In our implementation, a Newton iteration [Eq. (7)] or a Levenberg-Marquardt 13 iteration is used to solve the equations until the sum of the squared adjustments falls below a tolerance value. The mean pixel error (MPE) is then given by
Depending on the implementation, we may allow only the motion ͑M i ͒; motion and structure ͑M i and X Oj ); or motion, structure, and calibration factors ͑M i , X Oj , and C i ) to be optimized. For example, for the case where only the motion parameters are to be optimized, J ϭ Ѩx i, j ͞ѨM i . For the results presented here, the bundle adjustment includes M i , X Oj , and C i , where C i is restricted to the principal distance only.
Experimental System
The experimental setup is shown schematically in Fig. 2 for the case of a laser illumination with up to four cameras. A diode laser bar produced an elliptical beam at 808 nm with a maximum output power of 200 W, a maximum pulse duration of 80 s, and a maximum repetition rate of 5000 Hz. The coherence length of the laser diode bar was not determined because it comprised several independent emitters. The laser beam was focused by a 75 mm focal length lens onto a fiber array of four 2 m lengths of high-NA (0.39), large-core ͑1 mm͒ plastic optical fiber. The input fiber ends were stripped of buffer to 10 mm, sandwiched adjacent to each other between microscope slides, and fixed with epoxy. The fiber end faces were then polished plane for launching light into the fiber and to remove any excess epoxy. The output fiber ends were stripped of buffer to 60 mm and mounted individually in fiber-optic chucks. The output light from each fiber was expanded through a 50.8 mm focal length lens to produce 60 mm diameter collimated beams that shone through the measurement volume toward the camera. The fiber illuminators can be repositioned to enable imaging of scattered light from nontransparent objects such as moth wings. Speckle noise was evident in the laserilluminated images. White-light illumination was used with calibration targets and static insect wings to act as a baseline for the measurements made with laser illumination. Transparent targets were again viewed in transmission by illuminating a white card placed behind the target with the light from 15 W, 12 V halogen lamps.
For the experiments reported here, two synchronized high-speed digital cameras were used at halfframe resolution (1280 ϫ 512 pixels) with 105 mm focal length macro lenses (designed for use with 35 mm cameras). The camera-to-subject distance was approximately 400 mm. The laser pulses were synchronized as slave to a transistor-transistor logic (TTL) signal taken from the camera pair. Static and dynamic calibration experiments were performed on two multifrequency grid distortion targets. The calibration target for static measurements comprised a glass substrate with chrome spots spaced at 2, 1, and 0.5 mm with a spot center-to-center spacing accuracy specified at Ϯ2.5 m. The target used for dynamic measurements comprised a white Mylar substrate with printed spots spaced at 6, 3, and 1.5 mm with a spot center-to-center spacing specified at Ϯ13 m. The correspondences between spots in different views of the targets were determined manually.
Results
Initially we performed static photogrammetry to establish a baseline for the system's performance. The first measurements were made on the best quality target available to us: the glass calibration target. Further static measurements were made on a section of the Mylar target attached to a stationary optical chopper, with both white-light and laser illumination. Dynamic photogrammetry was performed on the Mylar target using the optical chopper to introduce a controlled rigid body motion at a speed representative of the insect wing motion. Finally, measurements from a static insect wing were made.
A. Static Close-Range Photogrammetry A single camera was used to record 48 images of a region of the glass distortion target containing 6 ϫ 26 chrome spots (1 mm spacing) held at various arbitrary positions and orientations within the measurement volume with white-light illumination. The spots were approximately 20 pixels in diameter in the image. Although the grid was regular, no regularity was assumed for the processing and the analysis was equivalent to that of arbitrarily placed spots on an arbitrary object. A correlation method was used to locate the centers of the spots in the image.
The (X, Y, Z) positions of all 156 points in the measurement region were calculated using the procedure outline in Section 2. The error between the measured and nominal spot positions over all the measured points was calculated, taking the nominal target position such that the mean error was zero. The standard deviation of the error is plotted against the number of camera views in Fig. 3(a) . For numbers of views less than the total number of views available (48), the mean of the standard deviation calculated from all possible combinations of views is plotted. A decrease in error with the number of views is seen. The X and Y errors at large numbers of views become comparable to the uncertainty of Ϯ2.5 m in dot-todot spacing of the calibration target. The out-of-plane error (Z) dominates at all numbers of views. An independent measurement of the Z-spot positions was made with a white-light interferometer with a resolution of 20 nm. The result for 26 target spots in each of the six rows is shown in Fig. 4 , and confirms that the Z error is not due to a nonplanar target. Figure 4 also includes the photogrammetry results for the 156 target spots for one of the combinations of four views. In general, the lowest ratio of Z to (X, Y) errors is obtained when the included angle between camera views is 90°and the cameras are positioned symmetrically about the target. 14 Figure 3(b) shows the mean MPE, again calculated from all possible combinations of views from the 48 images used to generate Fig. 3(a) . The error bars represent one standard deviation in the MPE. The mean MPE plateaus at 0.10 pixels with a standard deviation of 0.04. The MPE is reduced for fewer views because the camera model is less constrained for fewer image points. We have determined that the empirical curve 0.10 ϫ ͑1 Ϫ 1͞N͒ fits the data quite well [ Fig. 3(b) ], where N is the number of views. It is instructive to compare the standard deviation of the error between the measured and nominal spot posi- tions [ Fig. 3(a) ], with the expected error calculated from the MPE. The longest side of the glass calibration target is 50 mm, corresponding to 498 pixels when the side was aligned with the horizontal image axis. The error is expected to be MPE ϫ 50͑͞498 ϫ ͱ ͑NϪ1͒͒, assuming that error is proportional to 1͞ ͱ ͑NϪ1͒, which simplifies to 5 ϫ ͱ ͑NϪ1͒͞ ͑498 ϫ N͒ m. This curve is plotted as a solid line in Fig. 3(a) and gives a good approximation to the X and Y error.
Further static measurements were made from the Mylar distortion target containing 6 ϫ 6 spots (with 6 mm spacing) attached to the optical chopper. The chopper was manually rotated to various positions, and static images were recorded under laser and white-light illumination. The images were acquired at 974.50 Ϯ 0.02 frames͞s, half-frame (1280 ϫ 512) with a f͞1.4 aperture. Exposures of 10 s (white light) and 5 s (laser) were used. The standard deviation of the error between the measured and the nominal spot positions was calculated as described above. The results are summarized in Table 1 . The results for two views are the mean of five stereo image pairs (ten views total) for white light and six pairs (12 views total) for laser illumination. The total number of views for each illumination can be combined for this rigid object, and the results are also shown in the second set of columns in Table 1 . The error for whitelight illumination for all views is comparable to the Ϯ13 m uncertainty in the spot spacing for the Mylar target. The errors are larger under laser illumination than those observed for white light, and they are attributed to the laser speckle's reducing the accuracy with which spot centroids can be located.
B. Dynamic Close-Range Photogrammetry
For dynamic photogrammetry measurements, the chopper was rotated at 593 Ϯ 9 rpm. The size of the grid and the rotation speed were chosen as representative of a locust wing (with a wing length of 50 mm and a maximum wing-tip speed of 5 m͞s). The range of spot speeds from direct calculation was 4.3-5.7 m͞s corresponding to a radius of rotation, r, of 69.1 mm Յ r Յ 91.6 mm. The velocity of the grid was independently measured by a laser vibrometer (Polytec, OFV-5000). The laser spot from the vibrometer was visible in the stereo images to allow comparison with the velocities measured by photogrammetry. The spot speed from photogrammetry for a position close to the vibrometer spot was found to be 5.03 Ϯ 0.12 m͞s and from the vibrometer 5.06 Ϯ 0.07 m͞s. In addition, a direct calculation from the rotation frequency and radius of the vibrometer spot yielded 5.02 Ϯ 0.12 m͞s.
Seven image pairs were recorded in white-light and laser illumination. The standard deviation of the error between the measured and nominal spot positions was calculated as described above, and the results for the dynamic target are shown in Table 1 . The most important observation is that the errors for the laser illumination between the static and the dynamic cases are similar. The distribution of the errors under the laser illumination that was used to calculate the standard deviation in Table 1 is plotted in Fig. 5 and is normally distributed indicating that random errors dominate over systematic errors. Under white-light illumination, the errors for dynamic photogrammetry are greater (approximately double) than those for the static measurement. The reduced performance is attributed to the effect of motion blur. The spots moved approximately 50 m ͑1͞60 of their diameter or 0.5 pixels) during the 10 s camera exposure.
Our interest is in deriving the kinematics, and eventually the dynamics, of insect wings in flight, and therefore requires a knowledge of the errors associated with numerical differentiation of the photogrammetry position data. Therefore velocities and accelerations of points on the chopper were calculated for laser illumination. Initially, the velocities and accelerations of points on the chopper were determined from the displacements of each point during the interval, t, between consecutive frames.
The calculated velocity at each point was converted to angular velocity, . The radius of rotation of each point was calculated by fitting a circle to the 3D trajectory using a least-squares Gauss-Newton solver. Figure 6(a) shows the difference between the angu- lar velocity measured by photogrammetry (a mean 62.5 Ϯ 0.3 rad͞s or 597 Ϯ 3 rpm) and the nominal value taken from the optical chopper controller ͑62.2 rad͞s or 593 rpm͒ for all 216 measured velocity values (i.e., six positions of the 6 ϫ 6 grid of points). The mean of the distribution is offset by 0.3 rad͞s, which is within the accuracy of the nominal angular velocity measurement. The standard deviation of the angular velocity, , can be related to the standard deviation in the position measurements ͑ d ϭ 21 m from Table 1 ) using the relation ϭ d ͑͞tr͒ assuming that t and r have negligible error. For the range of radii of rotation used here, a range of 0.22 Յ Յ 0.30 rad͞s is predicted. Figure 6 (b) shows the difference between the centripetal acceleration, a c , measured by photogrammetry (mean 5 Ϯ 39 m͞s 2 ) and the nominal value taken from the optical chopper controller, normalized by the radius of rotation at each point, for all 180 measured acceleration values (i.e., five positions of the 6 ϫ 6 grid of points). The mean of the normalized acceleration distribution is offset and is related to the offset in angular velocity by the relation ␦a c ϭ 2␦ ϭ 37.3 ͑rad͞s͒ 2 . The standard deviation of the normalized centripetal acceleration, ac , can be related to the standard deviation in the position measurements using the relation ac ϭ 2 d ͞t 2 ϭ 39.9 ͑rad͞s͒ 2 . Several techniques can be used to reduce errors in the velocity and acceleration measurements compared to the simple numerical difference applied above. One procedure applicable to insect flight is to determine an equation (e.g., polynomial) describing the position against time that best fits the experimental data, which can then be differentiated analytically. For the constant angular velocity around the center of rotation of the points on the optical chopper, a fit to the points around a circular path and a fixed center of rotation was already performed. Figure 6(c) shows the difference between the angular velocity measured from the fitted photogrammetry data and the nominal value taken from the optical chopper controller for 36 measured velocity values (i.e., the angular velocity for each of the 6 ϫ 6 grid of points). The standard deviation has been reduced to 0.3͞ͱ7 ϭ 0.11 rad͞s. Similarly, Fig. 6(d) shows the difference between the fitted centripetal acceleration measured by photogrammetry and the nominal value taken from the optical chopper controller, normalized by the radius of rotation at each point, for 36 measured acceleration values (i.e., the normalized centripetal acceleration for each of the 6 ϫ 6 grid of points). The standard deviation has been reduced to 39.9͞ͱ7 ϭ 7.9 ͑rad͞s͒ 2 .
C. Static Wing Measurements
In a final experiment to demonstrate the feasibility of recording insect-wing kinematics, a housefly (Musca domestica) wing was marked with 78 spots using an indelible ink marker pen with a sharpened tip. The wing was mounted on the blade of the optical chopper, rotated to various positions, and static images were recorded under laser illumination in transmission. We chose to make static rather than dynamic measurements because we wished to avoid the risk that air resistance on the wing would introduce unknown vibration and flutter; however, we know from tests on the calibration targets that the accuracy of measurement in the static and dynamic cases when using laser illumination is comparable. An example image taken under laser illumination is given in Fig. 7 . Images of the glass calibration target in transmission were also recorded for direct comparison. Table 2 shows the standard deviation of errors. In this case, errors with the housefly wing target are quoted relative to the mean of the measurements because the wing shape and spot position were not known a priori. As before, the errors for the glass calibration target were calculated relative to the nominal spot positions and are similar to those achieved in Fig. 3 . However, the housefly results show greater errors compared to those for the calibration target. The reduced accuracy is due to the irregularity of the drawn wing spots and the resulting degradation achieved on the MPE. To demonstrate this effect, one image was taken from the data set of the housefly wing viewed approximately normal, and positions of the spot centers were calculated by using the correlation software. The image was then stretched to simulate a change in its viewing angle to approximately 45°to perpendicular, and the recovered spots' centers differed by 0.7 Ϯ 0.4 pixels in comparison with the original data. When a similar exercise was performed for views of the circular spots on the glass calibration target, the calculated centers between the two views differed by 0.08 Ϯ 0.05 pixels. Repeating the exercise with artificially generated circles and ellipses produced similar results to those for the calibration target-circles yielded 0.09 Ϯ 0.05 pixels and ellipses yielded 0.2 Ϯ 0.1 and 0.12 Ϯ 0.09 pixels along the major and minor axes, respectively. Therefore in both the hand-drawn and calibration-target spot examples, the difference in the positions of recovered spot centers due to image tilt is similar to that for the experimentally determined MPE.
Discussion
We have described an experimental system that will be used to implement high-speed close-range photogrammetry on tethered and free-flying insects. White-light illumination was found to provide lower MPE and position errors than did laser illumination for static targets, due to the laser speckle's downgrading of image quality. Although the performance of white-light and laser illumination becomes similar for a large number of views, the cost of high-speed cameras currently restricts the number of views. Thus for many targets, white-light illumination would be preferred. However, for the current application, laser illumination was chosen so as to avoid any heating effects and to be invisible to the insects under test and therefore not influence their natural wing-flapping behavior. It was demonstrated that the errors in static and dynamic measurements were comparable for laser illumination.
In the dynamic calibration experiments, the effective number of camera views in the case of a rigid target was increased by combining successive images in a time sequence taken with a small number of cameras. Clearly this is not the case with dynamic measurements of deformable objects such as insect wings, in which the number of views is restricted to the number of cameras available. The measurement error decreases, and the MPE increases, as the number of views increases. An empirical relation between the MPE and position error was found. This relationship can be used to estimate the expected magnitude of the error for each point depending on the number of views of a given point at a given time instant, taking into account that points are frequently obscured due to wing motion. It was demonstrated that errors in position can be used to predict the range of errors in velocity and acceleration. Estimating a value of 30 m for the total positional error to be expected from an insect flight experiment, the velocity error at 5000 frames͞s is then 150 mm͞s and the acceleration error is 750 m͞s 2 . The expected maximum velocities and accelerations for the hoverfly are 10 m͞s, and 5000 m͞s 2 , respectively, and therefore the system provides data from a grid of points with sufficient accuracy for entomological studies based on topological surfaces rather than strips. We are also undertaking some preliminary experiments on tethered locusts, which fly reliably under laboratory conditions. Locust wings are four times larger than those of houseflies, and the expected total error will scale with the field of view to 120 m. Our locust experiments are typically conducted at 1000 frames͞s, and the expected velocity and acceleration errors are then 120 mm͞s and 120 m͞s 2 , respectively. The expected maximum velocities and accelerations for a locust are 5 m͞s and 250 m͞s 2 , respectively, and some additional fitting will be required to reduce errors adequately. Dynamic measurements will benefit from smaller, more circular marked spots to reduce the MPE. We are investigating improving measurement accuracy by improving the circularity of the markings, although eventually we wish to measure wings with no additional markings by using instead the natural vein structure of the wing.
Conclusions
This paper describes an experimental characterization of a dynamic close-range photogrammetry system targeted at deformable objects, specifically, the wings of a hoverfly in tethered and free flight. In the photogrammetry of dynamic deformable objects, the number of views of the object is restricted to the number of cameras, unlike that for rigid bodies or static photogrammetry where images from a temporal sequence can be combined to improve accuracy. Position error was shown to decrease and the MPE was shown to increase with an increasing number of views. Dynamic and static photogrammetry measurements were reported for an object under both laser and white-light illumination. For the laser, the dynamic results were similar to those obtained for a static object. Point velocities and accelerations were determined by numerical differentiation, and errors were in agreement with those predicted from shape measurement. Point velocities derived from photogrammetry showed good agreement with laser vibrometer measurement. A simple model of the motion was used to reduce errors. The results indicate that high-speed dynamic measurements of the deformation of insect wings during flight will be possible with the new system.
