Abstract-Up to now, smart lighting solutions have been researched and deployed in many cities around the world. This application has saved much energy due to the capability of optimizing the lighting control mechanism. In this paper, a framework used for smart lighting system is proposed under the consideration of many issues such as hardware devices, routing protocol, security, and scalability in layers. The performance evaluation is also investigated in several simulated scenarios and test-beds to show the advantages of the proposed framework.
Introduction

S
MART street lighting solutions have been researched and applied in many developed countries such as Germany, US, etc. in recent years. TRINODIC [1] uses smart lighting devices to detect the occupancy in buildings to turn on/off LED lamps. Moreover, these products can measure the daylight intensity to dim LEDs to save energy. The drawback of this device is not to support the control via wireless connection. Other products from Cree [2] , Phillips [3] , Lutron Electronics [4] support controlling cheap indoor LEDs using ZigBee or Wi-Fi technologies. These products can support network size of tens of LEDs for indoor smart lighting solution. For out-door lighting, Telematics Wireless [5] uses T-light DCU devices to control LED street lamps remotely by using a centralized software via IPv6 connections (shown in Figure 1 ). Smart lighting solution of AGMI Traffic [6] has been deployed for high-ways, parking slots, tunnels with the two-way communication mechanism. SLIC Smart Control Unit (SCU) [7] of ST Electronics provides several lighting control devices which supports plug-and-play feature, easily scale the control network and can be integrated with other data networks. In addition, these SCU has the encryption mechanism for communication to increase the security of the control network.
In the deployment case-study aspect, smart street lighting networks have been set up in Halifax, Nova Scotia (Canada) by Silver Spring Networks with 43,000 LEDs over an area of 2500 square mile [8] . Several other [20] cities such as Boston (US), Copenhagen (Denmark) [9] , Gloucestershire, UK [11] have also been testing street lighting networks with smart control integration based on context-awareness (e.g. day/night, environment conditions). Another smart lighting from Schrder [10] has been applied in Settimo, Torinese (Italy) using the autonomous communication network. This solution also integrates sensors to adjust the light intensity automatically, which saves 85However, from all of the solutions and research works mentioned above, only one or some issues have been investigated for solving the problem. Hence, in this paper a general framework for street lighting control is proposed which consider many issues from PHY to application layer. Although the street lighting system can be deployed as a star network topology (like Telensa solution [16] ) in which each node can be controlled by a network of distributed gateways such as LoRaWAN [17] or SigFox [18] networks. However, in this proposed framework, several goals are considered as follows:
• Using a mesh network LoWPAN/IPv6 over the standard IEEE 802.15.4 to reduce the number of deployed gateways.
• Supporting link layer security and end-to-end data encryption/decryption.
• Supporting authentication of devices when joining the lighting network.
• Performing 2-way communication with synchronous and asynchronous data transmission.
• Implementing the reliable transmission mechanism in the wireless lossy network. This paper is structured in 5 sections: section I is the introduction to the scope of this paper. The introduction of SLS is deeply discussed in section II. Design and implementation of the proposed framework is mentioned in Section III while Section IV describes the simulation and experiment results to validate the proposed model. Finally, conclusions are given at the end of this paper.
SMART STREET LIGHTING SYSTEM (SLS))
Network architecture of SLS
The architecture of the Smart Street Lighting system includes two parts shown in Figure 2 . The Wireless Communication Network is responsible for providing the connection from the gateway to each street lamp. This consists of 2 tiers: embedded tier (lights, sensors) and gateway tier. The Management and Control System includes the centralized server farms, control software and clients which stores the data and controls the lights via Wireless Communication Networks. 
Wireless Communication Network for SLS
A typical architecture of a smart Street Lighting System (SLS) [19] is illustrated in Figure 3 . Each street lamp consists of a LED driver combined with an RF module for multi-hop communication. One street can be considered a LoWPAN network with many nodes controlled by one gateway having a back-bone connection to the monitoring center via 3G/4G or Ethernet. The management and control software installed in the monitoring center provides the functionalities to monitor the status of street lamps and control them independently. Moreover, in order to support the smart lighting control [20] based on context-awareness, the SLS model can be integrated with many sensors to detect the environment conditions (day/night), people or vehicles occupancy and optimizes the lighting schedule to reduce energy consumption.
PROPOSED FRAMEWORK
Protocol stack
To target the use of mesh network with the high scalability, a framework of protocol stack shown in Figure 4 is proposed to achieve the goals mentioned in section 1. The following sections will provide more details for each layer in this framework. 
PHY layer
In the PHY layer, the RF module is designed to be responsible for mesh networks supporting IEEE 802.15.4 standard (868 MHz, 915MHz and 2400 MHz). The driver for RF chip is implemented independently to upper protocols so that this framework can work with many RF chips such as CC2530, CC2538, and CC2650 from TI. This driver can be configured by using Hardware Abstract Layer (HAL) during the compilation. To interface with the LED driver for commanding, the RF hardware module provides several common interfaces such as UART, SPI/I2C.
MAC layer
At the data link layer using IEEE 802.15.4, a Radio Duty Cycling (RDC) protocol is combined with CSMA/CA to increase the reliability of data transmission via RF links. RDC protocol (e.g. ContikiMAC [21] or B-MAC [22] ) is designed separately with CSMA to target the low-power consumption. However, the E-MAC protocol [23] is suggested in this layer due to some of its advantages. E-MAC belongs to the asynchronous MAC protocols category. The sender initiates the transmission using the periodical wake-up mechanism to listen to and receive the packets from neighboring nodes. If the packet is detected when the receiver wakes up, the receiver will wait to receive the packet and return an ACK to the sender. In order to transmit a packet, the sender repeats the transmission many times until it gets an ACK from a specific receiver. Additionally E-MAC changes the wake-up mechanism and periodically listen to the radio channel. This helps reducing the constraints the processing load for MCU, or the packet delay. Moreover, the transmission phase locked in E-MAC is also optimized to be faster than ContikiMAC. Also in this layer, the LLSEC security [24] is integrated to provide four basic security services for wireless links: access control, message integrity, message confidentiality, and replay protection. To target the implementation of IEEE 802.15.4 security issues in all hardware platforms mentioned previously, the AES-CCM-64 [25] is recommended with the configuration: data is encrypted and data authenticity is validated (using Message Authentication Code).
6LoWPAN
6LoWPAN defined in the standard RFC 4944 [26] is responsible for transporting packets from the IPv6 networks over the IEEE 802.15.4 networks. It provides a number of functions such as adapting the packet sizes from IPv6 network (MTU to be at least of 1280 octets) to the 802.15.4 network (127 octets). 6LoWPAN also deals with several challenges like address resolution, header compression or routing capability. Thanks to this adaption layer, the IP services can be operated completely on low-power devices using IEEE 802.5.4 standards.
Routing protocol
Routing protocol used in the proposed framework is RPL [27] defined in the standard RFC 6550 by IETF. This protocol supports mesh routing among nodes in the networks with three kinds of traffic: multipointto-point for collecting the status of street lamps, and point-to-multipoint or point-to-point for commanding them. RPL is a Distance Vector IPv6 routing protocol for low-power wireless networks. This protocol specifies how to build a Destination Oriented Directed Acyclic Graph (DODAG) using an objective function (OF) and a set of metrics/constraints. In the proposed framework, the EXT metric is chosen for objective function in RPL. Besides, an extension of RPL is implemented to detect whether a node (street lamp) is connected to the DO-DAD or not within a duration of 90s. Moreover, in order to target the networking stability and small memory footprint, our modification or the classic RPL focus on removing the storing mode and reducing complexity of supporting multiple instances and DODAGs.
Application layer
Currently, there are two well-known protocols at the application layer for wireless mesh networks, namely CoAP and MQTT. However, MQTT needs TCP protocol at transport layer which is not supported in LoWPAN. CoAP is a light-weght HTTP running in UDP and can be used in LoWPAN networks. Our goals is to design a proprietary protocol that can connect many nodes (including environmental monitoring nodes or smart metering devices). This design also supports authentication mechanism and end-to-end data encryption. The design at this application layer has several features as follows:
• Having a simple data frame format: it consists of 64 bytes (header and payload).
• Enabling the encryption using AES-128 with a pre-shared key for each connection.
• Supporting commands for each street LED lamp, a group of LED lamps, or all the lamps belonging to a street lighting segment.
• Enhancing reliable data transmission: each command must have an ACK returned to the gateway (with the error code inside).
• Functioning the synchronous transmission of REQUEST and REPLY control packets in the normal operation. In case of unexpected events happening with LED lamps, the asynchronous transmission (via ASYNCHORNOUS packet) can be used to report the status from each lamp to the gateway without waiting for requests.
Format of packet frame
For simplicity, all kinds of frame (request, reply, asynchronous) use the same packet format shown in Figure 5 . • NODE ID (1 byte): used in the packet sent to the gateway. NODE ID is defined by the software connected to the gateway. At the gateway this field will be translated to a specific IPv6 address of a lamp of which the gateway wants to connect.
• SEQ (2 bytes): the frame sequence.
• TYPE (1 byte): determine the type of the packet: REQUEST, REPLY or ASYNCHRONOUS.
• CMD (1 byte): specifying command for controlling the lamp.
• ERR CODE (2 bytes): retuned code in the REPLY packet sent back to the gateway. This field decodes the operation/status of the sent REQUEST.
• DATA (54 bytes): the data (if necessary) for the command. In the REQUEST, this field contains the arguments of the command. In the REPLY, this indicates the necessary data which needs returning (e.g. status of the lamp)
• CRC (2 byte): error control of the whole packet using CRC-16.
With all the commands supported above, each street lamp can be controlled by using following mechanisms:
• Remote wirelessly control each lamp or a group of lamps from a centralized management software.
• Automatically control the lighting based on a programmed schedule.
• Context-aware control based on environment conditions such as light intensity or daytime. 
Handshaking protocol
When joining the LoWPAN network, a lamp must run the authentication process with the gateway. If this process succeeds, the lamp can be controlled from the gateway; otherwise, only the PING command (shown in Table 1 ) is supported for testing the connection. To support nodes authentication when joining/rejoining network, a simple handshaking protocol using CHAP (Challenge Handshake Authentication Protocol) is proposed in Figure 6 . A node is considered in the control mode for commanding if it passes the authentication process and gets an application key for data encryption/decryption. The random number for authentication protocol mentioned has 16-bit size so that it can be implemented in most of resource constrained MCUs such as MSP430. The data encryption/decryption is performed using 128-bit AES-CBC scheme in this framework. In order to verify the operation of the proposed framework, a network (shown in Figure 7 ) is used to simulate a lighting system with three lines of lamps along the streets. This network consists of 1 gateway (node 1) and 29 street lamps (node 2-30). Each node uses an MCU MSP430 and RF CC2420 module working at the frequency 2.4 GHz and control a LED lamp. The configuration of nodes and networks is illustrated in Table 2 . The simulation is run for 1 hour and the result is recorded in Table 3 .
SIMULATION AND EXPERIMENT
Simulation
From the simulation results, it can be seen that the proposed framework can achieve a good packet delivery date with low latency although the control of the street lamps can take several minutes in reality. The authentication process in the simulation has 100 percentage of success due to the retransmission mechanism when a packet cannot be successfully delivered to a specific node. The maximum of the network depth is 12 hops, which ensures the scalability of the network in increasing the number of street lamps while keeping a high PRR of approximately 99%.
Experiment
Evaluation of networking performance
To verify the operation of the proposed framework in reality, a test-bed of 7 nodes are deployed along a local road in HCMUT campus for experiment (6 LED lamps and one gateway shown in Figure 8 ). Although the framework supports many hardware platforms illustrated in Table 4 ; however, in this test-bed, the CC2538 platform is chosen for experiment due to the popular use of this SoC device. In addition, the RF transmission power is set at 7 dBm. Each LED lamps (60W) is connected to the CC2538 RF module via UART/RS485 interface. Commands sent from the gateway will be passed to the LED lamps using the packet format mentioned in section III to control the operation of the LED lamp. A customized test program written in Python is used to send requests continuously to LED lamps via the gateway for measuring the performance with the request period of 3 seconds. The IPv4 network is used between the test program and the gateway while IPv6 network is deployed between the gateway and lamps.
After continuously sending 1000 commands to 6 LED lamps, all parameters collected at the gateway Table 5 . It can be concluded that the proposed framework works properly as designed. The delay is also low enough for controlling dense networks. In the test-bed, although nodes are arranged in a small area, the topology is formed as a multi-hop network because the RF transmission power is reduced to 0dBm. The statistics show that data transmission from node 1, 2 and 3 will be directed to the gateway while node be relayed by node 2 and 4, while data packets from node 4, 5, 6 are relayed using multi-hop transmissions. It also shows that the end-to-end delay is rather small to support the real-time control. After executing 1000 commands for each node in both unicast and broadcast control, no failed commands are recorded in the measurement logs, although the PRR is not 100%. This is due to the implementation of retransmission mechanism. 
Evaluation of single-hop communication
In order to measure the communication range, a testbed of 2 nodes are set up (shown in Figure 9 ) in the same campus. In this test-bed, a border router is fixed at the location 1 while a remote node is moved to 4 other positions (2, 3, 4 and 5) for the measurement of different distances between 2 nodes. At each position the remote node will periodically send 1000 packets to the border router with an interval of 1 second. All of the measurements are recorded at the border router. Table 6 shows the measurements at 4 locations of the remote node. It can be seen from the table that the effective communication range between nodes is approximately 130m if the PRR is usually required to be higher than 95%. At a distance of nearly 190m (position 5), all transmitted packets are lost while at the position 4, the signal strength is around -96 dBm which is still good enough for receiving packets. This measurement also confirms why the PRR in Table 5 is rather good for deployed lighting system because the maximum distance in this system (shown in Figure 8 ) is approximately 70m between node 6 and node 5. Moreover, in comparison with other popular wireless protocol stacks such as BLE, ZigBee, or Thread, latency and PRR of the proposed protocol stack is quite good with single-hop delay of approximately 150ms and PRR of 98.5%. Table 7 shows the comparison of these parameters [28, 29, 30, 31] . 
Conclusion
With the proposed framework, it is believed that this protocol stack can be a suitable candidate for smart lighting applications where all street lamps can be controlled independently from a centralized software. The simulation and experiment measurement also show that the framework can support a dense network with low latency and high packet success delivery rate. Moreover, the framework is designed to target the simplicity for most of hardware platforms and is general enough for other application such as smart metering or environment monitoring. In the future, one feature that can be improved in this framework is utilizing the AES hardware engine on modern platform such as CC2538. Additionally, the in-field deployment of street lighting system can be conducted and investigated with contextawareness applications.
