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Abst rac t - -A  new technique for solving partial differential equations has been developed and 
tested. The technique uses step integration over a small interval of the independent variable after 
applying the finite difference for the partial derivatives. The integration is carried out for each element 
while using average values for the neighboring elements. These values are modified by iteration. The 
technique is used here for solving Burgers' equation. The results demonstrate excellent agreement 
with that of the exact solution. 
Keywords--Part ia l  differential equations, Analytical-numerical method, Convergence, Physical 
systems, Step integration method. 
1. INTRODUCTION 
Differential equations, in general, describe the rate of change in the physical property of the 
matter with respect o time and/or space. The change takes place due to internal or external 
disturbances. If the disturbances are not uniform with respect o time or space, then the response 
of the different parts of the matter will be different, (i.e., parts will be leading and parts will 
be lagging). The response is always proportional to the time constant of the considered part, 
element, or particle of the matter, even for steady state problems. The time constant is usually 
a measure of a ratio of that which can be given from the considered element o the neighboring 
elements or its surroundings to that which will be gained by the elements from the latter, In 
order to calculate the accurate change in the physical property, the selection of the change in the 
independent variable should be smaller than the time constant of the considered particle. Real 
phenomena lead to complicated ifferential equations, which seldom have exact solutions. The 
complexity of obtaining analytical solutions and the availability of fast computing power made 
the numerical techniques attractive. The slow convergence and the instability of the different 
numerical techniques in solving the nonlinear differential equations are due to the use of different 
linearizing methods as a simplification approach. The present work combines the analytical and 
numerical techniques while limiting the simplification approaches within the realistic behavior 
of the physical problem. For example, consider that the sun shines in a room and it begins 
to warm up. Apparently, the physical property here is the temperature which is a function 
of the time and space, and the governing equations that represent the temperature variations 
are partial differential equations. These equations have no analytical solutions. Thus, if the 
~empera~ure distribution is required, a numerical solution is in order. The same results can be 
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obtained, however, if a large number of nodal points are assigned to the different materials in the 
room. The conventional method is to use one of the available numerical techniques to solve the 
coupled differential equations of the different nodal points. The concept of combining analytical 
numerical techniques can be explained as follows. Suppose that the room is represented by two 
nodal points, one for the air and the other for the walls. These two nodal points interact with one 
another constantly. Naturally, the air nodal point is more dynamic and has a quicker response 
than the one for the wall. Therefore, one can temporarily decouple these two nodal points from 
one another by substituting an average value or using the initial given value of the other over a 
small t ime interval. Each equation can be integrated over that time interval, giving an equation 
which shows the relationship between the new values as a function of the old values. The assumed 
average value will be modified though iteration. 
Burgers' equation, which arises in models of turbulence and shock theory is one of the nonlinear 
partial differential equations, for which it is possible to obtain an exact solution for different 
combinations of boundary and initial conditions [1]. The equation processes the characteristics 
of describing an evolutionary process in which a convective phenomenon is in conflict with a 
diffusive phenomenon. Some of the diverse phenomena which are modeled by Burgers' equation 
are described in [2]. Results published in the literature shows that the numerical solutions 
will encounter difficulties in the form of nonphysical oscillations, specifically when the nonlinear 
convective term is dominant. Several especialized methods have been suggested for dealing with 
problems uch as: filtering technique [3], upwinding methods, the moving finite-element [4], and 
spectral and finite-difference with a coordinate transformation scheme. 
In this paper, the combined analytical numerical technique is applied to the Burgers' equation 
in its finite difference form. 
2. THE SOLUTION METHOD 
The time-dependent Burgers' equation is given by: 
cgu 02u  Ou 
-~-=c~-u~-  d, 0<5<1,  t>0,  
with the initial condition 
u(x, 0)  = sin ~rx 
and the homogeneous boundary conditions 
(1) 
u(O,t) = u(1,t) = O, t > O, 
where u is the velocity and e is the coefficient of kinematic viscosity. Rewriting equation (1) in 
the finite difference form with the fourth order error (Ax4; a lower order provides less accuracy) 
yields: 
cgui ( -u i+2 + 16U~+l - 30 ui + 16ui-1 - u i -2 )  (ui+l - ui-1) 
cgt -- c AX  2 - u~ 2Ax  ' 
for i = 2 , . . . ,N -  1; (2) 
forward difference is used for the first element, i = 1: 
Our (-u~+3 + 4ui+2 - 5u{+1 + 2ui) (-ui+2 + 4ui+l - 3ui-1) 
0--t- = c Ax 2 - u~ 2Ax 
backward difference is used for the last element, i = N: 
cgu~. (2ui  - 5u~-1 ÷ 4u~-2 - u~-3) (3u~ - 4u{_, + ui-2) 
Ot = e Ax  2 - u~ 2Ax  
(31) 
(4) 
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Equations (2)-(4) can be written as follows: 
OUi 
= Ai -- Bi ui, 
Ot 
where 
A~=e 
(-ui+2 + 16~2i+1 + 16~i_1 - u/-2) 
Az  2 
30e 
and B~-  Ax 2 
notice that when i = 2, ui-2 = 0, since u(0, t) = 0. 
For i = 1, 
Ai=c  
For i = N, 
di=~ 
(5) 
- - -+  (Ui+I -- ~ i -1 )  
2Ax 
for i = 2 , . . . ,N -  1; (6) 
( -ui+3 + 4~i+2 - 5~i+1) and Bi = 2e (4~2i+1 - ~2i+2 - 3~2i) 
/xz2 - Az---- 7 + (7) 2Ax 
(-572i-1 + 4~i-2 - ~i-3) and Bi = 2e (3~i - 47~i-1 4- ui-2) 
Ax 2 - Ax  ----7 + 2Ax  (8) 
In equations (6)-(8), u is the average velocity over a small period of the time interval At. The 
approximation of substituting u in these equations allows the temporary decoupling of the ith 
element from its neighboring elements. Thus, equation (5) can be integrated over that period of 
time. The integration of (5) over At yields: 
Ui,new = Ci - (Ci - ui,old)exp ( -  A-~i ) , (9) 
where Ci = Ai/B~, and time constant ri = 1/B~, for i = 1 . . . . .  N. The average values of ui can 
be calculated as follows: 
1 f0 zxt r fz~ = --~ Ui,new dt= Ci + (U<old -- Ui,new) ~-~. (10) 
The initial values of u can be used first in equations (6)-(9) to obtain new values. Thereby, 
equation (10) can provide an average value for each element from its initial value and the newly 
calculated value from equation (9). Repeating the calculation again using these average values 
allows the coupling of the elements and provides a simultaneous solution. This will be repeated 
for the same time interval until there is no significant change in the newly calculated values. 
The exponential nature of equation (9) helps this to converge very rapidly. Further, it should be 
pointed out that the precaleulated values from equation (9) are based on the realistic parameters 
and the realistic behavior of the elements due to the use of the specific time constant 7~ = 1/B~. 
Now, the new values will be used as old values for the next time interval At. The procedures 
used by the proposed technique for solving partial differential equations can be summarized as 
follows: 
(a) Write the equation in finite difference form. 
(b) Group all terms other than the ith element in Ai. 
(c) Group all of the coefficients of the ith element in Bi. 
(d) Use equation (9) to precalculate the new values for all elements using the initial values 
first, 
(e) Calculate an average value for each element using the initial and precalculated values. 
(f) Repeat Steps (d) and (e) using the calculated average values instead of the initial vatues 
until there is no change. 
(g) Use the new values as old (initial) values for the next time interval. 
(h) Repeat Steps (d) through (g) until the end of the interval. 
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3. CONVERGENCY ANALYS IS  
Equation (9) is the key equation for solving Burgers' equation. This equation contains both 
the time At and the space coordinates, in a ratio form At/Ax as the power of the exponential 
term. Thus, finding the relationship between these coordinates that provides accurate results will 
be of significant value. Thereby, At is varied for a given Ax until the calculations show either 
oscillation or interruption. Then, a value of At is to be selected while varying Ax. It should 
Table 1. The effect of the time increment At on the numerical results; values of u 
for Ax = 0.01, At = 0.001-0.2; * is for Ax = 0.1. 
At 
x 
0.001 0.005 0.01 0.02 0.1" 0.2* 
0.000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
0.025 0.019200 0.019151 0.019180 0.019423 
0.034839 0.32941 
0.075 0.056830 0.056708 0.056925 0.058132 
0.125 0.094657 0.094470 0.094869 0.096995 
0.105184 0.098680 
0.175 0.132500 0.132252 0.132829 0.135850 
0.225 0.170297 0.169990 0.170744 0.174646 
0.176293 0.164742 
0.275 0.208027 0.207661 0.208591 0.213367 
0.325 0.245676 0.245252 0.246358 0.252003 
0.242780 0.227349 
0.375 0.283230 0.282751 0.284031 0.290540 
0.425 0.320675 0.320140 0.321595 0.328961 
0.328151 0.310024 
0.475 0.357991 0.357403 0.359032 0.367249 
0.525 0.395160 0.394521 0.396323 0.405382 
0.371422 0.343008 
0.575 0.432160 0.431472 0.433446 0.443338 
0.625 0.468968 0.468233 0.470379 0.481092 
0.449022 0.399013 
0.675 0.505556 0.504779 0.507095 0.518616 
0.725 0.541896 0.541079 0.543564 0.555878 
0.531741 0.486951 
0.775 0.577953 0.577101 0.579753 0.592844 
0.825 0.613689 0.612805 0.615624 0.629471 
0.602196 0.576536 
0.875 0.649056 0.648147 0.651131 0.665713 
0.925 0.684023 0.683097 0.686244 0.701555 
0.662403 0.648633 
0.975 0.714635 0.713696 0.716981 0.732097 
1.000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
0.80  
At=O.O01 
. . . . . . .  • t=O.O05 . I f '  
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Figure 1. The el=[ect of the time increment At on the numerical results. 
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Table 2. The effect of the step size Ax on the numerical results; values of u for 
Ax = 001-0.25, At = 0.001 
! Ax I 0.01 0.05 0.1 0.2 0.25 
119 
0.925 
0.975 
1.000 
0.000000 0.000000 0.000000 
0.019200 0.019255 
0.037290 
0.056830 0.056537 
0.094657 0.094484 
0.113058 
0.132500 0.132412 
0.170297 0.170278 
0.189458 
0.208027 0.208070 
0.245676 0.245773 
0.262003 
0.283230 0.283299 
0.320675 0.321306 
0.349946 
0.357991 0.356655 
0.395160 0.398829 
0,398499 
0.432160 0.428265 
0.468968 0.470767 
0,493932 
0.505556 0.509112 
0.541896 0.539919 
0.573904 
0.577953 0.574754 
0.613689 0.617912 
0.635962 
0.649056 0.651834 
0.684023 0.686062 
0.695818 
0.714635 0.718723 
0.000000 0.000000 0.000000 
0.000000 0.000000 
0.062302 
0.232129 
0.350363 
0.526967 
0.101043 
0.259706 
0.491710 
0.701687 
0.699337 
0.000000 0.000000 
Table 3. The effect of the step size Ax on the 
numerical results; values of u for Ax = 0.1-0.5, 
At = 0.01. 
Table 4. The effect of the step size Ax on the 
numerical results; values of u for Ax ~-- 0.1-0.5, 
At = 0.02. 
Ax 0.1 0.2 0.25 0.5 
0.000000 0.000000 
0.037017 
0.061696 
0.112199 
0.188067 
0.230451 
0.259852 
0.347669 
0.347823 
0.395583 
0.489672 
0.522401 
0.569498 
0.632623 
0,693378 
0.692437 
0.000000 0.000000 
0.000000 0.000000 
0.100560 
0.279380 
0.257710 
0.487382 
0.578543 
0.696095 
0.000000 0.000000 
Ax 
x 
0,000 
0.050 
0.100 
0.125 
0.150 
0.250 
0.300 
0.350 
0.375 
0.450 
0.500 
0,550 
0.625 
0.650 
0.700 
0.750 
0.850 
0.875 
0,900 
0.950 
1.000 
0.1 0.2 0.25 0.5 
0.000000 0.000000 
0.036751 
0.061107 
0.111355 
0.186673 
0.228813 
0.257816 
0.345286 
0.345327 
0.392815 
0.485266 
0.517863 
0.565379 
0.628925 
0.687361 
'0.688579 
0.000000 0.000000 
0.000000 0.000000 
0A00096 
0.30525 
0.255748 
0,483085 
0.600028 
0.690451 
0.000000 0.000000 
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be pointed out here that Ax represents physically the length of an element, and the analytical- 
numerical method calculates the average value for such an element. Therefore, the obtained 
average value should be allocated to the center of the element. The effect of varying the time 
increment At is shown in Table 1. Starting with Ax = 0.01 and At = 0.001, then increasing At, 
the calculations were interrupted for values of At > 0.02. For a ratio of At/Ax up to 2.0, the 
calculations were successful. Increasing Ax to 0.1, the calculations have been successful to values 
of At up to 0.25, i.e., a ratio of At/Ax of 2.5. For the small value of Ax = 0.01, only the results 
of twenty elements out of hundred have been listed, in order to avoid having a very lengthy table. 
The first column represents the distances of the center of the elements (the second row is for 
the third element, the third row for the eighth). This table shows almost the same results for 
the values of At = 0.001 through 0.02. The largest percentage change in the results for varying 
At, from 0.001 to 0.02, at x = 0.975 is 2.4%. For Ax = 0.1, the last two columns show larger 
differences in the results for doubling At but they do not exhibit any oscillations. Figure 1 shows 
the relationship between u and x, where all the data for the hundred elements (Ax = 0.01) are 
included for the different At values. 
0.80  
- -  ~=0.01  
....... Ax=0.1  
u -_--_-  -oO: 5 
o.8o //J"'" ' l  ', 
0.40 . /  |~ii 
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Figure 2. The effect of the step size/xx on the numerical results. 
The effect of varying the step size Ax on the results for different values of time increment are 
shown in Tables 2-4. It should be noted here that the number of elements is 1/Ax, therefore, 
a direct comparison between the results for different values of Ax will not always be possible. 
Table 2 shows that almost identical results are obtained when Ax is increased from 0.01 to five 
or even ten times its value (results for Ax = 0.01, 0.05, and 0.1). Tables 3 and 4 show the effect 
of varying the step size Ax from 0.1 through 0.5 for At = 0.01 and 0.02, respectively. Both tables 
show no oscillations. Figure 2 shows the results for Ax = 0.01, 0.1, 0.2, and 0.25 for At = 0.02. 
This figure shows that whether 100 elements or 4 elements are used, the analytical-numerical 
method provides almost the same results. 
4. RESULTS AND DISCUSSIONS 
It is known that for small values of e, numerical solutions of Burgers' equation exhibit oscilla- 
tions and nonlinear instabilities. For ¢ = 0.0001, Ames [5] used a finite difference method, with 
a grid spacing of Ax = 0.005 and time step of At ---- 0.0004, in order to obtain reasonable results. 
Mitchell and Griffiths [6], used a fourth order compact scheme with Ax = 1/18 and At = 0.001. 
The results obtained by the analytical-numerical method, in [5,6] are shown in Table 5. In order 
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Table 5. Compar ison between results obtained by the analyt ical-numerical  method,  
methods  in [5] and [6], with that  obtained with the accurate solution; values of u for 
Ax  = 1/18 = 0.05555, t = 1. 
121 
0.00000 
0.05555 
0.1111 
0.16665 
0.2222 
0.27775 
0.3333 
O.38885 
0.4444 
0.49995 
0.5555 
0.61105 
0.6666 
0.72215 
0.77777 
0.83325 
0.8888 
0.94435 
1.00000 
Accurate 
Solution 
0.0000 
0.0422 
0.0843 
0.1263 
0.1684 
0.2103 
0.2522 
0.2939 
0.3355 
0.3769 
0.4182 
0.4592 
0.5000 
0.5404 
0.5806 
0.6203 
0.6596 
0.6983 
0.0000 
Analytical 
Numerical 
Method 
Upwinded 
Linear 
Function 
Upwinded 
Quadrat ic  
Funct ion [5] 
Compact  
Differencing 
Technique [6] 
0.000000 
0.041940 
0.126057 
0.209976 
0.293462 
0.376368 
0.458497 
0.539537 
0.619532 
0.694570 
0.000000 
O.O000 
0.0421 
0.0842 
0.1263 
0.1682 
0.2103 
0.2518 
0.2942 
0.3344 
0.3784 
0.4148 
0.4650 
0.4879 
0.5627 
0.5357 
0.7041 
0.4861 
1.0053 
0.0000 
0.0000 
0.0422 
0.0843 
0.1264 
0.1683 
0.2103 
0.2521 
0.2939 
0.3355 
0.3769 
0.4182 
0.4592 
0.4999 
0.5404 
0.5805 
0.6093 
0.6166 
0.5829 
0.0000 
0.0000 
0.0501 
0.0753 
0.1471 
0.1359 
0.2611 
0.2091 
0.3340 
0.3048 
0.4173 
0.3741 
0.5059 
0.4634 
0.5808 
0.5369 
0.6671 
0.6201 
0.7410 
0.0000 
Spl i t ing 
Method {6] 
0.0000 
0.0416 
0.0833 
0.1249 
0.1664 
0.2080 
0.2495 
0.2909 
0.3373 
0.373 
0.410 
0.4509 
0.5059 
0.5262 
0.5813 
0.6289 
0.6333 
0.737 
0.000 
(Ax = 0.02222 is used in the analytical numerical method in order to match x with the other 
methods;  only the points of the matched x are presented here. All points are present on the graph in 
Figure 3.) 
0.80 
• 1 Ntl1DaeFICal/I 
0.80 / 
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Solution 
0.40 / 
0.20 
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Figure 3. Compar ison between results obtained by the analyt ical-numerical  method 
with the accurate solution. 
to  compare  the  resu l t s  obta ined  by  the  ana iy t i ca l -numer ica l  method  w i th  that  o f  the  accurate  
so lu t ion ,  a s tep  s ize o f  Ax  ---- 0 .02222 is used .  Th is  va lue  wi l l  p rov ide  n ine  d i f fe rent  e lements  
that  wi l l  have  the  same exact  va lues  o f  x as  that ,  o f  the  accurate  method .  Th is  tab le  shows  
that  both  the  upwind  techn iques  and  the  compact  d i f fe renc ing  techn iques  d i sp layed  osc i l l a t ions .  
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Also, it shows that  the spl i t t ing method has a deviat ion of 5.9% from the accurate solution (at 
x -- 0.94435). (This is for a split  factor of 6 and At  = 0.05; with values other than these, the 
spl i t t ing technique xhibits severe oscil lations.) 
The table shows that  the largest difference between the results obtained by the analyt ical -  
numerical  method and that  of the accurate solution does not exceed the value of 0.53% (at 
x = 0.94435). A comparison between the results obtained from the analyt ical -numerical  method 
and the accurate solution is shown in F igure 3. 
Briefly, the analyt ical -numerical  method does not show any osci l lation for any value of A t  
or Ax.  The method provides good results for all values of At /Ax  up to 2.0. 
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