Abstract: Bayesian network has been used extensively in data mining. The Privacy-Preserving data mining algorithm based on quantum ant colony optimization is proposed in this paper. The algorithm is based on distributed database. The algorithm is divided into two steps. In the first step, the modified quantum ant colony optimization algorithm is used to get the local Bayesian network structure. The purpose of the second step is getting the global Bayesian network structure by using local ones. In order to protect the privacy, the secure sum is used in the algorithm. The algorithm is proved to be convergent on theory. Some experiments have been done on the algorithm, and the results proved that the algorithm is feasible.
Introduction
Bayesian network is a graphic model which presents the relationship of variables. It provides a method to present the causality of the information. This method can find the relationship in the data. Bayesian theory provides belief function calculation method on mathematics, so Bayesian network has firm mathematical basement. Bayesian network can process incomplete data and data with noisy in data mining. The probability measurement weight is used in Bayesian network to present the relativity among the data, and this method can solve the inconsistency even dependency problem of the data, even dependency problem. The graphic method is used in the method to present the relationship among the data. It is clear and comprehensible for the forecast analysis. Bayesian network has been used extensively in data mining [1] [2] [3] [4] [5] .
The quantum ant colony optimization algorithm is based on the quantum state vector. The quantum bit probability amplitude is used to describe ant position in quantum ant colony optimization algorithm. The rotate quantum gate is used to update the information of the ant information. The not quantum gate is used to avoid getting local optimal solution. The ant scale is alterable, and it does not influent the performance of the algorithm.
The algorithm has a fast convergent rate. Privacy-preserving data mining algorithm [6, 7] based on modified quantum ant colony optimization (PPDM-QANCO) is proposed in this paper. This algorithm is focused on the distributed database. The modified quantum ant colony optimization is used to solve the problem of Bayesian network structure learning on each data node. The privacy-preserving problem is focused on the communicate process on the distributed database. Only the local Bayesian network structure is need to be preserved in the algorithm. The secure sum scheme is used to preserve the local data in the algorithm. The Bayesian network learning based on modified quantum ant colony optimization algorithm is proved to be convergent on theory, and the experiment result is also show that the algorithm is convergent. As to the privacy-preserving, the secure sum scheme is proved to be feasible according to the experiment result.
Algorithm Model

Bayesian network
The method of the graph theory is used to express the joint distribution of the variables set according to the relationship of the variables. The Bayesian network can be defined as follows [8] . Definition 1: the Bayesian network can be described as a triple G = ⟨V, λ , P⟩ Where V means a nodes set,V = {X 1 , X 2 , ..., X n }, every node represents an attribution. represents a set of edges with direction, and
The purpose of Bayesian network structure learning is to get an entire Bayesian network which includes the network topology and the conditional possibility table. The purpose of network learning is to find a Bayesian network which is matched well to the data samples. There is a fitness function which can describe the accuracy of the Bayesian network. The BIC [6] measure function is used as the fitness function in the algorithm. The problem can be described as formula (1) .
Where ξ the means the a Bayesian network structure which is composed by n variables X = {x 1 
Encoding Method
Quantum bit as the information storage unit is a two-state quantum system. It is a unit vector which is defined in a two-dimensional complex vector space. The space is composed of standard orthogonal basis {|0⟩ , |1⟩}. Therefore, it can be in the superposition of quantum at the same time. The state can be represented as below [9, 10] .
Where α and β are complex numbers that specify the probability amplitudes of the corresponding sates. |α| 2 gives the probability that the Q-bit will be found in the 0 state and |β | 2 gives the probability that the Q-bit will be found in the 1 state. Normalization of the state to unity guarantees the equation (3) .
If there is a system of m Q-bits, the system can represent 2 m states at the same time. However, in the act of observing a quantum state, it collapses to a single state. It is encoded with the quantum bit of probability amplitude directly. The quantum q i which presents the minimum distance equation can be described as follows.
The position of an ant represents a solution of the problem in the continuous ant colony optimization algorithm. Supposed that there are m ants which are distributed randomly in the n-dimension space
Each ant has n quantum bits. The probability amplitude represents the current position of the ant. In the adjacency matrix is used to describe the Bayesian network in the algorithm. The Bayesian network is directed acyclic graph, and so the data on the diagonal of the matrix are equal to zero, and in the encoding scheme the quantum on the matrix adjacency collapse to zero. The ant can be initialized as follow.
Select Ants Moving Target Location
Set τ(x r ) as the pheromone intensity of the k ant which is at the position of x k . It is initialized as a constant. Set η(x r ) as the visibility of the position of x k . The probability of the ant k moves from x r to x s is described as follow.
Quantum Rotation Gate
The Rotation operation updates the Quantum bit (Q-bit) by using rotate gate. This operation makes the ant population develop to the best individual. The Q-gate is defined by formula (7) .
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Q-bit is updated as follow.
[
We can see from the formula (8) that this update operation only changes phase of the Q-bit, but does not change the length of the Q-bit. Where ∆ θ is a rotation angle of each Q-bit. The magnitude of ∆ θ has an effect on the speed of convergence, but if it is too big the solution may diverge or converge prematurely to a local optimum. The sign of ∆ θ determines the direction of convergence. The can be determined by the following method. Based that the α 0 β 0 is the probability amplitude of the global optimal solution in the current search,α 1 β 1 is the probability amplitude of Q-bit in current solution. Let us define A as follows.
The direction of ∆ θ can be determined as follows. If A ̸ = 0 the direction is −sgn(A), if A = 0 the direction can be selected randomly. In order to avoid the premature convergence the size of ∆ θ can be determined as formula (10) described. This method is a dynamic adjustment strategy and has nothing to do with the problem. pi is the circumferential ratio. The maxGen represents the maximal number of iterations times.
The Update Rules of Pheromone Intensity and Visibility
The function of the optimal problem is responsible to evaluate the ant position, and the main idea of the pheromone intensity updating is that function value is in integrated with the pheromone. The better the value of the function is, the higher the pheromone intensity is. The gradient information of the function is also integrated with the visibility, and this make that the position with greater gradient, the visibility is greater. The point found in this way not only has higher fitness also has higher rate of change. Each ant computes the function value after one step research, and updates the local pheromone intensity and the visibility according to the rules given as follow. Supposed that the previous position of the ant is x q , the current position is x r , the next position is x s . The updating rule is described as follow.
When the function f is a non-differentiable function, we can use the first difference. It is described as follow.
Bayesian network classified problem based on modified ant colony optimization
The steps of the algorithm can be described as follows.
Step 1: Initialization. Because that the Bayesian network is a directed acyclic graph, the data on the diagonal equal to zero as described in formula (5).
Step 2 Step 3: The rotation gate and the mutation gate are used to update the ant colony. Observe the new quantum to get new possible solutions. The new ant colony is revised if it is not a directed acyclic graph.
Step 4: Calculate the objective function, supposed that the global optimal function f * , the global optimal solution is
Step 5: Update the phenomenon and the visibility according to the formula (11) and (13) . Update the global phenomenon according to formula (16).
Step 6: Checking the end condition, if it is not satisfied turn to the step 2, otherwise the optimal solution can be output.
Secure Sum
The main idea of the algorithm is to generate a matrix which has the same size with the local data matrix, and add the random matrix on the local data matrix, sends the merged matrix to the following party. Each party receives the perturbed matrix, adds it with its local matrix, and passes it to the following party (the last party sends the matrix back to the first party). The first party subtracts the random matrix from the received matrix, which results in the matrix that adds the matrices of all parties, without disclosing their local matrices to each other. The method preserves the data privacy, sine only the original party gets to exactly see the data. The local model is directly c ⃝ 2013 NSP Natural Sciences Publishing Cor.
computed from the local data. But this algorithm is very fragile to the collusion attack. The parties preceding and following a party can collude to recover its local matrix [7, 8] . Let x i represents the data held by the party i, k is the number of the data slice. All the data split into k slices. And the x i j satisfies the equations (17). The x i j and x i are in the same interval.
1. Every party sends the x i2 ,,x im to the other m − 1 parties, and keep the xi1 as private. 2. Every party receives k − 1 numbers which come from the other k − 1 parties. 3. Every party adds the k − 1 numbers to its own x i1 , and sends the sum to the data center. 4. What the data center gets is as follow.
From the formula (18) And so they cant get the exact data of the party. This has nothing to do with other coefficients. If the data center takes part in the collusion attack, the collusion parties can get the exact data of one party only when they receive the k − 1 data. The data needed to be protected in the algorithm is the local Bayesian network structure. Supposed that the local Bayesian network is G =< V i , E i >, E i represents the edge set, V i represents the point set. The Bayesian network is described by matrix. The matrix element is -1 or 1. The secure sum scheme is used in the algorithm. Supposed the number of the node is S. If the matrix element is equal to S, the oriented edge saved in edges set E a , otherwise the edges saved in edges set E b . E a is the edges in the global Bayesian network. E b is the undetermined edges in the global Bayesian network.The mutual information of the edges in the set E b is calculated in the next step. If the value of the mutual information is larger than threshold value, than add the corresponding edge to edges set E a . The edges in set E a is the global Bayesian network structure.
Convergence Analysis
Theorem 1: The PPDM-QANCO algorithm ant population sequence {Q(t),t > 0} is the finite homogeneous Markov chains. Proof: The Q-bits is used in the algorithm. In the ant colony evolution algorithm, the value of ants is discrete. Assumed that the length of the ant is m, the ant population size is n, so the state space size is 2 mn . Because of the continuity of the value of variable, the size of the state space size is infinite in theory, but the accuracy is finite during the calculating. Assumed that the dimension is V , then the state size of the population is V mn , and so the population is finite. In the algorithm, the operation of rotate has nothing to do with the generation number, and the pheromone intensity updating is according to the formula (11), the visibility updating is according to the formula (13) . All this have nothing to do with the generation number. Therefore the population sequence is a finite homogeneous Markov chain.
Definition 2:
.., N} is a random variant sequence. The variable represents the best solution in the k generation. If the condition meets the formula (19), then we can declare that the algorithm is convergent with probability 1 to the global optimal solution.
Theorem 2: PPDM-QANCO algorithm is convergent with probability 1 to the global optimal solution. Proof: According to the theorem 1, the ant colony is a finite homogeneous Markov chain. Supposed that the population of ants is m, the ants are points in research space Ω , X i ∈ Ω represents that the X i is a point in Ω . X i = {x 1 , x 2 , ..., x n }, X i k represents that in the k iteration, the ant X is at the point X i . The ant moves to the point j from point i in the search space after a step of iteration in the randomize procedure. The transfer possibility is P
During the transfer procedure, there are two special situations [14, 15] .
(1)The first situation is that X j k+1 / ∈ f * , X i k ∈ f * . The optimal solution is preserved in the algorithm .This operation ensured that each iteration will not degenerate, and so the transfer possibility P
(2)The second special is that X j k+1 ∈ f * , X i k / ∈ f * . According to the algorithm operation, we can come to a conclusion that the transfer possibility P { X j k+1 X i k } > 0. After describing two special situations, we begin to proof the convergence. Supposed that X k is at the position si, and the possibility is marked as p i k . 
Simulation Experiment
The Asia network is used to be an example to do some experiment in the paper. It is a very small belief network for a fictitious medical example about whether a patient has tuberculosis, lung cancer or bronchitis, related to their X-ray, dyspnea, visit-to-Asia and smoking status. It is also called "Chest Clinic". There are eight variables in the Asia network. Each variable only has two possible values. The data in the experiment are created by the software Netica according to the probability of the Asia network. There are there data sets with different scale. In the experiment, there are three data set which scale is 10000, 30000, 50000 separately. Algorithm K2 is an important algorithm on Bayesian network structure learning. It is used to compare with the algorithm supposed in this paper. K2 algorithm and the modified ant colony optimization algorithm are used to get Bayesian network structure on three different data sets separately. From Table 1 , we can draw a conclusion that the PPDM-QANCO algorithm can get more and more accurate Bayesian network structure than K2 algorithm with the development of number of data. Fig.1 is the best result of the ten times execute of PPDM-QANCO algorithm. Compared with the standard Asia Bayesian The PPDM-QANCO algorithm is more efficient than K2 algorithm. As to the privacy-preserving, the run time of the algorithm with the different party number is described on the Fig.4 . From the Fig.5 we can draw a conclusion that the run time is not enhance too more with the enhancement of the party number. That is to say that the algorithm has the run time stabilization with the increasing party number. 
Conclusion
The modified ant colony optimization algorithm is used to do data mining on distributed database. It is used on each data node to get the local Bayesian network structure. The privacy-preserving in distributed database is focused on the communication among the data nodes. The results of the local Bayesian network learning is needed to be protect during the process of private preserving data mining on distributed database. The secure sum is used to preserve the privacy in the algorithm to do the privacy-preserving. The algorithm is proved to be feasible on theory and experiment. 
