The application of ultra-wideband (UWB) technology to low-cost short-range communications presents unique challenges to the communications engineer. The impact of the US FCC's regulations and the characteristics of the low-power UWB propagation channels are explored, and their effects on UWB hardware design are illustrated. This tutorial introduction includes references to more detailed explorations of the subject.
ORIGINS
It has been said that paradigm shifts in design and operation of systems are necessary to achieve orders-of-magnitude changes in performance. It would seem that such events have occurred in the world of radio communications with the advent of ultra-wideband (UWB) radio. Indeed, several remarkable innovations have taken place in the brief history of UWB radio. Initially transient analysis and timedomain measurements in microwave networks (1960s) and the patenting of short-pulse (often called impulse or carrierless or baseband or UWB) radio systems in the early 1970s were major departures from the then-current engineering practices. (For detailed descriptions of the early work in this field, see [1] .) Marconi's view of using modulated sinusoidal carriers and high-Q filters for channelization has so dominated design and regulation of RF systems since the early twentieth century, that the viability of short-pulse systems often has been greeted with skepticism.
Bennett and Ross described the state of UWB engineering efforts near the end of the 1970s in a revealing paper. Beginning in the late 1980s, small companies, for example, Multispectral Solutions, Inc. (http://www.multispectral. com/history.html), Pulson Communications (later to become Time Domain Corporation), and Aether Wire and Location (http://www.aetherwire.com), specializing in UWB technology, started basic research and development on communications and positioning systems. By the mid-1990s, when the UltRa Lab at the University of Southern California was formed (http://ultra.usc.edu/New Site/), lobbying the US Federal Communications Commission (FCC) to allow UWB technology to be commercialized was beginning. At a US Army Research Office/UltRa Lab-Sponsored Workshop in May 1998, an FCC representative indicated that a notice of inquiry (NOI) into UWB was imminent, and the companies working on UWB technology decided to band together in an informal industry association now known as the UltraWideband Working Group (http://www.uwb.org). The objective of this association was to convince the FCC to render a ruling favorable to the commercialization of UWB radio systems.
The FCC issued the NOI in September 1998 and within a year the Time Domain Corporation, US Radar, and Zircon Corporation had received waivers from the FCC to allow limited deployment of a small number of UWB devices to support continued development of the technology, and USC's UltRa Lab had an experimental license to study UWB radio transmissions. A notice of proposed rule making was issued in May 2000. In April 2002, after extensive commentary from industry, the FCC issued its first report and order on UWB technology, thereby providing regulations to support deployment of UWB radio systems. This FCC action was a major change in the approach to the regulation of RF emissions, allowing a significant portion of the RF spectrum, originally allocated in many smaller bands exclusively for specific uses, to be effectively shared with low-power UWB radios.
The FCC regulations classify UWB applications into several categories (see Table 1 ) with different emission regulations in each case. Maximum emissions in the prescribed bands are at an effective isotropic radiated power (EIRP) of −41.3 dBm per MHz, and the −10 dB level of the emissions must fall within the prescribed band (see Figure 1 ). In addition, for a radiator to be considered UWB, the 10 dB bandwidth f H − f L must be at least 500 MHz, and the fractional bandwidth, 2( f H − f L )/( f H + f L ), must be at least 0.2, as determined by the −10 dB power points f H and f L (see [8, paragraph 30] ). UWB modulations are not prescribed by this regulation to be short pulse in nature, but it is noteworthy that testing of swept or stepped frequency systems must be determined with the sweep or step process turned off, making compliance unlikely (see [8, paragraph 32] ). Devices satisfying the adopted UWB communication regulations will be allowed to operate on an unlicensed basis, fulfilling the potential noted by Bennett and Ross in 1978.
A further FCC memorandum opinion and order and further notice of proposed rule making [9] "does not make any significant changes to the now-existing UWB technical parameters."
OVERVIEW OF UNIQUE FEATURES AND ISSUES
Communication engineers know that there are several compelling advantages to having more RF bandwidth. In all of the cases below, increasing RF bandwidth improves a desirable property. 1 Many assumptions and simplifications are hidden in these relations that may be difficult to justify rigorously for UWB systems. For example, antennas behave like directionsensitive filters over ultra-wide bandwidths, and the signal driving the transmitting antenna, the electric far field (even in free space), and the signal across the receiver load may differ considerably in waveshape and spectral content. Ideally matched correlation receivers are difficult to realize.
AWGN channel capacity and bandwidth efficiency
The channel capacity C (in bits per second (bps)) of the band-limited additive white Gaussian noise (AWGN) channel increases with RF bandwidth:
where B RF is the RF bandwidth of the channel, P rec is the received signal power, and N 0 is the noise power spectral density (PSD) in the RF bandwidth of the radio (see, e.g., [11, Section 5.5] ). This equation is based on an idealized rectangular RF filter of width B RF and does not account for many effects in real systems, including interference of all sorts, receiver mismatch, and so forth. In the event that the noise in the radio receiver is Gaussian but not white, Shannon's water filling theorem [12] indicates that capacity should in most circumstances increase with increased bandwidth under a fixed received power constraint. It also suggests that the distribution of power which achieves capacity in the bandlimited AWGN channel corresponds to a flat PSD across the available frequency band.
Interference in UWB receivers
There is no doubt that UWB radios will be sharing the environment with other radio systems, some possibly creating UWB multiple access interference, and others creating narrowband interference in the UWB radio bands. The FCC regulations have set conditions that limit the interference from UWB radiators to other radio systems, by limiting UWB radios' EIRP in any 1 MHz band to −41.3 dBm. However, the issue of eliminating interference to UWB radios from other radiating systems is left to the ingenuity of the UWB radio designer. At least three standard bandwidthrelated approaches to the handling of interference are possible, namely, spread-spectrum processing, interference excision, and selectable channelization. A back-of-the-envelope computation of the effects of these kinds of processing can be accomplished under the assumption that a reasonable model for the signal in the receiver is the sum of three terms: the desired signal with power P rec uniformly spread over the RF bandwidth B RF , an equivalent receiver noise with power density N 0 , and a statistically independent interfering signal with power I occupying a fraction 1 − F of the RF bandwidth.
(i) Spread-spectrum processing works by using transmitted waveforms that span the available RF bandwidth B RF as uniformly as possible, the RF bandwidth typically being much larger than the data bandwidth B data . In the process of ideal correlation reception, the received signal is despread and the data recovered within a bandwidth B data at a rate R data , while at the same time, any interference power I is spread more or less uniformly across the RF bandwidth [13] in a noise-like manner. The data detector recovers all of the signal power, but the total noise PSD within the data bandwidth increases from N 0 to N 0 + (I/B RF ). Hence, the effective energy-per-bit-to-noise density ratio is approximately
A more detailed performance computation based on spreadspectrum processing for interference mitigation in UWB radios is given in [14] .
(ii) Interference excision works by filtering out (rejecting) narrowband interference. Assuming that the received waveform uniformly spans the available RF bandwidth and that the interfering signal can be eliminated by ideal notch filtering that removes a fraction 1 − F of the RF bandwidth, the noise power density in the remaining bandwidth FB RF is N 0 and the remaining signal power is FP rec . Hence, the effective energy-per-bit-to-noise density ratio for ideal interference excision is approximately
Thus the primary effect of interference excision, in addition to removing the interfering signal, is to reduce the rate at which the receiver accumulates desired signal energy by a factor F.
(iii) Selectable channelization is a form of interference excision in which the RF bandwidth is divided into K approximately nonoverlapping subchannels, and only those subchannels without significant interference are processed to detect the transmitted data signal. This system is equivalent to signal excision with a bank of fixed filters, each of bandwidth B RF /K. When the interference bandwidth fraction 1 − F is less than 1/K, then excision of the interference can be accomplished by not processing one or two subchannels. In either case, the aggregate signal-to-noise power ratio is the same as that for signal excision, but the rate at which the receiver accumulates desired signal energy is reduced by a factor 1/K or 2/K when 1 − F < 1/K.
A similar comparison of the effective energy-per-bit-tonoise density ratios for spread-spectrum processing and interference excision yields
Hence, the best processing technique is determined by comparing the increase in observation time required to accumulate a prescribed amount of signal energy when interference is excised to the increase in the receiver's total noise floor when spread-spectrum techniques are used. Typically when the remaining band fraction F is large, signal excision will be preferred, but when most of the band must be excised to eliminate the interference and F is small, then spreadspectrum processing will be preferred. The dilemma in either comparison is that the designer does not usually know the received interference power I and/or F a priori.
It is worth noting that as the RF bandwidth B RF increases in a shared spectrum environment, the likelihood of having more in-band interferers may increase. Signal excision of some form may be necessary for narrowbands in which strong interference is normally expected, and spreadspectrum processing may be desirable to handle less predictable and weaker sources of interference. In this case, strong narrowband interference is first excised, and the remaining signal is subject to spread-spectrum processing. If the interference can be completely excised, there is no added benefit to the spread-spectrum processing.
Time resolution
The time resolution T res of a matched receiver generally is on the order of the reciprocal of the RF Gabor (RMS) bandwidth B RF :
This gives a corresponding range resolution in positioning systems on the order of c/B RF , where c is the speed of light. This time-resolution measure is well known in radar circles as a measure of the width of the peak of a matched-filter response to a waveform of RMS bandwidth B RF . Although Woodward's radar ambiguity function was developed for time and Doppler mismatch assessment of narrowband receiver performance, a corresponding application of this concept to UWB signals can be developed [15] . The small value of T res also can cause problems for the system designer. For example, in an ideal AWGN baseband channel, the number of measurements used in acquiring synchronization in a straightforward manner (e.g., a serial or parallel search) is proportional to T unc /T res , where T unc is the duration of the initial time uncertainty interval that must be searched in the acquisition process. Rapid acquisition techniques of various types (see, e.g., [17, Section 6.8] ), which usually take advantage of some property of the signal design, have been devised to reduce this quantity to log 2 (T unc /T res ). Whatever technique used in the acquisition process, increasing the RF bandwidth of the signal generally stresses the synchronization process.
Monostatic radars have the advantage of being able to access the same clock signals on transmit and receive. Communication systems must have similar clocks at the transmitter and receiver to provide timing structure for digital modulation and demodulation. Differences in these clock periods can be removed by voltage control in the sync-tracking mode of the receiver, but during the sync acquisition phase in the receiver, differences in the transmit and receive clocks can cause problems. If two such clocks start in synchronism and if the elapsed time until the clocks are out of synchronism by T res is T co , then the time over which correlations can be computed usefully is bounded by T co . Hence the clock stability S in parts per million (ppm) required to do acquisition correlation computations over T co is
Hence, for a specified correlation time T co , perhaps determined by the requirement to collect specified amount of signal energy, increases in the RF bandwidth provide more severe constraints on oscillator stability S.
Adding ultra to wideband
A large RF bandwidth by itself does not imply that a system is UWB. The FCC definition that a UWB signal have a fractional bandwidth of at least 0.2 means that of all possible systems with the same bandwidth f H − f L , those qualified as UWB have the lowest center frequencies ( f H + f L )/2. The relatively low-frequency band of UWB systems provides propagation advantages through many materials (see Figure 2 ) and motivates the imaging applications in the FCC regulations. Large fractional bandwidths do cause implementation problems for system architectures, antennas, and circuits. However, these problems can be overcome. The fundamental parameters that control UWB radio design are the characteristics of the channel: propagation effects, interference, and regulatory constraints on transmission.
MODELING THE RF CHANNEL
UWB channels present problems that differ somewhat from their narrowband counterparts. We will first explore a few candidate antennas, and where analytically/computationally feasible, describe their distortion effects on the transmission of a Gaussian monocycle source over a free-space channel. The construction of a link budget for power or energy transmission over a free-space channel is then illustrated with both rigorous computations and Friis equation approximations. Then we use real measurements to illustrate the considerably more complicated UWB channel structure and a variety of indoor communication channels.
Antenna design for UWB radio systems
UWB radio systems are characterized by multioctave to multidecade frequency bandwidths, and are expected to transmit and receive baseband pulse waveforms with minimum loss and distortion. Both transmit and receive antennas can affect the faithful transmission of UWB signal waveforms because of the effects of impedance mismatch over the operating bandwidth, pulse distortion effects, and the dispersive effects of frequency-dependent antenna gains and spreading factors [18, 19, 20, 21] . Some of the desirable antenna characteristics for UWB radio systems are (i) wide impedance bandwidth; (ii) fixed-phase center over frequency; (iii) high radiation efficiency.
Good impedance matching over the operating frequency band is desired to minimize reflection loss and to avoid pulse distortion. If the phase center (the point where spherical wave radiation effectively originates) of an antenna moves with frequency (as is the case with spiral, log periodic, and traveling wave antennas), pulse dispersion will occur. The desire for high radiation efficiency is self-evident, but several types of broadband antennas employ resistive loading, which reduces efficiency. Other UWB antenna concerns include polarization properties (versus frequency), physical size, cost, and feeding techniques (balanced versus unbalanced). Table 2 summarizes several of these key features for a number of antennas that might be considered for UWB systems.
Transfer function for the radiated field from a UWB antenna
Consider the canonical UWB radio configuration shown in Figure 3 , where the transmit antenna is driven with a voltage source V G (ω) having an internal impedance Z G (ω), and the receive antenna is terminated with load impedance Z L (ω), with terminal voltage V L (ω). The input impedances of the transmit and receive antennas are Z T (ω) and Z R (ω), respectively. The antennas are separated by a distance r, assumed to be large enough so that each antenna is in the far-field region of the other over the operating bandwidth. We can define a frequency-domain transfer function that relates the radiated electric field E (ω, r, θ, φ) to the transmit antenna generator voltage as
where r, θ, φ are polar coordinates with origin at the transmitting antenna. For most antennas, the transfer function,
Receive antenna Figure 3 : Frequency-domain model of transmit and receive antennas for a UWB radio system.
F EG (ω, r, θ, φ), must be calculated via numerical electromagnetic techniques (e.g., the moment method or finitedifference technique), as described in [21, 22, 23] . For the simple case of an electrically short dipole located on the zaxis, however, the result can be expressed in a closed form:
where h is the half length of the dipole, µ 0 is the permeability of free space, and c is the speed of light. This result shows that the radiated electric field is related to the derivative of the dipole current, but may be a more complicated function of the generator voltage, depending on the particular generator impedance and dipole input impedance functions. Figure 4 shows the radiated electric field waveforms from several types of antennas, for a Gaussian monocycle generator waveform. Observe that the electrically short dipole provides good pulse fidelity, but at a relatively low amplitude. The resonant dipole provides a higher amplitude, and also greater duration. The log-periodic dipole array has very good impedance and gain bandwidth, but the nonconstant phase center causes considerable ringing of the radiated field. In contrast, the constant phase center of the Vivaldi antenna produces less ringing, and a very high amplitude pulse.
UWB link budget analysis
In this section we discuss the energy link loss between the transmitter and receiver of a UWB radio system. We assume here a baseband UWB system using short pulses; the link loss of a carrier-based multichannel UWB system can generally be well modeled using the traditional Friis equation. We first summarize the rigorous calculation of UWB energy transmission based on electromagnetic analysis of transient radiation and reception, including the effects of antenna impedance mismatches, pulse distortion effects, and the effects of frequency-dependent antenna gains and spreading factor. Next we present some closed-form approximations for energy link loss for the special cases of electrically small dipole antennas with Gaussian or Gaussian doublet (monocycle) generator waveforms. We also consider the application of the narrowband Friis transmission formula to a UWB radio system, and compare these results with the rigorous and approximate solutions for several types of antennas.
This comparison shows that the use of the basic Friis formula can result in link loss errors of more than 60 dB for a UWB system with severely (impedance) mismatched antennas, but may give results correct to within a few dB for well-matched narrowband antennas, or by augmenting the formula with an impedance mismatch correction factor. We conclude that the dominant limitation of the Friis formula when applied to UWB systems is not the frequency dependence of the spreading factor or antenna gain terms, but the broadband effect of mismatch between the transmit/receive antennas and their source or load impedance. Pulse distortion effects also limit the accuracy of the Friis approximation, but to a much lesser degree.
Link loss based on rigorous electromagnetic analysis
The calculation of UWB energy link loss in the general case requires a complete transient electromagnetic solution for the transmit and receive antennas to account for the effects of impedance mismatch over the operating bandwidth, pulse distortion effects, and the effects of frequency-dependent antenna gains and spreading factor [18, 21, 22, 23] . With reference to Figure 3 , define H LG (ω) as the voltage transfer function that relates the receive antenna load voltage to the generator voltage at the transmit antenna [23, 24] :
where c is the speed of light. Note that the exponential factor representing the time delay between the transmit and receive antenna has been separated from the transfer function. Although not explicitly shown, it should be understood that this transfer function is dependent on the load impedance, the range between the antennas, and the elevation and azimuth angles at each antenna. The time-domain voltage waveform at the receive antenna can be found as
where t = t − r/c is the retarded time variable. The energy delivered to the transmit antenna by the source is given by
where R T (ω) is the real part of Z T (ω). The energy received by the load at the receive antenna is given by
The integrations in (10)- (12) are over the bandwidth of the generator waveform. To calculate energy link loss for a specific set of antennas and a given generator waveform, the transfer function of (9) is first computed over a range of frequencies that cover the system bandwidth (as determined by the spectrum of the generator waveform). This can be done using a numerical electromagnetic analysis techniques. Then the input and received energies can be computed using (11) and (12) . The link loss is defined as the ratio of these two quantities. Note that this calculation includes polarization mismatch, propagation losses, antenna efficiency, impedance mismatches, and waveform distortion effects.
For the results that follow, we define a Gaussian generator waveform as
and a monocycle (Gaussian doublet) generator waveform as
Note that the Gaussian pulse has nonzero DC content, although this does not contribute to either the input energy W in or received energy W rec for realistic antennas.
Closed-form approximations for UWB link loss for short dipole
Using reasonable approximations, it is possible to derive closed-form expressions for the energy link loss of a UWB radio system using electrically small dipoles or loops, and either a Gaussian pulse or a monocycle generator waveform [24] . These results appear to be the only cases that can be expressed in closed form and are therefore useful for showing the dependence of waveform shape, receiver impedance, and gain factors in more general situations. Additionally, the accessibility of these results should be useful for systems engineers working with UWB radio technology.
In the following results, we assume that both transmit and receive antennas are identical, are polarization matched, and are oriented so that each is in the main beam of the other. For electrically short lossless dipoles of half length h = L/2 and radius a, the energy link loss can be expressed for Gaussian and monocycle input waveforms, for either small or large values of load resistance, R L , as shown in Table 3 . In the above results,
is the capacitance of the dipole, c is the speed of light, and η o = 377 Ω is the impedance of free space. These approximations are accurate for frequencies up to where the dipole length is less than λ/20. Over this range, the input resistance is less than 0.5 Ω, while the input reactance is at least several thousand ohms. Figure 5 shows a comparison of the closed-form energy link loss results from Table 3 compared with rigorous data from a moment method solution for a short dipole, versus load resistance, for the monocycle generator waveform. For these parameters, it is seen that the "small R L " result works well for R L up to about 1000 Ω, while the "large R L " form works well down to about 20 000 Ω. Optimum link loss is seen to occur between these values.
Link loss using the narrowband Friis transmission formula
The Friis link equation that applies to narrowband (carrierbased) radio systems is given by [25] 
where P r (ω) and P t (ω) are the received and transmitted powers at operating frequency ω rad/s, G t (ω) and G r (ω) are the transmit and receive antenna power gains, respectively, and λ is the wavelength at the operating frequency. Note that this result does not include propagation losses, polarization mismatch, or impedance mismatch at either the transmit or receive antenna. Also, the Friis formula, since it applies only to the power in CW (sinusoidal) signals, does not account for pulse distortion effects at either antenna or even the type of waveform used at the generator. If the transmitted signal consists of digital data at a bit rate R b bps, then the energies per bit on transmit and receive are E bt = P t /R b and E br = P r /R b , respectively. Then (15) can be written in terms of the transmit and receive bit energy densities as
The frequency dependence of each term is explicitly shown in (15) and (16) . Note that the spread factor (r/λ) 2 has a frequency dependence of 6 dB per octave, but this is reduced to a maximum error of 3 dB at either end of an octave bandwidth for a single frequency chosen at midband. Similarly, the frequency variation of antenna gain is typically small over a wide frequency range for many practical antenna elements. An electrically short dipole antenna, for example, has a gain of about 1.8 dB for all frequencies below resonance. The effect of impedance mismatch can be included (at a particular frequency ω) by multiplying (16) by the factor (1 − |Γ(ω)| 2 ), where Γ(ω) is the reflection coefficient at the receive antenna given by
Note that the effect of mismatch at the generator is not included-this is because we have chosen to use W in , the energy delivered to the transmit antenna, as opposed to the energy available from the generator.
Examples and comments
To compare specific numerical results, we consider the link loss for three different transmit/receive antenna pairs, with Gaussian and monocycle waveforms. Choosing T = 4.42 × 10 −10 seconds for both the Gaussian pulse and the monocycle waveforms results in a 10 dB bandwidth of 550 MHz for the Gaussian pulse, and a 10 dB bandwidth of 70 MHz to 790 MHz for the monocycle pulse. The Gaussian waveform contains power at very low frequencies (and DC), which is not radiated by any of the antennas considered here. The parameters for each of the three antennas are given below.
An electrically short dipole
Dipole length = 1.0 cm, dipole radius = 0.02 cm, and Z L = Z G = 50 Ω. The 10 dB bandwidth for the magnitude of the resulting transfer function is from 10.2 GHz to 18.9 GHz. This element is severely mismatched over the bandwidth of either input signal. 
Antenna
Gaussian rigorous ( (9)- (12), (13)) Monocycle rigorous ( (9)- (12), (14) Table 4 . The first two columns of data refer to the rigorous calculation of link loss using a full electromagnetic solution summarized by (9)-(12) for the Gaussian and monocycle input pulses. These solutions include all relevant effects, including impedance mismatch, pulse distortion, and frequency variation of gain and propagation factors. Observe that the link loss differs by a few dB for the two different input pulses when broadband elements are used (short dipoles or lossy dipoles). In contrast, waveform shape has little effect on link loss when the antennas are relatively narrowband (resonant dipoles), since the relatively narrow portion of the input spectrum that is passed by the antennas results in an essentially sinusoidal waveform.
The remaining three columns present data associated with the Friis formula of (16) . The midband frequency is the frequency at which the calculation is performed, and has been selected to be at the maximum response of the associated transfer function (for the resonant and lossy dipoles), or near the midband of the input waveform bandwidth (for the short dipoles). The gain for each antenna was assumed to be constant at 1.8 dB. Note that using the basic Friis formula without impedance mismatch correction gives an error of more than 60 dB when the antennas are severely mismatched (short dipoles) but gives results within a few dB of the correct result for narrowband matched antennas (the resonant dipoles). If the efficiency of the lossy dipoles is included in the Friis calculation (10% efficiency, or 20 dB loss for combined transmit and receive antennas), reasonable results (−42.3 dB) are also obtained for this case.
We conclude that for narrowband antennas, the Friis formula can give results within about 1 dB for UWB systems (of course, it is generally undesirable to use such narrowband antennas for a wideband system). For broadband elements, application of the Friis formula with the impedance mismatch factor can produce results that are accurate to about 3 dB. More complicated elements, such as arrays or traveling wave antennas, will likely lead to different conclusions.
In a general sense, the essential problem with short-pulse radio transmission that differentiates it from a narrowband (CW) system is the distortion introduced by practical transmit and receive antennas. These antennas, which form the interface between plane waves and circuitry at both the transmitter and receiver, are a direct cause of pulse distortion in a UWB radio system. Fundamentally, this is due to non-TEM (reactive) fields in the near zone of each antenna, which lead to the impedance mismatch terms noted above as well as the radiation mechanism itself. In principle, it is possible to use pure TEM mode antennas (e.g., infinite biconical and TEM horns) to achieve distortionless pulse transmission and reception, but this is of limited practicality because of the large sizes required for such antennas to avoid end reflections.
Finally, we note that the fact that the overall energy link loss in a UWB system depends on generator pulse shape implies that it is possible to optimize receive pulse amplitude or energy by proper generator waveform selection. Such optimal waveforms can be derived for a specific set of transmit and receive antennas, and can result in an improvement of several dB over the results obtained with Gaussian or Gaussian monocycle waveforms [23] . Although it is generally not practical to implement a UWB system with these optimal waveforms, such results are useful because they set an upper limit on the performance of the system.
UWB propagation
In principle, one technique for evaluating a UWB channel is to drive the transmitting antenna with a short pulse and record the response on a digital oscilloscope (see the UltRa Lab website). We can illustrate this in Figure 6 with a set of measurements made in several different environments with the same pulse generator and antennas. Notice first that the transmitted waveform in Figure 6a is a short pulse on the order of a half nanosecond in duration, so these illustrative measurements are just below the FCC approved communications band. The measurements that we have made outdoors tend to be relatively free of dense multipath, partly because the low-power nature of the signal precluded observable reflections from distant objects. One such measurement, shown in Figure 6b , displays the direct path response to the transmitted pulse in the first four (approximately) nanoseconds of the response function, indicating the filtering effect that the antenna system has on the transmitted signal.
Indoor communications (see Figures 6c and 6d ) clearly demonstrates dense diffuse multipath effects with decay time constants of the response envelope being on the order of 50 to 100 nanoseconds in an office/lab building. In the extreme environment of the empty hold of a cargo ship (Figures 6e  and 6f) , the decay time constants exceeded one microsecond, indicating extreme RF echoing in the metallic hold of the ship. These shipboard measurements were made over longer distances than the other measurements and are somewhat noisy (see http://ultra.usc.edu/new site/experiments.html). When there is an unobstructed line of sight (LOS) between the transmitting and receiving antenna (e.g., see Figures 6c  and 6e) , the initial part of the response function, corresponding to the direct propagation path, is usually the largest in amplitude, making the direct path response readily identifiable for accurate ranging purposes. In situations in which the direct path is blocked by objects that may reduce or eliminate the direct path signal, there is usually an initial growth to the response envelope before a decay, as illustrated in Figures 6d  and 6f .
Statistical models for UWB propagation [26, 27, 28, 29] have been developed for indoor channels, and UWB measurement databases currently are available over the internet (see http://ultra.usc.edu/new site/database.html). The IEEE 802.15.3a standardization group, charged with developing a UWB standard for personal area networks, has developed four UWB indoor channel models to support its evaluation of proposed UWB signaling standards. The development of these models and the details of their structure are described in [30] . These models are quite similar to the cluster models of Saleh and Valenzuela [31] .
The analysis of arrays of measurements in [26] used a version of the CLEAN algorithm to determine the angles of arrival, as well as propagation delay and amplitude, for each signal component. With the addition of the angle parameter, it is possible to break up the collection of signal components into disjoint groups (clusters) sharing similar angles of arrival and propagation delays. The earliest signal component in a cluster (the cluster leader) serves as a reference from which to measure the relative angle of arrival, amplitude, and delay of other cluster components. One can presume that the components in the cluster followed roughly the same path to the receiver, and that the gross properties of the path (major attenuation, e.g., caused by walls, and delay components) are captured by the attenuation and delay of the cluster leader. Deviations of other cluster components parameters from those of the cluster leader are quite regular, with angle deviation having a truncated two-sided Laplacian distribution [26, 32] , and relative amplitude being roughly Rayleigh, the latter choice of distribution being as much for simplicity as accuracy. It is also worth noting here that while the signal with unobstructed propagation path from the transmitter to the receiver may be referred to as the direct-path signal, it is often difficult to determine if two signal components that are close in time and angle are caused by distinct propagation effects (i.e., distinct propagation paths) or are caused by filtering effects that occur during reflections from a given object or transmission through a given object. Hence, the word path must be used with care in referring to signal decompositions.
Most of the indoor channel measurement work of which we are aware has been performed with identically polarized antennas. It should be noted here that cross-polarization effects are not included in these models, and more generally, there is no reliable way to substitute one antenna type or orientation for another and expect to accurately predict, in detail, the effect of the exchange from the original indoor channel measurement.
UWB CIRCUIT AND ARCHITECTURE CHALLENGES
Although great headway has recently been made in efficient implementation of narrowband radios, the UWB signal has fundamentally different signal characteristics, making existing receiver circuits and architectures ill-suited for UWB use. The signal bandwidths and fractional bandwidths of UWB radio are at least an order of magnitude greater than those of existing narrowband radios. Furthermore, the UWB radio must coexist with many other narrowband systems transmitting and receiving in the same bandwidth. Consequently, a UWB radio must have intrinsically different sensitivity, selectivity, and bandwidth requirements, which motivate radio circuit and architectural designs that are substantially different from their narrowband counterparts.
In a UWB receiver, the analog-to-digital converter (ADC) can be moved almost up to the antenna, resulting in a dramatic reduction of the required analog circuitries, which often dominate the size, power, and cost of a modern receiver. A block diagram of the UWB receiver is shown in Figure 7 . Critical to this design approach, however, is the ability for the ADC to efficiently sample and digitize at least at the signal Nyquist rate of several GHz. The ADC must also support a very large dynamic range to resolve the signal from the strong narrowband interferers. Currently, such ADCs are far from being practical.
The bandwidth and dynamic range requirements of the UWB radio appear to have led to two alternative development paths. In the first, the UWB system is scaled down to operate at a greatly reduced bandwidth, compromising the benefits of the UWB radio. An example of such a system is the time-frequency interleaved (TFI) OFDM radio proposed as a possible candidate for the 802.15 WPAN standard [33] . In the other development path, receiver functions such as correlation are performed in the analog domain before digitizing at a much reduced sampling frequency. Such analog receivers are less flexible and suffer from circuit mismatches and other nonidealities. These circuit nonidealities limit the number of analog correlators that can be practically realized on an integrated circuit (IC). Since many correlators are required to exploit the diversity available in a UWB system, analog receivers generally do not perform well. These circuit nonidealities also preclude the use of sophisticated narrowband interference suppression techniques, which can greatly improve the receiver performance in environments with large narrowband interferers such as in UWB systems. To achieve high reception performance, therefore, the UWB signal needs to be digitized at the signal Nyquist rate of several GHz, so that all of the receiver functions are performed digitally. In addition, as digital circuits become faster and denser with constant scaling of CMOS technology, simplifying the analog circuits as much as possible and distributing as much of the analog operations to the digital domain should prove more beneficial. There are numerous implementation challenges in the UWB radio. Chief among them are the extremely highsampling ADC and the wideband amplification requirements, both of which are described in the following sections. Other design challenges include the generation of narrow pulses at the transmitter and digital processing of the received signals at high clock frequencies.
Digital receiver architectures
Since designing a single ADC to operate at the signal Nyquist rate is not practical, parallel ADC architectures with each ADC operating at a fraction of the effective sampling frequency need to be employed. To sample at a fraction of the effective sampling frequency, the received UWB signal can be channelized either in the time or frequency domain. An approach that has been used in high-speed digital sampling oscilloscopes is to employ an array of M ADCs each triggered successively at 1/M× the effective sample rate of the parallel ADC. A fundamental problem with an actual implementation of such time-interleaved architecture is that each ADC sees the full bandwidth of the input signal. This causes great difficulty in the design of the sample/hold circuitry. Furthermore, in the presence of strong narrowband interferers, each ADC requires an impractically large dynamic range to resolve the signal from the narrowband interferers.
Instead of channelizing by time-interleaving, the received signal can be channelized into multiple frequency subbands with an ADC in each subband channel operating at a fraction of the effective sampling frequency. The received UWB signal is split into M subband signals using M analysis filters. The resulting signals are sampled at f eff /M, where f eff is the effective sampling frequency of the receiver, and digitized using M ADCs. Based on the frequency-channelized signals, the receiver performs all of the receiver functions including narrowband interference suppression and cancellation of aliasing from sampling.
Re{·} Figure 8 : Block diagram of a frequency-channelized UWB receiver.
An important advantage of channelizing in the frequency domain, instead of in the time domain, is that the dynamic range requirement of each ADC is relaxed, since the frequency-channelization process isolates the effects of large narrowband interferers. The sample/hold circuitry, however, is still very difficult to design as it sees the uppermost frequency in the high-frequency subband channels. In addition, sharp bandpass filters with high center frequencies, which are necessary to mitigate the effects of strong narrowband interferers, are extremely difficult to realize, especially in ICs.
Instead of using bandpass filters with high center frequencies, channelization can be achieved using a bank of M mixers operating at equally spaced frequencies and M lowpass filters to decompose the analog input signal into M subbands. The lowpass channelization can also be achieved by cascading a bank of mixers and lowpass filters. A block diagram of a frequency-channelized receiver is shown in Figure 8 . A total of 2M − 1 ADCs, each operating at f ADC , is employed to achieve an effective sampling frequency of (2M − 1) f ADC . In addition to obviating the need to design high frequency bandpass filters, channelizing the received signal using this approach greatly relaxes the design requirements of the sample/hold circuitry. The sample/hold circuitry in this lowpass channelized architecture sees only the bandwidth of the subband signal; whereas in the bandpass channelization approach, the sample/hold circuitry sees the uppermost frequency in the high-frequency subbands.
When no narrowband interferers are present, the performance of the time-interleaved and frequency-channelized receivers are nearly identical. However, when finite resolution ADCs are employed in the presence of large narrowband interferers, the frequency-channelized receiver significantly outperforms the time-interleaved receiver. This effect is illustrated in Figure 9 , which plots the SNR after correlation of a single pulse versus the filter order of the lowpass filter H( jΩ). The frequency-channelized and time-interleaved receivers each employ nine ADCs. The narrowband interferer centered at the peak of the signal spectrum is assumed to have a bandwidth of 15% of the signal bandwidth and magnitude of 50 dB greater than the white noise floor. When infinite bit resolution is available, the filter order does not affect the receiver performance. However, when there are only a finite number of bits in the ADC, the performance of the frequency-channelized receiver improves steadily compared to the time-interleaved receiver as the filter order increases. This improvement saturates when the filter order is approximately four for 7 bits and eight for 4 bits, which correspond to performance improvements of roughly 7 dB and 20 dB, respectively, compared to the time-interleaved receiver. This large performance difference arises for sharper filters because the frequency-channelization process better isolates the effects of the narrowband interferer by raising the quantization noise floor mostly in the subband channels containing the interferers. Since significant interference noise is already present in these subband channels, the additional quantization noise does not greatly increase the total noise power relative to the signal power. By contrast, a narrowband interferer in the time-interleaved receiver increases the quantization noise floor across the entire signal spectrum. Thus, even in frequencies with no interference, the quantization noise floor is significantly raised relative to the signal power, resulting in large overall performance degradation. The ability to isolate the narrowband interferer significantly improves the performance of the frequency-channelized receiver compared to the time-interleaved receiver, especially when low resolution ADCs are employed for complexity reasons [34] .
The frequency-channelized receiver requires accurate knowledge of the transfer functions of the analog filters. Since exact knowledge is not available in practice due to fabrication process and temperature variations, adaptive techniques are needed. An adaptive frequency-channelized receiver, however, suffers from poor convergence speed compared to an ideal full band receiver because of the increased number of parameters to estimate and the slow convergence rates of the adaptive cross-filters that eliminate subband aliasing. This poor convergence speed can be problematic in time-varying wireless systems such as in UWB. In several UWB systems, however, the frequency-channelized receiver can be made to achieve convergence speeds comparable to a full band receiver. Examples of such systems are described in [35, 36, 37] .
Wideband amplification
The performance of an amplifier is generally quantified using the noise factor (or noise figure (NF) in dB), which is defined as the ratio of the signal-to-noise ratio (SNR) at the input of the amplifier to the SNR at the output of the amplifier. Although the use of the NF metric is straightforward in narrowband systems, its use becomes more difficult in UWB systems. The main difficulty arises in defining the SNR. In a narrowband system, where both the input signal and noise are assumed to be a single tone at the carrier frequency, the SNR is obtained by simply dividing the signal power by the noise power. In a UWB system, however, the input signal is broadband and the additive noise may be colored. The SNR obtained by simply dividing the signal power by the total noise power (whose bandwidth must also be defined) is less meaningful, since a higher SNR value defined in this manner does not necessarily translate to a higher receiver performance. This is because the performance of the receiver after the digital decoding process does not depend on the total signal and noise power but on the PSD of the additive noise and the impulse responses of the propagation channel and the transmit pulse. Because of the difficulty in defining the SNR, existing work on broadband amplifiers defines the NF as the weighted average of the single-tone NF (or spot NF). Although such definition of NF is an extension of a singletone NF, minimizing such arbitrary performance metric does not necessarily improve the overall receiver performance.
For the NF of the amplifier to be a meaningful metric in a UWB receiver, the SNR at the input and output of the amplifier should measure the achievable performance after the eventual digital decoding process because it is ultimately the most relevant measure of performance. Hence, the SNR is defined as the matched-filter bound (MFB), which represents an upper limit on the performance of data transmission systems. The MFB is obtained when a noise whitened matched filter is employed to receive a single transmitted pulse. By defining the SNR as the MFB, the NF measures the degree of degradation in the achievable receiver performance caused by the amplifier. This NF is referred to as the effective NF. The effective NF can be shown to be the weighted harmonic mean of the single-tone NF, where the weights are proportional to the signal spectral density [38] .
The amplifier that sets the NF of the overall receiver is the low-noise amplifier (LNA), which is the first amplifier in the receive chain. Since the LNA interfaces with the external world, an additional constraint on the input impedance is typically placed on the LNA. Designing the LNA to minimize the effective NF while satisfying the input impedance requirement across the entire frequency band of interest is in general difficult, especially when CMOS technology with on-chip passive components is employed to achieve high levels of integration and lower cost. Most of the existing work on CMOS-LNA has concentrated on optimizing at a single frequency, which is accurate and yield good performance in narrowband communication systems. For a UWB system, however, the UWB nature of the signal clearly invalidates the single-frequency assumption. Existing CMOS-LNA design techniques therefore must be extended to efficiently support a wideband source. Recently, several wideband CMOS-LNA designs have been proposed [39, 40] .
UWB SYSTEM CHALLENGES

Modulation design: efficiently staying within the FCC limits
One of the challenges of UWB signal design is to get the maximum signal power to the receiver, while satisfying the FCC mask on the EIRP of the UWB signal. The structure of this problem is illustrated here. We define the impulse response from source voltage v G (t) to the far electric field e (t, r, θ, φ) in direction φ, θ at range r to be h EG (t) (with Fourier transform H EG ( f )). The Fourier transform of the electric field vector is
The energy density per unit wavefront area per Hertz at the point (r, θ, φ) is | E (2π f , r, θ, φ)| 2 /η joules per square-meterHertz, where η = 377 Ω. The effective isotropic radiated energy density of this signal is equal to
If instead the source voltage v G (t) is a finite power signal with PSD S G ( f ) volts 2 per Hertz, then effective isotropic radiated power density equals
The FCC regulation states that the EIRP measured in dBm in every 1 MHz bandwidth must be less than a bounding mask M( f 
Suppose that the transmitter can signal with a set of D UWB source voltage waveforms v Gd (t), d = 1, . . . , D, each of the form
(22) Here δ D (t) represents a Dirac delta function and represents convolution, so that δ (d) (t) can be viewed as the impulse response function of pattern generator d. We will use ∆ (d) ( f ) to represent the system function of the dth pattern generator, that is, the Fourier transform of δ (d) (t):
This mathematical model for the source generator voltage can be adapted or generalized to represent many of the digital modulation formats contemplated for UWB use. If a signal v G1 (t) is transfered repeatedly at a rate of one every T p seconds to construct v G (t), then the resulting line PSD S G ( f ) is
On the other hand, we assume that an infinite sequence of waveforms is selected independently and equally likely at random from a set of D possible waveforms of the form (22) , and that this sequence is transmitted at the rate of one waveform every T p seconds. Under the further assumption that the waveform set is efficiently designed, that is,
It is worth noting that testing of a UWB transmission's regulatory compliance in both cases, that is, with data modulation switched on and with data modulation switched off, may be required. Determining compliance of a design with the EIRP mask analytically requires separately substituting (24) and (25) into (21) and checking to see that the relation (21) is satisfied in the prescribed measurement environment for all choices of θ and φ. Hence, compliance is determined by the choices of the pulse shape's energy spectrum |P G ( f )| 2 , the pattern generator's power transfer profile (either |∆ (1) 
, and the power transfer function | H EG ( f )| 2 to the radiating electric far field.
Pulse-shape design
Within the above model for compliance, there are many possible approaches to modulation design. Typically shaping to fit the mask is accomplished by the design of the pulse shape p G (t) and the remaining physical structures that influence h EG (t), for example, filters, antennas, and so forth. The major difficulty is that designing the shape of the electric field pulse p E (t) = p G (t) h EG (t) to have energy spectral density shaped to fit the mask does not generally yield a solution for the source pulse
EG ( f ) that is time limited. 3 Figure 10a illustrates two transmitted signals, the continuous waveform efficiently filling a rectangular portion of the spectrum (solid trace of Figure 10b ). The receiving antenna further shapes the spectral density, in this case attenuating the higher frequencies (dashed trace of Figure 10b ). Arbitrary UWB waveforms can be approximated by digitalto-analog converters (DAC). Figure 10a also contains a 3-bit quantized approximation of the original continuous signal, which if transmitted, gives the energy spectra of Figure 10c . In this example, the DAC pulse generator causes an inefficient spectral ripple in the PSD of the far-field signal, which adds to the spectral distortion caused by the receiving antenna. Computations like those producing Figure 10 can require a completely integrated simulator that simultaneously analyzes the electromagnetic and circuit portions of the transformation exemplified by H EG ( f ).
Pulse-sequence design
In the examples here, the pulse sequence generator produces patterns with Fourier transform ∆ (d) ( f ) given by (23) . Assuming that mask-shape compliance can be achieved with reasonable efficiency by pulse-shape design, the sequence design producing ∆ (d) ( f ) for various values of d impacts sequence design in at least three possible ways.
Filling the regulatory mask
For this purpose, |∆ (d) ( f )| 2 should be as flat a function of f as possible across the UWB bandwidth. The best designs for this purpose, using either time-hopping or direct-sequence modulation, most likely related to difference set designs [41] . 
Designing synchronous orthogonal signals
The requirement for synchronous orthogonal signals is typically needed for data modulation so that a receiver can separate data symbol components using correlation techniques.
Suppose that H LG ( f ) is the system function of the linear transformation from the source voltage v G (t) to the receiver load voltage v L (t). In this situation when v Gd (t) and v Ld (t) are received, then
and this criterion cannot be simplified for close-packed pulse designs in which interpulse interference occurs in the receiver.
Designing asynchronous quasiorthogonal signals for multiple access
Pulse patterns can also be used in multiple-access systems for separation of signals from different transmitters. Since the transmitters clocks typically are not synchronous, asynchronous signal designs similar or identical to those used for direct-sequence spread-spectrum multiple access (DS-SSMA) must be used. It is quite likely that the models from the source voltages in these transmitters to the receiver load voltage will differ in some ways. In any event, the correlation properties of the received signals will depend on the basic pulse-shape voltages across the receiver load, as well as the outputs of the transmitters' pulse pattern generators. For more on DS-SSMA signal designs, see [42] , and for timehopping variations of these designs, see [41] .
Receiver design: robust algorithms
The indoor environments in which UWB communication applications are contemplated often exhibit pulse response functions like those of Figure 3 , that is, the delay spread of the multipath channel is much larger than the resolution capability of the signal being employed. In this situation, the resolved paths do not interfere with each other and the effects of fading are reduced (e.g., see [43, Table 1 ]). 4 However, the UWB receiver must be designed to learn and track changes in the pulse response function and use that information to efficiently demodulate the signal. This can be done with a baseband version of a RAKE receiver which combines the signals coming over resolvable propagation paths in a way that maximizes the energy-per-bit-to-noise density ratio. Suppose that r(t) represents a received pulse waveform, and r temp (t) represents the pulse template to which a correlation detector is matched. Assume that antipodal modulation of N p pulses is used to carry one data bit and that the pulses are far enough apart in time to prevent interpulse interference in the receiver. Then it can be shown that the uncoded bit error probability for this stored-reference (SR) correlation receiver is
where
)dz, and generally
4 It should be noted that while the UWB signal fades caused by antenna movement are not large in most propagation environments, narrowband interference in the UWB receiver can fade or strengthen with relatively small movements of the receiving antenna. 
Figure 11: Performance of optimal selective RAKE combiner, as a function of the number L of signal components combined.
The quantity η cap (η capSR for the SR receiver) is called the energy capture efficiency of the receiver. As the energy capture efficiency η cap decreases for a given available energy E p per pulse, the probability P err of error increases.
Selective RAKE receivers
A full RAKE receiver uses the signal components from all propagation paths, while a selective RAKE receiver performs this process on subset of the component signals. The performance of a selective RAKE receiver that optimally combines L paths can be calculated from measurements using (27) and (28) (see Figure 11) . The receiver parameter L affects the performance because it affects the energy capture efficiency. The curves in Figure 11 are constructed from a set of measured pulse response functions corresponding to transmissions from a laboratory to an office across a hall. The path strengths and delays for a measurement were determined by a basic CLEAN algorithm similar to the one mentioned in Section 3.3, and the effective template used in the CLEAN algorithm was the same r temp (t) that was assumed to be used by the pulse correlator (L = 1) in the receiver. Note that the difference between using the strongest component path (L = 1) and essentially the whole pulse response function (L = 128) is roughly 10 + dB in bit-energy-to-noise power density ratio for reasonable operating points. This indicates that η capSR < 0.1 for the set of measurements used to generate Figure 11 .
Transmitted-reference systems
An alternative to a RAKE receiver's complexity is provided by a simple transmitted-reference (TR) system [44, 45] in which pulses are transmitted in pairs, one pulse p(t) (the reference pulse) transmitted without data modulation, followed at a fixed time delay τ del later by a data modulated pulse ±p(t − τ del ). Hence, if N p pulses are transmitted per bit, then N p /2 serve as reference pulses that are interleaved with N p /2 data-modulated (±1) pulses. The receiver cross-correlates the reference pulse with the following data-modulated pulse, and the results of this correlation are accumulated over the N p /2 pulse-pair transmissions that represent the same data bit. The advantage of this technique is that the noisy received reference pulse emulates the whole received pulse waveform, and the TR receiver in principle does not suffer from low energy-capture efficiency η capSR . On the other hand, the gain in the energy-capture efficiency of this TR system can be offset by the fact that the reference template is noisy, with noise × noise products in the correlator causing performance degradation.
The performance of the TR system depends on two other parameters that do not appear in the idealized SR system performance model, namely, the one-sided RF bandwidth W and the duration T corr of the pulse-correlation operation (which begins with the beginning of the signal component received over the direct propagation path). These parameters limit the noise that appears on both arms of the TR system correlator, but as T corr is reduced below the received pulse length, the energy capture efficiency η capTR of the TR receiver also decreases. The bit error probability for this simple TR system is approximately
Here T corr appears explicitly and also implicitly because it affects the energy-capture efficiency by limiting the range of integration of the correlator.
Comparisons of TR and SR systems
A rough comparison of simple transmitted-and storedreference receivers (TR and SR) can be made using (27) and (29) , with the result that
Hence, the TR receiver cannot outperform the SR receiver at any pulse-energy-to-noise density ratio if η capTR /η capSR < 4. It is worth noting that this comparison does not depend on the number N p of pulses employed, and is only a function of the pulse-correlation technique. Furthermore, when the TR system is better, it is better at high pulse-energy-to-noise density ratios, that is, the conditions under which the noise × noise terms in the TR correlator have little effect on performance, and the TR system has an energy-capture advantage. Furthermore, the comparison depends on the particular pulse waveform r(t) (and hence channel realization) through the two capture efficiencies η capSR and η capTR . A comparison of uncoded bit error rate performance for an SR receiver using one signal component (L = 1) and a TR receiver is shown in Figure 12 . These curves are based on (27) and (29) with identical parameters, except for the different energy-capture efficiencies, depending on L in the SR case and T corr in the TR case. The performances shown here are of average over 1000 realizations of channel model CM4 adopted by modeling task force of the IEEE 802.15.3 Standards Committee [46] . In this computation, the source pulse-signal model is of the form [1 − 4π(t/σ) 2 ] exp(−2πt 2 /σ 2 ), σ ≈ 0.29 nanosecond, and W = 2 GHz. If the pulse is modified to be narrower in time, we expect the curves to move to the right for the following reasons: (a) the TR curves will move to the right because the RF bandwidth parameter W will increase, and (b) the SR curves will move to the right because more paths will be resolved, and on the average less pulse energy will be collected for a fixed value of the parameter L.
It is hard to make a fair comparison of TR-and SR-UWB receivers. Performance is only one of several parameters that must be compared for each system, for example, size, cost, power consumption, implementability, and so forth. The TR system is viewed as an alternate solution to the complexity of SR receivers using multifinger (L > 1) RAKE receivers, the TR receiver requiring one or at most a few short analog delay lines to implement values of the delay τ del . This trades away TR system performance for various design costs. The result is that digital sampling and storage at a rate (2W) −1 is not required in a simple TR receiver, and in principle the TR receiver may be simpler or cheaper to implement. It is also clear that there are ways to improve the simple UWB-TR receiver by reducing the noise in the reference waveform with multiple-reference-pulse averaging of some sort. The cost of this improvement in TR systems typically is a way to store and process received UWB waveforms, considerably increasing the complexity, cost, and other parameters of the TR design. While these are legitimate radio designs, they should be compared more fairly to SR radios with the same general processing resources.
Sync acquisition with UWB channels
Often synchronization of signals propagated over AWGN channels can be viewed as an appropriately scaled version of bit (or code) sync algorithms of narrowband systems, quite possibly unencumbered by the problems of carrier synchronization. The major difference in the UWB-AWGN channel is the distortion of the source signal as it undergoes propagation through the antenna system (see Section 3.1.1). In a realistic indoor channel with relatively dense multipath (see Section 3.3), the signal acquisition system has the opportunity to synchronize with any of the multipath components of the received signal. This tends to make the acquisition time proportional to the ratio T unc /T msp of the timing uncertainty interval to the multipath time spread, rather than T unc /T res for simple AWGN channels (see Section 2.3).
To minimize the time for the receiver to synchronize to any one of the available signal components, a serial search should ideally compute the likelihood of the delay at which a component exists, and attempt to lock at the most likely component delay, updating the likelihood profile after each synchronization attempt [17] . Because the multipath components tend to cluster in time, an approximation to this optimal rule is to look at prospective path delays that are as far as possible in delay from prior unsuccessful tests. A search approach that implements this without knowledge of the multipath spread T msp has been designed using a technique called a bit-reversal search [47, 48] , and its performance evaluated, based on real channel pulse response profiles.
Initial acquisition of a UWB signal component in multipath may be viewed as a first step, that is, coarse synchronization. The subsequent fine synchronization process has the objective of determining the delays and amplitudes of other multipath signal components, which can serve several objectives: (a) to find the strongest signal component (or components) for use in a simple (or RAKE) receiver, (b) to completely characterize the multipath channel, or (c) to find the earliest arriving signal component (presumably the direct path) for use in ranging or time-transfer systems. Simple statistical models for the time and amplitude relationship between the direct path and strongest path components of the received signal have been developed from indoor office/laboratory building measurements, and used in range measurements [49] (see also Ultra Lab website). Interestingly, the results demonstrated that ranging errors were on the order of fractions of a pulse width for clear LOS communications in agreement with the results of Section 2.3, but ranging errors for other situations were dominated by propagation anomalies, for example, propagation blockages, reduction of propagation speed through materials, and the inability to identify the LOS signal component.
FINDING A NICHE FOR UWB
So, when all is said, what are the applications for UWB communications? Is there a capability possessed only by UWB radio systems that leads to the so-called "killer" application for which there is no competing technology with comparable performance? Some are betting that it will be very shortrange high data-rate applications, a potentially big commercial market, for example, wireless personal area networks (WPANs) [50, 51] . Comparisons in [50] indicate that the spatial efficiency of UWB systems (estimated at 1 000 000 bits/second/square meter) far exceeds efficiencies of systems based on the IEEE802.11a Standard (estimated at 83 000 bits/second/square meter), Bluetooth (estimated at 30 000 bits/second/square meter), and the IEEE802.11b Standard (estimated at 1000 bits/second/square meter). Capacity calculations for AWGN-UWB channels support this assessment.
High data-rate systems are not the only possible application. In addition to WPANs and other high-rate applications, the broader view given in [52] cites a "wide range of novel wireless communications" as possibilities, including vehicle collision avoidance, public safety systems (including motion detection applications), RF tags for personnel and asset tracking, location-aware ad hoc networking taking advantage of the position measurement capabilities of UWB technology, and so forth. This emphasis on ranging and radar imaging has been the foundation of much prior work on military applications, and has been called out as the basis for commercial killer applications [53] . The technological feasibility of these applications is motivated by the promises UWB radio discussed in Section 2.
UWB technology has progressed well beyond the point of demonstrating the feasibility of many of these applications. But experience with UWB consumer end-products in the field is still a thing of the future. Lack of agreement on a UWB standard at the time of this writing can be interpreted as a reflection of this lack of experience, or more likely a battle over UWB intellectual property. Whatever the reason, these are interesting times for engineers working on UWB communications.
