Buildings and Hecke algebras  by Parkinson, James
Journal of Algebra 297 (2006) 1–49
www.elsevier.com/locate/jalgebra
Buildings and Hecke algebras
James Parkinson
School of Mathematics and Statistics, University of Sydney, NSW 2006, Australia
Received 12 January 2005
Available online 19 December 2005
Communicated by Masaki Kashiwara
Abstract
In this paper we establish a strong connection between buildings and Hecke algebras by studying
two algebras of averaging operators on buildings. To each locally finite regular building we associate
a natural algebra B of chamber set averaging operators, and when the building is affine we also
define an algebra A of vertex set averaging operators. We show that for appropriately parametrised
Hecke algebras H and H˜ , the algebra B is isomorphic to H and the algebra A is isomorphic to the
centre of H˜ . On the one hand these results give a thorough understanding of the algebras A and B.
On the other hand they give a nice geometric and combinatorial understanding of Hecke algebras,
and in particular of the Macdonald spherical functions and the centre of affine Hecke algebras. Our
results also produce interesting examples of association schemes and polynomial hypergroups. In
later work we use the results here to study random walks on affine buildings.
 2005 Elsevier Inc. All rights reserved.
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Introduction
Let G = PGL(n + 1,F ) where F is a local field, and let K = PGL(n + 1,O), where
O is the valuation ring of F . The space of bi-K-invariant compactly supported functions
on G forms a commutative convolution algebra (see [18, Corollary 3.3.7], for example).
Associated to G there is a building X (of type A˜n), and the above algebra is isomorphic to
E-mail address: jamesp@maths.usyd.edu.au.0021-8693/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.08.036
2 J. Parkinson / Journal of Algebra 297 (2006) 1–49an algebra A of averaging operators defined on the space of all functions G/K → C. In [7]
it was shown that these averaging operators may be defined in a natural way using only the
geometric and combinatorial properties of X, hence removing the group G entirely from
the discussion. For example, in the case n = 1, X is a homogeneous tree and A is the
algebra generated by the operator A1, where for each vertex, (A1f )(x) is given by the
average value of f over the neighbours of x.
In [7], using this geometric approach, Cartwright showed that A is a commutative al-
gebra, and that the algebra homomorphisms h :A → C can be expressed in terms of the
classical Hall–Littlewood polynomials of [19, III, §2]. It was not assumed that X was con-
structed from a group G (although there always is such a group when n 3). Although not
entirely realised in [7], as a consequence of our work here we see that the commutativity of
the algebra A and the description of the algebra homomorphisms h :A → C follow from
the fact that A is isomorphic to the centre of an appropriately parametrised affine Hecke
algebra.
One objective of this paper is to put the above observations into a more general setting.
To do so we will demonstrate a close connection between buildings and Hecke algebras
through the ‘combinatorial’ study of two algebras of averaging operators associated to
buildings. Apart from establishing these important connections, our results also have ap-
plications to the theory of random walks on buildings, and provides interesting examples of
association schemes and polynomial hypergroups. We will elaborate on the random walk
applications in a later paper, where we generalise the results in [9]. Let us briefly describe
the results we give here.
0.1. Regularity and parameter systems
To begin with we consider buildings as certain chamber systems. Thus a building X is
a set C of chambers with an associated Coxeter system (W,S) and a W -distance function
δ :C × C → W . For each c ∈ C and w ∈ W , define Cw(c) = {d ∈ C | δ(c, d) = w}. An im-
portant assumption we make throughout is that X is regular, by which we mean that for
each s ∈ S, |Cs(c)| = |Cs(d)| for all c, d ∈ C. In a regular building we write qs = |Cs(c)|,
and we call the set {qs}s∈S the parameter system of the building. In Proposition 2.1 we
show that regularity implies the stronger result that |Cw(c)| = |Cw(d)| for all c, d ∈ C and
w ∈ W , and as such we define qw = |Cw(c)|. In Theorem 2.4 we show that all thick build-
ings with no rank 2 residues of type A˜1 are regular, generalising [30, Proposition 3.4.2].
This shows that regularity is a very weak hypothesis.
0.2. The algebra B
Let X be any (locally finite) regular building. For each w ∈ W we define an operator Bw ,
acting on the space of functions f :C→ C, by
(Bwf )(c) = 1
qw
∑
f (d) for all c ∈ C. (0.1)d∈Cw(c)
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of {Bw}w∈W over C. Our main result here is Theorem 3.10, where we show that B is iso-
morphic to a suitably parametrised Hecke algebra (the parametrisation depending on the
parameter system of the building). This result is a generalisation of results in [11, Chap-
ter 6] where an analogous algebra is studied under the assumption that there is a group G
(of label preserving simplicial complex automorphisms) acting strongly transitively on the
building. We note that it is simple to see that all buildings admitting such a group are reg-
ular. However not all regular buildings admit such a group (see [28] for the A˜2, C˜2 and
G˜2 buildings). Since we only assume regularity, our results are more general. We require
this additional generality to prove the more difficult results concerning the algebra A of
vertex set operators in their full generality. We note that some of our results in Section 3
are proved in [34] using the quite different language of association schemes.
0.3. The algebra A
The latter part of this paper is mainly devoted to the study of an algebra A of vertex set
averaging operators associated to locally finite regular affine buildings, and the connec-
tions with affine Hecke algebras. We consider the study of A to be the main contribution
of this paper. It is a considerably more complicated object than the algebra B. Let us give
a (simplified) description of this algebra.
We now consider a building X as a certain simplicial complex [5, Chapter IV], and we
write V for the vertex set of X. In Definition 4.17 we define a subset VP ⊆ V of good
vertices, which, for the sake of this simplified description, can be thought of as the special
vertices of X.
To each (locally finite regular) affine building we associate a root system R. Let P be
the coweight lattice of R and write P+ for a set of dominant coweights. For each x ∈ VP
and λ ∈ P+ we define (Definition 5.5) sets Vλ(x) in such a way that {Vλ(x)}λ∈P+ forms
a partition of VP . In Theorem 5.15 we show that regularity implies that the cardinalities
|Vλ(x)|, λ ∈ P+, are independent of the particular x ∈ VP , and as such we write Nλ =
|Vλ(x)|. For each λ ∈ P+ we define an averaging operator Aλ, acting on the space of
functions f :VP → C, by
(Aλf )(x) = 1
Nλ
∑
y∈Vλ(x)
f (y) for all x ∈ VP . (0.2)
These operators specialise to the operators studied in [7] when X is an A˜n building.
We write A for the linear span of {Aλ}λ∈P+ over C. Our first main result concerning A
is Theorem 5.24, where we show that A is a commutative algebra. We stress that we only
assume regularity, and do not require the existence of groups or BN-pairs associated with
the building. This puts our results in a very general setting.
To get a feel for the above definitions in a special case, let X be a homogeneous tree
with degree q + 1, which is a special case of an A˜1 building. Let R = {α,−α}, where α =
e1 − e2, be the usual root system of type A1 in the vector space E = {x ∈ R2 | 〈x, e1 + e2〉
= 0}. Taking {α} as a base of R we have P+ = { k α}k∈N where N = {0,1, . . .}.2
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with k  0, we see that Vk(x) is the set of vertices of distance k from x. Thus we compute
Nk = 1 if k = 0 and (q + 1)qk−1 if k  1. The algebra A in this case is a well-known
object (see [10], for example). It is generated by A1, where (A1f )(x) = 1q+1
∑
y∼x f (y)
and the sum is over the neighbours of x.
Our results on the algebra A give interesting examples of association schemes (see
Remarks 4.19 and 5.25) which generalises the well-known construction of association
schemes from infinite distance regular graphs.
Remark 0.1. To increase the readability of this paper we have restricted our attention to
irreducible affine buildings. Everything we do here goes through perfectly well for re-
ducible affine buildings too, and the details will be given elsewhere. Put briefly, when X is
a reducible building, it has a natural description as a polysimplicial complex, and by asso-
ciating a reducible root system to X we can define the algebra A as in the irreducible case.
It turns out that X decomposes (essentially uniquely) into the Cartesian product of certain
irreducible components {Xj }kj=1, each of which is an irreducible building. The results of
this paper can be used on each irreducible component Xj , thus obtaining a family {Aj }kj=1
of algebras. It turns out that A ∼= A1 × · · · ×Ak , where × is direct product.
0.4. Connections with affine Hecke algebras
The main result of this paper is Theorem 6.16, where we considerably strengthen the
commutativity result of Theorem 5.24 by showing that A is isomorphic to the centre of
an appropriately parametrised affine Hecke algebra (the parametrisation depending on the
parameters of the building). Let us briefly describe this important isomorphism. Let H˜ be
an affine Hecke algebra, and write Z(H˜) for the centre of H˜ . It is well known that Z(H˜)
equals C[P ]W0 , the algebra of W0-invariant elements of the group algebra of P (here P is
considered as a multiplicative group in exponential notation λ ↔ xλ). For λ ∈ P+ let Pλ(x)
denote the Macdonald spherical function. This is a special element of C[P ]W0 which arises
naturally in connection with the Satake isomorphism. The isomorphism in Theorem 6.16
is then Aλ → Pλ.
This isomorphism serves two purposes. Firstly it gives us an essentially complete un-
derstanding the algebra A. For example, in Theorem 6.17 we use rather simple facts about
the Macdonald spherical functions to show that A is generated by {Aλi }i∈I0 where {λi}i∈I0
is a set of fundamental coweights of R. On the other hand, since A is a purely combinato-
rial object, the above isomorphism gives a nice combinatorial description of Z(H˜) when a
suitable building exists. In particular the structure constants cλ,µ;ν that appear in
Pλ(x)Pµ(x) =
∑
ν∈P+
cλ,µ;νPν(x) are cλ,µ;ν = Nν
NλNµ
∣∣Vλ(x)∩ Vµ∗(y)∣∣,
for some µ∗ ∈ P+ (depending only on µ in a simple way). This shows that (when a suitable
building exists) cλ,µ;ν  0.
In Theorem 7.2 we extend this result by showing that the cλ,µ;ν ’s are (up to positive
normalisation factors) polynomials in the variables {qs − 1}s∈S with nonnegative integer
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where the corresponding result for the An case (where the cλ,µ;ν ’s are certain Hall polyno-
mials) is proved. Thus we see how to construct a polynomial hypergroup from the structure
constants cλ,µ;ν as in [3] (see also [17]).
Since the submission of this paper we have learnt that Theorem 7.2 has been proved
independently by Schwer in [31], where a formula for cλ,µ;ν is given.
In later papers we will use our results here to give a description of the algebra homomor-
phisms h :A → C in terms of the Macdonald spherical functions of [18, Chapter 4]. We
will also provide an integral formula for these algebra homomorphisms (over the boundary
of X), and use these results to study local limit theorems, central limit theorems and rate
of escape theorems for radial random walks on affine buildings.
1. Coxeter groups, chamber systems and buildings
Let I be an index set, which we assume throughout is finite, and for i, j ∈ I let mi,j be
an integer or ∞ such that mi,j = mj,i  2 for all i = j , and mi,i = 1 for all i ∈ I . We call
M = (mi,j )i,j∈I a Coxeter matrix. The Coxeter group of type M is the group
W = 〈{si}i∈I ∣∣ (sisj )mi,j = 1 for all i, j ∈ I 〉, (1.1)
where the relation (sisj )mi,j = 1 is omitted if mi,j = ∞. Let S = {si | i ∈ I }. For subsets
J ⊂ I we write WJ for the subgroup of W generated by {si}i∈J . Given w ∈ W , we define
the length (w) of w to be smallest n ∈ N such that w = si1 · · · sin , with i1, . . . , in ∈ I .
It will be useful on occasion to work with I ∗, the free monoid on I . Thus elements of
I ∗ are words f = i1 · · · in where i1, . . . , in ∈ I , and we write sf = si1 · · · sin ∈ W . Recall
[29, Chapter 2, §1] that an elementary homotopy is an alteration from a word of the form
f1p(i, j)f2 to a word of the form f1p(j, i)f2, where p(i, j) = · · · ij ij (mi,j terms). We
say that the words f and f ′ are homotopic if f can be transformed into f ′ by a sequence
of elementary homotopies, in which case we write f ∼ f ′. A word f is said to be reduced
if it is not homotopic to a word of the form f1iif2 for any i ∈ I . Thus f = i1 · · · in ∈ I ∗ is
reduced if and only if sf = si1 · · · sin is a reduced expression in W (that is, (sf ) = n).
The Coxeter graph of W is the graph D = D(W) with vertex set I , such that vertices
i, j ∈ I are joined by an edge if and only if mi,j  3. If mi,j  4 then the edge {i, j} is
labelled by mi,j .
By an automorphism of D we mean a permutation of the vertex set of D that preserves
adjacency and edge labels, that is, a permutation σ of I such that mσ(i),σ (j) = mi,j for all
i, j ∈ I . We write Aut(D) for the group of all automorphisms of D.
An automorphism σ of D induces a group automorphism of W , which we will also
denote by σ , via the (well-defined) action
σ(w) = sσ(i1) · · · sσ(in) (1.2)
whenever si · · · sin is an expression for w. Note that (σ (w)) = (w) for all w ∈ W .1
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a partition of C, two elements in the same block of this partition being called i-adjacent.
The elements of C are called chambers, and we write c ∼i d to mean that the chambers
c and d are i-adjacent. By a gallery of type i1 · · · in ∈ I ∗ in C we mean a finite sequence
c0, . . . , cn of chambers such that ck−1 ∼ik ck and ck−1 = ck for 1 k  n. If J ⊆ I , we say
that d ∈ C is J -connected to c ∈ C if d can be joined to c by a gallery c = c0, . . . , cn = d of
type j1 · · · jn with each jk ∈ J . We call such a gallery a J -gallery, and for c ∈ C we write
RJ (c) for the set of all chambers that can be joined to c by a J -gallery. We call RJ (c) the
J -residue of c. If C and D are chamber systems over a common index set I , we call a map
ψ :C →D an isomorphism of chamber systems if ψ is a bijection such that c ∼i d if and
only if ψ(c) ∼i ψ(d).
To a Coxeter group W over the index set I we associate a chamber system C(W), called
the Coxeter complex of W , by taking the elements w ∈ W as chambers, and for each i ∈ I
define i-adjacency by declaring w ∼i w and w ∼i wsi .
For the present purpose it is most convenient to consider buildings as certain chamber
systems. Thus we give the definition of buildings from [29].
Definition 1.1. [29]. Let M be the Coxeter matrix of a Coxeter group W over I . Then X
is a building of type M if
(i) X is a chamber system over I such that for each c ∈ X and i ∈ I , there is a chamber
d = c in X such that d ∼i c, and
(ii) there exists a W -distance function δ :X × X → W such that if f is a reduced word
then δ(c, d) = sf if and only if c and d can be joined by a gallery of type f .
We will always use the symbol X to denote a building. It is convenient to write C =
C(X) for the chamber set of X, even though according to the above definition X is itself
a set of chambers. We sometimes say that X is a building of type W if W is the Coxeter
group of type M . A building X is said to be thick if for each c ∈ C and i ∈ I there exist at
least two distinct chambers d = c such that d ∼i c. The rank of a building of type M is the
cardinality of the index set I . We sometimes call a building irreducible if the associated
Coxeter group is irreducible (that is, has connected Coxeter graph).
2. Regularity and parameter systems
In this section we write X for a building of type M , with associated Coxeter group W
over index set I . We will assume that X is locally finite, by which we mean |I | < ∞ and
|{b ∈ C | a ∼i b}| < ∞ for all i ∈ I and a ∈ C.
For each a ∈ C and w ∈ W , let
Cw(a) =
{
b ∈ C ∣∣ δ(a, b) = w}. (2.1)
Observe that for each fixed a ∈ C, the family {Cw(a)}w∈W forms a partition of C.
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a regular building we define qs = |Cs(a)| for each s ∈ S (this is independent of a ∈ C
by definition), and we call {qs}s∈S the parameter system of the building. Local finiteness
implies that qs < ∞ for all s ∈ S. We often write qi in place of qsi for i ∈ I .
The two main results of this section are Proposition 2.1(ii), where we give a method for
finding relationships that must hold between the parameters of buildings, and Theorem 2.4,
where we generalise [30, Proposition 3.4.2] and show that all thick buildings with no rank 2
residues of type A˜1 are regular.
Proposition 2.1. Let X be a locally finite regular building.
(i) |Cw(a)| = qi1qi2 · · ·qin whenever w = si1 · · · sin is a reduced expression, and
(ii) qi = qj whenever mi,j < ∞ is odd.
Proof. We first prove (i). The result is true when (w) = 1 by regularity. We claim that
whenever s = si ∈ S and (ws) = (w)+ 1,
Cws(a) =
⋃
b∈Cw(a)
Cs(b) (2.2)
where the union is disjoint, from which the result follows by induction.
First suppose that c ∈ Cws(a) where (ws) = (w) + 1. Then there exists a minimal
gallery a = c0, . . . , ck = c of type f i (where w = sf with f ∈ I ∗ reduced) from a to c,
and in particular c ∈ Cs(ck−1) where ck−1 ∈ Cw(a). On the other hand, if c ∈ Cs(b) for
some b ∈ Cw(a) then c ∈ Cws(a) since (ws) = (w)+ 1, and so we have equality in (2.2).
To see that the union is disjoint, suppose that b, b′ ∈ Cw(a) and that Cs(b) ∩ Cs(b′) = ∅.
Then if b′ = b we have b′ ∈ Cs(b), and thus b′ ∈ Cws(a), a contradiction.
To prove (ii), suppose mi,j < ∞ is odd. Since sisj si · · · si = sj sisj · · · sj (mi,j factors
on each side), by (i) we have qiqj qi · · ·qi = qjqiqj · · ·qj (mi,j factors on each side), and
the result follows. 
Corollary 2.2. Let X be a locally finite regular building of type W . If sj = wsiw−1 for
some w ∈ W then qi = qj .
Proof. By [4, IV, §1, No. 3, Proposition 3], sj = wsiw−1 for some w ∈ W if and only if
there exists a sequence si1, . . . , sip such that i1 = i, ip = j , and mik,ik+1 is finite and odd
for each 1 k < p. The result now follows from Proposition 2.1(ii). 
Proposition 2.1(i) justifies the notation qw = qi1 · · ·qin whenever si1 · · · sin is a reduced
expression for w; it is independent of the particular reduced expression chosen. Clearly we
have qw−1 = qw for all w ∈ W .
Example 2.3. Using Proposition 2.1(ii) it is now a simple exercise to describe the relations
between the parameters of any given (locally finite) regular building. For example, in a
building of type 4• • • (with the nodes labelled 0,1 and 2 from left to right) we
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is even.
The following theorem seems to be well known (see [30, Proposition 3.4.2] for the case
|W | < ∞), but we have been unable to find a direct proof in the literature. For the sake of
completeness we will provide a proof here.
Theorem 2.4. Let X be a thick building such that mi,j < ∞ for each pair i, j ∈ I . Then
X is regular.
Before giving the proof of Theorem 2.4 we make some preliminary observations. First
we note that the assumption that mi,j < ∞ in Theorem 2.4 is essential, for A˜1 buildings
are not in general regular, as they are just trees with no end vertices. Secondly we note that
Theorem 2.4 shows that most ‘interesting’ buildings are regular, for examining the Coxeter
graphs of the affine Coxeter groups, for example, we see that mi,j = ∞ only occurs in A˜1
buildings. Thus regularity is not a very restrictive hypothesis.
Recall that for m  2 or m = ∞ a generalised m-gon is a connected bipartite graph
with diameter m and girth 2m. By [29, Proposition 3.2], a building of type m• • is a
generalised m-gon, and vice versa (where the edge set of the m-gon is taken to be the
chamber set of the building, and vice versa).
In a generalised m-gon we define the valency of a vertex v to be the number of edges
that contain v, and we call the generalised m-gon thick if every vertex has valency at least 3.
By [29, Proposition 3.3], in a thick generalised m-gon with m < ∞, vertices in the same
partition have the same valency. In the statement of [29, Proposition 3.3], the assumption
m< ∞ is inadvertently omitted. The result is in fact false if m = ∞, for a thick generalised
∞-gon is simply a tree in which each vertex has valency at least 3.
Proof of Theorem 2.4. For each a ∈ C and each i ∈ I , let qi(a) = |Csi (a)|. By thickness,
we have qi(a) > 1. We will show that qi(a) = qi(b) for all a, b ∈ C and for all i ∈ I .
Fix a ∈ C. By [29, Theorem 3.5] we know that for i, j ∈ I , the residue R{i,j}(a) is a
thick building of type M{i,j} which is in turn a thick generalised mi,j -gon by [29, Proposi-
tion 3.2]. Thus, since mi,j < ∞ by assumption, [29, Proposition 3.3] implies that
qi(b) = qi(a) for all b ∈ R{i,j}(a). (2.3)
Now, with a fixed as before, let b ∈ C be any other chamber. Suppose firstly that b ∼k a
for some k ∈ I . If k = i, then qi(b) = qi(a) since ∼i is an equivalence relation. So suppose
that k = i. Then
qi(b)+ 1 =
∣∣{c ∈ C | c ∼i b}∣∣
= ∣∣{c ∈ R{i,k}(b) | c ∼i b}∣∣
= ∣∣{c ∈ R{i,k}(b) | c ∼i a}∣∣ by (2.3)
= ∣∣{c ∈ R{i,k}(a) | c ∼i a}∣∣ since R{i,k}(b) = R{i,k}(a)
= ∣∣{c ∈ C | c ∼i a}∣∣= qi(a)+ 1,
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and so the building is regular. 
Remark 2.5. The description of parameter systems given in this section by no means
comes close to classifying the parameter systems of buildings. For example, it is an open
question as to whether thick A˜2 buildings exist with parameters that are not prime powers.
By the free construction of certain buildings given in [28] this is equivalent to the cor-
responding question concerning the parameters of projective planes (generalised 3-gons).
See [2, Section 6.2] for a discussion of the known parameter systems of generalised 4-gons.
We conclude this section by recording a definition of later reference.
Definition 2.6. Let {qs}s∈S be a set of indeterminates such that qs′ = qs whenever s′ =
wsw−1 for some w ∈ W . Then [4, IV, §1, No. 5, Proposition 5] implies that for w ∈ W ,
the monomial qw = qsi1 · · ·qsin is independent of the particular reduced decomposition
w = si1 · · · sin of w. If U is a finite subset of W , the Poincaré polynomial U(q) of U is
U(q) =
∑
w∈U
qw.
Usually the set {qs}s∈S will be the parameters of a building (see Corollary 2.2).
3. Chamber set operators and chamber regularity
The results of this section generalise the results in [11, Chapter 6], where it is assumed
that there is a group G (of type preserving simplicial complex automorphisms) acting
strongly transitively on X (see [11, §5.2]). As noted in the introduction, all buildings ad-
mitting such a group action are necessarily regular, whereas the converse is not true. Our
proofs work for all locally finite regular buildings, which, by Theorem 2.4, includes all
thick buildings with no rank 2 residues of type A˜1. It should be noted that our results also
apply to thin buildings (where qi = 1 for all i ∈ I ), as well as to regular buildings that are
neither thick nor thin (that is, buildings that have qi = 1 for some but not all i ∈ I ). We
note that some of the results of this section are proved in [34] in the context of association
schemes.
Let X be a locally finite regular building. We say that X is chamber regular if for all
w1 and w2 in W ,∣∣Cw1(a)∩ Cw2(b)∣∣= ∣∣Cw1(c)∩ Cw2(d)∣∣ whenever δ(a, b) = δ(c, d),
where the sets Cw(a) are as in (2.1). In this section we will prove that regularity implies
chamber regularity (Proposition 3.9), and we introduce an algebra B of chamber set av-
eraging operators (Definition 3.7) and show that this algebra is isomorphic to a suitably
parametrised Hecke algebra (Theorem 3.10). Recall that for a regular building we define
qs = |Cs(a)|, and we write qs = qi .i
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f :C→ C as in (0.1).
Observe that b ∈ Cw(a) if and only if a ∈ Cw−1(b). If C′ ⊆ C, write 1C′ :C → {0,1} for
the characteristic function on C′. Thus for w1,w2 ∈ W we have
(Bw1Bw2f )(a) =
1
qw1
∑
b∈Cw1 (a)
(Bw2f )(b)
= 1
qw1qw2
∑
b∈Cw1 (a)
∑
c∈Cw2 (b)
f (c)
= 1
qw1qw2
∑
b∈C
∑
c∈C
1Cw1 (a)(b)1Cw2 (b)(c)f (c)
= 1
qw1qw2
∑
c∈C
(∑
b∈C
1Cw1 (a)(b)1Cw−12
(c)(b)
)
f (c)
= 1
qw1qw2
∑
c∈C
∣∣Cw1(a)∩ Cw−12 (c)∣∣f (c). (3.1)
We wish to explicitly compute the above when w2 = s ∈ S (and so w−12 = w2). Thus
we have the following lemmas.
Lemma 3.2. Let w ∈ W and s ∈ S, and fix a ∈ C. Then
Cw(a)∩ Cs(b) = ∅ ⇒
{
b ∈ Cws(a) if (ws) = (w)+ 1,
b ∈ Cw(a)∪ Cws(a) if (ws) = (w)− 1.
Proof. Let s = si where i ∈ I . Suppose first that (ws) = (w) + 1 and that c ∈ Cw(a) ∩
Cs(b). Let f be a reduced word in I ∗ so that sf = w, and so there exists a gallery from a
to c of type f . Since b ∈ Cs(c), there is a gallery of type f i from a to b, which is a reduced
word by hypothesis. It follows that b ∈ Cws(a).
Suppose now that (ws) = (w) − 1, and that c ∈ Cw(a) ∩ Cs(b). Since ws is not re-
duced, there exists a reduced word f ′ such that f ′i is a reduced word for w. This shows that
there exist a minimal gallery a = a0, . . . , am = c such that am−1 ∈ Cs(c). Since b ∈ Cs(c)
too, it follows that either b = am−1 or b ∈ Cs(am−1). In the former case we have b ∈ Cws(a)
and in the latter we have b ∈ Cw(a). 
We now perform counts that will be used to demonstrate chamber regularity.
Lemma 3.3. Let w ∈ W and s ∈ S. Fix a, b ∈ C. Then
∣∣Cw(a)∩ Cs(b)∣∣=
{1 if (ws) = (w)+ 1 and b ∈ Cws(a),
qs if (ws) = (w)− 1 and b ∈ Cws(a),
qs − 1 if (ws) = (w)− 1 and b ∈ Cw(a).
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gallery a = a0, . . . , am = b such that am−1 ∈ Cs(b). There are qs chambers c in Cs(b). One
of these chambers is am−1, which lies in Cw(a), and the remaining qs − 1 lie in Cws(a),
so am−1 is the only element of Cw(a)∩ Cs(b). Thus |Cw(a)∩ Cs(b)| = 1 as claimed in this
case.
Suppose now that (ws) = (w)− 1 and that b ∈ Cws(a). Write s = si , and let w = sf
where f ∈ I ∗ is reduced. Since (ws) = (w)−1, there exists a reduced word f ′ such that
f ′i is a reduced word for w, and thus there exists a minimal gallery of type f ′ from a to b.
Thus each c ∈ Cs(b) can be joined to a by a gallery of type f ′i ∼ f , and hence c ∈ Cw(a),
verifying the count in this case.
Finally, suppose that (ws) = (w) − 1 and b ∈ Cw(a). Then, as in the proof of
Lemma 3.2, there exists a minimal gallery a = a0, . . . , am = b such that b ∈ Cs(am−1).
Exactly one of the qs chambers c ∈ Cs(b) equals am−1, and thus lies in Cws(a). For the
remaining qs − 1 chambers we have c ∈ Cs(am−1), and thus c ∈ Cw(a), completing the
proof. 
Theorem 3.4. Let w ∈ W and s ∈ S. Then
BwBs =
{
Bws when (ws) = (w)+ 1,
1
qs
Bws +
(
1 − 1
qs
)
Bw when (ws) = (w)− 1.
Proof. Let us look at the case (ws) = (w) − 1. The case (ws) = (w) + 1 is similar.
By (3.1) and Lemma 3.3 we have
BwBs = qws
qw
Bws +
(
1 − 1
qs
)
Bw.
All that remains is to show that qws/qw = 1/qs . If f is a reduced word with sf = w and
s = si , the hypothesis that (ws) = (w) − 1 implies that there exists a reduced word f ′
such that f ′i is a reduced word for w. The result now follows. 
Corollary 3.5. Bw1Bw2 = Bw1w2 whenever (w1w2) = (w1)+ (w2).
Corollary 3.6. Let w1,w2 ∈ W . There exist numbers bw1,w2;w3 ∈ Q+ such that
Bw1Bw2 =
∑
w3∈W
bw1,w2;w3Bw3 and
∑
w3∈W
bw1,w2;w3 = 1.
Moreover, |{w3 ∈ W | bw1,w2;w3 = 0}| is finite for all w1,w2 ∈ W .
Proof. An induction on (w2) shows existence of the numbers bw1,w2;w3 ∈ Q+ such that
Bw1Bw2 =
∑
w3
bw1,w2;w3Bw3 , and shows that only finitely many of the bw1,w2;w3 ’s are
nonzero for fixed w1 and w2. Evaluating both sides at the constant function 1C :C → {1}
shows that
∑
w3 bw1,w2;w3 = 1. 
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shows that B is an associative algebra.
Proposition 3.8. {Bw | w ∈ W } is a vector space basis of B, and B is generated by
{Bs | s ∈ S}.
Proof. Suppose we have a relation
∑n
k=1 bkBwk = 0, and fix a, b ∈ C with δ(a, b) = wj
with 1 j  n. Then writing δb = 1{b} we have
0 =
n∑
k=1
bk(Bwkδb)(a) =
n∑
k=1
bkq
−1
wk
δk,j = bjq−1wj ,
and so bj = 0. From Corollary 3.5 we see that {Bs | s ∈ S} generates B. 
We refer to the numbers bw1,w2;w3 from Corollary 3.6 as the structure constants of the
algebra B (with respect to the natural basis {Bw | w ∈ W }).
Proposition 3.9. Let X be a regular building of type W , and let w1,w2,w3 ∈ W . For any
pair a, b ∈ C with b ∈ Cw3(a) we have∣∣Cw1(a)∩ Cw−12 (b)∣∣= qw1qw2qw3 bw1,w2;w3,
and so X is chamber regular.
Proof. Using (3.1) we compute (Bw1Bw2δb)(a) = q−1w1 q−1w2 |Cw1(a)∩Cw−12 (b)|, whereas by
Corollary 3.6 we have (Bw1Bw2δb)(a) = q−1w3 bw1,w2;w3 . 
Those readers familiar with Hecke algebras will notice immediately from Theorem 3.4
the connection between B and Hecke algebras. For our purposes we define Hecke algebras
as follows (see [14, Chapter 7]). For each s ∈ S, let as and bs be complex numbers such
that as′ = as and bs′ = bs whenever s′ = wsw−1 for some w ∈ W . The (generic) Hecke
algebra H(as, bs) is the algebra over C with presentation given by basis elements Tw ,
w ∈ W , and relations
TwTs =
{
Tws when (ws) = (w)+ 1,
asTws + bsTw when (ws) = (w)− 1. (3.2)
Theorem 3.10. Suppose a building X of type W exists with parameters {qs}s∈S . Then
B ∼= H(q−1s ,1 − q−1s ).
Proof. We note first that by Corollary 2.2, the numbers as = q−1s and bs = 1 − q−1s satisfy
the condition as′ = as and bs′ = bs whenever s′ = wsw−1 for some w ∈ W .
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is a vector space basis of B (see Proposition 3.8) there exists a unique vector space iso-
morphism Φ :H(q−1s ,1 − q−1s ) → B such that Φ(Tw) = Bw for all w ∈ W . By (3.2) and
Theorem 3.4 we have Φ(TwTs) = Φ(Tw)Φ(Ts) for all w ∈ W and s ∈ S, and so Φ is an
algebra homomorphism. It follows that Φ is an algebra isomorphism. 
Recall that we write D for the Coxeter graph of W .
Definition 3.11. Let X be a locally finite regular building. Define
Autq(D) =
{
σ ∈ Aut(D) ∣∣ qσ(i) = qi for all i ∈ I}.
Lemma 3.12. For all w1,w2 ∈ W and σ ∈ Autq(D) we have∣∣Cσ(w1)(a′)∩ Cσ(w2)(b′)∣∣= ∣∣Cw1(a)∩ Cw2(b)∣∣,
whenever a, b, a′, b′ ∈ C are chambers with δ(a′, b′) = σ(δ(a, b)).
Proof. We first show that, in the notation of Corollary 3.6,
bw1,w2;w3 = bσ(w1),σ (w2);σ(w3) (3.3)
for all w1,w2,w3 ∈ W .
Theorem 3.4, the definition of Autq(D) and the fact that (σ (w)) = (w) for all w ∈
W show that this is true when (w2) = 1, beginning an induction. Suppose (3.3) holds
whenever (w2) < n, and suppose w = si1 · · · sin−1sin has length n. Write w′ = si1 · · · sin−1
and s = sin . Observe that σ(w) = σ(w′)σ (s) so that Bσ(w) = Bσ(w′)Bσ(s) by Theorem 3.4,
and so
Bσ(w1)Bσ(w) = (Bσ(w1)Bσ(w′))Bσ(s)
=
∑
w3∈W
bσ(w1),σ (w′);σ(w3)Bσ(w3)Bσ(s)
=
∑
w3∈W
(
bw1,w′;w3
∑
w4∈W
bσ(w3),σ (s);σ(w4)Bσ(w4)
)
=
∑
w4∈W
( ∑
w3∈W
bw1,w′;w3bw3,s;w4
)
Bσ(w4).
Thus
bσ(w1),σ (w);σ(w4) =
∑
w3∈W
bw1,w′;w3bw3,s;w4 for all w4 ∈ W. (3.4)
The same calculation without the σ ’s shows that this is also bw1,w;w4 . This completes the
induction step, and so (3.3) holds for all w1,w2 and w3 in W .
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(using Proposition 3.9)
∣∣Cw1(a)∩ Cw2(b)∣∣= qw1qw−12qw3 bw1,w−12 ;w3
=
qσ(w1)qσ(w−12 )
qσ(w3)
b
σ(w1),σ (w
−1
2 );σ(w3)
= ∣∣Cσ(w1)(a′)∩ Cσ(w2)(b′)∣∣. 
4. Preliminary material
This section is preparation for our study of the vertex set averaging operators associated
to locally finite regular affine buildings.
4.1. Chamber systems and simplicial complexes
Recall that a simplicial complex with vertex set V is a collection X of finite subsets
of V (called simplices) such that for every v ∈ V , the singleton {v} is a simplex, and every
subset of a simplex x is a simplex (called a face of x). If x is a simplex which is not a
proper subset of any other simplex, then we call x a maximal simplex, or chamber of X.
A labelled simplicial complex with vertex set V is a simplicial complex equipped with
a set I of types, and a type map τ :V → I such that the restriction τ |C :C → I of τ to any
chamber C is a bijection.
An isomorphism of simplicial complexes is a bijection of the vertex sets that maps
simplices, and only simplices, to simplices. If both simplicial complexes are labelled by
the same set, then an isomorphism which preserves types is said to be type preserving.
There is a well-known method of producing labelled simplicial complexes from cham-
ber systems, and vice versa (see [6, §1.4] for details). This allows us to consider build-
ings and Coxeter complexes as certain labelled simplicial complexes (with canonical la-
bellings). The following is an alternative (and of course equivalent) definition of buildings
from a simplicial complex approach.
Definition 4.1. [5]. Let W be a Coxeter group of type M . A building of type M is a non-
empty simplicial complex X which contains a family of subcomplexes called apartments
such that
(i) each apartment is isomorphic to the (simplicial) Coxeter complex of W ,
(ii) given any two chambers of X there is an apartment containing both, and
(iii) given any two apartments A and A′ that contain a common chamber, there exists an
isomorphism ψ :A→A′ fixing A∩A′ pointwise.
We remark that Definition 4.1(iii) can be replaced with the following [5, p. 76].
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isomorphism ψ :A→A′ fixing ρ and σ pointwise.
It is easy to see that X is in fact a labellable simplicial complex, and all the isomor-
phisms in the above definition may be taken to be label preserving.
4.2. Root systems
For the purpose of fixing notation we will give a brief discussion of root systems. A thor-
ough reference to this well-known material is [4]. Let E be an n-dimensional vector space
over R with inner product 〈· , ·〉, and for α ∈ E \ {0} define α∨ = 2α/〈α,α〉.
Let R be an irreducible, but not necessarily reduced, root system in E (see [4, VI, §1,
Nos. 1, 2]).
The elements of R are called roots, and the rank of R is n, the dimension of E. A root
system that is not reduced is said to be nonreduced. See [4, VI, §4, Nos. 5–14] for the
classification of irreducible root systems.
Let B = {αi | i ∈ I0} be a base of R, where I0 = {1,2, . . . , n}. Thus B is a subset of
R such (i) a vector space basis of E, and (ii) each root in R can be written as a linear
combination of elements of B with integer coefficients which are either all nonnegative or
all nonpositive. We say that α ∈ R is positive (respectively negative) if the expression for α
from (ii) has only nonnegative (respectively nonpositive) coefficients. Let R+ (respectively
R−) be the set of all positive (respectively negative) roots. Thus R− = −R+ and R =
R+ ∪R−, where the union is disjoint.
Define the height (with respect to B) of α =∑i∈I0 kiαi ∈ R by ht(α) =∑i∈I0 ki . By [4,
VI, §1, No. 8, Proposition 25] there exists a unique root α˜ ∈ R whose height is maximal,
and defining numbers mi by
α˜ =
∑
i∈I0
miαi (4.1)
we have mi  1 for all i ∈ I0. To complete the notation we define m0 = 1.
The dual (or inverse) of R is R∨ = {α∨ | α ∈ R}. By [4, VI, §1, No. 1, Proposition 2]
R∨ is an irreducible root system which is reduced if and only if R is.
We define a dual basis {λi}i∈I0 of E by 〈λi,αj 〉 = δi,j . Recall that the coroot lattice Q
of R is the Z-span of R, and the coweight lattice P of R is the Z-span of {λi}i∈I0 . Elements
of P are called coweights (of R), and it is clear that Q ⊆ P . Note that in the literature Q
and P are also called the root and weight lattices of R∨. We call a coweight λ =∑i∈I0 aiλi
dominant if ai  0 for all i ∈ I0, and we write P+ for the set of all dominant coweights.
For each n 1 there is exactly one irreducible nonreduced root system (up to isomor-
phism) of rank n, denoted by BCn [4, VI, §4, No. 14]. We may take E = Rn with the usual
inner product, and let αj = ej − ej+1 for 1 j < n and αn = en. Then B = {αj }nj=1, and
R+ = {ek,2ek, ei + ej , ei − ej | 1 k  n, 1 i < j  n}.
Notice that R∨ = R, and one easily sees that Q = P .
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Let R be an irreducible root system, and for each α ∈ R and k ∈ Z let Hα;k = {x ∈ E |
〈x,α〉 = k}. Let H denote the family of these (affine) hyperplanes Hα;k , α ∈ R, k ∈ Z. We
write Hα in place of Hα;0, and denote by H0 the family of these hyperplanes Hα , α ∈ R.
Given Hα;k ∈H, the associated orthogonal reflection is the map sα;k :E → E given by
sα;k(x) = x − (〈x,α〉 − k)α∨ for all x ∈ E. We write sα in place of sα;0, and si in place
of sαi . The Weyl group of R, denoted W0(R), or simply W0, is the subgroup of GL(E)
generated by the reflections sα , α ∈ R, and the affine Weyl group of R, denoted W(R), or
simply W , is the subgroup of Aff(E) generated by the reflections sα;k , α ∈ R, k ∈ Z. Here
Aff(E) is the set of maps x → T x + v, T ∈ GL(E), v ∈ E. Writing tv for the translation
x → x + v, we consider E as a subgroup of Aff(E) by identifying v and tv . We have
Aff(E) = GL(E) E, and W ∼= W0 Q. Note that W0(R∨) = W0(R) [4, VI, §1, No. 1].
Let s0 = sα˜;1, define I = I0 ∪ {0}, and let S0 = {si | i ∈ I0} and S = {si | i ∈ I }. The
group W0 (respectively W ) is a Coxeter group over I0 (respectively I ) generated by S0
(respectively S).
We write Σ = Σ(R) for the vector space E equipped with the sectors, chambers and
vertices as defined below. The open connected components of E \⋃H∈HH are called the
chambers of Σ (this terminology is motivated by building theory, and differs from that used
in [4] where there are chambers and alcoves), and we write C(Σ) for the set of chambers
of Σ . Since R is irreducible, each C ∈ C(Σ) is an open (geometric) simplex [4, V, §3,
No. 9, Proposition 8]. Call the extreme points of the sets C¯, C ∈ C(Σ), vertices of Σ , and
write V (Σ) for the set of all vertices of Σ .
In choice of B gives a natural fundamental chamber
C0 =
{
x ∈ E ∣∣ 〈x,αi〉 > 0 for all i ∈ I0 and 〈x, α˜〉 < 1}, (4.2)
where we use the notation of (4.1).
The fundamental sector of Σ is
S0 =
{
x ∈ E ∣∣ 〈x,αi〉 > 0 for all i ∈ I0}, (4.3)
and the sectors of Σ are the sets λ + wS0, where λ ∈ P and w ∈ W0. The sector S =
λ +wS0 is said to have base vertex λ (we will see in Section 4.5 that λ is indeed a vertex
of Σ ).
The group W0 acts simply transitively on the set of sectors based at 0, and S¯0 is a
fundamental domain for the action of W0 on E. Similarly, W acts simply transitively on
C(Σ), and C¯0 if a fundamental domain for the action of W on E [4, VI, §1–3].
The following fact follows easily from [4, VI, §2, No. 2, Proposition 4(ii)].
Lemma 4.2. W0 acts simply transitively on the set of C ∈ C(Σ) with 0 ∈ C¯.
4.4. A geometric realisation of the Coxeter complex
The set C(Σ) from Section 4.3 forms a chamber system over I if we declare wC0 ∼i
wC0 and wC0 ∼i wsiC0 for each w ∈ W and each i ∈ I . The map w → wC0 is an iso-
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may be regarded as a geometric realisation of C(W).
The vertices of C¯0 are {0} ∪ {λi/mi | i ∈ I0} (see [4, VI, §2, No. 2]), and we declare
τ(0) = 0 and τ(λi/mi) = i for i ∈ I0. This extends to a unique labelling τ :V (Σ) → I
(see [6, Lemma 1.5]), and the action of W on Σ is type preserving.
4.5. Special and good vertices of Σ
Following [4, V, §3, No. 10], a point v ∈ E is said to be special if for every H ∈ H
there exists a hyperplane H ′ ∈H parallel to H such that v ∈ H ′. Note that in our set-up
0 ∈ E is special. Each special point is a vertex of Σ [4, V, §3, No. 10], and thus we will
call the special points special vertices. Note that in general not all vertices are special (for
example, in the C˜2 and G˜2 complexes). When R is reduced P is the set of special vertices
of Σ [4, VI, §2, No. 2, Proposition 3]. When R is nonreduced then P is a proper subset of
the special vertices of Σ (see Example 4.5).
To deal with the reduced and nonreduced cases simultaneously, we define the good
vertices of Σ to be the elements of P . On the first reading the reader is encouraged to
think of P as the set of all special vertices, for this is true unless R is of type BCn. Note
that, according to our definitions, every sector of Σ is based at a good vertex of Σ .
We write IP for the set of good types. That is, IP = {τ(λ) | λ ∈ P } ⊆ I .
Lemma 4.3. Let the numbers mi be as in (4.1). Then IP = {i ∈ I | mi = 1}.
Proof. The vertices of C0 are {0} ∪ {λi/mi | i ∈ I0}. The good vertices of C0 are those
in P , and thus have type 0 or i for some i with mi = 1. 
4.6. Examples
Example 4.4. (R = C2). Take E = R2, α1 = e1 − e2 and α2 = 2e2. Then B = {α1, α2} and
R+ = {α1, α2, α1 + α2,2α1 + α2}.
The dotted lines in Fig. 1 are the hyperplanes {Hwα1;k | w ∈ W0, k ∈ Z}, and the dashed
lines are the hyperplanes {Hwα2;k | w ∈ W0, k ∈ Z}. In this example λ1 = e1 and λ2 =
1
2 (e1 + e2), and τ(0) = 0, τ( 12e1) = 1 and τ( 12 (e1 + e2)) = 2. We have P = {(x, y) ∈
( 12Z)
2 | x + y ∈ Z}, which coincides with the set of all special vertices (as expected, since
R is reduced here). Thus IP = {0,2}.
Example 4.5. (R = BC2). Take E = R2, α1 = e1 − e2 and α2 = e2. Then B = {α1, α2} and
R+ = {α1, α2, α1 + α2, α1 + 2α2,2α2,2α1 + 2α2}.
The dotted and solid lines in Fig. 2 represent the hyperplanes in the sets {Hwα1;k | w ∈
W0, k ∈ Z} and {Hwα2;k | w ∈ W0, k ∈ Z} respectively. The union of the dashed and solid
lines represent the hyperplanes in {Hw(2α2);k | w ∈ W0, k ∈ Z}.
In contrast to the previous example, here we have λ1 = e1 and λ2 = e1 + e2. The set
of special vertices and the vertex types are as in Example 4.4, but here P = Z2 (and so
IP = {0}).
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4.7. The extended affine Weyl group
The extended affine Weyl group of R, denoted W˜ (R) or simply W˜ , is W˜ = W0  P .
In general W˜ is larger than W . In fact, W˜/W ∼= P/Q [4, VI, §2, No. 3]. We note that
while W(Cn) = W(BCn), W˜ (Cn) is not isomorphic to W˜ (BCn).
In particular, notice that for each λ ∈ P , the translation tλ :E → E, tλ(x) = x + λ, is
in W˜ .
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tively. Recall [21, §2.2] that for w ∈ W˜ , the length of w is defined by
(w) = ∣∣{H ∈H ∣∣H separates C0 and w−1C0}∣∣.
When w ∈ W , this definition agrees with the definition of (w) given previously for Cox-
eter groups.
The subgroup G = {g ∈ W˜ | (g) = 0} will play an important role; it is the stabiliser of
C0 in W˜ . We have W˜ ∼= W  G [4, VI, §2, No. 3], and furthermore, G ∼= P/Q, and so
G is a finite abelian group. Let w0 and w0λ denote the longest elements of W0 and W0λ
respectively, where for λ ∈ P ,
W0λ = {w ∈ W0 | wλ = λ}. (4.4)
Recall the definition of the numbers mi (with m0 = 1) from (4.1). Then
G = {gi | mi = 1} (4.5)
where g0 = 1 and gi = tλiw0λiw0 for i ∈ IP \ {0} (see [4, VI, §2, No. 3] in the reduced
case and note that G = {1} in the nonreduced case since G ∼= P/Q).
4.8. Automorphisms of Σ and D
An automorphism of Σ is a bijection ψ of E that maps chambers, and only chambers,
to chambers with the property that C ∼i D if and only if ψ(C) ∼i′ ψ(D) for some i′ ∈ I
(depending on C,D and i). Let Aut(Σ) denote the automorphism group of Σ . Clearly
W0, W and W˜ can be considered as subgroups of Aut(Σ), and we have W0 W  W˜ 
Aut(Σ). Note that in some cases W˜ is a proper subgroup of Aut(Σ). For example, if R is
of type A2, then the map a1λ1 + a2λ2 → a1λ2 + a2λ1 is in Aut(Σ) but is not in W˜ .
Write D for the Coxeter graph of W (see Section 1). Recall the definition of the type
map τ :V (Σ) → I from Section 4.4.
Proposition 4.6. Let ψ ∈ Aut(Σ). Then there exists σ ∈ Aut(D) such that (τ ◦ ψ)(v) =
(σ ◦ τ)(v) for all v ∈ V (Σ). If C ∼i D, then ψ(C) ∼σ(i) ψ(D).
Proof. The result follows from [5, pp. 64–65]. 
For each gi ∈ G (see (4.5)), let σi ∈ Aut(D) be the automorphism induced as in Propo-
sition 4.6. We call the automorphisms σi ∈ Aut(D) type rotating (for in the A˜n case they
are the permutations k → k+ i mod n+1), and we write Auttr(D) for the group of all type
rotating automorphisms of D. Thus
Auttr(D) = {σi | i ∈ IP }. (4.6)
Note that since g0 = 1, σ0 = id.
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Aut(D) = Aut(D0)  Auttr(D). (4.7)
The group W˜ has a presentation with generators si , i ∈ I , and gj , j ∈ IP , and relations
(see [25, (1.20)])
(sisj )
mi,j = 1 for all i, j ∈ I , and
gj sig
−1
j = sσj (i) for all i ∈ I and j ∈ IP . (4.8)
Proposition 4.7. Let i ∈ IP and σ ∈ Auttr(D).
(i) σi(0) = i.
(ii) If σ(i) = i, then σ = σ0 = id.
(iii) Auttr(D) acts simply transitively on the good types of D.
Proof. (i) follows from the formula gi = tλiw0λiw0 (i ∈ I0) given in Section 4.7. By (i)
we have (σ−1i ◦ σ ◦ σi)(0) = 0, and so σ−1i ◦ σ ◦ σi = σ0 = id. Thus (ii) holds, and (iii) is
now clear. 
Proposition 4.8. Let ψ ∈ Aut(Σ).
(i) The image under ψ of a gallery in Σ is again a gallery in Σ .
(ii) A gallery in Σ is minimal if and only if its image under ψ is minimal.
(iii) There exists a unique σ ∈ Aut(D) so that ψ maps galleries of type f to galleries
of type σ(f ). If ψ = w ∈ W˜ then σ ∈ Auttr(D). If w = w′gi , where w′ ∈ W , then
σ = σi .
(iv) If ψ ∈ W˜ maps λ ∈ P to µ ∈ P , then the induced automorphism from (iii) is σ =
σm ◦ σ−1l , where l = τ(λ) and m = τ(µ).
Proof. (i) and (ii) are obvious.
(iii) The first statement follows easily from Proposition 4.6, and the remaining state-
ments follow from the definition of Auttr(D).
(iv) Since σ(l) = m, we have (σ ◦ σl)(0) = σm(0), and so σ = σm ◦ σ−1l by Proposi-
tion 4.7. 
Proposition 4.9. x → −x is an automorphism of Σ .
Proof. The map x → −x maps H to itself and is continuous, and so maps chambers to
chambers. If C ∼i D and C = D then there is only one H ∈H separating C and D, and
then −H is the only hyperplane in H separating −C and −D, and so −C ∼i′ −D for
some i′ ∈ I . 
Definition 4.10. Let σ∗ ∈ Aut(D) be the automorphism of D induced by the automorphism
x → −x of Σ (see Proposition 4.9). Furthermore, for λ ∈ P let λ∗ = w0(−λ), where w0
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with τ(λ) = l.
We need to check that the definition of l∗ is unambiguous. If τ(λ) = τ(µ), then λ = wµ
for some w ∈ W . Since W = W0 Q we have w = w′tγ for some w′ ∈ W0 and γ ∈ Q, and
so −λ = −w′(γ +µ) = w′t−γ (−µ) = w′′(−µ) for some w′′ ∈ W . Thus τ(−λ) = τ(−µ),
and so τ(λ∗) = τ(µ∗).
Note that in general σ∗ is not an element of Auttr(D). In the BCn case, σ∗ is the identity,
for the map x → −x fixes the good type 0, implying that σ∗ = id by direct consideration
of the Coxeter graph.
Proposition 4.11. If λ ∈ P+, then λ∗ ∈ P+.
Proof. Observe that w0(−S0) = S0 since −S0 is a sector that lies on the opposite side of
every wall to S0. Thus w0(−λ) ∈ P+. 
4.9. Special group elements and technical results
For i ∈ I , let Wi = WI\{i} (this extends our notation for W0). Given λ ∈ P+, define
t ′λ to be the unique element of W such that tλ = t ′λg for some g ∈ G, and, using [4, VI,
§1, Exercise 3], let wλ be the unique minimum length representative of the double coset
W0t ′λWl , where l = τ(λ). Fix a reduced word fλ ∈ I ∗ such that sfλ = wλ.
Proposition 4.12. Let λ ∈ P+ and i ∈ IP . Suppose that τ(λ) = l, and write j = σi(l). Then
gj = gigl and tλ = t ′λgl .
Proof. We see that gj = gigl since the image of 0 under both functions is the same. Tem-
porarily write tλ = t ′λgλ, and so gλ = t ′−1λ tλ. Observe that gλ(0) = vk for some k ∈ IP (here
vk is the type k vertex of C0). But (t ′−1λ tλ)(0) = t ′−1λ (λ) = vl , since t ′λ is type preserving.
Thus vk = vl , so k = l, and so gλ = gl . 
Recall that σ ∈ Aut(D) induces an automorphism (which we also denote by σ ) of W as
in (1.2). From (4.8) we have the following.
Lemma 4.13. Let λ ∈ P and l = τ(λ). Then glW0g−1l = Wl = σl(W0), and so Wl is the
stabiliser of the type l vertex vl of C0.
Proposition 4.14. Let λ ∈ P+. Then:
(i) wλ = tλw0λw0g−1l = t ′λσl(w0λw0), where l = τ(λ), and w0λ and w0 are the longest
elements of W0λ and W0 respectively.
(ii) λ ∈ wλC¯0, and wλC0 is the unique chamber nearest C0 with this property.
(iii) wλC0 ⊆ S0.
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W0t ′λWlgl , and so the double coset W0tλW0 has unique minimal length representative
mλ = wλgl . By [21, (2.4.5)] (see also [25, (2.16)]) we have mλ = tλw0λw0, proving the
first equality in (i). Then
wλ = mλg−1l = tλw0λw0g−1l = t ′λglw0λw0g−1l = t ′λσl(w0λw0).
(ii) With mλ as above we have mλ(0) = (tλw0λw0)(0) = λ, so λ ∈ mλC¯0. Now
wλ = mλg−1l , and since g−1l ∈ G fixes C0 we have λ ∈ wλC¯0. To see that wλ is the
unique chamber nearest C0 that contains λ in its closure, notice that by Lemma 4.13 the
stabiliser of λ in W is t ′λWlt
′−1
λ , which acts simply transitively on the set of chambers
containing λ in their closure. So if wC0 is a chamber containing λ in its closure, then
wC0 = (t ′λwlt ′−1λ )t ′λ(C0) = t ′λwlC0 for some wl ∈ Wl . Thus w = t ′λwl ∈ t ′λWl ⊂ W0t ′λWl ,
and so (wλ) (w). The uniqueness follows from [29, Theorem 2.9].
We now prove (iii). The result is clear if λ = 0, so let λ ∈ P+ \ {0}. If λ ∈ S0 then S0 ∩
wλC0 = ∅, and so wλC0 ⊆ S0 since wλC0 is connected and contained in E \⋃H∈H0 H .
Now suppose that λ ∈ S¯0 \ S0, so λ ∈ Hα for some α ∈ B . Let C0,C1, . . . ,Cm = wλC0
be the gallery of type fλ from C0 to wλC0. If wλC0  S0 then this gallery crosses the
wall Hα , so let Ck be the first chamber on the opposite side of Hα to C0. The sequence
C0, . . . ,Ck−1, sα(Ck), . . . , sα(wλC0) joins 0 to λ as sα(λ) = λ. Since Ck−1 = sα(Ck), we
can construct a gallery joining 0 to λ of length strictly less than m, a contradiction. 
Each coset wW0λ, w ∈ W0, has a unique minimal length representative. To see this,
notice that by Lemma 5.4, W0λ is the subgroup of W0 generated by S0λ = {s ∈ S0 | sλ = λ},
and apply [4, IV, §1, Exercise 3]. We write Wλ0 for the set of minimal length representatives
of elements of W0/W0λ. The following proposition records some simple facts.
Proposition 4.15. Let λ ∈ P+ and write l = τ(λ). Then:
(i) t ′λ = wλwl for some wl ∈ Wl , and (t ′λ) = (wλ)+ (wl).
(ii) Each w ∈ W0 can be written uniquely as w = uv with u ∈ Wλ0 and v ∈ W0λ, and
moreover (w) = (u)+ (v).
(iii) For v ∈ W0λ, vwλ = wλwlσl(v)w−1l where wl ∈ Wl is as in (i). Moreover,
(vwλ) = (v)+ (wλ) = (wλ)+ 
(
wlσl(v)w
−1
l
)
.
(iv) Each w ∈ W0wλWl can be written uniquely as w = uwλw′ for some u ∈ Wλ0 and
w′ ∈ Wl , and moreover (w) = (u)+ (wλ)+ (w′).
Proof. (i) follows from the proof of Proposition 4.14 and [4, VI, §1, Exercise 3].
(ii) is immediate from the definition of Wλ0 , and [4, VI, §1, Exercise 3].
(iii) Observe first that vtλ = tλv in the extended affine Weyl group, for vtλv−1 = tvλ for
all v ∈ W0, and tvλ = tλ if v ∈ W0λ. Since tλ = t ′λgl (see Proposition 4.12) we have
vt ′ = vtλg−1 = tλvg−1 = t ′
(
glvg
−1)= t ′ σl(v),λ l l λ l λ
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(wλ); in fact, (wwλ) = (w)+ (wλ) for all w ∈ W0. Observe now that wsαw−1 = swα
for w ∈ W0, and it follows that (wlσl(v)w−1l ) = (v).
(iv) By [4, IV, §1, Exercise 3] each w ∈ W0wλWl can be written as w = w1wλw2 for
some w1 ∈ W0 and w2 ∈ Wl with (w) = (w1) + (wλ) + (w2). Write w1 = uv where
u ∈ Wλ0 and v ∈ W0λ as in (ii). Then by (iii)
w1wλw2 = uvwλw2 = uwλ
(
wlσl(v)w
−1
l w2
)
,
and so each w ∈ W0wλWl can be written as w = uwλw′ for some u ∈ Wλ0 and w′ ∈ Wl
with (w) = (u) + (wλ) + (w′). Suppose that we have two such expressions w =
u1wλw
′
1 = u2wλw′2 where u1, u2 ∈ Wλ0 and w′1,w′2 ∈ Wl . Write vl for the type l vertex
of C0. Then (u1wλw′l)(vl) = (u1wλ)(vl) = u1λ, and similarly (u2wλw′2)(vl) = u2λ. Thus
u−11 u2 ∈ W0λ, and so u1W0λ = u2W0λ, forcing u1 = u2. This clearly implies that w′1 = w′2
too, completing the proof. 
Recall the definitions of σ∗, λ∗ and l∗ from Definition 4.10.
Proposition 4.16. Let λ ∈ P+ (so λ∗ ∈ P+ too), and write τ(λ) = l.
(i) σ 2∗ = id and σ∗(0) = 0.
(ii) σ∗(wλ) = wλ∗ and σ∗(l) = l∗.
(iii) σ∗ ◦ σi ◦ σ−1∗ = σi∗ for all i ∈ IP .
(iv) wλ∗ = σ−1l (w−1λ ).
Proof. (i) is clear, since −(−x) = x for all x ∈ E.
(ii) Let ψ be the automorphism of Σ given by ψ(x) = w0(−x) for all x ∈ E. Then
the automorphism of D induced by ψ is σ∗ (see Proposition 4.6). Let C0, . . . ,Cm = wλC0
be the gallery of type fλ in Σ starting at C0, and so ψ(C0), . . . ,ψ(Cm) is a minimal
gallery of type σ∗(fλ) (see Proposition 4.8). Observe that ψ(C0) = C0 and λ∗ ∈ ψ(C¯m).
The gallery ψ(C0), . . . ,ψ(Cm) from C0 to λ∗ cannot be replaced by any shorter gallery
joining C0 and λ∗, for if so, by applying ψ−1 we could obtain a gallery from C0 to λ of
length < (wλ). Thus ψ(Cm) = Cλ∗ by Proposition 4.14, and so σ∗(fλ) ∼ fλ∗ . Therefore
σ∗(wλ) = wλ∗ , and so σ∗(l) = l∗.
(iii) Since Auttr(D) is normal in Aut(D) (see (4.7)) we know that σ∗ ◦ σi ◦ σ−1∗ = σk
for some k ∈ IP . By (i) and (ii) we have (σ∗ ◦ σi ◦ σ−1∗ )(0) = i∗ and the result follows.
(iv) Let C0, . . . ,Cm be the gallery from (ii) and write fλ = i1 · · · im. Then Cm, . . . ,C0
is a gallery of type rev(fλ) = im · · · i1 joining λ to 0. Let ψ = w0 ◦ w−10λ ◦ t−λ :Σ → Σ
where w0λ is the longest element of W0λ. By Proposition 4.14(i) we have
ψ(Cm) =
(
w0 ◦w−1 ◦ t−λ ◦wλ
)
(C0) = C0.0λ
24 J. Parkinson / Journal of Algebra 297 (2006) 1–49Thus by Proposition 4.8 C0 = ψ(Cm), . . . ,ψ(C0) is a gallery of type σ−1l (rev(fλ)) joining
0 to λ∗ (since λ∗ ∈ ψ(C¯0)). Since no shorter gallery joining 0 to λ∗ exists (for if so apply
ψ−1 to obtain a contradiction) it follows that
wλ∗ = σ−1l (srev(fλ)) = σ−1l
(
s−1fλ
)= σ−1l (w−1λ ). 
4.10. Affine buildings
A building X is called affine if the associated Coxeter group W is an affine Weyl group.
To study the algebra A of the next section, it is convenient to associate a root system R to
each irreducible locally finite regular affine building. If X is of type W , we wish to choose
R so that (among other things) (i) the affine Weyl group of R is isomorphic to W , and
(ii) qσ(i) = qi for all i ∈ I and σ ∈ Auttr(D) (note that Auttr(D) depends on the choice of
R, see (4.6)).
It turns out (as should be expected) that the choice of R is in most cases straight forward;
for example, if X is of type F˜4 then choose R to be a root system of type F4 (and call X
an affine building of type F4). The regular buildings of types A˜1 and C˜n (n  2) are the
only exceptions to this rule, and in these cases the nonreduced root systems BCn (n 1)
play an important role. Let us briefly describe why.
Using Proposition 2.1(ii) we see that the parameters of a regular C˜n (n  2) building
must be as follows:
q0

q1

4 q1
  
q1

q1

qn

4
If we choose R to be a Cn root system then the automorphism σn ∈ Auttr(D) interchanges
the left most and right most nodes, and so condition (ii) is not satisfied (unless q0 = qn). If,
however, we take R to be a BCn root system, then Auttr(D) = {id}, and so both conditions
(i) and (ii) are satisfied.
Thus, in order to facilitate the statements of later results, we rename regular C˜n (n 2)
buildings, and call them affine buildings of type BCn (or B˜Cn (n 2) buildings). We re-
serve the name ‘C˜n building’ for the special case when q0 = qn in the above parameter
system. For a similar reason we rename regular A˜1 buildings (which are semi-homogeneous
trees) and call them affine buildings of type BC1 (or B˜C1 buildings), and reserve the name
‘A˜1 building’ for homogeneous trees. With these conventions we make the following defi-
nitions.
Definition 4.17. Let X be an affine building of type R with vertex set V , and let Σ =
Σ(R). Let Vsp(Σ) denote the set of all special vertices of Σ (see Section 4.5), and let
Isp = {τ(λ) | λ ∈ Vsp(Σ)}.
(i) A vertex x ∈ V is said to be special if τ(x) ∈ Isp. We write Vsp for the set of all special
vertices of X.
(ii) A vertex x ∈ V is said to be good if τ(x) ∈ IP , where IP is as in Section 4.5. We write
VP for the set of all good vertices of X.
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VP = Vsp. If R is nonreduced (so R is of type BCn for some n 1), then VP is the set of
all type 0 vertices of X, whereas Vsp is the set of all type 0 and type n vertices of X.
Proposition 4.18. A vertex x ∈ V is good if and only if there exists an apartment A con-
taining x and a type preserving isomorphism ψ :A→ Σ such that ψ(x) ∈ P .
Proof. Let x ∈ VP , and choose any apartment A containing x. Let ψ :A→ Σ be a type
preserving isomorphism (from the building axioms). Then ψ(x) is a vertex in Σ with
type τ(x) ∈ IP , and so ψ(x) ∈ P . The converse is obvious. 
Remark 4.19. We note that infinite distance regular graphs are just B˜C1 buildings in very
thin disguise. To see the connection, given any p,q  1, construct a B˜C1 building (that is,
a semi-homogeneous tree) with parameters q0 = p and q1 = q . Construct a new graph Γp,q
with vertex set VP and vertices x, y ∈ VP connected by an edge if and only if d(x, y) = 2.
It is simple to see that Γp,q is the (graph) free product Kq ∗ · · · ∗ Kq (p copies) where Kq
is the complete graph on q letters. By the classification [15,22] Γp,q is infinite distance
regular, and all infinite distance regular graphs occur in this way.
Recall the definition of Autq(D) from Definition 3.11.
Theorem 4.20. The diagrams in Appendix A characterise the parameter systems of the
locally finite regular affine buildings. In each case Auttr(D)∪ {σ∗} ⊆ Autq(D).
Proof. These parameter systems are found case by case using Proposition 2.1(ii) and the
classification of the irreducible affine Coxeter graphs. Note that Auttr(D) ∪ {σ∗} = {id} if
X is a B˜Cn building. Thus the final result follows by considering each Coxeter graph. 
5. Vertex set operators and vertex regularity
Let X be a locally finite regular affine building of type R (see Section 4.10). Recall
(Definition 4.17) that we write VP for the set of all good vertices of X.
For each λ ∈ P+ we will define an averaging operator Aλ acting on the space of all
functions f :VP → C, and we will introduce an algebra A of these operators. The opera-
tors Aλ were defined in [32, II, §1.1.2, Exercise 3] for homogeneous trees, [8,23] for A˜2
buildings, and [7] for A˜n buildings. Our definition gives the generalisation of the operators
Aλ and the algebra A to all (irreducible) root systems.
5.1. Initial observations
Recall the definition of type preserving isomorphisms of simplicial complexes.
Definition 5.1. Let A1 and A2 be apartments of X.
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w ◦ψ1 where ψ1 :A1 → Σ and ψ2 :A2 → Σ are type preserving isomorphisms, and
w ∈ W˜ .
(ii) We have an analogous definition to (i) for isomorphisms ψ :A1 → Σ by omitting ψ2.
Proposition 5.2. Let A,A′ be any apartments and suppose that ψ :A→A′ is an isomor-
phism. Then:
(i) The image under ψ of a gallery in A is a gallery in A′.
(ii) A gallery in A is minimal if and only if its image under ψ is minimal in A′.
(iii) There exists a unique σ ∈ Aut(D) so that ψ maps galleries of type f inA to galleries
of type σ(f ) in A′. If ψ is type rotating, then σ ∈ Auttr(D), and (τ ◦ ψ)(x) = (σ ◦
τ)(x) for all vertices x of A.
(iv) If ψ is type rotating and maps a type i ∈ IP vertex in A to a type j ∈ IP vertex in A′,
then the induced automorphism from (iii) is σ = σj ◦ σ−1i .
Proof. This follows from Proposition 4.8 and the definition of type rotating isomor-
phisms. 
Lemma 5.3. Suppose x ∈ VP is contained in the apartments A and A′ of X, and suppose
that ψ :A→ Σ and ψ ′ :A′ → Σ are type rotating isomorphisms such that ψ(x) = 0 =
ψ ′(x). Let ψ ′′ :A→A′ be a type preserving isomorphism mapping x to x (the existence
of which is guaranteed by Definition 4.1). Then φ = ψ ′ ◦ψ ′′ ◦ψ−1 is in W0.
Proof. Observe that φ :Σ → Σ has φ(0) = 0. Since ψ and ψ ′ are type rotating isomor-
phisms we have ψ = w ◦ ψ1 and ψ ′ = w′ ◦ ψ ′1 for some w,w′ ∈ W˜ and ψ1 :A→ Σ ,
ψ ′1 :A′ → Σ type preserving isomorphisms. Therefore,
φ = w′ ◦ψ ′1 ◦ψ ′′ ◦ψ−11 ◦w−1 = w′ ◦ φ′ ◦w−1, say.
Now φ′ = ψ ′1 ◦ ψ ′′ ◦ ψ−11 :Σ → Σ is a type preserving automorphism, as it is a compo-
sition of type preserving isomorphisms. By [29, Lemma 2.2] we have φ′ = v for some
v ∈ W , and hence φ = w′ ◦v ◦w−1 ∈ W˜ . Since φ(0) = 0 and W˜ = W0 P we in fact have
φ ∈ W0, completing the proof. 
5.2. The sets Vλ(x)
The following definition gives the analogue of the partition {Cw(a)}w∈W used for the
chamber set of X. Let us first record the following lemma from [5, p. 24] (or [13, §10.3,
Lemma B]). Recall the definition of the fundamental sector S0 from (4.3).
Lemma 5.4. Let w ∈ W0 and λ ∈ E. If λ′ = wλ ∈ S¯0 ∩ wS¯0 then λ′ = λ, and w ∈ 〈{si |
siλ = λ}〉.
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such that there exists an apartment A containing x and y and a type rotating isomorphism
ψ :A→ Σ such that ψ(x) = 0 and ψ(y) = λ.
Proposition 5.6. Let Vλ(x) be as in Definition 5.5.
(i) Given x, y ∈ VP , there exists some λ ∈ P+ such that y ∈ Vλ(x).
(ii) If y ∈ Vλ(x)∩ Vλ′(x) then λ = λ′.
(iii) Let y ∈ Vλ(x). If A is any apartment containing x and y, then there exists a type-
rotating isomorphism ψ :A→ Σ such that ψ(x) = 0 and ψ(y) = λ.
Proof. First we prove (i). By Definition 4.1 there exists an apartmentA containing x and y
and a type preserving isomorphism ψ1 :A→ Σ . Let µ = ψ1(x) and ν = ψ1(y), so µ,ν ∈
P . There exists a w ∈ W0 such that w(ν −µ) ∈ S¯0 ∩P [13, p. 55, Exercise 14], and so the
isomorphism ψ = w◦ t−µ ◦ψ1 satisfies ψ(x) = 0 and ψ(y) = w(ν−µ) ∈ P+, proving (i).
We now prove (ii). Suppose that there are apartments A and A′ containing x and y, and
type-rotating isomorphisms ψ :A→ Σ and ψ ′ :A′ → Σ such that ψ(x) = ψ ′(x) = 0 and
ψ(y) = λ ∈ P+ and ψ ′(y) = λ′ ∈ P+. We claim that λ = λ′.
By Definition 4.1(iii)′ there exists a type preserving isomorphism ψ ′′ :A→A′ which
fixes x and y. Then φ = ψ ′ ◦ ψ ′′ ◦ ψ−1 :Σ → Σ is a type-rotating automorphism of Σ
that fixes 0 and maps λ to λ′. By Lemma 5.3 we have φ = w for some w ∈ W0, and so we
have λ′ = wλ ∈ S¯0 ∩wS¯0. Thus by Lemma 5.4 we have λ′ = λ.
Note first that (iii) is not immediate from the definition of Vλ(x). To prove (iii), by the
definition of Vλ(x) there exists an apartment A′ containing x and y, and a type-rotating
isomorphism ψ ′ :A′ → Σ such that ψ ′(x) = 0 and ψ ′(y) = λ. Then by Definition 4.1(iii)′
there is a type preserving isomorphism φ :A→A′ fixing x and y. Then ψ = ψ ′ ◦φ :A→
Σ has the required properties. 
Remark 5.7. Note that the assumption that ψ is type-rotating in Definition 5.5 is essential
for Proposition 5.6(ii) to hold. To see this we only need to look at an apartment of an A˜2
building. The map a1λ1 + a2λ2 → a1λ2 + a2λ1 is an automorphism which maps λ1 to λ2.
Thus if we omitted the hypothesis that ψ is type-rotating in Definition 5.5, part (ii) of
Proposition 5.6 would be false.
Proposition 5.8. If y ∈ Vλ(x), then x ∈ Vλ∗(y) where λ∗ is as in Definition 4.10.
Proof. If ψ :A→ Σ is a type rotating isomorphism mapping x to 0 and y to λ, then w0 ◦
t−λ ◦ ψ :A→ Σ is a type rotating isomorphism mapping y to 0 and x to λ∗ = w0(−λ) ∈
P+ (see Proposition 4.11). 
Lemma 5.9. Let x ∈ VP and λ ∈ P+. If y, y′ ∈ Vλ(x) then τ(y) = τ(y′).
Proof. Let A be an apartment containing x and y, and A′ be an apartment containing x
and y′. Let ψ :A → Σ and ψ ′ :A′ → Σ be type rotating isomorphisms with ψ(x) =
ψ ′(x) = 0 and ψ(y) = ψ ′(y′) = λ. Thus χ = ψ ′−1 ◦ ψ :A → A′ is a type preserving
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τ(y′). 
In light of the above lemma we define τ(Vλ(x)) = τ(y) for any y ∈ Vλ(x).
Clearly the sets Vλ(x) are considerably more complicated objects than the sets Cw(a).
The following theorem provides an important connection between the sets Vλ(x) and Cw(a)
that will be relied on heavily in subsequent work. Given a chamber c ∈ C and an index
i ∈ I , we define πi(c) to be the type i vertex of c. For the following theorem the reader is
reminded of the definition of wλ ∈ W and fλ ∈ I ∗ from Section 4.9.
Theorem 5.10. Let x ∈ VP and λ ∈ P+. Suppose τ(x) = i and τ(Vλ(x)) = j , and let a ∈ C
be any chamber with πi(a) = x. Then{
b ∈ C ∣∣ πj (b) ∈ Vλ(x)}= ⋃
w∈Wiσi(wλ)Wj
Cw(a),
where the union is disjoint.
Proof. Suppose first that y = πj (b) ∈ Vλ(x). Let a = c0, c1, . . . , cn = b be a minimal
gallery from a to b of type f , say. By [29, Theorem 3.8], all the ck lie in some apartment,A,
say. Let ψ :A→ Σ be a type rotating isomorphism such that ψ(x) = 0 and ψ(y) = λ.
Then ψ(c0),ψ(c1), . . . ,ψ(cn) is a minimal gallery of type σ−1i (f ) by Proposition 5.2.
Recall the definition of the fundamental chamber C0 from (4.2). Since 0 is a vertex
of ψ(c0), we can construct a gallery from ψ(c0) to C0 of type e1, say, where se1 ∈ W0.
Similarly there is a gallery from wλC0 to ψ(cn) of type e2, where se2 ∈ Wσ−1i (j). Thus wehave a gallery
ψ(c0)
e1−→ C0 fλ−→ wλC0 e2−→ ψ(cn)
of type e1fλe2. Since Σ is a Coxeter complex, galleries (reduced or not) from one chamber
to another of types f1 and f2, say, satisfy sf1 = sf2 [29, p. 12], so sσ−1i (f ) = se1fλe2 . Thus
δ(a, b) = sf = σi(sσ−1i (f )) = σi(se1fλe2) = se′1sσi (fλ)se′2 ,
where e′1 ∈ Wi and e′2 ∈ Wj . Thus b ∈ Cw(a) for some w ∈ Wiσi(wλ)Wj .
Now suppose that b ∈ Cw(a) for some w ∈ Wiσi(wλ)Wj . Let y = πj (b). By [29, p. 35,
Exercise 1], there exists a gallery of type e′1σi(fλ)e′2 from a to b where e′1 ∈ Wi and
e′2 ∈ Wj . Let ck, ck+1, . . . , cl be the subgallery of type σi(fλ). Note that πi(ck) = x and
πj (cl) = y. Observe that σi(fλ) is reduced since σi ∈ Aut(D), and so all of the chambers
cm, k m l, lie in an apartment A, say. Let ψ :A→ Σ be a type rotating isomorphism
such that ψ(x) = 0. Thus ψ(ck), . . . ,ψ(cl) is a gallery of type fλ in Σ (Proposition 5.2).
Since W0 acts transitively on the chambers C ∈ C(Σ) with 0 ∈ C¯ (Lemma 4.2) there exists
w ∈ W0 such that w(ψ(ck)) = C0. Then ψ ′ = w ◦ ψ :A→ Σ is a type rotating isomor-
phism that takes the gallery ck, . . . , cl in A of type σi(fλ) to a gallery C0, . . . ,ψ ′(cl) of
type fλ. But in a Coxeter complex there is only one gallery of each type. So ψ ′(cl) must
be wλ(C0), and by considering types ψ ′(y) = λ, and so y ∈ Vλ(x). 
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definition of Poincaré polynomials from Definition 2.6.
Lemma 5.11. Let x ∈ VP . Then |st(x)| = W0(q). In particular, this value is independent
of the particular x ∈ VP .
Proof. Suppose τ(x) = i ∈ IP and let c0 be any chamber that has x as a vertex. Then
st(x) = {c ∈ C ∣∣ δ(c0, c) ∈ Wi}= ⋃
w∈Wi
Cw(c0)
where the union is disjoint, and so |st(x)| =∑w∈Wi qw . Theorem 4.20 now shows that∣∣st(x)∣∣= ∑
w∈W0
qσi(w) =
∑
w∈W0
qw = W0(q). 
Note that if the hypothesis ‘let x ∈ VP ’ in Lemma 5.11 is replaced by the hypothesis
‘let x be a special vertex’, then in the nonreduced case it is no longer true in general that
|st(x)| = W0(q).
5.3. The cardinalities |Vλ(x)|
In this subsection we will find a closed form for |Vλ(x)|. We need to return to the
operators Bw introduced in Section 3.
For each i ∈ I define an element 1i ∈ B by
1i = 1
Wi(q)
∑
w∈Wi
qwBw. (5.1)
Lemma 5.12. Let i ∈ I . Then 1iBw = Bw1i = 1i for all w ∈ Wi , and 12i = 1i .
Proof. Suppose s is a generator of Wi and set W±i = {w ∈ Wi | (ws) = (w)± 1}. Then
Wi(q)1iBs =
∑
w∈W+i
qwBws +
∑
w′∈W−i
qw
(
1
qs
Bws +
(
1 − 1
qs
)
Bw
)
=
∑
w∈W−i
qw
qs
Bw +
∑
w′∈W−i
qw
(
1
qs
Bws +
(
1 − 1
qs
)
Bw
)
=
∑
w∈W−i
(
qw
qs
Bws + qwBw
)
=
∑
w∈W+
qwBw +
∑
w∈W−
qwBw = Wi(q)1i .
i i
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and so 12i = 1i . 
Recall the definition of W0λ from (4.4).
Theorem 5.13. Let λ ∈ P+ and write l = τ(λ). Then
∑
w∈W0wλWl
qwBw = W
2
0 (q)
W0λ(q)
qwλ10Bwλ1l .
Proof. Recall from Corollary 3.5 that Bw1Bw2 = Bw1w2 whenever (w1w2) = (w1) +
(w2). Then by Proposition 4.15(ii), Proposition 4.15(iii), Lemma 5.12 and Proposi-
tion 4.15(iv) (in that order)
10Bwλ1l =
1
W0(q)
∑
u∈Wλ0
∑
v∈W0λ
quqvBuBvBwλ1l
= 1
W0(q)
∑
u∈Wλ0
∑
v∈W0λ
quqvBuBwλBwlσl(v)w
−1
l
1l
= 1
W0(q)
∑
u∈Wλ0
∑
v∈W0λ
quqvBuBwλ1l
= W0λ(q)
W0(q)Wl(q)
q−1wλ
∑
w∈W0wλWl
qwBw,
and the result follows, since
Wl(q) =
∑
w∈Wl
qw =
∑
w∈W0
qσl(w) = W0(q)
by Proposition 4.20. 
Lemma 5.14. Let λ ∈ P+, x ∈ VP , and y ∈ Vλ(x). Write τ(x) = i, τ(y) = j and τ(λ) = l.
Then σ−1i (j) = l, and so σj = σi ◦ σl .
Proof. Since y ∈ Vλ(x), there exists an apartmentA containing x and y and a type rotating
isomorphism ψ :A→ Σ such that ψ(x) = 0 and ψ(y) = λ. Since ψ(x) = 0, the σ from
Proposition 5.2(iii) maps i to 0 and so is σ−1i . Thus λ = ψ(y) has type σ(j) = σ−1i (j) and
so l = σ−1i (j). Thus σj (0) = (σi ◦ σl)(0), and so σj = σi ◦ σl . 
Theorem 5.15. Let x ∈ VP and λ ∈ P+ with τ(λ) = l ∈ IP . Then∣∣Vλ(x)∣∣= 1
W0(q)
∑
qw = W0(q)
W0λ(q)
qwλ =
∣∣Vλ∗(x)∣∣.
w∈W0wλWl
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πj (c) ∈ Vλ(x)} and construct a map ψ :Cλ(x) → Vλ(x) by c → πj (c) for all c ∈ Cλ(x).
Clearly ψ is surjective.
Observe that for each y ∈ Vλ(x) the set {c ∈ Cλ(x) | ψ(c) = y} has |st(y)| distinct ele-
ments, and so by Lemma 5.11 we see that ψ :Cλ(x) → Vλ(x) is a W0(q)-to-one surjection.
Let c0 ∈ C be any chamber that has x as a vertex. Then by the above and Theorem 5.10 we
have
∣∣Vλ(x)∣∣= |Cλ(x)|
W0(q)
= 1
W0(q)
∑
w∈Wiσi(wλ)Wj
∣∣Cw(c0)∣∣= 1
W0(q)
∑
w∈Wiσi(wλ)Wj
qw.
Since σ−1i (j) = l (Lemma 5.14) we have Wiσi(wλ)Wj = σi(W0wλWl), and so by Theo-
rem 4.20
∣∣Vλ(x)∣∣= 1
W0(q)
∑
w∈W0wλWl
qσi(w) =
1
W0(q)
∑
w∈W0wλWl
qw.
Let 1C :C→ {1} be the constant function. Then (Bw1C)(c) = 1 for all c ∈ C, and so we
compute (1l1C)(c) = 1 for all c ∈ C. Thus by Theorem 5.13
∑
w∈W0wλWl
qw = W
2
0 (q)
W0λ(q)
qwλ.
Now, by Proposition 4.16 and Theorem 4.20 we have
∣∣Vλ∗(x)∣∣= 1
W0(q)
∑
w∈σ∗(W0wλWl)
qw = 1
W0(q)
∑
w∈W0wλWl
qw =
∣∣Vλ(x)∣∣. 
Definition 5.16. For λ ∈ P+ we define Nλ = |Vλ(x)|, which is independent of x ∈ VP by
Theorem 5.15.
By the above we have Nλ = Nλ∗ .
5.4. The operators Aλ and the algebra A
We now define the vertex set averaging operators on X.
Definition 5.17. For each λ ∈ P+, define an operator Aλ, acting on the space of all func-
tions f :VP → C as in (0.2).
Lemma 5.18. The operators Aλ are linearly independent.
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∑
λ∈P+ aλAλ = 0, and fix x, y ∈ VP with y ∈ Vµ(x).
Then writing δy for the function taking the value 1 at y and 0 elsewhere,
0 =
∑
λ∈P+
aλ(Aλδy)(x) =
∑
λ∈P+
aλN
−1
λ δλ,µ = aµN−1µ ,
and so aµ = 0. 
Following the same technique used in (3.1) for the chamber set averaging operators, we
have
(AλAµf )(x) = 1
NλNµ
∑
y∈VP
∣∣Vλ(x)∩ Vµ∗(y)∣∣f (y) for all x ∈ VP . (5.2)
Our immediate goal now is to understand the cardinalities |Vλ(x)∩ Vµ∗(y)|.
Definition 5.19. We say that X is vertex regular if, for all λ,µ, ν ∈ P+,∣∣Vλ(x)∩ Vµ∗(y)∣∣= ∣∣Vλ(x′)∩ Vµ∗(y′)∣∣ whenever y ∈ Vν(x) and y′ ∈ Vν(x′),
and strongly vertex regular if for all λ,µ, ν ∈ P+∣∣Vλ(x)∩ Vµ∗(y)∣∣= ∣∣Vλ∗(x′)∩ Vµ(y′)∣∣ whenever y ∈ Vν(x) and y′ ∈ Vν∗(x′).
Strong vertex regularity implies vertex regularity. To see this, suppose we are given
x, y, x′, y′ ∈ VP with y ∈ Vν(x) and y′ ∈ Vν(x′), and choose any pair x′′, y′′ ∈ VP with
y′′ ∈ Vν∗(x′′). Then if strong vertex regularity holds, we have∣∣Vλ(x)∩ Vµ∗(y)∣∣= ∣∣Vλ∗(x′′)∩ Vµ(y′′)∣∣= ∣∣Vλ(x′)∩ Vµ∗(y′)∣∣.
Lemma 5.20. Let y ∈ Vν(x) and suppose that z ∈ Vλ(x) ∩ Vµ∗(y). Write τ(x) = i,
τ(y) = j , τ(z) = k, τ(λ) = l, τ(µ) = m, and τ(ν) = n.
(i) σ−1i (k) = l, σ−1k (j) = m and σ−1i (j) = n. Thus σ−1i ◦ σk = σl , σ−1k ◦ σj = σm and
σ−1i ◦ σj = σn.
(ii) σn = σl ◦ σm.
Proof. (i) follows immediately from Lemma 5.14. To prove (ii), we have
σl ◦ σm = σ−1i ◦ σk ◦ σ−1k ◦ σj = σ−1i ◦ σj = σn. 
Recall the definition of the automorphism σ∗ ∈ Aut(D) from Section 4.8.
Theorem 5.21. X is strongly vertex regular.
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τ(y) = j and τ(z) = k. With the notation used in the proof of Theorem 5.15, define a
map ψ :Cλ(x) ∩ Cµ∗(y) → Vλ(x) ∩ Vµ∗(y) by the rule ψ(c) = πk(c). As in the proof of
Theorem 5.15 we see that this is a W0(q)-to-one surjection, and thus by Theorem 5.10
∣∣Vλ(x)∩ Vµ∗(y)∣∣= 1
W0(q)
∑
w1∈Wiσi(wλ)Wk
w2∈Wjσj (wµ∗ )Wk
∣∣Cw1(a)∩ Cw2(b)∣∣,
where a and b are any chambers with πi(a) = x and πj (b) = y. Notice that this implies
that δ(a, b) ∈ Wiσi(wν)Wj , by Theorem 5.10.
Writing τ(λ) = l and τ(ν) = n, Lemma 5.20(i) implies that
Wiσi(wλ)Wk = σi
(
W0wλσ
−1
i (Wk)
)= σi(W0wλWσ−1i (k)) = σi(W0wλWl),
Wjσj (wµ∗)Wk = σi
(
W
σ−1i (j)
(
σ−1i ◦ σj
)
(wµ∗)Wσ−1i (k)
)= σi(Wnσn(wµ∗)Wl)
and similarly Wiσi(wν)Wj = σi(W0wνWn). Applying Lemma 3.12 (with σ = σi ) we
therefore have
∣∣Vλ(x)∩ Vµ∗(y)∣∣= 1
W0(q)
∑
w1∈W0wλWl
w2∈Wnσn(wµ∗ )Wl
∣∣Cw1(a′)∩ Cw2(b′)∣∣, (5.3)
where a′, b′ are any chambers with δ(a′, b′) ∈ W0wνWn.
Vertex regularity follows from (5.3), for the value of |Vλ(x) ∩ Vµ∗(y)| is seen to only
depend on λ,µ and ν. To see that strong vertex regularity holds, we use Proposition 4.16
to see that
W0wλWl = σ∗
(
W
σ−1∗ (0)σ
−1∗ (wλ)Wσ−1∗ (l)
)= σ∗(W0wλ∗Wl∗),
Wnσn(wµ∗)Wl = σ∗
(
Wn∗
(
σ−1∗ ◦ σn ◦ σ∗
)
(wµ)Wl∗
)= σ∗(Wn∗σn∗(wµ)Wl∗),
and similarly W0wνWn = σ∗(W0wν∗Wn∗). A further application of Lemma 3.12 (with
σ = σ∗) implies that
∣∣Vλ(x)∩ Vµ∗(y)∣∣= 1
W0(q)
∑
w1∈W0wλ∗Wl∗
w2∈Wn∗σn∗ (wµ)Wl∗
∣∣Cw1(a′′)∩ Cw2(b′′)∣∣,
where a′′, b′′ are any chambers with δ(a′′, b′′) ∈ W0wν∗Wn∗ . Thus by comparison with
(5.3) we have ∣∣Vλ(x)∩ Vµ∗(y)∣∣= ∣∣Vλ∗(x′)∩ Vµ(y′)∣∣,
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holds. 
Corollary 5.22. There exist numbers aλ,µ;ν ∈ Q+ such that for λ,µ ∈ P+,
AλAµ =
∑
ν∈P+
aλ,µ;νAν and
∑
ν∈P+
aλ,µ;ν = 1.
Moreover, |{ν ∈ P+ | aλ,µ;ν = 0}| is finite for all λ,µ ∈ P+.
Proof. Let v ∈ Vν(u) and set
aλ,µ;ν = Nν
NλNµ
∣∣Vλ(u)∩ Vµ∗(v)∣∣, (5.4)
which is independent of the particular pair u,v by vertex regularity. The numbers aλ,µ;ν
are clearly nonnegative and rational, and from (5.2) we have
(AλAµf )(x) =
∑
ν∈P+
( ∑
y∈Vν(x)
|Vλ(x)∩ Vµ∗(y)|
NλNµ
f (y)
)
=
∑
ν∈P+
aλ,µ;ν
(
1
Nν
∑
y∈Vν(x)
f (y)
)
=
∑
ν∈P+
aλ,µ;ν(Aνf )(x).
When f = 1VP :VP → {1} we see that
∑
aλ,µ;ν = 1.
We now show that only finitely many of the aλ,µ;ν ’s are nonzero for each fixed pair
λ,µ ∈ P+. Fix x ∈ VP and observe that aλ,µ;ν = 0 if and only if Vλ(x) ∩ Vµ∗(y) = ∅ for
each y ∈ Vν(x). Applying (NλAλ)(NµAµ) to the constant function 1VP :VP → {1}, we
obtain ∑
y∈VP
∣∣Vλ(x)∩ Vµ∗(y)∣∣= NλNµ,
and hence Vλ(x)∩ Vµ∗(y) = ∅ for only finitely many y ∈ VP . 
Definition 5.23. Let A be the linear span of {Aλ | λ ∈ P+} over C. The previous corollary
shows that A is an associative algebra.
We refer to the numbers aλ,µ;ν in Corollary 5.22 as the structure constants of the alge-
bra A.
Theorem 5.24. The algebra A is commutative.
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VP with v ∈ Vν(u), strong vertex regularity implies that
aλ,µ;ν = Nν
NλNµ
∣∣Vλ(u)∩ Vµ∗(v)∣∣= Nν
NλNµ
∣∣Vλ∗(v)∩ Vµ(u)∣∣= aµ,λ;ν
completing the proof. 
We note that a similar calculation using Theorem 5.15 (specifically the fact that
Nλ = Nλ∗ ) shows that aλ,µ;ν = aλ∗,µ∗;ν∗ for all λ,µ, ν ∈ P+.
Remark 5.25. Let X be a set and let K be a partition of X × X such that ∅ /∈ K and
{(x, x) | x ∈ X} ∈ K . For k ∈ K , define k∗ = {(y, x) | (x, y) ∈ k}, and for each x ∈ X and
k ∈ K define k(x) = {y ∈ X | (x, y) ∈ k}. Recall [34] that an association scheme is a pair
(X,K) as above such that (i) k ∈ K implies that k∗ ∈ K , and (ii) for each k, l,m ∈ K there
exists a cardinal number ek,l;m such that
(x, y) ∈ m implies that ∣∣k(x)∩ l∗(y)∣∣= ek,l;m.
Let X = VP , and for each λ ∈ P+ let λ′ = {(x, y) | y ∈ Vλ(x)}. The set L = {λ′ | λ ∈
P+} forms a partition of VP × VP , and λ′(x) = Vλ(x) for x ∈ VP .
By vertex regularity it follows that the pair (VP ,L) forms an association scheme, and
the cardinal numbers eλ′,µ′;ν′ are simply NλNµN−1ν aλ,µ;ν . By strong vertex regularity this
association scheme also satisfies the condition eλ′,µ′;ν′ = eµ′,λ′;ν′ for all λ,µ, ν ∈ P+ (see
[34, p. 1, footnote]).
Note that the algebra A is essentially the Bose–Mesner algebra of the association
scheme (VP ,L) (see [1, Chapter 2]). With reference to Remark 4.19, the above construc-
tion generalises the familiar construction of association schemes from infinite distance
regular graphs (see [1, §1.4.4] for the case of finite distance regular graphs).
Recall the definition of the numbers bw1,w2;w3 given in Corollary 3.6.
Proposition 5.26. Let τ(λ) = l and τ(ν) = n. Suppose that y ∈ Vν(x) and Vλ(x) ∩
Vµ∗(y) = ∅. Then
aλ,µ;ν = W0λ(q)W0µ(q)
W0ν(q)W 20 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2bw1,w2;wν .
Proof. By Lemma 5.20(ii) we have σn = σl ◦ σm. Thus by Proposition 4.16(iv) we have
Wnσn(wµ∗)Wl = (Wlσl(wµ)Wn)−1, and so by (5.3) we see that∣∣Vλ(x)∩ Vµ∗(y)∣∣= 1
W0(q)
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
∣∣Cw1(a)∩ Cw−12 (b)∣∣ (5.5)
whenever δ(a, b) ∈ W0wνWn.
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and the result now follows from (5.5) by using Theorem 5.15 and the definitions of aλ,µ;ν
and bw1,w2;w3 , by choosing b ∈ Cwν (a). 
6. Affine Hecke algebras and Macdonald spherical functions
In Section 6.3 we make an important connection between the algebra A and affine
Hecke algebras. In particular, in Theorem 6.16 we show that A is isomorphic to Z(H˜), the
centre of an appropriately parametrised affine Hecke algebra H˜ .
In Sections 6.1 and 6.2 we give an outline of some known results regarding affine Hecke
algebras. The main references for this material are [21,25]. Note that in [25] there is only
one parameter q , although the results there go through without any serious difficulty in the
more general case of multiple parameters {qs}s∈S . Note also that in [25] Q = Q(R) and
P = P(R), whereas for us Q = Q(R∨) and P = P(R∨).
6.1. Affine Hecke algebras
Let {qs}s∈S be a set of positive real numbers with qsi = qsj whenever si and sj are
conjugate in W˜ . The affine Hecke algebra H˜ with parameters {qs}s∈S is the algebra over
C with presentation given by the generators Tw , w ∈ W˜ , and relations
Tw1Tw2 = Tw1w2 if (w1w2) = (w1)+ (w2), (6.1)
TwTs = 1
qs
Tws +
(
1 − 1
qs
)
Tw if (ws) < (w) and s ∈ S. (6.2)
By (6.1), T1Tw = TwT1 = Tw for all w ∈ W˜ , and hence T1 = I since {Tw}w∈W˜ gen-
erates H˜ . Then (6.2) implies that each Ts , s ∈ S, is invertible, and from (6.1) we see that
each Tg , g ∈ G, is invertible, with inverse Tg−1 (recall the definition of G from Section 4.7).
Since each w ∈ W˜ can be written as w = w′g for w′ ∈ W and g ∈ G it follows that each
Tw , w ∈ W˜ , is invertible.
Remark 6.1. (i) In [21] the numbers {qs}s∈S are taken as positive real variables. Our choice
to fix the numbers {qs}s∈S does not change the algebraic structure of H˜ in any serious way
(for our purposes, at least).
(ii) The condition that qsi = qsj whenever si = wsjw−1 for some w ∈ W˜ is equivalent
to the condition that qsi = qsj whenever si = usσ(j)u−1 for some σ ∈ Auttr(D) and u ∈ W .
This condition is quite restrictive, and it is easy to see that we obtain the parameter systems
given in Appendix A. Thus connections with our earlier results on the algebra A will
become apparent when we take the numbers {qs}s∈S to be the parameters of a locally finite
regular affine building.
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w ∈ W . This is easily seen to be independent of the particular reduced expression (see [4,
IV, §1, No. 5, Proposition 5]). Each w˜ ∈ W˜ can be written uniquely as w˜ = wg for w ∈ W
and g ∈ G, and we define qw˜ = qw . In particular qg = 1 for all g ∈ G. Furthermore, if
s = si we write qs = qi .
(ii) To conveniently state later results we make the following definitions. Let R1 =
{α ∈ R | 2α /∈ R}, R2 = {α ∈ R | 12α /∈ R} and R3 = R1 ∩ R2 (so R1 = R2 = R3 = R if R
is reduced). For α ∈ R2, write qα = qi if α ∈ W0αi (note that if α ∈ W0αi then necessarily
α ∈ R2). It follows easily from Corollary 2.2 that this definition is unambiguous.
Note that R is the disjoint union of R3, R1 \R3 and R2 \R3, and define set of numbers
{τα}α∈R by
τα =

qα if α ∈ R3,
q0 if α ∈ R1 \R3,
qαq
−1
0 if α ∈ R2 \R3,
where q0 = qs0 (with s0 = sα˜;1 and α˜ is as in (4.1)). It is convenient to also define τα = 1 if
α /∈ R. The reader only interested in the reduced case can simply read τα as qα . Note that
τwα = τα for all α ∈ R and w ∈ W0.
Remark 6.3. We have chosen a slight distortion of the usual definition of the algebra H˜ .
This choice has been made so as to make the connection between the algebras A and H˜
more transparent, as the reader will shortly see. To allow the reader to convert between
our notation and that in [21], we provide the following instructions. With reference to our
presentation for H˜ given above, let τi = √qi and T ′w = √qw Tw (these τ ’s are unrelated to
those in Definition 6.2(ii)). Our presentation then transforms into that given in [21, 4.1.2]
(with the T ’s there replaced by T ′’s). This transformation also makes it clear why the√
qw ’s appear in the following discussion.
If λ ∈ P+ let xλ = √qtλ Ttλ , and if λ = µ− ν with µ,ν ∈ P+ let xλ = xµ(xν)−1. This
is well defined by [21, p. 40], and for all λ,µ ∈ P we have xλxµ = xλ+µ = xµxλ.
We write C[P ] for the C-span of {xλ | λ ∈ P }. The group W0 acts on C[P ] by linearly
extending the action wxλ = xwλ. We write C[P ]W0 for the set of elements of C[P ] that
are invariant under the action of W0. By Corollary 6.7, the centre Z(H˜) of H˜ is C[P ]W0 .
Let H be the subalgebra of H˜ generated by {Ts | s ∈ S}. The following relates the
algebra H to the algebra B of chamber set averaging operators on an irreducible affine
building.
Proposition 6.4. Suppose a building X of type R exists with parameters {qs}s∈S . Then
H ∼= B.
Proof. This follows in the same way as Theorem 3.10. 
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polynomials from Definition 2.6. For each i ∈ I , let
1i = 1
Wi(q)
∑
w∈Wi
qwTw, (6.3)
where Wi = WI\{i} (as before). Thus 1i is an element of H . As a word of warning, we have
used the same notation as in (5.1) where we defined the analogous element in B. There
should be no confusion caused by this decision.
The following lemma follows in exactly the same way as Lemma 5.12.
Lemma 6.5. 1iTw = Tw1i = 1i for all w ∈ Wi and i ∈ I . Furthermore 12i = 1i .
6.2. The Macdonald spherical functions
The following relations are of fundamental significance.
Theorem 6.6. Let λ ∈ P and i ∈ I0.
(i) If (R, i) = (BCn,n) for any n 1, then
xλTsi − Tsi xsiλ =
(
1 − q−1i
)xλ − xsiλ
1 − x−α∨i .
(ii) If R = BCn for some n 1 and i = n, then
xλTsn − Tsnxsnλ =
[
1 − q−1n + q−1/2n
(
q
1/2
0 − q−1/20
)
x−(2αn)∨
] xλ − xsnλ
1 − x−2(2αn)∨ .
Proof. This follows from [21, (4.2.4)] (see Remark 6.3), taking into account [21, (1.4.3)
and (2.1.6)] in case (ii). 
We note that the fractions appearing in Theorem 6.6 are in fact finite linear combina-
tions of the xµ’s [21, (4.2.5)]. We refer to the relations in Theorem 6.6 as the Bernstein
relations, for they are a crucial ingredient in the so-called Bernstein presentation of the
Hecke algebra.
Corollary 6.7. The centre Z(H˜) of H˜ is C[P ]W0 .
Proof. This well-known fact can be proved using the Bernstein relations, exactly as in [21,
(4.2.10)]. 
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Pλ(x) = q
−1/2
tλ
W0(q)
∑
w∈W0
w
(
xλ
∏
α∈R+
τατ
1/2
α/2 x
α∨ − 1
τ
1/2
α/2 x
α∨ − 1
)
. (6.4)
We call the elements Pλ(x) the Macdonald spherical functions of H˜ .
Remark 6.8. (i) We have chosen a slightly different normalisation of the Macdonald spher-
ical function from that in [21]. Our formula uses the normalisation of [18, Theorem 4.1.2].
(ii) Notice that the formula simplifies in the reduced case (namely, τα/2 = 1). (iii) It
is not immediately clear that Pλ(x) as defined in (6.4) is in C[P ]W0 , although this is a
consequence of [4, VI, §3, No. 3, Proposition 2].
The proof of Theorem 6.9 below follows [25, Theorem 2.9] very closely.
Theorem 6.9. [25, Theorem 2.9]. For λ ∈ P+ we have q1/2tλ Pλ(x)10 = 10xλ10.
Proof. By the Satake isomorphism (see [25, Theorem 2.4] and [16, 5.2], for example) there
exists some P ′λ(x) ∈ C[P ]W0 such that P ′λ(x)10 = 10xλ10. If i ∈ I0 and (R, i) = (BCn,n),
then by Theorem 6.6(i) (and using Lemma 6.5) we have
(1 + qiTsi )xλ10 = xλ10 + qixsiλTsi10 + (qi − 1)
xλ − xsiλ
1 − x−α∨i 10
= qix
λ − xλ−α∨i − qixsiλ−α∨i + xsiλ
1 − x−α∨i 10
=
(
qix
α∨i − 1
xα
∨
i − 1 x
λ + qix
−α∨i − 1
x−α∨i − 1 x
siλ
)
10
= (1 + si)qix
α∨i − 1
xα
∨
i − 1 x
λ10. (6.5)
A similar calculation, using Theorem 6.6(ii), shows that if i ∈ I0 and (R, i) = (BCn,n),
then
(1 + qnTsn)xλ10 = (1 + sn)
(√
q0qn x(2αn)
∨ − 1)(√qn/q0 x(2αn)∨ + 1)
x2(2αn)∨ − 1 x
λ10. (6.6)
It will be convenient to write (6.5) and (6.6) as one equation, as follows. In the reduced
case, let βi = αi for all i ∈ I0, and in the nonreduced case (so R = BCn for some n 1)
let βi = αi for 1 i  n− 1 and let βn = 2αn. For α ∈ R and i ∈ I0, write
ai
(
xα
∨)= (τβi τ 1/2βi/2xα∨ − 1)(τ 1/2βi/2 xα∨ + 1)2α∨ ,x − 1
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(1 + qiTsi )xλ10 = (1 + si)ai
(
xβ
∨
i
)
xλ10. (6.7)
By induction we see that (writing Ti for Tsi )[
m∏
k=1
(1 + qikTik )
]
xλ10 =
[
m∏
k=1
(1 + sik )aik
(
x
β∨ik
)]
xλ10, (6.8)
where we write
∏m
k=1 xk for the ordered product x1 · · ·xm. Therefore 10xλ10 can be written
as f xλ10, where f is independent of λ and is a finite linear combination of terms of the
form
(1 + si1)ai1
(
x
β∨i1
) · · · (1 + sim)aim(xβ∨im ),
where i1, . . . , im ∈ I0.
Thus we have
P ′λ(x) =
∑
w∈W0
w
(
bw(x)x
λ
)
,
where each bw(x) is a linear combination of products of terms ai(xβ
∨
i ) and is independent
of λ ∈ P+. It is easily seen that this expression is unique, and since P ′λ(x) ∈ C[P ]W0 it
follows that bw(x) = bw′(x) for all w,w′ ∈ W0, and we write b(x) for this common value.
Thus
P ′λ(x) =
∑
w∈W0
w
(
b(x)xλ
)= ∑
w∈W0
w
(
xw0λw0b(x)
)
,
where w0 is the longest element of W0.
We now compute the coefficient of xw0λ in the above expression. Since this coefficient
is independent of λ ∈ P+ we may assume that 〈λ,αi〉 > 0 for all i ∈ I0 and so wλ = w0λ
for all w ∈ W0 \ {w0}.
If w0 = si1 · · · sim is a reduced expression, then
10 = 1
W0(q)
(
(1 + qi1Ti1) · · · (1 + qimTim)
+ terms (1 + qj1Tj1) · · · (1 + qjl Tjl ) with jk ∈ I0 and l < m
)
.
Thus, by (6.8)
10x
λ10 = 1
W0(q)
[(
m∏
k=1
sik aik
(
x
β∨ik
))
xλ10
+ terms
(
l∏
sjk ajk
(
x
β∨jk
))
xλ10 with jk ∈ I0 and l < m
]
.k=1
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w0b(x) = 1
W0(q)
si1ai1
(
x
β∨i1
) · · · simaim(xβ∨im )
= 1
W0(q)
w0
∏
β∈R+1
(
τβτ
1/2
β/2x
β∨ − 1)(τ 1/2β/2 xβ∨ + 1)
x2β∨ − 1 ,
where we have used the fact that{
β∨im, simβ
∨
im−1 , . . . , simsim−1 · · · si2β∨i1
}= (R+1 )∨
(see [21, (2.2.9)]) and the fact that τwα = τα for all w ∈ W0 and α ∈ R. The result now
follows after an elementary manipulation. 
Since xλ = q1/2tλ Ttλ by definition, we have the following.
Corollary 6.10. For λ ∈ P+ we have
10Ttλ10 = Pλ(x)10.
We write Q+ for the N-span of {α∨ | α ∈ R+}. Define a partial order  on P by µ λ
if and only if λ−µ ∈ Q+.
Theorem 6.11. {Pλ(x) | λ ∈ P+} is a basis of C[P ]W0 . Furthermore, the Macdonald
spherical functions satisfy
Pλ(x)Pµ(x) =
∑
νλ+µ
cλ,µ;νPν(x)
for some numbers cλ,µ;ν , with cλ,µ;λ+µ > 0.
Proof. This is a simple application of the triangularity condition of the Macdonald spher-
ical functions, see [20, §10]. 
6.3. Connecting A and Z(H˜)
We can now see how to relate the vertex set averaging operators Aλ from Section 5 to
the algebra elements Pλ(x). Let us recall (and make) some definitions. For λ,µ, ν ∈ P+
and w1,w2,w3 ∈ W , define numbers aλ,µ;ν , bw1,w2;w3 , cλ,µ;ν and dw1,w2;w3 by
AλAµ =
∑
ν∈P+
aλ,µ;νAν, Bw1Bw2 =
∑
w3∈W
bw1,w2;w3Bw3,
Pλ(x)Pµ(x) =
∑
+
cλ,µ;νPν(x), Tw1Tw2 =
∑
dw1,w2;w3Tw3 .ν∈P w3∈W
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respect to the bases {Aλ | λ ∈ P+}, {Bw | w ∈ W }, {Pλ(x) | λ ∈ P+} and {Tw | w ∈ W }
respectively.
Note that by Proposition 6.4 we have bw1,w2;w3 = dw1,w2;w3 whenever a building with
parameter system {qs}s∈S exists. We stress that dw1,w2;w3 is a more general object, for it
makes sense for a much more general set of qs ’s.
Recall the definition of wλ from Section 4.9, and recall the definition of W0λ from (4.4).
We give the following lemma linking double cosets in W with double cosets in W˜ .
Lemma 6.12. Let λ ∈ P+ and i ∈ IP . Suppose that τ(λ) = l, and write j = σi(l) (so
σj = σi ◦ σl). Then
Wiσi(t
′
λ)Wj = giW0tλW0g−1j ,
where the elements gi are defined in (4.5).
Proof. By Proposition 4.12, gj = gigl and tλ = t ′λgl , and by (4.8), σk(w) = gkwg−1k for
all w ∈ W and k ∈ IP . Thus
Wiσi(t
′
λ)Wj =
(
giW0g
−1
i
)(
gitλg
−1
l g
−1
i
)(
gjW0g
−1
j
)= giW0tλW0g−1j . 
Lemma 6.13. [25, Lemma 2.7]. Let λ ∈ P+. Then
∑
w∈W0tλW0
qwTw = W
2
0 (q)
W0λ(q)
qwλ10Ttλ10.
Proof. This can be deduced from Theorem 5.13, or see the proof in [25]. 
The following important theorem will be used (along with Proposition 5.26) to prove
that A ∼= Z(H˜).
Theorem 6.14. Let λ,µ, ν ∈ P+ and write τ(λ) = l, τ(µ) = m and τ(ν) = n. Then if
cλ,µ;ν = 0 we have
cλ,µ;ν = W0λ(q)W0µ(q)
W0ν(q)W 20 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;wν .
Proof. To abbreviate notation we write Pλ = Pλ(x). First observe that by Theorem 6.11 we
have cλ,µ;ν = 0 unless ν  λ+µ. In particular we have cλ,µ;ν = 0 when τ(ν) = τ(λ+µ).
It follows that σn = σl ◦ σm, and so gn = glgm (see Proposition 4.12). We will use this fact
later.
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Pλ10 = 10Ttλ10 =
W0λ(q)
W 20 (q)qwλ
∑
w∈W0tλW0
qwTw,
and so if i ∈ IP , τ(λ) = l and j = σi(l) we have (see Lemma 6.12)
TgiPλ10Tg−1j
= W0λ(q)
W 20 (q)qwλ
∑
w∈Wiσi(t ′λ)Wj
qwTw. (6.9)
We can replace the t ′λ by wλ in the above because Wiσi(t ′λ)Wj = Wiσi(wλ)Wj by Propo-
sition 4.15(i) and the fact that σi(Wl) = Wj .
Using the fact that gn = glgm if cλ,µ;ν = 0 we have, by (6.9)
Pλ10Pµ10Tg−1n = (Pλ10Tg−1l )(TglPµ10Tg−1n )
= W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2Tw1Tw2
= W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w3∈W
( ∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;w3Tw3
)
.
So the coefficient of Twν in the expansion of Pλ10Pµ10Tg−1n in terms of the Tw’s is
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;wν . (6.10)
On the other hand, by Theorem 6.11 we have
Pλ10Pµ10Tg−1n =
∑
ηλ+µ
cλ,µ;ηPη10Tg−1n
=
∑
ηλ+µ
(
W0η(q)
W 20 (q)qwη
cλ,µ;η
∑
w∈W0wηWn
qwTw
)
.
Since the double cosets W0wηWn are disjoint over {η ∈ P+ | η  λ + µ} we see that the
coefficient of Twν is
W0ν(q)
W 20 (q)
cλ,µ;ν. (6.11)
The theorem now follows by equating (6.10) and (6.11). 
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{qs}s∈S . Then for all λ,µ, ν ∈ P+ we have aλ,µ;ν = cλ,µ;ν .
Proof. This follows from Theorem 6.14 and Propositions 5.26 and 6.4. 
Theorem 6.16. Suppose that an irreducible affine building exists with parameters {qs}s∈S .
Then the map Pλ(x) → Aλ determines an algebra isomorphism, and so A ∼= Z(H˜).
Proof. Since {Pλ(x) | λ ∈ P+} is a basis of C[P ]W0 and {Aλ | λ ∈ P+} is a basis of A,
there exists a unique vector space isomorphism Φ :Z(H˜) → A with Φ(Pλ) = Aλ for all
λ ∈ P+. Since aλ,µ;ν = cλ,µ;ν by Corollary 6.15, we see that Φ is an algebra isomor-
phism. 
Theorem 6.17. The algebra Z(H˜) is generated by {Pλi (x) | i ∈ I0}, and so A is generated
by {Aλi | i ∈ I0}.
Proof. First we define a less restrictive partial order on P+ than . For λ,µ ∈ P+ we
define µ < λ if and only if λ − µ is an R+-linear combination of (R∨)+ and λ = µ.
Clearly if µ ≺ λ then µ< λ. Observe also that λi > 0 for all i ∈ I0 (see Exercises 7 and 8
on p. 72 of [13]). Thus if λ = λ′ +λi for some λ′ ∈ P+ and i ∈ I0, we have λ−λ′ = λi > 0
and so λ′ < λ.
LetP(λ) be the statement that Pλ is a polynomial in Pλ1, . . . ,Pλn (and P0 = 1). Suppose
that P(λ) fails for some λ ∈ P+. Since {µ ∈ P+ | µ  λ} is finite (by the proof of [13,
Lemma 13.2B]) we can pick λ ∈ P+ minimal with respect to such that P(λ) fails. There
is an i such that λ−λi = λ′ is in P+. Then λ′ < λ and Pλ = cPλ′Pλi+ a linear combination
of Pµ’s, where µ < λ, µ = λ. Then P(λ′) holds, as does P(µ) for all these µ’s. So P(λ)
holds, a contradiction. 
7. A positivity result and hypergroups
Here we show that the structure constants cλ,µ;ν of the algebra C[P ]W0 are, up to
positive normalisation factors, polynomials with nonnegative integer coefficients in the
variables {qs − 1 | s ∈ S}. This result has independently been obtained by Schwer in [31],
where a formula for cλ,µ;ν is given (in the case qs = q for all s ∈ S).
Thus if qs  1 for all s ∈ S, then cλ,µ;ν  0 for all λ,µ, ν ∈ P+. This result was proved
for root systems of type An by Miller Malley in [24], where the numbers cλ,µ;ν are Hall
polynomials (up to positive normalisation factors). Note that it is clear from (5.4) and
Corollary 6.15 that cλ,µ;ν  0 when there exists a building with parameters {qs}s∈S .
In a recent series of papers [12,27,31,33] the numbers aλ,µ appearing in Pλ(x) =∑
µ aλ,µmµ are studied. Here mµ is the monomial symmetric function
∑
γ∈W0µ x
γ
, where
W0µ is the orbit {wµ | w ∈ W0}. We will provide a connection with the results we prove
here and the numbers aλ,µ in [26, Theorem 6.2]. In particular, for λ ∈ P+, let Πλ ⊂ P
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then aλ,µ = 0, and for all µ ∈ Πλ,
aλ,µ =
√
Nν−µ
Nν
cλ,µ;ν,
where ν is any dominant coweight with each 〈ν,αi〉 ‘sufficiently large’.
The results of this section show how to construct a (commutative) polynomial hyper-
group, in the sense of [3] (see also [17] where the A2 case is discussed).
For each w1,w2,w3 ∈ W , let d ′w1,w2;w3 = qw1qw2q−1w3 dw1,w2;w3 .
Lemma 7.1. For all w1,w2,w3 ∈ W , d ′w1,w2;w3 is a polynomial with nonnegative integer
coefficients in the variables qs − 1, s ∈ S.
Proof. We prove the result by induction on (w2). When (w2) = 1, so w2 = s for some
s ∈ S, we have
d ′w1,s;w3 =

1 if (w1s) = (w1)+ 1 and w3 = w1s,
qs if (w1s) = (w1)− 1 and w3 = w1s,
qs − 1 if (w1s) = (w1)− 1 and w3 = w1,
0 otherwise,
proving the result in this case.
Suppose that n  2 and that the result is true for (w2) < n. Then if (w2) = n, write
w2 = ws with (w) = n− 1. Thus
Tw1Tw2 = (Tw1Tw)Ts =
∑
w′∈W
dw1,w;w′Tw′Ts =
∑
w3∈W
( ∑
w′∈W
dw1,w;w′dw′,s;w3
)
Tw3,
which implies that
d ′w1,w2;w3 =
∑
w′∈W
d ′w1,w;w′d
′
w′,s;w3 .
The result follows since (w) < n and (s) = 1. 
For each λ,µ, ν ∈ P+, let
c′λ,µ;ν =
W0(q)W0ν(q)
W0λ(q)W0µ(q)
qwλqwµ
qwν
cλ,µ;ν. (7.1)
Theorem 7.2. For all λ,µ, ν ∈ P+, the structure constants c′
λ,µ;ν are polynomials with
nonnegative integer coefficients in the variables qs − 1, s ∈ S.
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τ(ν) = n. By Theorem 6.14 we have
c′λ,µ;ν =
1
W0(q)
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
d ′w1,w2;wν ,
and so it immediately follows from Lemma 7.1 that W0(q)c′λ,µ;ν is a polynomial in the
variables qs − 1, s ∈ S, with nonnegative integer coefficients. The result stated in the the-
orem is stronger than this, and so we need to sharpen the methods used in the proof of
Theorem 6.14.
We make the following observations. See Proposition 4.15 for proofs of similar facts
(we use the notations of Proposition 4.15 here). Firstly, each w1 ∈ W0wλWl can be writ-
ten uniquely as w1 = u1wλwl for some u1 ∈ Wλ0 and wl ∈ Wl , and moreover (w1) =
(u1) + (wλ) + (wl). Similarly, each w2 ∈ Wlσl(wµ)Wn can be written uniquely as
w2 = w′lσl(wµ)u2 for some u2 ∈ Wµn and w′l ∈ Wl , and moreover (w2) = (w′l ) +
(σl(wµ))+ (u2).
Secondly, each w ∈ W0wλ can be written uniquely as w = uwλ for some u ∈ Wλ0 , and
moreover (w) = (u) + (wλ). Similarly, each w′ ∈ σl(wµ)Wn can be written uniquely
as w′ = σl(wµ)u′ for some u′ ∈ Wµn , and, moreover, (w′) = (σl(wµ))+ (u′).
Using these facts, along with the facts that 12l = 1l and Wl(q) = W0(q), we have (com-
pare with the proof of Theorem 6.14)
Pλ10Pµ10Tg−1n =
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2Tw1Tw2
= W0λ(q)W0µ(q)W
2
l (q)
W 40 (q)qwλqwµ
( ∑
u1∈Wλ0
qu1wλTu1wλ
)
12l
×
( ∑
u2∈Wµn
qσl(wµ)u2Tσl(wµ)u2
)
= W0λ(q)W0µ(q)
W 20 (q)qwλqwµ
( ∑
w∈W0wλ
qwTw
)
1l
( ∑
w′∈σl(wµ)Wn
qw′Tw′
)
= W0λ(q)W0µ(q)
W 30 (q)qwλqwµ
∑
w1∈W0wλ,w2∈Wl
w3∈σl(wµ)Wn
qw1qw2qw3Tw1Tw2Tw3 .
It is simple to see that∑
w1∈W0wλ,w2∈Wl
w ∈σ (w )W
qw1qw2qw3Tw1Tw2Tw3 =
∑
w∈W
dw(λ,µ)qwTw3 l µ n
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coefficients, and so
Pλ10Pµ10Tg−1n =
W0λ(q)W0µ(q)
W 30 (q)qwλqwµ
∑
w∈W
dw(λ,µ)qwTw.
So the coefficient of Twν when Pλ10Pµ10Tg−1n is expanded in terms of the Tw’s is
W0λ(q)W0µ(q)
W 30 (q)
qwν
qwλqwµ
dwν (λ,µ). (7.2)
Comparing (7.2) with (6.11) we see that c′
λ,µ;ν = dwν (λ,µ), and so the result follows from
Lemma 7.1 and the fact that dwν (λ,µ) is a linear combination of products of d ′w1,w2;w3 ’s
with nonnegative integer coefficients. 
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Appendix A. Parameter systems of regular affine buildings
For an X˜n building there n + 1 vertices in the Coxeter graph. The special vertices are
marked with an s. If all of the parameters are equal we write qi = q .
A˜1:  
∞q q
s s
B˜C1:  
∞q0 q1
s s
A˜n (n 2):
q
s

q
s

q
s

q
s

q
s

 


B˜n (n 3):
q0

s
q0

s
q0




q0
  
q0

q0

qn

4
C˜n (n 2): s
q0

q1

4 q1
  
q1

q1
 s
q0

4
B˜Cn (n 2): s
q0

q1

4 q1
  
q1

q1
 s
qn

4
D˜n (n 4):
q

s
q

q



q
  
q

q

s
q

q

s  s
48 J. Parkinson / Journal of Algebra 297 (2006) 1–49E˜6: s
q

q

q

q 
sq 
q
 s
q

E˜7: s
q

q

q

q

q 
q

q
 s
q

E˜8:
q

q

q

q 
q

q

q

q
 s
q

F˜4: s
q0

q0

q0

q4

q4

4
G˜2: s
q0

q0

q1

6
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