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ABSTRACT
Tolerance limits are constructed from sample data to ascertain if a proportion of a pro-
cess is within specification limits. There exists multiple methods of calculating the sam-
ple size requirements for tolerance limits under various assumptions. In this research, a
distribution-specific algorithm that utilizes the exponentially weighted moving average tech-
nique (EWMA), first introduced by Sa and Razaila (2004), is reconstructed. The algorithm
is used to calculate the required sample sizes for continuous construction of upper-sided
tolerance limits. The sample sizes and intervals constructed from them are compared to
three existing methods for various distributions. The distribution-specific algorithm was





When creating a product or conducting a process it is important to know the desired spec-
ifications are met. Tolerance limits are calculated to assess the capabilities of a process
based on how close the limits fall within, or on, the predetermined specification limits. The
most widely known tolerance limits are created under the assumption that the population is
normally distributed. Given a sample of n observations, X1, X2, ..., Xn, denote the sample
mean and sample standard deviation X and s, respectively. For a constant k, determined
by the specification proportion and probability requirement, the two-sided tolerance limits
of a process can be defined as X ± ks (Armstrong, 1982) where k must satisfy
P (P (X − ks < X < X + ks) ≥ q) = 1− α (1.1)
where q is the specification percentage and 1− α is the probability requirement.
While these tolerance limits have their uses, the assumption of normality may not be
possible. Often skewed distributions are valid descriptors of processes or populations.
In this case, non-parametric tolerance limits are a common choice. From a sample,
the non-parametric tolerance method uses the minimum order statistic (Xmin), maximum
order statistic (Xmax), or both to calculate lower, upper, or two-sided tolerance intervals,
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respectively. This is written as,
P (P (Xmin ≤ X) ≥ q) = 1− α (1.2)
P (P (X ≤ Xmax) ≥ q) = 1− α (1.3)
P (P (Xmin ≤ X ≤ Xmax) ≥ q) = 1− α (1.4)
In this method, a sample is taken of required size n, such that Xmax and Xmin can satisfy the
required specification percentage with probable accuracy. The use of these tolerance limits
and their required sample sizes are described in detail by Conover (1998). When a process or
production is not subject to change, tolerance limits, such as these, can be constructed at the
beginning of a process and remain unchanged without repercussion. Tolerance limits created
in this fashion can provide useful inferences to the process capabilities, and recalculation of
the tolerance limits is not necessary. However, if the process or production is changed,
multiple samples should be taken to ensure that the specifications are met. The overall
increase in sample size for the duration of a process can result in the occasional outlier,
especially for processes defined by skewed distributions. The maximum and minimum values
that define Conover’s standard non-parametric tolerance limits are subject to large variation
when outliers are present. Amin and Lee (1999) described the ill effects of outliers on non-
parametric tolerance limits.
Razaila and Sa (2003) introduced an improved method of generating non-parametric
tolerance limits that reduces the effect of outliers, and as a result reduces the mean and
standard deviation of the interval length. In Sa and Razaila’s method the same sample
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sizes from Conover’s method are used, then they are compiled into a cumulative sample.
Afterward, the cumulative sample is ordered and the specific sample unit(s), at the quantile
position that is required to satisfy probability conditions, is taken as the upper, lower, or two-
sided tolerance limit(s). While this method has its benefits, the reoccurring large samples
can diminish resources and may have large costs.
Another approach to calculating continuous tolerance intervals is to employ the exponen-
tially weighted moving average (EWMA) technique. This technique is used to continuously
update statistics for any process. Lee and Sa (2001) illustrated the use of the EWMA tech-
nique as a tool for constructing tolerance limits, as well as the sample sizes required to
construct them. So long as the distribution has the increasing failure rate (IFR) property,
this EWMA-based method showed reduced necessary sample sizes and decreased averages
and standard deviations of tolerance interval lengths for the family of distributions that
follow the IFR property. While Lee and Sa’s method (2001) reduced those features by a
considerable amount, they can still be reduced further.
Using an EWMA-based method, Sa and Razaila (2004) formulated a general algorithm
to solve for sample size requirements for both lower and upper sided tolerance intervals, for
any specific distribution. They also provided tables of the sample sizes required to construct
the lower sided tolerance intervals of several distributions at varying parameter values.
The goal of this thesis is to reconstruct the distribution-specific algorithm in order to cal-
culate the sample sizes for upper-sided tolerance limits. In addition, the distribution-specific
general algorithm was compared to three other commonly used methods of constructing
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tolerance intervals. More specifically, the averages and standard deviations of intervals con-
structed along with the sample sizes used for these methods are simulated and compared.
Chapter two consists of an introduction to the EWMA technique, followed by the construc-
tion of the upper-sided general algorithm with the use of EWMA in the third chapter. The
fourth chapter discusses the coding of the algorithm, and what was observed from the dis-
tributions used. The fifth chapter compares the four methods in sample sizes and averages
and standard deviations of interval lengths across all distributions and methods. Next, an
illustrative example which shows the use of the algorithm and EWMA technique in a real
world scenario is in the sixth chapter. This leads to the conclusion and finally a discussion




Assume samples are taken from some known process independently over time at times t =
1, 2, .... Let
Xt = {X1t, X2t, . . . , Xntt}, (2.1)
where nt is the sample size taken at time t. Let X̂t be some statistic calculated from Xt.
Define the EWMA statistic, Zt, for t > 0 as
Zt = λX̂t + (1− λ)Zt−1, (2.2)
where λ is a pre-specified constant such that 0 < λ < 1. By solving recursively for Zt, it
can be represented as a sum of all past statistics. Define the constant c1 as the initial set-up
value in the process, such that X̂0 = Z0 = c1.
Zt = λX̂t + (1− λ)Zt−1
= λX̂t + (1− λ)(λX̂t−1 + (1− λ)Zt−2)
= λX̂t + (1− λ)λX̂t−1 + (1− λ)2Zt−2
...
Zt = λX̂t + (1− λ)λX̂t−1 + (1− λ)2λX̂t−2 + · · ·+ (1− λ)t−1λX̂1 + (1− λ)tc1
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Define wi for i = 0, 1, 2, ..., t, as
wi =

(1− λ)t when i = 0




wi = 1. (2.3)
Zt can then be written as







The expected value and variance of the EWMA statistic are as follows,









Moreover, since the Xi’s are identically distributed, the expected value and variance become
E(Zt) = c1(1− λ)t + E(X̂)(1− (1− λ)t) (2.5)





(1− (1− λ)2t). (2.6)
The choice of λ has great impact on the practicality of the EWMA technique. With λ ∈ (0, 1),
as t→∞ the expected value of the EWMA statistic, E(Zt), approaches E(X̂) and variance
slowly decreases to become a constant reliant only on λ.







Therefore, as the number of samples taken increases, the convergence of the variance depends
on λ. The smaller λ is, the slower the rate of convergence will be. At its boundaries, λ impacts
the results of the continuous sampling. On the right boundary, as λ → 1, the weights will
become more focused toward the present. That is, when λ = 1, wi = 0 for i = 0, 1, ..., t− 1,
and wt = 1. The expectation becomes E(X̂), and variance V (X̂). In this case only the most
recent sample is considered. On the other end of the boundary it can be seen that as λ→ 0
only the initial sample has significance. When λ = 0, wi = 0 for i = 1, 2, ..., t, and w0 = 1.
The expectation becomes the initial estimate, X̂0, and variance becomes zero.
If the Xi’s are not identically distributed, the above properties of convergence may not
hold. Although, the weighting effect on present or past samples can be shown to affect rate
of convergence. Commonly used values for economic data are λ = 0.2± 0.1 as suggested by





Consider a continuous process, with known p.d.f. f(·) and c.d.f. F (·), that is sampled
independently over time. The samples taken are of size ni for i = 1, 2, ..., t. Let Xmin i and
Xmax i be the smallest and largest values of sample i, respectively. The p.d.f. and c.d.f. of
the smallest and largest order statistic at time i are as follows:
hi(x) = ni[1− F (x)]ni−1f(x) gi(x) = ni[F (x)]ni−1f(x) (3.1)
Hi(x) = 1− [1− F (x)]ni Gi(x) = [F (x)]ni (3.2)
where hi(·) and Hi(·) specifies p.d.f. and c.d.f of the smallest order statistic, and gi(·) and
Gi(·) specifies the p.d.f. and c.d.f. of the largest order statistic.













P (P (X ≤ Zmax t) ≥ q) = 1− α. (3.5)
That is, with probability 1−α at least the proportion, q, of the process can be found within
the interval (−∞, Zmax t). From (3.5), the sample sizes can be calculated to satisfy the
probability requirement for the proportion of the process.
Consider the one-sided upper tolerance interval at time t, (−∞, Zmax t), with Zmax 0 =
Xmax 0 = c2 such that F (c2) = q, where F is the c.d.f. of known process. The first required
sample size at t = 1 can be calculated by manipulating (3.5). By applying the known
distribution it can be shown that,
1− α = P (P (X ≤ Zmax 1) ≥ q)
= P (F (Zmax 1) ≥ q)
= P (Zmax 1 ≥ F−1(q))
= P (Zmax 1 ≥ c2).
Using the definition of the EWMA statistic from equation (2.2) it can be seen that
P (λXmax 1 + (1− λ)c2 ≥ c2) = 1− α.
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The left hand side can then be manipulated,
P (λXmax 1 ≥ c2 − c2(1− λ))
= P (λXmax 1 ≥ c2λ))
= P (Xmax 1 ≥ c2)
= 1− P (Xmax 1 < c2).
By implementing the order statistic distribution of Xmax 1,
1− α = 1− P (Xmax 1 < c2) = 1−G1(c2) = 1− [F (c2)]n1 . (3.6)
The value of n1 is calculated to satisfy equation (3.6). Since sample size is an integer,
the smallest n1 is used such that [F (c2)]
n1 ≈ α, while still ensuring the approximation is
conservative; i.e. [F (c2)]
n1 ≤ α. The sample size, n1, calculated in this way is equal to the
sample size required for the construction of the standard non-parametric tolerance interval,
which can be found in the text of Conover (1998).
Equation (3.5) can be manipulated further to calculate the sample size requirements for
t > 1. Consider the left hand side of equation (3.5) at time t. Xmax i will be denoted as xi,
let c = c2 − w0c2. Then,




































































Continuing this process will give the following general algorithm















CALCULATING SAMPLE SIZES FOR SPECIFIC
DISTRIBUTIONS
The upper-sided distribution specific algorithm was used to calculate the required sample
sizes to construct the upper sided tolerance limits for various distributions. For each dis-
tribution considered, the method of calculating required sample size follows an identical
procedure. Moreover, the same code structure was used for all distributions, with the only
changes occurring in the equations of the p.d.f. and c.d.f.. The raw code can be found in
the appendix (section B.1). The Python packages NumPy (Harris et al., 2020) and SciPy
(Virtanen et al., 2020) were used to compute integration and generate random variables. The
integration techniques used within the SciPy package follow a technique from the Fortran
library QUADPACK (Piessens et al., 1983), and each integral was computed within 0.0005
absolute and relative errors. The generation of random numbers within both the NumPy
and SciPy packages is done with the Mersenne Twister Sequence; a well documented and
commonly used approach to generate random numbers in scientific research (Matsumoto and
Nishimura, 1998).
For each distribution studied, it is assumed that the process is in a state of statistical
control. It is also assumed that the process can be independently sampled over time. A
general description of the code for a distribution that holds these assumptions, at α, λ, and
q, is as follows;
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1. The order statistic p.d.f. and c.d.f. along with their supports are defined.
2. The desired quantile, xq, of the distribution is calculated.
3. For t = 1, the sample size is calculated based on equation (3.6).
4. For t > 1, the weights are calculated.
5. Given the set of previous sample sizes {n1, ..., nt−1}, SciPy is used to evaluate the
required nt from the integral (3.7) at time t. nt is then recorded.
6. Steps 4 and 5 are repeated until required t is reached.
The values taken for α, λ, and q are as follows: 1−α at 0.90, 0.95, 0.98, and 0.99, q at 0.85,
0.90, 0.95, and 98%, and λ at 0.10, 0.20, and 0.30.
The distributions considered in this method were:







F (x) = 1− e−x(
1
β ),
with skewness and kurtosis (2, 6).




















with skewness and kurtosis (0, 0).
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• Inverse Gaussian (µ = 1, θ = 0.5), (µ = 1, θ = 5), (µ = 5, θ = 1), with support












































with skewness and kurtosis (4.25, 30), (1.34, 3), and (6.71, 75) respectively.










F (x) = 1− exp (−(x/β)η) ,
with skewness and kurtosis (1.07, 1.39) and (6.62, 84.72) respectively.
























with skewness and kurtosis (0.78, 1.1) and (414, 9220556) respectively.
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with skewness and kurtosis and (0.94, 3.51) for α = 2, β = 10 only (the former param-
eter values have no defined skewness or kurtosis (Tadikamalla, 1980)).


























with skewness and kurtosis (2, 6) and (1.15, 2) respectively.
• Cauchy (x0 = 0, γ = 0.5), (x0 = 0, γ = 1.5), with support x ∈ (−∞,∞), γ ∈ (0,−∞),





















with no defined skewness and kurtosis.
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4.1 Observations of Sample Sizes Obtained
Tables A.1-A.15 contain the sample sizes calculated from these distributions via the
upper-sided distribution specific algorithm. They can be found in the Appendix, section
A.1.
It can be seen from every table, as t increases there is a reduction in sample size. As λ
increases, there was a slower reduction in sample sizes. Increasing λ directly increases the
variance of the EWMA maximum causing increased sample size requirements. This is due to
the variance of the EWMA statistic having a direct correlation to λ and t as seen in equation
(2.7). The only observable effect of q and α are increases of the initial sample size required
at t = 1.
After a few increments, the sample sizes reduction nearly stabilizes. This is more apparent
in lower α and q values where the sample size is the same for the last few ts in most tables.
While the larger αs and qs show slower convergence, the sample sizes calculated for t = 5 can
still be used as if they had converged. If the sample size of t = 5 is repeated, the tolerance
limits constructed from them will still be within statistical accuracy but more conservative.
From the distributions considered, the mean and variance have little, or no, effect in the
overall result of sample sizes. This can be seen in the distributions Chi Squared (k = 2)
and Exponential (β = 1) in Tables A.12 and A.1, respectively. The two distributions share
the same sample sizes, but differ in their mean and variance. It can also be seen that both
distributions share the same skewness and kurtosis values.
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The ratio of the skewness and kurtosis (skewness/kurtosis) was observed to influence the
reduction of sample sizes. Individually, skewness and kurtosis were not observed to affect the
sample sizes in any pattern. However, when the tables of distributions with defined skewness
and kurtosis values were ordered by the ratio, (Tables A.6, A.8, A.13, A.4, A.1, A.11, A.3,
A.5, A.7, A.9) the reduction in sample size follows a pattern; as the ratio decreases, so does
the sample size requirement at t = 2, 3, 4, and 5. However, if skewness and kurtosis does not
exist then there no discernible pattern. For example, Cauchy and Log-logistic (α = 1, β = 2)
do not have defined skewness and kurtosis values and no pattern can be identified.
The calculation of sample sizes through the algorithm can be very expensive; many
distributions sample sizes took more than 24 hours to compute for just t = 5. As t increases
linearly, the process time increases exponentially. Each new t forces the calculation of another
layer of integration (equation 3.7). To maintain the precision of 0.005 in both absolute
and relative error, the computation time extends well past any reasonable amount. Other
methods of integration were tried when coding the algorithm such as Monte Carlo integration
or using less restrictive errors, none of which resulted in accurate sample sizes in reasonable
times. However, the sample sizes calculated at t = 5 are low enough that they can be
repeated while still maintaining lower sample sizes than other continuous sampling methods.
17
CHAPTER 5
COMPARISONS BASED ON SIMULATION STUDIES
Four existing methods were compared: Standard Non-parametric method (SNP) (Conover,
1998), Continuous Non-Parametric method (CNP) (Razaila and Sa, 2003), EWMA-based
method for distributions with IFR property (EWMA-IFR) (Lee and Sa, 2001), and EWMA-
based Distribution Specific method (EWMA-DS) (Sa and Razaila, 2004). Two studies were
conducted to compare the methods of constructing upper-sided tolerance intervals. Each
study was conducted with varying t, q, λ, and α values.
In the first study, the sample size requirements from each method were used to calculate
the average and standard deviation of the interval lengths, based on simulated sample data.
The second study compares the sample sizes required for construction of upper-sided
tolerance intervals between the methods.
The distributions considered include,
• Inverse Gaussian (µ = 1, θ = 5 and µ = 5, θ = 1)
• Weibull (η = 1.5, β = 1 and η = 0.5, β = 1)
• Chi Squared (k = 2 and k = 6)
• Log Normal (µ = 0, σ = 0.25 and µ = 8, σ = 2)
• Log Logistic (α = 1, β = 2 and α = 2, β = 10)
• Cauchy (x0 = 0, γ = 0.5 and x0 = 0, γ = 1.5)
• Exponential (β = 1).
18
The following distributions were not used in comparisons for the EWMA-IFR method due
to not satisfying the increasing failure rate property.
• Log Normal (µ = 8, σ = 2)
• Log Logistic (α = 1, β = 2 and α = 2, β = 10)
• Cauchy (x0 = 0, γ = 0.5 and x0 = 0, γ = 1.5)
5.1 Interval-Length Comparisons
The calculation of the upper-sided tolerance limits for the EWMA-DS method was done
by using equation (3.4). Tables A.16-A.28 contain the averages and standard deviations
of the lengths of the upper-sided tolerance intervals constructed. Note that at t = 1 the
upper-sided tolerance intervals of all methods are equal.
The procedure for calculating the average and standard deviation of interval length is as
follows:
1. Given q, λ, and α, a set of data is generated from a distribution.
2. Samples are taken from the data set to match the required size of each method.
3. The proper statistic is used to compute the upper-sided tolerance limit for their re-
spective method.
4. Steps 1-3 are done for t = 1, 2, 3, 4, 5. The tolerance intervals for each t are recorded.
5. For each distribution, step 4 is repeated 10000 times. The average and standard
deviation of the recorded intervals are then calculated for each distribution and method.
6. Steps 1-5 are repeated for each choice of q, λ, and α
19
5.1.1 Interval-Length Comparisons Results
Tables A.16 - A.28 contain the averages and standard deviations of interval lengths from
the distributions considered. It can be seen from the the tables that the EWMA-DS method
out preformed the SNP and EWMA-IFR method for all distributions considered in both
reduction of interval length and reduction in standard deviation.
The EWMA-DS method was observed to be relatively equal to the CNP method in
average and standard deviation of interval length for most distributions. However, this was
dependant on the value of λ. When λ = 0.3 the CNP method out preformed the EWMA-DS
for almost all distributions. When λ = 0.1 the EWMA-DS method out preformed the CNP
method in almost all distributions.
It should be noted that neither the Cauchy distribution or the Log-logistic distribution
(for α = 1, β = 2 specifically) have defined variances, which prevented the EWMA-DS and
SNP methods from creating intervals with reasonable length.
5.2 Sample-Size Comparisons
It should be noted that the sample sizes of both the CNP and SNP methods are iden-
tical. Furthermore, Lee and Sa (2001) have already compared the sample sizes of the SNP
method and EWMA-IFR method; resulting in far lower sample sizes for the EWMA-IFR
method. The EWMA-DS method only needs to be compared to the EWMA-IFR method
for distributions that satisfy the IFR property. For distributions that do not satisfy the IFR
property the EWMA-DS method will be compared to the SNP sample sizes.
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The sample sizes required from all methods were compared at α = 90% at varying values
of t, q, and λ. The percent reduction of sample size is calculated to compare the methods
(see Table 5.1 and Table 5.2). Note that there is no reduction at t = 1 as both methods
share the same required sample size.
5.2.1 Sample-Size Comparisons Results
The reduction of sample size by using the EWMA-DS method over the EWMA-IFR
method for distributions that satisfy the IFR property was at least 20%. The reduction of
sample size by using the EWMA-DS method over the SNP or CNP method for distributions
that do not satisfy the IFR property was at least 50%.
In relation to the sample size calculations from the previous chapter, the value of the
skewness and kurtosis ratio is inversely proportional to the reduction of sample size. The
smallest ratio of skewness and kurtosis values offer the most reduction in sample sizes for the
EWMA-DS method; 50% or more reduction in sample size when compared to the EWMA-
IFR method for some distributions. The required sample sizes of the EWMA-DS method at
t = 5 are nearly equivalent to, and often less than, the convergent required sample sizes (as
t→∞) of the EWMA-IFR method (Lee and Sa, 2001).
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Table 5.1: Upper sided tolerance sample size comparison EWMA-DS vs. EWMA-IFR
q = 90% q = 95%
Distribution t λ = 0.1 λ = 0.2 λ = 0.3 λ = 0.1 λ = 0.2 λ = 0.3
Inverse Gaussian 3 33.3 37.5 31.2 35.5 34.4 30.3
µ = 1, θ = 5 5 35.7 35.7 26.7 35.7 36.7 29.0
Inverse Gaussian 3 46.7 50.0 43.8 48.4 46.9 42.4
µ = 5, θ = 1 5 50.0 50.0 46.7 50.0 46.7 41.9
Weibull 3 33.3 31.2 31.2 35.5 31.2 30.3
η = 1.5, β = 1 5 35.7 28.6 26.7 32.1 33.3 29.0
Weibull 3 46.7 43.8 43.8 45.2 43.8 39.4
η = 0.5, β = 1 5 50.0 50.0 46.7 50.0 43.3 41.9
Chi-Squared 3 33.3 37.5 31.2 38.7 34.4 33.3
k = 2 5 35.7 28.6 26.7 35.7 36.7 32.3
Chi-Squared 3 33.3 31.2 31.2 35.5 31.2 30.3
k = 6 5 35.7 35.7 26.7 35.7 33.3 32.3
Exponential 3 33.3 37.5 31.2 38.7 34.4 33.3
β = 1 5 35.7 28.6 26.7 39.3 36.7 32.3
Log Normal 3 33.3 31.2 31.2 35.5 34.4 30.3
µ = 0, σ = 0.25 5 35.7 28.6 26.7 35.7 33.3 29.0
Entries are the %Reduction in sample sizes for the EWMA-DS method compared to the EWMA-IFR




where nifr is the sample size required by the EWMA-IFR method, and nds is the EWMA-DS method.
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Table 5.2: Upper sided tolerance sample size comparison EWMA-DS vs. SNP
q = 90% q = 95%
Distribution t λ = 0.1 λ = 0.2 λ = 0.3 λ = 0.1 λ = 0.2 λ = 0.3
Cauchy 3 68.2 68.2 63.6 71.1 68.9 64.4
x0 = 0, γ = 0.5 5 77.3 72.7 68.2 75.6 73.3 68.9
Cauchy 3 68.2 68.2 63.6 71.1 68.9 64.4
x0 = 0, γ = 1.5 5 77.3 72.7 68.2 75.6 73.3 68.9
Log Logistic 3 63.6 59.1 59.1 64.4 62.2 57.8
α = 1, β = 2 5 68.2 63.6 63.6 68.9 66.7 62.2
Log Logistic 3 54.5 54.5 50.0 57.8 53.3 51.1
α = 2, β = 10 5 63.6 54.5 54.5 62.2 57.8 55.6
Log Normal 3 68.2 68.2 63.6 68.9 64.4 62.2
µ = 8, σ = 2 5 72.7 72.7 63.6 73.3 71.1 66.7
Entries are the %Reduction in sample sizes for the EWMA-DS method compared to the SNP method








Suppose that a manufacturer is producing break-away cables which are attachments that
automatically trigger safety features on a towed load if they become disconnected with the
towing vehicle. The product is designed to release at pressures under 19 newtons (N). The
manufacturer is interested in showing that at least 95% of the product will not exceed the
upper limit of 19N with at least a probability of 0.95. Samples of the cables breaking points
were collected for 65 consecutive weeks, with 5 measurements per sample and can be seen
in Table 6.1.
To test the null hypothesis of normality, a Kolmogorov-Smirnov (KS) test was conducted
via python (Chakravarti et al., 1967) with a significance of 0.01. The KS test critical value





A normal distribution was fitted to the data resulting in a KS statistic of 0.4554, which is
greater than KSc. Therefore, the null hypothesis was rejected. It can concluded that the
data does not follow a normal distribution.
While fitting the model it was found that the data is best described with a Weibull
distribution. Using python, the parameters of the Weibull distribution were estimated (with
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η̂ = 2.454, β̂ = 11.251) and compared to a histogram (Figure 1). It can be seen that
data follows the contour of the distributions p.d.f.. Furthermore, a Q-Q plot shows that the
majority of data fits closely with the estimated distribution.
A KS test was conducted on the new null hypothesis that the data are from the estimated
Weibull distribution. The resulting KS statistic of 0.030469 is less than the KSc of 0.0904.
Therefore, the null hypothesis cannot be rejected. It is reasonable to assume that the data
comes from Weibull distribution with estimated parameters η̂ = 2.454, β̂ = 11.251.
An X-bar and R chart were created to check if the process is under statistical control. It
can be observed from Figure 2 and 3 that the process is under control.
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Table 6.1: Weekly data of breaking points of cables.
Week Measurement Week Measurement
1 1.9 6.3 7.9 16.0 16.5 2 6.8 7.7 7.8 8.3 16.3
3 0.6 8.0 10.5 11.2 12.3 4 3.2 3.8 9.4 9.7 11.5
5 1.4 6.1 6.3 10.8 13.4 6 3.4 9.5 9.8 14.1 18.4
7 6.6 7.3 8.2 10.8 19.4 8 6.5 6.5 13.2 18.1 21.1
9 9.1 14.1 14.1 15.5 22.0 10 5.6 6.1 6.2 9.5 16.6
11 4.8 7.5 9.8 14.5 15.3 12 8.3 9.2 11.1 14.2 17.7
13 3.9 6.5 8.4 12.9 15.0 14 2.9 7.2 7.4 10.1 11.9
15 6.7 8.3 9.7 10.4 17.1 16 2.3 5.0 5.1 11.3 12.9
17 0.5 6.0 9.6 10.5 15.7 18 2.8 5.3 5.8 10.3 10.4
19 1.9 8.9 11.2 11.2 11.3 20 5.7 8.5 9.1 10.5 11.0
21 4.2 11.1 13.1 17.0 17.6 22 6.1 7.9 9.3 16.8 17.4
23 1.9 5.9 9.6 10.6 10.9 24 4.8 5.6 7.1 7.3 12.9
25 3.9 5.7 7.5 9.2 15.7 26 2.5 4.5 4.8 6.7 18.2
27 5.3 7.4 7.8 8.7 11.2 28 8.9 11.5 11.9 12.3 14.9
29 5.9 8.1 8.3 11.2 15.3 30 3.4 9.3 9.9 13.6 17.5
31 2.1 6.6 9.1 10.4 18.0 32 10.0 10.6 11.6 12.7 12.8
33 8.2 8.6 12.0 12.6 13.8 34 5.3 7.8 9.8 10.0 13.2
35 2.8 4.2 8.1 8.6 14.2 36 7.4 8.0 8.2 12.5 17.7
37 6.6 8.4 9.7 10.1 16.1 38 7.1 8.6 9.3 10.6 14.3
39 6.8 10.0 10.2 10.9 13.9 40 6.0 8.0 10.4 13.1 15.8
41 3.5 8.9 9.4 9.7 15.0 42 6.0 6.6 8.7 11.0 14.8
43 4.3 8.2 9.2 11.2 13.4 44 7.6 9.3 9.5 10.6 16.0
45 3.0 7.6 8.2 13.7 15.7 46 5.9 7.0 12.5 14.6 17.0
47 3.5 5.7 8.0 9.8 12.5 48 6.5 9.7 9.9 15.8 18.7
49 4.4 7.4 14.8 15.0 18.1 50 7.3 7.8 8.8 12.5 15.2
51 5.6 5.9 9.0 9.2 12.6 52 7.6 8.3 9.7 13.6 13.6
53 2.7 8.0 9.3 12.5 13.8 54 4.1 6.6 13.0 13.5 16.1
55 9.8 10.3 13.5 13.6 14.9 56 3.7 5.0 5.9 7.5 17.9
57 7.5 10.5 12.3 12.4 15.0 58 4.9 7.1 8.7 13.5 13.5
59 8.2 11.2 11.3 15.6 16.9 60 2.2 2.9 10.2 14.1 19.8
61 0.3 8.4 10.8 12.6 18.2 62 6.4 10.2 12.5 15.6 17.9
63 5.9 7.4 12.5 13.3 20.2 64 5.7 6.1 10.7 18.5 21.6
65 7.4 7.9 9.7 13.0 14.4
Note: The data was generated from a Weibull distribution (with η = 2.478 and β = 10.78) via
inverse CDF method, where the random number generation was done with the package NumPy
(Harris et al., 2020).
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Figure 6.1: Histogram of data with fitted Weibull Distribution (η̂ = 2.454, β̂ = 11.251).
Figure 6.2: QQ-plot of data for fitted Weibull Distribution (η̂ = 2.454, β̂ = 11.251).
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Figure 6.3: X-bar chart for the breaking point data.
Figure 6.4: R-chart for the breaking point data
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With the requirement of statistical control satisfied, the upper-sided distribution specific
algorithm was used to calculate the required samples sizes for the EWMA-DS method. The
data was segmented into five sections of thirteen weeks each, with t = 1 relating to weeks
1-13, t = 2 relating to weeks 14-26, and so on. For t = 1, 2, 3, 4, 5 the required sample sizes
are n1 = 59, n2 = 30, n3 = 27, n4 = 24, n5 = 24, respectively. A typical lambda value of 0.2
is used here. The upper bound of the tolerance limits were then calculated for each time
period:
Time Period 0: The initial value, Xmax 0, is equal to the estimated distributions quantile
value,
EWMA0 = c1 = 17.59.
Time Period 1: The upper bound of the tolerance limit in the first time period is
EWMA1 = 0.2 ·Xmax 1 + 0.8 · EWMA0 = 18.48,
where the maximum value is 22.04 in the first 13 weeks.
Time Period 2: The upper bound is
EWMA2 = 0.2 ·Xmax 2 + 0.8 · EWMA1 = 18.31,
where the maximum of the 30 samples selected is 17.61 in the second set of 13 weeks.
Time Period 3: The upper bound is
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EWMA3 = 0.2 ·Xmax 3 + 0.8 · EWMA2 = 18.25,
where the maximum of the 27 samples selected is 18.03 in the third set of 13 weeks.
Time Period 4: The upper bound is
EWMA4 = 0.2 ·Xmax 4 + 0.8 · EWMA3 = 18.00,
where the maximum of the 24 samples selected is 17.00 in the fourth set of 13 weeks.
Time Period 5: The upper bound is
EWMA5 = 0.2 ·Xmax 5 + 0.8 · EWMA4 = 17.79,
where the maximum of the 24 samples selected is 16.94 in the fifth set of 13 weeks.
In Figure 2 each EWMAt is plotted at the 13 week time periods, with EWMA0 being
plotted initially. The upper-sided EWMA tolerance limits display clear variation in the
tolerance of the process over the six time periods; however the tolerance limit is still within
the requirement.
Now that the distribution of the process has been estimated from the initial samples,
the EWMA-DS sample sizes can be used to take samples instead of the regular 5 samples
per week. If the sampling schedule is consistent with time periods, every thirteen weeks will




In this research, the EWMA distribution-specific algorithm was reconstructed and used to
calculate sample sizes required for the construction of upper-sided tolerance intervals for
various distribution. Two studies were conducted to compare the sample sizes required
and the length of the tolerance intervals. The comparison was done with three existing
methods: SNP, CNP, and EWMA-IFR. Of the four methods, EWMA-DS always resulted in
the lowest required sample sizes. Furthermore, it has produced the shortest average interval
lengths, and the smallest standard deviations of interval lengths for most of the distributions
considered.
Given a process, the EWMA-DS method requires that the process has a known distri-
butions and is in control. If the process is not in control, the method cannot be used. The
ability to maintain the knowledge of the distribution of the process is lost when control is
lost. However, if control is lost and then regained, the use of the EWMA-DS method can
function again. After a short number of iterations, the method will offer its reduced sample
sizes and small interval lengths.
If the distribution of the process remains completely unidentified, the EWMA-DS method
cannot be used despite the processes state of control. However, if the process maintains its
control and can be potentially identified by a number of distributions, the method can
still be utilized. If the distribution with the most conservative sample sizes is chosen from
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the potentially identified distributions (such that the sample sizes required by it are larger
than the required sample sizes of the other distributions being considered), the EWMA-DS
method will still have the lowest required sample sizes of its competitors.
When a process is under control and the distribution of the process can be identified, the
intervals constructed via the EWMA-DS method require the lowest samples sizes, maintain





A.1 Sample Size Tables
Table A.1: Sample sizes required for X ∼ exp(β = 1).
q
85% 90% 95% 98%
(1.89711998) (2.30258509) (2.99573227) (3.91202301)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 7 7 8 11 12 12 23 24 25 58 60 63
3 6 7 7 10 10 11 19 21 22 50 53 57
4 6 6 7 8 9 10 19 19 22 46 50 54
5 5 6 6 9 10 11 17 19 21 45 49 54
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 9 9 13 14 15 27 28 30 69 72 76
3 7 8 9 11 12 13 23 25 26 58 62 67
4 6 7 8 10 11 12 21 22 25 53 58 64
5 6 7 7 10 10 12 19 22 25 50 56 62
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 10 11 11 16 17 18 33 34 36 83 88 93
3 8 9 10 13 14 15 26 29 32 68 73 80
4 8 8 9 11 13 14 24 26 29 61 67 75
5 7 8 9 11 12 14 23 26 29 57 65 73
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 12 13 18 19 20 37 39 41 94 99 105
3 9 10 11 14 15 17 29 32 35 75 82 89
4 8 9 10 13 14 16 27 29 33 67 74 83
5 8 9 10 12 14 15 24 28 32 62 71 81
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.2: Sample sizes required for X ∼ Normal(µ = 0, σ = 1).
q
85% 90% 95% 98%
(1.03643339) (1.28155157) (1.64485363) (2.05374891)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 8 8 9 12 13 13 25 26 27 61 64 67
3 7 8 8 11 11 12 21 23 24 54 56 60
4 7 7 7 10 11 12 20 21 23 50 54 58
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 10 10 11 15 15 16 29 31 32 73 76 80
3 8 9 9 12 13 14 25 26 29 62 66 71
4 7 8 9 11 12 14 23 25 27 56 62 68
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 11 12 13 17 18 19 35 37 39 88 93 98
3 10 10 11 15 16 17 29 31 34 72 78 85
4 8 9 10 13 14 16 26 29 32 65 71 79
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 13 14 15 20 21 22 40 42 45 100 102 111
3 10 11 12 16 17 19 32 35 38 79 88 95
4 10 10 12 14 16 17 28 31 35 71 79 88
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.3: Sample sizes required for X ∼ invGaussian(µ = 1, θ = 0.5).
q
85% 90% 95% 98%
(1.76636) (2.35826) (3.5526) (5.43708)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 6 6 7 10 11 11 21 22 23 55 57 60
3 5 6 6 8 9 10 18 19 21 46 50 54
4 5 5 6 8 8 9 16 18 19 43 47 51
5 5 5 6 7 8 9 16 17 20 42 45 50
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 8 8 8 12 12 13 25 26 28 65 68 72
3 6 7 8 10 11 12 21 22 24 54 59 63
4 5 6 7 8 10 11 19 21 23 50 54 60
5 5 6 6 9 9 10 17 20 23 47 52 59
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 9 9 10 14 15 16 30 32 34 79 83 88
3 7 8 9 12 12 14 24 26 29 64 69 76
4 7 7 8 10 12 13 22 24 27 57 64 71
5 6 7 8 9 11 12 21 24 27 53 60 69
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 10 11 11 16 17 18 34 36 38 89 94 100
3 8 9 10 13 14 15 27 30 33 71 77 84
4 7 8 9 11 13 15 24 26 30 63 70 79
5 7 7 9 11 12 14 22 26 29 58 67 77
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
35
Table A.4: Sample sizes required for X ∼ invGaussian(µ = 1, θ = 5).
q
85% 90% 95% 98%
(1.42960) (1.58836) (1.85279) (2.19511)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 7 8 8 11 12 13 23 24 25 58 61 64
3 6 6 7 10 10 11 20 21 23 50 53 57
4 6 7 7 9 10 10 18 20 21 47 50 55
5 6 7 7 9 9 11 18 19 22 44 49 54
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 9 10 13 14 15 27 29 30 69 72 76
3 7 8 8 12 12 13 23 24 27 58 63 67
4 7 7 8 10 11 12 21 23 25 53 58 64
5 6 7 8 10 11 12 20 22 25 51 56 63
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 10 11 12 16 17 18 33 35 37 84 88 93
3 9 9 10 13 14 15 27 29 32 68 74 80
4 8 9 9 12 13 15 24 27 29 61 67 76
5 7 8 9 11 13 14 23 25 29 57 65 73
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 13 13 18 19 21 37 39 42 94 100 106
3 9 10 11 15 16 17 30 33 35 76 81 89
4 9 9 11 13 14 16 26 29 33 67 75 84
5 8 9 10 12 14 16 25 28 32 62 71 81
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.5: Sample sizes required for X ∼ invGaussian(µ = 5, θ = 1).
q
85% 90% 95% 98%
(7.94159) (11.9578) (21.3689) (38.6246)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 5 6 6 9 10 10 20 21 22 52 55 58
3 5 5 6 8 8 9 16 17 19 45 47 51
4 4 4 5 6 7 8 15 17 18 41 45 49
5 4 5 5 7 7 8 14 16 18 39 43 48
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 7 7 8 11 11 12 23 25 26 62 66 69
3 5 6 6 9 10 10 19 20 23 52 55 61
4 5 5 6 7 9 10 18 20 21 47 52 58
5 5 6 6 8 8 10 16 19 21 44 50 56
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 8 8 9 13 14 15 28 30 32 76 80 85
3 6 7 8 10 11 12 23 25 27 61 66 72
4 6 7 7 9 10 12 20 22 25 54 61 68
5 5 6 7 9 10 11 19 22 25 51 58 67
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 9 10 10 15 16 17 32 34 36 85 90 96
3 7 8 9 11 12 14 25 27 30 68 74 81
4 7 7 8 11 12 13 22 25 29 60 67 76
5 6 7 8 10 11 13 21 24 27 56 64 73
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.6: Sample sizes required for X ∼ Weibull(η = 1.5, β = 1).
q
85% 90% 95% 98%
(1.53248606) (1.74372151) (2.07811064) (2.4827573)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 8 8 8 12 12 13 24 25 26 60 62 65
3 6 7 8 10 11 11 20 22 23 52 55 59
4 6 7 7 9 10 11 20 20 23 48 52 56
5 6 6 7 9 10 11 19 20 22 46 51 56
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 10 10 14 15 15 28 30 31 71 74 78
3 8 8 9 12 12 14 24 25 28 60 64 69
4 7 7 8 10 12 13 22 24 26 55 60 66
5 6 8 8 10 11 12 20 23 25 52 58 64
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 11 11 12 17 18 19 34 36 38 86 90 96
3 9 10 10 13 14 16 28 30 33 70 76 82
4 8 9 10 13 14 15 25 28 31 63 70 78
5 7 8 10 12 13 15 23 26 30 60 67 75
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 13 14 19 20 21 39 41 43 97 102 109
3 10 11 12 15 16 18 30 33 37 78 84 92
4 9 9 11 13 15 17 28 31 34 69 77 86
5 8 10 10 13 14 16 25 29 33 64 73 83
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.7: Sample sizes required for X ∼ Weibull(η = 0.5, β = 1).
q
85% 90% 95% 98%
(3.59906424) (5.30189811) (8.97441185) (15.3039239)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 6 6 6 10 10 11 20 21 22 53 55 58
3 5 5 6 8 9 9 17 18 20 44 48 51
4 4 5 6 7 8 9 16 17 19 41 44 49
5 4 5 5 7 7 8 14 17 18 39 44 48
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 7 8 8 11 12 13 24 25 27 63 66 69
3 6 6 7 9 10 11 20 22 23 52 56 61
4 5 6 6 9 9 10 18 19 22 47 52 58
5 5 5 7 8 9 10 17 19 22 44 50 56
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 8 9 10 14 14 15 29 31 33 76 80 85
3 7 7 8 11 12 13 23 25 27 61 66 73
4 6 7 8 9 11 12 21 23 26 55 61 68
5 6 7 7 9 10 12 19 22 26 51 58 66
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 10 10 11 16 16 18 33 35 37 86 91 96
3 7 9 9 12 14 14 26 28 31 68 74 81
4 7 7 9 11 12 14 23 26 29 60 67 76
5 6 7 8 10 11 13 21 24 28 56 64 73
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.8: Sample sizes required for X ∼ Lognormal(µ = 0, σ = 0.25).
q
85% 90% 95% 98%
(1.29577419) (1.37766204) (1.50864728) (1.67102503)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 8 8 8 12 12 13 24 25 26 59 61 64
3 6 7 8 10 11 11 20 21 23 51 54 58
4 6 6 7 9 10 11 19 21 22 47 51 56
5 6 7 7 9 10 11 18 20 22 46 50 54
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 10 10 14 14 15 28 29 31 70 73 77
3 8 8 9 11 13 14 23 25 27 59 63 68
4 7 7 8 11 11 12 22 24 26 54 59 65
5 6 8 8 10 11 13 20 22 25 51 57 63
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 11 11 12 17 17 18 34 35 38 85 89 94
3 9 10 10 13 15 16 27 30 32 69 75 81
4 8 9 10 12 13 15 25 27 30 62 68 77
5 7 8 10 12 13 15 23 26 30 58 66 74
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 13 14 19 20 21 38 40 43 96 101 107
3 10 11 11 15 16 18 30 33 36 76 83 91
4 9 9 11 13 15 16 27 30 34 68 76 85
5 8 9 11 13 14 16 26 29 32 64 72 82
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.9: Sample sizes required for X ∼ Lognormal(µ = 8, σ = 2).
q
85% 90% 95% 98%
(23691.385) (38680.974) (79994.027) (181225.57)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 5 5 6 8 9 9 18 18 19 45 48 50
3 4 5 5 7 7 8 14 16 17 38 40 44
4 4 4 4 6 7 7 13 14 16 33 37 41
5 3 4 5 6 6 8 12 13 15 32 36 40
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 6 7 7 10 10 11 21 22 23 54 57 61
3 5 5 6 8 9 9 17 18 20 44 48 52
4 5 5 6 7 8 9 15 17 19 40 43 49
5 4 5 5 6 7 9 14 16 18 36 42 47
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 8 8 8 12 13 13 25 27 28 66 70 74
3 6 6 8 9 10 12 20 22 24 53 57 63
4 5 6 6 9 9 10 18 19 22 46 52 58
5 5 6 7 8 9 10 16 19 22 42 48 56
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 9 9 10 14 15 16 30 31 33 76 79 84
3 6 7 8 10 11 12 21 24 27 58 64 70
4 6 7 7 9 10 12 20 22 24 51 57 65
5 5 6 7 9 10 11 18 20 24 47 54 63
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.10: Sample sizes required for X ∼ Loglog(α = 1, β = 2).
q
85% 90% 95% 98%
(2.38047614) (3.0) (4.35889894) (7.0)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 6 6 7 10 10 11 19 20 21 49 51 53
3 5 6 6 8 9 9 16 17 19 40 43 47
4 5 5 6 7 7 9 15 16 17 37 40 44
5 4 5 5 7 8 8 14 15 17 34 39 43
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 7 8 8 11 12 13 23 24 26 58 61 64
3 6 6 7 10 10 11 19 20 22 47 51 56
4 6 6 7 8 9 10 17 19 20 43 47 52
5 5 6 6 8 9 10 15 18 20 39 44 50
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 9 9 10 14 14 15 28 29 31 70 74 79
3 7 8 8 11 12 13 22 24 26 56 61 66
4 6 7 8 9 11 12 20 22 25 50 55 62
5 6 7 8 9 10 12 18 21 24 46 52 60
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 10 11 11 16 17 18 32 33 35 80 84 89
3 8 8 10 12 13 14 24 27 30 62 68 75
4 7 8 9 10 12 14 22 24 27 54 61 69
5 6 7 8 10 11 13 20 23 26 51 57 66
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.11: Sample sizes required for X ∼ Loglog(α = 2, β = 10).
q
85% 90% 95% 98%
(2.37882647) (2.49146188) (2.6847593) (2.95154632)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 7 8 8 11 12 12 23 23 25 56 59 61
3 6 6 7 10 10 11 19 21 22 48 51 55
4 6 7 7 9 9 10 17 19 21 45 48 53
5 6 7 7 8 10 10 17 19 20 42 47 51
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 9 10 13 14 15 27 28 29 67 70 74
3 7 8 8 11 12 13 22 24 26 56 60 65
4 7 7 8 10 11 12 20 22 24 51 56 61
5 6 7 8 10 10 12 19 21 24 48 53 60
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 10 11 12 16 17 18 32 34 36 81 85 90
3 9 9 10 13 14 15 26 28 31 65 71 77
4 7 8 9 11 13 14 23 26 28 59 65 73
5 7 8 9 11 12 14 22 24 28 55 62 70
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 12 13 18 19 20 36 38 41 91 96 102
3 9 10 11 14 15 17 29 32 34 73 79 86
4 8 10 11 13 14 16 26 28 32 64 72 81
5 8 9 10 12 14 15 23 27 31 60 68 78
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
43
Table A.12: Sample sizes required for X ∼ χ2(df = 2).
q
85% 90% 95% 98%
(3.79423997) (4.60517019) (5.99146455) (7.82404601)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 7 7 8 11 12 12 23 24 25 58 60 63
3 6 7 7 10 10 11 19 21 22 50 53 57
4 6 6 7 8 9 10 19 19 22 46 50 54
5 5 6 6 9 10 11 18 19 21 45 49 54
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 9 9 13 14 15 27 28 30 69 72 76
3 7 8 9 11 12 13 23 25 26 58 62 67
4 6 7 8 10 11 12 21 22 25 53 58 64
5 6 7 7 10 10 12 19 22 25 50 56 62
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 10 11 11 16 17 18 33 34 36 83 88 93
3 8 9 10 13 14 15 26 29 32 68 73 80
4 8 8 9 11 13 14 24 26 29 61 67 75
5 7 8 9 11 12 14 23 26 29 57 65 73
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 12 13 18 19 20 37 39 41 94 99 105
3 9 10 11 14 15 17 29 32 35 75 82 89
4 8 9 10 13 14 16 27 29 33 67 74 83
5 8 9 10 12 14 15 24 28 32 62 71 81
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.13: Sample sizes required for X ∼ χ2(df = 6).
q
85% 90% 95% 98%
(9.44610313) (10.64464068) (12.5915872) (15.0332078)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 7 8 8 12 12 13 24 24 26 59 61 64
3 7 7 7 10 11 11 20 22 23 51 54 58
4 6 6 7 9 10 11 19 20 22 47 51 56
5 6 6 7 9 9 11 18 20 21 46 50 54
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 9 9 10 14 14 15 28 29 31 70 73 77
3 7 8 9 11 12 13 23 25 27 59 63 68
4 7 8 8 11 12 13 21 23 26 54 59 65
5 7 7 8 10 11 12 21 23 25 51 57 63
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 11 11 12 16 17 18 33 35 37 85 89 94
3 8 10 10 14 15 16 28 30 32 69 75 81
4 8 8 10 12 13 15 24 27 30 62 68 77
5 7 9 9 11 13 14 23 26 30 58 66 74
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 12 13 14 19 20 21 38 40 42 96 101 107
3 10 10 11 15 16 18 30 33 36 76 83 91
4 8 10 11 13 15 16 27 30 34 68 75 84
5 8 9 10 12 14 16 25 28 32 63 72 82
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.14: Sample sizes required for X ∼ Cauchy(x0 = 0, γ = 0.5).
q
85% 90% 95% 98%
(0.9813) (1.5388) (3.1569) (7.9472)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 5 6 6 8 9 9 17 17 18 41 43 46
3 5 5 5 7 7 8 13 14 16 33 36 38
4 4 4 5 6 6 7 11 13 14 29 32 36
5 4 4 5 5 6 7 11 12 14 27 31 35
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 7 7 7 10 10 11 20 21 22 49 52 55
3 5 6 6 8 9 9 15 17 18 40 42 47
4 5 5 6 7 7 9 14 15 17 34 39 43
5 4 5 6 6 8 8 13 14 17 32 36 41
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 8 8 9 12 13 13 25 25 27 64 64 68
3 6 7 7 9 10 11 18 20 22 44 51 56
4 6 6 7 8 9 10 16 19 21 41 46 52
5 5 6 7 8 8 10 15 17 19 37 43 49
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 9 10 10 14 14 15 30 30 31 76 76 77
3 7 7 8 10 12 13 19 22 25 47 55 63
4 6 7 8 9 10 11 18 20 23 45 51 58
5 6 6 7 8 9 11 16 19 22 42 47 55
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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Table A.15: Sample sizes required for X ∼ Cauchy(x0 = 0, γ = 1.5).
q
85% 90% 95% 98%
(2.9439) (4.6165) (9.4706) (23.8418)
λ λ λ λ
1-α t 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
90%
1 15 15 15 22 22 22 45 45 45 114 114 114
2 5 6 6 8 9 9 17 17 18 41 43 46
3 5 5 5 7 7 8 13 14 16 33 36 38
4 4 4 5 6 6 7 11 13 14 29 32 36
5 4 4 5 5 6 7 11 12 14 27 31 35
95%
1 19 19 19 29 29 29 59 59 59 149 149 149
2 7 7 7 10 10 11 20 21 22 49 52 55
3 5 6 6 8 9 9 15 17 18 40 42 47
4 5 5 6 7 7 9 14 15 17 34 39 43
5 4 5 6 6 8 8 13 14 17 32 36 41
98%
1 25 25 25 38 38 38 77 77 77 194 194 194
2 8 8 9 12 13 13 25 25 27 64 64 68
3 6 7 7 9 10 11 18 20 22 44 51 56
4 6 6 7 8 9 10 16 19 21 41 46 52
5 5 6 7 8 8 10 15 17 19 37 43 49
99%
1 29 29 29 44 44 44 90 90 90 228 228 228
2 9 10 10 14 14 15 30 30 31 76 76 77
3 7 7 8 10 12 13 19 22 25 47 55 63
4 6 7 8 9 10 11 18 20 23 45 51 58
5 6 6 7 8 9 11 16 19 22 42 47 55
Note: Entries are sample sizes required to calculate the Upper-Sided EWMA Tolerance Limit for
the specified distribution, at time t. Numbers in parentheses are the qth quantiles of the specified
distribution.
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B.1 Sample sizes calculation for upper-side distribution specific
tolerance limits
import math
import scipy.integrate as integrate
from scipy.special import erfinv
import scipy.stats as stats
def getw(t, lam): # using t and lambda values
w = [(1 − lam) ∗∗ t] # create W 0
for i in range(1, t + 1): # from t and lambda create the rest of the W’s
w.append(lam ∗ (1 − lam) ∗∗ (t − i))
return w
def getc(setofws, xqval):
c = (1 − setofws[0]) ∗ xqval
return c
AlphaValues = [0.1, 0.05, 0.02, 0.01]
qValues = [0.15, 0.1, 0.05, 0.02]
LambdaValues = [0.1, 0.2, 0.3]
Tvalues = [1, 2, 3, 4, 5]
options = {’epsabs’: 0.0005, ’epsrel’: 0.0005}
# Edit boundries here.
def t3bd2(x3): return [0, (c − x3 ∗ w[3]) / w[2]]
def t3bd3(): return [0, c / w[3]]
def t4bd2(x3, x4): return [0, (c − x4 ∗ w[4] − x3 ∗ w[3]) / w[2]]
def t4bd3(x4): return [0, (c − x4 ∗ w[4]) / w[3]]
def t4bd4(): return [0, c / w[4]]
def t5bd2(x3, x4, x5): return [0, (c − x5 ∗ w[5] − x4 ∗ w[4] − x3 ∗ w[3]) / w[2]]
def t5bd3(x4, x5): return [0, (c − x5 ∗ w[5] − x4 ∗ w[4]) / w[3]]
def t5bd4(x5): return [0, (c − x5 ∗ w[5]) / w[4]]
def t5bd5(): return [0, c / w[5]]
# Edit quantiles here.
xqs = []
for i in range(len(qValues)):
mu = 0
sig = 0.25
xqs.append(math.exp(mu + math.sqrt(2 ∗ (sig∗∗2))∗erfinv(2∗(1 − qValues[i]) − 1)))
print(xqs)
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return n ∗ (((1 / 2) + (1 / 2)∗math.erf((math.log(x)−mu)/(math.sqrt(2) ∗ sig)))∗∗(n−1)) ∗ ((1 / (x
↪→ ∗ sig ∗ math.sqrt(2 ∗ math.pi))) ∗ math.exp(−((math.log(x)−mu)∗∗2)/(2 ∗ (sig∗∗2))))




return ((1 / 2) + (1 / 2)∗math.erf((math.log(x)−mu)/(math.sqrt(2) ∗ sig)))∗∗n
# Code Start.
f2 = lambda x2: pdf(x2, n2) ∗ cdf((c − w[2]∗x2)/w[1], n1)
f23 = lambda x2, x3: pdf(x2, n2) ∗ pdf(x3, n3) ∗ cdf(((c − x3 ∗ w[3] − x2 ∗ w[2]) / w[1]), n1)
f234 = lambda x2, x3, x4: pdf(x2, n2) ∗ pdf(x3, n3) ∗ pdf(x4, n4) ∗ cdf(((c − x4 ∗ w[4] − x3 ∗ w[3] − x2
↪→ ∗ w[2]) / w[1]), n1)
f2345 = lambda x2, x3, x4, x5: pdf(x2, n2) ∗ pdf(x3, n3) ∗ pdf(x4, n4) ∗ pdf(x5, n5) ∗ cdf(((c − x5 ∗ w
↪→ [5] − x4 ∗ w[4] − x3 ∗ w[3] − x2 ∗ w[2]) / w[1]), n1)
# t = 1
t = Tvalues[0]
Nt1 = []
for k in range(len(AlphaValues)):
alpha = AlphaValues[k]
n1 = 1
for j in range(len(xqs)):
xq = xqs[j]
for i in range(len(LambdaValues)):
lam = LambdaValues[i]
w = getw(t, lam)
c = getc(w, xq)
soln = 1 − cdf(c / w[1], n1)
while soln < 1−alpha:
n1 += 1
soln = 1 − cdf(c / w[1], n1)
print(n1)
Nt1.append(n1)
# t = 2
t = Tvalues[1]
Nt2 = []
for k in range(len(AlphaValues)):
alpha = AlphaValues[k]
n2 = 1
for j in range(len(xqs)):
xq = xqs[j]
for i in range(len(LambdaValues)):
n1 = Nt1[k ∗ 12 + j ∗ 3 + i]
n2 = max(int(n1 / 3), n2)
lam = LambdaValues[i]
w = getw(t, lam)
c = getc(w, xq)
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integral = integrate.nquad(f2, [[0, c / w[2]]], opts=options)
soln = 1 − integral[0]
print(integral)
while soln < 1 − alpha:
n2 += 1
integral = integrate.nquad(f2, [[0, c / w[2]]], opts=options)




# t = 3
t = Tvalues[2]
Nt3 = []
for k in range(len(AlphaValues)):
alpha = AlphaValues[k]
n3 = 1
for j in range(len(xqs)):
xq = xqs[j]
for i in range(len(LambdaValues)):
lam = LambdaValues[i]
w = getw(t, lam)
n1 = Nt1[k ∗ 12 + j ∗ 3 + i]
n2 = Nt2[k ∗ 12 + j ∗ 3 + i]
n3 = max(int(n2 / 2), n3)
c = getc(w, xq)
integral = integrate.nquad(f23, [t3bd2, t3bd3], opts=options)
soln = 1 − integral[0]
print(integral)
while soln < (1−alpha):
n3 += 1
integral = integrate.nquad(f23, [t3bd2, t3bd3], opts=options)




# t = 4
t = Tvalues[3]
Nt4 = []
for k in range(len(AlphaValues)):
alpha = AlphaValues[k]
n4 = 1
for j in range(len(xqs)):
xq = xqs[j]
for i in range(len(LambdaValues)):
lam = LambdaValues[i]
w = getw(t, lam)
n1 = Nt1[k ∗ 12 + j ∗ 3 + i]
n2 = Nt2[k ∗ 12 + j ∗ 3 + i]
n3 = Nt3[k ∗ 12 + j ∗ 3 + i]
n4 = max(2∗n3 − n2 − 2, n4 − 1, 1)
c = getc(w, xq)
integral = integrate.nquad(f234, [t4bd2, t4bd3, t4bd4], opts=options)
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soln = 1 − integral[0]
print(integral)
while soln < (1−alpha):
n4 += 1
integral = integrate.nquad(f234, [t4bd2, t4bd3, t4bd4], opts=options)




# t = 5
t = Tvalues[4]
Nt5 = []




for j in range(len(xqs)):
xq = xqs[j]
print(j)




w = getw(t, lam)
n1 = Nt1[k ∗ 12 + j ∗ 3 + i]
n2 = Nt2[k ∗ 12 + j ∗ 3 + i]
n3 = Nt3[k ∗ 12 + j ∗ 3 + i]
n4 = Nt4[k ∗ 12 + j ∗ 3 + i]
n5 = max(2∗n4 − n3 − 1, n5 − 1, 1)
c = getc(w, xq)
integral = integrate.nquad(f2345, [t5bd2, t5bd3, t5bd4, t5bd5], opts=options)
soln = 1 − integral[0]
print(integral)
while integral[0] < 0.005:
print(n5, ”too small continue”)
n5 += 1
pizza = integral[0]
integral = integrate.nquad(f2345, [t5bd2, t5bd3, t5bd4, t5bd5], opts=options)
soln = 1 − integral[0]
print(integral)
if integral[0] < pizza:
soln = 0.9 − alpha
integral = (0.5, 1)
while soln < (1−alpha):
n5 += 1
integral = integrate.nquad(f2345, [t5bd2, t5bd3, t5bd4, t5bd5], opts=options)










B.2 Simulation study - Intervals
import math
import scipy.stats as sc
import random
from scipy.special import erfinv
import statistics as stat
# define distribution functions to match sample sizes code.
def weibull sg(k, lam, n): # parameters: k, lam || n = samp.size
sampleset = []
for i in range(n):
u = random.uniform(0, 1)
sampleset.append(math.exp(math.log(lam) + (1 / k) ∗ math.log(−math.log(u))))
return sampleset
def weibull icdf(k, lam, qval): # parameters: k, lam || n = samp.size
return math.exp(math.log(lam) + (1 / k) ∗ math.log(−math.log(qval)))
def invgaussian sg(mu, theta, n): # parameters: mu, lam( or theta) || n = samp.size
sampleset = []
for i in range(n):
v = random.normalvariate(0, 1)
y = v ∗ v
x = mu + (mu∗mu∗y/(2∗theta)) − (mu/(2∗theta))∗math.sqrt(4∗mu∗theta∗y + mu∗mu∗y∗y)
z = random.uniform(0, 1)






def invgauss icdf(mu, theta, qval):
if mu == 1 and theta == 5:
if qval == 0.15: return 1.42960
if qval == 0.1: return 1.58836
if qval == 0.05: return 1.85279
if qval == 0.02: return 2.19511
if mu == 5 and theta == 1:
if qval == 0.15: return 7.94159
if qval == 0.1: return 11.9578
if qval == 0.05: return 21.3689
if qval == 0.02: return 38.6246
def chisquare sg(df, n): # parameters: df = degrees of freedom || n = samp.size
sampleset = []
for i in range(n):
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u = random.uniform(0, 1)
sampleset.append(sc.chi2.ppf(u, df))
return sampleset
def chisquare icdf(df, qval):
return sc.chi2.ppf(1 − qval, df)
def lognormal sg(mu, sigma, n): # parameters: mu, sigma || n = samp.size
sampleset = []
for i in range(n):
u = random.lognormvariate(mu, sigma)
sampleset.append(u)
return sampleset
def lognormal icdf(mu, sig, qval):
return math.exp(mu + math.sqrt(2 ∗ (sig∗∗2))∗erfinv(2∗(1 − qval) − 1))
def loglogistic sg(alpha, beta, n): # parameters: alpha, beta || n = samp.size
sampleset = []
for i in range(n):
u = random.uniform(0, 1)
sol = alpha ∗ ((u / (1 − u))∗∗(1 / beta))
sampleset.append(sol)
return sampleset
def loglogistic icdf(alpha, beta, qval):
return alpha ∗ (((1 − qval) / qval)∗∗(1 / beta))
def exponential sg(beta, n): # parameters: beta || n = samp.size
sampleset = []




def exp icdf(beta, qval):
return −math.log(qval)/beta
def cauchy sg(x 0, gamma, n): # parameters: df = degrees of freedom || n = samp.size
sampleset = []
for i in range(n):
u = random.uniform(0, 1)
sampleset.append(sc.cauchy.ppf(u, x 0, gamma))
return sampleset
def cauchy icdf(x 0, gamma, q):
return sc.cauchy.ppf(1−q, x 0, gamma)
def icdf dist(dist ind, q):
if dist ind == 1: return invgauss icdf(1, 5, q)
if dist ind == 2: return invgauss icdf(5, 1, q)
if dist ind == 3: return weibull icdf(1.5, 1, q)
if dist ind == 4: return weibull icdf(0.5, 1, q)
if dist ind == 5: return chisquare icdf(2, q)
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if dist ind == 6: return chisquare icdf(6, q)
if dist ind == 7: return lognormal icdf(0, 0.25, q)
if dist ind == 8: return lognormal icdf(8, 2, q)
if dist ind == 9: return loglogistic icdf(1, 2, q)
if dist ind == 10: return loglogistic icdf(2, 10, q)
if dist ind == 11: return exp icdf(1, q)
if dist ind == 12: return cauchy icdf(0, 0.5, q)
if dist ind == 13: return cauchy icdf(0, 1.5, q)
return print(”Indicator not available”)
def sample dist(dist ind, ss):
if dist ind == 1: return invgaussian sg(1, 5, ss)
if dist ind == 2: return invgaussian sg(5, 1, ss)
if dist ind == 3: return weibull sg(1.5, 1, ss)
if dist ind == 4: return weibull sg(0.5, 1, ss)
if dist ind == 5: return chisquare sg(2, ss)
if dist ind == 6: return chisquare sg(6, ss)
if dist ind == 7: return lognormal sg(0, 0.25, ss)
if dist ind == 8: return lognormal sg(8, 2, ss)
if dist ind == 9: return loglogistic sg(1, 2, ss)
if dist ind == 10: return loglogistic sg(2, 10, ss)
if dist ind == 11: return exponential sg(1, ss)
if dist ind == 12: return cauchy sg(0, 0.5, ss)
if dist ind == 13: return cauchy sg(0, 1.5, ss)
return print(”Indicator not available”)
# sample sizes
sa lee ewma sets = [...]
ewma sets = [...]
conover n = [...]
def conover utl(sampset, alpha, q):
conover = [...]
n = 0
for i in range(len(AlphaValues)):
for j in range(len(qValues)):
if AlphaValues[i] == alpha and qValues[j] == q:
n = conover[i ∗ 12 + j ∗ 3]
if n > len(sampset):
return print(”sample size is too small”)
holdset = random.sample(sampset, n)
return [holdset, max(holdset)]
def ewma utl(set of sets, alpha, q, lam, dist ind, t):
ewma dist = ewma sets[dist ind − 1]
n = []
for num in range(t):
ewma set = ewma dist[num]
for k in range(len(AlphaValues)):
for j in range(len(qValues)):
for i in range(len(LambdaValues)):
if AlphaValues[k] == alpha and qValues[j] == q and LambdaValues[i] == lam:




for i in range(len(n)):
holdsamp.append(random.sample(set of sets[i], n[i]))
for i in range(len(n)):
maxsamples.append(max(holdsamp[i]))
ewma 0 = icdf dist(dist ind, q)
ewma 1 = lam ∗ maxsamples[0] + (1 − lam) ∗ ewma 0
ewma 2 = lam ∗ maxsamples[1] + (1 − lam) ∗ ewma 1
ewma 3 = lam ∗ maxsamples[2] + (1 − lam) ∗ ewma 2
ewma 4 = lam ∗ maxsamples[3] + (1 − lam) ∗ ewma 3
ewma 5 = lam ∗ maxsamples[4] + (1 − lam) ∗ ewma 4
return [ewma 1, ewma 2, ewma 3, ewma 4, ewma 5]
def sa lee ewma utl(set of sets, alpha, q, lam, dist ind, t):
n = []
diff qvalues = [0.1, 0.05, 0.01]
for num in range(t):
ewma set = sa lee ewma sets[num]
for k in range(len(AlphaValues)):
for j in range(len(diff qvalues)):
for i in range(len(LambdaValues)):
if AlphaValues[k] == alpha and diff qvalues[j] == q and LambdaValues[i] == lam:
n.append(ewma set[k ∗ 9 + j ∗ 3 + i])
holdsamp, maxsamples = []
for i in range(len(n)): holdsamp.append(random.sample(set of sets[i], n[i]))
for i in range(len(n)): maxsamples.append(max(holdsamp[i]))
ewma 0 = icdf dist(dist ind, q)
ewma 1 = lam ∗ maxsamples[0] + (1 − lam) ∗ ewma 0
ewma 2 = lam ∗ maxsamples[1] + (1 − lam) ∗ ewma 1
ewma 3 = lam ∗ maxsamples[2] + (1 − lam) ∗ ewma 2
ewma 4 = lam ∗ maxsamples[3] + (1 − lam) ∗ ewma 3
ewma 5 = lam ∗ maxsamples[4] + (1 − lam) ∗ ewma 4
return [holdsamp, [ewma 1, ewma 2, ewma 3, ewma 4, ewma 5]]
def sa utl(set of sets, alpha, q, t): # [0.1, 0.05, 0.02, 0.01]
for i in range(len(AlphaValues)):
if AlphaValues[i] == alpha: choo = i
for i in range(len(qValues)):
if qValues[i] == q: chichi = i
sa big set = [...]
hold sa 1 = sa big set[choo]
hold sa 2 = hold sa 1[chichi]
t samp sizes = []
for k in range(t): t samp sizes.append(hold sa 2[k])
sa utl hold, s o s , setofsethold = []
for w in range(len(set of sets)):
setofsethold = set of sets[w] + setofsethold
setofsethold.sort()
s o s .append(setofsethold)
sa utl hold.append(max(s o s [0]))
for j in range(1, len(set of sets)):
sosh = s o s [j]
sa utl hold.append(sosh[len(sosh) − t samp sizes[j]])
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return [t samp sizes, sa utl hold]
dist = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]
# dist number value indicators
# 1 = Inverse Gaussian: mu = 1, theta = 5 −
# 2 = Inverse Gaussian: mu = 5, theta = 1 −
# 3 = weibull: k = 1.5, lambda = 1 −
# 4 = weibull: k = 0.5, lambda = 1 −
# 5 = Chi Squared: df = 2 −
# 6 = Chi Squared: df = 6 −
# 7 = Log Normal: mu = 0 sig = 0.25 −
# 8 = Log Normal: mu = 8 sig = 2 −
# 9 = Log Logistic: alpha = 1 beta = 2 −
# 10 = Log Logistic: alpha = 2 beta = 10 −
# 11 = Exponential: b = 1 −
# 12 = cauchy location 0 gamma 0.5 −
# 13 = cauchy location 0 gamma 1.5 −
AlphaValues = [0.1, 0.05, 0.02, 0.01]
qValues = [0.15, 0.1, 0.05, 0.02]
LambdaValues = [0.1, 0.2, 0.3]
Tvalues = [1, 2, 3, 4, 5]
simulationsize = 10000
distribution = 11
qnum = 2 # 0 = 0.15, 1 = 0.1, 2 = 0.5, 3 = 0.02
alphanum = 3 # 0 = 0.1, 1 = 0.05, 2 = 0.02, 3 = 0.01
lambdanum = 2 # 0 = 0.1, 1 = 0.2, 2 = 0.3
samplesize = conover n[alphanum ∗ 12 + qnum ∗ 3]
print(samplesize)
conover len t2 = []
ewma len t2 = []
sa lee len t2 = []
sa raz len t2 = []
conover len t4 = []
ewma len t4 = []
sa lee len t4 = []
sa raz len t4 = []
for zzz in range(simulationsize):
conover samples = []
conover utls = []
for c in range(max(Tvalues)):
hold = conover utl(sample dist(distribution, samplesize), AlphaValues[alphanum], qValues[qnum])
conover samples.append(hold[0])
conover utls.append(hold[1])
sa lee ewma utls hold = sa lee ewma utl(conover samples, AlphaValues[alphanum], qValues[qnum],
↪→ LambdaValues[lambdanum], distribution, max(Tvalues))
ewma utls = ewma utl(sa lee ewma utls hold[0], AlphaValues[alphanum], qValues[qnum],
↪→ LambdaValues[lambdanum], distribution, max(Tvalues))
sa utls = sa utl(conover samples, AlphaValues[alphanum], qValues[qnum], max(Tvalues))
sa raz utl = sa utls[1]
sa lee ewma utls = sa lee ewma utls hold[1]
conover len t2.append(conover utls[2])
ewma len t2.append(ewma utls[2])
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sa lee len t2.append(sa lee ewma utls[2])
sa raz len t2.append(sa raz utl[2])
conover len t4.append(conover utls[4])
ewma len t4.append(ewma utls[4])
sa lee len t4.append(sa lee ewma utls[4])
sa raz len t4.append(sa raz utl[4])
print(zzz)
# repeat 10,000 times.
print(”For alpha value ”, AlphaValues[alphanum])
print(”For q value ”, qValues[qnum], ”The x−q for the distribution is”, icdf dist(distribution, qValues[
↪→ qnum]))
print(”For lambda value ”, LambdaValues[lambdanum])
print(”For distribution indicator ”, distribution)
ewma mean t2 = stat.mean(ewma len t2)
ewma sd t2 = stat.stdev(ewma len t2, ewma mean t2)
ewma mean t4 = stat.mean(ewma len t4)
ewma sd t4 = stat.stdev(ewma len t4, ewma mean t4)
print(” my method MEAN ”, round(ewma mean t2, 3), ” && ”, round(ewma mean t4, 3), ” ”)
print(” my method SD (”, round(ewma sd t2, 3), ”) && (”, round(ewma sd t4, 3), ”) ”)
sa lee mean t2 = stat.mean(sa lee len t2)
sa lee sd t2 = stat.stdev(sa lee len t2, sa lee mean t2)
sa lee mean t4 = stat.mean(sa lee len t4)
sa lee sd t4 = stat.stdev(sa lee len t4, sa lee mean t4)
print(” Sa & Lee method MEAN ”, round(sa lee mean t2, 3), ” && ”, round(sa lee mean t4, 3), ” ”)
print(” Sa & Lee method SD (”, round(sa lee sd t2, 3), ”) && (”, round(sa lee sd t4, 3), ”) ”)
# from these sets, calculate the mean and SD from the values.
sa raz mean t2 = stat.mean(sa raz len t2)
sa raz sd t2 = stat.stdev(sa raz len t2, sa raz mean t2)
sa raz mean t4 = stat.mean(sa raz len t4)
sa raz sd t4 = stat.stdev(sa raz len t4, sa raz mean t4)
print(” Sa & Raz method MEAN ”, round(sa raz mean t2, 3), ” && ”, round(sa raz mean t4, 3), ” ”)
print(” Sa & Raz method SD (”, round(sa raz sd t2, 3), ”) && (”, round(sa raz sd t4, 3), ”) ”)
conover mean t2 = stat.mean(conover len t2)
conover sd t2 = stat.stdev(conover len t2, conover mean t2)
conover mean t4 = stat.mean(conover len t4)
conover sd t4 = stat.stdev(conover len t4, conover mean t4)
print(” Conover method MEAN ”, round(conover mean t2, 3), ” && ”, round(conover mean t4, 3), ”
↪→ ”)
print(” Conover method SD (”, round(conover sd t2, 3), ”) && (”, round(conover sd t4, 3), ”) ”)
71
B.3 Simulation study - Sample Sizes
# lee sa, ewma ifr
x = [[17, 17, 17, 34, 35, 35],[15, 16, 16, 31, 32, 33],[14, 14, 15, 28, 30, 31]]
# ewma sets =
# Inverse Gaussian: mu = 1, theta = 5 −
x1 = [[11, 12, 13, 23, 24, 25], [10, 10, 11, 20, 21, 23], [9, 9, 11, 18, 19, 22]]
# weibull: k = 1.5, lambda = 1 −
x2 = [[12, 12, 13, 24, 25, 26], [ 10, 11, 11, 20, 22, 23], [ 9, 10, 11, 19, 20, 22]]
# Chi Squared: df = 2 −
x3=[[11, 12, 12, 23, 24, 25], [10, 10, 11, 19, 21, 22], [9, 10, 11, 18, 19, 21]]
# Exponential: b = 1 −
x4=[[11, 12, 12, 23, 24, 25], [10, 10, 11, 19, 21, 22], [9, 10, 11, 17, 19, 21]]
# Cauchy location 0 gamma 0.5 −
x5=[[8, 9, 9, 17, 17, 18] , [7, 7, 8, 13, 14, 16] , [5, 6, 7, 11, 12, 14]]
# 8 = Log Normal: mu = 8 sig = 2 −
x6 =[[ 8, 9, 9, 18, 18, 19], [ 7, 7, 8, 14, 16, 17], [ 6, 6, 8, 12, 13, 15]]
# 9 = Log Logistic: alpha = 1 beta = 2 −
x7 = [[ 10, 10, 11, 19, 20, 21], [ 8, 9, 9, 16, 17, 19], [ 7, 8, 8, 14, 15, 17]]
# 2 = Inverse Gaussian: mu = 5, theta = 1 −
x8 = [[9, 10, 10, 20, 21, 22], [8, 8, 9, 16, 17, 19], [7, 7, 8, 14, 16, 18]]
# 4 = weibull: k = 0.5, lambda = 1 −
x9 =[[10, 10, 11, 20, 21, 22], [8, 9, 9, 17, 18, 20], [7, 7, 8, 14, 17, 18]]
# 6 = Chi Squared: df = 6 −
x10 =[[12, 12, 13, 24, 24, 26], [10, 11, 11, 20, 22, 23], [9, 9, 11, 18, 20, 21]]
# 7 = Log Normal: mu = 0 sig = 0.25 −
x11 =[[12, 12, 13, 24, 25, 26], [10, 11, 11, 20, 21, 23], [9, 10, 11, 18, 20, 22]]
# 10 = Log Logistic: alpha = 2 beta = 10 −
x12 =[[11, 12, 12, 23, 23, 25], [10, 10, 11, 19, 21, 22], [8, 10, 10, 17, 19, 20]]
# 13 = cauchy location 0 gamma 1.5 −
x13 =[[8, 9, 9, 17, 17, 18], [7, 7, 8, 13, 14, 16], [5, 6, 7, 11, 12, 14]]
def solver(sets, sets2): # sets = my stuff, sets2 = lee sa
setone=list()




for j in range(len(hold)):
settwo.append(round(100∗((hold2[j] − hold[j])/hold2[j]), 1))
setone.append(settwo)
return setone
z = [x1,x2,x3,x4,x5, x6, x7, x8, x9, x10, x11, x12, x13]





import numpy as np
import random
import matplotlib.pyplot as plt
from scipy import stats
def inverse cdf weibull(k , lam , n ):
sampleset, uset = [], []
for i in range(n ):
u = random.uniform(0, 1)
uset.append(1 − u)




if x >= 0:
y = 1
else: y = 0
return y
def weib(k , lam , x):
return (k / lam ) ∗ (x / lam ) ∗∗ (k − 1)
∗ np.exp(−(x / lam ) ∗∗ k )
def weib cdf(x, lam, k):
return 1 − math.exp(−(x / lam)∗∗ k)
def getxq( k, lam, q):
return math.exp(math.log( lam) + (1 / k)
∗ math.log(−math.log(1 − q)))
def mean(list ):
return sum(list ) / len(list )
def round to decimal(places, list ):
return [round(numb, places) for numb in list ]
def weibull mean( lam, k):
return lam ∗ math.gamma(1 + (1 / k))
def weibull var( lam, k):
return ( lam∗∗2) ∗ (math.gamma(1 + (2 / k)) −
math.gamma(1 + (1 / k))∗∗2)
# Edit distribution here.
k = 2.378 # shape
lam = 10.78 # scale
ewma q = 0.95
ewma lamda = 0.2
ewma alpha = 0.05
n week = 5 # sample size per week
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quarters = 5
num weeks = 13∗quarters # number of weeks to survey
quarter = int(num weeks/13) # number of yearly quarters test is being done
weeks = [...] # Data goes here
# Separating the data into quarterly segments ( by 13 weeks )
r value = []
weeks mean = []
for i in range(len(weeks )):
weeks by week = weeks [i]
r value.append(weeks by week[n week − 1] − weeks by week[0])
weeks mean.append(mean(weeks [i]))
for num in range(len(weeks )):
print(”week”, num + 1, ”: average ”, ”%.4f” % weeks mean[num], ”, list: ”, round to decimal(4,
↪→ weeks [num]))
data sets total = []
data by quarter = []
for i in range(quarter):
data sets hold = []
for z in range(13∗i, 13∗(i+1)):
hold = weeks [z]
for v in range(len(hold)):
data sets hold.append(hold[v])
data sets total.append(hold[v])
data by quarter.append(data sets hold)
# Estimating the Parameters for the Q−Q plot.
data = data sets total
data.sort()
a out, Kappa out, loc out, Lambda out = stats.exponweib.fit(data, f0=1, floc=0)
print(”K = ”, Kappa out, ” and Lambda =”, Lambda out)
# Formulating a q−q plot for the data.
data sets total.sort() # This q−q plot data from MLE parameter estimates.
y axis qq = []
y axis quantiles = []
for b in range(1, len(data sets total)+1):
p = (b − 0.5) / len(data sets total)
y axis quantiles.append(p)
y axis qq.append(Lambda out ∗ (−math.log(1−p))∗∗(1 / Kappa out))




plt.plot(data, stats.exponweib.pdf(data, ∗ stats.exponweib.fit(data, 1, 1, scale=0, loc=0)))
= plt.hist(data, bins=np.linspace(0, data[len(data)−1]+1, 33), density=True, alpha=0.5)




plt.show() # Plot of the fitted data in a histogram.
plt.scatter(y axis qq, data sets total, s=7.5) # Q−Q plot of the data.







ks test = []
for c in range(len(data sets total)):
testval = weib cdf(data sets total[c], Lambda out, Kappa out)
test1 = testval − (c+1)/len(data sets total)
test2 = testval − ((c+1) − 1/len(data sets total))




print(”The Kolmogorov−Smirnov Test results in a D value of ”, ks test[len(ks test) − 1])
print(”The Kolmogorov−Smirnov Test has a critical value, D a, for alpha = 0.01 for a sample of size”
↪→ , len(data sets total), ”of approximately ”, 1.63/math.sqrt(len(data sets total)))
x bar = weeks mean
x bar bar = mean(weeks mean)
r bar = mean(r value)
p x = 0
for i in range(num weeks):
week i = weeks [i]
for j in range(n week):
p x += delta fun(x bar bar − week i[j])
px = p x / (len(data sets total))
print(px)
w u = 0.61
w l = 0.56
v u = 2.25
v l = 0
x ucl = x bar bar + r bar∗w u
x lcl = x bar bar − r bar∗w l
r ucl = r bar∗v u
r lcl = r bar∗v l
samplenumbers = [59, 30, 27, 24, 24]
max samples = []
for i in range(len(data by quarter)):
randsample = random.sample(data by quarter[i], samplenumbers[i])
randsample.sort()
max samples.append(randsample[len(randsample)−1])
ewma 0 = getxq(Kappa out, Lambda out, ewma q)
ewma 1 = ewma lamda ∗ max samples[0] + (1 − ewma lamda) ∗ ewma 0
ewma 2 = ewma lamda ∗ max samples[1] + (1 − ewma lamda) ∗ ewma 1
ewma 3 = ewma lamda ∗ max samples[2] + (1 − ewma lamda) ∗ ewma 2
ewma 4 = ewma lamda ∗ max samples[3] + (1 − ewma lamda) ∗ ewma 3
ewma 5 = ewma lamda ∗ max samples[4] + (1 − ewma lamda) ∗ ewma 4
ewma ucl = [ewma 0, ewma 1, ewma 2, ewma 3, ewma 4, ewma 5]
quarters x axis = [0, 1 ∗ 13, 2 ∗ 13, 3 ∗ 13, 4 ∗ 13, 5 ∗ 13]




x bar list = list(range(1, len(x bar)+1))
plt.axhline(y=x ucl, linestyle=’dashed’, label=’UCL’, color=’red’)
plt.axhline(y=x bar bar, linestyle=’solid’, label=’CL’, color=’red’)
plt.axhline(y=x lcl, linestyle=’dashed’, label=’LCL’, color=’red’)
plt.plot(x bar list, x bar, marker=’.’, label=’x−bar’, color=’black’)





box = ax.get position()
ax.set position([box.x0, box.y0, box.width∗0.8, box.height])




r value list = list(range(1, len(r value)+1))
plt.axhline(y=r ucl, linestyle=’dashed’, label=’UCL’, color=’red’)
plt.axhline(y=r bar, linestyle=’solid’, label=’CL’, color=’red’)
plt.axhline(y=r lcl, linestyle=’dashed’, label=’LCL’, color=’red’)




box = ax.get position()
ax.set position([box.x0, box.y0, box.width∗0.8, box.height])
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