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ABSTRACT 
The use of Coulomb force has been analyzed in recent years to provide propulsion in 
space for various applications. Coulomb formation can also be utilized to make close 
formation spacecraft missions fuel efficient. In this study, the Coulomb formation of two 
craft is studied in elliptic chief orbits for two formation geometries. The first formation 
requires both spacecraft to be aligned along the nadir (radial) direction and the second 
formation requires both spacecraft to maintain a constant separation distance relative to 
each other while each spacecraft rotates freely on the surface of a sphere with the ratio of 
the radii being inversely proportional to the ratio of the masses. Two nonlinear optimal 
feedback control techniques are implemented to stabilize the dynamics of the Coulomb 
formation and maintain the desired formation while minimizing the energy costs. The 
control accelerations are compared to the analytical constraint accelerations obtained 
using the Udwadia-Kalaba equations for constrained motion. Due to the effects of plasma 
shielding, a Debye length model is incorporated in the nonlinear dynamics as a linear 
function of altitude of the formation's center of mass. The integrated thruster efforts are 
calculated for both optimal and analytical techniques and the fuel costs are determined 
and compared for both formations. The results demonstrated that the use of Coulomb 
force increases fuel efficiency for formation achievement and maintenance. The 
numerical analysis is performed on a) the highly eccentric Molniya orbit and b) the   
near-circular near-GEO orbit of the ERS-21. 
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1. Introduction 
This chapter introduces the idea of the two-craft Coulomb formation. Particularly, the 
effects of using Coulomb forces in elliptic orbits to make the formation mission more fuel 
efficient. First, the previous research done in this topic is presented. Followed the 
motivation and objective of this thesis research. Lastly, the organization of this thesis is 
presented.  
1.1 Background and Literature Review 
In spacecraft relative motion, many control designs for formation establishment and 
maintenance while minimizing fuel costs have been proposed in the past. One method to 
achieve fuel efficiency is to take advantage of the electrostatic, Coulomb, forces to 
provide propulsion for close-proximity missions, 10 − 100 𝑚 apart. This idea was first 
introduced in (King, Parker, Deshmukh, & Chong, 2003; Schaub, Parker, & King, 2003). 
Since the common method of providing propulsion is the use of thrusters, which requires 
fuel, the use of electrostatic forces, which obviously does not require fuel, has had a 
growing interest among researchers. Especially for this range of separation distances, the 
problem of neighboring satellites being contaminated by the exhaust plume would be 
severe and hence, electrostatic forces are also used as a means to limit the use of thrusters 
for this purpose as well.  
The electrostatic charge of a spacecraft is achieved or varied by active emissions of 
either negative charges (electrons) or positive charges (ions) which are accelerated using 
an electric field so that they escape the spacecraft. The SCATHA (Mullen, Gussenhove, 
& Hardy, 1986) and ATS (Olsen & Whipple, 1980) missions showed the viability of 
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charging the spacecraft to nonzero potentials and the Equator-S (Torkar, et al., 1999), 
Geotail (Schmidt, et al., 1995), and CLUSTER (Torkar, et al., 2001) missions showed the 
regulation of the charge on the craft to zero. This method of charging the spacecraft has 
also been shown to require essentially no consumables (specific impulse 𝐼𝑠𝑝 values 
ranging between 1010-1013 𝑠), require very little electric power to operate (often less 
than 1 𝑊), and can be controlled with a very high bandwidth (zero to maximum charge 
transition times are on the order of milliseconds). Thus, this method of propulsion has 
very high-precision capabilities for close formation missions.  
The applications of the Coulomb propulsion concept include high-accuracy, wide-
field-of-view optical interferometry missions (King, Parker, Deshmukh, & Chong, 2003), 
controlling clusters of spacecraft to maintain a bounded shape (Schaub, Parker, & King, 
2003), use of drone-worker concepts where dedicated craft places a sensor in space using 
Coulomb force (Parker, Passerello, & Schaub, 2004), asteroid or near Earth object 
deflection using an electrostatic tractor (Murdoch, et al., 2008), as well as refueling, 
docking, and observation missions. The use of electrostatic propulsion enables the ability 
to concentrate a large number of scientific instruments within a group of spacecraft 
separated only tens of meters apart. This mitigates the issue of a limited space that only a 
single spacecraft can provide.  
The electrostatic forces between two objects can only be attracting or repelling in 
nature depending on the product of the signs of the charge on each object. Since these 
forces are intervehicular forces, formation internal forces, the total angular momentum of 
the system is not affected. Also, since these forces are formation internal, the nonlinearity 
and coupling in the system is greatly increased. A major factor of using Coulomb force in 
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space is the charged plasma environment which tends to weaken the electrostatic effect. 
This plasma environment is typically quantified through the plasma Debye length. The 
actual Debye length is highly nonlinear and depends on the present solar activity in space 
along with the altitude above the Earth's surface. An analysis of the Coulomb formation 
of two, three, and four craft in circular orbits has been studied in (Natarajan & Schaub, 
2005; Berryman & Schaub, 2007; Vasavada & Schaub, 2008), respectively, assuming the 
Debye length is constant at a specific altitude above the Earth's surface. Since this paper 
analyzes Coulomb formation in elliptic orbits, a linear model of the Debye length is 
incorporated in the nonlinear dynamics of Coulomb formation as a function of center of 
mass location of the formation with respect to the altitude above the Earth's surface, 
considering nominal Debye lengths to be 200 𝑚 at Geosynchronous Earth orbits (GEO) 
and 0.01 𝑚 at lower Earth orbits (LEO). 
1.2 Research Motivation and Objective 
To the author’s knowledge, the concept of Coulomb formation in Elliptic orbits has 
not been analyzed before. The consideration of Coulomb force results in coupling and 
high nonlinearity in the equations of motion, and the equations of Coulomb formation in 
elliptic orbits are time-periodic and state dependent. Therefore, this analysis deals with 
nonlinear time-periodic state-dependent equations of motion. Since the use of Coulomb 
force for formation keeping in elliptic orbits does not completely eliminate the use of 
fuel-consuming thrusters, in this research, optimal control strategies and constrained 
motion analysis are performed to achieve fuel efficient Coulomb formation. Another 
method to achieve fuel efficiency was demonstrated in (Nazari & Butcher, 2014), which 
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takes advantage of using periodic gain optimal control techniques to make the mission 
fuel efficient. 
Two separate Coulomb formations of two spacecraft flying 25 𝑚 apart in elliptic 
chief orbits are studied. The first formation requires the two spacecraft to be aligned 
along the nadir (radial) direction in the Hill frame. Potential application of this formation 
include the observation of the other spacecraft to monitor or perform other scientific 
experiments such as interferometric sensing missions. Interferometric sensing is a 
technique that astronomers use to obtain the resolution of a large telescope by using 
multiple smaller telescopes. Since this formation requires the two-craft to maintain a 
bounded shape, interferometric sensing can be implemented where only two-craft 
perform the imaging process. The second formation requires the two spacecraft to 
maintain a constant separation distance which gives the two spacecraft flexibility to rotate 
relative to each other on the surface of two separate spheres. The two spheres are 
concentric centered at the center of mass of the system of two agents and their radii sum 
to the distance between the two spacecraft. Intuitively, this formation is expected to be 
more fuel efficient than the nadir formation since this formation does not confine the 
agents to maintain a certain angular rotation. Further details of these formations are 
provided in Chapter 3 along with figures to aid in visualizing these formations. The linear 
stability of this two-craft formation in circular orbits is presented in (Schaub & Hussein, 
2010), while stability of the co-linear and triangular three-craft formations in circular 
orbits is presented in (Jones & Schaub, 2014; Hogan & Schaub, 2012), respectively. 
In this thesis, three techniques are implemented to analyze the dynamics of the two-
craft Coulomb formation. One technique is the Udwadia-Kalaba (U-K) equations of 
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constrained motion. This technique provides an explicit analytical solution for both 
Coulomb formations under certain applied constraints. The U-K constrained motion 
analysis can be used more conveniently than the Lagrange multipliers because it is more 
computationally efficient than the latter. The U-K technique can also handle holonomic 
and nonholonomic nonlinear constraints with equal ease. Two nonlinear optimal control 
techniques are also analyzed for the two different formation geometries. For formation 
along the nadir direction, the nonlinear optimal tracking control using approximating 
sequences of Riccati equations (ASRE) is implemented with charge and thruster feedback 
control to acheieve and maintain the desired formation (Cimen & Banks, 2004b). For 
formation with a constant separation distance, the nonlinear optimal control using state-
dependent Riccati equation (SDRE) with terminal constraints is implemented with charge 
and thruster feedback control to stabilize the dynamics of Coulomb formation and 
maintain the desired formation (Geng, Li, Guo, & Biggs, 2019).  
The elliptic orbits analyzed in this paper are the highly eccentric Molniya orbit and 
the near-circular orbit close to the radius of GEO of the environmental research satellite 
21 (ERS-21). The U-K equations of constrained motion and optimal control using ASRE 
are implemented for formation along the nadir direction and the thruster efforts are 
compared for both analytical and optimal techniques. For formation with a constant 
separation distance, the U-K equations of constrained motion and optimal control using 
SDRE with terminal constraints are implemented and the thruster efforts are compared 
for both techniques. It is important to note that both formations are not possible by only 
using Coulomb force; hence thrusters must also be incorporated in the system in such a 
way that the fuel consumption is minimized. In order to determine the constraint charges 
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from the U-K equations of constrained motion, a maximum constraint charge determining 
logic is applied.  
It is shown in this thesis that the addition of Coulomb force in the equations of two-
craft relative motion make indeed makes the formation mission fuel efficient. It is also 
shown that the formation with a constant separation distance is more fuel efficient that 
the formation along the nadir direction in a low eccentricity orbit. For a high eccentricity 
orbit, the formation along the nadir direction is more fuel efficient that the formation with 
a constant separation distance because the saturation limit of the charge on each agent is 
reached. If no saturation limit of the charge on each agent is assumed, the formation with 
a constant separation distance is shown to be more fuel efficient that the formation along 
the nadir direction even for a highly eccentric orbit. 
The outline of this thesis includes the introduction of the equations of motion, 
followed by the optimal control designs and the U-K technique. Finally, the numerical 
analysis and the comparison of the integrated thruster accelerations are provided. 
1.3 Organization of Thesis 
The content of this thesis following this introduction of the Coulomb formation 
begins with Chapter 2, where the mathematical model for the nonlinear two-craft relative 
motion in the Hill frame relative to the center of mass of the two agents is presented. 
Since the inclusion of Coulomb force demands a model of the Debye length, which 
quantifies how the electrostatic charge interacts with the plasma environment in space, a 
linear model of the Debye length is defined. The full nonlinear equations of motion and a 
discussion is presented at the end of Chapter 2. 
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The two desired formations analyzed in this thesis are provided in Chapter 3. This 
chapter presents all the mathematical constraints needed to satisfy the formation objective 
along with an analytical analysis of accelerations needed for formation keeping in 
circular orbits. In Chapter 4, the two-craft close-formation system is subjected to 
constraints and corresponding forces and accelerations are determined which satisfy the 
constraints. The technique used is known as the Udwadia-Kalaba (U-K) equations for 
constrained motion. Since this technique can only be used if the system satisfies the 
constraints at the initial time, an extension to this technique is provided which accounts 
for incorrect initial conditions. This technique is known as the Baumgarte’s constraint 
stabilization method. Also, since this technique provides the explicit analytical solution to 
two-craft close-formation, the two-craft Coulomb formation forces and accelerations are 
determined using the maximum constraint charge determining logic, where the constraint 
accelerations for two-craft close formation are used to determine the constraint charges 
and the corresponding constraint accelerations for two-craft Coulomb formation.  
Chapter 5 discusses two nonlinear optimal control techniques used to stabilize the 
dynamics of Coulomb formation and achieve and maintain the desired trajectory for two 
different formation geometries. For the formation along the nadir direction, the nonlinear 
optimal tracking control design using ASRE is implemented. Floquet theorem is used to 
study the stability of the linear time-periodic system for the linear approximations of 
nonlinear state-dependent periodic differential equations of motion at each iteration. For 
the formation with a constant separation distance, the nonlinear optimal control design 
using SDRE with terminal constraints is implemented. Proofs of global convergence are 
presented for both optimal controllers ASRE and SDRE. 
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Numerical simulations and discussions for the analytical constrained motion analysis 
and optimal control techniques are given in Chapter 6. For the nonlinear optimal tracking 
control using ASRE, a Floquet stability analysis is presented which proves the stability of 
the time-periodic system. To analyze the analytical and optimal techniques, a comparison 
of integrated thruster efforts is performed to highlight the fuel efficiency of Coulomb 
formation. Lastly, conclusions and ideas for future research are provided in Chapters 7 
and 8, respectively.  
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2. Mathematical System Modeling 
Mathematical representations of complex systems are critical to control system design 
and analysis. This chapter presents the derivation of the full nonlinear equations of 
motion of two-craft relative motion in the Hill frame with respect to the reference point, 
which is desired to be the center of mass of the two agents. Since the inclusion of 
Coulomb force in the equations of motion makes the system highly coupled, the 
mathematical model of the Coulomb force is also defined. Since this thesis research 
evolves around Coulomb formation in elliptic chief orbits, a model of the Debye length is 
presented, which quantifies the plasma environment in space that tends to weaken the 
electrostatic effect. 
2.1 Two-Craft Relative Motion Model 
The full nonlinear equations of motion of two-craft relative motion are presented. 
This system model assumes a perfect spherical Earth and constant orbital elements. In 
order words, this system model assumes a two-body problem where the mutual 
gravitational torque is negligible. The reference point is considered to be on the desired 
elliptic orbit with the reference point being the center of mass of the two agent system. 
To simplify the problem, the rotating Cartesian Hill frame coordinate system 
𝒪(?̂?𝑟 , ?̂?𝜃, ?̂?ℎ) is used to describe the motion of the agents relative to the reference points, 
where ?̂?𝑟 represents the radial direction, ?̂?𝜃 represents the along-track direction, and ?̂?ℎ 
represents the cross-track direction. It is vital to mention the angular momentum of the 
reference point points along the ?̂?ℎ direction. A visual representation of the rotating Hill 
frame is presented in Figure 2.1. To start, the positions of both agents are defined using 
Cartesian coordinates in the rotating Hill frame. 
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Figure 2.1 Rotating Hill coordinate frame for relative motion of spacecraft. 
𝑟𝑑,𝑖(𝑡) =  𝑟𝑐(𝑡) + 𝜌𝑖(𝑡) 
(2.1) 
where 𝑖 = 1,2 denotes the index of the agent, 𝑟𝑑,𝑖(𝑡) is the 𝑖-th agent’s position vector 
relative to the center of Earth expressed in the Hill frame, 𝑟𝑐(𝑡) = 𝑟𝐶(𝑡)?̂?𝑟 is the position 
vector of the reference point with respect to the center of Earth expressed in the Hill 
frame, and 𝜌𝑖(𝑡) = [𝑥𝑖(𝑡) 𝑦𝑖(𝑡) 𝑧𝑖(𝑡)]
𝑇 is the 𝑖-th agents position vector relative to 
the reference point expressed in the Hill frame. The angular velocity of the rotating Hill 
frame 𝒪 relative to the inertial frame 𝒩 is given by: 
𝜔𝒪/𝒩 = ?̇?𝑐(𝑡)?̂?ℎ (2.2) 
where 𝑓𝑐(𝑡) is the true anomaly of the reference point. Taking two consecutive 
derivatives of Equation (2.1) with respect to the inertial frame, the 𝑖-th agent’s 
acceleration vector is obtained as: 
?̈?𝑑,𝑖(𝑡) = (?̈?𝑐(𝑡) + ?̈?𝑖(𝑡) − 2?̇?𝑖(𝑡)?̇?𝑐(𝑡) − 𝑓?̈?(𝑡)𝑦𝑖(𝑡) − 𝑓?̇?
2(𝑡)(𝑟𝑐(𝑡) + 𝑥𝑖(𝑡))) ?̂?𝑟
+ (?̈?𝑖(𝑡) + 2𝑓?̇?(𝑡)(?̇?𝑐(𝑡) + ?̇?𝑖(𝑡)) + ?̈?𝑐(𝑡)(𝑟𝑐(𝑡) + 𝑥𝑖(𝑡))
− 𝑓?̇?
2(𝑡)𝑦𝑖(𝑡)) ?̂?𝜃  + ?̈?𝑖(𝑡)?̂?ℎ (2.3) 
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The reference point’s angular momentum ℎ = 𝑟𝑐
2(𝑡)𝑓?̇?(𝑡) is constant. Hence, taking the 
first time derivative yields: 
ℎ̇(𝑡) = 2𝑟𝑐(𝑡)?̇?𝑐(𝑡)𝑓?̇?(𝑡) + 𝑟𝑐
2(𝑡)?̈?𝑐(𝑡) = 0 (2.4) 
The orbital element constraint in Equation (2.4) can be used to solve for the acceleration 
of the true anomaly of the reference point: 
𝑓?̈?(𝑡) =  −2
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
𝑓?̇?(𝑡) 
(2.5) 
Taking the time derivatives of 𝑟𝑐(𝑡) twice, and using the orbit equation of motion for the 
two-body problem, we obtain the acceleration of the reference point as: 
?̈?𝑐(𝑡) = (?̈?𝑐(𝑡) − 𝑟𝑐(𝑡)?̇?𝑐
2(𝑡)) ?̂?𝑟 = −
𝜇
𝑟𝑐2(𝑡)
?̂?𝑟 
(2.6) 
where 𝜇 = 398600.4418 𝑘𝑚3/𝑠2 is the Earth’s gravitational parameter. Equating the 
vector components of Equation (2.6), the magnitude of the acceleration of the reference 
point is obtained as: 
?̈?𝑐(𝑡) = 𝑟𝑐(𝑡)𝑓?̇?
2(𝑡) −
𝜇
𝑟𝑐2(𝑡)
 
(2.7) 
Substituting Equations (2.5) and (2.7) into Equation (2.3) reduces the 𝑖-th agents 
acceleration vector to: 
?̈?𝑑,𝑖(𝑡) = (?̈?𝑖(𝑡) − 2𝑓?̇?(𝑡) (?̇?𝑖(𝑡) − 𝑦𝑖(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
) − 𝑓?̇?
2(𝑡)𝑥𝑖(𝑡) −
𝜇
𝑟𝑐2(𝑡)
) ?̂?𝑟
+ (?̈?𝑖(𝑡) + 2?̇?𝑐(𝑡) (?̇?𝑖(𝑡) − 𝑥𝑖(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
) − ?̇?𝑐
2(𝑡)𝑦𝑖(𝑡)) ?̂?𝜃  
+ ?̈?𝑖(𝑡)?̂?ℎ (2.8) 
Next, the orbit equations of motion for the two-body problem are used to obtain the 
agents’ acceleration under the influence of gravity as: 
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?̈?𝑑,𝑖(𝑡) = −
𝜇
𝑟𝑑,𝑖
3 (𝑡)
𝑟𝑑,𝑖(𝑡) = −
𝜇
𝑟𝑑,𝑖
3 (𝑡)
[
𝑟𝑐(𝑡) + 𝑥𝑖(𝑡)
𝑦𝑖(𝑡)
𝑧𝑖(𝑡)
] 
(2.9) 
Equating the vector components of Equations (2.8) and (2.9), the full nonlinear relative 
equations of motion of the 𝑖-th agent are given by (Schaub & Junkins, 2018): 
?̈?𝑖(𝑡) − 2?̇?𝑐(𝑡) (?̇?𝑖(𝑡) − 𝑦𝑖(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − 𝑓?̇?
2(𝑡)𝑥𝑖(𝑡) −
𝜇
𝑟𝑐2(𝑡)
= −
𝜇
𝑟𝑑,𝑖
3 (𝑡)
(𝑟𝑐(𝑡) + 𝑥𝑖(𝑡)) 
(2.10a) 
?̈?𝑖(𝑡) + 2𝑓?̇?(𝑡) (?̇?𝑖(𝑡) − 𝑥𝑖(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − 𝑓?̇?
2(𝑡)𝑦𝑖(𝑡) = −
𝜇
𝑟𝑑,𝑖
3 (𝑡)
𝑦𝑖(𝑡) 
(2.10b) 
?̈?𝑖(𝑡) = −
𝜇
𝑟𝑑,𝑖
3 (𝑡)
𝑧𝑖(𝑡) 
(2.10c) 
2.2 Coulomb Force Model 
In this section, the electrostatic force between the two agents is modelled. The 
determination of the Coulomb force between two charged particles defined in Figure 2.2 
is given by the well-known Laplace expression similar to how gravitational force 
between two masses is defined: 
𝐹𝑐(𝑡) = 𝑘𝑐
𝑞1(𝑡)𝑞2(𝑡)
𝑟2(𝑡)
 
(2.11) 
where 𝐹𝑐(𝑡) is the force between the two charged particles, 𝑟(𝑡) is the distance between 
the two particles,  𝑞1(𝑡) and 𝑞2(𝑡) are the charges on the first and second particle, 
respectively, 𝑘𝑐 =
1
4𝜋𝜖0
= 8.99ᴇ9 𝑁𝑚2/𝐶2 is the Coulomb’s constant, and 𝜖0 is the 
permittivity of free space. Note that the Coulomb force can only be attracting or repelling 
in nature since this force is between the two charged particles, where the force is 
attracting if the product of the two charges is negative and repelling if the product of the 
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two charges is positive. Since there is a plasma environment in space which tends to 
weaken the electrostatic effect of the Coulomb force, the Debye-Hückel model is used 
instead. The Debye-Hückel models this effect as a sphere around the first charged particle 
with the radius known as the Debye length. Then the electrostatic force of the first 
charged particle weakens exponentially as the second charged particle moves away from 
the first charged particle, where on the surface of the sphere, the Coulomb force will be 
36.79% of the Coulomb force if no plasma environment were present. The Debye-
Hückel expression is given by (Murdoch, et al., 2008): 
 
Figure 2.2 Representation of Coulomb force. 
𝐹𝑐(𝑡) = 𝑘𝑐
𝑞1(𝑡)𝑞2(𝑡)
𝑟2(𝑡)
𝑒
−
𝑟(𝑡)
𝜆𝑑(𝑡) (2.12) 
where 𝜆𝑑(𝑡) is known as the Debye length and it quantifies the plasma environment in 
space.  
2.3 Debye Length Model 
In this section, a model of the Debye length is developed. Due to the changing 
plasma environment throughout the orbit, a Debye length model must be incorporated in 
this system. There is no model of the Debye length developed in any literature as it is 
highly nonlinear and depends on the present solar activity in space. According to 
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(Seubert, Stiles, & Schaub, 2012), the nominal Debye lengths at GEO and LEO are 
200 𝑚 and 0.01 𝑚, respectively. In this study, a linear dependence on the altitude above 
the Earth’s surface is assumed. Since the orbits analyzed have a periapsis above LEO, the 
Debye length is always positive. The Debye length model is defined as: 
𝜆𝑑(𝑡) = 𝜂(𝑟𝑐(𝑡) − 𝑅𝐸) + 𝜖 (2.13) 
where 𝑅𝐸 = 6378 𝑘𝑚 is the radius of the Earth, 𝜂 = 5.61191ᴇ − 6 is the change in the 
Debye length in meters per meter change in altitude, and 𝜖 = −1.11398 𝑚 is the non-
realistic Debye length at the surface of the Earth. 
2.4 Full Nonlinear System 
Since the equations of relative motion of the two agents and the Coulomb force 
model have been defined, the full nonlinear equations of motion including the control 
inputs is described in this section. Combining Equations (2.10) and (2.12) and including 
the thruster accelerations as the control inputs, the complete equations of motion for the 
first and second agents are defined in Equations (2.14) and (2.15), respectively, as: 
?̈?1(𝑡) − 2𝑓?̇?(𝑡) (?̇?1(𝑡) − 𝑦1(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − ?̇?𝑐
2(𝑡)𝑥1(𝑡) −
𝜇
𝑟𝑐2(𝑡)
= −
𝜇
𝑟𝑑,1
3 (𝑡)
(𝑟𝑐(𝑡) + 𝑥1(𝑡)) + 𝑢𝑥,1(𝑡)
+
𝑘𝑐
𝑚1
𝑥1(𝑡)  −  𝑥2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)  
(2.14a) 
?̈?1(𝑡) + 2?̇?𝑐(𝑡) (?̇?1(𝑡) − 𝑥1(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − ?̇?𝑐
2(𝑡)𝑦1(𝑡)
= −
𝜇
𝑟𝑑,1
3 (𝑡)
𝑦1(𝑡) + +𝑢𝑦,1(𝑡) 
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+
𝑘𝑐
𝑚1
𝑦1(𝑡)  −  𝑦2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)  
(2.14b) 
?̈?1(𝑡) = −
𝜇
𝑟𝑑,1
3 (𝑡)
𝑧1(𝑡) + 𝑢𝑧,1(𝑡)
+
𝑘𝑐
𝑚1
𝑧1(𝑡)  −  𝑧2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)  
(2.14c) 
?̈?2(𝑡) − 2𝑓?̇?(𝑡) (?̇?2(𝑡) − 𝑦2(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − ?̇?𝑐
2(𝑡)𝑥2(𝑡) −
𝜇
𝑟𝑐2(𝑡)
= −
𝜇
𝑟𝑑,2
3 (𝑡)
(𝑟𝑐(𝑡) + 𝑥2(𝑡)) + 𝑢𝑥,2(𝑡)
+
𝑘𝑐
𝑚2
𝑥2(𝑡)  −  𝑥1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)  
(2.15a) 
?̈?2(𝑡) + 2𝑓?̇?(𝑡) (?̇?2(𝑡) − 𝑥2(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
 ) − 𝑓?̇?
2(𝑡)𝑦2(𝑡)
= −
𝜇
𝑟𝑑,2
3 (𝑡)
𝑦2(𝑡) + +𝑢𝑦,2(𝑡)
+
𝑘𝑐
𝑚2
𝑦2(𝑡)  −  𝑦1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)  
(2.15b) 
?̈?2(𝑡) = −
𝜇
𝑟𝑑,2
3 (𝑡)
𝑧2(𝑡) + 𝑢𝑧,2(𝑡)
+
𝑘𝑐
𝑚2
𝑧2(𝑡)  −  𝑧1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑞1(𝑡)𝑞2(𝑡)𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)  
(2.15c) 
where 𝑢𝑥,𝑖(𝑡), 𝑢𝑦,𝑖(𝑡), and 𝑢𝑧,𝑖(𝑡) (𝑖 = 1,2) are the input thruster accelerations of the 𝑖-th 
agent and 𝑚𝑖 is the 𝑖-th agent’s mass. 
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3. Desired Formation Specifications 
In this chapter, the constraints satisfying the desired formation are defined. There are 
two separate formations that are analyzed in this thesis. The first formation requires the 
two agents to be aligned along the nadir (radial) direction, ?̂?𝑟, with a constant separation 
distance. The second formation requires both agents to only maintain a constant 
separation distance in any direction, with the reference point located at the center of mass 
of the two agents.  
3.1 Formation Along the Nadir Direction 
The first formation requires the two agents to be along the radial direction with 
Earth and the center of mass of the agents to be on the reference point. The reader is 
referred to Figure 3.1 for a visual representation of this formation. The application of this 
formation include interferometric sensing missions where the two-craft perform the 
imaging process, which requires the two agents to maintain a bounded shape. 
 
Figure 3.1 Desired formation along the nadir direction 
The constraint which satisfies the center of mass condition is given by: 
𝑚1𝜌1(𝑡) + 𝑚2𝜌2(𝑡) = 0 (3.1) 
The constraints which satisfy the center of mass condition along with the condition for 
the two agents to be along the nadir direction are: 
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𝜌1(𝑡) = 𝜌1
∗       and       𝜌2(𝑡) = 𝜌2
∗ (3.2) 
where 𝜌𝑖
∗ is the 𝑖-th agent’s desired position vector in the Hill frame relative to the 
reference point and are defined as: 
𝜌1
∗ = [
(
𝑚2
𝑚1+𝑚2
) 𝐿∗
0
0
]       and       𝜌2
∗ = [
−(
𝑚1
𝑚1+𝑚2
) 𝐿∗
0
0
] 
(3.3) 
where 𝐿∗ is the desired separation distance between the two agents.  
 It is convenient to determine an analytical solution of the centripetal acceleration 
needed to keep the two agents along the nadir direction in a circular orbit. The centripetal 
acceleration for both agents is explicitly defined as: 
𝑎𝑐𝑒𝑛𝑡𝑟𝑖𝑝𝑒𝑡𝑎𝑙,1 = −3𝑓?̇?(𝑡) (
𝑚2
𝑚1 + 𝑚2
) 𝐿∗ 
(3.4a) 
𝑎𝑐𝑒𝑛𝑡𝑟𝑖𝑝𝑒𝑡𝑎𝑙,2 = 3𝑓?̇?(𝑡) (
𝑚1
𝑚1 + 𝑚2
) 𝐿∗ 
(3.4b) 
where 𝑎𝑐𝑒𝑛𝑡𝑟𝑖𝑝𝑒𝑡𝑎𝑙,𝑖 (𝑖 = 1,2) is the 𝑖-th agent’s centripetal acceleration needed to keep 
the agent along the nadir direction in a circular orbit. Also, the centripetal acceleration 
needed for the first agent is negative because its desired position is in the positive radial 
direction relative to the reference point and the centripetal acceleration needed for the 
second agent is positive because its desired position is in the negative radial direction 
relative to the reference point. 
3.2 Formation with a Constant Separation Distance 
The second formation requires the two agents to maintain a constant separation 
distance with the center of mass of the agents to be on the reference point. This gives the 
two agents the freedom to rotate with respect to each other on the surface of two separate 
spheres, where the ratio of the radii of the spheres is directly related to the masses of the 
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agents by 𝑟1 𝑟2⁄ = 𝑚2 𝑚1⁄ , where 𝑟𝑖 denotes the desired radius of the sphere of the 𝑖-th 
agent. The reader is referred to Figure 3.2 for a visual description of the desired 
formation.  
 
Figure 3.2 Formation with a constant separation distance. 
Intuitively, since Coulomb force is a formation internal force, between the two 
agents, this formation will result in the most energy efficient formation where the internal 
force does most of the work. The center of mass condition in Equation (3.1) will still be 
applied to this formation along with the condition to keep the separation distance 
constant, which is defined as: 
𝐿(𝑡) = 𝐿∗     where,  (3.5) 
𝐿(𝑡) = ‖𝜌1(𝑡) − 𝜌2(𝑡)‖ (3.6) 
is the separation distance between the two agents and 𝐿∗ is the desired separation 
distance.  
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4. Constrained Motion Analysis 
In this chapter, the two-craft Coulomb formation system is subjected to constraints 
and corresponding forces and accelerations are determined which satisfy the constraints. 
The Gauss’s principle of least constraint is utilized for equations of motion for non-ideal 
constraints. This technique can be further extended to provide closed-form, optimal, 
nonlinear constraint forces and accelerations that minimize a desired control cost at each 
instant of time and is guaranteed to be Lyapnuov stable (Udwadia, 2014; Udwadia, 
2008). 
 The constraints in the system imposed by the formation requirements are due to the 
configuration of the dynamical problem. In other words, the constraints are holonomic. 
The U-K equations of constrained motion implemented here can accommodate new 
constraints, regardless of their type, without the need for revising the system modeling, 
simply by augmenting the new constraints to the preceding equations of motion. 
Therefore, it is computationally efficient and conveniently adjustable should any changes 
occur to the system either due to system malfunctions, environmental changes, or the 
addition or removal of constraints. It is essential to mention the advantages of the U-K 
technique compared to other analytical techniques, such as Lagrange multipliers, as the 
U-K technique provides an explicit analytical solution, can handle holonomic and 
nonholonomic nonlinear constraints, and is extremely computationally efficient. 
4.1 Udwadia-Kalaba Constrained Equations 
In this section, the mathematical formulation of the U-K equations for constrained 
motion is developed. First, the system is defined as (Cho & Udwadia, 2010): 
Mq̈(𝑡) = F(q(𝑡), q̇(𝑡), 𝑡) (4.1) 
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q̈(𝑡) = M−1F(q(𝑡), q̇(𝑡), 𝑡) ≜ a(𝑡) (4.2) 
and the constraints are written in the form: 
Φ(q(𝑡), q̇(𝑡), 𝑡) =
[
 
 
 
𝜙1(q(𝑡), q̇(𝑡), 𝑡)
𝜙2(q(𝑡), q̇(𝑡), 𝑡)
⋮
𝜙𝑝(q(𝑡), q̇(𝑡), 𝑡)]
 
 
 
= 0 
(4.3) 
where q(𝑡) = [𝜌1
𝑇(𝑡) 𝜌2
𝑇(𝑡)]𝑇 ∈ ℝ6 denotes the positions of the agents, 
F(q(𝑡), q̇(𝑡), 𝑡) ∈ ℝ6 is the force vector, M = diag([𝑚1 𝑚1 𝑚1 𝑚2 𝑚2 𝑚2]) ∈
ℝ6×6 is the positive definite mass matrix, 𝜙𝑙(q(𝑡), q̇(𝑡), 𝑡) (𝑙 = 1,2, … , 𝑝) are the 
constraints applied to the system, Φ(q(𝑡), q̇(𝑡), 𝑡) ∈ ℝ𝑝 is the constraint force vector, and 
𝑝 is the total number of constraints. The constraints applied to the system may be of two 
types, holonomic or nonholonomic. Depending on the type of constraint, the constraint is 
differentiated twice for holonomic constraints and once for nonholonomic constraints, 
and are written in the form below known as the constraint equation (Udwadia & Kalaba, 
2007): 
A(q(𝑡), q̇(𝑡), 𝑡)q̈(𝑡) = b(q(𝑡), q̇(𝑡), 𝑡) (4.4) 
where A(q(𝑡), q̇(𝑡), 𝑡) ∈ ℝ6×6 is the constraint matrix and b(q(𝑡), q̇(𝑡), 𝑡) ∈ ℝ6 is the 
resulting vector. The presence of the constraint Equation (4.4) causes additional forces of 
constraint to be applied to agents and the resulting equation of motion becomes: 
Mq̈(𝑡) = F(q(𝑡), q̇(𝑡), 𝑡) + Fc(𝑡) (4.5) 
q̈(𝑡) = a(𝑡) + ac(𝑡) (4.6) 
where Fc(𝑡) ∈ ℝ
6 is the constraint forces vector and ac(𝑡) ∈ ℝ
6 is the constraint 
accelerations vector. Next, it is required to determine the constraint forces. Based on the 
Gauss principle of least constraint (Gauss, 1829), Udwadia and Kalaba proposed that the 
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relation for the constraint force vector or constraint acceleration vector is explicitly given 
by: 
Fc(𝑡) = M
1
2 (A(q(𝑡), q̇(𝑡), 𝑡)M−
1
2)
+
(b(q(𝑡), q̇(𝑡), 𝑡) − A(q(𝑡), q̇(𝑡), 𝑡)a(𝑡)) 
(4.7) 
ac(𝑡) = M
−
1
2 (A(q(𝑡), q̇(𝑡), 𝑡)M−
1
2)
+
(b(q(𝑡), q̇(𝑡), 𝑡) − A(q(𝑡), q̇(𝑡), 𝑡)a(𝑡)) 
(4.8) 
where the superscript “+” represents the Moore-Penrose generalized inverse. Then the 
complete closed loop system becomes: 
Mq̈(𝑡) = Ma(𝑡) +M
1
2 (A(q(𝑡), q̇(𝑡), 𝑡)M−
1
2)
+
(b(q(𝑡), q̇(𝑡), 𝑡) −
A(q(𝑡), q̇(𝑡), 𝑡)a(𝑡)) (4.9) 
q̈(𝑡) = a(𝑡) + M−
1
2 (A(q(𝑡), q̇(𝑡), 𝑡)M−
1
2)
+
(b(q(𝑡), q̇(𝑡), 𝑡)
− A(q(𝑡), q̇(𝑡), 𝑡)a(𝑡)) (4.10) 
 For formation along the nadir direction, with the reference point at the center of 
mass of the two agents, the constraints which satisfy the formation are: 
Φ(q(𝑡), q̇(𝑡), 𝑡) =
[
 
 
 
 
 
 
 
 𝑥1(𝑡) − (
𝑚2
𝑚1 + 𝑚2
) 𝐿∗
𝑦1(𝑡)
𝑧1(𝑡)
𝑥2(𝑡) + (
𝑚1
𝑚1 + 𝑚2
) 𝐿∗
𝑦2(𝑡)
𝑧2(𝑡) ]
 
 
 
 
 
 
 
 
= 0 
(4.11) 
Since the constraints in Equation (4.11) are of holonomic type, they are differentiated 
twice and the constraint equation is obtained in the form given in Equation (4.4) where, 
A = I6         b = 06×1 (4.12) 
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for the formation along the nadir direction. For the formation with a constant separation 
distance with the center of mass of the two agents on the reference point, the constraints 
which satisfy the formation are: 
Φ(q(𝑡), q̇(𝑡), 𝑡) = [
𝐿2(𝑡) − 𝐿∗2
𝑚1𝜌1(𝑡) + 𝑚2𝜌2(𝑡)
] = 0 
(4.13) 
Since the constraints in Equation (4.13) are also of holonomic type, they are 
differentiated twice and the constraint equation is obtained in the form given in Equation 
(4.4) where, 
A(q(𝑡)) = [(𝜌1
(𝑡) − 𝜌2(𝑡))
𝑇
(𝜌2(𝑡) − 𝜌1(𝑡))
𝑇
𝑚1I3 𝑚2I3
] 
(4.14a) 
b(q̇(𝑡)) = [
−‖?̇?1(𝑡) − ?̇?2(𝑡)‖
2
03×1
] 
(4.14b) 
It is important to note that this form of the constraint equation will only work for initial 
conditions that satisfy the constraints Φ(q(𝑡0), q̇(𝑡0), 𝑡0) = 0, where 𝑡0 is the initial time. 
4.2 Incorrect Initial Conditions 
The method described in the previous section assumes that the constrained are 
satisfied at each instant of time during the maneuver including the initial time. In 
practice, however, it is usually quite difficult to meet these constraints at the initial time 
because it requires inserting the agents into orbit with the exact, required initial 
conditions. Therefore, in order to determine the constraint forces and accelerations for the 
transient response, the Baumgarte’s constraint stabilization method is used (Baumgarte, 
1972). That is, when the system starts with initial conditions that do not satisfy the 
constraints Φ(q(𝑡0), q̇(𝑡0), 𝑡0) ≠ 0, the constraint vector given in Equation (4.3) is 
modified to: 
23 
 
Φ̈(q(𝑡), q̇(𝑡), 𝑡)  + 𝛼Φ̇(q(𝑡), q̇(𝑡), 𝑡)  + 𝛽Φ(q(𝑡), q̇(𝑡), 𝑡) = 0    where, (4.15) 
𝛼 = diag[𝛼1 𝛼2 ⋯ 𝛼𝑝]       and     𝛽 = diag[𝛽1 𝛽2 ⋯ 𝛽𝑝] (4.16) 
are diagonal matrices. Note that since Equation (4.15) takes the form of a spring-mass-
damper system, it is well known that if each 𝛼𝑙, 𝛽𝑙 > 0 (𝑙 = 1,2, …𝑝), Φ(q(𝑡0), q̇(𝑡0), 𝑡0) 
asymptotically approaches zero. For each constraint, 𝜙𝑙(q(𝑡), q̇(𝑡), 𝑡), the corresponding 
values of 𝛼𝑙 and 𝛽𝑙 determine how the constraint is damped. By taking the eigenvalues of 
Equation (4.15), it is easily determined how the values of 𝛼𝑙 and 𝛽𝑙 damp the system. The 
following provides the relationship between the damping and the values of 𝛼𝑙 and 𝛽𝑙. 
Underdamped:        𝛼𝑙
2 < 4𝛽𝑙 (4.17a) 
Critically damped:  𝛼𝑙
2 = 4𝛽𝑙 (4.17b) 
Overdamped:          𝛼𝑙
2 > 4𝛽𝑙 (4.17c) 
In this thesis study, the critically damped case is utilized and is considered to 
provide the most energy efficient constraint accelerations for the transient response by 
minimizing the oscillations. It is important to note that since Equation (4.15) already 
includes the derivatives of the constraints, it can be written in the same form as Equation 
(4.4), retaining the general form of the constraint equation. The new A(q(𝑡), q̇(𝑡), 𝑡) 
matrix and b(q(𝑡), q̇(𝑡), 𝑡) vector can be used in Equations (4.7)-(4.10) to give the 
closed-loop dynamics and the constraint forces and accelerations.  
To account for incorrect initial conditions for formation along the nadir direction, 
Equation (4.15) is used and the general constraint form, Equation (4.4), is obtained 
where, 
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A = I6        b =
[
 
 
 
 
 
 
 −𝛼1?̇?1(𝑡) − 𝛽1 (𝑥1(𝑡) − (
𝑚2
𝑚1+𝑚2
) 𝐿∗)
−𝛼2?̇?1(𝑡) − 𝛽2𝑦1(𝑡)
−𝛼3?̇?1(𝑡) − 𝛽3𝑧1(𝑡)
−𝛼4?̇?2(𝑡) − 𝛽4 (𝑥2(𝑡) + (
𝑚1
𝑚1+𝑚2
) 𝐿∗)
−𝛼5?̇?2(𝑡) − 𝛽5𝑦2(𝑡)
−𝛼6?̇?2(𝑡) − 𝛽6𝑧2(𝑡) ]
 
 
 
 
 
 
 
 
(4.18) 
 To account for incorrect initial conditions for formation with a constant separation 
distance, the constraint equation form, Equation (4.4), is obtained where, 
A(q(𝑡)) = [(𝜌1
(𝑡) − 𝜌2(𝑡))
𝑇
(𝜌2(𝑡) − 𝜌1(𝑡))
𝑇
𝑚1I3 𝑚2I3
] 
(4.19a) 
b(q(𝑡), q̇(𝑡))
=
[
 
 
 
 −
(?̇?1 − ?̇?2)
2 − (?̇?1 − ?̇?2)
2 − (?̇?1 − ?̇?2)
2 − 𝛼1?̇?𝐿 − 𝛽1(𝐿
2 − 𝐿∗2)
−𝛼2(𝑚1?̇?1 + 𝑚2?̇?2) − 𝛽2(𝑚1𝑥1 + 𝑚2𝑥2)
−𝛼3(𝑚1?̇?1 + 𝑚2?̇?2) − 𝛽3(𝑚1𝑦1 + 𝑚2𝑦2)
−𝛼4(𝑚1?̇?1 + 𝑚2?̇?2) − 𝛽4(𝑚1𝑧1 + 𝑚2𝑧2) ]
 
 
 
 
 
(4.19b) 
where the dependency on time has been suppressed and 
?̇? =
(𝑥1 − 𝑥2)(?̇?1 − ?̇?2) + (𝑦1 − 𝑦2)(?̇?1 − ?̇?2) + (𝑧1 − 𝑧2)(?̇?1 − ?̇?2)
𝐿
 
(4.20) 
where again the dependency on time has been suppressed. 
4.3 Maximum Constraint Charge Determining Logic 
Since the U-K equations of constrained motion provides constraint accelerations in 
all directions, the maximum acceleration due to Coulomb effects and the corresponding 
maximum charges are determined in this section. Since the internal direction, direction 
between the two agents, is deterministic, the unit vectors ?̂?𝑖𝑛𝑡,1(𝑡) and ?̂?𝑖𝑛𝑡,2(𝑡), pointing 
from the second agent to the first agent and vice versa, respectively, are determined by:  
?̂?𝑖𝑛𝑡,1(𝑡) =
𝜌1(𝑡) − 𝜌2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖
 
(4.21a) 
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?̂?𝑖𝑛𝑡,2(𝑡) = −?̂?𝑖𝑛𝑡,1(𝑡) (4.21b) 
 
 
Figure 4.1 Visualization of internal unit vector and maximum constraint charge 
determining logic. 
The reader is referred to Figure 4.1 for a visualization of the unit vectors. Next, the 
constraint accelerations are used to determine the constraint forces as: 
Fc,i(𝑡) = 𝑚𝑖ac,i(𝑡) = [
𝐹𝑐,𝑥𝑖(𝑡)
𝐹𝑐,𝑦𝑖(𝑡)
𝐹𝑐,𝑧𝑖(𝑡)
] 
(4.22) 
where the subscript 𝑖 = 1,2 denotes the index of the agents. Using the fact that a 
Coulomb force can only be attracting or repelling (formation internal) in nature, it is 
determined if Coulomb effects are even possible as a fuel efficient option by checking the 
condition: 
Fc,1(𝑡)
‖Fc,1(𝑡)‖
= −
Fc,2(𝑡)
‖Fc,2(𝑡)‖
 
(4.23) 
depending on the current position of the two agents, meaning the above condition will 
only be checked for the constraint forces in the ?̂?𝑟 direction if the two agents are along 
the nadir direction. Once the constraint forces are determined and the condition in 
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Equation (4.23) holds, the internal force due to each component of the U-K constraint 
force is determined by: 
𝐹𝑐,𝑥𝑖(𝑡) = 𝐹𝑐,𝑖𝑛𝑡,𝑥𝑖(𝑡)(?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?𝑟)   →   𝐹𝑐,𝑖𝑛𝑡,𝑥𝑖(𝑡) =
𝐹𝑐,𝑥𝑖(𝑡)
?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?𝑟
  
(4.24a) 
𝐹𝑐,𝑦𝑖(𝑡) = 𝐹𝑐,𝑖𝑛𝑡,𝑦𝑖(𝑡)(?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?𝜃)   →   𝐹𝑐,𝑖𝑛𝑡,𝑦𝑖(𝑡) =
𝐹𝑐,𝑦𝑖(𝑡)
?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?𝜃
 
(4.24b) 
𝐹𝑐,𝑧𝑖(𝑡) = 𝐹𝑐,𝑖𝑛𝑡,𝑧𝑖(𝑡)(?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?ℎ)   →   𝐹𝑐,𝑖𝑛𝑡,𝑧𝑖(𝑡) =
𝐹𝑐,𝑧𝑖(𝑡)
?̂?𝑖𝑛𝑡,𝑖(𝑡) • ?̂?ℎ
 
(4.24c) 
where 𝐹𝑐,𝑖𝑛𝑡,𝑥𝑖(𝑡) is obtained such that its projection on the ?̂?𝑟 axis is 𝐹𝑐,𝑥𝑖(𝑡), 𝐹𝑐,𝑖𝑛𝑡,𝑦𝑖(𝑡) 
is obtained such that its projection on the ?̂?𝜃 axis is 𝐹𝑐,𝑦𝑖(𝑡), and 𝐹𝑐,𝑖𝑛𝑡,𝑧𝑖(𝑡) is obtained 
such that its projection on the ?̂?ℎ axis is 𝐹𝑐,𝑧𝑖(𝑡). Once the internal forces due to each 
component of the constraint force are determined, the maximum force due to internal 
effects is obtained as: 
Fc,int,i(𝑡) = {𝐹𝑐,𝑖𝑛𝑡,𝑏𝑖(𝑡)?̂?𝑖𝑛𝑡,𝑖(𝑡)  ∋  ‖Fc,int,i(𝑡)‖ = min(|𝐹𝑐,𝑖𝑛𝑡,𝑏𝑖(𝑡)|)} (4.25) 
where the subscript 𝑏 = 𝑥, 𝑦, 𝑧 denotes the coordinate direction and 𝑖 = 1,2 denotes the 
index of the agent. Since the maximum charge on each agent is constrained, the 
maximum force due to Coulomb effects does not necessarily equal to the maximum force 
due to internal effects. According to (Murdoch, et al., 2008), a spacecraft with a mass of 
500 𝑘𝑔 charged to a potential of 20 𝑘𝑉 can hold a charge of ±12.51 𝜇𝐶. Hence, in this 
analysis, the saturation limit of the charge on each agent is set to 𝑞𝑚𝑎𝑥 = ±12.51 𝜇𝐶. 
Then, the maximum force due to Coulomb effects can be determined by: 
Fc,Qi(𝑡) = {Fc,int,i(𝑡) or ± 𝐹𝑐,𝑄𝑚𝑎𝑥(𝑡)?̂?𝑖𝑛𝑡,𝑖(𝑡)  ∋  ‖Fc,Qi(𝑡)‖
= min(‖Fc,int,i(𝑡)‖, 𝐹𝑐,𝑄𝑚𝑎𝑥)} (4.26) 
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where the “±” defines the nature of the internal forces, meaning positive for repelling and 
negative for attracting, Fc,Qi(𝑡) is the maximum constraint force on each agent due to 
Coulomb effects, and 𝐹𝑐,𝑄𝑚𝑎𝑥(𝑡) = 𝑘𝑐
𝑞𝑚𝑎𝑥
2
‖𝜌1(𝑡)−𝜌2(𝑡)‖2
𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)  is the maximum 
possible force due to Coulomb effects. Lastly, the maximum constraint charge product is 
determined by 𝑄𝑐(𝑡) = ±
‖Fc,Q(𝑡)‖
𝑘𝑐
‖𝜌1(𝑡) − 𝜌2(𝑡)‖
2𝑒
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)  and the maximum 
constraint charges on each agent are determined by: 
𝑞𝑐,1(𝑡) = √|𝑄𝑐(𝑡)| (4.27a) 
𝑞𝑐,2(𝑡) = {±√|𝑄𝑐(𝑡)|  ∋  𝑞𝑐,2(𝑡) > 0  ∀ 𝑄𝑐(𝑡) > 0, 𝑞𝑐,2(𝑡) < 0  ∀ 𝑄𝑐(𝑡) < 0 } (4.27b) 
Once the maximum constraint charge logic has been applied, the remaining 
constraint forces and accelerations which do not get replaced by the internal force can be 
calculated by: 
Fc,remi(𝑡) = Fc,i(𝑡) − Fc,Qi(𝑡) (4.28a) 
ac,remi(𝑡) =
Fc,remi(𝑡)
𝑚𝑖
 
(4.28b) 
where Fc,remi(𝑡) and ac,remi(𝑡) are the remaining constraint forces and accelerations that 
the thrusters still need to compensate for in order to satisfy the constraints and keep the 
agents on the desired formation. 
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5. Nonlinear Optimal Control 
In this chapter, two nonlinear optimal control techniques are designed to stabilize the 
dynamics of the Coulomb formation and satisfy the desired formation. The first optimal 
control technique is the nonlinear optimal tracking control using approximating 
sequences of Riccati equations (ASRE), which is implemented for formation along the 
nadir direction. The second optimal control technique is the nonlinear optimal control 
using SDRE with terminal constraints, which is implemented for formation with a 
constant separation distance. For both controllers, the control architecture is developed 
and the proof of global convergence is provided.  
5.1 Finite-Time Nonlinear Optimal Tracking Control Using ASRE 
In this section, a discussion of a nonlinear optimal tracking control using ASRE is 
presented, which is used to determine the optimal control inputs for formation along the 
nadir direction. In order to get a better grasp of the theory behind this nonlinear optimal 
tracking control, the optimal tracking control theory for linear time-varying systems is 
first developed. The interested reader may refer to (Cimen & Banks, 2004b) for details 
about the control algorithm for the nonlinear optimal control and also for details 
regarding the proof of convergence and the proof of optimality. 
5.1.1 Background 
To design an optimal tracking control for the nonlinear system, the linear classical 
optimal tracking control theory will first be summarized. Consider the linear time-varying 
controllable system defined as: 
Ẋ(𝑡) = A(𝑡)X(𝑡) + B(𝑡)U(𝑡),        X(𝑡0) = X0 (5.1) 
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where A(𝑡) is the square state matrix of appropriate dimensions, B(𝑡) is the input matrix 
of appropriate dimensions, X(𝑡) is the state vector, U(𝑡) is the input vector, and X0 is the 
initial state vector. The performance index: 
𝐽 =
1
2
(X(𝑡𝑓) − X
∗)
𝑇
W(X(𝑡𝑓) − X
∗)
+ 
1
2
∫ [(X(𝑡) − X∗)𝑇Q(X(𝑡) − X∗) + U𝑇(𝑡)RU(𝑡)]
𝑡𝑓
𝑡0
𝑑𝑡 
(5.2) 
 
 
is minimized over a finite horizon, where X∗ is a constant reference (desired) state vector, 
Q and W are constant positive semi-definite weighting matrices of appropriate 
dimensions, R is a constant positive definite weighting matrix, and 𝑡𝑓 is the fixed final 
time. The system Hamiltonian is defined as: 
H(X(𝑡), U(𝑡), λ(𝑡), 𝑡) =  
1
2
((X(𝑡) − X∗)𝑇Q(X(𝑡) − X∗) + U𝑇(𝑡)RU(𝑡))                                                         
+λ𝑇(𝑡)(A(𝑡)X(𝑡) +  B(𝑡)U(𝑡)) (5.3) 
where H(X(𝑡), U(𝑡), λ(𝑡), 𝑡) is the system Hamiltonian and λ(𝑡) is the co-state vector. 
The Euler-Lagrange equations can then be derived and the differential equation for the 
co-state vector takes the form: 
−λ̇(𝑡) =
𝜕H(X(𝑡), U(𝑡), λ(𝑡), 𝑡)
𝜕X(𝑡)
=  Q(X(𝑡) − X∗) + A𝑇(𝑡)λ(𝑡) 
(5.4) 
According to the Pontryagin’s minimum principle, the optimal control can be derived in 
the following form: 
𝜕H(X(𝑡), U(𝑡), λ(𝑡), 𝑡)
𝜕U(𝑡)
=  0 = RU(𝑡) + B𝑇(𝑡)λ(𝑡)  
→  U(𝑡) = −R−1B𝑇(𝑡)λ(𝑡) (5.5) 
Once again following the Euler-Lagrange equations, the boundary condition must satisfy: 
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λ(𝑡𝑓) =
𝜕𝜙
𝜕X(𝑡𝑓)
+ (
𝜕𝜓
𝜕X(𝑡𝑓)
)
𝑇
𝜈 
(5.6) 
since the final time is fixed, where 𝜙 is the terminal cost, also referred to as soft 
constraints, and 𝜓 is the terminal constraint, also referred to as hard constraints. Since we 
do not have any terminal constraints applied to the system and only soft constraints which 
are defined by the terminal cost in Equation (5.2), the terminal co-state vector can be 
determined as: 
λ(𝑡𝑓) = WX(𝑡𝑓) − WX
∗ (5.7) 
where V(𝑡𝑓) ≜ WX
∗. By applying the sweep method which assumes that the co-state 
vector holds the same form as Equation (5.7) at each time instead of just at the final time, 
λ(𝑡) = P(𝑡)X(𝑡) − V(𝑡) (5.8) 
where P(𝑡) is the solution of the Riccati-type matrix differential equation that satisfies 
the boundary condition P(𝑡𝑓) = W and V(𝑡) are the tracking states which satisfy the 
boundary condition V(𝑡𝑓) = WX
∗. Substituting Equation (5.8) into Equation (5.5) and 
taking the derivative of Equation (5.8) and equating it to Equation (5.4) yields the 
Riccati-type differential equation and the vector differential equation as: 
Ṗ(𝑡) = −P(𝑡)A(𝑡) − A𝑇(𝑡)P(𝑡) + P(𝑡)B(𝑡)R−1B𝑇(𝑡)P(𝑡) − Q (5.9a) 
V̇(𝑡) = −A𝑇(𝑡)V(𝑡) + P(𝑡)B(𝑡)R−1B𝑇(𝑡)𝑉(𝑡) − QX∗ (5.9b) 
where the differential equations must be solved simultaneously backwards in time with 
final conditions described previously. Finally, the complete closed-loop system becomes: 
Ẋ(𝑡) = (A(𝑡) − B(𝑡)R−1B𝑇(𝑡)P(𝑡))X(𝑡) + B(𝑡)R−1B𝑇(𝑡)𝑉(𝑡),  X(𝑡0) = X0 (5.10) 
This completes the classical linear time-varying optimal control theory. 
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5.1.2 Control Architecture 
In order to design an optimal controller for the nonlinear system, consider the 
nonlinear time-varying system with control-affine inputs as: 
Ẋ(𝑡) = G(X(𝑡), 𝑡) + B(X(𝑡), 𝑡)U(𝑡),        X(𝑡0) = X0 (5.11) 
where G(X(𝑡), 𝑡) ∶  ℝ12 × ℝ+ → ℝ12, B(X(𝑡), 𝑡)  ∈ ℝ12×7 is the state-dependent input 
matrix,  X(𝑡) = [𝜌1
𝑇(𝑡) ?̇?1
𝑇(𝑡) 𝜌2
𝑇(𝑡) ?̇?2
𝑇(𝑡)]𝑇 ∈ ℝ12 is the state vector, U(𝑡) =
[𝑢𝑥,1(𝑡) 𝑢𝑦,1(𝑡) 𝑢𝑧,1(𝑡) 𝑢𝑥,2(𝑡) 𝑢𝑦,2(𝑡) 𝑢𝑧,2(𝑡) 𝑄(𝑡)]𝑇  ∈ ℝ7 is the input 
vector, and X0 is the initial state vector. The unit for the thruster input accelerations, 
𝑢𝑏,𝑖(𝑡), is 𝑚/𝑠
2 where 𝑏 = 𝑥, 𝑦, 𝑧 denotes the coordinate direction and 𝑖 = 1,2 denotes 
the index of the agent. Without loss of generality, the magnitudes of the first and second 
agents’ charges are considered to be equal, |𝑞1(𝑡)| = |𝑞2(𝑡)|, and 𝑄(𝑡) = 𝑞1(𝑡)𝑞2(𝑡) is 
the charge product with units of 𝐶2. The non-unique state-dependent coefficient (SDC) 
parameterization (or extended linearization) of the system can be written as: 
Ẋ(𝑡) = A(X(𝑡), 𝑡)X(𝑡) + B(X(𝑡), 𝑡)U(𝑡),        X(𝑡0) = X0 (5.12) 
which is equivalent to the expression given in Equation (5.11), only SDC 
parameterization is performed. For the most part, the SDC parameterization is such that 
the vector X(𝑡) was factored to prepare the A(X(𝑡), 𝑡) ∈ ℝ12×12 matrix. Note that in the 
equation of motion of the first agents in the 𝑥-direction, Equation (2.14a), there exist two 
nonhomogeneous terms that do not have any explicit state or input. From those terms, the 
state 𝑥1(𝑡) is factored to prepare the A(X(𝑡), 𝑡) matrix. Similarly, the state 𝑥2(𝑡) is 
factored from the nonhomogeneous terms in the 𝑥-direction of the second agent, 
Equation (2.15a). The reason the 𝑥𝑖(𝑡) state is factored rather than any other state is 
because, since the desired formation is along the nadir direction meaning that the desired 
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formation tracks a nonzero value of the 𝑥𝑖(𝑡) state, then any numerical singularities 
would be avoided at the steady-state response. Also, it is important to mention that even 
if the 𝑥𝑖(𝑡) cross the ?̂?𝑟 axis, the singularities are avoided because the tolerances set in 
the numerical integration are kept very small and the 𝑥𝑖(𝑡) state never exactly equals 
zero. The SDC parameter A(X(𝑡), 𝑡) and the input matrix B(X(𝑡), 𝑡) are represented as: 
A(X(𝑡), 𝑡) = [
03×3 I3 03×3 03×3
A21(X(𝑡), 𝑡) A22(𝑡) 03×3 03×3
03×3 03×3 03×3 I3
03×3 03×3 A43(X(𝑡), 𝑡) A44(𝑡)
] 
(5.13a) 
B(X(𝑡), 𝑡) =
[
 
 
 
03×3 03×3 03×1
I3 03×3 B𝑄,1(X(𝑡), 𝑡)
03×3 03×3 03×1
03×3 I3 B𝑄,2(X(𝑡), 𝑡)]
 
 
 
    where, 
(5.13b) 
A21(X(𝑡), 𝑡)
=
[
 
 
 
 
 
 𝑓?̇?
2(𝑡) −
𝜇
𝑟𝑑,1
3 (𝑡)
(1 +
𝑟𝑐(𝑡)
𝑥1(𝑡)
) +
𝜇
𝑟𝑐2(𝑡)𝑥1(𝑡)
−2𝑓?̇?(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
0
2𝑓?̇?(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
𝑓?̇?
2(𝑡) −
𝜇
𝑟𝑑,1
3 (𝑡)
0
0 0 −
𝜇
𝑟𝑑,1
3 (𝑡)]
 
 
 
 
 
 
 
(5.14a) 
A43(X(𝑡), 𝑡)
=
[
 
 
 
 
 
 𝑓?̇?
2(𝑡) −
𝜇
𝑟𝑑,2
3 (𝑡)
(1 +
𝑟𝑐(𝑡)
𝑥2(𝑡)
) +
𝜇
𝑟𝑐2(𝑡)𝑥2(𝑡)
−2𝑓?̇?(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
0
2𝑓?̇?(𝑡)
?̇?𝑐(𝑡)
𝑟𝑐(𝑡)
𝑓?̇?
2(𝑡) −
𝜇
𝑟𝑑,2
3 (𝑡)
0
0 0 −
𝜇
𝑟𝑑,2
3 (𝑡)]
 
 
 
 
 
 
 
(5.14b) 
A22(𝑡) = A44(𝑡) = [
0 2𝑓?̇?(𝑡) 0
−2?̇?𝑐(𝑡) 0 0
0 0 0
] 
(5.14c) 
33 
 
B𝑄,1(X(𝑡), 𝑡) =
[
 
 
 
 
 
 
𝑘𝑐
𝑚1
𝑥1(𝑡) − 𝑥2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)
𝑘𝑐
𝑚1
𝑦1(𝑡) − 𝑦2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)
𝑘𝑐
𝑚1
𝑧1(𝑡) − 𝑧2(𝑡)
‖𝜌1(𝑡) − 𝜌2(𝑡)‖3
𝑒
−
‖𝜌1(𝑡)−𝜌2(𝑡)‖
𝜆𝑑(𝑡)
]
 
 
 
 
 
 
 
(5.14d) 
B𝑄,2(X(𝑡), 𝑡) =
[
 
 
 
 
 
 
𝑘𝑐
𝑚2
𝑥2(𝑡) − 𝑥1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)
𝑘𝑐
𝑚2
𝑦2(𝑡) − 𝑦1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)
𝑘𝑐
𝑚2
𝑧2(𝑡) − 𝑧1(𝑡)
‖𝜌2(𝑡) − 𝜌1(𝑡)‖3
𝑒
−
‖𝜌2(𝑡)−𝜌1(𝑡)‖
𝜆𝑑(𝑡)
]
 
 
 
 
 
 
 
(5.14e) 
Since the system is nonlinear and state-dependent, the optimal solution and 
control are obtained by the ASRE control technique. First the system is defined by the 
following sequences of linear time-varying (LTV) approximations as (Cimen & Banks, 
2014a; Cimen & Banks, 2014b): 
Ẋ[𝑘](𝑡) = A(X[𝑘−1](𝑡), 𝑡)X[𝑘](𝑡) + B(X[𝑘−1](𝑡), 𝑡)U[𝑘](𝑡),        X[𝑘](𝑡0) = X0 (5.15) 
where 𝑘 = 1,2, … is the iteration number. In order to design the optimal tracking control, 
the corresponding performance index of the LTV approximations: 
𝐽[𝑘] =
1
2
(X[𝑘](𝑡𝑓) − X
∗)
𝑇
W(X[𝑘](𝑡𝑓) − X
∗)
+ 
1
2
∫ [(X[𝑘](𝑡) − X∗)
𝑇
Q(X[𝑘](𝑡) − X∗)
𝑡𝑓
𝑡0
+ U[𝑘]
𝑇
(𝑡)R (X[𝑘−1](𝑡))U[𝑘](𝑡)] 𝑑𝑡 (5.16) 
is minimized over the finite horizon [𝑡0, 𝑡𝑓] for 𝑘 ≥ 0 where X
∗ =
[𝜌1
∗𝑇 03×1
𝑇 𝜌2
∗𝑇 03×1
𝑇 ]
𝑇
 is the desired state vector, Q,W ≥ 0 are 12 × 12 constant 
positive-semidefinite weighting matrices, and R (X[𝑘−1](𝑡)) > 0 is a 7 × 7 positive-
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definite weighting matrix. The stability analysis provided in (Cimen & Banks, 2004b) is 
still valid for a time-varying R (X[𝑘−1](𝑡)) matrix because X[𝑘−1](𝑡) is bounded and 
therefore R (X[𝑘−1](𝑡)) is bounded. It is important to note that for the first approximating 
sequence, 𝑘 = 0, the system is represented by the approximation: 
Ẋ[0](𝑡) = A(X0, 𝑡)X
[0](𝑡) + B(X0, 𝑡)U
[0](𝑡),        X[0](𝑡0) = X0 (5.17) 
Similar to the optimal tracking problem for LTV systems defined in Section 5.1.1, the 
optimal tracking control law is given in the form: 
U[𝑘](𝑡) = −R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)P[𝑘](𝑡)X[𝑘](𝑡) +
R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)V[𝑘](𝑡)        (5.18) 
where the solution of the ASRE, P[𝑘](𝑡), and the solution of the tracking states, V[𝑘](𝑡), 
are inspired by the linear optimal control theory and obtained by the differential 
equations: 
Ṗ[𝑘](𝑡) = −P[𝑘](𝑡)A(X[𝑘−1](𝑡), 𝑡) − A𝑇(X[𝑘−1](𝑡), 𝑡)P[𝑘](𝑡) +
P[𝑘](𝑡)B(X[𝑘−1](𝑡), 𝑡)R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)P[𝑘](𝑡) − Q (5.19a) 
V̇[𝑘](𝑡) = −A𝑇(X[𝑘−1](𝑡), 𝑡)V[𝑘](𝑡) +
P[𝑘](𝑡)B(X[𝑘−1](𝑡), 𝑡)R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)V[𝑘](𝑡) − QX∗ (5.19b) 
respectively. Note that Equation (68) is integrated backwards in time from 𝑡𝑓 to 𝑡0 with 
final conditions P[𝑘](𝑡𝑓) = W and V
[𝑘](𝑡𝑓) = WX
∗. Then, the optimal solution for the 
closed-loop systems becomes the limit as 𝑘 → ∞ of the linear time-varying differential 
equation: 
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Ẋ[𝑘](𝑡) = A(X[𝑘−1](𝑡), 𝑡)X[𝑘](𝑡) −
                    B(X[𝑘−1](𝑡), 𝑡)R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)P[𝑘](𝑡)X[𝑘](𝑡) +
                    B(X[𝑘−1](𝑡), 𝑡)R−1 (X[𝑘−1](𝑡)) B𝑇(X[𝑘−1](𝑡), 𝑡)V[𝑘](𝑡),        
X[𝑘](𝑡0) = X0 (5.20)       
5.1.3 Proof of Global Convergence of ASRE Control Design 
In order to show the convergence of this technique globally to the optimal solution, 
two proofs are presented in (Cimen & Banks, 2004b). In this section, a summary is 
provided of the proof of global convergence only. For the proof of optimality and 
convergence to the optimal solution, please refer to (Cimen & Banks, Nonlinear Optimal 
Tracking Control with Application to Super-Tankers for Autopilot Design, 2004b) where 
they prove that lim
𝑘→∞
‖X[𝑘](𝑡) − X[𝑘−1](𝑡)‖ = 0. The proof of global convergence which 
proves that the coupled Equations (5.18)-(5.20) converge under certain conditions on 
A(X(𝑡), 𝑡) and B(X(𝑡), 𝑡) (i.e. each operator is bounded and locally Lipschitz). Suppose 
that Ω[𝑘−1](𝑡, 𝑡0) and Ω
[𝑘−2](𝑡, 𝑡0) denote the state transition matrices generated by 
A(X[𝑘−1](𝑡), 𝑡) and A(X[𝑘−2](𝑡), 𝑡), respectively, and Ω[𝑘−1](𝑡0, 𝑡0) = Ω
[𝑘−2](𝑡0, 𝑡0) = I. 
Then the state transition matrix satisfies: 
‖Ω[𝑘−1](𝑡, 𝑡0)‖ ≤ exp [∫ 𝛾 (A(X
[𝑘−1](𝜏), 𝜏)) 𝑑𝜏
𝑡
𝑡0
] 
(5.21)       
where 𝛾 denotes the measure of the matrix A(X(𝑡), 𝑡). Next, an estimation is required for 
Ω[𝑘−1](𝑡, 𝑡0) and Ω
[𝑘−2](𝑡, 𝑡0) which follows: 
‖Ω[𝑘−1](𝑡, 𝑡0) − Ω
[𝑘−2](𝑡, 𝑡0)‖ ≤ 𝜅𝑒
𝛾0(𝑡−𝑡0)(𝑡 − 𝑡0)𝜁
[𝑘−1](𝑡) (5.22)       
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where 𝛾0 is the bound of the measure of the matrix A(X(𝑡), 𝑡) and satisfies 
𝛾(A(X(𝑡), 𝑡)) ≤ 𝛾0, 𝜅 is the Lipschitz constant that satisfies ‖A(X(𝑡1), 𝑡1) −
A(X(𝑡2), 𝑡2)‖ ≤ 𝜅‖X(𝑡1) − X(𝑡2)‖, and 𝜁
[𝑘](𝑡) ≜ sup
𝑠∈[𝑡0,𝑡]
(‖X[𝑘](𝑠) − X[𝑘−1](𝑠)‖). Now 
consider writing X[𝑘](𝑡) − X[𝑘−1](𝑡) in the form: 
𝑑
𝑑𝑡
[X[𝑘](𝑡) − X[𝑘−1](𝑡)]
= A(X[𝑘−1](𝑡), 𝑡)[X[𝑘](𝑡) − X[𝑘−1](𝑡)]
+ [A(X[𝑘−1](𝑡), 𝑡) − A(X[𝑘−2](𝑡), 𝑡)]X[𝑘−1](𝑡) (5.23)       
Using the variation of constants formula, we obtain: 
X[𝑘](𝑡) − X[𝑘−1](𝑡)
= ∫ Ω[𝑘−1](𝑡, 𝑠)[A(X[𝑘−1](𝑠), 𝑠)
𝑡
𝑡0
− A(X[𝑘−2](𝑠), 𝑠)] Ω[𝑘−2](𝑠, 𝑡0)X0 𝑑𝑠 (5.24)       
Since X[𝑘](𝑡) − X[𝑘−1](𝑡) = [Ω[𝑘−1](𝑡, 𝑡0) − Ω
[𝑘−2](𝑡, 𝑡0)]X0 and using Equation (5.24), 
we can prove the global convergence of this iterative method by: 
‖Ω[𝑘−1](𝑡, 𝑡0) − Ω
[𝑘−2](𝑡, 𝑡0)‖
≤ ‖Ω[𝑘−1](𝑡, 𝑠)‖‖A(X[𝑘−1](𝑠), 𝑠)
− A(X[𝑘−2](𝑠), 𝑠)‖‖Ω[𝑘−2](𝑠, 𝑡0)‖  
≤ 𝜅 ∫ exp [∫ 𝛾0
𝑡
𝑡0
𝑑𝜏] ‖X[𝑘−1](𝑠) − X[𝑘−2](𝑠)‖
𝑡
𝑡0
𝑑𝑠
≤ 𝜅𝑒𝛾0(𝑡−𝑡0)(𝑡 − 𝑡0)𝜁
[𝑘−1](𝑡) (5.25)       
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which completes the proof. A detailed derivation of the proof of global convergence for 
the optimal tracking control is provided in (Cimen & Banks, 2004b) and for the optimal 
regulator, it is provided in (Cimen & Banks, 2004a). 
5.1.4 Stability Analysis of Linear Time-Periodic Systems using Floquet 
Theorem 
Since the equations of formation flight in elliptic orbits are time-periodic, the 
stability of time-periodic systems can be analyzed through the Floquet theorem (Sinha, 
1997). The Floquet theorem states that the eigenvalues of the fundamental solution 
matrix evaluated at the period must lie inside the unit circle for the system to be stable. 
The reader is referred to Figure 5.1 for a visual description of where the eigenvalues must 
lie for the linear time-periodic (LTP) system to be stable as compared to an LTI system, 
where the eigenvalues must lie in the left half plane for stability. In Figure 5.1, Re 
denotes the real axis and Im denotes the imaginary axis. The fundamental solution matrix 
evaluated at the period is also known as the monodromy matrix. According to the Floquet 
theory, consider a linearized system: 
Ẋ(𝑡) = A(𝑡)X(𝑡) (5.26) 
where A(𝑡) is 𝑇-periodic. Checking the signs of the real parts of the eigenvalues of A(𝑡) 
is not realiable for stability analysis. Thus the fundamental solution matrix Ω(𝑡) is used 
which satisfies the linear equation in Equation (5.26) 
Ω̇(𝑡) = A(𝑡)Ω(𝑡) (5.27) 
Then Ω(𝑇) is called the monodromy matrix whose eigenvalues, Floquet multiplers, must 
lie inside the unit circle in the complex plane for the system to be stable. The properties 
of the fundamental solution matrix are defined as: 
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Ω(0) = I (5.28a) 
δX(𝑡) = Ω(𝑡)Ω−1(𝑡0)δX(𝑡0) (5.28b) 
δX(𝑡) = Ω(𝑡)δX(𝑡0)     for 𝑡0 = 0 (5.28c) 
 
Figure 5.1 Stability criteria for LTI and LTP systems.  
In general, this matrix has the form of: 
Ω(𝑡) = I + ∫ A(𝜏)𝑑𝜏
𝑡
0
+ ∫ A(𝜏1)∫ A(𝜏2)
𝜏1
0
𝑑𝜏2
𝑡
0
𝑑𝜏1 + ⋯ 
(5.29) 
Since the system is evaluated as LTV approximations and the system becomes 
time-periodic once the desired formation is achieved, the stability analysis using the 
Floquet theorem can be applied. (Sinha, 1997) showed the evaluation of the Floquet 
multipliers for a nonlinear time-periodic system. To evaluate the stability, the system of 
LTV approximations is first written in the form of error dynamics as: 
Ė[𝑘](𝑡) = A(E[𝑘−1](𝑡), 𝑡)E[𝑘](𝑡) + B(E[𝑘−1](𝑡), 𝑡)U[𝑘](𝑡), E[𝑘](𝑡0) = X0 − X
∗ (5.30) 
where E[𝑘](𝑡) = X[𝑘](𝑡) − X∗ is the tracking error. Then, the error dynamics are written 
in terms of the fundamental solution as: 
Ė[𝑘](𝑡) = Ω[𝑘](𝑡)Ω[𝑘]
−1
(𝑡0)E
[𝑘](𝑡0) (5.31) 
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where Ω[𝑘](𝑡0) = I. Since the fundamental solution matrix defined in Equation (5.31) is 
used to propagate the error dynamics, the columns of the fundamental solution matrix are 
also written in the form of error dynamics as: 
Ω𝑛
[𝑘](𝑡) = ξ 𝑛
[𝑘](𝑡) − X∗ (5.32) 
where Ω𝑛
[𝑘](𝑡) (𝑛 = 1,2, … ,12) is the 𝑛-th column of the fundamental solution matrix and 
ξ[𝑘](𝑡) is the fundamental solution matrix for the tracking dynamics. The differential 
equation which propagates the ξ 𝑛
[𝑘](𝑡) vector to track ξ 𝑛
∗ (𝑡) = X∗ is: 
ξ̇ 𝑛
[𝑘](𝑡) = A (ξ 𝑛
[𝑘](𝑡), 𝑡) ξ 𝑛
[𝑘](𝑡)
− B (ξ 𝑛
[𝑘](𝑡), 𝑡) R−1 (ξ 𝑛
[𝑘](𝑡)) B𝑇 (ξ 𝑛
[𝑘](𝑡), 𝑡) P[𝑘](𝑡)ξ 𝑛
[𝑘](𝑡)
+ B (ξ 𝑛
[𝑘](𝑡), 𝑡) R−1 (ξ 𝑛
[𝑘](𝑡)) B𝑇 (ξ 𝑛
[𝑘](𝑡), 𝑡) V[𝑘](𝑡),
ξ 𝑛
[𝑘](𝑡0) = Ω𝑛(𝑡0) + X
∗ (5.33) 
Once the state transition matrix of the error dynamics is determined, its eigenvalues 
can be evaluated at the orbital period. These eigenvalues must lie inside the unit circle for 
the system to be stable. 
5.2 Finite-Time Nonlinear Optimal Control with Terminal Constraints 
In this section, a near optimal finite-time state-dependent Riccati equation (SDRE) 
based method using dynamic programming is described, which is used for formation with 
a constant separation distance. This method is motivated from the pointwise fusion of the 
LQ-type terminal controller design. This method uses the Hamilton-Jacobi-Bellman 
(HJB) equation for the pseudo-linear system subject to terminal point constraint or 
hyperplane. The reader is referred to (Geng, Li, Guo, & Biggs, 2019) for details 
regarding the derivation of the equations and for the stability analysis of this control 
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design. The stability of such a controller is paramount for this analysis since it guarantees 
the convergence to the terminal constraint. First, theory behind the control design will be 
developed and later the proof of global convergence will be provided. 
5.2.1 Control Architecture 
In order to design a nonlinear optimal control with nonlinear terminal constraints, 
the system is represented as the non-unique SDC parameterization of the nonlinear 
system defined in Equation (5.12), where the SDC parameter A(X(𝑡), 𝑡) and the input 
matrix B(X(𝑡), 𝑡) are defined in Equations (5.13) and (5.14).  
In order to design an optimal controller, the performance index minimizing the 
control inputs is defined as: 
𝐽 =  
1
2
∫ U𝑇(𝑡)RU(𝑡)
𝑡𝑓
𝑡0
𝑑𝑡 (5.34) 
where R > 0 is a 7 × 7 constant positive-definite weighting matrix. The nonlinear 
terminal constraints to achieve and maintain a constant separation distance are defined as: 
Ψ(X(𝑡𝑓)) − Ψ
∗ = 0 (5.35) 
where Ψ(X(𝑡𝑓))  ∈ ℝ
𝑝 is the terminal constraint evaluated at the final time, Ψ∗ ∈ ℝ𝑝 is 
the desired value of the terminal constraint, and 𝑝 is the total number of constraints. The 
reason the performance index is chosen with no dependency on the states is because it 
gives the agents the flexibility to rotate relative to each other. Since Ψ(•) is nonlinear, 
hypersurface constraint, the Taylor's series expansion is used to obtain the pseudo-linear 
terminal constraints by retaining only the first order terms. The pseudo-linear constraints 
are defined as: 
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Ψ(X(𝑡𝑓)) = C̅X(𝑡𝑓) = Ψ̅
∗ (5.36) 
where C̅ =
𝑑
𝑑X(𝑡)
Ψ(X(𝑡)) is a Jacobian evaluated at the current time and Ψ̅∗ = Ψ∗ +
C̅X(𝑡) − Ψ(X(𝑡)). For the formation with a constant separation distance, the terminal 
constraints are: 
Ψ(X(𝑡𝑓)) − Ψ
∗ = [
𝐿(𝑡)
?̇?(𝑡)
𝑚1𝜌1(𝑡) + 𝑚2𝜌2(𝑡)
] − [
𝐿∗
0
03×1
] = 0 
(5.37) 
Linearizing the constraints in Equation (5.37) yields: 
C̅(𝑡) = [
C11(𝑡) 01×3 C13(𝑡) 01×3
C21(𝑡) C22(𝑡) C23(𝑡) C24(𝑡)
𝑚1I3 03×3 𝑚2I3 03×3
] 
(5.38a) 
Ψ̅∗ = [
𝐿∗
0
03×1
] + C̅(𝑡)X(𝑡) − [
𝐿(𝑡)
?̇?(𝑡)
𝑚1𝜌1(𝑡) + 𝑚2𝜌2(𝑡)
]    where, 
(5.38b) 
C11(𝑡) = C22(𝑡) = −C13(𝑡) = −C24(𝑡) =
1
𝐿(𝑡)
(𝜌1(𝑡) − 𝜌2(𝑡))
𝑇
 
(5.39a) 
C21(𝑡) = −C23(𝑡) =
1
𝐿(𝑡)
(?̇?1(𝑡) − ?̇?2(𝑡))
𝑇
−
?̇?(𝑡)
𝐿2(𝑡)
(𝜌1(𝑡) − 𝜌2(𝑡))
𝑇
 
(5.39b) 
Based on the HJB theory, the Hamiltonian is formulated as: 
−
𝜕𝐽∗
𝜕𝑡
= H(X(𝑡), U(𝑡), λ(𝑡), 𝑡) = 
1
2
U𝑇(𝑡)RU(𝑡) + λ𝑇(𝑡)(A(X(𝑡), 𝑡)X(𝑡) +
 B(X(𝑡), 𝑡)U(𝑡)) 
(5.40) 
where 𝐽∗ is the optimal cost-to-go function defined as: 
𝐽∗ = infU(t)
1
2
∫ U𝑇(𝑡)RU(𝑡)
𝑡𝑓
𝑡0
𝑑𝑡  (5.41) 
According to the Pontryagin’s minimum principle, the optimal control can be derived 
similar to Equation (5.5) in the following form: 
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U(𝑡) = −R−1B𝑇(X(𝑡), 𝑡)λ(𝑡) (5.42) 
The boundary condition, or transverality condition, which satisfies the terminal 
constraints is defined as: 
λ(𝑡𝑓) =
𝜕𝜙
𝜕X(𝑡𝑓)
+ (
𝜕Ψ
𝜕X(𝑡𝑓)
)
𝑇
𝜈 (5.43) 
where ν is the vector of terminal Lagrange multipliers to guarantee that the system 
satisfies the terminal constraints.   
The centerpiece of dynamic programming is to determine the optimal cost-to-go 
function, which is extremely difficult to solve. The SDRE-based method rebuilds the 
nonlinear system in terms of a pseudo-linear form and thus the linear quadratic regulator 
(LQR) theory can be used to design the optimal controller. Motivated by the linear 
optimal control theory, the cost-to-go function can be estimated up to the quadratic terms 
in X(𝑡) and ν(𝑡) associated with time-dependent gains as: 
𝐽∗ = 
1
2
X𝑇(𝑡)S0(𝑡)X(𝑡) +
1
2
ν𝑇(𝑡)V0(𝑡)ν(𝑡) + ν
𝑇(𝑡)P0(𝑡)X(𝑡) + S1
𝑇(𝑡)X(𝑡)
+ V1
𝑇(𝑡)ν(𝑡) + 𝑃1(𝑡) 
(5.44) 
where 𝐽∗ is the estimated cost-to-go function, and S0(𝑡) ∈ ℝ
12×12, V0(𝑡) ∈ ℝ
𝑝×𝑝, P0(𝑡) ∈
ℝ𝑝×12, S1(𝑡) ∈ ℝ
12, V1(𝑡) ∈ ℝ
𝑝, and 𝑃1 ∈ ℝ are gain matrices and vectors. Since the 
derivative of the cost-to-go function with respect to the states provides the co-state 
vector,  
λ(𝑡) =
𝜕𝐽∗
𝜕X(𝑡)
= S0(𝑡)X(𝑡) + P0
𝑇(𝑡)X(𝑡) + S1(𝑡) (5.45) 
we can obtain the near-optimal control law as: (Sharma & York, 2018) 
U(𝑡) = −R−1B𝑇(X(𝑡), 𝑡)(S0(𝑡)X(𝑡) + P0
𝑇(𝑡)X(𝑡) + S1(𝑡)) (5.46) 
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Furthermore, the terminal Lagrange multipliers follow: 
𝜕𝐽∗
𝜕ν
= 0  →   ν = −V0
−1(𝑡)(P0(𝑡)X(𝑡) + V1(𝑡))  (5.47) 
The next step is to determine the time-varying gain matrices of the estimated cost-
to-go function in Equation (5.44). Substituting Equations (5.44)-(5.46) into Equation 
(5.40) with some combinations, the Hamiltonian can be written as: 
−
𝜕𝐽∗
𝜕𝑡
=  −
1
2
X𝑇Ṡ0X −
1
2
ν𝑇V̇0ν − ν
𝑇Ṗ0X − X
𝑇 Ṡ1 − ν
𝑇V̇1 − ?̇?1
=
1
2
 X𝑇(−S0BR
−1B𝑇S0 + S0A + A
𝑇S0)X
− 
1
2
 ν𝑇P0BR
−1B𝑇P0
𝑇ν + ν𝑇(−P0BR
−1B𝑇S0 + P0A)X
+ X𝑇(−S0
𝑇BR−1B𝑇S1 + A
𝑇S1) + ν
𝑇(−P0BR
−1B𝑇S1)
−
1
2
S1
𝑇BR−1B𝑇S1 (5.48) 
where the dependency on time and states has been suppressed for readability. Equating 
the coefficients of the left hand side and the ride hand side of Equation (5.48), the time-
varying gain matrices can be calculated as: 
Ṡ0 = −S0(𝑡)A(X(𝑡), 𝑡) − A
𝑇(X(𝑡), 𝑡)S0(𝑡)
+ S0(𝑡)B(X(𝑡), 𝑡)R
−1B𝑇(X(𝑡), 𝑡)S0(𝑡) (5.49a) 
V̇0(𝑡) = P0(𝑡)B(X(𝑡), 𝑡)R
−1B𝑇(X(𝑡), 𝑡)P0
𝑇(𝑡) (5.49b) 
Ṗ0(𝑡) = −P0(𝑡)A(X(𝑡), 𝑡) + P0(𝑡)B(X(𝑡), 𝑡)R
−1B𝑇(X(𝑡), 𝑡)S0(𝑡) (5.49c) 
Ṡ1(𝑡) = −A
𝑇(X(𝑡), 𝑡)S1(𝑡) + S0
𝑇(𝑡)B(X(𝑡), 𝑡)R−1B𝑇(X(𝑡), 𝑡)S1(𝑡) (5.49d) 
V̇1(𝑡) = P0(𝑡)B(X(𝑡), 𝑡)R
−1B𝑇(X(𝑡), 𝑡)S1(𝑡) (5.49e) 
?̇?1(𝑡) =
1
2
S1
𝑇(𝑡)B(X(𝑡), 𝑡)R−1B𝑇(X(𝑡), 𝑡)S1(𝑡) (5.49f) 
44 
 
 These derivatives of the gain matrices form a group of differential equations that 
need to be integrated simultaneously backward in time. To obtain the value of the gain 
matrices at each time-step, the boundary conditions at 𝑡𝑓 must be given. Using the 
transverality condition in Equation (5.43), along with Equations (5.44) and (5.45), the 
equation: 
S0(𝑡𝑓)X(𝑡𝑓) + P0
𝑇(𝑡𝑓)ν + S1(𝑡𝑓) = C̅𝜈 (5.50) 
is generated and then the boundary conditions of S0, P0, and S1 can be derived as 
S0(𝑡𝑓) = 012×12, P0(𝑡𝑓) = C̅, and S1(𝑡𝑓) = 012×1. Substituting Equation (5.44) into 
Equation (5.47) yields: 
V0(𝑡𝑓)ν + P0(𝑡𝑓)X(𝑡𝑓) + V1(𝑡𝑓) = 0 (5.51) 
Recalling that C̅X(𝑡𝑓) = Ψ̅
∗ and P0(𝑡𝑓) = C̅, the boundary conditions of V0 and V1 are 
obtained as V0(𝑡𝑓) = 0𝑝×𝑝 and V1(𝑡𝑓) = −Ψ̅
∗. Since there is no terminal cost and only 
terminal constraints are applied to the system, the boundary condition of 𝑃1 can be 
obtained as 𝑃1(𝑡𝑓) = 0. 
Note that since the A(X(𝑡), 𝑡) and B(X(𝑡), 𝑡) matrices are state dependent, the 
backwards integration of Equation (5.49) is not possible because the states are not known 
ahead of time. To remedy this problem, the states are frozen at the current time for this 
backwards integration from 𝑡𝑓 to the current time. Hence, at each time step, the group of 
differential equations in Equation (5.49) are simultaneously integrated backwards in time 
from 𝑡𝑓 to the current time 𝑡, and the control law is evaluated and used for the current 
time only using Equation (5.46). Then for the next time step, the group of differential 
equations must again be integrated backwards from 𝑡𝑓 to the new current time using the 
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new current state values. Since we assume that the states are constant in the backwards 
integration, this method leads to a near-optimal trajectory. 
It is important to note that using the method described above, the constraints are 
only satisfied at the final time, 𝑡𝑓. Since we desire the constraints to be satisfied at all 
times, other than the transient response, the system is assumed to be a series of fixed-
time, finite-horizon, optimal controls where the first horizon is for the transient response. 
Hence, the value of the first horizon determines the settling time of the system, ℎ1 = 𝑡𝑠, 
where ℎ1 is the final time of the first horizon and 𝑡𝑠 is the settling time of the system. 
Therefore, Equation (5.49) is integrated back from ℎ1 to the current simulation time, 𝑡, 
where the initial- and final-time for the first horizon are 𝑡0 and ℎ1, respectively, and 𝑡0 ≤
𝑡 < ℎ1 for the first horizon. Once the constraints are satisfied at the end of the first 
horizon, to keep the constraints satisfied at all time-steps after the first horizon, the size 
of the following horizons are the same as the size of the time step, ℎ𝑚 ≤ 𝑡 < ℎ𝑚+1(𝑚 =
1,2, . . . , 𝑀) where ℎ𝑚+1 − ℎ𝑚 is the time-step and ℎ𝑀 = 𝑡𝑓. Please refer to Figure 5.2 for 
a visual description of the horizons and the fixed-time optimal controls. 
 
Figure 5.2 Sequences of fixed-time optimal control. 
5.2.2 Proof of Global Convergence 
In this section, the stability of the controller design is presented using Lyapnuov’s 
stability proof. Lyapunov stability requires that an energy-like positive definite matrix for 
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the system must be defined which is a function of the states. Then, if it can be proven that 
the time derivative of this Lyapunov function is negative definite, the system would 
consequently be asymptotically stable. To prove stability of the SDRE based controller 
with terminal constraints, consider a positive definite Lyapunov-like function candidate 
(Geng, Li, Guo, & Biggs, 2019): 
𝒱(t) = −
1
2
(P0(t)X(t) + V1(t))
T
V0
−1(t)(P0(t)X(t) + V1(t)) (5.52) 
where V0(t) is a symmetric negative definite matrix. Taking the time derivative of 
Equation (5.52) yields: 
?̇?(t) = −(P0(t)X(t) + V1(t))
T
V0
−1(t) (Ṗ0(t)X(t) + P0(t)Ẋ(t) + V̇1(t))
−
1
2
(P0(t)X(t) + V1(t))
T dV0
−1(t)
dt
 (P0(t)X(t) + V1(t)) (5.53) 
Substituting Equations (5.46) and (5-49) into Equation (5.53) yields: 
?̇?(t) = (P0(t)X(t) + V1(t))
T
V0
−1(t)P0(t)B(X(t), t)R
−1BT(X(t), t)P0
T(t)ν
−
1
2
(P0(t)X(t) + V1(t))
T dV0
−1(t)
dt
 (P0(t)X(t) + V1(t)) (5.54) 
Furthermore, substituting Equation (5.47) into Equation (5.54) and using the matrix 
derivative property, 
dV0
−1(t)
dt
= −V0
−1(t)V̇0(t)V0
−1(t), yields: 
?̇?(t) = −
1
2
(P0(t)X(t) +
V1(t))
T
V0
−1(t)P0(t)B(X(t), t)R
−1BT(X(t), t)P0
T(t)V0
−1(P0(t)X(t) + V1(t)) (5.55) 
where V0
−1(t)P0(t)B(X(t), t)R
−1BT(X(t), t)P0
T(t)V0
−1 is quadratic and positive definite. 
Thus, it follows that Equation (5.55) is negative definite and hence the closed-loop 
system given by Equations (5.12) and (5.46) is asymptotically stable. 
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6. Numerical Simulations and Discussions 
In this chapter, the numerical simulation results are presented for all techniques and 
both formations described in previous chapters. The chosen orbits of the reference point, 
for this numerical analysis, are the Molniya orbit and a near-circular near-GEO orbit of 
the orbiting vehicle 5-4 (OV5-4) also known as the environmental research satellite 21 
(ERS-21). The Molniya orbit is a highly eccentric orbit and the ERS-21 orbit has a very 
low eccentricity. Due to a linear model of the Debye-length, the ERS-21 orbit is more 
realistic for this analysis. The characteristics of the Molniya orbit and ERS-21 along with 
other simulation parameters are presented in Table 6.1. 
Table 6.1  
Orbital elements and simulation parameters. 
Parameter Value 
Molniya Orbital Elements 
semi-major axis 26,600 𝑘𝑚 (𝑇 = 43,175 𝑠) 
eccentricity 0.74 
inclination angle 63.4○ 
argument of perigee 270○ 
right ascension of ascending node 73.2○ 
ERS-21 Orbital Elements 
semi-major axis 42,158 𝑘𝑚 (𝑇 = 67,355 𝑠) 
eccentricity 0.0001397 
inclination angle 13○ 
argument of perigee 79.4○ 
right ascension of ascending node 11.1○ 
Simulation Parameters 
𝑚1 = 𝑚2 150 𝑘𝑔 
𝐿∗ 25 𝑚 
𝑓𝑐(0) 180
○ 
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6.1 Formation Along the Nadir Direction 
In this section, the numerical simulation results are presented for the formation 
along the nadir direction. Recall that the two techniques used to analyze this formation 
are the nonlinear optimal tracking control using ASRE and the U-K equations of 
constrained motion with the Baumgarte’s constraint stabilization method and the 
maximum constraint charge determining logic. The ASRE provides an optimal solution 
while the U-K provides an explicit analytical solution to achieve and maintain the 
formation. Due to the analysis being performed in elliptic orbits, the equations of motion 
become time-periodic. Since the system is time-period, Floquet theory is used to show 
the stability of the time-periodic system as well. 
6.1.1 Simulation Results 
Figure 6.1 compares the positions of both agents in the Hill frame using the U-K 
equations of constrained motion and ASRE techniques for formation along the nadir 
direction with Coulomb effects in the Molniya orbit. Both of the controllers are tuned to 
have the same 1.6% settling time envelope but they result in different damping. The 
system is underdamped when using ASRE but critically damped when using U-K; hence 
the trend of the transient response may slightly differ for both techniques. It is noticed, 
when using ASRE in the Molniya orbit, that the agents slightly deviate from the desired 
formation at 𝑡 = (𝑗 + 0.5)𝑇 (𝑗 = 1,2,3, … ) where 𝑇 is the orbital period because when 
the reference point is approaching the perigee of the Molniya orbit, the speed of the 
reference point increases relative to the inertial frame; hence the required speed of the 
agents also increase relative to the inertial frame. Therefore, to keep the two agents along 
the nadir direction, the natural (uncontrolled) acceleration of the agents around perigee of 
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a highly eccentric orbit might not be fully compensated for by the thrusters and, 
consequently, the response of the system becomes highly dependent on the weighting 
matrices. Figure 6.2 compares the velocities of both agents in the Hill frame using the U-
K equations of constrained motion and ASRE optimal control for formation along the 
nadir direction with Coulomb effects, and Figure 6.3 compares the charges and input 
thruster accelerations attained from the U-K and ASRE techniques. The weighting 
matrices were tuned keeping the saturation limit of ±12.51 𝜇𝐶 of charge on each agent in 
mind and are defined for the Molniya orbit as: 
Q𝑀𝑜𝑙𝑛𝑖𝑦𝑎 = W𝑀𝑜𝑙𝑛𝑖𝑦𝑎 = [
1ᴇ − 4I3 03×3 03×3 03×3
03×3 1ᴇ − 4I3 03×3 03×3
03×3 03×3 1ᴇ − 4I3 03×3
03×3 03×3 03×3 1ᴇ − 4I3
] 
(6.1a) 
R𝑀𝑜𝑙𝑛𝑖𝑦𝑎 (X
[𝑘−1](𝑡)) = [
5ᴇ3I6 06×1
01×6 4ᴇ13‖X
∗ − X[𝑘−1](𝑡)‖ + 1.5ᴇ15
] 
(6.1b) 
The tuning parameters for the Baumgarte's constraint stabilization method for the 
U-K equations of constrained motion were chosen to be scalar values since all the 
constraints are of the same holonomic type. The tuning parameters were selected as 𝛼 =
2.81ᴇ − 2 and 𝛽 = 𝛼2/4 for the Molniya orbit so the response is critically damped. 
Since the ASRE technique assumes LTV approximations of the system, the convergence 
of the solution must be checked after every iteration. The condition implemented to check 
the convergence of the solution states that the total integrated thruster effort of the current 
iteration minus the total integrated thruster effort of the previous iteration is less than a 
threshold of 1ᴇ − 5, 𝑠𝑡𝑜𝑡𝑎𝑙
[𝑘]
− 𝑠𝑡𝑜𝑡𝑎𝑙
[𝑘−1] < 1ᴇ − 5. 
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𝑠𝑡𝑜𝑡𝑎𝑙
[𝑘]
= ∫ (|𝑢𝑥,1
[𝑘]
(𝑡)| + |𝑢𝑦,1
[𝑘]
(𝑡)| + |𝑢𝑧,1
[𝑘]
(𝑡)| + |𝑢𝑥,2
[𝑘]
(𝑡)| + |𝑢𝑦,2
[𝑘]
(𝑡)|
2𝑇
0
+ |𝑢𝑧,2
[𝑘]
(𝑡)|) (6.2) 
For the Molniya orbit, the response converges after 𝑘 = 3. It is important to note that 
since the response obtained from ASRE around the perigee of a highly eccentric orbit is 
highly dependent on the weighting matrices, the control thruster accelerations provided 
by the ASRE optimal control are larger in magnitude than the explicit solution of the 
constraint accelerations provided by the U-K equations of constrained motion around the 
perigee, which is evident in Table 6.3. 
 
Figure 6.1 Positions using U-K and ASRE techniques with Coulomb effects in 
the Molniya orbit for formation along the nadir direction. 
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Figure 6.2 Velocities using U-K and ASRE techniques with Coulomb effects in 
the Molniya orbit for formation along the nadir direction. 
 
 
Figure 6.3 Input charges and thruster accelerations using U-K and ASRE tecniques 
with Coulomb effects in the Molniya orbit for formation along the nadir direction. 
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Figures 6.4-6.6 are analogous to Figures 6.1-6.3, respectively, for the formation 
along the nadir direction but in the ERS-21 orbit. Similar to the response for the Molniya 
orbit, both of the controllers were tuned to have the same 1.6% settling time envelope. To 
check the convergence of the ASRE solution, the same condition implemented for the 
Molniya orbit is implemented for the ERS-21 orbit and the solution converges in 𝑘 = 2 
iterations. It is noticed that the slight deviation from the desired formation observed in the 
response for formation in the Molniya orbit does not occur in the ERS-21 orbit because 
the speed of the reference point stays relatively constant throughout the orbit because the 
orbit is near-circular. The tuned weighting matrices for the ASRE technique are defined 
as: 
 
Figure 6.4 Positions using U-K and ASRE techniques with Coulomb effects in the    
ERS-21 orbit for formation along the nadir direction. 
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Q𝐸𝑅𝑆−21 = W𝐸𝑅𝑆−21 = [
4ᴇ − 4I3 03×3 03×3 03×3
03×3 6.25ᴇ − 2I3 03×3 03×3
03×3 03×3 4ᴇ − 4I3 03×3
03×3 03×3 03×3 6.25ᴇ − 2I3
] 
(6.3a) 
R𝐸𝑅𝑆−21 (X
[𝑘−1](𝑡)) = [
1ᴇ8I6 06×1
01×6 1.1003ᴇ16‖X
∗ − X[𝑘−1](𝑡)‖ + 3.9062ᴇ17
] 
(6.3b) 
The tuning parameters for the U-K equations of constrained motion were chosen to be 
scalars with values 𝛼 = 2.58ᴇ − 3 and 𝛽 = 𝛼2/4 for the ERS-21 orbit so the response is 
critically damped.
 
Figure 6.5 Velocities using U-K and ASRE techniques with Coulomb effects in 
the  ERS-21 orbit for formation along the nadir direction. 
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Figure 6.6 Input charges and thruster accelerations using U-K and ASRE techniques 
with Coulomb effects in the ERS-21 orbit for formation along the nadir direction. 
In Section 5.1.4, the idea of using Floquet theory for stability of time-periodic 
systems was established. Using this method, the monodromy matrix is determined and 
the eigenvalues of the monodromy matrix (Floquet multipliers) are calculated and 
presented in Table 6.2 for formation along the nadir direction for the Molniya orbit and 
the ERS-21 orbit with and without the ASRE controller. It is evident that the eigenvalues 
lie inside the unit circle when the ASRE controller is implemented and therefore, the 
system is stable. On the other hand, when the ASRE controller is not implemented, some 
eigenvalues lie outside the unit circle and therefore, the system is unstable. 
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Table 6.2 
Comparison of eigenvalues (Floquet multipliers) of the monodromy matrix for the 
Molniya and ERS-21 orbits with and without the ASRE controller. 
w/o ASRE control W/ ASRE control 
Molniya ERS-21 Molniya ERS-21 
0.7008 + 𝑖0.9579 1.5356 −2.2730ᴇ − 7 + 𝑖1.4618ᴇ − 6 0.0073 
0.7008 − 𝑖0.9579 0.7435 + 𝑖0.3471 −2.2730ᴇ − 7 − 𝑖1.4618ᴇ − 6 −0.0040 
1.7609 0.7435 − 𝑖0.3471 3.6494ᴇ − 8 −0.0043 
0.3496 0.9822 −2.0940ᴇ − 8 4.9805ᴇ − 7 
1.0198 0.9822 1.9435ᴇ − 10 −4.7803ᴇ − 7 
1.0088 0.9998 −1.0823ᴇ − 10 −8.3823ᴇ − 9 + 𝑖2.5719ᴇ − 7 
1.0003 1.0000 −1.7614ᴇ − 11 −8.3823ᴇ − 9 − 𝑖2.5719ᴇ − 7 
1.0000 0.9998 1.5476ᴇ − 11 8.1078ᴇ − 11 + 𝑖4.2713ᴇ − 11 
1.0000 + 𝑖0.0001 0.9999 + 𝑖0.0005 6.0990ᴇ − 13 8.1078ᴇ − 11 − 𝑖4.2713ᴇ − 11 
1.0000 − 𝑖0.0001 0.9999 − 𝑖0.0005 3.2301ᴇ − 14 −1.9800ᴇ − 9 
1.0000 + 𝑖0.0001 0.9999 + 𝑖0.0005 7.3182ᴇ − 23 −1.7020ᴇ − 19 
1.0000 − 𝑖0.0001 0.9999 − 𝑖0.0005 3.5074ᴇ − 22 1.3410ᴇ − 13 
 
6.1.2 Comparison of Integrated Thruster Efforts 
In order to understand the benefits of using Coulomb effects in terms of fuel costs, 
a comparison is performed of the total thruster effort between the two cases, i.e. with and 
without Coulomb effects. The integrated thruster effort, 𝑠𝑏𝑖 for 𝑏 = 𝑥, 𝑦, 𝑧 and 𝑖 = 1,2, is 
calculated by integrating the absolute value of the control accelerations and has units of 
𝑚/𝑠2. Tables 6.3 and 6.4 compare the thruster efforts for the Molniya orbit and ERS-21 
orbit, respectively, for both of the controllers with and without Coulomb effects where 
the abbreviation 'CE' denotes Coulomb effects, 𝑠𝑇,𝑏𝑖 denotes the integrated thruster effort 
for each thruster for the first period, 𝑡 ∈ [0, 𝑇], which includes the transient response, 𝑠𝑇 
denotes the total integrated thruster effort for all thrusters for the first period, 𝑠𝑆𝑆,𝑏𝑖 
denotes the integrated thruster effort for each thruster for the second period, 𝑡 ∈ [𝑇, 2𝑇], 
which only includes the steady-state response, 𝑠𝑆𝑆 denotes the total integrated thruster 
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effort for all thrusters for the second period, and 𝑠𝑡𝑜𝑡𝑎𝑙 = 𝑠𝑇 + 𝑠𝑆𝑆 denotes the total 
integrated thruster effort for all thrusters and for both periods. 
Table 6.3  
Comparison of integrated thruster efforts with units of 𝑚/𝑠2 in the Molniya orbit with 
and without Coulomb effects for formation along the nadir direction. 
 w/o CE w/ CE 
Parameter U-K ASRE U-K ASRE 
𝑠𝑇,𝑥1 0.2000 0.3305 0.1614 0.3304 
𝑠𝑇,𝑦1 0.1390 0.1898 0.1386 0.1898 
𝑠𝑇,𝑧1 0.1551 0.1675 0.1544 0.1674 
𝑠𝑇,𝑥2 0.2000 0.3305 0.1614 0.3304 
𝑠𝑇,𝑦2 0.1390 0.1898 0.1386 0.1898 
𝑠𝑇,𝑧2 0.1551 0.1675 0.1544 0.1674 
𝑠𝑇 0.9882 1.3756 0.9088 1.3752 
𝑠𝑆𝑆,𝑥1 0.1230 0.2483 0.0893 0.2482 
𝑠𝑆𝑆,𝑦1 0.0354 0.0781 0.0354 0.0781 
𝑠𝑆𝑆,𝑧1 0 0 0 0 
𝑠𝑆𝑆,𝑥2 0.1230 0.2483 0.0893 0.2482 
𝑠𝑆𝑆,𝑦2 0.0354 0.0781 0.0354 0.0781 
𝑠𝑆𝑆,𝑧2 0 0 0 0 
𝑠𝑆𝑆 0.3168 0.6528 0.2494 0.6526 
𝑠𝑡𝑜𝑡𝑎𝑙 1.3050 2.0284 1.1582 2.0278 
 
According to the thruster efforts provided in Table 6.3 and Table 6.4, it is 
conclusive that the use of Coulomb force for formation keeping along the nadir direction 
makes the formation flying mission more fuel efficient regardless of the additional 
complexities it adds to the system. It is also noted that the total integrated thurster effort 
obtained by the U-K equations of constrained motion is smaller compared to the total 
integrated thruster effort provided by the ASRE technique for the highly eccentric 
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Molniya orbit. The reason is that, since the speed of the reference point increases as the 
agents approach the perigee of a highly eccentric orbit, the system becomes highly 
dependent on the weighting matrices and hence the thruster effort increases to keep the 
agents in formation compared to the explicit solution provided by the U-K equations of 
constrained motion. 
Table 6.4  
Comparison of integrated thruster efforts with units of 𝑚/𝑠2 in the ERS-21 orbit with 
and without Coulomb effects for formation along the nadir direction. 
 w/o CE w/ CE 
Parameter U-K ASRE U-K ASRE 
𝑠𝑇,𝑥1 0.0220 0.0219 0.0028 0.0205 
𝑠𝑇,𝑦1 0.0100 0.0101 0.0090 0.0103 
𝑠𝑇,𝑧1 0.0142 0.0144 0.0128 0.0145 
𝑠𝑇,𝑥2 0.0220 0.0219 0.0028 0.0205 
𝑠𝑇,𝑦2 0.0100 0.0101 0.0090 0.0103 
𝑠𝑇,𝑧2 0.0142 0.0144 0.0128 0.0145 
𝑠𝑇 0.0924 0.0928 0.0492 0.0906 
𝑠𝑆𝑆,𝑥1 0.0172 0.0172 6.6490ᴇ − 7 0.0147 
𝑠𝑆𝑆,𝑦1 1.0190ᴇ − 6 1.0190ᴇ − 6 1.0187ᴇ − 6 1.0189ᴇ − 6 
𝑠𝑆𝑆,𝑧1 0 0 0 0 
𝑠𝑆𝑆,𝑥2 0.0172 0.0172 6.6490ᴇ − 7 0.0147 
𝑠𝑆𝑆,𝑦2 1.0190ᴇ − 6 1.0190ᴇ − 6 1.0187ᴇ − 6 1.0189ᴇ − 6 
𝑠𝑆𝑆,𝑧2 0 0 0 0 
𝑠𝑆𝑆 0.0344 0.0344 3.4674ᴇ − 6 0.0294 
𝑠𝑡𝑜𝑡𝑎𝑙 0.1268 0.1272 0.0492 0.1200 
It is also noted that when using the ASRE controller, the use of Coulomb effects 
has a very slight effect for the formation in the Molniya orbit compared to the case with 
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no Coulomb effects. An important observation can be made regarding the total integrated 
thruster effort for the steady-state response, 𝑠𝑆𝑆, that the total thruster efforts are the same 
for formation keeping in the ERS-21 orbit using both U-K and ASRE techniques. In both 
orbits, using the U-K technique along with the maximum constraint charge determining 
logic provides the most fuel efficient thruster response. In (Natarajan & Schaub, 2005), it 
is analytically proven that a formation along the nadir direction in circular orbits can be 
controlled using Coulomb force alone without thrusters. Since the ERS-21 orbit is near-
circular, the U-K technique along with the maximum constraint charge determining logic 
also prove that a very small thruster effort is required along with the Coulomb force to 
keep the formation along the Nadir direction. As a result, a trend of the total integrated 
thruster accelerations is defined in Table 6.5 for high and low eccentricity orbits for the 
steady-state response, formation keeping, where the subscripts 𝑈𝐾 and 𝐴𝑆𝑅𝐸 denote the 
use of the U-K and ASRE techniques, respectively, and the subscript 𝐶 denotes the use of 
Coulomb effects. 
Table 6.5 
Comparison of integrated thruster efforts for high and low eccentricity orbits. 
High eccentricity Molniya orbit 𝑠𝑆𝑆,𝑈𝐾,𝐶 < 𝑠𝑆𝑆,𝑈𝐾 < 𝑠𝑆𝑆,𝐴𝑆𝑅𝐸,𝐶 ≤ 𝑠𝑆𝑆,𝐴𝑆𝑅𝐸 
Low eccentricity ERS-21 orbit 𝑠𝑆𝑆,𝑈𝐾,𝐶 < 𝑠𝑆𝑆,𝐴𝑆𝑅𝐸,𝐶 < 𝑠𝑆𝑆,𝑈𝐾 ≤ 𝑠𝑆𝑆,𝐴𝑆𝑅𝐸 
High and low eccentricity orbits 𝑠𝑆𝑆,𝑈𝐾,𝐶 < 𝑠𝑆𝑆,𝑈𝐾    and     𝑠𝑆𝑆,𝐴𝑆𝑅𝐸,𝐶 ≤ 𝑠𝑆𝑆,𝐴𝑆𝑅𝐸 
6.2 Formation with a Constant Separation Distance 
In this section, the numerical simulation results are presented for the formation with 
a constant separation distance. Recalling that the two techniques used to analyze this 
formation are the nonlinear optimal tracking control using SDRE with terminal 
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constraints and the U-K equations of constrained motion with the Baumgarte’s constraint 
stabilization method and the maximum constraint charge determining logic. The SDRE 
provides an optimal solution while the U-K provides an explicit analytical solution to 
achieve and maintain the formation.  
6.2.1 Simulation Results 
Figures 6.7, 6.8, 6.9, and 6.10 compare the positions, velocities, separation 
distance, and constraint accelerations and charges, respectively, for both the U-K 
equations of constrained motion and SDRE optimal control with terminal constraints 
techniques for both agents for formation with a constant separation distance in the 
Molniya orbit. Similarly, Figures 6.11, 6.12, 6.13, and 6.14 show the positions, velocities, 
separation distance, and constraint accelerations and charges, respectively, for both 
agents in the ERS-21 orbit. Both of the techniques are tuned to have the same 0.04% 
settling time envelope. The damping of both of the techniques vary as the U-K technique 
is critically damped and the SDRE technique's damping is forced as the settling time is 
forced at the end of the first horizon.  
Similar to the formation along the Nadir direction, when the reference point 
approaches the perigee of the Molniya orbit, the response of the agents while minimizing 
the energy of the system is very peculiar. Imagine that formation of both agents were to 
be treated as one rigid body. Then at the perigee of the Molniya orbit, the rigid body 
starts or stops spinning either increasing or decreasing the magnitude of the velocities of 
the agents. Hence, the response of the positions and the velocities of the agents is not 
periodic and depends on the conditions with which the agents are approaching the perigee 
of the Molniya orbit. On the other hand, since the ERS-21 orbit is nearly circular, this 
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effect does not occur and the response of the positions and velocities is 𝑇-periodic. Due 
to no constraints restricting the velocities of the agents or the frequency at which they 
rotate, both of the techniques result in different steady-state trajectories. Therefore, the 
comparison of integrated thruster efforts would be different for the steady state case 
where no Coulomb effects are taken into consideration.  
Another observation made is that the maximum charge determining logic 
determines the charge product to be zero at multiple times during the transient response 
because the condition 
Fc,1(𝑡)
‖Fc,1(𝑡)‖
= −
Fc,2(𝑡)
‖Fc,2(𝑡)‖
  fails to hold and no charge would result in 
more fuel efficient thruster efforts. The tuning parameters for the Baumgarte's constraint 
stabilization method for the U-K technique were chosen to be scalars with values 𝛼 =
1ᴇ − 3 and 𝛽 = 𝛼2/4 for the Molniya orbit and 𝛼 = 2.58ᴇ − 3 and 𝛽 = 𝛼2/4 for the 
ERS-21 orbit. The weighting matrices for the SDRE technique are defined as: 
R𝑀𝑜𝑙𝑛𝑖𝑦𝑎 = [
5ᴇ3I6 06×1
01×6 1.5ᴇ15
] 
(6.4a) 
R𝐸𝑅𝑆−21 = [
1ᴇ6I6 06×1
01×6 1ᴇ14
] 
(6.4b) 
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Figure 6.7 Positions using U-K and SDRE techniques with Coulomb effects in the 
Molniya orbit for formation with a constant separation distance. 
 
 
Figure 6.8 Velocities using U-K and SDRE techniques with Coulomb effects in 
the Molniya orbit for formation with a constant separation distance. 
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Figure 6.9 Separation distance using U-K and SDRE techniques with Coulomb 
effects in the Molniya orbit for formation with a constant separation distance. 
 
 
Figure 6.10 Input charges and thruster accelerations using U-K and SDRE techniques 
with Coulomb effects in the Molniya orbit for formation with a constant separation 
distance. 
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Figure 6.11 Positions using U-K and SDRE techniques with Coulomb effects in 
the ERS-21 orbit for formation with a constant separation distance. 
 
 
Figure 6.12 Velocities using U-K and SDRE techniques with Coulomb effects in 
the ERS-21 orbit for formation with a constant separation distance. 
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Figure 6.13 Separation distance using U-K and SDRE techniques with Coulomb 
effects in the ERS-21 orbit for formation with a constant separation distance. 
 
 
Figure 6.14 Input charges and thruster accelerations using U-K and SDRE 
techniques with Coulomb effects in the ERS-21 orbit for formation with a constant 
separation distance. 
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It is evident that the SDRE technique with terminal constraints provides a 
nonrealistic maneuver at the end of the first horizon where the system is forced to settle. 
This is attributed to the fact that only the separation distance and the first order time 
derivative of the separation distance are constrained, while higher order derivatives of the 
separation distance are not constrained to be regulated at the end of the first horizon. 
With that in mind, perhaps higher order derivatives of the separation distance must be 
constrained in order to avoid relatively high frequency response of the thrusters at the end 
of the first horizon, even though this high frequency response of the charges is still 
realistic as the control frequency of the charge on each agent from zero to maximum is on 
the order of milliseconds. In order to constrain higher order derivatives of the separation 
distance, prior knowledge of the control inputs is required. It is noted that the control 
charges exceed the desired saturation limit during the high frequency response. 
6.2.2 Comparison of Integrated Thruster Efforts 
Similar to the analysis performed to determine the integrated thruster efforts for 
the formation along the nadir direction, the integrated thruster efforts are determined for 
the formation with a constant separation distance with and without Coulomb effects. 
Tables 6.6 and 6.7 compare the integrated thruster efforts, which has units of 𝑚/𝑠2, in 
the Molniya and ERS-21 orbits, respectively, where the notation is the same as Tables 6.3 
and 6.4. It is essential to mention again that the analysis performed is more realistic for 
the near-circular orbit due to the linear model of the Debye length.  
While the SDRE technique provides a fuel efficient charge and thruster control 
for the transient response, until the first horizon, the technique to implement the SDRE 
with horizons the same size as the time step fails to provide a fuel efficient control. This 
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is because it determines the charge product to be positive, which would require more 
thruster effort than the case if no Coulomb effects were used. It is conclusive that even 
though the SDRE technique for formation maintenance is able to stabilize the dynamics 
and satisfy the constraints, it does so with more thruster effort; hence it makes the system 
less fuel efficient.  
Table 6.6 
Comparison of integrated thruster efforts with units of 𝑚/𝑠2 in the Molniya orbit with 
and without Coulomb effects for formation with a constant separation distance. 
 w/o CE w/ CE 
Parameter U-K SDRE U-K SDRE 
𝑠𝑇,𝑥1 1.0007 0.6479 0.8346 0.6202 
𝑠𝑇,𝑦1 0.9697 0.6027 0.7957 0.5755 
𝑠𝑇,𝑧1 0.1172 0.1066 0.0941 0.1022 
𝑠𝑇,𝑥2 0.9990 0.6471 0.8329 0.6194 
𝑠𝑇,𝑦2 0.9698 0.6028 0.7957 0.5758 
𝑠𝑇,𝑧2 0.1200 0.1071 0.0970 0.1026 
𝑠𝑇 4.1763 2.7141 3.4500 2.5954 
𝑠𝑆𝑆,𝑥1 2.0924 0.6621 1.7690 0.7581 
𝑠𝑆𝑆,𝑦1 2.0275 0.6213 1.7067 0.7134 
𝑠𝑆𝑆,𝑧1 0.2227 0.1121 0.1874 0.1351 
𝑠𝑆𝑆,𝑥2 2.0924 0.6621 1.7690 0.7581 
𝑠𝑆𝑆,𝑦2 2.0275 0.6213 1.7067 0.7134 
𝑠𝑆𝑆,𝑧2 0.2227 0.1121 0.1874 0.1351 
𝑠𝑆𝑆 8.6852 2.7912 7.3263 3.2132 
𝑠𝑡𝑜𝑡𝑎𝑙 12.8616 5.5054 10.7760 5.8086 
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Table 6.7 
Comparison of integrated thruster efforts with units of 𝑚/𝑠2 in the ERS-21 orbit with 
and without Coulomb effects for formation with a constant separation distance. 
 w/o CE w/ CE 
Parameter U-K SDRE U-K SDRE 
𝑠𝑇,𝑥1 0.1103 0.0012 0.0010 0.0042 
𝑠𝑇,𝑦1 0.1169 0.0010 0.0172 0.0441 
𝑠𝑇,𝑧1 0.0549 0.0011 0.0051 0.0264 
𝑠𝑇,𝑥2 0.1059 0.0006 0.0051 0.0407 
𝑠𝑇,𝑦2 0.1170 0.0007 0.0173 0.0444 
𝑠𝑇,𝑧2 0.0619 0.0015 0.0121 0.0272 
𝑠𝑇 0.5668 0.0060 0.0679 0.2243 
𝑠𝑆𝑆,𝑥1 0.1021 3.6811ᴇ − 5 2.8808ᴇ − 9 0.0429 
𝑠𝑆𝑆,𝑦1 0.0961 4.3922ᴇ − 5 1.9074ᴇ − 8 0.0439 
𝑠𝑆𝑆,𝑧1 0.0481 3.3835ᴇ − 5 6.4353ᴇ − 9 0.0265 
𝑠𝑆𝑆,𝑥2 0.1021 3.6811ᴇ − 5 2.7279ᴇ − 9 0.0429 
𝑠𝑆𝑆,𝑦2 0.0096 4.3922ᴇ − 5 1.9253ᴇ − 8 0.0439 
𝑠𝑆𝑆,𝑧2 0.0481 3.3834ᴇ − 5 6.5866ᴇ − 9 0.0265 
𝑠𝑆𝑆 0.4927 2.2914ᴇ − 4 5.6957ᴇ − 8 0.2267 
𝑠𝑡𝑜𝑡𝑎𝑙 1.0594 0.0062 0.0679 0.4510 
 
Even though the formation with a constant separation distance were shown to be 
the most fuel efficient formation, its utilization of thrusters is still high in the Molniya 
orbit. This is because the saturation limit of the charge on each agent of ±12.51 𝜇𝐶 is 
considered to be conservative. It can easily be seen from Figure 6.10 that the saturation 
limit plays an important role in the fuel efficiency of the formation. A higher saturation 
limit would certainly result is a higher fuel efficiency. Figures 6.15 and 6.16 show the 
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constraint thruster accelerations and the constraint charges when using the U-K equations 
of constrained motion with the maximum charge determining logic, assuming that there 
were no saturation limit on the charge on each agent for formation along the nadir 
direction, and formation with a constraint separation distance, respectively. Similarly, 
Table 6.8 provides the integrated thruster efforts for the Molniya orbit assuming no 
saturation limit for both formations. It is evident from the results presented in the table 
that indeed the formation with a constant separation distance is more fuel efficient than 
formation along the nadir direction for formation maintenance. Since a saturation limit on 
each agent must be implemented for the analysis to be realistic, perhaps similar internal 
forces can be utilized to compensate for the rest of the thruster efforts. For example, 
(Miller, Sedwich, Elias, Schweighart, & Kwon, 2002) analyze the use of electro-magnets 
to assist in making close formation missions fuel efficient. Perhaps, the use of Coulomb 
force with a magnetic force would provide enough force to compensate for all of the 
thrusters in a highly eccentric orbit. 
It is evident from Tables 6.6 and 6.7 that the use of Coulomb effects for formation 
with a constant separation distance results in the most fuel efficient formation. Indeed, no 
thrusters are required at all for formation keeping because the order of magnitude of the 
total thruster effort for the steady state case is on the order of 10−6 𝑚/𝑠2 which can be 
attributed to the error in the numerical integration. If a detailed model of the Debye 
length and a realistic non-conservative saturation limit were implemented, than a 
formation with a constant separation distance in elliptic chief orbits would be completely 
compensated for by the Coulomb effects.  
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Figure 6.15 Input charges and thruster accelerations using U-K with no saturation 
limit on the charge for formation along the nadir direction in the Molniya orbit. 
 
Figure 6.16 Input charges and thruster accelerations using U-K with no saturation 
limit for formation with a constant separation distance in the Molniya orbit. 
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Table 6.8 
Integrated thruster efforts with units of 𝑚/𝑠2 in the Molniya orbit with CEs and no 
saturation limit for both formations 
 U-K with no saturation limit 
Parameter Nadir Const. Sep. 
𝑠𝑇,𝑥1 6.6004ᴇ − 6 0.0025 
𝑠𝑇,𝑦1 0.1133 0.0042 
𝑠𝑇,𝑧1 0.1165 4.4568ᴇ − 4 
𝑠𝑇,𝑥2 6.8985ᴇ − 6 8.1891ᴇ − 4 
𝑠𝑇,𝑦2 0.1133 0.0043 
𝑠𝑇,𝑧2 0.1165 0.0033 
𝑠𝑇 0.4594 0.0155 
𝑠𝑆𝑆,𝑥1 0 1.3687ᴇ − 7 
𝑠𝑆𝑆,𝑦1 0.0354 4.1628ᴇ − 7 
𝑠𝑆𝑆,𝑧1 0 2.3247ᴇ − 8 
𝑠𝑆𝑆,𝑥2 2.9820ᴇ − 7 5.1658ᴇ − 8 
𝑠𝑆𝑆,𝑦2 0.0354 4.7505ᴇ − 7 
𝑠𝑆𝑆,𝑧2 0 3.1629ᴇ − 8 
𝑠𝑆𝑆 0.0708 1.1347ᴇ − 6 
𝑠𝑡𝑜𝑡𝑎𝑙 0.5302 0.0155 
Lastly, a comparison is performed in Table 6.9 for the integrated thruster efforts 
when using the U-K equations of constrained motion for both of the formations. This 
comparison highlights the fuel efficiency of the formation with a constant separation 
distance compared to the formation along the nadir direction. Indeed, the maintenance of 
the formation with a constant separation distance proves to be the most fuel efficient. 
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Table 6.9 
Comparison of integrated thruster efforts in both efforts using U-K equations of 
constrained motion with and without saturation limit on the maximum allowable charge 
on each agent. 
 ERS-21 orbit Molniya orbit 
   w/ saturation limit w/o saturation limit 
Parameter Nadir Const. Sep. Nadir Const. Sep. Nadir Const. Sep. 
𝑠𝑇 0.0492 0.0679 0.9088 2.5954 0.4594 0.0155 
𝑠𝑆𝑆 3.4674ᴇ − 6 5.6957ᴇ − 8 0.2494 3.2132 0.0708 1.1347ᴇ − 6 
𝑠𝑡𝑜𝑡𝑎𝑙 0.0492 0.0697 1.1582 5.8086 0.5302 0.0155 
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7. Conclusions and Future Research 
In this chapter, the concluding remarks are presented which summarize the results 
obtained using the techniques designed and described in this thesis. Also, potential ideas 
of future directions of this study following this thesis are presented.  
7.1 Conclusions 
In this research, the advantages of using Coulomb force for formation achievement 
and maintenance in terms of fuel costs has been studied for close formation with two 
different formation geometries: formation along the nadir direction and formation with a 
constant separation distance. In the first formation scenario (formation along the nadir 
direction), a nonlinear optimal tracking control technique, namely approximating 
sequences of Riccati equations (ASRE) is implemented to achieve and maintain the 
desired formation along the nadir direction. The maximum constraint charges can be 
determined via the constraint accelerations by implementing the maximum constraint 
charge determining logic.  
It is shown that regardless of which technique is used, the use of Coulomb effects 
indeed makes the formation flying mission more fuel efficient, and the Udwadia-Kalaba 
(U-K) technique provides the explicit constraint accelerations to keep the agents in 
formation along the nadir direction. When implemented with the maximum constraint 
charge determining logic, the U-K technique provides the maximum constraint charges 
and the minimum constraint thruster accelerations. Therefore, this technique is highly 
fuel efficient for formation in eccentric orbits. A conclusive trend is obtained for the total 
integrated thruster accelerations for the U-K and ASRE techniques in high and low 
eccentricity orbits. Since a linear model of the Debye length was incorporated in the 
73 
 
nonlinear formation flight system, this analysis is more realistic for the near-circular 
ERS-21 orbit. 
In the second formation scenario (formation with a constant separation distance), the 
optimal control using the state-dependent Riccati equation (SDRE) with terminal 
constraints failed to provide a fuel efficient control input for formation maintenance 
(steady-state response) for the formation with a constraint separation distance, where the 
two agents are allowed to freely rotate on the surface of two spheres centered at the 
center of mass of the two bodies. The control thruster accelerations are compared to the 
constraint accelerations obtained analytically by the U-K constrained equations of 
motion. 
It is shown that since the Coulomb force is a formation internal forces, the formation 
with a constant separation distance is more fuel efficient than the formation along the 
nadir direction. The total integrated thruster effort for formation maintenance (steady-
state response) for the formation along the nadir direction is 3.4674ᴇ − 6 𝑚/𝑠2 in the 
ERS-21 orbit and 5.6957ᴇ − 8 𝑚/𝑠2 for formation with a constant separation distance in 
the ERS-21 orbit using the U-K constrained equations with the maximum constraint 
charge determining logic. In the Molniya orbit, for maintenance of both formations, the 
integrated thruster efforts with Coulomb effects assuming no saturation limit of the 
charge on each agent are 0.0708 𝑚/𝑠2 for formation along the nadir direction and 
1.1347ᴇ − 6 for formation with a constant separation distance. 
These results indicate that the formation with a constant separation distance is more 
fuel efficient that the formation along the nadir direction. Note that for the case where no 
Coulomb effects are taken into account, the formation along the nadir direction is more 
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fuel efficient than formation with a constant separation distance because since the agents 
are rotating relatively fast around the center of mass of the two agents, the centripetal 
acceleration required to maintain that formation is high compared to the formation along 
the nadir direction. Furthermore, in both formation scenarios above, the use of Coulomb 
effects for close formation in elliptic orbits does not eliminate the use of thrusters 
completely, and hence exhaust plumes affecting the neighboring satellites is still a matter 
of concern.  
7.2 Future Research 
This research study revealed the advantages of using Coulomb force for formation 
achievement and maintenance in terms of fuel costs. However, there are still many 
avenues, not shown or analyzed in this thesis, that are open for future exploration. Some 
ideas of future work based on the current study are summarized below. 
In future work, the two agents can be considered as rigid bodies (instead of point 
masses) and the (coupled) attitude (rotational) and translational dynamics can be studied 
and controlled in the geometric mechanics framework.  Gravity gradient forces and 
moments in the presence of J2 perturbation effects will be obtained and incorporated in 
the control design. Also, different formation geometries and different masses of the 
agents can be analyzed.  
Since the optimal control using the state-dependent Riccati equation (SDRE) with 
terminal constraints failed to provide fuel efficient control inputs for formation 
maintenance (steady-state response) for the formation with a constraint separation 
distance where the two agents are allowed to freely rotate on the surface of two spheres, 
other optimal control techniques can be analyzed which provide fuel efficient control 
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inputs since it has already been shown, using the Udwadia-Kalaba (U-K) equations for 
constrained motion, that the formation with a constant separation distance is the most fuel 
efficient formation analyzed in this research.  
Furthermore, the formation of three- and four-craft in elliptic orbits can be analyzed 
where the agents are required to maintain a bounded shape. This will increase the 
nonlinearity and coupling in the system because the charge on a single agent will affect 
all the neighboring satellites. 
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