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Abstract
LetN andM be two nests on Banach spaces X and Y , respectively, and let  be a linear
map between nest algebras AlgN and AlgM of which the range contains all rank-1 nilpotent
operators in AlgM. We give some structure theorems for to be rank-1 nilpotency preserving
in both directions, and obtain particularly a characterization of such  if it is bounded and X
and Y are Hilbert spaces with dimX  6.
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1. Introduction
Linear preserver problems represented one of the most active and fertile research
topics in the matrix theory during the past one hundred years (see the survey paper
[8]). In the last decade some authors have paid their attention to similar questions
on operator algebras (see [1–5,7,9–11] as well as the references therein). The linear
preserver problems are to characterize those linear maps on the operator algebras
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which leave invariant some given properties, or subsets, or relations, or functions
associated with the algebras or the elements in them. Many results obtained by now
reveal the information of algebraic structure of operator algebras in terms of linear
preservers and help us to understand operator algebras from a new aspect.
Let X and Y be two Banach spaces over the real or complex field F. B(X, Y )
(B(X)) denotes the Banach space of all bounded linear operators from X into Y
(into X) andF(X) denotes the subspace of all finite rank linear operators in B(X).
For a linear subspace A ⊆ B(X), a linear map  :A→ B(Y ) is said to be rank-
1 nilpotency preserving (in both directions) if (A) is a rank-1 nilpotent operator
whenever (if and only if) A ∈A is. In [9], Šemrl reduced the discussion of linear
maps preserving the nilpotent operators in both directions on B0(X) to those pre-
serving rank-1 nilpotent elements in both directions, and then got a characterization
of nilpotency preserving linear maps from B0(X) onto itself, where B0(X) is the
linear span of all nilpotent operators in B(X). Note that, the problems of charac-
terizing spectral radius bounded linear maps and linear maps preserving elements
annihilated by a polynomial onB(H) were solved by reducing the problems to those
of nilpotency preserving ones, where H is a complex Hilbert space (see [1,10,11]).
Recently, we have given a somewhat thorough discussion about rank-1 preserving
linear maps on nest algebras, and further been used to characterize the idempotent
preservers, zero-product preservers and local automorphisms on nest algebras, etc.
(see [3,4,7]). To discuss the linear preservers between nest algebras, we believe that
it is also basic to describe the linear maps that preserve the rank-1 nilpotency. This
is the motivation of the present paper.
Recall that a nest on X is a chainN of closed (under norm topology) subspaces
of X containing {0} and X, which is closed under the formation of arbitrary closed
linear span (denoted by ∨) and intersection (denoted by ∧). AlgN denotes the as-
sociated nest algebra, which is the set of all operators T inB(X) such that TN ⊆ N
for every element N ∈N and AlgFN denotes the ideal of all finite rank operators
in AlgN. Let N and M be two nests on Banach spaces X and Y , respectively,
and  : AlgFN→ AlgFM be a linear map of which the range contains all rank-
1 nilpotent operators in AlgM. Under the assumption that there exists an element
N ∈N with dimN  3 and dimN⊥−  4 (in particular, if dimX  6), we give a
structure theorem for  to be rank-1 nilpotency preserving in both directions (Theo-
rem 3.1). For the Hilbert space case, if is bijective and bounded between the closed
linear subspaces of the nest algebras spanned by rank-1 nilpotent operators, we get a
characterization of such  (Theorem 3.3).
The following notations will often be used. LetN be a nest on X. For N ∈N, let
N− = ∨{M ∈N | M ⊂ N} and N+ = ∧{M ∈N | N ⊂ M}, where “M ⊂ N”
means that M is a proper subset of N . We use 0 = 0(N) to denote the small-
est element {0} in the nest N. Define 0− = 0 and X+ = X. If W is a subset of
X, the closed linear subspace spanned by W will sometimes be denoted by [W ],
the dimension of the linear subspace spanned by W will be denoted by dimW .
Write W⊥ = {f ∈ X∗ | 〈x, f 〉 = 0 for every x ∈ W } ⊂ X∗, where 〈x, f 〉 denotes
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the value of functional f at x. Similarly, for S ⊂ X∗, we write S⊥ = {x ∈
X | 〈x, f 〉 = 0 for every f ∈ S}. Let D1(N) = ∪{N ∈N | N− /= X}, D2(N) =
∪{N⊥− | N ∈N and N /= 0}, E1(N) = ∪{N ∈N | dimN  3 and dimN⊥−  4}
and E2(N) = ∪{N⊥− | N ∈N with dimN  3 and dimN⊥−  4}, where N⊥− =
(N−)⊥. For x ∈ X and f ∈ X∗, the rank-1 operator defined by y 
−→ 〈y, f 〉x will
be denoted by x ⊗ f . Note that x ⊗ f ∈ AlgN if and only if there exists N ∈N
such that x ∈ N and f ∈ N⊥− . For any x ∈ X and any g ∈ X∗, write
L0x =
{
x ⊗ f | f ∈ X∗ ∩ {x}⊥}, R0g = {y ⊗ g | y ∈ X ∩ ker g}.
For any N ∈N, x ∈ N and g ∈ N⊥− , write(
LNx
)0 = {x ⊗ f | f ∈ N⊥− ∩ {x}⊥}, (RNg )0 = {y ⊗ g | y ∈ N ∩ ker g}.
2. Lemmas
To characterize the linear maps preserving rank-1 nilpotent operators between
nest algebras in the next section, some lemmas are needed. We list and prove them
in this section. We always assume that X and Y are two Banach spaces over the real
or complex field F.
Lemma 2.1. Let N be a nest on X and  : AlgFN→ B(Y ) be a linear map.
Assume that there exists N0 ∈N such that dim(N0)⊥− > 3. If  preserves rank-1
nilpotent operators, then either
(1) for every N ∈N with dimN⊥− > 3 and every x ∈ N, there exists y(x) ∈ Y such
that ((LNx )0) ⊆ L0y(x);
or
(2) for every N ∈N with dimN⊥− > 3 and every x ∈ N, there exists g(x) ∈ Y ∗
such that ((LNx )0) ⊆ R0g(x).
Proof. We divide the proof into several steps.
Step 1. Let M be a fixed element inN so that dimM⊥− > 3. Take x0 ∈ M . Let us
prove that either ((LMx0 )
0) ⊆ L0y0 for some y0 ∈ Y , or ((LMx0 )0) ⊆ R0g0 for some
g0 ∈ Y ∗.
Note that dim((LMx )0)  3 holds for all x ∈ M . Assume that neither
((LMx0 )
0) ⊆ L0y0 nor ((LMx0 )0) ⊆ R0g0 ; then, taking yi ⊗ gi ∈ ((LMx0 )0) (i = 1, 2)
such that y1 and y2, as well as g1 and g2, are linearly independent, there exist
correspondingly linearly independent functionals f1, f2 ∈ M⊥− ∩ {x0}⊥ such that
(x0 ⊗ fi) = yi ⊗ gi(i = 1, 2). However [x0 ⊗ (f1 + f2)] = y1 ⊗ g1 + y2 ⊗ g2
has rank 2, which contradicts the assumption that  preserves rank-1 nilpotency.
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Step 2. We show that, either ((LMx )0) ⊆ L0y(x) for every x ∈ M or ((LMx )0) ⊆
R0g(x) for every x ∈ M .
If((LMx0 )
0) ⊆ L0y0 , then let M1 = {x ∈ M | ((LMx )0) ⊆ L0y(x)} and M2 = {x ∈
M | ((LMx )0) ⊆ R0g(x)}. Clearly, M1 ∪ M2 = M and M1 ∩ M2 = ∅. We will show
M2 = ∅. Otherwise, there exists a nonzero element x1 ∈ M2 such that ((LMx1 )0) ⊆
R0g1 for some g1 ∈ Y ∗. Since x0 + x1 ∈ M , we have x0 + x1 ∈ M1 or x0 + x1 ∈ M2.
Assume x0 + x1 ∈ M2, then there exists g2 ∈ Y ∗ such that for every f ∈ M⊥− ∩
{x0 + x1}⊥,[(x0 + x1) ⊗ f ] = y2(f ) ⊗ g2. On the other hand, for each f ∈ M⊥− ∩
{x0, x1}⊥, we have (x0 ⊗ f ) = y0 ⊗ g0(f ) and (x1 ⊗ f ) = y1(f ) ⊗ g1. So, for
any f ∈ M⊥− ∩ {x0, x1}⊥, we get
y0 ⊗ g0(f ) + y1(f ) ⊗ g1 = y2(f ) ⊗ g2. (2.1)
Note that dim(M⊥− ∩ {x0, x1}⊥)  2 since dimM⊥− > 3. So there exists f0 ∈ M⊥− ∩
{x0, x1}⊥ such that g0(f0) and g1 are linearly independent. By the equality (2.1),
for any f ∈ M⊥− ∩ {x0, x1}⊥, we have y1(f ) ∈ {by0 | b ∈ F}. Thus, for any two lin-
early independent elements f1, f2 ∈ M⊥− ∩ {x0, x1}⊥, there exists α ∈ F such that
y1(f1) = αy1(f2). So (x1 ⊗ (f1 − αf2)) = 0, which contradicts to the assumption
that  preserves rank-1 nilpotency. If x0 + x1 ∈ M1, by a similar argument as above,
one gets a contradiction again. Hence M2 = ∅ and ((LMx )0) ⊆ L0y(x) for every x ∈
M . Similarly, ((LMx0 )
0) ⊆ R0g0 implies that ((LMx )0) ⊆ R0g(x) for all x ∈ M .
Step 3. Let us check that the case (1) of Lemma 2.1 holds if ((LMu )0) ⊆ L0y(u)
for all u ∈ M .
Let N be an arbitrary element inNwith dimN⊥− > 3 and pick x ∈ N . If M ⊆ N ,
then ((LNu )0) ⊆ ((LMu )0) ⊆ L0y(u) holds for all u ∈ M . Thus, by Step 2, we see
that((LNx )0) ⊆ L0y(x) for every x ∈ N . If N ⊂ M , then((LMx )0) ⊆ ((LNx )0) for
every x ∈N . Since ((LMx )0)⊆L0y(x) and dim((LMx )0) 3, we have ((LNx )0)⊆
L0y(x). This completes the proof of the case (1).
If ((LMu )0) ⊆ R0g(u) for all u ∈ M , then a similar argument shows that the case
(2) of the lemma holds. 
Lemma 2.2. LetN be a nest on X and let  : AlgFN→ B(Y ) be a linear map.
Assume that there exists N0 ∈N such that dimN0  3 and dim(N0)⊥−  4. If 
preserves rank-1 nilpotent operators in both directions, then one of the followings
holds:
(1) There exist injective linear transformations A : E1(N) → Y and C:
E2(N) → Y ∗ such that (x ⊗ f ) = Ax ⊗ Cf for all x ∈ E1(N), f ∈ E2(N)
with x ⊗ f ∈ AlgFN being nilpotent.
(2) There exist injective linear transformations A : E2(N) → Y and C:
E1(N) → Y ∗ such that (x ⊗ f ) = Af ⊗ Cx for all x ∈ E1(N), f ∈ E2(N)
with x ⊗ f ∈ AlgFN being nilpotent.
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(3) There exists a nonzero vector y0 ∈ Y and an injective linear transforma-
tion λ(·) : span{(LNx )0 | N ∈N with dim(N⊥− ) > 3 and dimN > 2, x ∈ N} → Y ∗
such that(x ⊗ f ) = y0 ⊗ λ(x ⊗ f ) for all x ∈ E1(N), f ∈ E2(N) with x ⊗ f ∈
AlgFN being nilpotent.
(4) There exists a nonzero functional g0 ∈ Y ∗ and an injective linear transfor-
mation δ(·) : span{(LNx )0 | N ∈N with dimN⊥− > 3 and dimN > 2, x ∈ N} → Y
such that(x ⊗ f ) = δ(x ⊗ f ) ⊗ g0 for all x ∈ E1(N), f ∈ E2(N) with x ⊗ f ∈
AlgFN being nilpotent.
Proof. Assume that the case (1) of Lemma 2.1 occurs, we will prove that the case
(1) or (3) of Lemma 2.2 holds.
Claim 1. If dim{y(x) | N ∈N with dimN⊥− > 3 and dimN > 2, x ∈ N} = 1, then
the case (3) of Lemma 2.2 holds.
Because dim{y(x) | N ∈N with dimN⊥− > 3 and dimN > 2, x ∈ N} = 1, so
there exists a nonzero vector y0 ∈ Y such that y(x) = α(x)y0, where α(x) is a
scalar depending on x. Thus (x ⊗ f ) = y(x) ⊗ gx(f ) = y0 ⊗ α(x)gx(f ) for any
f ∈ N⊥− ∩ {x}⊥. Define a linear map λ(·) : span{(LNx )0 | N ∈N with dimN⊥− > 3
and dimN > 2, x ∈ N} → Y ∗ such that λ(x ⊗ f ) = α(x)gx(f ). Then(x ⊗ f ) =
y0 ⊗ λ(x ⊗ f ) for every rank-1 nilpotent operator x ⊗ f ∈ AlgFN. Now y0 /= 0,
together with the rank-1 nilpotent preservation of , implies that λ(·) is injective.
Claim 2. If dim{y(x) | N ∈N with dimN  3 and dimN⊥−  4, x ∈ N} > 1, then
the case (1) of Lemma 2.2 holds.
We first prove that, for every N ∈Nwith dimN  3 and dimN⊥−  4, if x1, x2 ∈
N are linearly independent, then y(x1) and y(x2) are also linearly independent.
Otherwise, there exist N ∈Nwith dimN  3 and dimN⊥−  4 and, two linearly
independent elements x1, x2 ∈ N such that y(x1) and y(x2) are linearly dependent.
Say y(x1) = a1y0 and y(x2) = a2y0, here a1, a2 ∈ F. Then for an arbitrary a ∈ F
and for every f ∈ N⊥− ∩ {x1, x2}⊥, we have [(x1 + ax2) ⊗ f ] = y0 ⊗ [a1g1(f ) +
aa2g2(f )]. It follows that g1(f ) and g2(f ) are linearly independent for every f ∈
N⊥− ∩ {x1, x2}⊥ since  preserves the rank-1 nilpotent operators. Let M ∈N satis-
fying dimM  3 and dimM⊥−  4 be arbitrary. For any x ∈ M and f ∈ M⊥− ∩ {x}⊥,
we have (x ⊗ f ) = y(x) ⊗ gx(f ). Thus for every f ∈ M⊥− ∩ N⊥− ∩ {x, x1, x2}⊥,
[(x1 + x) ⊗ f ] = y0 ⊗ a1g1(f ) + y(x) ⊗ gx(f ), (2.2)
[(x2 + x) ⊗ f ] = y0 ⊗ a2g2(f ) + y(x) ⊗ gx(f ). (2.3)
Note that dim(M⊥− ∩ N⊥− ∩ {x, x1, x2}⊥)  1. So there exists a nonzero functional
f ∈ M⊥− ∩ N⊥− ∩ {x, x1, x2}⊥ such that g1(f ) and g2(f ) are linearly independent.
It follows from equalities (2.2) and (2.3) that y(x) ∈ {by0 | b ∈ F} as  preserves
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rank-1 nilpotent operators, which contradicts the condition dim{y(x) | N ∈N with
dimN  3 and dimN⊥−  4, x ∈ N} > 1.
Next, for every N ∈N with dimN  3 and dimN⊥−  4 and for any x ∈ N ,
define a linear map CxN : N⊥− ∩ {x}⊥ → Y ∗ by (x ⊗ f ) = y(x) ⊗ CxN(f ). We will
prove dim{CxN | x ∈ N} = 1.
Let x1, x2 ∈ N be arbitrary. For every f ∈ N⊥− ∩ {x1, x2}⊥, the operator
[(x1 + x2) ⊗ f ] = y(x1) ⊗ Cx1N (f ) + y(x2) ⊗ Cx2N (f ) (2.4)
is rank-1 nilpotent. If x1 and x2 are linearly dependent, obviously, Cx1N |N⊥−∩{x1,x2}⊥
and Cx2N |N⊥−∩{x1,x2}⊥ are linearly dependent. Assume that x1 and x2 are linearly in-
dependent, then, by the proof of the first assertion, we have that y(x1) and y(x2)
are also linearly independent. It follows from the equality (2.4) that Cx1N |N⊥−∩{x1,x2}⊥
and Cx2N |N⊥−∩{x1,x2}⊥ are locally linearly dependent and consequently, are linearly
dependent since CxN is injective.
Hence, for N ∈N with dimN  3 and dimN⊥−  4, if x1, x2 ∈ N are linearly
independent, then, by absorbing a constant in the first term of the tensor product,
we may assume that the restrictions of linear transformations Cx1N and C
x2
N to the
subspace N⊥− ∩ {x1, x2}⊥ coincide. Define a linear transformation CN : N⊥− → Y ∗
by
CNf =
{
C
x1
N (f ), if f ∈ N⊥− ∩ {x1}⊥,
C
x2
N (f ), if f ∈ N⊥− ∩ {x2}⊥.
Let u be an arbitrary vector in N , let us check that CuN = CN |N⊥−∩{u}⊥ . By absorbing
a constant in the first term of the tensor product we may assume that
CuN
∣∣
N⊥−∩{x1,u}⊥ = C
x1
N
∣∣
N⊥−∩{x1,u}⊥ = CN
∣∣
N⊥−∩{x1,u}⊥ .
Without loss of generality we may also assume that x1 and u are linearly independent.
We consider the following two cases.
Case 1. u /∈ span{x1, x2}. Then
CuN
∣∣
N⊥−∩{x2,u}⊥ = λC
x2
N
∣∣
N⊥−∩{x2,u}⊥ = λCN
∣∣
N⊥−∩{x2,u}⊥
for some nonzero scalar λ ∈ F. We have to show λ = 1. Choosing a nonzero func-
tional g ∈ N⊥− ∩ {x1, x2, u}⊥, then CuN |N⊥−∩{x1,u}⊥ = C
x1
N |N⊥−∩{x1,u}⊥ entails that
CuN(g) = Cx1N (g). On the other hand, Cx1N |N⊥−∩{x1,x2}⊥ = C
x2
N |N⊥−∩{x1,x2}⊥ implies
C
x2
N (g) = Cx1N (g). So λ = 1.
Case 2. u ∈ span{x1, x2}. Take a vector z ∈ N such that
dim(span{x1, x2, z}) = dim(span{x1, u, z}) = 3.
The proof of the case 1 implies that CuN |N⊥−∩{z,u}⊥ = C
z
N |N⊥−∩{z,u}⊥ = CN |N⊥−∩{z,u}⊥ ,
which yields that CuN is equal to CN |N⊥−∩{u}⊥ .
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By absorbing a constant in the first term of the tensor product, we have (x ⊗
f ) = y(x) ⊗ CNf for all f ∈ N⊥− ∩ {x}⊥. Obviously, the mapping x 
−→ y(x) is
linear, so there exists a linear transformation AN : N → X such that y(x) = ANx.
Therefore, for every N ∈N with dimN  3 and dimN⊥−  4, there exist linear
transformations AN and CN such that for all x ∈ N and f ∈ N⊥− ∩ {x}⊥, we have
(x ⊗ f ) = ANx ⊗ CNf.
Finally, for any two elements M,N ∈N satisfying dimM  3, dimM⊥−  4 and
dimN  3, dimN⊥−  4, we have (x ⊗ f ) = ANx ⊗ CNf = AMx ⊗ CMf for
every x ∈ M ∩ N and f ∈ N⊥− ∩ M⊥− ∩ {x}⊥. We may assume N ⊂ M . It follows
that AM |N = aMNAN and CN |M⊥− = aMNCM for some nonzero scalar aMN ∈ F.
Let M ∈Nwith dimM  3 and dimM⊥−  4 be fixed. For every N ∈N satisfying
dimN  3 and dimN⊥−  4, one defines
A˜N = AN and C˜N = CN, for N = M,
A˜N = aMNAN and C˜N = 1aMN CN for N ⊂ M,
A˜N = 1aNM AN and C˜N = aNMCN for N ⊃ M.
It is easy to verify that {A˜N | N ∈N with dimN⊥−  4 and dimN  3} and {C˜N |
N ∈N with dimN⊥−  4 and dimN  3} are two compatible map varieties. Thus
we get two linear transformations A : ∪{N ∈N | dimN  3 and dimN⊥−  4} →
Y such that A|N = A˜N and C : ∪{N⊥− | N ∈N with dimN  3 and dimN⊥− 
4} → Y ∗ such that C|N⊥− = C˜N . By the above proof, we have that A is injective.
The injectivity of C follows from the rank-1 nilpotent preservation of .
If case (2) of Lemma 2.1 occurs, one can similarly prove that case (2) or case (4)
in the lemma holds. 
The following result is an immediate consequence of Lemma 2.2.
Lemma 2.3. LetN be a nest on X and let  : AlgFN→ B(Y ) be a linear map.
Assume that there exists N0 ∈N with dimN0  3 and dim(N0)⊥−  4. If  pre-
serves rank-1 nilpotent operators in both directions and its image contains two rank-
1 nilpotent operators with different ranges and different kernels, then one of the
followings holds:
(1) There exist injective linear transformations A : E1(N) → Y and C : E2(N) →
Y ∗ such that (x ⊗ f ) = Ax ⊗ Cf for all x ∈ E1(N) and f ∈ E2(N) with
x ⊗ f ∈ AlgFN being nilpotent.
(2) There exist injective linear transformations A : E2(N) → Y and C : E1(N) →
Y ∗ such that (x ⊗ f ) = Af ⊗ Cx for all x ∈ E1(N) and f ∈ E2(N) with
x ⊗ f ∈ AlgFN being nilpotent.
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Let x ⊗ f ∈ AlgFN with x ∈ E1(N). We also remark here that if  takes the
form (1) of Theorem 2.3, then (x ⊗ f ) = Ax ⊗ g for some g; if  takes the form
(2), then(x ⊗ f ) = y ⊗ Cx for some y. In fact, there exists N ∈Nwith dimN >
2 and dim(N⊥− ) > 3 such that x ∈ N . Write (x ⊗ f ) = y ⊗ g. If  takes the form
(1), take h ∈ N⊥− ∩ {x}⊥ ∈ E2(N) so that Ch is linearly independent to g. Then
y ⊗ g + Ax ⊗ Ch = (x ⊗ (f + h)) is rank-one nilpotent and hence, y is linearly
dependent to Ax. A similar statement is true for f ∈ E2(N). This remark is often
used in the sequel without further explanations.
LetN andM be two nests on Banach spaces X and Y , respectively. In the rest of
this section, we will always assume that there exists N0 ∈N with dimN0  3 and
dim(N0)⊥−  4, and let  : AlgFN→ AlgM be a linear map preserving rank-
1 nilpotent operators in both directions with image containing all rank-1 nilpotent
operators in AlgM.
LetD(A) denote the domain of the operator A. Note that if 0+ = 0, thenE2(N)=
D2(N) is dense in X∗; if 0+ /= 0, thenD2(N) = X∗. If dim 0+  3, thenE2(N) =
X∗, and in the form (2) (or, (1)) of Lemma 2.3, D(A) (or, D(C)) = X∗. When
dim 0+  2, we will extend D(A) (or, D(C)) in the form (2) (or, (1)) of Lemma
2.3 to the whole space X∗ according to the following three cases:
Case 1◦. dim 0+ = 1 and dimN  3 whenever N ∈N and N ⊃ 0+.
Case 2◦. dim 0+ = 1 and dim(0+)+ = 2.
Case 3◦. dim 0+ = 2.
Note that the case dim 0+ = 1 and dim(0+)+ = 1 is included in Case 1◦ since
(0+)+ = 0+ will imply that dimN = ∞ for any N ∈N with N ⊃ 0+.
For the sake of simplicity, we only give the proofs of the following lemmas for
the case that  takes the form (1) in Lemma 2.3 since the case (2) can be dealt with
similarly.
Lemma 2.4. For the Case 1◦ and Case 3◦, the operator C(resp., A) appearing in
the form (1) (resp., (2)) of Lemma 2.3 can be extended to a linear bijection from X∗
onto Y ∗(resp., from X∗ onto Y ). Furthermore, A(0+) = 0+ and C(0⊥+) = 0⊥+ in the
form (1) (resp., A(0⊥+) = Y− and C(0+) = Y⊥− in the form (2)).
Proof. Since the proof is similar, we only deal with the Case 3◦, that is, the case
dim 0+ = 2, in details here.
Assume that for any x ∈ E1(N) and f ∈ E2(N) with x ⊗ f ∈ AlgFN being
nilpotent,(x ⊗ f ) = Ax ⊗ Cf . Let 0(N)+ = [x1, x2]. Then for any f ∈ 0(N)⊥+,
xi ⊗ f ∈ AlgFN are nilpotent, and (xi ⊗ f ) = Axi ⊗ gi(f ) (i = 1, 2). By the
proof in the first paragraph of claim 2 in Lemma 2.2, we have that {Ax1, Ax2} is lin-
early independent. So {g1, g2} is linearly dependent. Since gi |D(C) = C, g1 = g2 =
g, therefore C can be extended to 0⊥+, still be denoted by C. Let M0 =
∧{M ∈M |
Ax1, Ax2 ∈ M}.
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We assert that dimM0 = 2, M0 = 0(M)+ and C : 0(N)⊥+ → 0(M)⊥+ is onto. On
the contrary, assume dimM0 > 2. If M0 /= (M0)−, then there are g0 ∈ (M0)⊥− and
y0 ∈ M0 such that y0 and Axi are linearly independent for i = 1, 2 and 〈y0, g0〉 = 0,
〈Axi, g0〉 /= 0 for at least one i, say i = 1. In the case M0 = (M0)−, we must have
dimM0 = ∞ and there exist infinite many elements M inM such that 0 /= M ⊂ M0.
Fix such an M and take 0 /= y0 ∈ M . We can choose g0 ∈ M⊥ \ (M0)⊥− such that
〈Ax1, g0〉 /= 0. Thus y0 ⊗ g0 ∈ AlgFM is nilpotent. Since  preserves rank-1 nil-
potency in both directions and its range contains all rank-1 nilpotent operators, there
exists a nilpotent operator x0 ⊗ f0 ∈ AlgFN such that (x0 ⊗ f0) = y0 ⊗ g0. Let
N = ∧{L ∈N | x0 ∈ L}, then f0 ∈ N⊥− ∩ {x0}⊥. Obviously, 0(N)+ ⊂
N , and therefore, x1 and x0 are linearly independent. Thus f0 ∈ N⊥− ∩ {x0}⊥ ⊂
0(N)⊥+ and x1 ⊗ f0 ∈ AlgFN is nilpotent. Hence (x1 ⊗ f0) = Ax1 ⊗ Cf0 is
nilpotent and ((x0 + x1) ⊗ f0) = y0 ⊗ g0 + Ax1 ⊗ Cf0 is of rank one. It follows
that g0 = λCf0 for some λ ∈ F, which leads to a contradiction 0 /= 〈Ax1, g0〉 =
λ〈Ax1, Cf0〉 = 0. Consequently dimM0 = 2 and M0 = [Ax1, Ax2]. To show that
M0 = 0(M)+, assume, on the contrary, that M0 /= 0(M)+; then dim 0(M)+ = 1
and we may take x1, x2 ∈ 0(N)+ so that 0(M)+ = [Ax1] and M0 = (0(M)+)+ =
[Ax1, Ax2]. Take f ∈ X∗ so that 〈x2, f 〉 = 0 while 〈x1, f 〉 /= 0. Since x2 ⊗ f is a
nilpotent rank-1 operator in AlgFN, y ⊗ g = (x2 ⊗ f ) is nilpotent in AlgFM.
Thus, there exists M ∈M such that y ∈ M and f ∈ M⊥− ∩ {y}⊥. It is clear that
M0 ⊆ M and hence Ax1 ⊗ g ∈ AlgFM is nilpotent. It entails that there exists an
h ∈ {x1}⊥ such that (x1 ⊗ h) = Ax1 ⊗ g. Since (x1 ⊗ h + x2 ⊗ f ) = (Ax1 +
y) ⊗ g is a rank-1 nilpotent, we must have h = αf for some scalar α. However,
this leads to a contradiction that 〈x1, f 〉 = 0. Hence, M0 = 0(M)+. Now we prove
that C maps 0(N)⊥+ onto M⊥0 = 0(M)⊥+. For any g ∈ M⊥0 , Axi ⊗ g ∈ AlgFM
is nilpotent for i = 1, 2, so there exists a nilpotent operator xi ⊗ hi ∈ AlgFN
such that Axi ⊗ g = (xi ⊗ hi) = Axi ⊗ Chi . The injectivity of C implies that
h1 = h2 = h ∈ 0(N)⊥+ and g = Ch. So C : 0(N)⊥+ → 0(M)⊥+ is onto.
Take f1, f2 ∈ X∗ so that 〈xi, fj 〉 = δij , i, j = 1, 2. Then there exist g′1 and g′2
in Y ∗ such that (x1 ⊗ f2) = Ax1 ⊗ g′2 and (x2 ⊗ f1) = Ax2 ⊗ g′1. We claim
that 〈Ax1, g′1〉 = d1 /= 0. Otherwise, we would have g′1 ∈ M⊥0 . Thus there exists
h1 ∈ 0(N)⊥+ such that Ch1 = g′1. It follows that (x2 ⊗ (f1 − h1)) = Ax2 ⊗ g′1 −
Ax2 ⊗ Ch1 = 0, a contradiction. So d1 /= 0. Similarly, we have 〈Ax2, g′2〉 = d2 /=
0. Let gi = d−1i g′i , then 〈Axi, gj 〉 = δij (i, j = 1, 2). Obviously, X = [x1, x2] +˙
[f1, f2]⊥, Y = [Ax1, Ax2] +˙ [g1, g2]⊥, X∗ = [f1, f2] +˙ 0(N)⊥+ and Y ∗ =
[g1, g2] +˙M⊥0 . Let P be the projection from X onto [x1, x2] along [f1, f2]⊥, Q
the one from Y onto [Ax1, Ax2] along [g1, g2]⊥ and let (T ) = |P AlgNP (T )Q
for every T ∈ P AlgNP .
Note that, for any x = α1x1 + α2x2 ∈ [x1, x2] and f = β1f1 + β2f2 ∈ [f1, f2],
we have always x ⊗ f ∈ AlgFN, and x ⊗ f is nilpotent if and only if α1β1 +
α2β2 = 0. Write f = fx if α1β1 + α2β2 = 0. It is also clear that(x ⊗ fx) = Ax ⊗
g(fx) is nilpotent, where g(fx) = (γ1g1 + γ2g2) + g0(fx) with g0(fx) ∈ M⊥0 . Since
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〈Ax, g0(fx)〉 = 0, we see that 〈Ax, (γ1g1 + γ2g2)〉 = 0, too. Thus φ : PAlgNP →
QAlgMQ is a linear map preserving rank-1 nilpotent operators in both directions.
Because PAlgNP = span{xi ⊗ fj | i, j = 1, 2}, QAlgMQ = span{Axi ⊗ gj | i,
j = 1, 2} and φ is linear, there are scalars aij , bij (i, j = 1, 2) such that
φ(x1 ⊗ f1) =
∑
i,j=1,2
aijAxi ⊗ gj ,
φ(x2 ⊗ f2) =
∑
i,j=1,2
bijAxi ⊗ gj ,
φ(x1 ⊗ f2) = c12Ax1 ⊗ g2 and φ(x2 ⊗ f1) = d21Ax2 ⊗ g1
with c12 = d2 and d21 = d1. So, for a nilpotent operator
(∑
i=1,2 αixi
)⊗(∑
j=1,2 βjfj
)
, there exist γi (i = 1, 2) such that
φ



∑
i=1,2
αixi

⊗

∑
j=1,2
βjfj



 =

∑
i=1,2
αiAxi

⊗

∑
j=1,2
γjgj

 .
Comparing the coefficients in both sides of the above equality, we get
α1β1a11 + α2β2b11 = α1γ1, (2.5)
α1β1a22 + α2β2b22 = α2γ2, (2.6)
α1β1a12 + α2β2b12 + α1β2c12 = α1γ2, (2.7)
α1β1a21 + α2β2b21 + α2β1d21 = α2γ1. (2.8)
Since α1β1 + α2β2 = 0 and α1γ1 + α2γ2 = 0, we have γ1β1 =
γ2
β2
and α1β1 = −α2β2.
Substituting them in (2.5) and (2.6), one obtains
γ1
β1
= γ2
β2
= a11 − b11 = c.
Substituting α1β1 = −α2β2 in (2.7) and (2.8), one gets from the arbitrariness of β1
and β2 that c12 = d21 = c. So (x1 ⊗ f2) = cAx1 ⊗ g2 and (x2 ⊗ f1) = cAx2 ⊗
g1. Let C0 be the linear operator from [f1, f2] onto [g1, g2] determined by C0f1 =
cg1 and C0f2 = cg2. It follows from the above discussion that φ(x ⊗ f ) = Ax ⊗
C0f whenever x ∈ [x1, x2] and f ∈ [f1, f2] with 〈x, f 〉 = 0. Thus (x ⊗ fx) =
Ax ⊗ C0fx + Ax ⊗ g0(fx) for any x ∈ [x1, x2] and fx ∈ [f1, f2] with 〈x, f 〉 = 0.
Note that g0(fx) ∈ M⊥0 , g0(λfx) = λg0(fx) and g0(fj ) = 0 for j = 1, 2. We claim
that g0 = 0. Assume, otherwise, g0(f ) /= 0 for some f ∈ [f1, f2]. We may choose
f = αf1 − f2. Let x = x1 + αx2, u = x1 + βx2 and h = βf1 − f2 with β /= α. It
is clear that Au is linearly independent to Ax. A simple computation shows that
αAx1 ⊗ C0f1 − αAx2 ⊗ C0f2 − Ax1 ⊗ C0f2 + α2Ax2 ⊗ C0f1 + Ax ⊗ g0(f )
= (x ⊗ f )
= α((x1 ⊗ f1) − (x2 ⊗ f2)) − Ax1 ⊗ C0f2 + α2Ax2 ⊗ C0f1,
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and hence
Ax ⊗ g0(f ) = α((x1 ⊗ f1) − (x2 ⊗ f2) − Ax1 ⊗ C0f1 + Ax2 ⊗ C0f2).
Similarly, one has
Au ⊗ g0(h) = β((x1 ⊗ f1) − (x2 ⊗ f2) − Ax1 ⊗ C0f1 + Ax2 ⊗ C0f2).
Thus βAx ⊗ g0(f ) = αAu ⊗ g0(h), which implies that Ax and Au are linearly de-
pendent, a contradiction. So g0 = 0. Now extend C by Cf = C0f if f ∈ [f1, f2],
then C : X∗ → Y ∗ is a 1-1 and onto linear map. 
Lemma 2.5. For the Case 2◦, the operator C (resp., A) appearing in the form (1)
(resp., (2)) of Lemma 2.3 can be extended to a linear bijection from X∗ onto Y ∗
(resp., from X∗ onto Y ). Furthermore, A(0+) = 0+, A((0+)+) = (0+)+, C(0⊥+) =
0⊥+ and C((0+)⊥+) = (0+)⊥+ in the form (1) (resp., A(0⊥+) = Y−, A((0+)⊥+) = (Y−)−,
C(0+) = Y⊥− and C((0+)+) = (Y−)⊥− in the form (2)).
Proof. Assume that for any x ∈ E1(N) and f ∈ E2(N) with x ⊗ f ∈ AlgFN be-
ing nilpotent, (x ⊗ f ) = Ax ⊗ Cf . Let N0 = 0(N)+ = [x0] and N1 =
(0(N)+)+ = [x0, x1]. For any f ∈ 0(N)⊥+, x0 ⊗ f ∈ AlgFN is nilpotent. Let
M0 = ∧{M ∈M | Ax0 ∈ M} and M1 = ∧{M ∈M | Ax0, Ax1 ∈ M}. Similar to
the discussion in Lemma 2.4, C can be extended to 0⊥+, still be denoted by C, and
we have dimM0 = 1, M0 = [Ax0] = A(N0) = 0(M)+.
Now we prove dimM1 = 2. Otherwise, assume that dimM1  3. If M1 /= (M1)−,
then there exist g ∈ (M1)⊥− and y ∈ M1 such that {Ax0, Ax1, y} is a linearly inde-
pendent set and 〈y, g〉 = 0, 〈Ax1, g〉 /= 0; if M1 = (M1)−, then dimM1 = ∞ and
there exist infinite many elements M inM such that M0 ⊂ M ⊂ M1. Fix such an M
and take 0 /= y ∈ M . We can choose g ∈ M⊥ \ (M1)⊥− such that 〈Ax1, g〉 /= 0. Thus
y ⊗ g ∈ AlgFM is nilpotent. So there exists a nilpotent operator x ⊗ f ∈ AlgFN
such that(x ⊗ f ) = y ⊗ g. Let N = ∧{L ∈N | x ∈ L}, then f ∈ N⊥− ∩ {x}⊥. If
N = N1, then x = ax0 + bx1 (here a, b ∈ F). Thus y ⊗ g = (x ⊗ f ) = (aAx0 +
bAx1) ⊗ Cf implies that y and aAx0 + bAx1 are linearly dependent, a contradic-
tion. So N /= N1, and therefore N1 ⊂ N and f ∈ (0(N)+)⊥+. It follows from
((x1 + x) ⊗ f ) = Ax1 ⊗ Cf + y ⊗ g that g = λCf for some λ ∈ F, which leads
to a contradiction 0 /= 〈Ax1, g〉 = λ〈Ax1, Cf 〉 = 0. Hence dimM1 = 2 and M1 =
[Ax0, Ax1] = A(N1) = (0(M)+)+.
Similar to the proof of Lemma 2.4, one sees that both C : N⊥0 → M⊥0 and C :
N⊥1 → M⊥1 are onto. 
Thus, from now on, we may assume that the linear operator C in (1) (resp., A in
(2)) of Lemma 2.3 has domain D2(N).
Next, we discuss the domain of A (resp., C) appearing in the form (1) (resp., (2))
of Lemma 2.3 and its extension. Note that if X− = X, then the domain of the above
A (resp., C) is D1(N) which is dense in X. If X− /= X, then D1(N) = X. By
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Lemma 2.3, when dimX⊥−  4, E1(N) = X, so the domain of the above A (resp.,
C) is X. When dimX⊥−  3, we will show that the domain of above operators can be
extended to the whole space X. To do this, we have to deal respectively with seven
cases listed below:
Case 4◦. dimX⊥− = 1 and dim(N−)⊥  4 for any N ⊂ X.
Case 5◦. dimX⊥− = 1, dim(X−)⊥− = 2 and dimN⊥−  4 for any N ⊂ X−.
Case 6◦. dimX⊥− = 1, dim(X−)⊥− = 2 and dim((X−)−)⊥− = 3.
Case 7◦. dimX⊥− = 1 and dim(X−)⊥− = 3.
Case 8◦. dimX⊥− = 2 and dimN⊥−  4 for any N ⊂ X−.
Case 9◦. dimX⊥− = 2 and dim(X−)⊥− = 3.
Case 10◦. dimX⊥− = 3.
Lemma 2.6. For the Case 4◦, Case 8◦ and Case 10◦, the operator A (resp., C)
appearing in the form (1) (resp., (2)) of Lemma 2.3 can be extended to a linear bi-
jection from X onto Y (resp., X onto Y ∗). Furthermore, A(X−) = Y− and C(X⊥−) =
Y⊥− in the form (1) (resp., A(X⊥−) = 0+ and C(X−) = 0⊥+ in the form (2)).
Proof. We only give the details of the proof for Case 10◦, i.e., for the case dimX⊥− =
3.
Assume that, for any x ∈ D(A) and f ∈ D(C) with x ⊗ f ∈ AlgFN being nil-
potent, (x ⊗ f ) = Ax ⊗ Cf . Let X⊥− = [f1, f2, f3]. It is clear that, for any x ∈
X−, x ⊗ fi ∈ AlgFN (i = 1, 2, 3) are nilpotent and (x ⊗ fi) = yi(x) ⊗ Cfi .
Obviously, {y1(x), y2(x), y3(x)} is linearly dependent for every x ∈ X−. Note that
yi(·) (i = 1, 2, 3) are linear and injective, so the locally linear dependence implies
the linear dependence. It follows that dim[y1(·), y2(·), y3(·)] = 1. Note also that
yi(·)|D(A) = A, we must have y1 = y2 = y3. Thus, we can extend A to X−, still be
denoted by A. Moreover, A(X−) ⊂ ∩3i=1 kerCfi . Let M0 =
∨{M ∈M | Cf1, Cf2,
Cf3 ∈ M⊥}. We claim that M0 = Y− and dimM⊥0 = 3. Suppose on the contrary
that dimM⊥0  4. If M0 /= (M0)+, then there exists g4 ∈ M⊥0 and y4 ∈ (M0)+ such
that {g4, Cf1, Cf2, Cf3} is linearly independent, 〈y4, g4〉 = 0 and 〈y4, Cfi〉 /= 0 for
at least one i; if M0 = (M0)+, then there are infinity many elements M ∈M such
that M0 ⊂ M ⊂ Y . Fix such an M , choose y4 ∈ M \ M0 and g4 ∈ M⊥ such that
〈y4, Cfi〉 /= 0 for all i = 1, 2, 3. Thus y4 ⊗ g4 ∈ AlgFM is nilpotent and there ex-
ists a nilpotent operator x ⊗ f ∈ AlgFN such that (x ⊗ f ) = y4 ⊗ g4. Let N =∧{L ∈N | x ∈ L}; obviously f ∈ N⊥− ∩ {x}⊥. If N = X, then f = ∑3i=1 αifi , so
y4 ⊗ g4 = (x ⊗ f ) = Ax ⊗ (∑3i=1 αiCfi), a contradiction. Therefore N ⊆ X−.
So x ⊗ fi ∈ AlgFN are nilpotent and (x ⊗ fi) = Ax ⊗ Cfi are nilpotent. The
equality y4 ⊗ g4 = (x ⊗ f ) = Ax ⊗ Cf implies that y4 = λAx for some λ ∈ F,
this leads to a contradiction 0 /= 〈y4, Cfi〉 = λ〈Ax,Cfi〉 = 0 for at least one i. Hence
dimM⊥0 = 3. For any y ∈ M0, y ⊗ Cfi is nilpotent for every i = 1, 2, 3. So there
are nilpotents ui ⊗ gi ∈ AlgFN such that (ui ⊗ gi) = y ⊗ Cfi . It is clear that
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{u1, u2, u3} ⊂ [x] for some x. Hence, we may assume that (x ⊗ gi) = y ⊗ Cfi .
Note that {g1, g2, g3} is a linearly independent set. This implies that x ∈ X− and
(x ⊗ gi) = Ax ⊗ Cfi . Therefore y ∈ A(X−) and A(X−) = M0. Assume that
M0 /= Y−, we will get a contradiction. It is clear that Y− /= Y and dimY⊥− < 3, say,
dimY⊥− = 1. In this case we may choose f1, f2 and f3 so that Y⊥− = [Cf3]. Take
x1, x2, x3 ∈ X such that 〈xi, fj 〉 = δij , i, j = 1, 2, 3. Obviously, xi ∈ X−. Then, for
i = 1, 2, x3 ⊗ fi ∈ AlgFN is nilpotent and(x3 ⊗ fi) = y ⊗ Cfi for some y ∈ Y .
This forces that y ∈ M0 and there exist an x ∈ X− such that y = Ax. Thus we get
(x3 ⊗ fi) = Ax ⊗ Cfi = (x ⊗ fi) which yields x3 = x ∈ X−, a contradiction.
So M0 = Y− and A : X− → Y− is onto.
Take {x1, x2, x3} ⊂X and {y1, y2, y3} ⊂ Y such that 〈xi, fj 〉 = δij and 〈yi, Cfj 〉 =
δij , i, j = 1, 2, 3. Then X = [x1, x2, x3] +˙X− and Y = [y1, y2, y3] +˙Y−. Let P be
a projection from X onto X− along [x1, x2, x3] and Q be the one from Y onto Y−
along [y1, y2, y3]. Write ϕ(T ) = |(I−P)AlgN(I−P)(T )(I − Q) for every T ∈ (I −
P)AlgN(I − P). Then ϕ is linear and preserves rank-1 nilpotency in both direc-
tions. We may regard ϕ as a linear map ϕ : M3(F) → M3(F). By [9], there exists an
injective linear transformation A1 : [x1, x2, x3] → [y1, y2, y3] such that ϕ(x ⊗ f ) =
A1x ⊗ Cf if x ∈ [x1, x2, x3] and f ∈ [f1, f2, f3] with 〈x, f 〉 = 0. That is, (I −
Q)(x ⊗ f ) = A1x ⊗ Cf . Since(x ⊗ f ) = y(x) ⊗ Cf , we have (I − Q)y(x) =
A1x and y(x) = A1x + Qy(x), where Qy(x) ∈ Y−. Hence there exists u(x) ∈ X−
such that Qy(x) = Au(x). We claim that y(·) is linear. For any u1, u2 ∈ [x1, x2, x3],
take f ∈ [f1, f2, f3] such that 〈ui, f 〉 = 0 (i = 1, 2). Then, for any α, β ∈ F, (αu1 +
βu2) ⊗ f ∈ AlgFN is nilpotent and (αy(u1) + βy(u2)) ⊗ Cf = α(u1 ⊗ f ) +
β(u2 ⊗ f ) = ((αu1 + βu2) ⊗ f ) = y(αu1 + βu2) ⊗ Cf , which implies that
y(·) is linear. Since y(xi) = A1xi , we have y(x) = A1x for any x ∈ [x1, x2, x3],
and hence Qy(x) ≡ 0. Let Ax = A1x for x ∈ [x1, x2, x3], then the bijective linear
map A : X → Y is the desired extension. 
Lemma 2.7. For the Case 5◦, Case 7◦ and Case 9◦, the operator A (resp., C)
appearing in the form (1) (resp., (2)) of Lemma 2.3 can be extended to a
linear bijection from X onto Y (resp., X onto Y ∗). Furthermore, A(X−) =
Y−, A((X−)−) = (Y−)−, C(X⊥−) = Y⊥− and C((X−)⊥−) = (Y−)⊥− in the form (1)
(resp., A(X⊥−) = 0+, A((X−)⊥−) = (0+)+, C(X−) = 0⊥+ and C((X−)−) = (0+)⊥+
in the form (2)).
Proof. We only give the details of the proof for Case 5◦ here.
Assume that N satisfies dimX⊥− = 1, dim(X−)⊥− = 2 and dimN⊥−  4 for any
N ⊂ X−. Also assume that for any x ∈ D(A) and f ∈ D(C) with x ⊗ f ∈ AlgFN
being nilpotent, (x ⊗ f ) = Ax ⊗ Cf . Let X⊥− = [f0] and (X−)⊥− = [f0, f1], and
let M0 = ∨{L ∈M | Cf0 ∈ L⊥} and M1 = ∨{L ∈M | Cf0, Cf1 ∈ L⊥}. Similar
to the discussion in Lemma 2.6, we see that A can be extended to a linear map from
X− into Y and dimM⊥0 = 1, M⊥0 = Y⊥− = [Cf0].
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Now let us prove dimM⊥1 = 2. On the contrary, assume that dimM⊥1  3. If
M1 /= (M1)+, then there exists g ∈ M⊥1 which is linearly independent to both Cf0
and Cf1, and there exists y ∈ (M1)+ such that 〈y, g〉 = 0 and 〈y, Cf1〉 /= 0; if M1 =
(M1)+, then there are infinity many elements M ∈M such that M1 ⊂ M ⊂ Y . Fix
such an M and take g ∈ M⊥ such that {g,Cf0, Cf1} is linearly independent, and
choose y ∈ M \ M1 such that 〈y, Cf1〉 /= 0. Then we have y ⊗ g ∈ AlgFM is nil-
potent. Thus there exists a nilpotent operator x ⊗ f ∈ AlgFN so that (x ⊗ f ) =
y ⊗ g. Let N = ∨{L ∈N | f ∈ L⊥−}. Obviously, (X−)⊥− ⊂ N⊥− . So {f0, f1, f } is
linearly independent and x ⊗ f1, as well as (x ⊗ f1) = Ax ⊗ Cf1, is nilpotent.
Thus the rank-1 nilpotency of (x ⊗ (f + f1)) = Ax ⊗ Cf1 + y ⊗ g implies that
y = λAx for some λ ∈ F, which leads to a contradiction 0 /= 〈y, Cf1〉 = λ〈Ax,
Cf1〉 = 0. Hence dimM⊥1 = 2 and M⊥1 = (Y−)⊥− = [Cf0, Cf1].
Now we show that A : (X−)− → (Y−)− is onto. For any y ∈ (Y−)−, y ⊗ Cfi
(i = 0, 1) are nilpotent. Thus there exists a nilpotent operator x ⊗ f ∈ AlgFN such
that(x ⊗ f ) = y ⊗ Cf0. Let N = ∨{L ∈N | f ∈ L⊥−}, then x ∈ N ∩ ker f . Ob-
viously N ⊆ X−. If N = X−, then f = αf0 + βf1 and β /= 0, so y ⊗ Cf0 = (x ⊗
f ) = Ax ⊗ (αCf0 + βCf1), a contradiction. So N ⊆ (X−)−. If N ⊂ (X−)−, then
{f, f1} is linearly independent. However y ⊗ Cf1 = (x ⊗ f ) = Ax ⊗ Cf , which
contradicts the injectivity of C. So N = (X−)−, x ∈ (X−)− and y = λAx for some
λ ∈ F. That is, A : (X−)− → (Y−)− is onto. A similar discussion implies that A :
X− → Y− is also onto. Similar to the proof of Lemma 2.6, we see that A can be
extended to a linear bijection from X onto Y . 
Lemma 2.8. For the Case 6◦, the operator A (resp., C) appearing in the form (1)
(resp., (2)) of Lemma 2.3 can be extended to a linear bijection from X onto Y (resp.,
X onto Y ∗). Furthermore, A(X−) = Y−, A((X−)−) = (Y−)−, A(((X−)−)−) =
((Y−)−)−, C(X⊥−) = Y⊥− , C((X−)⊥−) = (Y−)⊥− and C(((X−)−)⊥−) = ((Y−)−)⊥− in
the form (1) (resp., A(X⊥−) = 0+, A((X−)⊥−) = (0+)+, A(((X−)−)⊥−) = ((0+)+)+,
C(X−) = 0⊥+, C((X−)−) = (0+)⊥+ and C(((X−)−)−) = ((0+)+)⊥+ in the form (2)).
Proof. In this case we have dimX⊥− = 1, dim(X−)⊥− = 2 and dim((X−)−)⊥− = 3.
Assume that for any x ∈ D(A) and f ∈ D(C) with x ⊗ f ∈ AlgFN being nil-
potent, (x ⊗ f ) = Ax ⊗ Cf . Let X⊥− = [f1], (X−)⊥− = [f1, f2] and ((X−)−)⊥− =
[f1, f2, f3]; let M1 = ∨{L ∈M | Cf1 ∈ L⊥}, M2 = ∨{L ∈M | Cf1, Cf2 ∈ L⊥},
M3 = ∨{L ∈M | Cf1, Cf2, Cf3 ∈ L⊥}. A similar argument just as that in the proof
of Lemma 2.6 implies that dimM⊥i = i (i = 1, 2, 3), M⊥1 = Y⊥− , M⊥2 = (Y−)⊥−,
M⊥3 = ((Y−)−)⊥− and A in (1) of Lemma 2.3 can be extended to a linear bijection
from X onto Y satisfying A(X−) = Y−, A((X−)−) = (Y−)− and A(((X−)−)−) =
((Y−)−)−. 
For nestN, denoteN′ = {0} ∪ {N ∈N | dimN  3 and dimN⊥−  4} ∪ {X}.
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Lemma 2.9. If N satisfies that there exists N0 ∈N such that dimN0  3 and
dim(N0)⊥−  4, then one of the followings holds:
(1) There exists an order homomorphism θ :N→M and there exist injective
linear transformations A : D1(N) → D1(M) and C : D2(N) → D2(M) which
satisfy A(N) ⊆ θ(N), C(N⊥− ) ⊆ θ(N)⊥− for every N ∈N with N− /= X and N /=
0 such that (x ⊗ f ) = Ax ⊗ Cf for all x ∈ D1(N), f ∈ D2(N) with x ⊗ f ∈
AlgFN being nilpotent.
(2) There exists an order homomorphism θ :N⊥ →M and there exist injective
linear transformations A : D2(N) → D1(M) and C : D1(N) → D2(M) which
satisfy A(N⊥− ) ⊆ θ(N⊥− ), C(N) ⊆ θ(N⊥)⊥ for every N ∈Nwith N /= 0 and N− /=
X such that (x ⊗ f ) = Af ⊗ Cx for all x ∈ D1(N), f ∈ D2(N) with x ⊗ f ∈
AlgFN being nilpotent.
Proof. Suppose that the case (1) of Lemma 2.3 occurs. The existence of A and C
is clear from Lemmas 2.4–2.8. For any N ∈N with dimN  3 and dimN⊥−  4,
and for any x ∈ N , let MAx = ∧{L ∈M | Ax ∈ L}; then ((LNx )0) = {Ax ⊗ Cf |
f ∈ N⊥− ∩ {x}⊥} ⊆ (LMAxAx )0. So
C(N⊥− ∩ {x}⊥) ⊆ (MAx)⊥− ∩ {Ax}⊥
for every x ∈ N . We assert that C(N⊥− ) ⊆ (MAx)⊥− for every x ∈ N . If N− = N or
N− /= N and x ∈ N−, then the assertion is clear; if N− /= N and x0 ∈ N \ N−, then
there exists f0 ∈ N⊥− such that 〈x0, f0〉 /= 0. Thus N⊥− = N⊥− ∩ {x0}⊥ +˙ [f0]. Since
C is injective,
C(N⊥− ) = C(N⊥− ∩ {x0}⊥) +˙ [Cf0] ⊆ (MAx0)⊥− ∩ {Ax0}⊥ +˙ [Cf0].
If we can prove Cf0 ∈ (MAx0)⊥−, then the assertion holds. To do this, let M0 =
MCf0 =
∨{L ∈M | Cf0 ∈ L⊥}. Then M0 ⊆ kerCf0 and we always have M0 ⊆
(MAx0)− since M0 ⊃ (MAx0)− would imply 〈x0, f0〉 = 0. For any y ∈ M0, we have
y ⊗ Cf0 ∈ AlgFM is nilpotent. Since preserves rank-1 nilpotent operators in both
directions and its range contains all rank-1 nilpotent operators, by Lemmas 2.4–2.8,
there exists a rank-1 nilpotent operator z ⊗ h ∈ AlgFN such that y ⊗ Cf0 = (z ⊗
h) = Az ⊗ Ch. So h = αf0 ∈ N⊥− for some α ∈ F and y = αAz ∈ A(N ∩ ker f0).
Hence M0 ⊆ A(N ∩ ker f0) = (M0)+ ∩ kerCf0. Since N = [x0] +˙N ∩ ker f0 and
A is injective,
M0 ⊆ A(N ∩ ker f0) ⊂ A(N)= [Ax0] +˙A(N ∩ ker f0)
= [Ax0] +˙ (M0)+ ∩ kerCf0 ⊆ MAx0 .
It follows that for any x ∈ N \ N− we have MAx ⊆ MAx0 and hence MAx = MAx0 .
Similarly,
C(N⊥− ) = C(N⊥− ∩ {x}⊥) +˙ [Cf ] ⊆ (MAx)⊥− ∩ {Ax}⊥ +˙ [Cf ]
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and
M ⊆ A(N ∩ ker f ) ⊂ A(N)= [Ax] +˙A(N ∩ ker f )
= [Ax] +˙M+ ∩ kerCf ⊆ MAx,
where f ∈ N⊥− \ N⊥ with 〈x, f 〉 /= 0 and M = MCf is defined in the same way as
M0 = MCf0 .
Case 1◦ dim(N/N−) > 1. In this case there exist x1 ∈ N \ N− and f1 ∈ N⊥− \
N⊥ such that 〈xi, fj 〉 = δij , i, j = 0, 1. It follows from Cf0 ∈ C(N⊥− ) ⊆ (MAx1)⊥− ∩
{Ax1}⊥ +˙ [Cf1] and Cf0 ∈ C(N⊥− ∩ {x1}⊥) that Cf0 ∈ (MAx1)⊥− ∩ {Ax1}⊥ ⊆
(MAx1)
⊥− = (MAx0)⊥−, as desired.
Case 2◦ dim(N/N−) = 1. In this case we have that N = N− +˙ [x0], M0 ⊆
A(N−) = (M0)+ ∩ kerCf0 ⊆ (M0)+ ⊆ MAx0 .
If dim(N+/N) = 1, then there exists x1 ∈ N+ \ N and f1 ∈ N⊥ \ N⊥+ such that
〈x1, f1〉 /= 0, and
M1 ⊆ A(N+ ∩ ker f1) = A(N) ⊆ (M1)+ ∩ kerCf1 ⊆ (M1)+ ⊆ MAx1 .
It is clear that M0 ⊆ M1. If M0 = M1, we already have MAx0 = (M1)+ = (M0)+
and Cf0 ∈ (MAx0)⊥−. Thus we can assume that M0 ⊂ M1, and then we get
M0 ⊆ A(N−) ⊂ (M0)+ ⊆ M1 ⊆ A(N) ⊂ (M1)+
which forces that (M0)+ = M1 = A(N) = MAx0 and hence Cf0 ∈ (M0)⊥ =
(MAx0)
⊥−.
If dim(N+/N) > 1, then, from the argument in Case 1◦, we see that MAx = MAz
and MCfx = MCfz = (MAx)− hold for all x, z ∈ N+ \ N and fx, fz ∈ N⊥ \ N⊥+
with 〈x, fx〉 /= 0 and 〈z, fz〉 /= 0. Since MCfx ⊆ A(N+ ∩ ker fx) ⊆ MAx and N =
∩f∈N⊥\N⊥+ N+ ∩ ker f , one gets MCfx ⊆ A(N) for all x ∈ N+ \ N . Thus we have
M0 ⊆ A(N−) ⊆ (M0)+ ⊆ MCfx ⊆ A(N) ⊆ MAx0 ⊆ (MCfx )+ = MAx
for all x ∈ N+ \ N . This forces that (M0)+ = MCfx = A(N) = MAx0 and conse-
quently, Cf0 ∈ (MAx0)⊥−.
If N+ = N , then, for any f ∈ N⊥, let MCf = ∨{L ∈M | Cf ∈ L⊥}. It is easily
checked that A(N) ⊂ MCf . Let M = ∩f∈N⊥MCf ; then A(N) ⊆ M . On the other
hand, take y ∈ M , then for any f ∈ N⊥ we have y ⊗ Cf ∈ AlgFM is nilpotent.
Thus there exists an x ∈ D1(N) such that Ax ⊗ Cf = (x ⊗ f ) = y ⊗ Cf and
x ⊗ f ∈ AlgFN is nilpotent. Since f ∈ N⊥ is arbitrary, we must have x ∈ N . This
yields that y = Ax ∈ A(N) and hence M = A(N) = MAx0 . It follows from M0 ⊆
A(N−) ⊆ (M0)+ and A(N−) ⊂ A(N) = M that (M0)+ = A(N) and then Cf0 ∈
(MAx0)
⊥−.
Hence we have shown that C(N⊥− ) ⊆
∧{(MAx)⊥− | x ∈ N} ∈M⊥. Now it is clear
that there exists M ∈M such that M⊥− =
∧{(MAx)⊥− | x ∈ N} and for any x ∈
N , we have Ax ∈ M . So A(N) ⊆ M . If there exists M ′ ∈M such that A(N) ⊆
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M ′, then for any x ∈ N , Ax ∈ M ′ and hence MAx ⊆ M ′ as MAx is the smallest
subspace containing Ax in M. So (M ′−)⊥ ⊆ (MAx)⊥− for every x ∈ N and there-
fore, (M ′−)⊥ ⊆
∧{(MAx)⊥− | x ∈ N} = M⊥− , which implies M ⊆ M ′. Hence M is
the smallest subspace containing A(N) in M. Set θ(N) = M , then A(N) ⊆ M =
θ(N) and C(N⊥− ) ⊆ M⊥− = θ(N)⊥−. Define θ(0) = 0 and θ(X) = Y . We claim that
θ :N′ →M is an order homomorphism, that is, θ(N1) ⊆ θ(N2) whenever N1 ⊂
N2. To see this, take xi ∈ Ni \ ∪{L ∈N′ | L ⊂ Ni} (i = 1, 2). Obviously, Ni =∧{L ∈N′ | xi ∈ L}. By the definition of θ , θ(Ni) = ∧{L ∈M | Axi ∈ L} (i =
1, 2). Since x1 ∈ N1 ⊂ N2, Ax1 ∈ θ(N2) and θ(N1) ⊆ θ(N2) by virtue of the mini-
mality of θ(N1). Now, assume that N ∈N′, then either dimN  2 or dimN⊥−  3.
It is easily seen from the proofs of Lemmas 2.4–2.8 that A(N) ∈M and C(N⊥− ) =
A(N)⊥−. So, for such N , we define θ(N) = A(N). Now it is clear that θ :N→M
is an order homomorphism.
Suppose that the case (2) of Lemma 2.3 occurs. By the proof of case (1), we need
only to check the existence of the order homomorphism θ : (N′)⊥ →M. For any
N ∈N with dimN⊥−  4 and dimN  3, and for any f ∈ N⊥− , let MAf =
∧{L ∈
M | Af ∈ L}. Then ((RNf )0) = {Af ⊗ Cx | x ∈ N ∩ ker f } ⊆ (L
MAf
Af )
0
. Similar
to the case (1) we can prove that there exists M ∈M such that C(N) ⊆ ∧{(MAf )⊥− |
f ∈ N⊥− } = M⊥− and A(N⊥− ) ⊆ M . Also, M is the smallest subspace containing
A(N⊥− ) in M. Put θ(N⊥− ) = M , then A(N⊥− ) ⊆ M = θ(N⊥− ) and C(N) ⊆ M⊥− =
θ(N⊥− )⊥−. Define θ(X∗) = Y and θ(0) = 0. Then θ :N⊥ →M is the desired order
homomorphism. 
3. Main results
In this section, we give the main results of this paper.
Theorem 3.1. LetN andM be two nests on Banach spaces X and Y, respectively.
Assume that there exists N0 ∈N such that dimN0  3 and dim(N0)⊥−  4. If  :
AlgFN→ AlgFM is a linear map preserving rank-1 nilpotent operators in both
directions and its range contains all rank-1 nilpotent operators in AlgFM, then one
of the followings holds:
(1) There exists a dimension preserving order isomorphism θ :N→M and
there exist bijective linear transformations A :D1(N)→D1(M) and C :D2(N)→
D2(M) satisfying A(N) = θ(N) and C(N⊥− ) = θ(N)⊥− for every N ∈N with N− /=
X and N /= 0 such that (x ⊗ f ) = Ax ⊗ Cf for all rank-1 nilpotent operators
x ⊗ f ∈ AlgFN.
(2) There exists a dimension preserving order isomorphism θ :N⊥ →M and
there exist bijective linear transformations A :D2(N)→D1(M) and C :D1(N)→
D2(M) satisfying A(N⊥− ) = θ(N⊥− ) and C(N) = θ(N⊥)⊥ for every N ∈N with
284 J. Cui et al. / Linear Algebra and its Applications 377 (2004) 267–290
N /= 0 and N− /= X such that (x ⊗ f ) = Af ⊗ Cx for all rank-1 nilpotent oper-
ators x ⊗ f ∈ AlgFN.
Proof. It is clear that  has one of the forms (1) and (2) in Lemma 2.9.
Assume that takes the form in (1) of Lemma 2.9. It follows that there exist injec-
tive linear transformations A : D1(N) → D1(M) and C : D2(N) → D2(M) such
that, for every nilpotent operator x ⊗ f ∈ AlgFN, one has (x ⊗ f ) = Ax ⊗ Cf .
We claim that A maps D1(N) onto D1(M). Since  preserves rank-1 nilpotent
operators in both directions and its range contains all rank-1 nilpotent operators, it
is easily seen that the trouble may occur only from the case dimY⊥− = 1. In this
case, let g0 ∈ Y⊥− be nonzero. Then for any y ∈ Y−, y ⊗ g0 is a nilpotent operator
in AlgFM, and there exists a nilpotent element x ⊗ f0 ∈ AlgFN such that y ⊗
g0 = (x ⊗ f0) = Ax ⊗ Cf0. It turns out that Y− ⊆ A(D1(N)). If A(D1(N)) /=
D1(M) = Y , then Y− = A(D1(N)) and x ⊗ f0 is nilpotent in AlgFN whenev-
er x ∈ D1(N) ∩ ker(f0). Now the injectivity of A implies that D1(N) ⊆ ker(f0),
which contradicts to the fact f0 /= 0. Therefore, the range of A is Y , completing
the proof of the above claim. Similarly, it is easily checked that C maps D2(N)
ontoD2(M). Moreover, there exists an order homomorphism θ :N→M such that
A(N) ⊆ θ(N) and C(N⊥− ) ⊆ θ(N)⊥− for every N ∈Nwith N− /= X and N /= 0. In
particular, A(N) = θ(N) and C(N⊥− ) = θ(N)⊥− if N ∈N \N′.
We claim further that θ(N)− ⊆ A(N) and θ(N)⊥ ⊆ C(N⊥− ) for every N ∈N′
with N− /= X and N /= 0. If y ∈ θ(N)−, then, since C(N⊥− ) ⊆ θ(N)⊥−, y ⊗ Cf is
a rank-1 nilpotent element in AlgFM for every f ∈ N⊥− . So there exists a unique
vector x ∈ D1(N) such that, for all f ∈ N⊥− , x ⊗ f is nilpotent in AlgFN and y ⊗
Cf = (x ⊗ f ) = Ax ⊗ Cf . This forces that x ∈ N− and y = Ax ∈ A(N−) ⊆
A(N). Thus we have θ(N)− ⊆ A(N) ⊆ θ(N). Similarly, we also have θ(N)⊥ ⊆
C(N⊥− ) ⊆ θ(N)⊥−. Therefore, by the minimality of θ(N) and θ(N)⊥−, it is clear that
θ(N)− ⊂ A(N) and θ(N)⊥ ⊂ C(N⊥− ) whenever θ(N)− /= θ(N).
Now let us check that A(N) = θ(N) and C(N⊥− ) = θ(N)⊥− for every N ∈N′
with N− /= X and N /= 0. This is obvious for the case that θ(N)− = θ(N). Let us as-
sume that θ(N)− /= θ(N). If N /= N+, then, because θ(N) ⊆ θ(N+)− ⊆ θ(N+), we
always have θ(N+)⊥ ⊆ C(N⊥) ⊆ θ(N+)⊥− ⊆ θ(N)⊥. Thus, for any y ∈ θ(N) and
f ∈ N⊥, y ⊗ Cf is a nilpotent element in AlgFM. So there is a rank-1 nilpotent op-
erator x ⊗ h ∈ AlgFN such that Ax ⊗ Ch = (x ⊗ h) = y ⊗ Cf . The injectivity
of C shows that we may take h = f . Hence x ⊗ f is nilpotent in AlgFN for all f ∈
N⊥. This forces that x ∈ N and therefore, y = Ax ∈ A(N) and A(N) = θ(N). Con-
sequently, C(N⊥) = θ(N)⊥. If N = N+, then there exists a sequence {Nk}∞k=1 ⊂
N such that N ⊂ Nk+1 ⊂ Nk and N = ∩∞k=1Nk . Since A(N) ⊆ θ(N) ⊆ θ(Nk)− ⊆
A(Nk) ⊆ θ(Nk), A(N) ⊆ θ(N) ⊆ ∩∞k=1θ(Nk)− ⊆ ∩∞k=1A(Nk) = A(N). So we still
have A(N) = θ(N).
It is clear that θ is one to one and preserves the dimension since A is injective.
To show that θ :N→M is a dimension preserving order isomorphism, we have
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to check that θ is onto. Let M ∈M with M− /= Y . By the proof of Lemmas 2.4–
2.8, we may assume that dimM  3 and dimM⊥−  4. Take g0 ∈ M⊥− \ ∪{L⊥− | L ∈
M, L⊥− ⊂ M⊥−}, then M =
∨{L ∈M | g0 ∈ L⊥−}. Since C : D2(N) → D2(M) is
surjective, there exists f0 ∈ D2(N) such that Cf0 = g0. Let N0 = Nf0 =
∨{L ∈
N | f0 ∈ L⊥−}, we claim ((RN0f0 )0) = (RMCf0)0, that is,
A(N0 ∩ ker f0) = M ∩ ker(Cf0).
Assume that there exists a nonzero vector y ∈ M ∩ ker(Cf0) \ A(N0 ∩ ker f0), then
y ⊗ Cf0 ∈ AlgFM is nilpotent, so there is x ⊗ h ∈ AlgFN such that y ⊗ Cf0 =
(x ⊗ h) = Ax ⊗ Ch. Now the injectivity of C implies that there is α ∈ F so that
h = αf0, and therefore, y = αAx ∈ A(N0 ∩ ker f0) by virtue of the nilpotency of
x ⊗ f0 ∈ AlgFN and the maximality of N0, a contradiction. So the claim holds. If
M− = M , then M ∩ kerCf0 = M . In the case N0 ∩ ker f0 = N0, we already have
M = A(N0) = θ(N0). For the case N0 ∩ ker f0 /= N0, we get (N0)− /= N0 and
A((N0)−) ⊆ A(N0 ∩ ker f0) = M ⊆ A(N0). Since g0 = Cf0 ∈ A(N0)⊥− by the
proof of Lemma 2.9, it follows from the definition of M that M = A(N0). As-
sume that M− /= M and take y0 ∈ M \ M− so that 〈y0, g0〉 /= 0, then M = M ∩
ker g0 +˙ [y0]. The injectivity of A implies that x0 = A−1y0 ∈ D1(N) and
A((N0)−) ⊆ A(N0 ∩ ker f0) = M ∩ ker g0 ⊆ A(N0). Since g0 = Cf0 ∈ A(N0)⊥−
we see that A(N0) ⊆ M . If A(N0) /= M , then
A(N0) ⊆ M− ⊆ M ∩ ker g0 = A(N0 ∩ ker f0) ⊆ A(N0)
which implies that A(N0) = M− = M ∩ ker g0 and dim(M/M−) = 1. For the case
N0 /= (N0)+, we have further that
A(N0) = M− ⊂ M ⊆ A((N0)+).
Note that, by the previous paragraph, A(N0)⊥ = C((N0)⊥) = θ((N0)+)⊥− =
A((N0)+)⊥−. So, if M /= A((N0)+), then we get
A(N0) = M− ⊂ M ⊆ A((N0)+)− ⊆ A((N0)+),
and consequently
A(N0)
⊥ = M⊥− ⊃ M⊥ ⊇ A((N0)+)⊥− = C((N0)⊥) = A(N0)⊥,
which is a contradiction. For the case N0 = (N0)+, there exist a sequence {Nk}∞k=1 ⊂
N such that N0 ⊂ Nk ⊂ Nk−1 for all k = 2, 3, . . . and N0 = ∩∞k=1Nk . It is clear
that A(N0) = M− ⊂ M ⊂ A(Nk) for every k. Thus we get A(N0) = M− ⊂ M ⊆
∩∞k=1A(Nk) = A(∩∞k=1Nk) = A(N0), again a contradiction. So we have shown that
A(N0) = M . Hence, θ is onto and is a dimension preserving order isomorphism.
Assume that has the form (2) of Lemma 2.9. Then, a similar argument as that of
the form (1) shows that both A : D2(N) → D1(M) and C : D1(N) → D2(M) are
onto. Also there exists an order homomorphism θ :N⊥ →M such that A(N⊥− ) ⊆
θ(N⊥− ) and C(N) ⊆ θ(N⊥)⊥ for every N ∈N with N− /= X and N /= 0. Particu-
larly, A(N⊥− ) = θ(N⊥− ) and C(N) = θ(N⊥)⊥ if N ∈N \N′.
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We claim further that θ(N⊥− )− ⊆ A(N⊥− ) and θ(N⊥)⊥+ ⊆ C(N) for every N ∈
N′ with N− /= X and N /= 0. To see this, pick y ∈ θ(N⊥− )−. Note that C(N−) ⊆
θ(N⊥− )⊥ ⊆ θ(N⊥− )⊥−. So, for any x ∈ N−, y ⊗ Cx ∈ AlgFM is nilpotent. It fol-
lows that there exists a unique f ∈ D2(N) such that x ⊗ f ∈ AlgFN is nilpotent
with Af ⊗ Cx = (x ⊗ f ) = y ⊗ Cx. The arbitrariness of x ∈ N− forces f ∈ N⊥− .
Hence, y = Af ∈ A(N⊥− ). Similarly we have θ(N⊥)⊥+ ⊆ C(N) ⊆ θ(N⊥)⊥. Now let
us show that C(N) = θ(N⊥)⊥ whenever N /= 0 and N− /= X. We may assume that
N ∈N satisfies that dimN  3 and dimN⊥−  4. If g ∈ θ(N⊥)⊥, then, for any f ∈
N⊥, Af ⊗ g ∈ AlgFM is nilpotent since A(N⊥) ⊆ θ(N⊥). It turns out that there is
a vector x ∈ D1(N) such that x ⊗ f is nilpotent in AlgFN and Af ⊗ Cx = (x ⊗
f ) = Af ⊗ g. Since f ∈ N⊥ is arbitrary, we see that x ∈ N and g = Cx ∈ C(N).
So C(N) = θ(N⊥)⊥. Similarly one can check that A(N⊥− ) = θ(N⊥− ). Then similar
to the discussion of case (1), we can show that θ :N⊥ →M is onto and therefore
a dimension preserving order isomorphism. 
Corollary 3.2. Assume furthermore, in Theorem 3.1, that  is bounded. Then A
and C are bounded injective operators with dense range.
Proof. Assume that  has the form (1) in Theorem 3.1. Firstly, we prove that A|N
is bounded for every N ∈N with N− /= X and N /= 0. For any nonzero functional
f ∈ N⊥− , and for any x ∈ N ∩ ker f , we have (x ⊗ f ) = A|Nx ⊗ C|N⊥− f . As-
sume that {xn}∞n=1 ⊂ N ∩ ker f such that xn → x and A|Nxn → y as n → ∞. It
follows from the boundedness of that A|Nxn ⊗ C|N⊥− f → A|Nx ⊗ C|N⊥− f , hence
A|N∩ker f x = y, i.e., A|N∩ker f is closed. This surely implies that A|N is bounded.
Similarly, one can prove that C|N⊥− is bounded, too.
Now we show that both A and C are bounded. For any N ∈N with N− /= X,
since A(N) = θ(N), A|N has a bounded inverse (A|N)−1 on θ(N). Fix N0 ∈N,
then there is a positive number α0 such that ‖Ax‖  α0‖x‖ for all x ∈ N0. So for
any N ⊂ N0 and any f ∈ N⊥− , x ∈ N ∩ ker f , we have
‖‖‖x‖‖f ‖  ‖(x ⊗ f )‖ = ‖Ax ⊗ Cf ‖ = ‖Ax‖‖Cf ‖  α0‖x‖‖Cf ‖,
which implies that
‖C|N⊥− ‖  α
−1
0 ‖‖
hold for all N ⊂ N0. Note that ∪{N⊥− | N ∈N and 0 /= N ⊂ N0} = D2(N), we
conclude that C is bounded with ‖C‖  α−10 ‖‖, and hence can be extended to a
bounded operator, still denoted by C, from X∗ into Y ∗. By the boundedness of 
and C, it is clear that A can also be extended to a bounded operator, still denoted by
A, from X into Y. It is clear that A and C have dense range.
The case that  has the form (2) in Theorem 3.1 is similarly treated with. 
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We remark here that (1) or (2) in Theorem 3.1 is necessary for  to preserve
the rank-1 nilpotency in both directions, but, in general, is not sufficient. When the
nests are continuous (A nestN is said to be continuous if N− = N for all N ∈N),
then the set of all rank-1 nilpotent operators is just the same as the set of all rank-1
operators. So, in this case, rank-1 nilpotency preservers are exactly rank-1 preservers,
of which some characterizations can be found in [7].
LetN be a nest on a Hilbert space H . For N ∈N, if N− /= N , we say that the
subspace N  N− = N ∩ N⊥− is an atom of nest N. Recall that N is said to be
atomic if H is spanned by its atoms. Let {Hi | i ∈ I} be the set of all atoms of nest
N. The index setI has a natural order that i1  i2 if and only if x ∈ Hi1 and f ∈ Hi2
implies that x ⊗ f ∈ AlgFN. If L is a closed subspace of H , we’ll denote PL the
projection associated to L, i.e., the self-adjoint idempotent operators with range L. A
map S on a vector space is said to be conjugate linear if S(αx + βy) = α¯Sx + β¯Sy
for all scalars α, β and all vectors x, y.
Let N1(N) denote the closed linear subspace of AlgN spanned by all rank-1
nilpotent operators in AlgFN. The following result gives a characterization of the
bijective bounded linear maps between N1(N) and N1(M) which preserve rank-1
nilpotency in both directions.
Theorem 3.3. LetN andM be two nests on Hilbert spaces H and K, respectively.
Denote {Hi | i ∈ I} the set of all atoms of N. Assume that there exists N0 ∈N
such that dimN0  3 and dim(N0)⊥−  4. If  : N1(N) → N1(M) is a bounded
bijective linear map, then  preserves rank-1 nilpotent operators in both directions
if and only if one of the following holds:
(1) There exists a dimension preserving order isomorphism θ :N→M, an
invertible operator A ∈ B(H,K) satisfying A(N) = θ(N) for every N ∈N, an
operator D ∈ B(H) of the form D = ∑i∈I ciPHi (ci ∈ F) and an operator W ∈
B(K,H) satisfying ((A∗)−1D∗ + W ∗)(N⊥− ) = θ(N)⊥− and W(θ(N)) ⊆ N− for
every N ∈N, such that DA−1 + W is invertible and
(T ) = AT (DA−1 + W)
for all T ∈ N1(N).
(2) There exists a dimension preserving order isomorphism θ :N⊥ →M, an in-
vertible bounded conjugate linear operator A : H → K satisfying A(N⊥− ) = θ(N⊥− )
for every N ∈N, a bounded operator D of the form D = ∑i∈I ciPHi (ci ∈ F)
and a bounded conjugate linear operator W : K → H satisfying ((A∗)−1D∗ + W ∗)
(N) = θ(N⊥)⊥ and W(θ(N⊥− )) ⊆ N⊥ for every N ∈N, such that DA−1 + W is
invertible and
(T ) = AT ∗(DA−1 + W)
for all T ∈ N1(N).
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Proof. It is obvious that we need only to check the necessity. Suppose that  pre-
serves the rank-1 nilpotency in both directions; then  takes one of the forms (1) and
(2) in Theorem 3.1.
Assume first that  takes the form (1) in Theorem 3.1. By Corollary 3.2, both
A and C are bounded injective operators with dense range. Since −1 has the same
property as that  has, we see that both A and C are invertible, that is, both A−1 and
C−1 are bounded.
We claim that for each i ∈ I, there exists a scalar ci such that 〈Ax,Cf 〉 = ci〈x, f 〉
whenever x, f ∈ Hi . This is obvious if dimHi = 1. Assume dimHi  2 and x, y, g,
f ∈ Hi . It suffices to show that 〈x, f 〉 = 〈y, g〉 = 1 will imply 〈Ax,Cf 〉 = 〈Ay,Cg〉.
Denote 〈Ax,Cf 〉 = c and 〈Ay,Cg〉 = d . It is clear that both c and d are nonzero.
If x is linearly dependent to y, we may assume that x = y. In this case, since
x ⊗ (f − g) ∈ AlgFN is nilpotent, we get 〈Ax,C(f − g)〉 = 0 which implies that
c = d . If x is linearly independent to y, then one can take h ∈ Hi such that 〈x, h〉 =
〈y, h〉 = 1. It follows from the nilpotency of x ⊗ (f − h) and y ⊗ (g − h) that c =
〈Ax,Ch〉 = 〈Ay,Ch〉 = d , as desired.
Thus we have PiC∗A|Hi = ciIi , where Pi = PHi , Ii is the identity on Hi . Note
that C(N⊥− ) = θ(N)⊥− implies that C∗(θ(N)) = N . It follows that C∗A(N) =
C∗(θ(N)) = N and hence C∗A ∈ AlgN. Let D = ⊕i∈I ciIi . Then R = C∗A − D
is an operator satisfying R(N) ⊆ N−. Therefore, C∗ = DA−1 + W , where W =
RA−1 satisfies W(θ(N)) ⊆ N−. Now, for every rank-1 nilpotent operator x ⊗ f in
AlgFN, we have that(x ⊗ f ) = Ax ⊗ Cf = A(x ⊗ f )C∗ = A(x ⊗ f )(DA−1 +
W). So (1) in the theorem holds for all T ∈ N1(N).
Note that the ∗ operation on B(H) is conjugate linear. If  has the form (2) in
Theorem 3.1, a similar argument as above implies that the case (2) in the theorem
holds true. This completes the proof of necessity. 
Notice that, if N is atomic, then the operator D in Theorem 3.3 is a diagonal
operator.
Remark 3.4. If N is a nest on a Hilbert space H , then N1(N) contains all finite
rank nilpotent operators in AlgN.
In fact, every finite rank nilpotent operator in AlgN is a finite sum of rank-1
nilpotent operators in AlgN. Let F ∈ AlgFN be a nilpotent operator of rank n.
By [6], there exist {Ni}ni=1 ⊆N and {xi}ni=1, {fi}ni=1 satisfying xi ∈ Ni , fi ∈ (Ni)⊥−
(i = 1, 2, . . . , n) such that F = ∑ni=1 xi ⊗ fi . For i = 1, . . . , n, if Ni = (Ni)−, then
xi ⊗ fi is rank-1 nilpotent. So without loss of generality, we may assume that Ni /=
(Ni)− and Ni ⊆ Ni+1. If Nj = Ni , we say j ∼ i. Denote [i] = {j | j ∼ i} and let
r = #{[i] | i = 1, 2, . . . , n} (where #S denotes the number of the elements in the
set S). Then F may be written as F = ∑ri=1∑tij=1(xij ⊗ fij ), where {xij }tij=1 ⊆
Mi , {fij }tij=1 ⊆ (Mi)⊥− with
∑r
i=1 ti = n, and Mi ∈N with Mi ⊂ Mi+1 for i =
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1, . . . , r . For each i = 1, . . . , r , put xij = x1ij + x2ij with x1ij ∈ (Mi)− and x2ij ∈ Mi 
(Mi)−; put fij = f 1ij + f 2ij with f 1ij ∈ M⊥i and f 2ij ∈ Mi  (Mi)−, j = 1, . . . , ti .
Then
F =
r∑
i=1
ti∑
j=1
(xij ⊗ fij ) =
r∑
i=1
ti∑
j=1
(x1ij ⊗ (f 1ij + f 2ij ) + x2ij ⊗ f 1ij + x2ij ⊗ f 2ij ).
Set F1 = ∑ri=1∑tij=1(x1ij ⊗ (f 1ij + f 2ij ) + x2ij ⊗ f 1ij ) and F2 = ∑ri=1∑tij=1(x2ij ⊗
f 2ij ). It is clear that F1 is a sum of rank-1 nilpotent operators. Our purpose is to
prove that so is F2. Since F = F1 + F2 and Fp = 0 for some positive integer p,
and since F1 ∈ RN (the radical ideal of AlgN) and RN is a two side ideal of
AlgN, we have Fp2 ∈ RN. Because F2 has finite rank, so we must have Fq2 = 0 for
some integer q  p. This forces that (
∑ti
j=1 x2ij ⊗ f 2ij )q = 0. Note that every finite
rank nilpotent operator in B(H) can be written as a finite sum of rank-1 nilpotent
operators. So, regarded as an operator inB(Mi  (Mi)−),∑tij=1 x2ij ⊗ f 2ij is a finite
sum of rank-1 nilpotent operators inB(Mi  (Mi)−) and hence in AlgFN. Now it
is clear that F2, as a direct sum of r such operators, must be a finite sum of rank-1
nilpotent operators in AlgFN.
Remark 3.5. The assumption that the nestN has an element N0 such that dimN0 
3 and dim(N0)⊥−  4 in the results of this paper is satisfied for almost all nests. In
fact, this condition is met by all nests on Banach spaces of dimension larger than 5.
Let us check the last assertion by considering the following two cases.
Case 1. 6  dimX < ∞. Assume that there is no such N0 ∈N. Let N ∈N be the
smallest one so that dimN  3, then dimN−  2. Thus we have dimX = dimN− +
dimN⊥−  2 + 3 = 5, a contradiction.
Case 2. dimX = ∞. If N contains at least seven nontrivial elements, say, 0 ⊂
N1 ⊂ N2 ⊂ · · · ⊂ N7 ⊂ X, then it is clear that dimN3  3 and dim(N3)⊥− 
dimN⊥3  4. If N contains at most six nontrivial elements, let N ∈N be the
smallest one so that dimN = ∞, then dimN⊥− = ∞ since dimN− < ∞.
The following corollary is immediate from Theorem 3.3 and Remark 3.5.
Corollary 3.6. Let H = ⊕ni=1 Hi be a Hilbert space of dimension greater than 5
and letT = {(Tij )n×n | Tij ∈ B(Hj ,Hi), Tij = 0 if i > j} be the associated upper
triangular operator matrix algebra. Let N1 be the closed linear subspace of T
spanned by all rank-1 nilpotent operators in T. Assume that  : N1 → N1 is a
bounded bijective linear map. Then  preserves rank-1 nilpotent operators in both
directions if and only if one of the following holds:
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(1) There exist operators A, D and W ∈T with A invertible, D diagonal and
invertible and W strictly upper triangular, such that
(T ) = AT (DA−1 + W)
for all T ∈ N1.
(2) There exists an invertible and bounded left upper triangular conjugate linear
operator A, an invertible diagonal operator D and a bounded strictly right lower
triangular conjugate linear operator W, from ⊕ni=1 Hi into ⊕ni=1 Hi, such that
(T ) = AT ∗(DA−1 + W)
for all T ∈ N1(N).
Here D is diagonal means that D = ⊕ni=1 diIi with di a scalar and Ii the identity on
Hi for each i.
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