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Abstract
We study multiple orthogonal polynomials of type I and type II, which have orthogonality conditions with respect
to rmeasures. These polynomials are connected by their recurrence relation of order r + 1. First we show a relation
with the eigenvalue problem of a banded lower Hessenberg matrix Ln, containing the recurrence coefﬁcients. As
a consequence, we easily ﬁnd that the multiple orthogonal polynomials of type I and type II satisfy a generalized
Christoffel–Darboux identity. Furthermore, we explain the notion ofmultiple Gaussian quadrature (for propermulti-
indices), which is an extension of the theory of Gaussian quadrature for orthogonal polynomials and was introduced
by Borges. In particular, we show that the quadrature points and quadrature weights can be expressed in terms of
the eigenvalue problem of Ln.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Multiple orthogonal polynomials arise naturally in the theory of simultaneous rational approximation,
in particular in the Hermite–Padé approximation of a system of r ∈ N (Markov and Stieltjes) functions
[7,8,15,16]. They are a generalization of orthogonal polynomials in the sense that they satisfy orthogo-
nality conditions with respect to measures 1, . . . , r (r ∈ N), for which all the moments exist. In the
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literature one can ﬁnd already many examples of such polynomials [1–4,18]. Normally measures are
taken to be positive. However, in this paper we study formal multiple orthogonal polynomials which
means that we allow complex measures.
Wewill only considermultiple orthogonal polynomials with respect to propermulti-indices. The proper
multi-index corresponding to n ∈ N0 =N ∪ {0} is
n =

m+ 1,m+ 1, . . . , m+ 1︸ ︷︷ ︸
s times
,m,m, . . . , m︸ ︷︷ ︸
r−s times

 ∈ Nr0,
where n=mr + s, 0<sr . There exist two types of multiple orthogonal polynomials, type I and type
II. Let 1, . . . ,r be the supports of the r measures. A multiple orthogonal polynomial Pn = Pn of
type II with respect to the proper multi-index n, is a polynomial of degree at most n, which satisﬁes the
orthogonality conditions∫
j
Pn(x)x
 dj (x)= 0, = 0, . . . , n(j)− 1, j = 1, . . . , r. (1.1)
Here n(j) is the jth component of n. Eq. (1.1) leads to a system of n homogeneous linear equations
for the n + 1 unknown coefﬁcients of Pn. A basic requirement to have a good deﬁnition is that every
possible solution of the system (1.1) has exactly degree n. This is equal to the assumption that (1.1) has
a unique solution (up to a scalar multiplicative constant) which has exactly degree n. In that case we call
n a normal multi-index for 1, . . . , r . Let m(j) =
∫
j
x dj (x) be the th moment of the measure j
and set
Dn = (D(1)n,n(1) · · ·D
(r)
n,n(r))
T, (1.2)
where
D
(j)
n, =


m
(j)
0 m
(j)
1 · · · m(j)−1
m
(j)
1 m
(j)
2 · · · m(j)
...
...
...
m
(j)
n−1 m
(j)
n · · · m(j)n+−2


is an n×matrix of moments of the measure j . ThenDn is the matrix of the linear system (1.1), without
the last column. It is known and easily veriﬁed that n is normal if and only if Dn has rank n [3,4,16]. In
the case that all the proper multi-indices n, n ∈ N, are normal, we call the system of measures a weakly
complete system.
A type I multiple orthogonal vector polynomial An = An = (An,1, · · · , An,r )T, corresponding to
the proper multi-index n, consists of r polynomials An,j of degree at most n(j) − 1, satisfying the
orthogonality conditions∫
x
r∑
j=1
An,j (x) dj (x)= 0, = 0, 1, . . . , n− 2. (1.3)
The usual requirement is that every An,j has exactly degree n(j) − 1. However, as mentioned before,
in this paper we only consider proper multi-indices. So, if the system (1.3) has a unique solution up to a
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multiplicative scalar constant and An,s has exactly degree m, where n = mr + s, 0<sr , we obtain a
good deﬁnition. Note that these conditions are satisﬁed if n−1 is normal, which means thatDn−1 has rank
n− 1. This easily follows from the fact that the matrix of the linear system (1.3), without the s(m+ 1)th
column, is equal to DTn−1.
In Section 3 we approximate integrals of the kind
∫
j
f (x) dj (x), j = 1, . . . , r,
simultaneously, using weighted quadrature formulas which have the same n quadrature nodes. This was
already studied by Borges in [5] and by Fidalgo Prieto et al. in [10]. The point of interest then is to ﬁnd
the appropriate quadrature nodes and weights maximizing the vector order of the weighted quadrature
formulas along the proper multi-indices. In [5, Theorem 2], Borges showed that this is obtained if we
require each weighted quadrature formula to be interpolating and the quadrature nodes to be the zeros of
the type II multiple orthogonal polynomial Pn, assumed to be simple. We recall this notion of multiple
Gaussian quadrature in Theorem 3.1.
In the case of Gaussian quadrature (r = 1) the nodes and weights can be expressed in terms of the
eigenvalue problem of a Jacobi matrix, containing the recurrence coefﬁcients; see, e.g. [11, Chapter 3,
Section 2.3]; [12]. In Theorem 3.2 we extend this to multiple Gaussian quadrature. Here we need some
properties of multiple orthogonal polynomials. In Section 2 we recall that, for a weakly complete system,
the multiple orthogonal polynomials of type I and type II each satisfy a recurrence relation of order
r + 1 which are closely connected; see, e.g., [15, Section 24]; [6,13,17,19]. As a consequence, these
polynomials of type I and type II are then linked to the left and right eigenvalue problem, respectively, of
a banded lower Hessenberg matrix Ln containing the recurrence coefﬁcients as in (2.8). This then also
leads to a generalized Christoffel –Darboux identity in Theorem 2.5, similar to [17, (21)]. Using all this,
we show that in the case of multiple Gaussian quadrature the nodes are the eigenvalues of Ln and the
weights can be expressed in terms of the corresponding left and right eigenvectors.
2. Recurrence relation of order r + 1
2.1. Relation between type I and type II
Suppose that the system of measures 1, . . . , r forms a weakly complete system. The monic multiple
orthogonal polynomialsPn of type II corresponding to propermulti-indices are then uniquely determined.
Furthermore, as mentioned in the introduction also, the multiple orthogonal polynomials of type I, An,
are unique up to a normalizing multiplicative constant. In this paper we take the normalization
∫
xn−1
r∑
j=1
An,j (x) dj (x)= 1. (2.1)
Note that the integral in (2.1) cannot be zero since n is a normal multi-index.
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It is known that multiple orthogonal polynomials satisfy a recurrence relation of order r + 1; see, e.g.,
[14, Section 24; 6,12,16,18]. For the monic multiple orthogonal polynomials of type II this is
xP n(x)= Pn+1(x)+
r∑
j=0
an,jPn−j (x), n0, (2.2)
with initial conditions P0 ≡ 1 and Pj ≡ 0, j = −1,−2, . . . ,−r . The proof is similar to that in the
case of orthogonal polynomials. Furthermore, there exist some integral representations for the recurrence
coefﬁcients in terms of the multiple orthogonal polynomials of type I and type II. If we integrate (2.2)
with respect to measures
∑r
=1An+1−k,(x) d(x), k = 0, 1, . . . , r , then we ﬁnd
∫
xP n(x)
r∑
=1
An+1−k,(x) d(x)=
∫
Pn+1(x)
r∑
=1
An+1−k,(x) d(x)
+
r∑
j=0
an,j
∫
Pn−j (x)
r∑
=1
An+1−k,(x) d(x).
Now apply the orthogonality relations of the multiple orthogonal polynomials of type I and type II.
Because of the normalization (2.1) and the fact that the Pn are monic, we then obtain
an,j =
∫
xP n(x)
r∑
=1
An+1−j,(x) d(x), j = 0, 1, . . . ,min(r, n). (2.3)
The multiple orthogonal polynomials of type I also satisfy a recurrence relation of order r + 1 which is
related to the one of type II. Denote byCr [x] the space of r-dimensional vector polynomials with complex
coefﬁcients. The vector polynomials An then form a basis for Cr [x], so that there exist unique cn,k ∈ C
for which x An(x)=∑n+rk=1cn,k Ak(x). By linearity we then have
∫
xP i(x)
r∑
=1
An,(x) d(x)=
n+r∑
k=1
cn,k
∫
Pi(x)
r∑
=1
Ak,(x) d(x), i = 0, 1, . . . .
The cases i = 0, 1, . . . , n − 3 give rise to cn,1 = · · · = cn,n−2 = 0 by the orthogonality relations (1.3).
Furthermore, use the orthogonality relations (1.1) and the normalization (2.1) to get
cn,n−1 = 1, cn,n+j =
∫
xP n+j−1(x)
r∑
=1
An,(x) d(x), j = 0, 1, . . . , r.
Comparing thiswith (2.3)we obtain cn,n+j=an+j−1,j , j=0, 1, . . . , r . So if themonicmultiple orthogonal
polynomials of type II satisfy the recurrence relation (2.2) then the multiple orthogonal polynomials of
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type I with normalization (2.1) satisfy the recurrence relation
x An(x)= An−1(x)+
r∑
j=0
an+j−1,j An+j (x), n1, (2.4)
with initial conditions A0 ≡ 0 and A1, . . . , Ar . Denote byD(j,i)n the matrix obtained fromDn by deleting
the jth row and the ith column (and set det D(1,1)1 equal to 1). For 1i, jr we then have
Ai,j =
{
(−1)i+j det D
(j,i)
i
det Di , ji,
0, j > i,
(2.5)
which are functions of the (ﬁrst r)moments of themeasures 1, . . . , r . Notice thatAj,j = 0, j=1, . . . , r ,
because the multi-indices n are normal.
Remark 2.1. Let n=mr+s, 0<sr .Applying the orthogonality conditions of the polynomial Pn+r−1,
we obtain from (2.3)
an+r−1,r =
∫
xP n+r−1(x)
r∑
=1
An,(x) d(x)
=
∫
xP n+r−1(x)An,s(x) ds(x), n1.
We assumed that n−1 and n+r are normal, so An,s has exactly degree m and
an+r−1,r = 0, n1. (2.6)
This means that we can recover the vector polynomials An by (2.4) if we know the initial conditions (2.5)
and the recurrence coefﬁcients.
Remark 2.2. We supposed that the measures 1, . . . , r form a weakly complete system. If we replace
these measures by
1,11, 2,11 + 2,22, . . . ,
r∑
j=1
r,jj , (2.7)
where i,j ∈ C, 1jir , then it is clear that this system of measures forms a weakly complete system
if and only if j,j = 0, j = 1, . . . , r . Furthermore, all these systems of measures have the same multiple
orthogonal polynomials of type II with proper multi-indices and so the same recurrence coefﬁcients. It is
obvious that every set of measures of form (2.7) then corresponds to another choice of initial conditions
for the recurrence relation (2.4) where Aj,j = 0, j = 1, . . . , r .
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2.2. Eigenvalue problem of the banded Hessenberg matrix Ln
In this section, we introduce the banded lower Hessenberg matrix
Ln =


a0,0 1 0 . . . . . . . . . . . . . . . . . . 0
a1,1 a1,0 1 0 0
a2,2 a2,1 a2,0 1 0 0
...
. . .
. . .
. . .
. . .
...
ar,r . . . . . . ar,1 ar,0 1 0 0
0 ar+1,r . . . . . . ar+1,1 ar+1,0 1 0 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . . 1
0 . . . . . . . . . 0 an−1,r . . . . . . an−1,1 an−1,0


, (2.8)
which contains the recurrence coefﬁcients of the multiple orthogonal polynomials. If we expand the
determinant det(xIn −Ln) along the last row, then we ﬁnd that these polynomials satisfy the recurrence
relation (2.2). SoPn(x)=det(xIn−Ln) and the eigenvalues x1,n, . . . , xn,n of the matrixLn then coincide
with the zeros of the polynomial Pn. We now have a closer look at the relation between the type I and
type II multiple orthogonal polynomials and the eigenvectors ofLn. The ﬁrst n relations of the recurrence
(2.2) can be written as
Ln


P0(x)
...
Pn−2(x)
Pn−1(x)

+


0
...
0
Pn(x)

= x


P0(x)
...
Pn−2(x)
Pn−1(x)

 . (2.9)
Substituting x=x,n, =1, . . . , n, we then conclude that (P0(x,n) · · ·Pn−1(x,n))T is the (only possible)
right eigenvector of Ln corresponding to the eigenvalue x,n, normalized so that the ﬁrst component is
equal to 1.Note that the ﬁrst component of a right eigenvector ofLn cannot be 0, otherwise each component
would be 0.
For the type I polynomials we can ﬁnd something similar. Deﬁne for i=1, . . . , r the vector polynomials
B(i)n (x)= x An−i+1(x)− An−i(x)−
i−1∑
j=0
an+j−i,j An−i+j+1(x), (2.10)
=
r∑
j=i
an−i+j,j An−i+j+1(x), (2.11)
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where we use deﬁnition (2.11), with a1,2 = 1, 01<2r , in the cases 1n< ir . The ﬁrst n
relations of the recurrence (2.4) then are
( A1(x) · · · An(x))Ln +

0 · · · 0︸ ︷︷ ︸
n−r
B(r)n (x) · · · B(1)n (x)


= x( A1(x) · · · An(x)), (2.12)
where r =min(r, n).
Deﬁnition 2.3. Construct the polynomials B(i)n , i = 1, . . . , r , as in (2.10) and deﬁne for n ∈ N and
i = 1, . . . ,min(r, n) the polynomials
Q
(i)
k,n(x)= det( B(1)n (x) · · · B(i−1)n (x) Ak(x) B(i+1)n (x) · · · B(r)n (x)), (2.13)
k ∈ N. We also deﬁne
Bn(x)= det( B(1)n (x) · · · B(r)n (x)), n ∈ N. (2.14)
Note that each linear combination of the components of the vector polynomials Ak satisﬁes a similar
relation as in (2.12). In particular, for the polynomialsQ(i)k,n, i = 1, . . . ,min(r, n), we get
(Q
(i)
1,n(x) · · ·Q(i)n,n(x))Ln + Bn(x)eTn−i+1 = x(Q(i)1,n(x) · · ·Q(i)n,n(x)), (2.15)
where e, 1n, is the th unit vector in Rn. In Lemma 2.4 below we will prove that the polynomial
Bn is equal to Pn up to a multiplicative nonzero constant. Eq. (2.15) then implies that the vectors
(Q
(i)
1,n(x,n) · · ·Q(i)n,n(x,n))T, i = 1, . . . ,min(r, n), (2.16)
are left eigenvectors of the matrix Ln corresponding to the eigenvalue x,n, if they are different from 0.
Lemma 2.4. Let An the vector polynomials deﬁned by the recurrence relation (2.4) and its initial con-
ditions (with Aj,j = 0, j = 1, . . . , r). Here we assume that the recurrence coefﬁcients a,r , r , are
different from 0. For the polynomials Bn we then have that Bn(x)= nPn(x), where the Pn are the monic
polynomials deﬁned by the recurrence relation (2.2) and
n =
∏r
j=1Aj,j∏n−1
=r a,r
(−1) s2 + r−s2 , n=mr + s, 0<sr. (2.17)
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Proof. First of all we prove that Bn is a polynomial of exactly degree nwith leading coefﬁcient n. Using
(2.11) we ﬁnd that
Bn(x)= det( B(1)n (x) · · · B(r)n (x))
=
n+r−1∏
=n
a,r det( An+r (x) · · · An+1(x)) (2.18)
=
n+r−1∏
=n
a,r
∑
∈Sr
sign()An+r,(1)(x) . . . An+1,(r)(x), (2.19)
where we denote by Sr the set of permutations of r elements. Note that from the recurrence relation (2.4)
and its initial conditions, with Aj,j = 0, j = 1, . . . , r and a,r = 0, r , we obtain that
Amr+s,s(x)= As,s∏m
i=1air+s−1,r
xm + O(xm−1), 1sr, m ∈ N ∪ {0}. (2.20)
Combining this and (2.19) we see that, with n=mr + s, 0<sr ,
deg (Bn(x))= deg

An+r,s(x) . . . An+r−s+1,1(x)︸ ︷︷ ︸
s
An+r−s,r (x) . . . An+1,s+1(x)︸ ︷︷ ︸
r−s

= n,
where we note that all the other terms in (2.19) have lower degree. The sign of the permutation corre-
sponding to this term is (−1)s/2+(r−s)/2 so that n is the leading coefﬁcient of Bn.
To complete the proof we show that the polynomials Bn/n satisfy the recurrence relation (2.2). Note
that
n
n−j
= (−1)
(r−1)j∏n−1
=n−j a,r
, 1jn, (2.21)
where we assume a0,r = · · · = ar−1,r = 1. By (2.21) and (2.18), we then obtain that
n

Bn+1(x)
n+1
+ (an,0 − x) Bn(x)
n
+
r∑
j=1
an,j
Bn−j (x)
n−j


= (−1)r−1an,rBn+1(x)+ (an,0 − x)Bn(x)+
r∑
j=1
(−1)(r−1)j an,j Bn−j (x)∏n−1
=n−j a,r
,
= (−1)r−1
n+r∏
=n
a,r det( An+r+1(x) · · · An+2(x))
+ (an,0 − x)
n+r−1∏
=n
a,r det( An+r (x) · · · An+1(x))
+
r∑
j=1
(−1)(r−1)j an,j
n−j+r−1∏
=n
a,r det( An−j+r (x) · · · An−j+1(x)). (2.22)
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From the recurrence relation (2.4) we ﬁrst of all get that
(−1)r−1an+r,r det( An+r+1(x) · · · An+2(x))
= (−1)r−1 det(− An(x)− (an,0 − x) An+1(x) An+r (x) · · · An+2(x)),
=− det( An+r (x) · · · An+2(x) An(x))− (an,0 − x) det( An+r (x) · · · An+1(x)),
so that the ﬁrst two terms of (2.22) reduce to −∏n+r−1=n a,r det( An+r (x) · · · An+2(x) An(x)). We apply
this argument several times, knowing that, for j = 1, . . . , r − 1,
an+r−j,r det( An+r+1−j (x) · · · An+2(x) An(x) · · · An−j+1(x))
= (−1)r det( An+r−j (x) · · · An+2(x) An(x) · · · An−j (x))
+ (−1)r−j an,j det( An+r−j (x) · · · An−j+1(x)).
Finally we obtain that the expression in (2.22) is equal to 0. This proves the lemma. 
2.3. Generalized Christoffel–Darboux identity
For orthogonal polynomials it is known that they satisfy the Christoffel–Darboux formula; see, e.g.,
[9]. In [17] the authors proved a generalized Christoffel–Darboux identity for matrix orthogonality of
vector polynomials. This includes a generalized Christoffel–Darboux identity for the multiple orthogonal
polynomials of type I and type II in the sense that one of the vector polynomials then has just one
component. Here we show that this identity can be found as a natural consequence of Section 2.2.
Theorem 2.5. Suppose that the measures 1, . . . , r form a weakly complete system. For the correspond-
ing multiple orthogonal polynomials we have
(x − y)
n∑
k=1
Pk−1(x)Q(i)k,n(y)= n(Pn(x)Pn−i(y)− Pn(y)Pn−i(x)) (2.23)
and
n∑
k=1
Pk−1(x)Q(i)k,n(x)= n(P ′n(x)Pn−i(x)− Pn(x)P ′n−i(x)), (2.24)
i = 1, . . . ,min(r, n), withQ(i)k,n as in Deﬁnition 2.3 and n as in (2.17).
Remark2.6. TheChristoffel–Darboux formulas inTheorem2.5 are related to thegeneralizedChristoffel–
Darboux identity [17, (21)], with one vector polynomial having just 1 component. In particular, for each
i, expression (2.23) is a linear combination of the vector components in [17, (21)].
Proof. Deﬁne P(x)= (P0(x) · · ·Pn−1(x))T and Q(i)(x)= (Q(i)1,n(x) · · ·Q(i)n,n(x))T, i=1, . . . ,min(r, n).
Eqs. (2.9) and (2.15) then reduce to
Ln P(x)+ Pn(x)en = x P(x) (2.25)
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and
Q(i)(x)TLn + Bn(x)eTn−i+1 = x Q(i)(x)T. (2.26)
Now multiply (2.25) on the right by the vector Q(i)(y)T and (2.26), evaluated at y, on the left by P(x),
so that
Ln P(x) Q(i)(y)T + Pn(x)en Q(i)(y)T = x P(x) Q(i)(y)T,
P(x) Q(i)(y)TLn + Bn(y) P(x)eTn−i+1 = y P(x) Q(i)(y)T.
Next, take the trace of these two equations and subtract. Since for two arbitrary squared matrices C and
D the property tr(CD)= tr(DC) holds, we then obtain
(x − y)tr( P(x) Q(i)(y)T)= Pn(x)Q(i)n,n(y)− Bn(y)Pn−i(x). (2.27)
First of all we note that Bn(y)= nPn(y) by Lemma 2.4. Secondly, using (2.10) and (2.11), we get
Q(i)n,n(y)
= det( B(1)n (y) · · · B(i−1)n (y) An(y) B(i+1)n (y) · · · B(r)n (y))
= det

− An−1(y) · · · − An−i+1(y)︸ ︷︷ ︸
i−1
An(y) an+r−i−1,r An+r−i(y) · · · an,r An+1(y)︸ ︷︷ ︸
r−i


=
n+r−i−1∏
=n
a,r (−1)(r−1)i det( An−i+r (y) · · · An−i+1(y))
= (−1)(r−1)i
(
n−1∏
=n−i
a,r
)−1
Bn−i(y).
Combining this with Lemma 2.4 and (2.21) we can conclude thatQ(i)n,n(y)= nPn−i(y). So, from (2.27)
we ﬁnally obtain expression (2.23). If we let y → x we also ﬁnd (2.24). 
3. Multiple Gaussian quadrature
Suppose 1, . . . , r are measures for which all the moments exist. In this section, we want to approx-
imate a set of integrals of the kind∫
j
fj (x) dj (x), j = 1, . . . , r.
An obvious possibility is to approximate each of these integrals separately using Gaussian quadrature.
However, when f1 = · · · = fr = f we can consider to take the same set of quadrature nodes in each
weighted quadrature formula. Our approximation then looks like∫
j
f (x) dj (x)=
n∑
=1
w
(j)
,nf (x,n)+ E(j)n (f ), j = 1, . . . , r, (3.1)
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for different quadrature nodes x1,n, . . . , xn,n, which is due to Borges [5]. So, we will not necessarily have
the maximal order for each of the weighted quadrature formulas. However, the advantage of this choice is
that we only need n evaluations of the function f instead of rn. In accordance with the case r = 1, we say
that the set of weighted quadrature formulas (3.1) has vector order d = (d1, . . . , dr) ∈ Nr0 if E(j)n (f )= 0
for each polynomial f of degree less than or equal to dj , j = 1, . . . , r .
Our goal is tomaximize the vector order of (3.1) along the propermulti-indices.Anecessary requirement
is then that each of the quadrature formulas is interpolating, which means that we have vector order at
least (n− 1, . . . , n− 1). This corresponds to the conditions
w
(j)
,n =
∫
j
l,n(x) dj (x), = 1, . . . , n, j = 1, . . . , r, (3.2)
where
l,n(x)=
n∏
i=1,i =
x − xi,n
x,n − xi,n , = 1, . . . , n,
are the fundamental polynomials of Lagrange interpolation. The only freedom we still have then consists
of the choice of the set of quadrature nodes. In [5], Borges already proved that the maximal vector order
(along the proper multi-indices) is obtained if we choose the quadrature nodes to be the zeros of the type
II multiple orthogonal polynomial Pn, corresponding to the measures 1, . . . , r . We recall this theorem
and give a proof for completeness. Of course we need that the proper multi-index n is normal so that Pn
is uniquely deﬁned and has exact degree. Furthermore, we need that the zeros of Pn are simple. Note that,
in the case of positive measures, these conditions are satisﬁed if the measures form, e.g., an AT system
or Angelesco system [16,18].
Theorem 3.1 (Borges). Suppose that the measures 1, . . . , r form a weakly complete system and that
Pn, the type II multiple orthogonal polynomial of degree n, has simple zeros. We then speak of multiple
Gaussian quadrature if the weighted quadrature formulas in (3.1) are interpolating and the quadrature
nodes are the zeros of Pn. In this case we have vector order (n− 1)e + n, where e = (1, . . . , 1) ∈ Nr .
Furthermore, these quadrature formulas do not have vector order (n− 1)e + n+1.
Proof. We prove that, with the conditions of the theorem, the jth weighted quadrature formula in (3.1)
has order n−1+n(j), j=1, . . . , r . Let hj be a polynomial of degree at least n and at most n−1+n(j).
(If n(j)= 0, there is nothing to prove.) Denote by T (j)n−1 the interpolating polynomial of hj at the zeros
x1,n, . . . , xn,n of the type II multiple orthogonal polynomial Pn. The polynomial hj − T (j)n−1 can then be
written as
hj (x)− T (j)n−1(x)= Pn(x)R(j)(x),
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where R(j) is a polynomial of degree at most n(j) − 1. Since the jth weighted quadrature formula is
interpolating, we have∫
hj (x) dj (x)−
n∑
=1
hj (x,n)w
(j)
,n =
∫
hj (x) dj (x)−
n∑
=1
T
(j)
n−1(x,n)w
(j)
,n
=
∫
(hj (x)− T (j)n−1(x)) dj (x)
=
∫
Pn(x)R
(j)(x) dj (x).
By the orthogonality conditions of the type II polynomial Pn we then see that this is equal to 0.
The x,n are the zeros of the polynomial Pn, so
n∑
=1
Pn(x,n)
r∑
j=1
An+1,j (x,n)w(j),n = 0.
Since n+1 is a normal index, this is different from
∫
Pn(x)
∑r
j=1An+1,j (x) dj (x), which means that
we do not have vector order (n− 1)e + n+1. 
We now study the theory of multiple Gaussian quadrature from the practical point of view. In particular,
we give a link with the eigenvalue problem of the banded lower Hessenberg matrix Ln; see (2.8). First
of all, from Section 2.2 we know that the zeros of the polynomial Pn are the eigenvalues of Ln. In the
theorem below we show that, for multiple Gaussian quadrature, the quadrature weights can be expressed
in terms of the corresponding left and right eigenvectors. This extends the expressions found in the case
of Gaussian quadrature; see e.g., [10, Chapter 3, Section 2.3; 11].
Theorem 3.2. Assume that the measures 1, . . . , r form a weakly complete system and that the type II
multiple orthogonal polynomial Pn has simple zeros x1,n, . . . , xn,n. Let v,n be the right eigenvector of
the matrix Ln corresponding to the eigenvalue x,n, with ﬁrst component equal to 1. Similarly, denote by
u,n the corresponding left eigenvector with the kth component, the ﬁrst non-zero component, equal to
1. Here 1k min(r, n). In the case of multiple Gaussian quadrature we then have, for = 1, . . . , n,
w
(j)
,n =
1
uT,nv,n

min(j,n)∑
k=1
Cj,k u,n(k)

 , j = 1, . . . , r, (3.3)
where
Cj,k =
∫
j
Pk−1(x) dj (x)
=
k∑
i=1
(−1)k+im(j)i−1
det D(k,i)k
det Dk−1
, 1kjr. (3.4)
Here the constants Cj,j , j = 1, . . . , r are different from 0 and w(j),n = 0, j = 1, . . . , k − 1.
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Proof. In this proof we ﬁx  ∈ {1, . . . , n}. From Section 2.2 we know that
v,n = (P0(x,n) · · ·Pn−1(x,n))T.
By Remark 2.1 we have am+r−1,r = 0, m1. Then it is clear that at least one of the ﬁrst min(r, n)
components of the left eigenvector u,n and at least one of the last min(r, n) components of v,n is
different from 0. So, there exists an i ∈ {1, . . . ,min(r, n)} for which Pn−i(xl,n) = 0. Taking x = x,n
in (2.24) with i = i, we then ﬁnd
n∑
k=1
Pk−1(x,n)Q(i)k,n (x,n)= nP ′n(x,n)Pn−i(x,n) = 0, (3.5)
because x,n is a simple zero of Pn. Consequently, the vector (2.16) with i = i is different from 0 and
u,n =

0 · · · 0︸ ︷︷ ︸
k−1
1
Q
(i)
k+1,n(x,n)
Q
(i)
k,n
(x,n)
· · · Q
(i)
n,n(x,n)
Q
(i)
k,n
(x,n)

T. (3.6)
Applying (3.5) we then ﬁnd that
uT,nv,n =
nP
′
n(x,n)Pn−i(x,n)
Q
(i)
k,n
(x,n)
. (3.7)
Next, since the weighted quadrature formulas are assumed to be interpolating, we obtain from the
Christoffel–Darboux formula (2.23) with i = i and y = x,n that
w
(j)
,n =
∫
j
l,n(x) dj (x)
= 1
P ′n(x,n)
∫
j
Pn(x)
x − x,n dj (x)
= 1
nP
′
n(x,n)Pn−i(x,n)
n∑
k=1
Q
(i)
k,n (x,n)
∫
j
Pk−1(x) dj (x), j = 1, . . . , r.
Combining this with (3.7) and using orthogonality conditions of the type II polynomial Pn we then ﬁnally
get
w
(j)
,n =
1
uT,nv,n
min(j,n)∑
k=1
Q
(i)
k,n (x,n)
Q
(i)
k,n
(x,n)
∫
j
Pk−1(x) dj (x), j = 1, . . . , r,
which proves (3.3). Finally we note that the proper multi-indices are normal, so we have that Cj,j = 0,
j = 1, . . . , r . 
Remark 3.3. There exists a one-to-one mapping between the sets of constants Cj,k ∈ C, 1kjr
(withCj,j = 0, 1jr) andAi,j ∈ C, 1jir (withAj,j = 0, 1jr). By the orthogonality con-
ditions
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of the multiple orthogonal polynomials of type I and type II we obtain that
i∑
j=k
Ai,jCj,k =
∫
Pk−1(x)
i∑
j=1
Ai,j dj (x)
=
{
0, k = 1, . . . , i − 1,
1, k = i, i = 1, . . . , r.
In particular, each of these sets can be found from the other one by solving the linear systems

C1,1 C2,1 · · · Ci,1
0 C2,2 · · · Ci,2
...
. . .
. . .
...
0 · · · 0 Ci,i




Ai,1
Ai,2
...
Ai,i

=


0
...
0
1

 , i = 1, . . . , r, (3.8)
and 

Ai,i 0 · · · 0
...
. . .
. . .
...
...
. . . 0
Ar,i · · · · · · Ar,r




Ci,i
Ci+1,i
...
Cr,i

=


1
0
...
0

 , i = 1, . . . , r, (3.9)
respectively.
4. Conclusion
In Theorem 3.2, we proved that in the case of multiple Gaussian quadrature the quadrature nodes and
weights in (3.1) can be found explicitly by solving the left and right eigenvalue problem of a banded
lower Hessenberg matrix Ln. Here Ln contains the recurrence coefﬁcients of the multiple orthogonal
polynomials corresponding to the set of measures 1, . . . , r as in (2.8). Further, we only need a set of
constants Cj,k ∈ C, 1kjr (with Cj,j = 0, 1jr) which can be found from the initial values of
the type I multiple orthogonal polynomials by solving linear systems (3.8).
By Theorem 3.1, the weighted quadrature formulas preserve the orthogonality conditions (and normal-
ization) for the ﬁnite set of polynomials A1, . . . , An and P0, P1, . . . , Pn−1. So, these are also the type I
and type II multiple orthogonal polynomials corresponding to the set of discrete measures
j,n =
n∑
=1
w
(j)
,nx,n, j = 1, . . . , r,
with ﬁnite support. Then note that Remark 3.3 is a nice illustration of Remark 2.2. Since we explained
how to ﬁnd these discrete measures starting from the recurrence coefﬁcients and the set of initial values
Ai,j ∈ C, 1jir (with Aj,j = 0, 1jr), this gives rise to a constructive proof of the spectral
theorem for a ﬁnite set of multiple orthogonal polynomials. In the case of an inﬁnite set some results
for the spectral theorem were already obtained in [14,17]. However, ﬁnding necessary and sufﬁcient
conditions on the recurrence coefﬁcients to have positive orthogonality measures on the real axis is still
an open problem.
J. Coussement, W. Van Assche / Journal of Computational and Applied Mathematics 178 (2005) 131–145 145
References
[1] A.I. Aptekarev, Multiple orthogonal polynomials, J. Comput. Appl. Math. 99 (1998) 423–447.
[2] A.I.Aptekarev,A. Branquinho,W.VanAssche, Multiple orthogonal polynomials for classical weights, Trans.Amer. Math.
Soc. 355 (10) (2003) 3887–3914.
[3] J. Arvesú, J. Coussement, W. Van Assche, Some discrete multiple orthogonal polynomials, J. Comput. Appl. Math. 153
(2003) 19–45.
[4] B. Beckermann, J. Coussement, W. Van Assche, Multiple Wilson and Jacobi-Piñeiro polynomials, manuscript.
[5] C.F. Borges, On a class of Gauss-like quadrature rules, Numer. Math. 67 (1994) 271–288.
[6] C. Brezinski, J. Van Iseghem, Vector orthogonal polynomials of dimension—d, Approximation and computation (West
Lafayette, IN, 1993), International Series in Numerical Mathematics, vol. 119, Birkhäuser Boston, Boston, MA, 1994,
pp. 29–39.
[7] M.G. deBruin, Simultaneous Padé approximation and orthogonality, in: C. Brezinski, et al. (Eds.), PolynomesOrthogonaux
et Applications, Lecture Notes in Mathematics, vol. 1171, Springer, Berlin, 1985, pp. 74–83.
[8] M.G. de Bruin, Some aspects of simultaneous rational approximation, in: NumericalAnalysis andMathematicalModeling,
Banach Center Publications, vol. 24, PWN-Polish Scientiﬁc Publishers, Warsaw, 1990, pp. 51–84.
[9] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, NewYork, 1978.
[10] U. Fidalgo Prieto, J. Illán, G. López Lagomasino, Hermite–Padé approximation and simultaneous quadrature formulas,
J. Approx. Theory 126 (2004) 171–197.
[11] W. Gautschi, Numerical Analysis, An Introduction, Birkhäuser Boston, Inc., Boston, MA, 1997.
[12] G.H. Golub, J.H. Welsch, Calculation of Gauss quadrature rules, Math. Comp. 23 (1969) 221–230.
[13] V.A. Kalyagin, Hermite-Padé approximants and spectral analysis of nonsymmetric operators, Mat. Sb. 185 (6) (1994) 79
–100 (English translation in Russian Acad. Sci. Sb. Math. 82(1) (1995) 199–216).
[14] V.A. Kalyagin, The operator moment problem, vector continued fractions and an explicit form of the Favard theorem for
vector orthogonal polynomials, J. Comput. Appl. Math. 65 (1995) 181–193.
[15] K. Mahler, Perfect systems, Compositio Math. 19 (1968) 95–166.
[16] E.M. Nikishin,V.N. Sorokin, RationalApproximations and Orthogonality, Translations of Mathematical Monographs, vol.
92, American Mathematical Society, Providence, RI, 1991.
[17] V.N. Sorokin, J. Van Iseghem, Algebraic aspects of matrix orthogonality for vector polynomials, J. Approx. Theory 90
(1997) 97–116.
[18] W. Van Assche, E. Coussement, Some classical multiple orthogonal polynomials, J. Comput. Appl. Math. 127 (2001)
317–347.
[19] J. Van Iseghem, Recurrence Relations in the Table of Vector Orthogonal Polynomials, Nonlinear Numerical Methods
and Rational Approximation II, Wilrijk, 1993, pp. 61–69; Mathematics and its Applications, vol. 296, Kluwer Academic
Publishers, Dordrecht, 1994.
