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Metastable patterns are those that change very slowly, to such an extent
that they act like stable equilibria for a long time, but are eventually
destroyed. They, along with stable equilibria, may be experimentally and
numerically observable. Perhaps, the most well-known mathematical model
for this phenomena is the following Allen–Cahn (or ‘‘type A’’ Ginzburg–
Landau) equation
ut ¼ E2uxx  f ðuÞ; x 2 ð0; 1Þ; t > 0;
uxð0; tÞ ¼ 0 ¼ uxð1; tÞ;
uðx; 0Þ ¼ jðxÞ;
8><
>: ð0:1Þ
where e is a small positive parameter, and f is bistable, having only three
zeros 1; a; 1 and is ‘‘balanced’’, i.e.,
R 1
1 f ðuÞ du ¼ 0 (see Fig. 1).
For a typical initial datum j which crosses a several times, at the
beginning the solution evolves as if the diffusion term e2uxx were not there,
and in the time scale Oðej‘n ejÞ; the solution gets close to 1 or 1 in intervals
separated by thin layers of thickness at the order of Oðej‘n ejÞ [17, 28]. At this
moment a spatial pattern is generated. It persists on a time scale OðeceÞ but is
eventually destroyed: typically uðx; tÞ ! 1 uðx; tÞ ! 1 uniformly for x on
½0; 1	 as t!1: It is possible that uðx; tÞ converges to a or a nonconstant
steady state as t!1: But this is an unlikely event because all these steady
states are unstable [16, 27].1Research supported in part by The National Science Foundation and BOR/LEQSF.
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FIG. 1.
METASTABILITY AND STABILITY OF PATTERNS 435To prove the metastability of patterns in this model, two methods have
been developed: the geometric method by Carr and Pego [15], Fusco and
Hale [22] and Fusco [21], and the energy method by Bronsard and Kohn [11]
(improved by Grant [23] and generalized by Kalies et al. [25]).
In this paper, we study the metastability/stability of a nonlocal analog of
(0.1):
ut ¼ J *u u f ðuÞ; u ¼ uðx; tÞ; x 2 R
n; t50; ð0:2Þ
which is introduced in [8] to model phase transitions. Here the kernel J of
the convolution J *u (in x-variable) is nonnegative, radial and has unit
integral, and f is bistable but not necessarily ‘‘balanced’’. Equation (0.2) is
the L2-gradient ﬂow of the energy functional
EðuÞ ¼
1
4
Z
Rn
Z
Rn
ðuðxÞ  uðyÞÞ2J ðx yÞ dx dy þ
Z
Rn
W ðuðxÞÞ dx; ð0:3Þ
where W ðuÞ ¼
R u
1 f ðuÞ du; the L
2-gradient ﬂow of the classical Ginzburg–
Landau energy functional
%EðuÞ ¼
1
2
Z
Rn
jruj2 dxþ
Z
Rn
W ðuðxÞÞ dx ð0:4Þ
is the Allen–Cahn equation
ut ¼ Du f ðuÞ: ð0:5Þ
This last equation arises in the study of the interfacial motion in
polycrystalline materials [12–14] as well as in population genetics [4]. u ¼
1 are called ‘‘pure states’’ and we are interested in knowing the motion of
the boundary of the regions on which u is close to the pure states 1 or 1:
The nonlocal equation (0.2) may also be used to model these same
phenomena. The possible advantages of the nonlocal model (0.2) over the
classical one (0.5) lie in the fact that the ﬁrst term in (0.3) accounts for
XUEFENG WANG436interaction between ‘‘states’’ in both short and long ranges, while that in
(0.4) accounts for only local interactions between states.
The starting point in this investigation of interfacial motion is the 1-D
traveling wave solution of (0.2), u ¼ U ðx ctÞ with U ð1Þ ¼ 1 where c
is the velocity of the wave. Bates et al. [8] established the existence,
uniqueness, stability of the traveling wave solutions, as well as their global
asymptotic stability in the stationary case. Chen [18] obtained, among other
things, the global asymptotic stability in the other case. Fife and Wang [20]
studied the generation and propagation of interfaces of (0.2) in any space
dimension. Barles and Souganidis [5] contains a result on motion by mean
curvature in higher dimensions when the planar traveling wave has zero
velocity and is C1 smooth, i.e., whenZ 1
1
f ðuÞ du ¼ 0 and 1 f 0ðuÞ > 0 for u 2 ½1; 1	: ð0:6Þ
These results show that the nonlocal model can only display the phenomena
described by the classical model, but also more. For example, by Bates et al.
[8], sometimes (0.2) has a planar traveling wave with zero speed and a jump
discontinuity, even when the double-well potential function W ðuÞ favors one
of the ‘‘pure states’’ u ¼ 1: This indicates propagation failure of interfaces.
The same phenomenon occurs in the discretized versions of (0.2) and (0.5)
[6, 26].
Our current investigation in metastable/stable patterns of (0.2) reveals
more dissimilarities and similarities between these two models. To detect
interfacial motion more conveniently, we rescale the space variable x so that
(0.2) becomes
ut ¼ Je*u u f ðuÞ; u ¼ uðx; tÞ; x 2 R
N ; t50;
uðx; 0Þ ¼ jðxÞ;
(
ð0:7Þ
where JeðxÞ ¼ 1enJ ð
x
eÞ; e small. (This scaling corresponds to the one which
transforms (0.5) to (0.1).) We shall always assume that j is continuous and
bounded, in fact, 14j41; without losing any interesting phenomena.
Then u is continuous in x and C1 in t; with 14u41: The following result
on generation of interfaces is proved in [20]: If jj jjC2ðRnÞ is ﬁnite, then at time
t ¼ Oðj‘n ejÞ; 15uðx; tÞ  OðeÞ for x such that jðxÞ5aþ Oðe1=2j‘n ejÞ; 1þ
OðeÞ4uðx; tÞ4 1 for x such that jðxÞ4a Oðe1=2j‘n ejÞ: Thus layers of
thickness at the order of Oð
ﬃﬃ
e
p
j‘n ejÞ are generated and a pattern is formed in
a time scale Oðj‘n ejÞ: At this moment, reset t ¼ 0:
We are interested in the evolution of the developed pattern. As mentioned
before, the planar traveling wave solution U of (0.2) plays an important role
here. Let c be its velocity. When c=0; the regions in which the solution u of
METASTABILITY AND STABILITY OF PATTERNS 437(0.6) is close to 1 expand or contract with speed jcj; depending on if c50 or
c > 0 (see [20]); when c ¼ 0; if U is C1 smooth and the space dimension
N > 1; the boundary of these regions moves according to a curvature law
[5, 20]. Two cases are left open: (i) c ¼ 0 and N ¼ 1; (ii) c ¼ 0; N51 and U is
not C1 smooth everywhere. From now on, we always assume c ¼ 0 (the
condition for this involves only f ðuÞ; not J}see Section 1 or [8] for details).
Our results in this paper reveal the following phenomena:
(R1) Persistence of patterns in 1 D: Suppose that J has an algebraic
decay rate
J ðyÞ4C1jyja at jyj ¼ 1; ð0:8Þ
where a is a constant bigger than 1: Then the pattern generated can change
only slightly in the time scale OðeaÞ: Suppose that J has an exponential
decay rate
J ðyÞ4C2esjyj at jyj ¼ 1; ð0:9Þ
where s is a positive constant. Then the pattern can change only slightly in
the exponential time scale Oðec=eÞ: See Theorems 2.1 and 2.2.
(R2) Annihilation of patterns in 1 D: Assume that the planar traveling
wave U is C1 smooth (i.e., assume that (0.6) holds). For general J with
J ð1Þ ¼ 0; if lim supjxj!1 jðxÞ5a; then the pattern will be annihilated in
the time scale Oðec=eÞ: at a time t ¼ Oðec=eÞ; u stays completely below a (and
henceafter, uðx; tÞ ! 1 exponentially fast as t!1). If lim inf jxj!1 jðxÞ >
a; a similar conclusion holds. For J with slower than the algebraic decay rate
at jyj ¼ 1:
C3jyj
a4J ðyÞ; J ð1Þ ¼ 0; ð0:10Þ
the pattern will be annihilated in the algebraic time scale OðeaÞ: See
Theorem 2.3.
(R3) Stability of patterns in N dimensions, N51: Assume that (0.8) holds
with a > N : Assume that f is so that the planar traveling wave U has a jump
discontinuity and the jump is big enough so that it does not assume values in
the interval ½r; s	; where r and s are the only critical points of f in the interval
ð1; 1Þ (e.g., f ðuÞ ¼ luðu2  1Þ with l > 3
2
Þ: Then the pattern can change only
slightly for 04t51: See Theorem 3.1.
This last result implies that propagation failure occurs and it can happen
even when the double-well W ðuÞ is not balanced. This is in sharp contrast to
the previously known results (metastability in 1 D and motion by mean
curvature in higher dimensions [11, 15, 17, 22, 29]) for the Allen–Cahn
equations (0.5) which imply that generically the pattern can last at most for
exponentially long time. This is also in sharp contrast to the motion by
XUEFENG WANG438mean curvature result for this nonlocal model in higher dimensions when
the planar traveling wave solution U is C1 smooth.
The generation and persistence of patterns are the effects due to the
nonlinear bistable term f ðuÞ; the annihilation of patterns is the effect
attributable to the nonlocal ‘‘diffusion’’ term Je *u u: Condition (R3) says
if the bistable effect is too strong, the nonlocal ‘‘diffusion’’ is not adequate to
counteract it. Bates and Chmaj [7] have related results concerning the
existence and local stability of steady states of (0.2) that jump across any
prescribed measurable set. The patterns in our (R3) should be close to these
steady states for large t; but we make no attempts to prove this.
The comparison principle applies to (0.7) and our idea in proving these
results is simply to use it: to prove that a ‘‘plateau’’ (or ‘‘canyon’’) can
survive for a long time, we construct a lower (or upper) solution that
supports it for that long. The upper and lower solutions are constructed by
using the planar traveling wave solution U ; in the way similar to Fife and
McLeod [19] for the Allen–Cahn equation (0.5). To prove the annihilation
of patterns, a family of upper (or lower) solutions are constructed so that
they crush the pattern step-by-step. This is directly inspired by Chen [18].
This ‘‘comparison method’’ should work for some more general equations
as long as the comparison principle applies. The geometric method and the
energy method have been successfully applied to higher order equations
such as the Cahn–Hilliard equation where the comparison principle fails
[1–3, 9, 10, 23–25]. It is yet to be seen if these two methods apply to nonlocal
equations such as ours. In the case of the Allen–Cahn equation (0.1), the
geometric method yields the exact ODEs for the position of interfaces, but
the proofs are technically demanding. The energy method is simpler.
However, it requires a certain variational structure and does not give an
estimate for the time of annihilation of patterns. Both the geometric method
and the energy method require that the initial value be exponentially close
(in e) to an artiﬁcially constructed proﬁle while it is not known that a
reasonably large class of e-independent initial data would ever evolve to
satisfy such a state. The comparison method is free of this worry: the
condition required on the initial is automatically ensured by the generation
of interfaces result, i.e., a general initial datum will evolve to satisfy the
condition at a predictable time.
Chen [17, Theorem 5] is the ﬁrst to use the comparison principle to show
the ‘‘longevity’’ of patterns for Allen–Cahn equation. However, the
condition on the initial value is more restrictive than necessary. Perhaps,
this is the reason why this method has not become popular.
Finally, we mention that when U has a jump discontinuity but the jump is
not as big as required in (R3), we do not know if the pattern will survive
forever. For the case of f ðuÞ ¼ luðu2  1Þ; U is C1-smooth if and only if
05l51; when l ¼ 1; U is continuous on R and C1-smooth everywhere,
METASTABILITY AND STABILITY OF PATTERNS 439except at one point; when l > 1; U has one jump discontinuity. For 14l43
2
;
the stability of patterns remains unknown.
1. PRELIMINARIES
We ﬁrst list the assumptions on J and f :
(H1) J is C2-smooth, radial and nonnegative in RN ;Z
RN
J ¼ 1;
Z
RN
ðjxj2J ðxÞ þ jrJ ðxÞjÞ dx51:
(H2) f 2 C2ðRÞ; f has only three zeros 1 and a 2 ð1; 1Þ with f 0ðaÞ50
5f 0ð1Þ; f has only two critical points r and s (r 2 ð1; aÞ and s 2 ða; 1Þ).
(H3) gðuÞ ¼ uþ f ðuÞ has at most three intervals of monotonicity: g0 > 0
on ½1;bÞ [ ðg; 1	; g050 on ðb; gÞ for some b4g; g0 > 0 on ½1; 1	 is also
allowed (this is (0.6)).
Let #Jðx1Þ ¼
R
RN1
J ðx1; x0Þ dx0: A planar traveling wave solution of (0.2) is a
solution of the form uðx; tÞ ¼ U ðx1  ctÞ; c being a constant, which satisﬁes
#J *U ðzÞ  U ðzÞ þ cU
0ðzÞ  f ðU ðzÞÞ ¼ 0; z 2 R;
U ð1Þ ¼ 1:
(
ð1:1Þ
The following was established in [8]: Assume (H1) and (H2). Then
(i) Equation (1.1) always has a weak solution ðU ; cÞ with U strictly
increasing on R:
(ii) The velocity c of traveling wave solutions is unique; furthermore, if we
assume (H3), then U itself is unique up to translations.
(iii) If c=0; then U is C3 smooth on R: In this case c ¼
R 1
1 f=
R1
1
ðU 0Þ2 dx; and U 0 > 0 on R:
(iv) Assume (H3). For a number k 2 fgðuÞ j u 2 ½1;b	g \ fgðuÞ j u 2 ½g; 1	g;
deﬁne a truncation gk of g to be the continuous function of u obtained by
modifying g to be the constant value k between the ascending branches of g:
If g is monotone on ½1; 1	; gk is just g itself for any k 2 ½1; 1	: Then
c ¼ 0 if and only if there exists a value k 2 ð1; 1Þ such that gk satisﬁesR 1
1 gkðuÞ du ¼ 0: In this case U is continuous if and only if b ¼ g: If U is
discontinuous, then it has only one discontinuity, jumping between the two
ascending branches of g; and in this case, we always assume that the
discontinuity occurs at z ¼ 0: In any event, U is C3-smooth and U 0 > 0;
except possibly at one point. If g0 > 0 on ½1; 1	; then U is C3-smooth
everywhere. If U 0ð0Þ does not exist, then U 0ð0Þ exist as ﬁnite positive
numbers: U 0ð0Þ ¼ J 0 * U ð0Þ=ð1þ f
0ðU ð0ÞÞÞ:
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the traveling wave is zero. And in this section, we assume N ¼ 1: The ﬁrst
result of this section concerns the convergence rates of U and U 0 at the
inﬁnities.
Lemma 1.1. Suppose (0.8) holds. Then there exists a constant C such
that
1 U ðxÞ4Cjxj1a for x51;
1þ U ðxÞ4Cjxj1a for x4 1;
05U 0ðxÞ4Cjxj1a for jxj51:
Proof. Observe that
f ðU ðxÞÞ ¼
Z 1
1
J ðx yÞU ðyÞ dy  U ðxÞ
¼
Z 1
1
J ðx yÞðU ðyÞ  1Þ dy þ 1 U ðxÞ
¼
Z bx
1
þ
Z 2x
bx
þ
Z 1
2x

 
J ðx yÞðU ðyÞ  1Þ dy þ 1 U ðxÞ;
where 05b51 is a constant to be chosen. Take a large M > 0 such that for
x > M ;
f ðU ðxÞÞ4
f 0ð1Þ
2
ðU ðxÞ  1Þ:
Now we have that (denote f
0ð1Þ
2
þ 1 by Z), for x5MZ 2x
bx
J ðx yÞð1 U ðyÞÞ dy5Zð1 U ðxÞÞ  2
Z 1
2x
þ
Z bx
1

 
J ðx yÞ dy:
This, the monotonicity of U and the decay rates (0.8) of J imply that
1 U ðbxÞ5Zð1 U ðxÞÞ  Cx1a; x5M ;
and hence,
1 U ðxÞ5Z 1 U
x
b
  
 Cx1a; x5M :
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1 U ðMÞ5Zm 1 U
M
bm

 
 
 C
M
b

 1a
1þ
Z
b1a
þ    þ
Z
b1a
 m1
 
¼ Zm 1 U
M
bm

 
 
 C
M
b

 1aZmbða1Þm  1
Zba1  1
;
where m ¼ 1; 2; 3; . . . : Take b so that b51 but close to 1 such that Z=b1a > 1:
So now
1 U
M
bm

 
4Zmð1 U ðMÞÞ þ C
M
b

 1a bða1Þm
Zba1  1
: ð1:2Þ
For any x5M ; there exists an integer m such that Mbm4x4
M
bmþ1: For such x; we
have
1 U ðxÞ4 1 U
M
bm

 
4Zm þ Cbða1Þm
4 ð1þ CÞbða1Þm
4 ð1þ CÞ
M
bx

 a1
:
This proves the ﬁrst inequality in the statement of Lemma 1.1. The second one
can be proved similarly. To prove the last inequality, we observe that by (1.1),
ðU ð0þÞ  U ð0ÞÞJ ðxÞ þ J *U
0ðxÞ  U 0ðxÞ
 f 0ðU ðxÞÞU 0ðxÞ ¼ 0; x 2 R: ð1:3Þ
We estimate J *U
0 as follows. For x51;
J *U
0ðxÞ ¼
Z
jyj52x
þ
Z
jyj4x=2
þ
Z
x=24jyj42x
 !
J ðx yÞU 0ðyÞ dy
 I1 þ I2 þ I3; I14Cxa
Z
jyj52x
U 0ðyÞ dy ¼ OðxaÞ;
I2 ¼OðxaÞ; I34jjJ jjL1ðRÞ
Z
x=24jyj42x
U 0ðyÞ dy
4 jjJ jjL1ðRÞ 1 U
x
2
 
þ 1þ U 
x
2
  
¼Oðx1aÞ
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Oðx1aÞ at x ¼ 1: The decay rate of U 0 at x ¼ 1 can be proved just the
same. ]
Lemma 1.2. Suppose (0.9) holds. Then there exist positive constants C and
%s such that
1 U ðxÞ4Ce %sx; x51;
1þ U ðxÞ4Ce %sjxj; x4 1;
05U 0ðxÞ4Ce %sjxj; jxj51:
Proof. Take a large M such that for x5M ; U ðxÞ is so close to 1 that
f ðU ðxÞÞ5
f 0ð1Þ
2
ð1 U ðxÞÞ:
Then for such x; we have
1þ
f 0ð1Þ
2

 
ð1 U ðxÞÞ4 1 U ðxÞ  f ðU ðxÞÞ
¼
Z 1
1
J ðyÞð1 U ðx yÞÞ dy
¼
Z M
1
þ
Z 1
M

 
J ðyÞð1 U ðx yÞÞ dy
4 1 U ðxMÞ þ
Z 1
M
J ðyÞð1 U ðx yÞÞ dy:
Taking x ¼ mM ; m ¼ 2; 3; . . . ; we have
1þ
f 0ð1Þ
2

 
ð1 U ðmMÞÞ41 U ððm 1ÞMÞ
þ
Z 1
M
J ðyÞð1 U ðmM  yÞÞ dy
¼ 1 U ððm 1ÞMÞ
þ
Z 2M
M
þ
Z 3M
2M
þ    þ
Z ðm1ÞM
ðm2ÞM
þ
Z 1
ðm1ÞM
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4 1 U ððm 1ÞMÞ
þ ð1 U ððm 2ÞMÞÞ
Z 2M
M
J ðyÞ dy
þ ð1 U ððm 3ÞMÞÞ
Z 3M
2M
J ðyÞ dy
þ    þ ð1 U ðMÞÞ
Z ðm1ÞM
ðm2ÞM
J ðyÞ dy
þ 2
Z 1
ðm1ÞM
J ðyÞ dy:
This and (0.9) imply
1þ
f 0ð1Þ
2

 
ð1 U ðmMÞÞ41 U ððm 1ÞMÞ þ
C2
s
esM ð1 U ððm 2ÞMÞÞ
þ
C2
s
e2sM ð1 U ððm 3ÞMÞÞ
þ    þ
C2
s
eðm2ÞM ð1 U ðMÞÞ
þ 2
C2
s
esðm1ÞM :
Let am ¼ 1 U ðmMÞ; Z ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ f
0ð1Þ
2
q
; C3 ¼ C2s : Then
am4Z2am1 þ C3ðesMam2 þ e2sMam3 þ    þ eðm3ÞsMa2
þ eðm2ÞsMa1Þ þ 2C3esðm1ÞM : ð1:4Þ
We claim that if M is large, then
am4Zm; m ¼ 1; 2; 3; . . . : ð1:5Þ
This is obviously true for m ¼ 1: Suppose (1.5) is true for m ¼ 2; 3; . . . ; k:
Observe that by (1.4),
akþ14Z2Zk þ C3ðesMZk1 þ e2sMZk2 þ    þ eðk1ÞsMZÞ þ 2C3eskM
¼ Zkþ2 þ C3esMZk1
ð1 esðk1ÞMZðk1ÞÞ
1 esMZ1
þ 2C3eskM
4Zkþ1 Zþ
C3esMZ2
1 esMZ1
þ 2C3esMkZðkþ1Þ

 
:
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Zþ
C3esMZ2
1 esMZ1
þ 2C3esMkZðkþ1Þ41:
This holds if M is large and (1.5) is proved.
Now the ﬁrst inequality that we wanted to prove follows from (1.5). The
second one can be proved in the same way. The third one can be shown by
slightly modifying the proof of the last inequality in Lemma 1.1. ]
The following result will not be useful for the main results of this paper,
but it is of an independent interest.
Lemma 1.3. (i) Suppose J ðyÞ5C3jyja at jyj ¼ 1; where a > 1 is a
constant. Then
1 U ðxÞ5Cx1a for x51;
1þ U ðxÞ5Cjxj1a for x4 1:
(ii) For any J satisfying ðH1Þ; there exist positive constants
%
s and C such
that
1 U ðxÞ5Ce
s
%
x for x51;
1þ U ðxÞ5Ce
s
%
jxj for x41:
Proof. (i) For x 1; we have
ð1þ jjf 0jjL1ð1;1ÞÞð1 U ðxÞÞ5 1 U ðxÞ  f ðU ðxÞÞ
t
¼
Z 1
1
J ðx yÞð1 U ðyÞÞ dy
5
Z 0
x
J ðx yÞ dyð1 U ð0ÞÞ
¼
Z 2x
x
J ðyÞ dyð1 U ð0ÞÞ
5Cx1a:
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ð1þ jjf 0jjL1ð1;1ÞÞð1 U ðxÞÞ5 1 U ðxÞ  f ðU ðxÞÞ
¼
Z 1
1
J ðyÞð1 U ðx yÞÞ dy
5 ð1 U ðx bÞÞ
Z d
b
J ðyÞ dy:
Taking x ¼ mb; m ¼ 1; 2; 3; . . . ; and putting Z ¼
R d
b J ðyÞ dy=ð1þ jjf
0jjL1Þ; we
have
1 U ðmbÞ5Zð1 U ððm 1ÞbÞÞ
5   
5Zmð1 U ðbÞÞ:
From this it follows the ﬁrst inequality in (ii), while the second one can be
proved similarly. This completes the proof of Lemma 1.3. ]
Lemma 1.4. There exists a positive constant r such that
Z rk
1
J *J *    *J
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{k0@
1
AðxÞ dx5 1
3k
; k ¼ 1; 2; 3; . . . : ð1:6Þ
Proof. Take r small such that
Z r
1
J ðxÞ dx5
1
3
;
i.e., (1.6) holds with k ¼ 1: Suppose (1.6) is true for k ¼ K: Put
G ¼ J *J *    *J
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{k
:
XUEFENG WANG446Then the left-hand side of (1.6) with k ¼ K þ 1 is no smaller thanZ rðKþ1Þ
1
Z rK
1
J ðx yÞGðyÞ dy dx
¼
Z rK
1
GðyÞ
Z rðKþ1Þy
1
J ðZÞ dZ

 
dy
5
Z rK
1
GðyÞ dy
Z r
1
J ðZÞ dZ5
1
3Kþ1
:
This proves (1.6). ]
Lemma 1.5. Suppose J ð1Þ ¼ 0: Then U 0ð1Þ ¼ 0:
Proof. Since U 0 is integrable on R and J decays at the inﬁnities, it is easy
to show J *U
0ð1Þ ¼ 0: Now Lemma 1.5 follows from (1.3).
2. METASTABILITY IN 1-D
In this section, we assume the space dimension N ¼ 1:
Our ﬁrst result in this section gives the lower bound of the life span of
patterns when J has at least an algebraic decay at the inﬁnities.
Theorem 2.1. Assume that (0.8) holds. Let uðx; tÞ be the solution of (0.7).
(i) Suppose there exists a constant k 2 ð0; a 1Þ such that the initial values
jðxÞ51 ek on some interval ðg;1Þ: Then for any b 2 ð0; 1Þ satisfying
ð1 bÞða 1Þ > k; there exists a small positive constant e0 > 0; depending only
on J ; f ; k and b; such that for 05e4e0; we have
uðx; tÞ51 2ek ; x5gþ 2eb; t50:
A similar conclusion holds if jðxÞ51 ek on ð1; gÞ or if jðxÞ4 1þ ek on
ðg;1Þ or ð1; gÞ: (Thus the life span of an infinite long plateau is infinite.)
(ii) Let ‘0 and d 2 ð0; ‘04 Þ be fixed arbitrary positive constants. Suppose there
exists k 2 ð0; a 1Þ such that jðxÞ51 ek on some interval ðc; dÞ with its
width d  c52‘0: Then for any b 2 ½0; 1Þ satisfying ð1 bÞða 1Þ > k; there
exist positive constants e0 and M (with e0 depending on J ; f ; k; b; ‘0 and d; and
M on J and f ) such that for 05e4e0;
uðx; tÞ51 3ek ; cþ 3deb4x4d  3deb; 04t4Mdebaðd  cÞa1:
A similar conclusion holds if jðxÞ4 1þ ek on ðc; dÞ: (Thus the life span of a
finite plateau has lower bound OðeaÞ:)
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%
uðx; tÞ ¼ U
x xðtÞ
e

 
 qðtÞ:
We want
%
uðx; 0Þ4jðxÞ; x 2 R ð2:1Þ
and
q0ðtÞ 
x0ðtÞ
e
U 0
x xðtÞ
e

 
4 Je*
%
uðx; tÞ 
%
uðx; tÞ  f ð
%
uðx; tÞÞ
¼ f U
x xðtÞ
e

 
 
 f ð
%
uðx; tÞÞ; x=xðtÞ: ð2:2Þ
(Recall that it is possible that U 0 does not exist at 0; but U 0ð0Þ and U 0ð0þÞ
exist as positive numbers.) We shall take q and x such that they at least
satisfy
qð0Þ ¼ ek ; q0ðtÞ50; qðtÞ50;
xð0Þ ¼ gþ eb and x0ðtÞ > 0:
8<
: ð2:3Þ
We ﬁrst verify (2.1) under assumption (2.3). For x5g;
%
uðx; 0Þ41
ek4jðxÞ: On the other hand, for x4g; we have
%
uðx; 0Þ4U
g ðgþ ebÞ
e

 
 ek
¼Lemma 1:11þ Oðeð1bÞða1ÞÞ  ek
4  14jðxÞ; 05e4e0;
where e0 depends on f ; J ; b; and k:
We now verify (2.2). We shall often make use of the following
fact:
(2.4) For any a1 > a; there exist positive constants m and l such that if
14u4 1þ l; or if 1 l4u41; then f ðuÞ  f ðu pÞ5mp for 04p4
1 a1:
XUEFENG WANG448Case 1. 1 l4U ðxxðtÞe Þ41 and 04q41 a1: In this case, to satisfy (2.2),
we just need to satisfy (2.3) and q0ðtÞ4mqðtÞ: We take q such that
q0 þ mq ¼ 0; qð0Þ ¼ ek ;
from which we have qðtÞ ¼ ekemt:
Case 2. 14U ðxxðtÞe Þ4 1þ l: In this case, we take the same q:
Case 3. 1þ l4U ðxxðtÞe Þ41 l: In this case,
U 0
x xðtÞ
e

 
5some constant s0 > 0: ð2:5Þ
We need to satisfy (2.3) and
q0ðtÞ 
s0
e
x0ðtÞ4 jjf 0jjL1ð1;1ÞqðtÞ:
We take the same q as before and xðtÞ such that
x0ðtÞ ¼
e
s0
ðjjf 0jjL1ð1;1Þ þ mÞqðtÞ; xð0Þ ¼ gþ e
b:
Therefore,
xðtÞ ¼ gþ eb þ ð1 emtÞe1þkðjjf 0jjL1ð1;1Þ þ mÞ=ðs0mÞ:
We have thus chosen q and x so that (2.1) and (2.2) are satisﬁed. Now by the
comparison principle, we have
uðx; tÞ5
%
uðx; tÞ; x 2 R; t50; 05e4e0:
For x5gþ 2eb and t50; we then have
%
uðx; tÞ5U
gþ 2eb  xðtÞ
e

 
 ek
5U
eb
2e

 
 ek
5
Lemma 1:1
1 Oðeð1bÞða1ÞÞ  ek
5 1 2ek :
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subsolution of (0.7) of the form
%
uðx; tÞ ¼ U
x xðtÞ
e

 
þ U
x xðtÞ
e

 
 1 qðtÞ;
where x and q satisfy at least the following:
qð0Þ ¼ ek ; 04qðtÞ42ek ;
‘ þ deb ¼ xð0Þ4xðtÞ4 ‘ þ 2deb; x0ðtÞ > 0:
(
ð2:6Þ
We want (2.1) and
q0ðtÞ 
x0ðtÞ
e
ðU 0þ þ U
0
Þ4f ðUþÞ þ f ðUÞ  f ðUþ þ U  1 qðtÞÞ; ð2:7Þ
where Uþ ¼ U ð
xxðtÞ
e Þ; U ¼ U ð
xxðtÞ
e Þ; U
0
þ ¼ U
0ðxxðtÞe Þ and U
0
 ¼ U
0ðxxðtÞe Þ:
Case 1. 1 l4Uþ41 and x40: Assuming 1 U þ q41 a1; by (2.4),
we have that the right-hand side of (2.7) is no smaller than
mð1 U þ qðtÞÞ  jjf 0jjL1ð1;1Þð1 UÞ
5mqðtÞ  jjf 0jjL1ð1;1Þð1 UÞ:
Let me ¼ jjf 0jjL1ð1;1Þð1 U ð
‘2deb
e ÞÞ: We take q such that
q0 þ mq ¼ me; qð0Þ ¼ ek :
So
qðtÞ ¼ ekemt þ
me
m
ð1 emtÞ:
Suppose the condition on xðtÞ in (2.6) is satisﬁed. We need to verify the
condition on qðtÞ in (2.6).
qðtÞ4ek þ
me
m
4 ek þ
jjf 0jjL1ð1;1Þ
m
1 U
‘0  2deb
e

 
 
4
Lemma 1:1
ek þ Oðea1Þ
4 2ek
XUEFENG WANG450for small e: We now verify 1 U þ q41 a1 for x40;
1 U þ q4 1 U
‘  2deb
e

 
þ 2ek
¼Oðea1Þ þ 2ek
4 1 a1:
Case 2. 14Uþ4 1þ l and x40: In this case and the following, we
take the same q as before.
Case 3. 1þ l4Uþ41 l and x40: Then we have (2.5). To satisfy
(2.7), we require
q0ðtÞ 
s0
e
x0ðtÞ4 jjf 0jjL1ð1;1Þð1 U þ qþ 1 UÞ:
Thus we take x satisfying (2.6) and
s0
e
x0ðtÞ ¼ 2jjf 0jjL1ð1;1Þ 1 U
‘  2deb
e

 
 
þðjjf 0jjL1ð1;1Þ þ mÞqðtÞ;
xð0Þ ¼ ‘ þ deb:
8>><
>>: ð2:8Þ
From this it follows that
xðtÞ ¼  ‘ þ deb þ e
2jjf 0jj1
s0
1 U
‘  2deb
e

 
 
t

þ
ðjjf 0jj1 þ mÞ
s0
Z t
0
q

4  ‘ þ 1:5deb þ Ce 1 U
‘
2e

 
 
t;
for 05e4e0 which depends on J ; f ; b; k; and ‘0: To satisfy the condition on
xðtÞ in (2.6), we need
‘ þ 1:5deb þ Ce 1 U
‘
2e

 
 
t4 ‘ þ 2deb:
In view of Lemma 1.1, we just need t4Mdeba‘a1; where M depends on J
and f :
We have chosen q and x that satisfy (2.6) and (2.7) for 04t4Mdeba‘a1
and x40; and by symmetry, for x50:
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%
uðx; 0Þ41 ek4jðxÞ: For x5‘;
%
uðx; 0Þ4 1þ U
‘  ð‘ þ debÞ
e

 
 1 ek
4
Lemma 1:1
 1þ Oðeð1bÞða1ÞÞ  ek
4  1:
Now by the comparison principle, for 05e4e0; we have
%
uðx; tÞ4uðx; tÞ; x 2 R; 04t4Mdeba‘a1:
For x 2 ½‘ þ 3deb; ‘  3deb	; 04t4Mdeba‘a1; it is easy to see
%
uðx; tÞ5
1 3ek : This completes the proof of (ii) of Theorem 2.1. ]
The next result says that if J decays exponentially fast at inﬁnity, then the
life span of the pattern is at least exponentially large.
Theorem 2.2. Assume (0.9). Then (i) of Theorem 1.1 holds without any
restrictions on k and the only condition on b is that it belongs to ð0; 1Þ; (ii) also
holds for 04t4Mdeb1expð %sðd  cÞ=ð2eÞÞ; where %s is given in Lemma 1.2.
The proof of this is similar to that of Theorem 1.1.
We now turn to the annihilation of the pattern. Our ﬁrst result says that if
J decays at an algebraic rate, and U is C1 smooth, then the pattern is
annihilated in an algebraically long time.
Theorem 2.3. Assume that (0.10) holds and that U is C1 smooth, i.e. (0.6)
holds. Suppose that there exist constants a0 2 ð1; aÞ and L > 0 such that
jðxÞ4a0 for jxj5L: Then at t ¼ MðLþ 2Þ
aea; u stays completely below a15a
for all small e5e0; where M depends only on J and f ; and e0 on J ; f ; and a0:
Furthermore, after time t ¼ MðLþ 2Þaea; uð; tÞ ! 1 in L1-norm exponen-
tially fast, as t!1: If jðxÞ is bigger than a for jxj5L; then a similar
conclusion holds.
Proof. It is easy to show that for small e > 0;
jðxÞ4
U ðxþLþ1e Þ þ d;
U ðxþLþ1e Þ þ d; d ¼ 1þ a0:
(
ð2:9Þ
On the other hand, by the proof of Theorem 2.1, we have that if jðxÞ4
U ðxþx0e Þ þ
%d; 05%d41þ a0; then there exist positive constants s1 and m;
XUEFENG WANG452depending on J ; f and a0; such that
uðx; tÞ4
%u1ðx; tÞ  U
xþ x0
e
þ s1 %dð1 emtÞ

 
þ %demt;
%u2ðx; tÞ  U
xþ x0
e
þ s1 %dð1 emtÞ

 
þ %demt;
8>><
>>: ð2:10Þ
for x 2 R; t50:
By (2.9), we can take %d ¼ d ¼ 1þ a0; x0 ¼ Lþ 1 in (2.10). Put wðx; tÞ ¼
%u1ðx; tÞ  uðx; tÞð50Þ: Then
wt5Je *w w jjf
0jjL1ð1;1Þw:
Let z ¼ eð1þjjf
0 jjL1Þtw: We have
ztðx; tÞ5Je*zðx; tÞ50:
In particular, z is nondecreasing in t and
ztðx; tÞ5 Je *zðx; 0Þ; zðx; 1Þ5Je *zðx; 0Þ
5
Z 1
2x0þ2
Jeðx yÞð %u1ðy; 0Þ  uðy; 0ÞÞ dy
5
ð2:10Þ
Z 1
2x0þ2
Jeðx yÞ U
y þ x0
e

 
 U
y þ x0
e

 
 
dy
5
Z 1
2x0þ2
Jeðx yÞ U
2
e

 
 U
2
e

 
 
dy
5
Z xð2x0þ2Þ=e
1
J ðZÞ dZ:
For x5 ð3x0 þ 3Þ; the last integral is no smaller than
Z 5ð1þx0Þ=e
1
J ðZÞ dZ5Cea1ð1þ x0Þ
1a:
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uðx; 1Þ ¼ %u1ðx; 1Þ  eð1þjjf
0 jjL1Þzðx; 1Þ
4 %u1ðx; 1Þ  eð1þjjf
0 jjL1ÞCea1ð1þ x0Þ
1a
¼U
xþ x0
e
þ s1dð1 emÞ

 
þ dem  Cea1eð1þjjf
0 jjL1Þð1þ x0Þ
1a
4U
xþ x0
e
þ s1dð1 emÞ  dea1

 
þ dem; ð2:11Þ
where d ¼ Ceð1þjjf
0 jjL1Þð1þ x0Þ
1a=ðmaxU 0ðxÞÞ:
On the other hand, for x4 ð3x0 þ 3Þ; we have
U
xþ x0
e
þ s1dð1 emÞ

 
 U
xþ x0
e
þ s1dð1 emÞ  dea1

 
¼ U 0ðAÞdea1;
where A4ð2x0þ3Þe þ s1dð1 e
mÞ: This and Lemma 1.1 imply that
for x4 3ðx0 þ 1Þ;
uðx; 1Þ4U
xþ x0
e
þ s1dð1 emÞ  dea1

 
þ dem þ oðea1Þ: ð2:12Þ
By (2.11), this is also true for x5 ð3x0 þ 3Þ: Similarly, we also have
uðx; 1Þ4U
xþ x0
e
þ s1dð1 emÞ  dea1

 
þ dem þ oðea1Þ;
for x 2 R:
Let m1 ¼ s1dð1 emÞ  dea1; d1 ¼ dem þ oðea1Þ; dk ¼ dk1em þ oðea1
Þ; mk ¼ mk1 þ s1dk1ð1 emÞ  dea1; k ¼ 1; 2; . . . : Then the arguments
leading to (2.11) and (2.12) yield
uðx; kÞ4
U ðxþx0e þ mkÞ þ dk ;
U ðxþx0e þ mkÞ þ dk ;
(
ð2:13Þ
for x 2 R; provided that for all 14i4k;
di41þ a0; jmij4
2ðx0 þ 1Þ
e
: ð2:14Þ
Notice that
dk ¼ demk þ oðea1Þð1þ em þ    þ eðk1ÞmÞ
4dð¼ 1þ a0Þ;
XUEFENG WANG454for k51 and 05e4e0; which depends on J ; f and a0: Observe also that
kdea14mk4s1ð1 emÞðdþ d1 þ d2 þ    þ dk1Þ  kdea1
4s1ð1 emÞ dð1þ    þ emðk1ÞÞ þ
k  1
1 em
oðea1Þ
 
 kdea1
4s1ðdþ ðk  1Þoðea1ÞÞ  kdea1:
Let ke be the largest integer 41:5ðx0 þ 1Þ=ðdeaÞ: Then for 05e4e0;
jmk j4
2ðx0 þ 1Þ
e
; 14k4ke:
We have thus veriﬁed (2.14). Now by (2.13), we have
uðx; keÞ4U
xþ x0
e
þ mke

 
þ dke
4U
xþ x0
e

1þ x0
e

 
þ
oðea1Þ
1 em
¼U
x 1
e

 
þ oðea1Þ;
for all x 2 R: And therefore,
uðx; keÞ4U
1
e

 
þ oðea1Þ
4a15a:
By comparing uðx; ke þ tÞ with the solution of the ODE dudt ¼ f ðuÞ; uð0Þ ¼
a1; we have
uðx;Mð1þ x0Þ
a=eaÞ4a1;
1þ uðx;Mð1þ x0Þ
aea þ tÞ4Oðe *stÞ; x 2 R; t50;
where
Mð1þ x0Þ
aea ¼
1:5ðx0 þ 1Þ
dea
¼
1:5eð1þjjf
0 jjL1ÞðmaxU 0Þð1þ x0Þ
a
ea
and *s is a positive constant depending only on f : This completes the proof
of Theorem 2.3. ]
Theorem 2.4. Assume that J ð1Þ ¼ 0 and that U is C1 smooth on R;
i.e., (0.6) holds. Let jðxÞ satisfy the same condition as in Theorem 2.3. Then at
METASTABILITY AND STABILITY OF PATTERNS 455time t ¼ expðMðLþ 2Þ=eÞ; u stays completely below a15a for all small e4e0;
where M depends on J and f ; and e0 on J ; f ; and a0: Furthermore, after
t ¼ expðMðLþ 2Þ=eÞ; uðx; tÞ ! 1 in L1-norm exponentially fast, as t!1:
If jðxÞ is bigger than a for jxj5L; then a similar conclusion holds.
Proof. As in the proof of Theorem 2.3, (2.9) and (2.10) hold. Take the
same d; x0; w; and z: As there, we have that for x 2 R; k ¼ 1; 2; . . . ;
zðx; kÞ5 Je*zðx; k  1Þ5Je *Je *zðx; k  2Þ5   
5Ge *zðx; 0Þ;
where GeðxÞ ¼
1
e
GðxeÞ; G given as in Lemma 1.4. Observe that for
x5 3ðx0 þ 1Þ;
zðx; kÞ5
Z 1
2ðx0þ1Þ
1
e
G
x y
e
 
U
2
e

 
 U
2
e

 
 
dy
5
Z 5ðx0þ1Þ=e
1
GðZÞ dZ:
Let Ke be the smallest integer bigger than 5ðx0 þ 1Þ=ðerÞ: Then by Lemma
1.4,
zðx;KeÞ5
Z rKe
1
GðZÞ dZ5
1
3Ke
5 e6ðx0þ1Þ=ðerÞ:
So for x5 3ðx0 þ 1Þ;
uðx;KeÞ4U
xþ x0
e
þ s1dð1 emKe Þ

 
þ demKe  eð1þjjf
0 jjL1ÞKee6ðx0þ1Þ=er
4U
xþ x0
e
þ s1dð1 emKe Þ  decðx0þ1Þ=e

 
þ demKe ;
where c > 0 depends on J and f ; and d is 1=ðmaxU 0ðxÞÞ: On the other hand,
by using the Mean Value Theorem and Lemma 1.5, we have that for
x4 3ðx0 þ 1Þ;
uðx;KeÞ4U
xþ x0
e
þ s1dð1 emKe Þ  decðx0þ1Þ=e

 
þ demKe
þ oðecðx0þ1Þ=eÞ:
XUEFENG WANG456This last inequality holds for, as shown above, x5 3ðx0 þ 1Þ; as well as
when the x on the right-hand side is replaced by x: Let
d1 ¼ demKe þ oðecðx0þ1Þ=eÞ;
m1 ¼s1dð1 emKeÞ  decðx0þ1Þ=e;
dk ¼ dk1emKe þ oðecðx0þ1Þ=eÞ;
mk ¼mk1 þ s1dk1ð1 emKeÞ  decðx0þ1Þ=e:
Then the above arguments lead to
uðx; kKeÞ4U
xþ x0
e
þ mk

 
þ dk ; x 2 R; ð2:15Þ
provided that (2.14) holds. Similarly to the veriﬁcation of (2.14) in the proof
of Theorem 2.3, we have
dk4demkKe þ
oðecðx0þ1Þ=eÞ
1 emKe
4d ¼ 1þ a0;kdecðx0þ1Þ=e4mk4 kd ecðx0þ1Þ=e
þ s1ðoðecðx0þ1Þ=eÞ þ dÞ
4
kd
2
ecðx0þ1Þ=e þ s1d:
Let Ne be the largest integer no larger than 1:5ðx0 þ 1Þecðx0þ1Þ=e=ðdeÞ: Then
for 14k4Ne and small e > 0; we have jmk j4
2ðx0þ1Þ
e : We have veriﬁed (2.14)
with k ¼ Ne: Now by (2.15), we have that for x 2 R;
uðx;NeKeÞ4U
xþ x0
e

x0 þ 1
e

 
þ dNe
4U
x 1
e

 
þ dNe ;
and hence
uðx;NeKeÞ4U
1
e

 
þ dNe4a15a:
By using the comparison principle as in the last part of the proof of
Theorem 2.3, we have that u stays completely below a1 after time t ¼ NeKe
METASTABILITY AND STABILITY OF PATTERNS 457and converges to 1 exponentially fast. Finally, observe that
NeKe4e2cðx0þ1Þ=e: This completes the proof. ]
3. STABILITY OF PATTERNS IN RN ; N51
In this section, we prove that if f is so that the planar traveling wave U
jumps with a large enough amplitude, then the pattern developed changes
only slightly: the plateaus and valleys, whose sizes are of order bigger than
OðebÞ (05b51), have no appreciable changes in inﬁnitely long time.
Theorem 3.1. Suppose (0.8) holds with a > N51: Assume that f is so
that the corresponding planar traveling wave U is discontinuous at x1 ¼ 0 and
it does not take values in the interval ½r; s	; where r and s are the only critical
points of f : Then there exist constant k 2 ð0; 1	 and b 2 ð0; 1Þ with k5ð1
bÞða N Þ such that if jðxÞ51 ek for x in a ball B centered at some point x0
with radius eb; then for all t50; 05e4e0;
uðx0; tÞ51 cey;
where e0 depends on J ; f ; k; N and b; c on J ; f ; and N ; y ¼ minðk;
1b
2
; ð1
bÞða N Þ=ð2ðN þ 1ÞÞÞ: If jðxÞ4 1þ ek on B; a similar conclusion holds.
Proof. Without loss of generality, assume x0 ¼ 0: Consider a subsolu-
tion of (0.7) of the form
%
uðx; tÞ ¼ U
jxj þ x0
e

 
 qðtÞ; x0 ¼ 0:5e
b:
We take q such that qð0Þ ¼ ek : It is easy to verify
%
uðx; 0Þ4jðxÞ for small e > 0:
We now verify that
q0ðtÞ4Je *
%
uðx; tÞ 
%
uðx; tÞ  f ð
%
uðx; tÞÞ: ð3:1Þ
Right hand side of ð3:1Þ
¼
Z
RN
1
eN
J
y
e
 
U
jx yj þ x0
e

 
dy  U
jxj þ x0
e

 
 f U
jxj þ x0
e

 
 qðtÞ

 
XUEFENG WANG458¼
Z
RN
J ðZÞ U
jx eZj þ x0
e

 
 U
jxj þ x0
e
þ Z  sðxÞ

  
dZ
þ f U
jxj þ x0
e

 
 
 f U
jxj þ x0
e

 
 qðtÞ

 
;
where sðxÞ ¼ x=jxj if jxj=0; any unit vector if x ¼ 0: We estimate
I ¼
Z
RN
J ðZÞ U
jx eZj þ x0
e

 
 U
jxj þ x0
e
þ Z  sðxÞ

  
dZ
¼
Z
jZj4eh
þ
Z
jZj5eh
 I1 þ I2;
where h5ð1 bÞ=2 and is to be chosen. I2 can be easily estimated as follows:
I25 2
Z
jZj5eh
J ðZÞ dZ5 cehðaNÞ;
where c depends on J and N : To estimate I1; we observe that for jxj4
x0
2
;
I15
Z
jZj4eh
J ðZÞ U
jx eZj þ x0
e

 
 1
 
dZ
5
Z
jZj4eh
J ðZÞ U
0:5x0  e1h
e

 
 1
 
dZ
5
Z
jZj4eh
J ðZÞ½U ð0:2e1þbÞ  1	 dZ
5  ceð1bÞðaN Þ
by Lemma 1.1 (it is easy to show that #Jðx1Þ deﬁned in Section 1 satisﬁes (0.8)
with a replaced by a ðN  1Þ). On the other hand, to estimate I1 for jxj5
x0
2
;
we ﬁrst note that if jZj4eh;
jx eZj ¼ jxj  esðxÞ  Zþ O
e2jZj2
jxj

 
¼ jxj  esðxÞ  Zþ Oðe2ð1hb=2ÞÞ;
and we wish to apply the Mean Value Theorem to I1: But since U jumps at
z ¼ 0; we need to consider the set Sx of Z’s such that jZj4eh; and
jx eZj þ x0 and jxj þ x0 þ eZ  sðxÞ have different signs. Observe that
jxj þ x0 þ eZ  sðxÞ5 jx eZj þ x0: Let Tx be the set of Z =2 Sx such that
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I1 ¼
Z
Sx
þ
Z
Tx

 
J ðZÞ U
jx eZj þ x0
e

 
 U
jxj þ x0
e
þ Z  sðxÞ

  
dZ
 I11 þ I12:
By the Mean Value Theorem, we obtain
I125 
Z
jZjeh
J ðZÞmaxðjjU 0jjL1ð1;0	; jjU
0jjL1½0;1ÞÞ dZOðe
2ð1=2hb=2ÞÞ
5  Oðe2ð1=2hb=2ÞÞ:
On the other hand,
I115 2jjJ jj1
Z
Sx
dZ5 2jjJ jj1maxjxj5x0=2 jSxj:
The maximum of jSxj is achieved when jxj ¼ x0ð¼ eb=2Þ; and is therefore
equal to the volume of the portion of the solid below the graph of ZN ¼
eb1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2ðb1Þ=4 jZ0j2
q
; Z0 2 RN1; inside the ball Z2N þ jZ
0j24e2h above
the ðN  1Þ-dimensional ball centered at Z ¼ 0 with radius eh on the plane
ZN ¼ 0; which is less than or equal toZ
jZ0 j4eh
ðeb1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e2ðb1Þ=4 jZ0j2
q
Þ dZ0 ¼ Oðe1bðNþ1ÞhÞ:
Now, take h ¼ 1b
2ðNþ1Þ: We have shown that for any x 2 R
N ; 05e4e0
I5  OðehðaN Þ þ eð1bÞðaNÞ þ e2ð1=2hb=2Þ þ e1=2bðNþ1ÞhÞ
5  cey;
where e0 is small and depends on J ; f ; k; b; and N ; c depends on J ; f ; and N :
Now to have (3.1) we want
q0ðtÞ4 cey þ f U
jxj þ x0
e

 
 
 f U
jxj þ x0
e

 
 qðtÞ

 
: ð3:2Þ
By assumption, d  1
2
minðr  U ð0Þ;U ð0þÞ  sÞ > 0: Since U does not
take values in the interval ðr  d; sþ dÞ; there exists a positive constant m
such that if 05qðtÞ5d; then
f ðU Þ  f ðU  qÞ5mq:
XUEFENG WANG460So to satisfy (3.2), we take q such that
q0 þ mq ¼ cey; qð0Þ ¼ ek ;
which means
qðtÞ ¼ ekemt þ ceyð1 memtÞ=m:
And so for small e; 05qðtÞ5d for all t50: Now by the comparison principle,
uðx; tÞ5
%
uðx; tÞ; x 2 R; t50:
In particular, for all t50; we have
uð0; tÞ5U
x0
e

 
 qðtÞ
5
Lemma 1:1
1 Oðeð1bÞðaN ÞÞ  ek 
c
m
ey:
This completes the proof of Theorem 3.1. ]
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