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Abstrak 
Retinopati diabetikaamerupakan suatu gejalaakomplikasi dariapenyakit DiabetesaMellitus yang 
menyebabkanaretina tidakadapat mengirimkan gambarapenglihatan ke otakasecara normalaakibat 
peningkatan glukosa pada darah. Identifikasi penyakit retinopati diabetika masih sering dibahas oleh 
banyak peneliti. Dalam skripsi ini algoritma Kernel K-Means akan digunakan untuk mengidentifikasi 
penyakit retinopati diabetika. Algoritma KernelaK-Means merupakan algoritma pengembanganadari 
algoritmaaK-Meansayang direalisasikan melalui pernyataan jarak dalam bentuk fungsi Kernel. Dataset 
yang akan digunakan dalam skripsi ini yaitu dataset Diabetic Retinopathy Debrecen diambil dari UCI 
Repository Machine Learning sebanyak 1151 data yang terdiri dari 19 atribut dan 1 atribut menunjukkan 
kelas yang akan dibentuk. Identifikasi penyakit retinopati diabetika dimulai dengan memisahkan data 
input dan target output. Data hasil input dinormalisasi kemudian dilakukan proses identifikasi 
menggunakan algoritma Kernel K-Means dengan menentukan banyaknya iterasi dan sub pusat cluster 
(nilai M). Performa hasil identifikasi menggunakan algoritma Kernel K-Means memberikan hasil akurasi 
tertinggi sebesar 82.88% dengan waktu eksperimen 12.22 detik pada iterasi 10 dan nilai M=300. 
Kata kunci : identifikasi, retinopati diabetika, Kernel K-Means 
  
Abstract 
DiabeticaRetinopathyais a phenomenon of a complicationaof DiabetesaMellitus disease that causes 
retina can not transmit visual images to the brain normally due to increased glucose in the blood. The 
identification of diabetic retinopathy disease is still frequently discussed by many researchers. In this 
thesis KernelaK-Means algorithmawill be used toaidentify diabetic retinopathy. Kernel K-
Meansaalgorithm is theamodified algorithm of K-Meansaalgorithm realized through distance statement in 
Kernel function form. The dataset that used in this thesis is the Diabetic Retinopathy Debrecen dataset 
taken from UCI Repository Machine Learning totaling 1151 data consisting of 19 attributes and 1 attribute 
showing the class that will be formed. The identification of diabetic retinopathy disease begins by 
separating the input data and target output. The data of the normalized input then performed the 
identification process using KernelaK-Meansaalgorithm by determining theanumber ofaiterations and sub 
center cluster (M value). Theaperformance of identification using Kernel K-Meansaalgorithm gives the 
highest accuracy result until 82.88% with experimental time 12.22 seconds on iteration 10th and value M = 
300. 
Keywords : identification, diabetic retinopathy, kernel k-means 
 
 
PENDAHULUAN  
Diabetes Mellitusa(DM) adalah penyakit gangguan 
metabolikaakibat pankreasatidak cukup memproduksi 
insulinaatau tubuhatidak dapat menggunakan insulin 
yangadiproduksi secaraaefektif (INFODATIN, 2014). 
MenurutaInternational Diabetes Federationa(IDF),apada 
tahun 2015 sebesar 415ajuta orang di dunia terkena 
diabetes.aDiperkirakan pada tahun 2040 penderita 
diabetes akan meningkat menjadi 642 juta orang 
(Kemenkes RI. 2014:1).  
World HealthaOrganization (WHO)amelaporkan 
bahwa posisi Indonesia berada padaaurutan ke tujuh 
dunia untuk pravalensi penderita diabetes tertinggi di 
dunia bersama dengan negara India, China, Rusia, 
AmerikaaSerikat, Braziladan Meksikoadengan jumlah 
estimasi orang terjangkit diabetesasebesar 10 juta (IDF 
Attlas 2015). Kecenderungan peningkatan prevalensi 
orang yang memiliki penyakit DM di Indonesia dapat 
dilihat dari kenaikan presentase 5,7% tahuna2007 
menjadi 6,9% tahuna2016. Berdasarkan The DiabCare 
Asia 2008 Study yang melibatkan 1785 penderita DMadi 
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Indonesia, sebanyak 42% penderita DM di Indonesia 
mengalami komplikasi retinopati diabetika (Soewondo, 
P., dkk. 2010:239). 
Retinopati diabetika merupakan suatu komplikasi 
dari penyakit DM yang menyebabkan retinaatidak dapat 
mengirimkanagambar  penglihatanake otak dengan 
normal akibat peningkatan glukosa pada darah. Efek 
visual dari kebocoran digambarkan dengan adanya 
perubahan pada retina seperti perubahan venous, cotton 
wool spots,  mikroaneurisma, hard exedute dan 
pendarahan (Faust, O., et al. 2013:3). Kendala yang saat 
ini ada yaitu keterbatasan dokter spesialis mata untuk 
mendeteksi dini penyakit retinopati diabetika sehingga 
dapat segera diobati. Pada penelitian ini akan 
mengidentifikasi apakah seseorang tergolong penderita 
retinopati diabetika atau normal dari sebuah data.aData 
yangadigunakan pada penelitian ini berasaladari UCI 
(University California Irvine) Repository Machine 
Learning. 
UCI Repository Machine Learning diperoleh dari 
Universitas Debrecen, Hongaria. Dalam penelitian ini 
data yang diperoleh dari UCI akan disimulasikan dengan 
algoritma Kernel K-Means. KernelaK-Means adalah 
pengembangan dari AlgoritmaaK-Means yang 
menggunakan metodeaKernel untuk memetakanadata 
yang berdimensiatinggi pada spaceabaru sehingga dapat 
dipisahkanasecara linear. Hal ini dilakukan agar dapat 
meningkatkan hasil akurasi. Clustering  dengan 
Algoritma Kernel K-Meansaakan mengidentifikasi ke 
dalam retinopati diabetika tidak ada (kelas 0), ataupun 
ada retinopati diabetika (kelas 1).  
 
KAJIAN PUSTAKA 
A. Diabetes Mellitus 
Diabetes Mellitus (DM) merupakan suatu penyakit 
metabolikadengan karakteristikahiperglikemia yang 
terjadi akibat kelainanakerjaainsulin, sekresi insulin, atau 
kedua-duanyaa(Purnamasari, 2009). Menurut World 
Health Organizationa(WHO), DM didefinisikanasebagai 
gangguan metabolisme atau suatu penyakit kronis yang 
ditandaiadengan kenaikan kadar gulaadarah disertai 
denganalipid, gangguan metabolismeakarbohidrat, dan 
protein sebagaiaakibat dari insufisiensiafungsi insulin. 
Empataklasifikasi DiabetesaMellitus: Diabetes Mellitus 
Gestasional (Diabetes kehamilan), Diabetes Mellitusatipe 
1, DiabetesaMellitus tipea2, dan Diabetes Mellitusatipe 
khusus lain (ADA, 2009).  
 
B. Retinopati Diabetika 
Retinopati diabetika adalah salahasatu komplikasi 
mikrovaskular padaaDiabetes Mellitus (DM) tipe 1adan 
tipe 2 yang terjadi akibataproses hiperglikemiaadalam 
jangka waktuayang relatif lama. Retinopati Diabetika 
adalah penyakit mata yang diakibatkan oleh DM. 
Retinopati Diabetika pada awalnya menyebabkan 
pandangan menjadi kabur dan dapataberkembang 
menjadiakebutaan jika tidakasegera diobati.  
 
C.  
 
 
 
 
Gambar 1. Kondisi Retina Mata Terdeteksi 
Retinopati Diabetika 
 
C. Algoritma K-Means 
Algoritma K-Means diperkenalkan pada tahun 
1976 oleh J.B. MacQueen, yaitu salah satu Algoritma 
clustering yang sederhana dan sangat umum yang 
mengelompokkan data sesuai dengan karakteristik 
ciri-ciri yang serupa. Pada Algoritma K-Means 
setiap obyek akan masuk ke kelompok tertentu 
dalam suatu proses tertentu sehingga data yang 
memiliki karakteristik berbeda dikelompokkan ke 
dalam cluster yang lain dan data yang mempunyai 
karakteristik sama dikelompokkan ke dalam 
kelompok yang sama.  Algoritma K-Means 
ditunjukkan sebagai berikut : 
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Langkah 1 Menentukan banyak K-cluster yang ingin 
dibentuk. 
Langkah 2 inisialisasiadata ke dalam K-cluster 
secaraaacak.  
Langkah 3 Menghitung jarak data input terhadap 
masing-masingacentroidamenggunakan 
rumus jarak Eucledian (Eucledian 
Distance). 
 𝑑(𝑥𝑖 , 𝑐𝑗) = √(𝑥𝑖 − 𝑐𝑗)
2
  
Langkah 4 Mengklasifikasikan setiap data dengan jarak 
terdekat. 
Langkah 5 Mengupdate nilai centroid. 
𝑐𝑠(𝑡 + 1) =
1
𝑁𝑘
∑ 𝑥𝑖
𝑁𝑘
𝑖=1
 
Langkah 6 Melakukan perulangan dari langkah 2 
hingga langkah 5 hingga anggota tiap 
cluster tidak ada yang berubah. 
 
D. Algoritma Kernel K-Means 
K Means secara umum hanya dapat memisahkan 
data secara linier. Namun, untuk data yang non-linieraK 
Means harus dimodifikasiaagar dapatamengakomodasi 
data yang tidak linear. Metodeayang tidak sama yang 
digunakan untukamelaksanakanaalgoritma ini dalam 
ruangakernel adalah KernelaK-Means. Kernel K-Means 
pada prinsipnya mirip dengan K-Means , Girolami (2002) 
pengembangan dari KaMeans ke KernelaK-Means 
direalisasikanamelalui pernyataanajarakadalam bentuk 
fungsiakernel.  
Metodeayangadigunakanadalam penelitian ini 
mengadopsi KernelaTrick dalamaproses Clustering. 
Kernel Trick merupakan suatuametode yang digunakan 
untukamenghitung kesamaanadalam ruang yang 
ditransformasikan denganamenggunakan sekelompok 
atribut standar. Untuk menerapkan Kernel Trick 
dilakukan transformasi dimensi pada data 𝑥  dengan 
didefinisikan sebagai  𝑥 =  𝜙(𝑥). Dapat diketahui bahwa 
pada Gambar 2. dibawah merupakan diagram alur untuk 
mengidentifikasi penyakit retinopati diabetika. Dengan 
menggunakan jarak Euclid pada K-Means dan fungsi 
pemetaan, Maka Algoritma Kernel K-Means ditunjukkan 
sebagai berikut : 
Langkah 1 Tentukan jumlah cluster k dan banyaknya 
iterasi. 
Langkah 2 Inisialisasi k pusat cluster secara acak 
Langkah 3 Alokasikan semua data ke cluster terdekat 
berdasarkan jarak yang dihitung 
menggunakan rumus fungsi pemataan 𝜙 
dan fungsi kernel  
    𝑑(𝜙(𝑥𝑖), 𝑐𝑗) =
𝑚𝑖𝑛 ∑ ∑ 𝑢𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1 ‖𝜙(𝑥𝑖) − 𝑐𝑗‖
2
,   
Dimana : 
 𝑐𝑗 =  
1
𝑛𝑗
∑ 𝑢𝑖𝑗𝜙(𝑥𝑖)
𝑛
𝑖=1   
Langkah 4 Melakukan perulangan ke langkah 3 sampai 
pusat cluster tidak berubah. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
              Gambar 2. Alur Algoritma Kernel K-Means 
 
 
 
Alokasikan semua data atau obyek ke 
cluster terdekat. 
𝑑(𝜙(𝑥𝑖), 𝑐𝑗) = 𝑚𝑖𝑛 ∑ ∑ 𝑢𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1
‖𝜙(𝑥𝑖)
− 𝑐𝑗‖
2
  
 
Apakah centroid 
berubah atau 
maksimal jumlah 
iterasi? 
ya 
tidak 
Selesai 
Mulai 
Inisialisasi : Jumlah 
sub pusat cluster dan 
Jumlah iterasi 
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METODEaPENELITIAN 
A. Jenis Penelitian 
Jenis penelitianayang digunakan dalamapenelitian ini 
adalah jenisapenelitian eksperimen. Eksperimen adalah 
penelitian dengan melakukanamanipulasi variable bebas 
pada suatu keadaanayang terkendali (variable kontrol) 
yang bertujuanauntuk mengidentifikasiahubungan sebab 
akibatadari satu ataualebih variable terikat. 
B. Metode Pengumpulan Data 
Data yang akan digunakan didapat dari UCI 
Repository Machine Learning database, yaitu diabetic 
retinopathy debrecen dataset. Data diabetic retinopathy 
debrecen diperoleh dari Universitas Debrecen, Hongaria. 
Dataset tersebut pada Tabel 1. berjumlah 1151 data yang 
mempunyai 20 atribut dan 1 atribut yang terakhir 
menunjukkan kelas yang akan dibentuk dengan type data 
yang berbeda-beda. 
 
Tabel 1. Fitur Data 
 
No. Fitur Type Data 
1. 
Hasil biner pada kualitas 
penilaian 
Biner 
2. Hasil biner pada pra-skrining Biner 
3. Hasil deteksi MA.  Integer  
4. Hasil deteksi MA Integer 
5. Hasil deteksi MA Integer 
6. Hasil deteksi MA Integer 
7. Hasil deteksi MA Integer 
8. Hasil deteksi MA integer 
9. 
Hasil normalisasi pada 
eksudat 
Double 
10. 
Hasil normalisasi pada 
eksudat 
Double 
11. 
Hasil normalisasi pada 
eksudat 
Double 
12. 
Hasil normalisasi pada 
eksudat 
Double 
13. 
Hasil normalisasi pada 
eksudat 
Double 
14. 
Hasil normalisasi pada 
eksudat 
Double 
15. 
Hasil normalisasi pada 
eksudat 
Double 
16. 
Hasil normalisasi pada 
eksudat 
Double 
17. Jarak Euclidean pada pusat Double 
macula dan pusat cakram 
optic 
18. Diameter cakram optik Double 
19. 
Hasil biner pada klasifikasi 
berbasis AM/FM 
Biner 
20. Kelas  Biner 
 
 
PEMBAHASAN 
A. Pra-pemrosesan Data 
Identifikasi penyakit retinopati diabetika diawali 
dengan menentukan sub pusat cluster dan jumlah iterasi. 
Kemudian membagi diabetic retinopathy debrecen 
dataset yang berukuran 20×1151 kedalam 2 bagian yaitu 
data input dan target output, Sehingga diperoleh data 
input berukuran 19×1151 data dan kelas output berukuran 
1×1151 data. Pada Tabel 2. dibawah  merupakan 
distribusi data yang terdiri dari kelas 1 sebesar 540 data 
dan kelas 2 sebesar 611 data. Kemudian data input di 
normalisasi kedalam range [0,1] untuk mereduksi 
perhitungan komputasi yang terlalu besar. Dengan 
menentukan sub pusat cluster (nilai M) dan banyaknya 
iterasi (perulangan) data akan dikenali dengan algoritma 
Kernel K-Means dan diperoleh hasil akurasi.  
Tabel 2. Distribusi Data 
 
Jumlah Data 
Jumlah Fitur 
Kelas 1 Kelas 2 
540 611 19 
 
 
B. Pembahasan 
Data diabetic retinopathy Debrecen kemudian 
diimplementasikan menggunakan Algoritma Kernel K-
Means, dengan bantuan software Matlab R2017a yang 
kemudian diklusterkan dalam kelas yang bersesuaian. 
Pada Algoritma Kernel K-Means metode yang digunakan 
adalah Kernel Eksponensial. Kemudian dilakukan 
percobaan dengan menentukan masing-masing iterasi 
sebesar 10, 20 dan 30. Dengan nilai sub pusat cluster 
(nilai M) sebesar 100, 150, 200, 250 dan 300 yang 
disajikanapada Tabel 3, Tabel 4, Dan Tabel 5 berikut ini : 
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Tabel 3. HasilaImplementasi Algoritma Iterasi 10 
 
 
 Tabel 4. Hasil Implementasi Algoritma Iterasi 20 
 
 
 Tabel 5. Hasil Implementasi Algoritma Iterasi 30 
 
 
Dari Tabel 3, 4, dan 5 dengan masing-masing iterasi 
sebesar 10, 20, dan 30 terlihat bahwa metode Kernel 
Eksponensial memberikan hasil akurasi terendah sebesar 
70.63% dengan waktu 8.70 detik pada iterasi 10 dan nilai 
M=100, Sedangkan hasil akurasi tertinggi yaitu pada 
iterasi 10 dan nilai M=300 sebesar 82.88% dengan waktu 
12.22 detik. Pada kasus ini, pemilihan iterasi dan sub 
pusat cluster atau nilai M yang semakin besar belum 
tentu menunjukkan bahwa akurasi semakin tinggi. Hal ini 
juga mungkin diakibatkan oleh pola dataset diabetic 
retinopathy Debrecen dan tingkat kecenderungan 
akibatnya pada masing-masing atribut berbeda.  
KESIMPULAN 
Identifikasi penyakit retinopati diabetika 
menggunakan algoritma Kernel K-Means dilakukan 
dengan cara menentukan jumlah iterasi dan jumlah sub 
pusat cluster. Hal ini dilakukan untuk mengidentifikasi 
ada retinopati diabetika atau tidak ada tanda-tanda 
retinopati diabetika. Algoritma Kernel K-Means 
memperoleh hasil akurasi tertinggi sebesar 82.88% 
dengan waktu 12.22 detik pada iterasi 10 dan pusat nilai 
M=300. 
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