Collaborative filtering is a commonly used method to reduce information overload. It is widely used in recommendation systems due to its simplicity. In traditional collaborative filtering, recommendations are produced based on similarities among users/items. In this approach, the most correlated k neighbors are determined, and a prediction is computed for each user/item by utilizing this neighborhood. During recommendation process, a predefined k value as a number of neighbors is usedfor prediction processes. In this paper, we analyze the effect of selecting different k values for each user or item. For this purpose, we generate a model that determines k values for each user or item at the off-line time. Empirical outcomes on movie based dataset show that using the dynamic k values during the k-nn algorithm leads to more favorable recommendations compared to a constant k value.
INTRODUCTION
We live in a digital age where data originate from many different sources. A large percentage of data arises from the Internet usage [1] . In recent years, people all over the world use the Internet to supply most of their needs such as shopping, reading newspapers, banking and planning their holidays. While people use the Internet, they leave enormous information behind them. Recommendation systems, which are simply the software tools and techniques, utilize this information to provide suggestions to the users [2] . Collaborative Filtering (CF) is a widely used recommendation method to produce predictions to the users based on their preferences [3] . The world's leading online service providers, e.g., Amazon, Spotify, TripAdvisor, etc. use the CF to meet the customer satisfaction and to increase the trading size by exploring the relevant products based on the history of user preferences [4] .
Memory-based and model-based methods are two of the most common CF methods used in the literature. While neighborhood-based and heuristic-based methods are examples of memory-based CF methods, Bayesian Clustering, Singular Value Decomposition (SVD), and Support Vector Machines (SVM) are the implementations of the model-based CF methods [8, 11, 12, 13] . In the memory-based CF methods, a two-dimensional rating matrix, which has the users as rows and the items as columns, is persisted in the system and used to compute the prediction depending on the past habits. User-based and item-based methods both use the rating matrix and are instances of neighborhood-based CF methods. In user-based CF algorithm, neighbors of user u who have similar rating pattern with the user u are specified, and a prediction is computed according to the preferences of these users. Similarly, in item-based CF method, neighbors of a target item are specified, and then a prediction is computed. On the other hand, a predictive model is constructed from the rating matrix, and then the predictions are computed via this model in a type of CF method.
One of the most popular approaches to memory-based CF recommendation is the k-nearest-neighbor (k-NN) algorithm [2] . The k-NN algorithm depends on the similarities among users or items. CF systems persist the members' item ratings in a 2-dimensional user-item matrix [7, 8] . While predicting a rating value in a user-item matrix, top k closest neighbors are taken into account [5] . For instance, while estimating prediction value of a target movie for a user, firstly correlations between the user and all other users are calculated, and then the k closest neighbors are selected, and finally, a prediction value is estimated [6] .
The most crucial step in the k-NN algorithms is determining an appropriate k value. If k is chosen to be a small number, the algorithm will be sensitive to irrelevant cases. On the other hand, if k is chosen to be a large number, estimations may be less consistent due to relatively distant neighbors [2] . Thus, the k value of the k-NN algorithm varies with the context (project, subject,etc.).
The purpose of a recommendation system is to provide the best recommendations to users. CF and k-NN algorithms also serve this purpose. However, it is considered that working with the same k for all users or items, may conflict with this purpose. Therefore, it has been considered that accuracy of estimations may increase using different k values for each user/item in user-based/item-based k-nn. In this paper, we motivate on showing the effect of dynamic k values during recommendation process. Therefore, we performed a set of experiments and results investigate that accuracy of a traditional user, or item-based CF systems' accuracy can be improved by utilizing dynamic k values.
RELATED WORK
Since interest in the k-NN-based CF increased in the nineties, researchers tried to effectively use nearestneighbor algorithms in recommendation processes [14] . Herlocker et al. [15] had a comprehensive study on the neighbor selection for the first time in CF. They concluded that Pearson correlation coefficient is an effective way to compute the similarities between users and employing the most similar k users as neighbors increase the quality of the prediction. In the following years, researchers tried to improve the prediction quality by improving the neighbor selection. Sarwar et al. [19] had a similar study, but they worked on similarities between items instead of the users. They used threshold-based neighbor selection method, which was employed by Kim and Yang [16] , to calculate the similarities between the items. Thanks to this threshold-based neighborhood selection method, neighbors are substituted for a user with an unusual rating pattern. Liang et al. [17] proposed calculating the similarities between users from a subset of the items, not from the whole dataset. Koren [18] proposed to specify the nearest neighbors of a user by optimizing a global cost function that improves the accuracy of estimations.
These studies aim to increase the accuracy of the predictions. To achieve this goal, some of them use different neighborhood selection methods while some of them vary in the similarity calculation algorithms. Although these studies differ from each other in similarity calculation or neighborhood selection method, ultimately they use the k-nearest-neighbor of the customers to compute the prediction. The k value of the algorithm is determined, and then the same k value is utilized for all users or items. In this study, the objective of the proposed method is to increase the accuracy of the predictions by using dynamic k values for each user or item in the system.
NEAREST NEIGHBOR-BASED CF ALGORITHMS
Nearest neighbor-based algorithms are based on the fact that similar users have similar patterns of rating behavior and users give similar ratings to similar items [20] . Recommender systems usually work on a user-item matrix that is composed by collected user preferences. This two-dimensional matrix consists of m users and n items which represent matrix's rows and columns. User for whom a prediction value will be estimated for a particular item is called active user (a). To produce a prediction for a for target item q, either user-based CF or item-based CF algorithms are used.
User-Based k-Nearest Neighbor Algorithm
User-based CF's first step is calculating correlations between a and other users in the system by utilizing correlation metrics such as Pearson Correlation Coefficient (PCC). After similarities between users are computed, recommender system selects top k users who are the most similar to a. Finally, a prediction value is estimated for a for q by taking into account only k users selected before. This process is repeated for each item that a prediction value will be estimated for. User-based k-nn algorithm's basic scheme is shown in Figure 1 . 
Similarity calculation
CF is based on calculating similarities among users or items. In order to calculate similarities between two users, different methods can be employed. One of these methods is PCC which is widely used in recommender systems. The similarities between a and one of user in the rating matrix can be computed via PCC as in the following equation.
Here, represent set of items which are rated both a and user u, r(a,i)and r(u,i) stands for ratings for item i that is an element of I rated by user a and user u, respectively. is the number of co-rated items between a and user u.
The similarity coefficient value calculated by Eq.1 must be in the range -1 and +1. The greater value of similarity coefficient ( ( , )) means the higher correlation between user a and u and vice versa.
Producing prediction
In user-based CF, in order to produce a prediction for target item q for a, firstly neighbors of user a are determined according to the weights between user a and all other users in the system and then aggregate ratings of users in the neighborhood as in Eq.2.
Here, U represents set of users are neighbors of a, ̅̅̅̅ is the mean of rating values of user a, and ( , ) corresponds to the similarity coefficient between user a and u calculated via Eq.1. While producing prediction, it should be taken into account that prediction value must be in the range of minimum and maximum rating value of dataset is worked on.
Item-Based k-Nearest Neighbor Algorithm
Contrary to user-based CF, item-based CF's first step is calculating similarities between items, not users. After similarities between items are computed, recommender system determines top k items that are the most similar to the active item q. A prediction value is estimated for an a for a particular item by taking into account only k items which are most similar to this item.
Similarity calculation
Item-based CF has also some different weighting algorithms, but in this work PCC method as in userbased CF to provide a controlled experiment.
Here, represents set of users which rated both active item j and item i, r(u,j)and r(u,i) stands for ratings for user u that is an element of U rates both item j and item i, respectively. is the number of users who rated both j and i. The similarity coefficient value calculated by Eq.3 must be in the range -1 and +1. The greater value of similarity coefficient ( ( , )) means the higher correlation between item j and i and vice versa.
Producing prediction
In the item-based CF, to produce prediction estimation value for target item i for user a, the neighbors of item i are specified and then weighted average of neighbor items which are rated by the user a is calculated as in Eq.4.
DETERMINING DYNAMIC k VALUE FOR k-NN BASED ALGORITHMS
The major problem in the k-nn algorithm is specifying the k value. In the traditional k-nn algorithm, after similarities are calculated between active user or item and all other users or items in the system top k neighbor are selected, and prediction is generated for a particular item. This procedure is repeated for all items which are to be estimated. In the k-nn algorithm, the different neighborhood size can affect the quality of the prediction indicated by MAE. For example, if 15 is set as k value lower MAE value is obtained compared to 20 is selected as k value, but if k is set about 30 the MAE value is less than MAE that is obtained when k equals to 15 [6] .
In this work, we tried to specify k distinctly for all users or items in order to get higher accuracy. For user-based k-nn, we firstly assign user-specific k values in the training phase of our method and then use them for estimating prediction in the test phase. After we completed our work for a user-based knn algorithm, we adapted this work for an item-based k-nn algorithm by assigning specific k values for each item in the training phase and using them in the test phase. We also generated a prediction using the k-nn algorithm with a constant k for all users and items that is 50 to compare the results in terms of accuracy of the predictions.
After calculating weights between active user or item and all other users and items in the system separately, the weights are sorted in descending order, and the first k neighbor is selected to estimate prediction for a specific item. In the traditional k-nn algorithm the k value of the algorithm is set a predefined value. In other words, a k value is selected for the system, and all predictions for all users are estimated with the same k value.
In our study, we tried to give different k values for different users in order to give the best estimate. For this purpose, we generated estimation for all items that user rated by using leave-one-out crossvalidation method. While generating estimations, we tested 10 different k values which spans from 5 to 50 with interval 5 for each user in the training phase of our algorithm. In other words, we produced 10 rating prediction for an item that is rated by a with 10 different k values. We performed it for all items that user rated. We also repeated this process for item-based CF.
Procedure 1 Rating Prediction Procedure in the Training
activeUserSimilarities← calculate ( , ) between a and all other users 5:
sortedUserSimilarities← sort(activeUserSimilarities) For all k values in range 5 to 50 estimate rating value by using k-nn algorithm 6:
for k in(5,10,15….,50)do 7:
, , ← , (calculate by using Equation 2) 8: end for 9:
end if 10: end for 11:end for We hold our rating predictions in a three-dimensional matrix for 10 k values, 943 users, and 1,682 items. Rating predictions can be calculated as shown in Procedure 1. Rating estimation matrix has not a number (Nan) values for items which are not rated by user or whose rating prediction cannot be generated. We also adapted Procedure 1 for item-based CF by calculating similarities between items instead of users, by using Eq.4. instead of Eq.2. 
Procedure 2 Rating Prediction Procedure in the Training
Phase (item-based) Require: User rating dataset for n users and m items ( ) 1:for all items inU(i← 1 to m) do 2: for all users inU(i← 1 to n
Dataset & Preprocessing
In order to compare the effects of different k values on users, we used MovieLens dataset which has three columns; userId, movieId and rating value as the dataset. Since we worked with MATLAB that is a high-performance software written especially for scientific and numerical calculations and programming, we converted the original MovieLens dataset to MATLAB matrix. While doing the conversion process, we put Nan value which is an abbreviation for not-a-number if the dataset does not contain rating for some userId and movieId pair. In this way, we were able to use some special MATLAB functions such as nanmean function that calculates the user rating mean by omitting the Nan values. We also used corr function to calculate similarities between users and items by giving 'Pearson' as a parameter.
The dataset consists of 100.000 ratings from 943 users and 1682 movies. Each user has at least 20 ratings. This means only 6% of the available items are rated. The rating values in the dataset are in the range 1-5.
Metrics
Coverage and accuracy are vital dimensions which assess the quality of a prediction algorithm. Coverage specifies the percentage of items for which a recommendation system can provide prediction [6] . Neighborhood sizes, dataset quality, and size of the dataset can affect the coverage metric dramatically. We compute coverage by dividing the number of the items for which recommender system can produce prediction to a total number of items for which recommender system intended to produce prediction.
Accuracy of a system is divided into two categories as statistical accuracy metrics and decisionsupport accuracy metrics [6] . Statistical accuracy metrics evaluate accuracy of a recommender system by comparing the prediction values against the real user ratings. Mean Absolute Error (MAE) has been used previously to measure that kind of recommender systems' accuracy performance by Shardand & Maes [22] and Sarwar [21] et al.
Experimentation Methodology
We used leave-one-out cross-validation method, during specifying dynamic k values for each user phase. In this way, each user in the dataset is active user once, and rest of users populates the training data [9, 10] . For each element in the MATLAB matrix which has not a NAN value, a prediction is produced by excluding one rating at a time, and predicting the value of rating by using the similarity and prediction calculation formulas given in section 3.1 and 3.2. We also selected 5 items for each user among rated by that user, and produced the prediction for those items using k values which are user-specific.
Experimental Results and Discussion
For user-based CF, we produced estimations for each item that was rated by any user using Procedure-1 and we obtained a matrix having MAE values after subtracting our prediction values from the real ratings. For example, while first row and the first column of the matrix represent the MAE value of the first user for k=50, second row and the tenth column of the MAE matrix represent the MAE value of the second user for k=5.MAE values of the first ten users in the dataset for varying k values are shown in Table 1 For item-based CF, we obtained the MAE matrix which has 1.682 rows which is the number of the movies in the user-item matrix and ten columns by subtracting our prediction values from the real ratings. MAE values of the first ten items in the dataset for varying k values are shown in Table 3 . After we obtained the MAE values for items for varying k values, we achieved to find the best k values for each item in the dataset. The best k values are shown in Table 4 for the first ten items. In order to observe the effects of using dynamic k value for each user in prediction in user-based CF, we randomly selected five items for each user to be estimated and we ran our algorithm for 100 times with both dynamic k value for each user and a constant k value that is 50. The results showed that using dynamic k value in k-nn algorithm for rating prediction dramatically increases the accuracy of the estimations. The higher accuracy means, the lower MAE. On the other hand, using dynamic k value in k-nn decreases the coverage. Our procedure which was used in the test phase in our study is shown in Procedure 3. The MAE results and the coverage that is a measure of the percentage of generating estimation on given test set is given comparatively in Figure 2 . While the accuracy of the prediction is crucial for some systems or web sites, the coverage can be so important for others. After we obtained the results and got there is a tradeoff between accuracy and coverage, we decided to try extending the k look-up table for the user and putting the values for the second best k value for the user and then the third best k value for the user and so on. By using the MAE values in Table 1 , the extended dynamic k look-up table composed as shown in Table 5 for the first ten users. Table 5 . k values in ordered will be used in k-nn for each user 1st best k 2nd best k  3rd  4th  5th  6th  7th  8th  9th  10th   User1  50  45  40  35  25  30  5  10  20  15   User2  45  50  40  20  35  15  30  25  5  10   User3  40  35  30  45  25  50  15  20  10  5   User4  15  20  25  30  50  35  45  40  10  5   User5  50  30  35  25  45  40  20  15  10  5   User6  15  25  30  20  45  50  35  40  10  5   User7  5  15  10  45  20  50  40  35  30  25   User8  20  50  15  40  45  35  30  25  5  10   User9  40  30  35  50  45  25  20  15  5  10   User10  40  45  35  20  15  25  30  10  50  5 For the systems where the coverage is crucial, we tried to design a new algorithm. According to our algorithm, if the system cannot produce estimation for an item for a specific user by using dynamic k value for this user, it will retry to produce prediction by using the second best k value for this user. If it cannot produce again, it will retry to produce by using third and so on. As we tried more k values to generate a prediction, the percentage of the prediction generation increased but the accuracy of the estimation decreased as shown in Figure 3 . We also tried to use dynamic k value in the item-based CF. Like user-based CF, we also constituted k look-up table for each item in the dataset, and we used these k values while estimating prediction value for a specific item. In order to observe the effects of the k values in item-based k-nn algorithm, we employed k-nn algorithm with both dynamic k value and a constant k value that is 50. While producing prediction, we used Procedure 4. We again randomly selected five items for each user in the dataset and tried to produce a prediction value. Using dynamic k value also served the purpose in item-based CF as shown in Table 4 . 
Procedure 3 Rating Prediction

Procedure 4 Rating Prediction
CONCLUSIONS AND FUTURE WORK
Collaborative filtering and k-nearest neighbor algorithms are frequently used in classification algorithms as well as for rating prediction and recommender systems. Especially online booking, movie and shopping sites where there are many users trying to offer the best recommendations to their users. Today's trend in recommender systems is to be able to find the point of the shot while finding suggestions towards the user. For this purpose, new technologies such as big data emerged in recommender systems. Although some recommendations can be instantly made to the users by bringing together different data sets using the used technologies to analyze, the basic stones used by the recommender systems are algorithms like relatively same used in the past such as CF, Support Vector Machines, etc. As a result, besides the development of the technologies, the improvement of the basically used algorithms will increase the success rate of the recommendations presented to the user.
The improvement of the conventional algorithms in collaborative filtering, k-nearest neighbor-based method will make it easier to reach the goal of making a shot at the suggestions presented to the user. For this reason, in this study, we decided to give different k values for each user and item in the k-nn algorithm to get better estimations, and we succeeded in this. We tried to determine the best k-values for each user and item in the dataset by trying many k values during the training phase of the algorithm, and then we used these k values in the k-nn algorithm to predict rating users gave to the items. The results showed that using user or item specific k values instead of using static k value in the k-nn algorithm dramatically increase the success of prediction estimations. For some users or items, a higher k value allows us to achieve lower MAE values, while for some users or items smaller k values increase the estimation success rate.
So far, we have tried to determine the best k value for each user and item by trying different k values on that user, and we use the k values we determined during the test phase. Especially in the systems which have many users and many items, it will be a long process to try k values for each new user and item to determine the value of k to be used in recommendations for specific user, so it will not be possible to use k-nn algorithm instantly for new coming users by using the users' best k value especially while using user-based k-nn algorithm. We plan to be able to determine the best k values online by looking at specific attributes of the new user in the system, without having to go through any training phase after the new user provides a certain number of rating values.
