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Abstract 
A research into syntax analysis of node label controlled (NLC) graph grammars (introduced 
and investigated in Janssens and Rozenberg (1980) and Janssens et al. (1982) has resulted 
in defining their subclasses with a polynomial membership problem (Flasinski, 1988, 1989, 
1993). Good complexity properties have been shown in the last referred paper by defining an 
efficient parsing algorithm, O(n’), for the so-called ETPL(k) subclass of NLC grammars. In this 
paper we investigate power properties of this parsable subclass. The paper contains also a short 
bibliographical survey and a discussion concerning a problem of constructing graph languages 
with a polynomial membership problem. @ 1998-Elsevier Science B.V. All rights reserved 
Keywords: Graph grammars; Graph parsing; Membership problem 
1. Introduction 
There are two reasons of the continuous interest in the field of graph grammars 
and automata, which has been lasting since the first models were proposed in the late 
1960s and at the beginning of 1970s [4,40,43]. First of all, problems faced in this 
field are more complex than the corresponding problems in theories of: string and 
tree grammars. So, they seem to be more challenging. Secondly, there is a variety of 
potential applications of graph grammars in such important areas as: syntactic pattern 
recognition, concurrent and parallel systems, artificial intelligence, compilers design, 
programming languages (for references see e.g. [12-141). Graph grammars, having 
greater descriptive power than string or tree grammars, could be used for a construction 
of “stronger” software tools. On the other hand, their big potential generating power 
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results in a hard (i.e. PSPACE-complete or NP-complete) memberhip problem for 
classes of graph grammars interesting from the applicational point of view. 
Node-label-controlled (MC) graph grammars introduced by Janssens and Rozenberg 
[32] are ones of the most interesting families of graph rewriting formalisms. Therefore, 
for the last 15 years their formal properties have been studied extensively and a lot of 
their extensions and variations has been defined (see e.g. [I, 11, l&19,34,35]). These 
investigations have resulted in establishing a sound theory of NLC graph grammars 
and languages. 
Parsing (syntax analysis) of NLC graph languages is a crucial area problem from 
the point of view both fundamental theory and applicational formal models. In the first 
case (theory), it relates to complexity considerations and a membership problem, which 
is one of the fundamental problems for any class of formal languages. In the second 
case (applications), a computational efficiency/inefficiency of parsing algorithms is a 
key factor limiting the possibilities of real-world applications. 
For the last 10 years, an extensive fundamental research into defining subclasses of 
NLC languages with a polynomial membership problem has been led and it has re- 
sulted in defining three efficient parsing algorithms, O(n2), for a “regular-like” ETL( 1) 
subclass of NLC languages [21,22], for its error-correcting version [23], and for a 
“context free-like” ETPL(k) subclass of NLC languages [24]. Although the investiga- 
tions are of the fundamental/theoretical nature themselves, they have been motivated 
by real-world problems and they have been “embedded” in well-defined application- 
oriented research projects such as: the vision subsystem of an industrial robot control 
system (see e.g. [24]), the software allocation system for a distributed environment 
(see e.g. [27]), the “intelligent” CAD/CAM integration system (see e.g. [26,31]) and 
the inference module in a real-time expert system [25]. ’ In all these cases both the 
descriptive power of the subclasses of NLC languages with a polynomial membership 
problem and the efficiency of their parsing have been verified positively in practice. 
On the other hand, the results of a theoretical research into formal properties of these 
subclasses have not been published till now. (Apart from a few preliminary results 
for early “regular-like” ETL( 1) languages included in [22].) The presentation of these 
properties is the main purpose of the paper. 
The basic definitions of NLC graph grammars and languages theory are presented 
in Section 2. The main reasons of a hard membership problem for graph grammars 
and ways of its solving presented in the literature are discussed in the third section. 
ETPL(k) subclass of NLC graph grammars with a polynomial membership problem 
are introduced in Section 4. Sections 5-7 contain characteristics of formal properties 
of ETPL(k) graph grammars. In Section 5 we show that ETPL(k) grammars create a 
kind of a hierarchy. The proper inclusion of the family of ETPL(k) languages in the 
family of edNLC languages is prooved in Section 6, whereas in the seventh section we 
’ This is the inference module of the Expert System for the ZEUS Detector called ZEX [3] designed and 
implemented at Deutsches Elektronen Synchrotron, Hamburg. 
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compare ETPL(k) grammars with other restricted forms of edNLC grammars known 
from the literature. The fmal section contains concluding remarks. 
2. Preliminaries 
Let us begin with three basic definitions of EDG graph, edNLC graph grammar and 
edNLC graph language derivation [35]. 
Definition 1. A directed node- and edge-labelled graph, EDG graph, over C and r 
is a quintuple H = (V, E, C, r, $), where V is a jinite, non-empty set of nodes, C is a 
$nite, non-empty set of node labels, I’ is a jnite, non-empty set of edge labels, E is a 
set of edges of the form (v, ,I, w), where v, w E V, ,I E r, 4 : V ---f C is a node-labelling 
function. 
The family of all the EDG graphs over C and r is denoted by EDGz,r. The 
components V, E, 4 of a graph H sometimes are denoted by VH, EH, 4~, 
Let A=(VA,E.&r,&), B=(VB,E&,r,$B) and C=(VC+%,& kk) be EDG 
graphs. An isomorphism from A onto B is a bijective function h from V, onto VB such 
that 
$BO~=~A and EB = {(h(v),ll,h(w)): (v,&w)E EA}. 
We say that A is isomorphic to B, and denote it by A %’ B. 
A graph C is a subgraph of B iff Vc C VB, EC = {(v, A, w) : (Q&W) E EB and 
v, w E Vc} and 4~ is the restriction to VC of 4~. 
Definition 2. An edge-labelled directed node label controlled (edNLC), graph gram- 
mar is a quintuple G = (C, A, r,P,Z), where Z is a finite, non-empty set of node labels, 
A 5 .X is a set of terminal node labels, r is a finite, non-empty set of edge labels, P 
is a jinite set of productions of the form (1, D, C), in which 1 E .X,D E EDGz,r, C : r x 
{in, out} + 2 Zxzxrx{i”~out) is the embedding transformation, Z E EDGz,r is the start- 
ing graph called the axiom, 
Definition 3. Let G = (Z, A, r, P, Z) be an edNLC graph grammar. 
(1) Let H,p E EDGz,r. Then H directly derives i? in G, denoted by H 7 7?, 
if there exists a node v E VH and a production (I, D, C) in P such that the following 
holds. 
(a) I= 4H(u). 
(b) There exists an isomorphism from ?? onto the graph X in EDGr,r constructed as 
follows. Let a be a graph isomorphic to D such that VH n VB = 0 and let h be an 
isomorphism from D onto 0. Then 
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where 
KY =(V.V\{u})U V,, 
4x(Y) = 
{ 
OH if YE VH\{U), 
@E(Y) if Y E V,, 
EX = (EH\{(~, y, m) : n = u or m= a}) 
U{(n, y, m) : n E VE, m E V,,, and there exists an edge 
E EH such that (4x(n), 4x(m), y, out) E C(l, in)} 
U{(m, y, n) : n E V,, m E V,,, and there exists an edge 
E EHsuch that (4x(n), 4x(m), y, in) E C(& in)} 
U{(n, y, m) : n E V~,rn E V,,, and there exists an edge 
E EH such that (4x(n), $x(m), y, out) E C(2, out)} 
U{(m, y,n) : II E V,, m E Vx,5 and there exists an edge 
E EH such that (@x(n), 4x(m), y, in) E C(2, out)}. 




(2) By $ we denote the transitive and reflexive closure of G.. 
(3) The language of G, denoted L(G), is the set 
L(G) = {H : 2 + H and H E EDGAJ}. 
Now, let us consider the following example of a derivational step of the edNLC 
grammar. We assume that a graph to be transformed is shown in Fig. l(a), the left- and 
righ-hand sides of a production to be applied are shown in Fig. l(b). The embedding 
transformation of the production consists of two following items: 
(a) C(u, out) = {(CJ, 6 in)}, 
(b) C(s, in) = {(&a,.~, in)}. 
The derivation consists of two stages. At the first one, a node labelled with a label of 
the left-hand side of the production - A - is removed, and the right-hand side graph 
of the production - denoted by D in Fig. l(b) - is “put” in a place of a removed 
node. At the second stage, we apply the embedding transformation to connect some 
nodes of a graph D with the rest-graph (i.e. a transformed graph after removing a node 
corresponding to the left-hand side of a production). In the case of the first item - (a) 
_ of the embedding transformation, it means that 
1. each edge labelled by u and going out from the node corresponding to the left-hand 
side of a production (in our case: A) ought to be replaced by 
2. the edge: 
(a) connecting the node of the graph of the right-hand side of the production and 
labelled by C with the node of the rest-graph and labelled by B, 




VI u t 4 
l=A -_, 
=D b) 
Fig. 1. An application of an edNLC production. 
(b) labelled by Y, 
(c) and coming into - in - the node C. 
The application of this item of the embedding transformation generates an edge of a 
graph 77 (Fig. l(c)) labelled by r and connecting nodes labelled by B and C on the 
basis of an edge of a graph H (Fig. l(a)) labelled by u and connecting nodes labelled 
by A and B. (Let us notice that we have changed both a direction and a label of the 
edge.) The application of the second item - (b) - of the embedding transformation 
preserves an edge of a graph H labelled by s and connecting nodes labelled by a 
and A. (After a derivational step it connects nodes of a graph H labelled with a and b. 
However, neither its direction nor its label is changed.) 
3. Research into constructing raph languages with a polynomial membership 
problem - a brief survey 
The problem of parsing for graph languages is much more difficult than in case 
of string or tree languages. The first reason is that a graph structure is unordered 
by its nature, whereas a linear order is defined by a string structure and in case of 
tree structure we have at least the partial ordering. On the other hand, a basic idea 
of any syntax analysis process consists, in fact, in repetitive tearing off succeeding 
pieces, sometimes called handles in the theory of compilers design, from an analysed 
sentence/structure and matching them against predefined phrases (predefined on the 
basis of right-hand sides of grammar productions) stored in a parsing table. Having 
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any kind of ordering, we can try to answer a question: what a succeeding piece is? 
In case of the lack of any order in a graph structure, this question resolves itself into 
the problem of isomorphism of two graphs, which is the NP-complete one. 
The second reason, resulting also from the inherent lack of ordering in graph struc- 
tures, is caused by the standard form of a graph grammar production. In case of string 
or tree grammars we know how (or rather where) to glue/embed a right-hand side of 
a production in a structure transformed during a derivational step, since it results from 
a uniform rigid structure of strings and trees. However, in case of graph grammars we 
have to specify how to embed the right-hand side graph in the rest-graph explicitly. 
We make it with the help of the third component of a production, i.e. the embed- 
ding transformation. The embedding transformation is a powerful formal tool allowing 
us to manipulate/modify a graph structure during a derivation. It is considered to be 
the “heart” of graph grammars and so important that according to authorities in the 
field “. . . a way to investigate properties intrinsic to graph grammars is to study their 
embedding mechanisms” [34]. On the other hand, it acts at the border between the left- 
(right-) hand sides of the production and their context, that is its behaviour is “context- 
sensitive”-like. It means that, in general, we do not have the basic context freeness 
property stated that reordering of derivational steps does not influence the result of the 
derivation. The order independence property is related to the jinite Church-Rosser 
CfCR) property saying that nonoverlapping steps can be done in any order. The 
presence of fCR guarantees the efficiency of parsing procedure, its lack causes the 
intractability of the syntax analysis problem. The big potential possibilities of the em- 
bedding transformation to change a graph structure cause also a “technical” problem 
during a syntax analysis. Even, if we, for example, fix the order of deriving/analysing 
a graph, some parts of the structure, which have been analysed (and, for example, 
accepted) till now can be potentially changed (e.g. inverting or re-labelling edges) by 
activating the embedding transformation later on. It means that some additional restric- 
tions on the form of the embedding transformation have to be imposed, if we want to 
construct an efficient non-backtracking parsing algorithm. 
These two basic reasons of an PSPACE- or NP-completeness of the membership 
problem for context-free graph grammars have been discussed in the literature and 
suggestions of solutions have been proposed. Let us make a short overview of them. 
The problem of an unordered graph structure is solved usually by defining the linear 
ordering in the set of graph nodes [ 1,5,48] or the partial ordering [6]. The interesting 
approach consists in defining precedence relations between nodes of a graph [37]. In all 
these cases, it leads to a polynomial membership problem. The ordering problem relates 
not only to a graph structure, but also to a derivation process in a graph grammar. 
There are two options here: either the order imposed on a graph structure determines 
a sequence of derivational steps or it does not, as it has been discussed in [6]. The 
polynomial complexity has been achieved in case of the first option in [ 1,6,48]. 
The problem of context-freeness (in a sense described above) is more difficult to 
handle. Therefore, some authors have defined particular classes of graph grammars, 
called conjuent, order independent, or derivation commutative preserving the order 
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independence property [36,37,51]. For standard classes of graph grammars, context- 
freeness can be achieved by imposing structural restrictions. We will consider such 
restrictions in relation to NLC-like graph grammars investigated in the further part of 
this paper. The purpose of imposing the restrictions mentioned is mainly to limit a 
power of the embedding transformation, that is to restrain its abundant possibilities in 
order to make its behaviour “more predictable” during a syntax analysis. Generally, 
there are two groups of these limitations. 
1. The restrictions imposed on the form of the right-hand side graph (an indirect 
limitation of the embedding transformation power). In this group, three subtypes 
of NLC-like grammars has been defined. 
l Boundary graph grammars [17,19,47]. No two nodes with a non-terminal label 
are connected by an edge in the right-hand sides of productions and in the starting 
graph. In boundary NLC-like grammars this property guarantees a confluency. 
(With the NLC-like embedding transformation, edges cannot be re-established. 
It means that at any derivational step in a boundary NLC-like grammar there is 
no two nodes with a nonterminal label connected by an edge in a derived graph.) 
l Linear graph grammars [ 171. At each derivational step, there is at most one graph 
node with a non-terminal label. This is an “enhanced” version of the boundary 
property. 
l Regular graph grammars [l]. The right-hand side graph can consist either of 
two connected nodes - the first one with a terminal label and the second with 
a non-terminal label, or of one node with a terminal label. This is the stronger 
form of a limitation defined for linear graph grammars. 
2. The restrictions imposed on the form of the embedding transformation (a direct 
limitation of the embedding transformation power). In this group, two forms of a 
limitation can be noticed in the literature concerning NLC-like grammars. 
b The explicit restriction of the embedding transformation formula can be found in 
apex NLC-like graph grammars [17, 181. Only terminal node labels are allowed 
in formulas of the embedding transformation. 
a The implicit restriction imposed on the embedding transformation behaviour 
is another way of limiting the embedding transformation power. For analogous 
graph grammars [41], it is required that there exists a subset of the right-hand 
side graph nodes each of which has the same embedding bahaviour as the re- 
placed node (corresponding to the left-hand side of the production) and the re- 
maining nodes of the right-hand side graph are not used in the embedding. For 
node identi’cation graph grammars [9] the condition is even more restrictive, i.e. 
it is required that each embedding rule selects (only) one node of the right-hand 
side graph that is identified with the node replaced. 
As we can see there have been quite a lot of suggestions for making the membership 
problem for context-free graph grammars tractable. On the other hand, in spite of the 
fact that the first mathematical models for graph automata were proposed in the late 
1960s [4] only a few parsing algorithms have been presented for almost 30 years. First 
results concerned the Pfaltz-Rosenfeld web grammars [43]. The web automata were 
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defined by Rosenfeld and Milgram [45] in 1972, whereas the parser for web grammars 
was constructed by Brayer in 1977 [7]. Then, two papers on parsable graph grammars 
were published in 1978 by Franck [28] and Della Vigna and Ghezzi [lo]. Franck 
has proposed a precedence relations-based parsing for grammars defined according to 
the Ehrig-Schneider algebraic approach [151, whereas Della Vigna and Ghezzi have 
constructed the parser for graph grammars based on the Pratt model [44]. The research 
into a precedence relations-based graph grammar parsing was continued by Kaul [37]. 
The complexity of the membership roblem for graph grammars was studied at the 
beginning of 1980s by Brandenburg [5], Slisenko [49] and Turan [50] and subclasses 
of graph grammars with a polynomial membership problem were characterized. In 1983 
the very efficient parsing algorithms for syntactic pattern recognition was constructed 
by Fu and Shi for the so-called expansive graph grammars [48]. Then, the series of 
papers on parsing of deterministic sublasses of the Janssens-Rozenberg NLC [32] graph 
grammars has been published [21-23,251. (These parsable subclasses are discussed in 
this paper.) A polynomial syntax analysis algorithm for the Habel-Kreowski/Bauderon- 
Courcelle hyperedge replacement grammars [2,30] was proposed in 1988 by Lautemann 
[38]. In 1990 two parsing algorithms for the Feder plex grammars [20] were published 
independently by Bunke and Haller [8], and Peng et al. [42]. 
4. NLC ETPL(k) graph grammars with a polynomial membership roblem 
In this section we present definitions introduced in [21,22,24] concerning an 
ETPL(k) subclass of edNLC graph grammars, for which an efficient parsing algo- 
rithm, O(n’), has been defined in [24]. We discuss neither restrictions imposed by 
succeeding definitions nor auxiliary notions in a detailed way, since it has been made 
in above-mentioned papers. 
Let us begin with definitions of: the so-called IE graphs2 generated by ETPL(k) 
graph grammars and their string-like representation. 3 
Definition 4. An indexed edge-unambiguous graph, IE graph, over C and r is a quin- 
tuple g = (V, E, Z, r, cj), where V is a finite, non-empty set of nodes that indices have 
been ascribed to in an unambiguous way, C is a finite, non-empty set of node labels, 
r is a jinite, non-empty set of edge labels, E is a set of edges of the form (v,lz, w), 
2 Both structural restrictions imposed on the form of an ZE graph and an assumption claiming unambiguous 
indexing of nodes allow one to define the linear ordering in a graph. From the applicational point of view, 
these conditions can be fulfilled relatively easy (e.g. using “semantic information” characterizing features 
of an object or a phenomenon to be represented with a graph) and they do not limit a descriptive power 
of IE graphs. The IE graphs are powerful enough to describe: any combinations of objects of scenes 
representing industrial robot work pallets [24], software/hardware configurations in computer networks [27], 
geometrical/topological features of complex objects modelled in CAD/CAM systems [26], and semantic 
networks/frames used for representing knowledge in hybrid expert systems [3,25]. 
3 This kind of a string-like graph representation has been originally defined for representing the so-called 
Q graphs by Shi and Fu [48]. 
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where v, w E V, A E r, such that index of v is less than index of w, I$ : V + Z is a 
node-labelling function. The family of all the IE graphs over C and r is denoted 
by I&r. 
Definition 5. Let k E V be the node having an index k of an IE graph g = (K E, C, r, 4). 
A characteristic description n(k), r, (el . . . e,), (il . . . i,), where n is a label of the node k, 
i.e. 4(k) = n, r is not an out-degree of k (out-degree of the node designates the num- 
ber of edges going out from this node), (il . . . i,) is a string of node indices, to which 
edges going out from k come (in increasing order), (ei . . . e,) is a string of edge labels 
ordered in such a way that an edge having a label e, comes into a node having an 
index ix. 
If nodes of a graph H from Fig. 1 (a) labelled with a,A, B are indexed with 1,2,3, 
respectively, then 
a(l), 2, (St), (23) 
is a characteristic description of a node indexed with 1. 
Definition 6. Let g = (V, E, C, r, 4) be an IE graph, where V = { 1,. . . , k} is a set of 
its nodes, I(i), i = 1,. . . , k is a characteristic description of the form of a quadruple 
defined above, of a node i. A string I( 1). . .Z(k) is called a characteristic description 
of a graph g. 
Assuming a way of indexing 
above, we receive the following 
a(l) 42) B(3) 
2 1 0 
st u - 
23 3 - 
of a graph H from Fig. l(a) as it has been defined 
characteristic description of this graph: 
The sequence of derivations steps for ETPL(k) grammars is determined by a traversal 
of a derivation tree, spanned in an IE graph, made according to the Breadth First 
Search (BFS) rule. Therefore, we introduce an auxiliary notion of a level in an IE 
graph. 
Definition 7. Let g = (V, E,C,T, 4) be an indexed edge-unambiguous EDG graph. 
A node having an index 1 is called a node of the first level. Some node v is called a 
node of the n level, if: there exists (w, I, v) E E : w is a node of the n - 1 level, and 
for each [(u, 2, v) E E or (v, I, U) E E] : u is a node of at least the n - 1 level. 
For the purpose of an efficiency of a parsing algorithm, we restrict the form of the 
right-hand side graphs of grammar productions in the following way. 
198 M. Flasiriskil Theoretical Computer Science 201 (1998) 189-231 
Definition 8. Let G = (C, A, r, P, Z) be an edNLC graph grammar. The grammar G is 
called a TLP graph grammar (abbrev. from two-level productions), if the following 
conditions are fulfilled. 
1. P is a finite set of productions of the form (I, D, C), where: (a) 1 E C, (b) D is the 
IE graph having the characteristic description: 
nt(1) ~(2) . . . n,(m) or nt(l), where ni(i) 
r1 r2 . . . r, 0 ri 
El E2 . . . E,,, Ei 
I1 I2 . . . I, 4 
is a characteristic description of the node i, i = I,. . . ,m,nl E A (i.e. nt is a terminal 
label), i, i=2,. . ., m is the node of the second level, (c) C : r x { in, out} + 
2” x z x ’ x linj OutI is the embedding transformation. 
2. Z is an IE graph such that its characteristic description satisfies the condition defined 
in point l(b). 
The following two definitions restrict a way of deriving a graph to the one determined 
by the linear ordering imposed on the resulting graph. 
Definition 9. A TLP graph grammar G is called a closed TLP graph grammar G if 
for each derivation of this grammar 
a graph gi, i = 0,. . . ,n, is an IE graph. 
Definition 10. Let a derivation of a closed TLP graph grammar G be given: 
This derivation is called a regular left-hand side derivation (denoted z) if 
(1) for each i=O,..., n - 1 we apply a production for a node having the least index 
in a graph gi, 
(2) node indices do not change during a derivation. 
A closed TLP graph grammar rewriting graphs according to the regular left-hand side 
derivation is called a closed TLPO graph grammar (abbrev. from two-level production- 
ordered). 
Notions introduced in auxiliary definitions: 11 and 12 allow one to extract 
“succeeding pieces” (handles) of an analysed graph that are matched against right- 
hand sides of productions during syntax analysis. A restriction imposed by Definition 
13 (with the help of these notions) allows us to construct an efficient, non-backtracking, 
top-down parser in an analogical way as it has been made for string LL(R) grammars 
[39,46]. 
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Definition 11. Let g be an IE graph, 1 some node of g defined by a characteristic 
description n(l),r,el . . . e,,it . . . i,. A subgraph h of the graph g consisting of node 
1, nodes having indices &+I, ia+2,. . . , ia+,,,, a > 0, a + m dr, and edges connecting 
the nodes: 1, &+I, ia+2,. . . , ia+,,, is called an m-successors two-level graph originated 
in the node 1 and beginning with the (&+l)th successor. The subgraph h is denoted 
h = m - TL(g, 1, ia+l ). By 0 - TL(g, 1, -) we denote the subgraph of g consisting only of 
node 1. 
Definition 12. Let g be an IE graph, 1 some node defined by a characteristic de- 
scription n(l), r, el . . . e,, il . . . i,.. A subgraph h of graph g consisting of node 1, nodes 
having indices &+I, ia+2,. . . , i,, a 2 0, and edges connecting the nodes 1, &+I, iaf2,. . . , i, 
is called a complete two-level graph originated in node 1 and beginning with the 
(i,+l )th successor. The subgraph h is denoted 
h = CTL(g, 1, ia+l ). 
Definition 13. Let G = (C, A, I, P, Z) be a closed TLPO graph grammar. The gram- 
mar G is called a PL(R), production-ordered k-left nodes unambiguous, graph grammar 
if the following condition is fulfilled. Let 
Z & x1fi2 r(~j 91 =& hl 
and 
Z =& x,m2 r(~j 92 =& h2> 
where =& is the transitive and reflexive closure of ===& be two regular left-hand side 
derivations, such that A is a characteristic description of a node indexed with 1, and 
Xl and X2 are substrings. Let max be a number of nodes of the nodes of the graph 
X,AX2. If 
then 
CTL(g1 , 1, max + 1) ‘E’ CTL(g2, 1, max + 1). 
As we have discussed it in Section 3, the embedding transformation is potentially 
able to modify a context of a production application. On the other hand, according to 
the context-freeness property discussed in Section 3, the context should not be modified 
during derivational steps. The last two definitions of this section, allow us to restrain 
potential possibilities of the embedding transformation of edNLC grammars in order 
to preserve at least the part of the context (the part that is determined by nodes having 
less indices than the occurence of a derivational step) unchanged during a derivational 
step. 
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Definition 14. Let G=(Z, A,T,P,Z) be a PL(R) graph grammar. A pair (b,x), be A, 
x E r, is called a potential previous context for a node label a E .X, if there exists IE 
graph g = (I’, E,C, r, 4) belonging to a certain regular left-hand side derivation in G 
that: (k,x, I) E E, 4(k) = b, and 4(1) = a. 
Definition 15. A PL(k) graph grammar G is called an ETPL(k), embedding 
transformation-preserving production-ordered k-left nodes unambiguous, graph gram- 
mar, if: for each production of the form 
Xl(l) x2(2) ... &Y(m) 
ri r2 . . . r, 
(I) A -+ El E2 . . . E,,, 
11 I2 . . . I* 
where &#&, a,b = l,..., m if (b, y) is a potential previous context for A, then 
there exists only one (Xi, b,z, in) E Cl(y, in), i E { 1,. . . , m}, where Cl is the embedding 
transformation of the lth production. If i = 1, then z = y, i.e. (Xi, b, y, in) E Cdy, in). 
5. The hierarchy of ETPL(R) graph grammars 
The parameter k in a definition of ETPL(k) graph grammars has proved to be very 
suitable from the practical point of view in the applicational areas discussed in [24- 
27]. In this section we show formally that increasing this parameter we strengthen a 
generative power of ETPL(k) grammars essentially. Let us start with the following 
auxiliary definitons. 
Definition 16. Let G = (C, A,T,P,Z) be an ETPL(k) graph grammar. The language 
of G denoted L(G) is the set L(G) = {H : Z & H and H E ZEd,r}. 
Let X denote some type of graph grammars discussed in the paper. By 9(X) we 
denote the set of graph languages such, that there exists an X grammar G and L =L(G). 
Additionally, we say that a language L is ETPL(k), if 
1. there exists ETPL(k) grammar such, that L = L(G), and 
2. there does not exist ETPL(k - 1) grammar G such, that L = L(G). 
Now, we prove a theory establishing the hierarchy of ETPL(k) graph grammars. 
Theorem 1. For a given natural number k 2 0 
9(ETPL(k)) E Y(ETPL(k + 1)). 
Proof. Part 1: _Y(ETPL(k)) C Y(ETPL(k+ 1)). Let G = (C, A, r, P,Z) be an ETPL 
(k) grammar. We should define such an ETPL(k + 1) grammar G = (C, A, r, P,Z) 
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that 
L(G)=L(G). 
It can be easily noticed that it is sufficient to set G = G. In fact, the only difference 
in defining both grammars is a restriction imposed by Definition 13. Thus, we have to 




CTL(gt, Z,max + 1) ‘2 CTL(g2,l,max + 1). (1.2) 
Let us assume that (1.1) holds. Then, it is obvious that the following statement is true: 
k-TL(h,,I,max+l)‘““k-TL(h2,Z,maxfl). 
Now, since: G= G and G is ETPL(k) grammar, we obtain (1.2) on the basis of 
Definition 13. 
Part 2: Y(ETPL(k)) # 9(ETPL(k + 1)). Let us take any k = M. We construct the 
following ETPL(m + 1) grammar G = (C, A, r, P, Z), where 
C = {ao,at ,...,a,,a,~l,a,+l,a,cz,a,,z,A,B,C}, 
A = {ao,at,. . . , a,, h+l, &+I, ht2, &+2), 
r = {Yl, Y2,. . ., Ym+z:Yi<Yi+l, i=l,...,(m+ l)), 
P consists of the following productions (see Fig. 2): 
(1) A -+ ao(1) Ui(2) . . . a,(m + 1) u,+i(m + 2) B(m + 3 1 
m+2 0 . . . 0 0 0 
y1...ym+2 - . . . - - 
2...(m+3) - . . . - 
Cl(yl,in)={(a0,a0,yl,in)} 
(2) A -+ a0(1> a,(2) . . . a,(m + 1) G+l(m + 2) C(m + 3) 
m+2 0 . . . 0 0 0 
Yl . ..ym+2 - .., - - 
2...(m+3) - . . . - - _ 
C2(~1,in)={(ao,ao,Yl,in)} 
(3) B -+ am+2(1) 
0 
- C3(ym+2, in) = {( %+2~~o,Ym+2,~~)), 












3) B - 0 am2 I 
4) B - a, I 0 
5) c - 0 am+2 
1 
Fig. 2. Productions and the axiom of an ETPL(m + 1) grammar. 




C4(Ym+2, in) = {(iim+Z, a0, Ym+2, in>}, 
(5) c --) &+2(1) 
0 




Fig. 3. A language generated by an ETPL.(m + 1) grammar. 




A language L(G) consists of three following graphs shown in Fig. 3. 
h IYYf so(l) a0(2) a1(3) . . . %rdm + 21 %t,lb + 3) &?z+2cm + 4) 
1 mf2 0 . . 0 0 0 
Yl Yl*..Ym+2 - *.a - - - 
2 3...m+4 - . . . - 
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A2 = so(l) a0W al(3) . . . a,(m+2) ~+1(m+3) G+z(m+ 4) 
1 m+2 0 . . . 0 0 0 
Yl y1...ym+2 - . . . - - - 
2 3...m+4 - .., - _ - 
h3 = a0U> aoG7 al(3) . . . a&m+21 Si,+l(m+3) ii,+z(m+ 4) 
1 mf2 0 . . . 0 0 0 
Y1 y1 . ..ym+2 - . . . - 
- - 
2 3...m+4 - . . . - - - 
Intuitively, we can describe the language L(G) as consisting of three-level graphs 
such that 
(a) the node 1 of the first level is labelled with ao, 
(b) the node 2 of the second level is labelled with ao, 
(c) the nodes of the third level are labelled according to the following rule. First m 
nodes are labelled with al,. . . , a,,,, the (m + 1)th node with a,,,+1 or &,+I, the 
(m + 2)th node with a,,,+2 or c~,,,+z. If the (m + 1)th node is labelled with a,+~, 
then the (m + 2)th node has to be labelled with &,,+2. 
Now, we assume, proving indirectly, that there exists such an ETPL(k) grammar 
---_- 
c = (C,d,T,P,Z) that 
L(G)=L(G). 
Let us set ?!=Z. We will construct P showing that this is the only possible way of 
such a construction. As G is ETPL(m) and first m nodes of the third level of graphs 
hl, h2, and h3 are labelled identically, we have to define the following production 
(see Fig. 4(a)): 
(1) A -+ a0(1) al(2) . . . a,(m+ 1) B(m+2) C(m+3) 
m-t2 0 . . . 0 0 0 
YI . ..ym+2 - . . . - 
2...m+3 - . . . - - 
Cl(yl,in)={(a0,ao,Yl,in)}. 
Since the (m + 2)th node of the third level of hl, h2, and h3 can be labelled either 
with a,,,+1 or with &,+I, we should define the following two productions: 
(2) B+am+l(l) 
0 
- C2(Ym+l,in)=={( am+l,ao,Ym+l,in)), 










Now, for the same reason as stated above, we have to define the following produc- 
tions: 
(4) c -+ Gt+z(l) 
0 




- ~5(Ym+2, in) = {@m+2,aO, hf2, in>}. 
- 
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Now, let us notice that G generates not only graphs: hl, hz, h3, but also a graph 
shown in Fig. 4(b): 
h = so(l) ao(2) a*(3) . . . a,(m + 2) %+I(M + 3) am+2(m + 4) 
1 m+2 0 . . . 0 0 0 
Yl Yl...Ym+2 - *.. 
- - 
2 3...m+4 - . . . - - 
The graph ha does not belong to L(G). Thus, L(G) #L(G), which is a contradiction 
with an assumption that there exists an ETPL(m) grammar generating L(G). 0 
6. The comparison of ETPL(R) and edNLC graph grammars 
In this section we compare a generative power of ETPL(k) and edNLC graph 
grammars. We are interested in comparing generative properties that are intrinsic for 
both classes, and which do not result from the fact of imposing ordering (on both a 
graph structure and a way of a derivation) in case of ETPL(k) grammars. (Of course, 
in a sense, every “ordered” version of a certain class of graph grammars constitutes 
its “subclass”. Therefore, we are not interested in such a difference in a generative 
power.) Thus, to compare an essence of a generative properties of both classes, we 
will define, firstly, an ordered version of “pure” edNLC grammars in the analogous 
way, as it has been made for comparing a generative power of directed and undirected 
versions of NLC grammars in [35]. For a graph HE EDGz,r, let Z&l denote the 
graph resulting from H by transforming H into the indexed edge-unambiguous graph 
(see Definition 4). Now, let us introduce the following definition and 
notations. 
Definition 17. Let G = (Z, A, r, P,Z) be an edNLC graph grammar. A grammar 
G = (C, A, r, P, 2) is called an ordered edNLC grammar corresponding to G, denoted 
edNLC, grammar G, if the language of G is the set L(G) = {HI,] : &,I s HA, s 
Hr’ol =&H;l=Hcoj and HEEDGAJ-}. 
Let g= (V,E,Z,r,c$) be an IE-graph. V(x)= {u E V: &u)=x}. If V is a set, then 
#V denotes the cardinality of V. 
Before formulating the fundamental theorem of this section, we prove the following 
property of ETPL(k) grammars. (The analogous property for ETL( 1) graph grammars 
has been shown in [22, Theorem 4.11.) 
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Lemma 1. Zf L ====& H = ( VH, EH, C, r, 4~) is a derivational step of the ETPL(k) 
grammar G, in which a production 
Xl(l) X2(2) ... &l(m) 
rl r2 . . . r, 
A-+ El E2 . . . E,,, =D 
II I, . . . I, 
is applied to the pth node of L, then the node Xl (1) of the right-hand side graph D 
inherits the index p, 
Proof. Assuming that the graph L has n nodes, we can write 
pfn. CL.11 
After applying the production, the graph H has n + (m - 1) nodes. The nodes of the 
graph D are indexed in the graph H using indices: 
p,(n+l),(n+2) ,..., (m-l). 
Let us assume, proving indirectly, that the index p is ascribed to one of the nodes 
X2(2),. ..,X,,,(m) of D. It means that the node Xl(l) is indexed with r E {(n + l), 
(n + 2), . . . , (m - l)}, hence 
r>n+l. (L.2) 
According to Definition 8, 
V(r,Y,P)E&. (L.3) 
On the other hand, from (L.l) and (L.2), we have 
r>p. (L.4) 
Thus, from (L.3) and (L.4), we conclude that 
H $J Qr, (L.5) 
which is contradictory to the theorem’s assumption (G is not a closed TLP graph 
grammar, see Definition 9, so it is not ETPL(k)). 0 
The lemma will be used in a proof of the following theorem. 
Theorem 2. For any natural number k 3 0 
p(ETPL(k)) s Y(edNLCo). 
Proof. Part 1: 9(ETPL(k)) 5 _Y(edNLCo). Let G =(C,A,r,P,Z) be an ETPL(k) ----- 
grammar. We should define such an edNLG grammar c= (C, A, r, P,Z) that 
L(G)=L(G). 66) 
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b) 
Fig. 5. The language that cannot be generated by any ETPL(k) grammar. 
It is sufficient to set G= G, since each ETPL(k) grammar is an edNLC0 grammar. 
Indeed, according to a way of its defining, the grammar G is an edNLC grammar 
that fulfills two additional groups of conditions: structural restrictions imposed on the 
form of productions and restrictions on the way of a derivation. After imposing struc- 
tural restrictions of Definition 8 (a TLP grammar) and of Definition 13 (a derivation 
unambiguity) on the form of productions, the productions are still edNLC produc- 
tions. The remaining restrictions imposed by Definition 9 and Definition 10 to define 
an ETPL(k) grammar correspond with a condition included in Definition 17 of an 
edNL CO grammar. 
Part 2: Y(ETPL(k)) # _Y(edNLCo). We will define a language L E Y(edNLCo) 
that cannot be generated by any ETPL(k) graph grammar. Let L =Lr U Lz, where Li 
and L2 are defined in the following way. 
l L1 consists of graphs including a node indexed with 1 and labelled with a, and 
two “paths” originated at this node as shown in Fig. 5(a). The upper path consists 
of “triangles”, whose lower vertices are labelled with b and the upper vertex is 
labelled with d. The last triangle is “deformed”, i.e. it lacks the lower edge and its 
last node is labelled with e. The lower path is really a path consisting of a sequence 
of “segments”, whose end-points (vertices) are labelled with c and ended with the 
node labelled with f. It is assumed for L1 that #V(b)>#V(c). 
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l LZ consists of graphs constructed in the similar way as it is made for L1 - see 
Fig. 5(b). The only difference is that #V(b) <#V(c) and that two paths are connected 
with the edge. The edge connects the (n + 1 )th node of the lower path with the last, 
(n + 3)th, node of the upper path, which is labelled with e. 




P consists of the following productions (see Fig. 6): 
(1) B ---f b(l) d(2) B(3) 
2 1 0 
rs 24 - 









C2(& in) = {Cc, a, 6 in)}, 
Cz(~,jn)={(c,c,s,in)}, 
Cz(r,OUt)={(C,B,u,in),(c,E,r,out)}, 
(3) B + b(l) d(2) E(3) 
2 1 0 
rs 24 - 




C~(U, out) = {(E, C, r, in)}, 
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(1) B - 
(2) c - 
(3)B - 
(4) E - 




















Z= <I a u fJ ’ t 
c 
3 
Fig. 6. Productions and the axiom of an edNLC0 grammar 
(5) c 4 f(l) 
0 
z = a(1) B(2) C(3) 
2 1 0 
rt u 
23 3 - 
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Now, proving indirectly, let us assume that there exists such an ETPL(R) grammar 
?? that 
L(G)=L(G). 
We will try to generate a graph of the language L2 with the grammar G. First of all, 
let us notice that on the left-hand side of the edge labelled with r and connecting 
both paths, the number of nodes labelled with b is equal to the number of nodes la- 
belled with c (including the node labelled with c that this edge goes out from) - see 
Fig. 5(b). According to a definition of an ETPL(k) grammar (strictly speaking, ac- 
cording to the property of a regular left-hand side derivation), a generation of graphs 
of the language L2 has to be made in a cycle consisting of the following two phases: 
l an addition of a triangle to the upper path, and 
l an addition of a segment to the lower path. 
This cycle can be performed in two ways. 
A. The cycle is realized in one derivational step (i.e. one production is used in order 
to add elements of both paths). 
B. The cycle is realized in more than one derivational step (i.e. more than one pro- 
duction is used). 
Ad A. In this case, a non-terminal “connecting” both paths has to be used, as shown 
in Fig. 7(a). Then, the right-hand side graph D of a production adding both the next 
triangle and the next segment ought to be defined, as it is depicted schematically in 
Fig. 7(b). Three elements of D have to be determined in the following way: 
(a) a node labelled terminally with b has to be indexed with 1, since according to 
Lemma 1 it inherits an embedding behaviour after a node X(k f 3) of the graph 
of Fig. 7(a); 
(b) consequently, the node b( 1) of D has to be connected with a node being the next 
end-point of the segment added, i.e. with a node indexed with 2 (otherwise, a 
grammar is not ETPL(k) - see Definition 8 of a TLP graph grammar); 
(c) however, an edge (l,a,2) connecting above mentioned nodes has to be removed 
during applying a production to the node indexed with 2 (it does not belong to 
graphs of the language L2) - it means, in turn, that our grammar does not preserve 
a potential previous context (see Definition 15), so it is not ETPL(k). 
Ad B. In this case, the cycle can be realized, as shown in Figs. 8(a)-(c). (This way 
corresponds to applying productions 1 and 2 of the edNLCo grammar G.) However, 
we are not able to define any ETPL(k) productions, which can be used to generate 
the last, deformed, triangle of the upper path. (Such ETPL(k) production(s) should 
correspond to productions 3 and 4 of the edNLCo grammar G.) 
To show this fact, let us try to consider all the possible ways of a construction of 
such ETPL(k) productions. First, let us notice that we have to generate the last node 
of the upper path labelled with e from this path (i.e. not from the lower path). If we 
allowed one to generate the node e from a non-terminal belonging to the lower path, 
then it could be generated at any derivation step (not necessarily at the end of the 
upper path), since we assumed in this case a generation of both paths independently 
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Upper Path 
Lower Path 
a triangle =D 
Fig. 7. A basic derivational cycle performed in one step. 
from one another. Thus, we can try to generate this three-node deformed triangle from 
the upper path 
l either with one production, 
l or with two productions. 
In the first case, the right-hand side graph D ought to be defined as shown in Fig. 9(a). 
This, however, is contradictory with Definition 8 of a TLP graph grammar. 
In the second case, the following two productions corresponding to a production 3 of 
the e&VX’s grammar G should be defined in order to generate the deformed triangle 
(see Figs. 9(b) and (c)): 






C3a(U, out) = {CD, G 4 in>), 
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“1 
Upper Path .*. s_ f) (k) 
u I 








Fig. 8. A basic derivational cycle performed in more than one step. 





CJ~(C(, in) = {(E,c,r,in)}. 
A generation of the end of the upper path with these productions is shown in 
Figs. 10(a)-(d). First, a production 3a is applied in order to generate one side of the 
triangle. Let us notice that we have to generate a temporar edge (C(n+ 1 ), a, D(n+2)) in 
order to be able to establish an edge connecting both paths at the end of the upper path. 
Then, we have to apply a production 2 to a node C(n + 1) of the lower path (we have 
to apply productions according to the regular left-hand side derivation property), which 
causes a transformation of this node into the terminal step (see Figs. 10(c) and (d)), 
214 M. Flasiriskil Theoretical Computer Science 201 (1998) 189-231 
B - 
(3a) B - 
(3b) D 4 
1 
d 





Fig. 9. Possible ETPL(k) productions for a generation of a deformed triangle. 
we have to replace the edge (c(n+ l),a,~(n+2)) into the edge (c(n+ l),r,E(n+4)). 
However, to fulfill conditions of Definition 15 of ETPL(K) grammar, we have to add 
the following element to the embedding transformation of the production (3b): 
C~~(CX, in) = {(d, c, a, in)}. 
On the other hand, it makes removing of undemanded edge (c(n + l), cc,d(n + 2)) 
impossible, because both connected nodes are the terminal ones. In conclusion, we are 
not able to generate graphs of the language LZ without breaking conditions imposed 
on ETPL(k) graph grammar in this case, as well. 0 
7. ETPL(A) and other subclasses of edNLC grammars 
In this section, we assume that, for the same reasons, which have been discussed 
at the beginning of Section 6, we are interested in ordered versions of NLC-like 
grammars. We will show that parsable ETPL(k) graph grammars are not more re- 
strictive than other subclasses of edNLC grammars known from the literature, if 
their embedding transformation behaviour is concerned. As mentioned in Section 3, 
from among of NLC-like grammars of the classes boundary, apex, linear, and regu- 
lar, the boundary NLC-like grammars are the least-restrictive ones, i.e. they generate 
the largest class of languages. (For example, for edNLC graph grammars the for- 
mal proof of this fact can be found in [18].) Therefore, we will compare ETPL(k) 
graph grammars with boundary edNLCo grammars, which are defined in the following 
way. 
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4 
Upper Path **. S_ B (n) 
u 
I 
Lower Path ‘*’ - C (n+l) s 
a) 
. . . 




-.. - c 
s (n+l) 
rCG)u (2) 
. . . 
D (n+2) 
. . . a/ 
(n) a cl 
Fig. 10. Possible derivation after defining ETPL(k) productions for a generation of a deformed triangle. 
Definition 18. Let G = (C, A, r, P, 2) be an edNLCo graph grammar. A grammar G = 
(C, A, r, P, 2) is called a boundary edNLC0 grammar, denoted B-edNLCo, if for every 
production (I, D, C), 
if (u, 2, w) E ED, then &I(U) E A or q!~~(w) E A. 
Now we prove the following theorem. 
Theorem 3. There exists 
L E c!Z(ETPL(k)) 
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Layers : 0 1 2 3 
b) 
d) 
Fig. 11. The language that cannot be generated by any B-edNLC0 grammar 
such that 
L q! _Y( B-edNLCo). 
Proof. First of all, we will define a language L that cannot be generated by any 
B-edNLCo grammar. We introduce L informally before we formulate its definition. 
The language L consists of triangle-like graphs shown schematically in Figs. 1 l(a)- 
(d). A graph belonging to L consists of “triangle” components of the form shown in 
Fig. 1 l(a). It is indexed in the way depicted schematically in Fig. 1 l(b). The “sibling” 
triangles are connected with u-labelled edges as shown in Fig. 1 l(b). The graph of L 
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can be of one of the following two forms: 
the complete form, in which each of its layers contains exactly 2” nodes, where n 
is an index of a layer (see Fig. 1 l(c)). 
the irtcomplete form consisting of the first k developed layers, and remaining rudi- 
mentary layers (see Fig. 1 l(d)); if the mth layer is a developed layer, then it 
contains exactly 2”’ nodes; if the pth layer is a rudimentary layer, then it contains 
r E [l, 2PJ nodes; a developed layer having the maximum index is called a border 
layer. 
Formally, g EL iff its characteristic description is of the form L(O)L( 1). . . 
L(k - l)L(k)L(k + l)...L(n), where L(i), i=O, I,..., n, is a characteristic description 
of the ith layer of g defined in the following way. 
Let 0 , . . . , k are developed layers, k is a border layer and (k+ 1 ), . . . , n are rudimentary 
layers. Then the following holds: 




(2*2O) (2*2O+ 1) 
2. If i= l,... ,(k - l), then: 
L(i) =1(2’)1(2’ + 1). . .1(2’+’ - 2)1(2’+’ - l), in which 
l(P) = a(P) 
3 
rtu 
, for p=2’,...,(2’+’ -2), 
and 
q2’+ -l)= a(2’+’ - 1) 
2 
rt 
(2 * (2’f’ - 1)) (2*(2’+’ - l)+l) 
3. L(k) =Z(2k). . .1(2k+1 - 1 ), in which for p = 2k,. . . , (2k+1 - 2) 
I(P) = a(P) Z(P) = 4P> 




q2k+’ -l)= a(2k+’ - 1) 
L 
rt 
(2 * (2k+’ - 1)) (2*(2k+’ - 1)fl) 
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or 
I(2k+’ - I) = u(2kf’ - 1) 
0 
- 
4. Ifi=(k+l),..., IZ, then L(i) =1(2’). . .1(2’+’ - l), in which for p = 2’, . . . , (2’+’ - 1): 




I(P) = a(p) I(P) = a(p) 




or l(p) is an empty description. 
Generally, graphs of L have the following property. If r is the number of nodes of 
the kth layer, then 
(a) r is an even number, 
(b) r E [l,2k]. 
The only way to fulfill conditions (a) and (b) is to generate each two nodes of the 
kth layer on the basis of one node of the (k - 1)th layer. Otherwise, that is if we did 
not associate generating each two nodes of the succeeding layer with a node of the 
preceding layer, then we could generate p nodes, where ~>2~, in the kth layer. 
Thus, the basic production generating a triangle consisting of node of the (k - 1)th 
layer and two nodes of the kth layer has to be of the form 
A -+ a(l) A(2) W3) 
2 1 0 
rt 
= D, where A, Ii’ E Z. 
u - 
23 3 - 
Let us notice that A is responsible for a development of a graph “above” a node 
a( 1). Thus, A E C\d. For an analogical reason, n E C\A. In conclusion, a grammar 
generating the language L has to contain a production, which does not fulfill a condition 
of Definition 18 of 
To complete the 
ETPL( k) grammar 
z = {aA@, 
A = {a}, 
r={r,s,t,u}, 
B-edNLCo grammar. 
proof, we have to show that L E Y(ETPL(k)). Let us define an 
G=(C,A,r,P,Z) such that L(G)=L: 
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(1) A - 
(2) B - 
(31.4 - 





Fig. 12. Productions and the axiom of an ETPL(]o grammar generating the language from Fig. 11 
P consists of the following productions (see Fig. 12): 
(1) A --) 41) 42) B(3) 
2 1 0 
rt u - 
23 3 - 
Cl(r,jn)={(a,a,r,in)}, 
Cl(U,in)={(a,a,u,in)}, 
Cl (u, Out) = {(a, B, u, out), (4 4 s, in I}, 
CltS,OUt)={(A,B,U,ilZ)}, 
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(2) B + a(l) A(2) B(3) 
2 10 
rt u - 
23 3 - 










C4(% in> = {(a, a, % in>>, 
C4@, out) = {(aA % out)), 
z= u(1) A(2) B(3) 
2 1 0 
rt u - 
23 3 - 
For example, a generation of a four-layer graph in the complete form belonging to 
the language L is shown in Fig. 13. A generation of graphs in the incomplete form 
consists in an earlier application of productions 3 and 4 for certain nonterminal nodes 
than for others. Thus, 
L E s?(ETPL(k)). 0 
In the succeeding theorem, we will show a symmetric property to that proved 
above. 
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r ;r la t 
(34Y 
Fig. 13. A derivation of the language from Fig. 11 with an EZ”L(k) grammar from Fig. 12. 
Theorem 4. There exists 
such that 
L @ L?(ETPL(k)). 






z- ]@y*B2 = D, c) 
b 
1 s 
B- P- D3 u =D ? d) 
2c 
z- D e) 
3 
Fig. 14. The auxillruy language Ll(a,b) and a discussion of possible forms of the ETPL(k) initial production 
(or the axiom) (c, d, e). 
Proof. Let us start by defining an auxiliary language L1 consisting of two graphs (see 
Figs. 14(a) and (b)): 
hl =a(11 b(2) C(3) d(4) J(5) 
2 1 1 0 0 
and 
rt S s - - 
23 4 5 - - 
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h2=41) b(2) c(3) d(4) g(5) 
2 1 1 0 0 
rt s s - 
23 4 5 - - 
First of all, we will show that for graphs of such a structure, the initial production 
(or the axiom) of any ETPL(k) grammar has to be of the certain form, namely of 
the form shown in Fig. 14(e). Let us assume that the right-hand side graph Di of 
the initial production has only two nodes, terminal one indexed with 1 and nonter- 
minal one indexed with 2 as shown in Fig. 14(c). During the next derivational step, 
we would have to generate a terminal node b(2) (see Lemma 1) as well as a non- 
terminal node responsible for a generation of a lower path, because it would be the 
last chance to connect the lower path with a node a( 1) of the derived graph. How- 
ever, according to a definition of an ETPL(k) grammar, this non-terminal node would 
have to be connected with the node b(2) with a temporary edge, let us label it with 
U, as it is shown in Fig. 14(d). On the other hand, to remove this edge during next 
steps, we would have to break the property of a preservation of a potential previous 
context, so the grammar would not be ETPL(k). In conclusion, the right-hand side 
graph 03 of the initial production has to be a three-node graph of the form shown in 
Fig. 14(e). 
Now, let us define an auxiliary grammar Gr = (z=, A, r, PI, Z) such that L(Gr ) = Li . 
C = {a, b, c, d, e, f, Z, Bd, C’,,} (for a reader’s convenience we use a special coding of 
a role of non-terminal symbols here, e.g. a non-terminal & is responsible for gener- 
ating a path b-d, and a non-terminal Cfq is responsible for generating paths: c-f and 
c-g), A={a,b,c,d,e,f}, r={ r, s, t}, PI consists of the following productions (see 
Fig. 15): 
(1) Z+a(l) Bd(2) Cfs(3) 
2 0 0 
= rt 912 - 
23 - - 
Cl = 0, 




C2(r, in) = {(b, a, r, in)}, 




C,(t, in) = {Cc, a, 6 iH>}, 









(2) Bd - ,M2 
(3) C& - 
,0,-o, 





Fig. 15. A grammar that is both B-edNLC0 and ETPL(k). 
Z is the one-node graph labelled with Z. 
Let us notice that, according to our earlier considerations, productions of PI define, 
in fact, the only way to generate the language L1 (exact to breaking each of productions 
2, 3, and 4 into two productions, which would not influence the way of proving the 
theorem). The grammar Gr is both B-edNLCo and ETPL(k). 
Now, we define a language L from the thesis of the theorem in the following way: 
L = L1 U {IQ}, where 
A3 =dl> b(2) c(3) e(4) S(5) 
2 1 1 0 0 
rt 
(see Fig. 16(a)). 
s s - 
23 4 5 - - 
We will show that a grammar Gr can be extended to a B-edNLCo grammar gener- 
ating L and it cannot be extended to any ETPL(k) grammar generating L. 
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= h, 4 
Fig. 16. An element added to the language LI from Fig. 14 (a), a production that is to be added (b) and 
possible derivations (c, d). 
Firstly, let us notice that we cannot define any other initial production than a pro- 
duction 1 to generate a graph h3. If we defined such a production, i.e. we defined 
a production of the form 
(5) Z+a(l) K?(2) q(3) 
2 0 0 
=g3 (see Fig. 16(b)) 
rt 
23 - _ 
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then we would break the f&ndamental property of ETPL(k) grammars (see Dcfini- 
tion 13), because then there would exist the following two derivations: 
23 ~ 23 4 5 - - 
and 
Q(l) M2) q(3) a(l) b(2) c(3) e(4) f(5) 
2 0 0 2 1 1 0 0 
ygY3= rt - % h3= rt s s - - 
23 ~ - 23 4 5 - - 
such that 
2 - TL(hh 1,2y=2 - Z(h3,1,2) 
and 
cwg12, L2) # C7w3,L2) 
(see Figs. 16(c) and (d)). 
Tim, we are forced to use for generating L the same initial production of the form 
(1’) z-a(l) Bde(2) cfg(3) 
2 0 0 
l-t - 
=9123 (see Fig. 17(a)) - 
23 
Cl, = 0, 
and, correspondingly, we have to replace a production 2 with the following two pro- 
ductions: 
(2’) Bde+ b(l) dc2) 
1 0 
s - 
(see Fig. 17(b)) 
(2’9 &e--)41) 42) 
1 0 
s 
_ (see Fig. 17(c)) 
2 - 
C$(r,in)= {(b,a,r,in)}. 
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r 2 Bde 
(1’) z - 
< 
a = g121 4 
’ t 
5 
(2’) Bde __+ 
,@-A92 
(2”) Bde - ,W2 cl 
(6) Be - ,M2 4 
Fig. 17. Possible modifications of a grammar from Fig. 15 in the ETPL(R) class (a, b, c) and their result 
(d); possible modifications of a grammar from Fig. IS in the B-edNLCo class (e,f). 
Then, however, the newly defined grammar G’ generates the language L’ = L(G’) 
such that 
L’ = L u { hd}, where 
A4 =a(11 b(2) c(3) e(4) g(5) 
2 1 1 0 
F-t s s 
see Fig. 17(d)). 
23 4 5 - - 
Hence, L( G’) # L. 
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Concluding our considerations, we are not able to generate the language L with any 
ETPL(L) graph grammar, i.e. L $Z Z(ETPL(k)). 4 
In order to complete the proof, let us extend the grammar Gr (consisting of produc- 
tions 1, 2, 3, and 4) by adding a production 5 (breaking conditions of an ETPL(k) 
grammar) and two following productions (see Figs. 17(e) and (f)): 






C,(t, in) = {(b, a, t, in)}. 
The newly defined grammar G is such that L(G) = L. It can be easily noticed that 
G is an B-edNLC0. Thus, 
L E Y( B-edNLCo). 0 
8. Concluding remarks 
In the paper we have presented fundamental power properties of a subclass ETPL(k) 
[24] of NLC graph grammars [32] with a polynomial membership roblem. Theorems 
3 and 4 show that ETPL(k) graph grammars are neither stronger nor weaker generative 
formalisms than other tractable sublasses of NLC-like grammars. On the other hand, 
ETPL(k) graph grammars are the only one NLC subclass, for which 
l an efficient syntax analysis algorithm, O(n*), has been constructed, 
l a few variations/versions of parsers have been implemented (a system GRAPH- 
PARS v. I for ETPL(0) graph grammars in 1987 [21], its error-correcting version 
in 1989 [23], and a system GRAPHPARS v.3 for ETPL(k) grammars in 1992 
LW), and 
4 The impossibility of generating L by any ETPL(k) grammar results from the property of an ETPL(k) 
grammar saying that we are allowed to define only two-level graphs in the right-hand side of a production. 
It means that we cannot make the form of a production dependent on a context that is “deeper” than one 
level, while in case of the language L, a “contextuality” is of the two-level depth. Indeed, the basic property 
of L can be formulated in the following way. 
If a node of the second level having an index 4 is labelled with d, then a node of the second level 
having an index 5 can be labelled with f or g. However, if a node of the second level having an index 4 
is labelled with e, then a node of the second level having an index 5 can be Iabelled only with f (it cannot 
be labelled with g). 
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l the usefulness for solving real-world problems has been verified positively in practice 
in such important applicational areas of computer science, as: image understanding/ 
pattern recognition [24], CAD/CAM [26,31], distributed systems [27] and artificial 
intelligence [3,25]. 
There are also more general conclusions in this case. A positive practical verifi- 
cation of the usefulness of NLC graph grammars seems to be very promising for 
the whole theory of graph grammars. Whereas there is no doubt that we deal with 
a well-formalized and well-established theory, the authorities in the field seem to be 
concerned about the usefulness of graph grammars in applications, which of course 
influences prospects of the further development of the theory in the nearest future 
[12]. Therefore, the results obtained from the fundamental research into NLC graph 
grammars led in the context of a few application-oriented software system projects 
[21,23-27,3 l] show that graph grammars, in general, can be successfully used as 
a powerful and efficient formal tool for solving real-world complex problems. 
Every approach of the mathematical linguistics theory can be viewed as consisting 
of two aspects: 
l the synthetic/generative one (grammars/rewriting systems), and 
l the analytic one (corresponding automata). 
In our opinion, the fact that the applicability of graph grammars is still a questionable 
issue results from a situation that a lot of research efforts in the field has focused on 
a synthetic aspect of formalisms proposed and too little attention has been put on an 
analytic aspect. For our research into analytic properties of graph grammars, we have 
chosen NLC graph grammars, because this is a class with a well-established theoretical 
foundations (e.g. [l, 11, 1619,34,35]). The results of this research show that NLC 
graph grammars seem to be a very good candidate for developing a well-balanced 
(in a sense mentioned above) systematic theory. Such a theory can be attractive for 
theoretical computer scientists leading fundamental researches in the field as well as 
for scientists using this theory in various applicational areas and software engineers 
building information systems based on formalisms proposed. We hope that the paper 
is a succeeding step towards its further development. 
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