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Producing reliable estimates of changes in precipitation at local- and regional-scales remains an important
challenge in climate change science. Statistical downscaling methods are often utilised to bridge the
gap between the coarse resolution of General Circulation Models (GCMs) and the higher-resolutions at
which information is required by the majority of end users. However, the skill of GCM precipitation,
particularly in simulating temporal variability, is not fully understood and statistical downscaling typically
adopts a `Perfect-Prog' (short for perfect prognosis) approach in which the derivation of high-resolution
precipitation projections is based on real world statistical relationships between large-scale atmospheric
`predictors' and local-scale precipitation.
Here, a `nudged' simulation of the ECHAM5 GCM is conducted in which the large-scale climatic state
is forced towards historical observations of large-scale circulation and temperature for the period 1958-
2001. By comparing simulated and observed precipitation it is possible to, for the ﬁrst time, quantify
GCM skill in simulating temporal variability of precipitation. Correlation between simulated and observed
monthly mean precipitation is shown to be as strong as 0.8-0.9 in many parts of Europe, North America
and Australia.
A nudged simulation permits the development of an alternative approach to statistical downscaling,
known as Model Output Statistics (MOS), to correct precipitation as simulated by ECHAM5. It is also
shown that MOS correction oﬀers greater skill than Perfect-Prog methods when estimating local-scale
monthly mean precipitation. The strongest-performing MOS models are applied to ECHAM5 climate
change simulations and are shown to produce high-resolution precipitation projections that support those
of RCM simulations. The potential for extending the MOS approach to daily precipitation is also assessed,
with recommendations made for further research and application.
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Glossary
CCA: Canonical Correlation Analysis.
CCA-PCR: Nomenclature for the downscaling method based on PC-MLR, equivalent to one-dimensional
CCA.
CMAP: Climate Prediction Center Merged Analysis of Precipitation (Xie and Arkin, 1997).
CORDEX: Coordinated Regional Climate Downscaling Experiment.
E-OBS: European land-only daily precipitation gridded (0.25◦ × 0.25◦) dataset (1950-2006) used in the
ENSEMBLES EU-FP6 project (Haylock et al., 2008).
ECHAM5: Atmosphere GCM developed by ECMWF at the Max Planck Institute for Meteorology in
Hamburg.
ECMWF: European Centre for Medium-Range Weather Forecasting.
ENSEMBLES: EU project in which ensembles of general circulation models and regional climate models
were developed for Europe and North Africa.
ERA-40: ECMWF 40-year reanalysis (Uppala et al., 2005).
GCM: General Circulation Model.
GPCP: Global Precipitation Climatology Project.
GPCC: Global Precipitation Climatology Center.
IPCC: Intergovernmental Panel on Climate Change.
IPCC AR4: IPCC Fourth Assessment Report, published in 2007.
MCA: Maximum Covariance Analysis.
MOS: Model Output Statistics.
MPIOM: Max Planck Institute Ocean Model.
NARCCAP: North American Regional Climate Change Assessment Program.
NCAR: National Center for Atmospheric Research.
NCEP: National Centers for Environmental Prediction.
NWP: Numerical Weather Prediction.
PCA: Principal Component Analysis.
PC-MLR: Principal Component Multiple Linear Regression (alternatively PCR).
PP: Perfect-Prog.
PRUDENCE: Prediction of Regional Scenarios and Uncertainties for Deﬁning European Climate Change
Risks and Eﬀects.
RCM: Regional Climate Model.
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SRES: IPCC Special Report of Emissions Scenarios.
SVD: Singular Value Decomposition.
SVD-RM: Nomenclature for the downscaling method based on orthogonal projection of predictor anoma-
lies onto a regression map; equivalent to SVD of the covariance matrix (in turn equivalent to one-
dimensional MCA).
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1.1 Modelling precipitation in a changing climate
Advances in modelling and an improved understanding of the climate system have led to the widespread
availability of increasingly reliable climate change projections. These suggest that future climatic changes,
brought about by increases in the concentration of greenhouse gases, will have a wide range of impacts
at varying spatial scales. In addition to a perceived increase in global temperature are changes in global
precipitation patterns. Precipitation is the most important input variable for many natural systems and
the most recent Intergovernmental Panel on Climate Change (IPCC) ﬁndings suggest that precipitation
changes are likely to occur in all parts of the world. Such changes exist on a range of time scales, from
shifts in long-term monthly or seasonal climatologies to changes in the frequency and intensity of extreme
daily precipitation events. The IPCC Fourth Assessment Report (AR4) (IPCC, 2007) provides an in-
depth account of the anticipated changes in patterns of precipitation across the globe and, as a result of
improved modelling approaches and agreement between simulations over larger regions, there is now a
greater certainty of what these changes will be.
General Circulation Models (GCMs) are the most important tool in estimating future climate. The
projections of large-scale climate change made by GCMs are considered to be relatively skilful, at least
on planetary and continental scales. Whilst circulation variables are computed on the basis of funda-
mental physical equations, the processes which govern precipitation variability, such as convection and
cloud formation, often occur at a ﬁner resolution than is resolved by GCMs. Additionally, precipitation
simulation is hindered by the coarse representation of the physiographic features that exert inﬂuence on
the formation and distribution of precipitation in regions of complex topography. It is therefore challeng-
ing to quantify the various sources of error in GCM-simulated precipitation, and in particular how well
temporal variability is simulated.
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Crucially, it is at the local scale that impacts are felt by people and the environment and consequently
such scales hold the most interest to the climate change community. In simulating precipitation, GCMs
rely on parameterisation schemes to estimate the smaller-scale processes that are not resolved by the
GCM. Dynamical downscaling uses a higher-resolution numerical model which is nested into a GCM
over a ﬁxed limited area, in order to represent physical approaches at a greater grid cell resolution.
Whilst based on model physics to the greatest possible extent, dynamical downscaling is computationally
intensive and usually bound by an upper limit in terms of what can be physically resolved. Statistical
downscaling is often favoured by impact studies due to its wide applicability to a range of climates
and a general performance comparable with dynamical methodologies. The aim of this approach is
to derive empirical relationships between large-scale `predictor' variables and a local-scale `predictand'.
As the skill of GCM-simulated precipitation, particularly in representing temporal variability, is not
fully understood, statistical downscaling typically adopts a so-called `Perfect-Prog' approach in which a
predictor-predictand statistical link is deﬁned by a relationship between large-scale atmospheric variables
(typically geopotential height, temperature or humidity) and local-scale precipitation as observed in the
historical record. In estimating a future value of precipitation, the relationship is applied to values of the
predictor(s) simulated by the GCM at some future time.
1.2 An alternative statistical downscaling approach
Previously, assessment of GCM skill has been limited to a comparison of simulated and observed long-
term precipitation means or distributions. As the sequence of day-to-day `weather' in a freely-evolving
GCM is stochastic, extending this assessment to a comparison of simulated and observed time series is
not possible. In order to fully assess GCM skill in representing temporal variability, a hindcast GCM
simulation is required in which the temporal evolution of the large-scale circulation and temperature ﬁelds
are forced to match those of the observed record. An `in-phase' simulation would permit an assessment of
GCM skill in simulating precipitation given a realistic large-scale climatic state. Widmann and Bretherton
(2000) and Widmann et al. (2003) previously followed this approach to assess reanalysis precipitation
(Widmann and Bretherton, 2000; Widmann et al., 2003) but this has not yet been extended to GCMs
used for climate change simulations.
It is possible to formulate a statistical correction for GCM-simulated precipitation based on the re-
lationship between local-scale precipitation in the observed record and precipitation as simulated by an
`in-phase' GCM. This is known as Model Output Statistics (MOS) and can be considered as an alter-
native to the Perfect-Prog statistical downscaling approach. In a conceptual sense, a MOS approach to
downscaling precipitation oﬀers a number of beneﬁts over a Perfect-Prog approach. First of all, arguably
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the most obvious advantage is the inclusion of the GCM in not only the implementation of a downscal-
ing relationship but also the development of that relationship. Whereas in Perfect-Prog downscaling a
simulation of some future climatic state is considered to be a `perfect' error-free representation, MOS is
able to accept the existence of and account for model-inherent error and bias. Secondly, there is little
consensus in previous studies as to what constitutes the most powerful set of predictor variables. The
parameterisation of GCM precipitation is based on large-scale circulation and temperature and so can be
considered to contain the predictive information of all relevant climate variables. In basing a downscaling
relationship solely on simulated precipitation, the subjective decision of the choice of predictor is removed
from the downscaling process. Finally, in any downscaling study it is necessary to consider the usefulness
of the downscaled information produced. Fowler et al. (2007) called for a greater transparency of down-
scaling methods and explanation of how results should be interpreted. Users of downscaled information
vary in expertise and may not be fully aware of a particular method's limitations or the uncertainty of
the results (Maraun et al., 2010). The MOS approach uses model physics to the fullest extent and yet
the physical nature of statistical correction (linking large- to small-scale precipitation) is more simple to
interpret and understand.
1.3 Aim and objectives
The over-arching aim of this work is thus: to develop a MOS downscaling correction approach for esti-
mating regional precipitation changes for the latest generation of climate change simulations. To achieve
this aim, a number of research objectives are outlined. Each objective is hereby discussed in terms of its
importance, with the methods of analysis used to achieve each objective also summarised.
1. To conduct a hindcast simulation using the ECHAM5 GCM in which the large-scale
circulation and temperature variables are forced to corresponding ﬁelds in the ERA-40
reanalysis. As a GCM is designed to be freely-evolving and unconstrained by the assimilation of
observations, an apparent `mismatch' exists between simulated and observed day-to-day `weather'.
Thus, the extent to which a GCM is able to simulate temporal precipitation variability remains
troublesome to quantify. Here, a solution is proposed in the form of a `nudged' simulation of the
ECHAM5 GCM in which the circulation and temperature ﬁelds are forced towards corresponding
ﬁelds in the ECMWF reanalysis (ERA-40) (Uppala et al., 2005). Precipitation is not explicitly
nudged and remains an independent parameterisation.
2. To assess and quantify the skill of ECHAM5 to simulate precipitation given large-
scale climatic conditions that are in temporal phase with real world observations.
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In forcing the ECHAM5 prognostic variables into temporal phase with the observed record, it is
possible to ask the question, "How well does ECHAM5 simulate precipitation given a realistic large-
scale circulation?". Model to real world comparison can be undertaken on long-term time series,
and an assessment of the skill of ECHAM5-simulated precipitation can be extended to a spatial
quantiﬁcation of the representation of temporal variability.
3. To develop and validate several statistical downscaling techniques following a MOS
approach, in which local-scale monthly mean precipitation is estimated from precipi-
tation as simulated by ECHAM5. In regions where skill of simulated precipitation is strong,
there may exist potential for simulated precipitation to be subjected to a post-simulation statistical
correction. Such a correction is a form of MOS and has been used previously to correct the bias
of Regional Climate Models (RCMs). It may also be possible to develop a MOS bias correction to
directly downscale raw GCM output, which previously, although conceptually possible, could not
consider the skill of GCM-simulated precipitation to represent temporal variability. In addition to a
MOS downscaling bias correction, the temporally co-varying nature of the precipitation ﬁeld of the
nudged simulation with the observed record permits the development of further MOS downscaling
methodologies based on regression. In total, three MOS downscaling methods (local bias correction
and two regression-based techniques) are developed for global application to ECHAM5-simulated
precipitation.
4. To develop and validate Perfect-Prog statistical downscaling techniques that have been
used successfully in the literature. As mentioned, traditional precipitation downscaling meth-
ods follow a Perfect-Prog approach and seek to derive a statistical link between simultaneous ob-
servations of some large-scale climate variable(s) and local-scale precipitation. Typically, statistical
downscaling work is region-speciﬁc and focuses on the predictive power of a small number of vari-
ables. Here, an alternative systematic approach is adopted in the global development of numerous
Perfect-Prog models based on individual and combinations of predictor variables at diﬀerent atmo-
spheric levels. Whilst such an approach is computationally-intensive and oﬀers limited ﬂexibility
to ﬁne-tune the calibration of the most suitable downscaling model during a given season in a
particular region, producing a selection of models for global application provides a comprehensive
platform on which to base an inter-model comparison.
5. To make a comparison between the relative merits of MOS and Perfect-Prog ap-
proaches to statistical downscaling. A key component in assessing the beneﬁts of a MOS
downscaling approach is a comparison with existing methods used in statistical downscaling. As
the spatial applicability of a MOS downscaling correction approach is currently unknown and likely
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to be highly variable, a holistic understanding of the relative beneﬁts of MOS necessitates a com-
parison with Perfect-Prog statistical downscaling models.
6. To assess the applicability of a MOS downscaling correction in future climates. There
are a number of issues that may impinge upon the eﬀectiveness of any statistical downscaling
methodology when applied to climate change applications. Arguably, the most serious of these is
the assumption that the empirical predictor-predictand relationship established in the historical ob-
served record is stationary over time. That is, that the relationship remains stable under perturbed
climatic conditions. In estimating future climate, GCMs are relied upon to simulate a physically
consistent climate change signal and the chosen predictor variable(s) should also capture this sig-
nal. Here, MOS downscaling methods are assessed in terms of the ability of each to reproduce
precipitation characteristics likely to be associated with a changing climate.
7. To apply successful MOS corrections to the latest ECHAM5 climate change simulations
used in the IPCC AR4 and to make estimates for future changes in local-scale precip-
itation across selected regions of interest. In regions where MOS downscaling is shown to be
successful, corrections are applied to simulated precipitation in the most recent ECHAM5 climate
change simulations. Absolute diﬀerence and percentage change in downscaled seasonal precipitation
totals during the late twentieth and twenty-ﬁrst centuries are analysed in detail and compared with
raw ECHAM5 projections.
8. To evaluate the potential for a MOS downscaling correction of GCM-simulated daily
precipitation distributions across Europe. Up until this point, all MOS downscaling correc-
tions within this work have dealt with monthly and seasonal precipitation. Here, a MOS correction
for daily precipitation distribution is developed and assessed. Similarly to the corrections developed
for monthly precipitation, corrections of daily distributions are both local and non-local in nature.
This objective should be considered a `feasibility study' of the potential for a MOS correction, and
as such is limited to European precipitation.
1.4 Structure of thesis
A general review of relevant existing literature is given in Chapter 2. The content of Chapter 2 includes
a summary of the key themes in understanding and estimating future precipitation changes, and most
importantly introduces the concept of MOS in the context of statistical downscaling. The following ﬁve
chapters (Chapters 3-7) constitute the empirical component of the thesis, although each contains an intro-
ductory section where speciﬁc themes are discussed in more detail if necessary. Chapter 3 focuses on the
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assessment and quantiﬁcation of ECHAM5-simulated precipitation and the potential for a development
of a downscaling correction for the simulated precipitation ﬁeld. In Chapter 4, MOS and Perfect-Prog
downscaling models are developed and validated in terms of their respective skill in correctly estimating
local-scale precipitation. In an extension of the validation process, Chapter 5 assesses the ability of the
MOS downscaling models to behave realistically in a perturbed climate and thus their transferability
to future simulations. In Chapter 6, successful MOS downscaling models are applied to climate change
projections in regions where model skill (as ascertained in Chapters 4 and 5) is strong. Chapter 7 ex-
plores the potential for extending the MOS downscaling process to daily time-scales. In Chapter 8, all
ﬁndings are summarised and discussed in relation to the overall objectives deﬁned in section 1.3. Chapter





The following review of existing literature provides an introduction to statistical downscaling in the
context of estimating future precipitation changes. Application of MOS as a correction for climate
change projections is a relatively new concept and does not feature greatly in the literature. Therefore,
a key role of this review is to introduce the MOS approach and distinguish it from traditional statistical
downscaling, so-called Perfect-Prog, approaches. The content of this chapter is relevant for all analysis
and discussion that follows in Chapters 3-7. The introduction in each following chapter brieﬂy summarises
the chapter's aims and references are made to appropriate material discussed in this literature review.
The remainder of this chapter consists of ﬁve main sections and a summary. Section 2.2 outlines how
global precipitation is expected to change in future climates and summarises the current projections of
future precipitation in diﬀerent parts of the world. The limitations of the current generation of global
climate models are also highlighted, followed by an introduction to the value of downscaling. Section
2.3 forms a discussion on dynamical downscaling and its current limitations. In section 2.4, focus is
given to statistical downscaling and an overview of its methods. A comparison between dynamical and
statistical downscaling methods is also given in this section. The distinction between the Perfect-Prog
and MOS approaches to statistical downscaling is made in section 2.5. With the diﬀerences between these
approaches in mind, section 2.6 details the steps taken in the development of a downscaling methodology
and the considerations necessary at each stage. In the summary provided in section 2.7, focus is given
to uncertainty in climate modelling and the challenges that persist in making reliable estimates of future
precipitation.
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2.2 Projected changes in global precipitation
Climate change discussion often centres around the `global warming' phenomenon meaning that the
greatest perceived changes are associated with temperature. Temperature changes are arguably more
obvious and easier to measure, not to mention more highly publicised than alterations in any other
climate variables. Additionally, conﬁdence in projections of future temperature changes made by GCMs
is greater than for other variables, particularly precipitation. But changes in temperature are inherently
linked to changes in atmospheric moisture, precipitation and atmospheric circulation (Trenberth et al.,
2007). Evaporation is directly aﬀected by surface heating and increased temperatures are responsible for
a greater moisture-holding capacity of the atmosphere, estimated to be a rate of 7% per ◦C (Trenberth
et al., 2007).
The characteristics of precipitation, which, in addition to amount and type, include frequency, duration
and intensity, may be altered greatly in a changing climate (Trenberth et al., 2003; Groisman et al.,
2005). Even on occasions when the total amount of precipitation may not change much, greater intensity
of precipitation may be associated with a reduction in event duration and/or frequency (Osborn et al.,
2000; Trenberth et al., 2007). Indeed, the IPCC AR4 (Trenberth et al., 2007) accounts widely-observed
occurrences of heavy precipitation events in regions where the total amount of precipitation has actually
decreased. The gradual change in precipitation type from snowfall to rainfall in the higher latitudes of
the northern hemisphere has also been noted (Trenberth et al., 2007).
2.2.1 Regional precipitation variation
The variation in global climate from region to region is a consequence of a number of factors. Christensen
et al. (2007) discuss the unequal distribution of solar heating along with the responses of the atmosphere,
oceans and land surface and the interactions between them as the key cause of regional variation. The
physical characteristics of each region are also important, and arguably most inﬂuential in dictating
precipitation distribution.
The projected changes in global climate appear to be partially dependent upon latitude, at least where
increasing temperatures are concerned. Precipitation changes are more complex but still exhibit latitude-
dependent features (Christensen et al., 2007). For example, current projections suggest a precipitation
increase in polar regions, whereas many sub-tropical regions are expected to become drier. Seemingly
much more crucial to future precipitation change on a regional scale are the topographical features of the
local area. The presence of a dominant mountain range, proximity to an ocean and the direction of the
prevailing wind ﬂow are all important factors in precipitation response.
Projects such as the IPCC reports seek to comprehensively evaluate climate projections in all regions
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of the world. The IPCC AR4 (Christensen et al., 2007) uses the same continental-scale regions that
appear in previous reports and are divided into a number of sub-continental areas that are small enough
to be reasonably analysed. The boundaries of these sub-regions closely follow those developed by Giorgi
and Francisco (2000) and Ruosteenoja et al. (2003). A common set of sub-continental regions is important
in developing robust statements about climate change that can be quantitatively digested by the scientiﬁc
and policy-making communities.
2.2.2 Limitations of GCMs
GCMs are the most fundamental means by which climate change can be studied. GCMs are highly
complex dynamical models capable of representing the processes involved with the earth's atmosphere,
oceans and land surface and the interactions between them. The primitive equations, which comprise a
number of well-established physical laws, are the fundamental basis upon which the dynamical climate
system is simulated, with real-world observations used to deﬁne the parameterisation schemes used in
the simulation of precipitation and other diagnostic variables. The most up-to-date models are able to
provide simulations of long-term climate means that are, on the planetary scale at least, considered to be
realistic. At this largest scale, good model skill is largely attributed to realistic simulation of important
features of global climate, such as jet streams, atmospheric circulation cells and location of intertropical
convergence zones (Zorita and von Storch, 1999). The accuracy of GCM runs simulating past climate have
led to good conﬁdence in prediction of future climate conditions under diﬀerent atmospheric forcings.
Although GCMs are generally able to simulate climate features at planetary scales, simulations at ﬁner
spatial resolutions are associated with smaller skill and consequently less conﬁdence. This is particularly
true at the regional-scale where smaller scale processes that govern spatial variability in temperature and
precipitation are not well captured. This diﬀerence in skill is possibly attributable to the scale-dependent
response of climate to diﬀerent factors. For instance, global climate is largely a response to solar forcing,
earth rotation, the large-scale structure of the earth's physiographic features, whereas regional climate
is a function of global climate and the regional environment (Zorita and von Storch, 1999). It may be
considered that although planetary scale climate may be realistically simulated, a GCM may not be able
to replicate the regional scale features that are so important in driving climate at this scale (Zorita and
von Storch, 1999). One reason for the poor skill at regional scales is the inadequacy of GCM spatial
resolution in simulating the detailed structure of the earth's surface (Zorita and von Storch, 1999). A set
of 200 km grid-cells, for example, would not accurately detail land-sea boundaries and the `smoothing'
out of topographic features may reduce mountain ranges to stepped-sections or broad ﬂat hills (Zorita
and von Storch, 1999).
Also, the limited resolution of GCMs means that many climate system processes, which interact at
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a variety of temporal and spatial scales, are not resolved (Randall et al., 2007). Such processes occur
at a `sub-grid scale' and include cloud formation, hydrological processes, boundary-layer conditions, and
radiation and chemical processes. Although these processes occur at small scales, they are dependent
upon, and in turn aﬀect, those larger-scale processes that are well-resolved by the GCM (Kalnay, 2003).
In order for this interaction to be resolved, sub-grid scale processes must be `parameterised'. Important
to precipitation are evaporation, convection and cloud processes, the parameterisations of which aim to
describe easily-interpretable statistics such as mean cloud cover and area-averaged precipitation (Randall
et al., 2007). One of the main reasons why climate model results diﬀer is the diﬀerences observed between
these parameterisations (Randall et al., 2007). With increasing resolution of climate models it is becoming
possible to explicitly represent many more of these sub-grid scale processes. It is likely, however, that
future generations of climate models will not be able to fully resolve those processes that act at the
smallest scales (Zorita and von Storch, 1999). Crucially, it is at these scales that the anthropological and
ecological environments experience the greatest impacts. In order for the power of GCMs to be utilised
in impact studies there is a need to produce accurate simulations local climates.
2.2.3 A need to downscale
Producing climate information at resolutions smaller than that of GCMs is known as downscaling. Down-
scaling techniques can generally be categorised into two broad approaches: dynamical and statistical. The
vast majority of literature focuses on just one approach, or occasionally on an amalgamation of the two,
but most studies have, if only brieﬂy, deﬁned both approaches and provided a description of the diﬀer-
ences between them. In this work, research is ﬁrmly focussed on statistical downscaling methods but
it is necessary to discuss aspects of both approaches, the overall success of each in previous work and
also what is involved in deciding upon which approach is appropriate for a particular application. It is
fortunate that the fundamental diﬀerences between each approach mean that both can be easily deﬁned
and compared.
2.3 Dynamical downscaling
Dynamical downscaling typically uses RCMs to generate high-resolution climate information that is
consistent with large-scale GCM output (Mearns et al., 2003). These high-resolution models are `nested',
in that they use GCM output as boundary conditions in order to better represent ﬁner-scale physical
processes (Christensen et al., 2007). Mearns et al. (2003) highlighted an issue concerning feedback from
small- to large-scales. The real atmosphere experiences interaction between feedback processes in diﬀerent
regions, whilst any model-simulated feedback is limited to the ﬁxed boundaries of the area of interest.
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To avoid a high-resolution model being run under the guise of a closed system, it is recommended that
an area of `suﬃcient minimal resolution' is retained.
High-resolution atmosphere-only GCMs are run as an alternative to atmosphere-ocean (coupled) mod-
els, using either observed or simulated sea surface temperature (SST) and sea ice information as a lower
boundary condition. Compared to those in the ocean, atmosphere and land surface components are as-
sociated with far shorter time scales meaning that a particular period of interest can be identiﬁed using
a coupled model and then analysed under a higher resolution atmosphere-only model (AGCM) (Mearns
et al., 2003; Christensen et al., 2007). These so-called `time-slices' can then be examined in greater spatial
detail. Mearns et al. (2003) consider this approach to be based on two assumptions: that large-scale cir-
culation patterns are consistent in both the coarse and high resolution GCMs; and that the atmospheric
state is considered to be in equilibrium with its oceanic boundary conditions.
Both nested RCMs and high-resolution atmosphere-only GCMs are able to produce highly resolved
information derived from models based upon true physical processes but the fact that this is usually
at great computational expense is a well-documented drawback and a hindrance to running multiple
scenarios (Mearns et al., 2003).
2.3.1 Progress in RCM applications
The development and application of RCMs has featured heavily in downscaling literature during the last
two decades. A large number of simulations have been conducted for diﬀerent regions, with diﬀerent model
formulations and boundary forcings (Maraun et al., 2010). In recent years, international collaborations
have established exchange and inter-comparison of multiple RCMs with the ultimate goal of making quan-
titative statements about uncertainty in regional projections of climate change. In Europe, such projects
include ENSEMBLES (van der Linden and Mitchell, 2009) and PRUDENCE (Prediction of Regional
Scenarios and Uncertainties for Deﬁning European Climate Change Risks and Eﬀects) (Christensen and
Christensen, 2007), whilst the NARCCAP project (Mearns et al., 2009) is a recent intercomparison of
RCMs for North America. Most recently, the Coordinated Regional Climate Downscaling Experiment
(CORDEX) has been established with the dual-purpose of evaluating the multiple-model performance
and establishing a framework through which to make reﬁned regional climate projections (Giorgi et al.,
2009).
As mentioned in section 2.2.3, skill in the representation of precipitation in GCM simulations is weaker
than that of other climate variables. Precipitation is highly dependent on a model's dynamical formulation
and the subsequent parameterisation of a number of relevant processes. Although precipitation in an RCM
is parameterised in the same fundamental way, greater spatial and temporal resolution allows for the
simulation of far more useful precipitation information (Durman et al., 2001; Frei et al., 2006; Buonomo
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et al., 2007). Compared with real world observations, the amplitude of variance in GCM precipitation
may be considered to be inhibited, or `dampened', by a smoothing of topography and small-scale physical
processes. The relative intensiﬁcation of precipitation in an RCM improves the representation of the
daily precipitation distribution, which is crucial in the analysis of extreme events (Durman et al., 2001;
Christensen and Christensen, 2007; Maraun et al., 2010). Furthermore, RCMs provide an improved
representation of spatial variability over topographically complex regions (Frei et al., 2006).
Frei et al. (2003) and Buonomo (2010) have shown that it is possible to make a clean assessment of the
skill of the RCM-simulated precipitation when an atmospheric reanalysis is implemented as the driving
GCM. The boundary conditions expressed by the reanalysis can be considered `quasi-observations' and,
thus, the subsequent RCM simulation is in temporal coherence with the real world (Maraun et al., 2010).
That is, the day-to-day variability in the observed record is reﬂected in the simulation. The removal of
random weather variability from the RCM allows for comparison with precipitation observations and a
more comprehensive understanding of model skill. These concepts are discussed in more detail in Chapter
3.
2.3.2 Limitations of RCMs
Whilst RCM simulations have been widely shown to improve the representation of local-scale precipi-
tation, there are still some important sources of error to consider. Many of these are inherent to the
RCM itself (as with any dynamical model), including parameterisation schemes and representation of
topography. However, the most obvious theoretical limitation is the reliance of large-scale ﬁelds as sim-
ulated by the driving GCM. All systematic errors in the GCM are inherited by the RCM, and so biases
in GCM-simulated precipitation are likely to remain in the equivalent RCM ﬁeld (Noguer et al., 1998;
Durman et al., 2001). This limitation is, of course, common to any application of downscaling (whether
dynamical or statistical) to climate change simulations, which by deﬁnition requires output from a GCM,
but it is important to note that RCM output contains components of error from two dynamical models.
There is a further issue when considering the importance of the driving GCM, namely the lack of two-
way interaction between the RCM and the GCM (Jones et al., 1995). Theoretically, local-scale variability
would exert an inﬂuence on large-scale climate but at present there have been no successful attempts
to establish a two-way system, where output from the RCM would theoretically provide feedback to
the GCM. However, Mearns et al. (2003) note that whilst RCMs are not designed to perturb the large-
scale climatic state simulated by a driving GCM, simulation over large spatial domains may induce a
signiﬁcant modiﬁcation of precipitation-bearing ﬂows. The authors further suggest these inﬂuences may
in fact improve the representation of such large-scale phenomena, which is important to the continued
development of high-resolution GCMs.
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The extent to which RCM skill increases in unison with model resolution is an important component
in understanding the beneﬁts of RCM applications. Model parameterisation schemes are sensitive to grid
cell resolution (Giorgi and Marinucci, 1996), and a scheme that may be suﬃcient in resolving physical
and dynamical processes on a 50 km grid may not be automatically transferable to a 25 km grid. This
issue is particularly important in resolving small-scale convective processes, where the parameterisation
schemes involved may have been originally developed for tropical regions in coarser resolution models
(Hohenegger et al., 2008). Maraun et al. (2010) note that such schemes may be inappropriate when
applied in extra-tropical regions during the summer months, when the majority of precipitation events
are likely to be convective. Other factors, including seasonal and regional dependences and observational
station density, are known to contribute to the potential of high-resolution model skill.
2.4 Statistical downscaling
The rationale for statistical downscaling is based on the assumption that regional climate is a function
of the large-scale climatic state and the physical features of the local environment such as topography,
land-sea distribution and land-use (von Storch, 1995, 1999; Wilby et al., 2004). It is possible to ascertain
relationships between the large- and regional-scale climate, where large-scale climate parameters are
chosen as `predictors' for local variable `predictands'. The relationships between large- and regional-scale
climate parameters for a particular region and/or period of interest are derived from observations. GCM-
simulated predictor variables are then fed into the statistical model to derive estimates of equivalent local
characteristics (Wilby et al., 2004).
Unlike dynamical downscaling, statistical methodologies have the advantage of being computationally
inexpensive to undertake (Wilby et al., 2004) and it is far easier to derive multiple regional climate sce-
narios than under a dynamical approach (Christensen et al., 2007). Consequently, statistical techniques
are popular with site-speciﬁc impact studies (Wilby et al., 2004). However, statistical downscaling is asso-
ciated with a number of disadvantages. Crucially, the approach assumes that the empirical relationships
remain constant in the future. It is not possible to verify whether or not a statistical model developed
from historical or present day climate will continue to be true under (unknown) future climate forcings
(Wilby et al., 2004; Christensen et al., 2007). Statistical downscaling is also limited by the inherent
requirement of suﬃcient observational data from which to derive relationships (Christensen et al., 2007).
Daily surface and/or upper air data is not available at the optimal resolution in all regions of the world,
and is often lacking in the parts of the world most at risk from climate change impacts.
Additionally, the statistical approach is usually dependent on the output of a GCM. In a Perfect-Prog
approach (section 2.5.1), the GCM is assumed to be ideal, and thus large-scale predictors are considered
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a `perfect' representation of the true global climate. However, GCMs inevitably contain biases and it is
usually a substantial challenge to account for these biases when formulating statistical relationships.
2.4.1 Classiﬁcation of statistical downscaling methods
Many attempts have been made in the categorisation of statistical downscaling techniques (e.g. Wilby
and Wigley, 1997; Fowler et al., 2007; Maraun et al., 2010). In general, techniques can broken down into
three broad categories: regression models, weather generators and weather classiﬁcation schemes. This
categorization is used in the IPCC AR4 (Christensen et al., 2007) after recommendation in the supporting
guidance document (Wilby et al., 2004). Similar classiﬁcations of statistical downscaling methodologies
are also used in the IPCC Third Assessment Report (TAR) (Giorgi et al., 2001) and a number of review
papers (Wilby and Wigley, 1997; Wilby et al., 1998; Fowler et al., 2007).
In a recent review paper, which focused speciﬁcally on precipitation downscaling under climate change,
Maraun et al. (2010) based their categorisation on a distinction between Perfect-Prog and MOS ap-
proaches. Whilst such a categorisation may be relevant here, the discussion of MOS downscaling by
Maraun et al. (2010) is dedicated almost entirely to bias correction of RCM output rather than a di-
rect downscaling correction for GCMs. In this research, MOS is proposed as an alternative approach
to Perfect-Prog downscaling but may potentially utilise the same techniques developed for Perfect-Prog
methodologies over recent years, and these techniques are discussed with reference to their implemen-
tation in previous work. The categorisation used in the IPCC AR4 (Wilby et al., 2004; Christensen
et al., 2007) remains a convenient manner in which to outline and discuss diﬀerent techniques and related
studies. It is important to note that, in practice, many approaches can take on attributes of more than
one of these techniques (Wilby and Wigley, 1997).
2.4.1.1 Weather classiﬁcation
Weather classiﬁcation schemes, also known as weather typing, attempt to relate local climate to a set
of synoptically deﬁned weather types or `states' (Wilby et al., 2004; Fowler et al., 2007). Instead of
estimating the predictand based on a single continuous predictor ﬁeld, each day within a period of
analysis is assigned a particular categorical weather type, either through subjective or, more commonly,
objective means (Maraun et al., 2010). Usually, cluster analysis is applied to atmospheric ﬁelds (Corte-
Real et al., 1999; Huth, 2000; Kidson, 2000; Hewitson and Crane, 2002; Fowler et al., 2000, 2005) but
other means of classiﬁcation have used sea level pressure indices (Conway et al., 1996) and empirical
orthogonal functions (EOFs) from pressure data (Goodess and Palutikof, 1998).
Subjective classiﬁcation techniques can be traced back to the Lamb Weather Types (LWTs) of the
British Isles (Lamb, 1972) and more recent schemes (Bardossy and Caspary, 1990; Jones et al., 1993;
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Wilby, 1994; Conway et al., 1996). Wigley and Jones (1987) related LWTs to spatial and temporal
variations in precipitation. Conway et al. (1996) extended the attempts of Jones et al. (1993) to develop
an objective version of Lamb's Weather Types using three continuous indices of geostrophic air ﬂow,
namely total shear vorticity, strength of the resultant ﬂow and angular direction. In a regression and
resampling methodology, vorticity was shown to be most useful in estimating precipitation.
Once a classiﬁcation scheme is in place, local surface variables, often precipitation, are conditioned on
the corresponding daily weather patterns. Typically, this is achieved by deriving conditional probability
distributions for observed data (Wilby and Wigley, 1997; Fowler et al., 2007). The change in frequency
of GCM-simulated weather classes can be evaluated to estimate future changes in climate, although such
a method is limited in its assumption that the characteristics of each weather class will remain constant
(Fowler et al., 2007).
Weather classiﬁcation schemes are favoured for their versatility and their usefulness in the analysis
of extremes (Wilby et al., 2004). Conversely, the additional task of classiﬁcation that is inherent to this
downscaling approach is often time-consuming and its use is not as common in the literature as, say,
regression techniques.
2.4.1.2 Weather generators
Weather generators can be described as statistical models that generate random sequences of weather
which reproduce the observed statistical attributes of a given climate variable, such as the mean and
variance, but not variability in the observed sequence of events (Wilks and Wilby, 1999; Wilby et al.,
2004; Maraun et al., 2010). In their simplest form, model calibration is performed on local-scale obser-
vations and so is not strictly a downscaling approach (Maraun et al., 2010). Modern weather generator
applications are more sophisticated, with parameters conditioned on large-scale weather in some cases
(Wilks and Wilby, 1999). In the context of downscaling, this may include atmospheric predictors, climatic
states, or the properties of precipitation (e.g. Wilks, 1992; Katz, 1996; Palutikof et al., 2002; Feddersen
and Andersen, 2005). In application for climate change scenarios, it is possible to adjust the model
parameters by applying `change factors' diagnosed from GCM or RCM output (e.g. Kilsby et al., 2007;
Maraun et al., 2010). Change factor conditioned weather generators were used in the UKCP09 regional
climate projections (Jones et al., 2009).
The most obvious advantage oﬀered is the synthesis of a random weather sequence for a theoretically
unlimited period, which is particularly useful when observational records are unavailable or incomplete
(Yang et al., 2005). Furthermore, weather generators permit the production of large ensembles and thus
prove attractive for analysis of uncertainty (Wilby et al., 2004). Additionally, it is possible to generate
sub-daily information (Fowler et al., 2000).
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One weakness of weather generators in statistical downscaling is that they are calibrated on local
relationships that may not be constant in a future, perturbed climate, and the extent of such a limitation
has not yet been fully investigated (Fowler et al., 2007). Weather generators have also been shown
to underestimate inter-annual variability and the frequency of extreme events, largely because of an
insuﬃcient representation of the longer term variability of key climatic processes that drive local weather
(Katz and Parlange, 1998; Fowler et al., 2007; Maraun et al., 2010). Hybrid techniques that link weather
generators with regression models have been shown to improve this (Wilby et al., 2002). An additional
limitation is the representation of spatial consistency in many weather generators (Jones et al., 2009).
In the context of precipitation downscaling, Maraun et al. (2010) make a distinction between single- and
multi-station weather generators, and it is the latter that involves additional challenges. Multi-station
generation must consider the distribution of precipitation at a number of (usually gridded) locations in
unison in order to reﬂect the spatial coherence that would exist between neighbouring stations in the real
world, and by deﬁnition necessitates multi-variate techniques.
2.4.1.3 Regression methods
Arguably the most widely applied statistical downscaling approach is the use of regression models to
directly quantify linear or non-linear relationships between predictors and predictands. In their most
fundamental form, a simple linear regression model may be constructed using a climate variable as a
predictor for surface values of, typically, temperature and precipitation (Fowler et al., 2007). In practice,
the estimate for the predictand is usually based upon a one or more predictor ﬁelds (i.e. quantities of
predictor over a spatial domain), which necessitates a multiple regression (e.g. Huth, 1999; Murphy,
1999; Spak et al., 2007).
More advanced techniques have taken alternative predictors, often based on a transformation of the
original predictor ﬁeld(s), such as principal components extracted from values of, say, pressure and
geopotential height (e.g. Kidson and Thompson, 1998; Hanssen-Bauer et al., 2003). More sophisticated
approaches have attempted to identify coupled patterns in the variability of spatially-corresponding pre-
dictor and predictand ﬁelds. Common techniques adopted include maximum covariance analysis (MCA)
(e.g. Huth, 1999; Widmann et al., 2003; Tippett et al., 2008) and, particularly, canonical correlation
analysis (CCA) (e.g. Busuioc et al., 2001; Zorita and von Storch, 1999; Shongwe et al., 2006), both are
discussed in more detail in section 2.6.2. The application of non-linear regression models is less frequent
although the most common technique, artiﬁcial neural networks (ANNs) (e.g. Hewitson and Crane, 1996;
Zorita and von Storch, 1999; Schoof and Pryor, 2001), has been used to downscale precipitation.
An important issue raised by von Storch (1999) and in a number of subsequent review papers (e.g.
Wilby et al., 2004; Maraun et al., 2010) is the under-prediction of local-scale variance in regression
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downscaling approaches; in other words, the chosen predictors are only able to account for a portion of
the variability in the predictand. It is problematic to implement a scaling (or `inﬂation') (e.g. Karl et al.,
1990; Burger, 2002) of the simulated predictor to better reﬂect quantities of the predictand as local-scale
variation contains an element of noise that, fundamentally, cannot be explained in a deterministic model
(von Storch, 1999; Maraun et al., 2010).
2.4.2 Inter-comparison of statistical downscaling methods
In recent years, much work has focused on the comparison of diﬀerent statistical downscaling methodolo-
gies (e.g. Wilby and Wigley, 1997; Wilby et al., 1998; Zorita and von Storch, 1999; Wilby and Wigley,
2000; Cavazos and Hewitson, 2005; Goodess et al., 2010) and such studies oﬀer an important basis when
attempting to quantify the relative value of each method. In an early example, Wilby et al. (1998)
compared the skill of two weather generator techniques, two vorticity-based models and two ANN tech-
niques in downscaling precipitation from the HadCM2 GCM, ﬁnding marked diﬀerences between the
methods. The smallest diﬀerences between observed and simulated precipitation were found with the
weather generators, although these methods are shown to poorly simulate low-frequency variability.
In downscaling daily and monthly winter rainfall in the Iberian Peninsula, Zorita and von Storch (1999)
compared an analog method with more sophisticated techniques considered to be representative of each
of the broad groupings in statistical downscaling. These included CCA, an ANN and a classiﬁcation
method. The analog method compared favourably with all methods and actually shows greater skill
than the ANN, surprising given the far superior complexity of the ANN. CCA (representative of linear
methods) is found to oﬀer the clearest physical interpretation of rainfall patterns and is considered most
suitable for estimates of future climate.
Amongst the six statistical downscaling methods evaluated by Schmidli et al. (2007) are regression
methods, weather typing and a conditional weather generator. Additionally, a bias correction approach,
based on the local scaling technique developed by Widmann et al. (2003), and a two-step analog method
are also used. Although all methods are shown to strongly underestimate interannual variations, the
weather classiﬁcation and analog approaches do show the highest skill. The choice of study area, the
European Alps, is a region of varied topography, and previous studies have shown statistical downscaling
methods to lack skill in such regions. One contrasting example is Widmann et al. (2003) in which
dynamically-corrected local scaling improved precipitation estimates in the rain shadow of the Cascade
mountains of the north-west United States.
The majority of comparison studies have focused on statistical downscaling of monthly means, al-
though recently more attention has been given to precipitation on a daily time scale, with speciﬁc focus
on extreme events. As part of the European Union funded STARDEX (STAtistical and Regional Down-
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scaling of EXtremes for European regions) project, twenty-two diﬀerent statistical downscaling models
were developed and systematically evaluated on their ability to reproduce indices of extreme temperature
and precipitation. Many of the STARDEX ﬁndings are summarised by Goodess et al. (2010) although a
breadth of other publications exists (e.g Busuioc et al., 2006; Kostopoulou et al., 2007; Schmidli et al.,
2007). The methods used encompass each category detailed in section 2.4.1 and a range of predictor
variables. Much of the STARDEX work experiences diﬃculty when attempting to identify the most
suitable method or combination of predictors. Goodess et al. (2010) also noted that those downscaling
models exhibiting skilful representation of temporal variability are not always those with lowest biases.
An important recommendation suggested by Goodess et al. (2010) is that, given the lack of a consistently
superior downscaling method, estimation of future precipitation scenarios should be based on a range of
(at least the most skilful) methods. This is conceptually similar to the practice of basing projections of
global (regional) climate on an ensemble of GCM (RCM) simulations (Mearns et al., 2003).
2.4.3 Comparing dynamical and statistical downscaling
Focus has also been given to the relative merits of dynamical and statistical downscaling methodologies
(e.g. Kidson and Thompson, 1998; Murphy, 1999; Hanssen-Bauer et al., 2001). In such a comparison
study, Kidson and Thompson (1998) found a nested climate model and a regression-based statistical
method to give similar representations of present day observations of temperature and precipitation in
New Zealand. The authors pointed out that, in this case, the extra expense and eﬀort involved in
producing a suitable RCM does not result in an improvement over statistical techniques. Murphy (1999)
carried out a similar comparison of methods for downscaling historical climate in Europe. A regression
model was produced alongside a nested RCM with both techniques showing similar overall skill, with
estimates for temperature showing a higher degree of skill than those for precipitation. Murphy (2000)
took this work a step further, comparing downscaled predictions of future climate (2080-2100) across the
same European region. Whereas statistical and dynamical estimations of historical local climate were
similar, predictions of future climate scenarios diﬀer signiﬁcantly. In particular, there is a large diﬀerence
in estimates of precipitation.
Other work has found notable diﬀerences in the skill of each method. Mearns et al. (1999) examined
precipitation scenarios for Nebraska, USA oﬀered by a weather typing technique and a RCM, ﬁnding
marked diﬀerences between the two. Similarly, Hellstrom et al. (2001) found that statistically downscaled
scenarios of precipitation change across Sweden were associated with a greater temporal and spatial
variability than the corresponding dynamical approaches. A number of studies have noted an apparent
weakness of statistical methods in estimating summer precipitation, relative to winter precipitation,
possibly due to a poor representation of an intensiﬁed hydrological cycle (Hanssen-Bauer et al., 2001;
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Haylock et al., 2006; Schmidli et al., 2007). Hanssen-Bauer et al. (2001) concluded that dynamically
downscaled estimates of summer precipitation are likely to be more realistic. The authors suggested that
using a humidity measure as an additional predictor would yield improved results, although the inclusion
of such variables has not always been associated with more skilful models (e.g. Hellstrom et al., 2001).
Schmidli et al. (2007) attempted to make a more thorough comparison of diﬀerent downscaling meth-
ods for estimating precipitation over the Alps. Several models in each category were evaluated, including
three RCMs and six statistical models. Additionally, the statistical techniques chosen encompass a range
of fundamentally diﬀerent methodologies. In general, both sets of models were shown to have similar
biases, but the statistical techniques were found to underestimate interannual variations. The authors
concluded that the means of deriving regional climate information via either dynamical or statistical
downscaling contributes to great uncertainty. This appears particularly true in summer when stochastic
processes occurring at the mesoscale are of greater importance.
Goodess et al. (2010) suggest that an additional beneﬁt of statistical downscaling is the potential
to provide information on the skill of climate models in reproducing large-scale predictor variables and,
equally, their relationships with predictands. A necessary step in statistical downscaling is quantifying
predictor-predictand relationships, which is potentially useful in identifying sources of error and bias in
GCMs (or RCMs) (e.g. Osborn et al., 1999).
In general, statistical methods tend to be more favourable to researchers, a notion largely down
to their ease of application to many studies. Even though dynamical methods perhaps have greater
theoretical potential to produce accurate downscaled estimates, carrying them out eﬀectively is often
impractical. There tend to be relatively few RCM simulations available and these may not cover the
period for which estimates are required. Furthermore, most are relatively short (e.g. 30 years), making it
diﬃcult to assess the representation of multi-decadal variability (Goodess et al., 2010). The substantially
greater costs and computational power required to carry out such methods is not necessarily matched
by a worthwhile improvement of local-scale estimates over those produced via statistical means. There
remains a challenge, however, to further improve the statistical downscaling process and subsequently
the estimates of future local climate conditions.
2.5 Perfect-Prog and MOS approaches to statistical downscaling
As discussed in section 2.4, statistical downscaling encompasses a range of methods and techniques of
which there are many examples in the literature. In the context of this research, it is necessary to examine
the two fundamental approaches that any statistical downscaling methodology can follow, namely Perfect-
Prog and MOS.
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The evolution of these approaches is rooted in weather forecasting and it is important to consider
the development in statistical methods used in Numerical Weather Prediction (NWP) over the course
of the last few decades. Statistics has long been used in weather forecasting as a means to correct for
errors and develop transfer functions (Zwiers and Von Storch, 2004). NWP systems are able to forecast
weather at large-scales with greater success than statistical methods but lack the skill to forecast at local-
scales. NWP models can be considered coarse in nature and are unable to simulate weather variation on
a local-scale. Statistical methods can be used as the sole means of forecasting but are more often used
in conjunction with the output of NWP systems. This approach involves `post-processing' the output of
NWP models in order to make more accurate forecasts at local-scales.
Statistical reinterpretation of the output of NWP models is theoretically analogous to downscaling
GCM output. In this section, the focus is initially on outlining the principles of the Perfect-Prog and
MOS approaches and their use in weather forecasting, but it is permissible to consider the application of
each approach to statistical downscaling to be conceptually similar.
2.5.1 Perfect-Prog
The Perfect-Prog approach to statistical downscaling was developed by Klein et al. (1959) for application
in weather forecasting and typically involves deriving a statistical relationship between simultaneous
observations of the predictor(s) and predictand (Zwiers and Von Storch, 2004). That is, the relationship
derived is based entirely upon historical observations. In this sense, Wilks (2006) suggest that the
formulation of Perfect-Prog regression equations is analogous to that of the `classical' regression equations
that formed the basis of pre-NWP forecasting. Such equations quantify links between present observations
of a predictor(s) to future observations of the predictand. Thus, one may be able to use today's value
of, say, sea-level pressure to predict tomorrow's value of, say, temperature. Perfect-Prog equations diﬀer
primarily from classical forecast equations in the absence of this time lag. Instead, the observations of
predictors and predictands used to derive a relationship are simultaneous. In this sense, tomorrow's
predictor variable is used to determine tomorrow's predictand.
Wilks (2006) goes on to point out that in a classical weather forecasting undertaking of this approach,
the predictor variable would obviously not be known until tomorrow. Perfect-Prog forecasting, however,
uses tomorrow's predictors as forecasted by NWP models. When applying the derived relationship to the
output of a NWP model, the model itself is assumed to be `perfect' in accurately simulating the required
predictor variable. If the NWP model is indeed perfect, and consequently provides excellent estimates
of predictors, one can expect very accurate forecasts. However, as the approach does not consider any
possible errors or biases in the NWP model and takes forecasts of atmospheric variables at `face value',
the accuracy of any resultant forecast is entirely dependent on the skill of the initial dynamical model
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(Wilks, 2006).
The Perfect-Prog approach is heavily reliant on an extensive historical dataset but is especially useful
when forecasting for an individual location or season with a long-term observational record. Although
this approach has been replaced by MOS in weather forecasting, downscaling output from GCMs still
largely follows the Perfect-Prog approach.
2.5.2 Model Output Statistics (MOS)
MOS is an alternative to the Perfect-Prog approach and was initially developed for NWP application
by Glahn and Lowry (1972) and Klein and Glahn (1974). MOS "consists of determining a statistical
relationship between a predictand and variables forecast by a numerical model at some projection time"
(Glahn and Lowry, 1972). MOS is the preferred method of improving NWP forecasts as, unlike the
Perfect-Prog approach, simulated predictor variables are used to both develop and implement the statis-
tical equations (Wilks, 2006). The MOS approach thus recognises that NWP models are not perfect and
allows for statistical relationships that are able to account for model errors and biases.
Similarly to Perfect-Prog and classical forecasting, the MOS approach is based upon a relationship
between a predictor and predictand. Wilks (2006) expresses the distinctions between the three in a series
of equations. Following the classical approach, a relationship is derived between today's observations of
the predictor(s) and tomorrow's observation of the predictand:
yt = f(x0) (2.1)
where the yt is the predictand at time t, f is the relationship (i.e. regression function), and x0 is the
predictor variable(s) at time 0 (i.e. current values, earlier than time t).
The Perfect-Prog approach diﬀers in that it uses observations in the development of a forecast equation
but applies NWP-simulated predictors in its implementation. Thus in development,
y0 = fPP (x0) (2.2)
where fPP is the Perfect-Prog function and the concurrent values of x0 and y0 are taken from the
observed record. In implementation, a future value of the predictand, yt, is estimated thus:
yt = fPP (x
∗
t ) (2.3)
where fPP is the same Perfect-Prog function used in Equation 2.2 and x
∗
t is simulated at time t.
Conversely, the MOS approach includes model-simulated predictors in both the development and imple-
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where fPP is the MOS function and x
∗
0 is a hindcast simulation of the predictor x at time 0. In




where fMOS is the same MOS function used in Equation 2.4 and x
∗
t is the predictor x simulated at
time t. Unlike the Perfect-Prog approach, in which the same statistical model can be used for any location
and any forecast projection, the MOS approach requires separate forecast equations for each numerical
model. The error characteristics of any NWP model diﬀer depending on the forecast projection and one
should expect diﬀerent statistical relationships between variables at, say, 24 hours and 48 hours into the
future (Wilks, 2006).
Glahn and Lowry (1972) are credited with the ﬁrst MOS approach which they applied to make
improved predictions of surface wind, precipitation, maximum temperature and cloud cover in the United
States. The MOS approach was found to be very successful, particularly when forecasting probabilities
and the authors also provided evidence of application of their new technique. Subsequently, Klein and
Glahn (1974) compared local weather observations with NWP model output, showing that MOS allows
for both the inaccuracy of the model and the local climatology to be included within the forecast system.
Additionally, more detailed applications of the method are discussed, speciﬁcally in the prediction of
thunderstorms and tornadoes.
A number of studies have followed the early development of MOS in numerical weather forecasting.
McCutchan (1978) used MOS to successfully predict synoptic weather types in southern California. Karl
(1979) focused on forecasting concentrations of ozone in Missouri, using MOS to formulate statistical
equations. This study represents the ﬁrst successful attempt using MOS to predict a weather-dependent
variable, as opposed to simply a weather variable. Godfrey (1982) used an MOS application to forecast the
Levante wind regime in southern Spain, showing successful application of the approach in the prediction
of a locally-occurring dynamic phenomenon. Carter et al. (1989) discussed the merits of MOS and
Perfect-Prog for operational forecasts in the USA, with MOS shown to be superior. MOS has also been
applied to numerical models used in seasonal forecasting applications (e.g. Landman and Goddard, 2002;
Feddersen and Andersen, 2005; Shongwe et al., 2006) but as yet has not been fully utilised in GCMs used
for climate change simulations.
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2.5.3 Application of MOS to downscaling of climate change simulations
After its initial development and implementation (Klein et al., 1959), Perfect-Prog made way for the
more `eﬃcient' MOS in NWP (Zwiers and Von Storch, 2004). Perfect-Prog was still occasionally utilised
for forecasting on occasions where local factors were especially important (Klein and Glahn, 1974). The
Perfect-Prog approach, however, is now commonly associated with downscaling GCM climate simulations
but recent developments suggest there remains potential for MOS to play a role.
As discussed in section 2.3, precipitation simulated in RCMs, whilst more informative than that
simulated in GCMs, is still representative of an area mean at model resolution rather than a local-scale
value (Maraun et al., 2010). Recent developments in RCM application have focused on an additional step
in the downscaling process in which namely a statistical link is established between simulated precipitation
and observed precipitation (e.g. Schmidli et al., 2006; Leander and Buishand, 2007; Graham et al., 2007;
Themessl et al., 2011). This statistical `bias correction' of RCM output is a simple form of MOS, although
usually these corrections operate at the same resolution and thus are not explicitly a downscaling function.
A direct MOS downscaling correction (i.e. without the intermediate RCM) of GCM precipitation
using a similar `scaling' concept has been proposed and shown to exhibit potential (e.g. Widmann and
Bretherton, 2000; Widmann et al., 2003; Schmidli et al., 2006). In the case of Widmann and Bretherton
(2000) and later Widmann et al. (2003), this was demonstrated through the local scaling of precipitation
from an atmospheric reanalysis, the parameterisation of which can be considered similar to that of GCM
precipitation. Conceptually, there are some clear beneﬁts of such an approach. As mentioned, MOS
allows for a GCM's errors and biases to be accounted for and it is possible that increased computing
resources along with a wider availability of GCMs to a greater number of researchers has meant that
focus can be given to a particular model's characteristics. Additionally, as MOS uses simulated variables,
this approach is able to include many predictors, such as three-dimensional air trajectories and boundary
layer potential temperature, which are not typically observed and thus cannot be included in a Perfect-
Prog approach (Klein and Glahn, 1974).
A obvious limitation of the MOS approach is the requirement of a long series of hindcasts using the
same model which is subject to the downscaling (Feddersen and Andersen, 2005). GCMs are in constant
development and any upgrade may potentially alter systematic errors of the model physics and dynamics.
Thus, any large-to-regional scale relationship must be derived using historical simulations of the latest
model version. It is not always practical to attain updated historical GCM simulations from which MOS
downscaling models can be formulated, and a Perfect-Prog approach (in which relationships are based
upon true observations) has become the favoured downscaling method over the last ﬁfteen years or so
(Zwiers and Von Storch, 2004).
39
However, the most crucial component in the application of MOS for GCM precipitation is the initial
hindcast simulation upon which downscaling models are calibrated. A standard GCM simulation (or
an RCM driven by a standard GCM simulation) is freely-evolving and although long-term simulated
climate ﬁelds may agree with observations, day-to-day `weather' is not in temporal alignment with the
real world. Thus, sequences of monthly and seasonal means are not in agreement with reality so only
MOS based on long-term precipitation means or distributions is possible. MOS correction of RCM-
simulated precipitation permits an alternative approach. As explained in section 2.3.1, a comparison
of simulated and observed time series can be achieved by conducting an RCM simulation driven by
reanalysis data, which forces the temporal evolution of individual variables to match that in the observed
record. Subsequently, it is possible to ﬁt more sophisticated MOS models (i.e. using regression) and fully
quantify the skill of each.
There is potential to extend the concept of MOS correction for the purpose of downscaling GCM
climate change simulations. In addition to performing local scaling corrections, Widmann et al. (2003)
developed statistical models to directly downscale precipitation from the NCEP-NCAR reanalysis, in
which the day-to-day and year-to-year sequence of the large-scale climatic state corresponds to observa-
tions. Although a reanalysis is designed to assimilate real world observations, its background forecast
model can be considered similar to that of a GCM used for climate change simulations. Widmann et al.
(2003) found that a downscaling correction of reanalysis precipitation, based either on local scaling or sin-
gular value decomposition, produced more skilful estimates of local-scale precipitation in the North-West
United States than Perfect-Prog techniques based on other large-scale predictors.
Extending the approach of Widmann et al. (2003) to a climate change GCM has not yet been under-
taken, largely due to the additional challenge of producing a hindcast GCM simulation which captures
the temporal variability of real world observations. These concepts are discussed further in section 2.7
and in greater detail in Chapter 3.
2.6 Necessary considerations in the development of a statistical
downscaling scheme
The majority of downscaling work has focused on precipitation as the predictand variable and a large
number of methods have been developed to estimate small-scale precipitation changes. There have
been various attempts to classify these methods in the literature; Wilby and Wigley (1997) describe
three categories, namely regression models, weather generators and weather-type approaches, whereas
Rummukainen (1997) and recently Maraun et al. (2010) have categorised methods according to the









Figure 2.1: The conceptual development of a downscaling scheme. In the context of the themes discussed
here, this begins with the approach to be used: MOS or Perfect-Prog. The latter requires an additional
step, the choice of predictor(s). `Transformation of predictors' can be considered an optional step.
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a downscaling methodology, it is important to consider the process as a number of steps, as shown in
Figure 2.1. It is ﬁrst necessary to deﬁne the downscaling approach as either MOS or Perfect-Prog. With
the latter, an additional choice is made about which observational variables are to be used as predictors.
Under a MOS framework in the context of this work, it is assumed that the sole predictor variable will be
simulated precipitation itself. The choice of method is approach-dependent, with MOS oﬀering a directly
empirical correction of the simulated precipitation ﬁeld. Other methods, including linear regression, can
be implemented under each framework. It may also be necessary to transform or reduce predictor data
into modes of variability. The steps identiﬁed in Figure 2.1 are now discussed in more detail.
2.6.1 Downscaling approach and choice of predictors
2.6.1.1 Perfect-Prog predictors
Certainly, the majority of methods seeking to estimate changes in monthly mean precipitation have
been developed under the classical Perfect-Prog approach, in which a statistical link is derived between
observations of a large-scale predictor(s) and some local-scale predictand. The development of reanalysis
datasets (e.g. Kalnay et al., 1996; Uppala et al., 2005) has meant that a far greater number of atmospheric
variables can be considered as potential predictors. Reanalysis products are especially useful when the
study area is large or involves regions of poor station data quality or density (Maraun et al., 2010).
The initial choice of the predictor variable(s) is a key component in the development of a downscaling
model. Wilby et al. (2004) and Goodess et al. (2010) specify that an ideal predictor variable for statistical
downscaling should fulﬁl all the following criteria.
 To exhibit a strong correlation with the predictand (target variable).
 To have a realistic physical link to the predictand.
 To be able to explain low-frequency variability and trends.
 To be well represented by the GCM.
 To reproduce realistic interannual variability.
 To capture signals of climate change.
Although the characteristics of a strong predictor are well-deﬁned and widely agreed upon, there
is no clear consensus within the existing literature as to which predictor variables are most useful in
downscaling precipitation. Table 2.1 summarises the predictor variables used in a number of downscaling
studies (extended from Wilby and Wigley, 2000). Commonly used variables include those representing
atmospheric circulation or temperature (e.g. Karl et al., 1990; Conway et al., 1996; Wilby et al., 1998), but
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Table 2.1: A summary of predictor variables and methods used to downscale precipitation in recent
studies (adapted and extended from Wilby and Wigley, 2000).
Author(s) Predictor variable(s) Method(s)
Bardossy and Plate (1992) 500-hPa geopotential height Weather classiﬁcation
Busuioc et al. (2001) Sea-level pressure Canonical correlation analysis
Cavazos (1999) Sea-level pressure Artiﬁcial neural network
Conway et al. (1996) Vorticity Semi-stochastic, regression
Crane and Hewitson (1998) Geopotential heights, speciﬁc humidity Artiﬁcial neural network
Goodess and Jones (2002) Sea-level pressure, North Atlantic Oscilla-
tion (NAO) index, circulation types
Regression
Goodess and Palutikof (1998) Mean sea-level pressure, airﬂow indices Weather classiﬁcation
Hanssen-Bauer et al. (2003) Temperature and sea-level pressure Regression
Haylock et al. (2006) Artiﬁcial neural network
Hay et al. (1992) Wind direction, cloud cover Weather classiﬁcation
Hellstrom and Chen (2003) Large-scale circulation indices and 850 hPa
humidity
Regression
Hellstrom et al. (2001) u, v, vorticity, humidity at 850 hPa Regression
Karl et al. (1990) Geopotential heights, thickness, sea-level
pressure, relative humidity
Principal components analysis and
canonical correlation analysis
Katz (1996) Sea-level pressure Stochastic
Kilsby et al. (1998) Vorticty, sea-level pressure, airﬂow
strength and direction, altitude, distance
from coast, grid reference
Regression
Landman and Goddard (2002) 850 hPa geopotential height Canonical correlation analysis
Matyasovszky and Bogardi
(1996)




Shongwe et al. (2006) 850 hPa geopotential height Canonical correlation analysis
Schoof and Pryor (2001) Circulation predictors Regression, artiﬁcial neural network,
principal components analysis and
cluster analysis
Tolika et al. (2007) 500 and 700 hPa geopotential height, 1000-
500 hPa thickness, speciﬁc humidity
Artiﬁcial neural network
Trigo and Palutikof (2001) Sea-level pressure Artiﬁcial neural network
Wilby et al. (1998) Vorticity, sea surface temperature, North
Atlantic Oscillation (NAO) index
Semi-stochastic, regression
Woodhouse (1997) Teleconnection indices Rotated principal components analysis
recent research has emphasised the value of using a measure of atmospheric moisture content (e.g. Crane
and Hewitson, 1998; Charles et al., 1999; Wilby and Wigley, 2000). The use of circulation predictors alone
is considered insuﬃcient in capturing important precipitation formation processes based on moisture and
thermodynamics (Fowler et al., 2007). Humidity or otherwise some measure of atmospheric moisture is
increasingly used in conjunction with circulation variables as part of a multiple-predictor method (e.g.
Karl et al., 1990; Wilby and Wigley, 1997; Murphy, 2000; Hellstrom and Chen, 2003). It is important
to consider the relative success of including many predictor variables in downscaling schemes given the
spatial and temporal variation of the explanatory power of any predictor (Huth, 1999; Wilby and Wigley,
2000).
Special considerations need to be made when downscaling in the tropics where the climate system
is often characterised by diﬀerent complexity. The role of the ocean is more prominent in determining
atmospheric conditions in such regions and oceanic predictor variables may provide critical information
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in the estimation of local variables (Wilby et al., 2004). Furthermore, predictor-predictand relationships
are more susceptible to within-year variation and downscaling models that represent a solitary month or
season may be more useful (Jimoh and Webster, 1999).
2.6.1.2 MOS predictors
In the context of this research, a MOS correction is proposed as an approach to downscaling the GCM-
simulated precipitation ﬁeld. Under this approach, GCM-simulated precipitation acts as the sole predic-
tor and an alternative to the common suite of circulation- and moisture-based variables typically used
to downscale precipitation under a Perfect-Prog framework. In assessing the capability of the simulated
precipitation ﬁeld to adhere to the criteria deﬁned by Wilby et al. (2004), it is useful consider how pre-
cipitation is resolved in a GCM. Widmann et al. (2003) (and later Schmidli et al., 2006) suggested that
as GCM-simulated precipitation is a diagnostic parameterisation based on the dynamically-derived prog-
nostic variables, it integrates all the signiﬁcant large-scale predictors. That is, the precipitation ﬁeld can
be considered to include all relevant `predictive' information contained in these variables. Furthermore,
all relevant information pertaining to the climate change signal is, conceptually at least, contained in the
precipitation ﬁeld.
Following the eﬀorts of Widmann et al. (2003) in demonstrating the potential of GCM precipitation
as a predictor for downscaling precipitation, some subsequent studies have adopted a similar approach.
Salathe (2003) attempted to simulate streamﬂow in a rainshadow river basin, again within the north-
western United States. Schmidli et al. (2006) extended the temporal resolution of Widmann et al. (2003)
from a monthly to daily timescale across a region of varied topography, the European Alps.
Furthermore, in accepting simulated precipitation as the sole predictor, an obvious advantage of MOS
over Perfect-Prog is that the (usually subjective) choice of predictor(s) is removed from the downscaling
process. In principle, MOS may be based on an alternative simulated predictor (e.g. Themessl et al.,
2011), although this is rare. There is suggestion that combining precipitation data with circulation data as
predictors would provide information on the thermodynamic and ﬂuid dynamic controls on precipitation
(Salathe, 2003). Tolika et al. (2007) found that including simulated precipitation within a downscaling
model for Greece alongside 500-hPa geopotential height and speciﬁc humidity gave improved results.
Additionally, in the context of seasonal forecasting, Landman and Goddard (2002) used a MOS approach
to produce regional rainfall forecasts for Southern Africa. A screening procedure, 'forward selection'
(Wilks, 2006), is used to determine that 850 hPa geopotential height is the best predictor variable. These
ﬁndings were supported by Shongwe et al. (2006) in a subsequent study of the same region which also
showed geopotential height at the other pressure levels to have some skill in determining regional rainfall.
However, in the majority of applications of MOS, particularly those using RCMs, a link is generally
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derived between simulated and observed precipitation (Maraun et al., 2010). With this in mind, the
`predictor selection' step is removed in the MOS process, as detailed in Figure 2.1.
2.6.2 Transformation of predictors
Before ﬁtting a downscaling model on predictor information, it may be desirable to subject the predictor
data to a transformation. In applications in which a predictor-predictand relationship is established
between time series at individual grid points (including MOS bias correction/local scaling), this process
is not required. Thus, in the context of the development of a downscaling scheme, predictor transformation
can be considered an `optional' step, as indicated in Figure 2.1. However, when predictor data is in the
form of a large grid based array, it is often necessary to reduce the number of variables, or dimensions,
and extract modes of variability (Maraun et al., 2010). Such a transformation requires analysis of the
structures that exist within a dataset, which in its most simplistic form may involve correlation between
pre-deﬁned indices (Bretherton et al., 1992). For example, the North Atlantic Oscillation (NAO) index
is an indicator of variability in the North Atlantic pressure ﬁeld, and pressure ﬁelds have been used to
deﬁne indices describing air ﬂow direction, strength and vorticity in precipitation downscaling applications
(Conway and Jones, 1998; Maraun et al., 2010).
In a recent review paper, Maraun et al. (2010) considered downscaling with weather types (see section
2.4.1) to be an implicit form of predictor transformation. In this instance, the new predictors are the
weather types themselves, deﬁned by cluster analysis or some other form of classiﬁcation and based on
synoptic meteorological situations. Whilst it is relatively straight-forward to conduct predictor transfor-
mation that is physically consistent, there is invariably an element of subjectivity in the classiﬁcation
process.
More complex analysis using matrix operations provide a more objective measure of predictor-predictand
relationships and are also able to account for the co-dependence of information at grid points in close
proximity to one another. Principal component analysis (PCA), or empirical orthogonal function (EOF),
analysis is widely used in reducing dimensionality of a single data ﬁeld. The new variables created are
linear combinations of the original variables, and capture the largest possible portion of variability that
exists within the original data (Wilks, 2006). These new variables are a set of orthogonal vectors known
as principal components (or alternatively as EOFs) (Hannachi et al., 2007).
When establishing a predictor-predictand relationship it is necessary to identify coupled modes of
variability between two time series (Bretherton et al., 1992). PCA is usually only applied to a single
dataset and therefore limited to a decomposition of the predictor ﬁeld without consideration of variability
in the predictand ﬁeld (Tippett et al., 2008). As such, PCA is unable to optimise the predictor-predictand
relationship and downscaling studies often use alternative methods to quantify the association between
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two datasets. CCA is an example of such a method that has been widely implemented for downscaling
applications (e.g. Karl et al., 1990; Bretherton et al., 1992; Huth, 1999; Landman and Goddard, 2002;
Widmann, 2005; Tippett et al., 2008). MCA is conceptually similar to CCA but is known to yield diﬀerent
results (Widmann, 2005; Tippett et al., 2008). The majority of such methods have been developed for
large-scale observed predictors as part of a Perfect-Prog approach, but there is scope for extending these
techniques for a `non-local' MOS correction. All appropriate methods are discussed in greater detail in
Chapter 4.
2.6.3 Choice of downscaling method
Once a decision is made on which approach to follow (and, if following a Perfect-Prog approach, a decision
on which predictor(s) to use) a statistical downscaling model can be developed. Key review papers in
this area have been inclined to group all statistical downscaling methodologies into several categories,
which are outlined in Chapter 2 (section 2.4.1). Diﬀerent methods have been applied in many areas of
the world (also summarised in Table 2.1) and the choice of method is undoubtedly region-speciﬁc.
The most common MOS method is bias correction or, in the context of downscaling GCM output,
a local scaling correction (e.g. Widmann et al., 2003). Other methods, originally developed for Perfect-
Prog applications, may also be implemented for a MOS approach. Arguably, the most common of the
methods described in section 2.4.1, particularly when downscaling monthly precipitation means, is linear
regression (e.g. Kilsby et al., 1998; Hellstrom et al., 2001; Goodess and Jones, 2002). Regression methods
are especially useful when the overall goal is to derive a predictor-predictand relationship that can be
easily implemented to estimate a future value of the predictand. Regression methods are also easily
applicable to both MOS and Perfect-Prog downscaling approaches, which permits a comparison of each
approach and of diﬀerent predictor variables. The diﬀerent options available for MOS and Perfect-Prog
downscaling are discussed in greater detail in Chapter 4, with reference to the particular downscaling
methods implemented in this research.
2.7 Summary
2.7.1 Modelling and uncertainty
A review of existing literature has shown the downscaling of GCM output to be an important and wide-
ranging aspect of climate change research. Ultimately, it is at local-scales that impacts are felt most by
human beings and the environment and improving upon projections of future conditions at these scales
is crucial. Precipitation is particularly challenging to estimate given its greater variability compared to
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many other climate variables. GCMs produce output at coarse resolutions and are currently unable to
resolve the processes responsible for precipitation formation and variability. Until GCMs are developed
suﬃciently to account for this issue, which is likely to be decades away, producing good estimates of
regional precipitation remains a major challenge.
There is still great uncertainty about anticipated changes in global precipitation patterns as high-
lighted by the most recent IPCC report. Downscaling tools have been developed to reduce this uncertainty
and improve projections in speciﬁc regions. The merits of both dynamical and statistical downscaling
methods have been discussed, with particular attention given to statistical methods. Although downscal-
ing work is shown to be a vital part of making realistic precipitation estimates, it could be argued that
the downscaling process is responsible for quantifying additional uncertainty. For instance, across all the
downscaling work reviewed there seems to be little agreement as to which techniques are the most reliable
and robust. Similarly, the choice of the most appropriate predictor variable(s) is contested throughout
the literature.
It is important to note at this stage that the downscaling models developed in the following chapters
can all be considered deterministic. As such, random variability, or `noise', in the expected predictand
that cannot be explained by the predictor(s) is disregarded. Uncertainty due to natural variability is
a fundamental limitation of predictability and being able to quantify this uncertainty is an important
challenge in producing probabilistic climate projections
2.7.2 Challenges and open questions
There is potential for using GCM-simulated precipitation as a predictor variable as part of a MOS
approach (e.g. Widmann et al., 2003). Precipitation from atmospheric reanalyses, which is derived
in a similar way to precipitation in a GCM, has been shown to have some skill in estimating local
precipitation. GCM precipitation generally has a poor reputation and its use as a predictor variable is
rare in the downscaling literature. But as it is parameterised directly from circulation variables simulated
by the GCM, the simulated precipitation ﬁeld inherently includes a number of relevant predictors. The
derivation of GCM precipitation can be considered conceptually similar to that of precipitation in an
atmospheric reanalysis (this is discussed further in Chapter 3). The use of reanalysed precipitation in
the literature has been summarised with some success noted in the potential of its predictive power (e.g.
Widmann and Bretherton, 2000).
The most prominent issue with directly including simulated precipitation in a downscaling model is
that the day-to-day sequence of weather in a GCM simulation does not match that of the observed record;
GCM and observed precipitation are thus uncorrelated. A possible solution to this problem is to nudge
a GCM run towards some form of historical observation or reanalysis with respect to large-scale weather
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states. There are few examples in the literature of the application of nudging techniques to GCMs but
there exists enough evidence to support such a methodology.
Whilst much downscaling work has been previously undertaken, especially with respect to precipi-
tation, it is the approach and methodology of the current research that is unprecedented. The MOS
approach has been successful in weather forecasting but has received little attention in downscaling re-
search. This study represents the ﬁrst attempt to develop MOS models for estimating precipitation
changes from the latest generation of climate change simulations.
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Chapter 3
Skill and simple correction of
ECHAM5-simulated precipitation
3.1 Introduction
In analysing the skill of model-simulated precipitation over an historical period, it is possible to make
direct comparisons with real world observations. Groisman et al. (2005) have shown that the multi-model
mean global precipitation trend patterns during the twentieth century do not agree very well with observed
trends. It should be noted however that the diﬀerences might be partly related to random atmospheric
variability rather than to problems in the models. When making inferences about the simulation of future
climates, for which observational data are obviously not available, inter-model consensus is an accepted
indicator of skill. Multi-model mean trends for the twenty-ﬁrst century were calculated in the IPCC
AR4, accompanied by an analysis of the areas over which the models agree with each other with respect
to the sign of the change (Randall et al., 2007). Again, it is partly unclear which of these diﬀerences
are due to genuine diﬀerences in the model's response to greenhouse gas forcing, and which are due
to random, unpredictable diﬀerences in atmospheric variability. Detection of anthropogenic inﬂuence
on global precipitation is made troublesome by the averaging of varying regional response, which may
serve to weaken the overall global signal (Allen and Ingram, 2002; Held and Soden, 2006) and successful
quantiﬁcation of anthropogenic forcing must usually consider changes in particular regions or latitudinal
bands (e.g. Zhang et al., 2007). Moreover, it is problematic to associate areas of good model agreement
with a high level of conﬁdence in predictions because simulations in such areas may still be wrong for a
common reason.
Uncertainty about the skill of the simulated temporal variability means that, in estimating small-scale
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precipitation changes, simulated precipitation is often disregarded in favour of the alternative statistical
downscaling approaches. However, the response of hydrological processes, including moisture transport
and evaporation in addition to precipitation, to large-scale warming is robust in many of the GCM simu-
lations included in the IPCC AR4 (Held and Soden, 2006). One may conclude that, conceptually at least,
the simulated precipitation captures the climate change signal in temperature and other dynamically-
resolved variables, and to discard this ﬁeld is to possibly exclude critical information describing future
precipitation changes.
It is the purpose of this chapter to, for the ﬁrst time, establish a quantiﬁcation of the skill of a
GCM in simulating temporal precipitation variability and to assess the potential for the application of
a simple statistical downscaling correction. A hindcast (1958-2001) simulation of the ECHAM5 GCM
is subjected to a nudging technique, used to force the prognostic circulation and temperature ﬁelds to
corresponding values from ERA-40. Consequently, the temporal variability of the large-scale atmospheric
state is captured by the simulation, and subsequent derivation of precipitation is based upon a realistic
circulation. The skill of the simulated precipitation, which of course is likely to vary geographically, is
then quantiﬁed on a seasonal basis. Focus is also given to the implementation of a MOS downscaling
approach. The second part of the analysis evaluates the potential for a simple scaling correction of the
simulated precipitation ﬁeld to produce skilful estimates of regional precipitation.
The remainder of the chapter is structured as follows. In section 3.2, a distinction is made between
three sources of model error and it is demonstrated that, by isolating the error relating to parameterisation
deﬁciencies, it is possible to quantify GCM skill in reproducing temporal variability of precipitation.
Section 3.3 describes the formulation of the nudged simulation and the observational precipitation data
sets used for validation purposes. The skill of ECHAM5 precipitation is assessed and discussed in section
3.4 and the potential for a downscaling correction is evaluated in section 3.5. A summary of the main
conclusions is given in section 3.6.
3.2 Quantiﬁcation of model skill
3.2.1 Three sources of error
A strict assessment of model skill requires the distinction between three sources of errors in simulated
precipitation (Figure 3.1). If the simulated large-scale atmospheric conditions diﬀer from reality the
simulated precipitation will be diﬀerent from observations even if the convection and precipitation pa-
rameterisations in the model are perfect. Two causes are identiﬁed for this diﬀerence. Firstly, a particular
model may have a partly unrealistic mean state and/or large-scale response to climate forcings, which
here is termed a `type 1' error. Secondly, internally-generated variability is unpredictable and will be
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diﬀerent from the real world. This is termed a `type 2' error but it is noted that this `mismatch' between
simulated and observed variability is not strictly a model deﬁciency but a consequence of a freely evolving
GCM. Standard GCM simulations for historical periods assess the climatic response to forcings such as
solar variability and changes in atmospheric concentrations of greenhouse gases, and of anthropogenic
and volcanic aerosols. These simulations are not constrained by the historic meteorological observations
and thus, due to the chaotic nature of the climate system, the circulation and temperature ﬁelds diﬀer
from reality with respect to the random, internally-generated component of variability. This random
component dominates daily to interannual time scales and is still a major component in decadal time
scales.
While the type 2 error can be ameliorated to an extent by temporal averaging, and is usually taken
into account by initial value ensemble simulations, understanding the causes of and quantifying the type
1 error is highly important and at the core of many model validation studies (Jansen et al., 2007; Randall
et al., 2007). However, it is also necessary to consider a further source of error, which here is termed a
`type 3' error, relating to the deﬁciencies in precipitation parameterisation as well as diﬀerences between
the real orography and the `model world', which will lead to precipitation errors even if the large-scale
atmospheric conditions are in agreement with reality. When the task is to assess the skill of simulated
precipitation variability, it is useful to focus on the type 3 error and to ask the question `How well
is precipitation simulated for given large-scale conditions?'. Conceptually, this is consistent with the
validation and application of numerical and statistical downscaling methods, which also assume that the
large-scale atmospheric states simulated by a GCM can be considered an adequate sample of the true
distribution, and thus correct. More precisely, the large-scale states are on what the estimated regional
precipitation is conditioned.
It is possible to evaluate the skill of simulated precipitation associated with particular synoptic situ-
ations for a given region (e.g. Osborn et al., 1999) but a global quantiﬁcation of skill is troublesome to
achieve. While until now it has not been possible to isolate the type 3 error for GCMs used for climate
change simulations, Widmann and Bretherton (2000) have show that this error can be quantiﬁed for the
GCMs that are used in atmospheric reanalyses (Kalnay et al., 1996; Kistler et al., 2001; Uppala et al.,
2005). This approach is possible because due to the assimilation of meteorological measurements such
as pressure, wind speeds, temperature and humidity, the large-scale states in a reanalysis are the best
estimates for the state of the real atmosphere. They are consistent with both the assimilated obser-
vations and the physical laws that govern the atmosphere, as represented in the model. However, no
precipitation observations are assimilated and precipitation is simulated using the parameterisations and
the large-scale atmospheric states derived in the assimilation process (Fig. 3.1b). Several studies have
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Figure 3.1: Climate change (a) and reanalysis (b) GCM simulations of precipitation. Large-scale circu-
lation ﬁelds simulated in the reanalysis are forced to real world observations. The `type 3' error relating
to parameterisation error still exists but can now be fully evaluated.
Janowiak et al., 1998; Widmann and Bretherton, 2000; Widmann et al., 2003; Bosilovich et al., 2008).
Whilst regional diﬀerences are apparent in many parts of the world, reanalysed precipitation is at least
able to account for the interannual variability seen in observations as its derivation comes directly from
large-scale variables which are based upon a real world historical record (Gutowski et al., 1997; Widmann
and Bretherton, 2000). The atmospheric reanalysis may therefore be considered an `ideal' GCM, in which
the large-scale circulation is in good agreement with reality (Widmann and Bretherton, 2000). Although
the GCMs used for reanalyses are similar to those used for climate simulations, they diﬀer in terms of
resolution and parameterisations, and thus the reanalysis-based results can not be directly transferred to
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other GCMs.
The present study extends the reanalysis-based studies and quantiﬁes how well precipitation variability
is simulated in a GCM (ECHAM5) used for climate prediction in the IPCC AR4 (Randall et al., 2007;
Trenberth et al., 2007) if the error related to large-scale atmospheric states is approximately removed.
Here, a simulation of ECHAM5 is conducted in which the prognostic variables are forced toward reanalysis
values for an historical period. The subsequently parameterised precipitation ﬁeld is thus expected to
represent observed temporal variability, at least for regions where reanalysis ﬁelds are skilful.
3.2.2 Skill of reanalysis precipitation
The validity of precipitation from reanalyses has been evaluated in several studies, although these did
not focus on downscaling. A series of papers followed the establishment of the NCEP-NCAR reanalysis
(Kalnay et al., 1996). Mo and Higgins (1996) evaluated the usefulness of reanalysis for hydrological
research ﬁnding that, in general, large-scale precipitation features are in good agreement with an alterna-
tive reanalysis (NASA Data Assimilation Oﬃce reanalysis) and satellite observations but that there are
signiﬁcant regional diﬀerences. In a similar study, Higgins et al. (1996) again compared the NCEP and
NASA reanalysis, this time over central United States during May for the period 1985-89. In general,
the NCEP reanalysis exhibited a higher correlation with observed precipitation than the NASA equiv-
alent, but the precipitation ﬁelds in each analysis are more closely related to one another than to the
observations.
Gutowski et al. (1997) assessed atmospheric water transport in the NCEP reanalysis by comparing
convergence in the Upper Mississippi and Ohio-Tennessee basins with observed river discharge. The
authors's premise is that, over several years, atmospheric water input should roughly equate to output
in streamﬂow but the study ﬁnds a diﬀerence of around 40%. The work does conclude that the temporal
variability of the reanalysis is in good agreement with observations.
Janowiak et al. (1998) compared precipitation ﬁelds from the NCEP reanalysis and the Global Pre-
cipitation Climatology Project (GPCP) for the period 1988-95. The GPCP has monthly estimates of
precipitation that incorporates both gauge observations and estimates from satellite measurements. As
with Mo and Higgins (1996), large-scale features were well resolved by the reanalysis but there are signif-
icant regional diﬀerences. Poor agreement between the two datasets was generally observed over oceans,
equatorial land regions and the Paciﬁc ITCZ. Wu and Xie (2003) reiterated the need to exercise caution
when using NCEP-NCAR reanalysis output for the tropical Paciﬁc.
Other studies have focused on speciﬁc areas. Poccard et al. (2000) evaluated the accuracy of rainfall
data from the NCEP-NCAR reanalysis compared to observations over tropical Africa between 1958 and
1997. The reanalysis was shown to generally underestimate amounts during the rainy season and also
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correlated poorly with observations in terms of interannual variability. However, the reanalysis was able
to replicate fairly well the main teleconnections between ENSO and African rainfall variations. Reid et al.
(2001) compared NCEP-NCAR reanalysis output with observations in Central and Eastern England and
Italy. Precipitation is not as well simulated by the reanalysis as other variables, particularly in regions
and periods that are dominated by convective precipitation. Enough examples exist in the literature to
suggest that there are stronger relationships between reanalysed and observed precipitation during winter
than in summer (e.g. Mo et al., 2005).
A great beneﬁt of a reanalysis is completeness of its spatial and temporal coverage (Reid et al.,
2001). However, the reanalysis output is usually in a gridded, uniform format which cause diﬃculty
when attempting to compare with point-scale, station observations. Some attempts have been made to
compensate for this. Widmann and Bretherton (2000) produced a 50-year precipitation dataset on a 50
x 50 km grid for the north-west United States. The grid values were interpolated from station data and,
because of the varying physical relief of the region, corrected for slope aspect and elevation. This dataset
was compared with precipitation from the NCEP-NCAR reanalysis with the overall aim of understanding
how useful precipitation from such a model is in estimating local temporal variability. On scales of about
500 km, long-term variability was well-captured by the reanalysis, although a poor representation of
topography meant that there were systematic biases at the individual grid cell scale. A similar approach
was undertaken by Maurer et al. (2002) to derive a dataset of land surface states and ﬂuxes. Widmann
and Bretherton (2000) acknowledged that the results are region- and model-speciﬁc given that previous
work has already established that correlation between reanalysed and observed precipitation is regionally
dependent. The good skill of the reanalysis in this case is partly attributed to the inclusion of assimilated
humidity values in the calculation of precipitation. The authors suggested that GCMs with similar
precipitation parameterisations may also produce decent results in other regions where good links between
reanalysed and observed precipitation have been found.
The limitations of reanalysed precipitation should still be noted. Bosilovich et al. (2008) evaluated
the precipitation ﬁelds of ﬁve reanalyses, including the NCEP-NCAR and ERA-40 systems, and showed
each to be in reasonable agreement with satellite-rain gauge observations over large areas. However, all
reanalyses showed a tendency to over-estimate precipitation in tropical regions. In general, the literature
suggests that the accuracy of reanalysed precipitation varies greatly across the world. Whilst other
reanalysed variables show greater agreement with observations, precipitation is often shown to have
substantial biases, or in some cases is subject to a pre-deﬁned correction (e.g. Sheﬃeld et al., 2004).
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3.3 Methods of validation and analysis
All hindcast simulations are performed using the ECHAM5 GCM (Roeckner et al., 2006). ECHAM5 forms
the atmosphere component of the ECHAM5/MPI-OM atmosphere-ocean coupled GCM, simulations from
which contributed to the IPCC AR4. ECHAM5 is run with a time-dependent post-industrial radiation
scheme, which includes prescribed quantities of atmospheric constituents. Long-term changes in water
vapour, cloud water content and cloud cover are resolved by the model. The simulations performed
here are relatively short thus do not involve the ocean component (MPI-OM), and are instead forced at
the atmosphere-ocean boundary by monthly sea-surface temperature ﬁelds from ERA-40. The nudging
procedure is wholly atmospheric and does not include ocean ﬁelds.
3.3.1 Performing a nudged simulation
A nudging technique (also known as Newtonian relaxation) (Krishnamurti et al., 1991; Jeuken et al., 1996;
Timmreck et al., 1999; Timmreck and Schulz, 2004) is used to force the ECHAM5 simulated divergence,
vorticity, temperature and surface pressure ﬁelds to corresponding ﬁelds from ERA-40 at all atmospheric
levels. The simulation is conducted between September 1957 and August 2002, the same period for
which ERA-40 data is available. In all subsequent analysis, only model output for full calendar years is
considered (1958-2001). Model output is on a T63 Gaussian grid, which equates to 1.875◦ × 1.875◦ or
roughly 200km latitude × 150km longitude at 45◦N.
The nudging procedure does not simply replace these prognostic variables with the reanalysis values,
but merely guides the GCM towards reality without substantially compromising model physics and
dynamics. Early examples of nudging in the literature are usually concerned with NWP (e.g. Lyne et al.,
1982; Ramamurthy and Carr, 1987) although there are some studies that have applied such methods
to GCMs (e.g. Murphy, 1999; Timmreck et al., 1999; Timmreck and Schulz, 2004). This method has
been used successfully in previous studies to force the circulation in earlier ECHAM versions towards a
reanalysis for short periods (Jeuken et al., 1996; Timmreck et al., 1999; Timmreck and Schulz, 2004), but
this is the ﬁrst time it has been applied to ECHAM5 and for the entire reanalysis period.




= Fm(Xt) +N(Xt) · (Xobs −X) (3.1)
as described in Krishnamurti et al. (1991). Here Fm represents the model tendency (the dynamical
and physical processes that determine the temporal evolution of X) (Wilks, 2006). N is the relaxation
coeﬃcient and Xobs represents a observed value to which the nudging is aimed. In practice, the full
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integration is a two-step process, with the normal tendencies ﬁrst carried out,
X∗t+4t = Xt + Fm(Xt) · 4t (3.2)
where X∗t+4t represents a pre-nudging predicted value of X at time t +4t. The nudging procedure
is applied in a second step,
Xt+4t = X∗t+4t +N(X
obs
t+4t −X∗t+4t) · 4t (3.3)
resulting in a new value, Xt+4t. The relaxation e-folding time, τ , is equivalent to 1/N . The choice
of τ is variable speciﬁc and based on the results of previous work (Jeuken et al., 1996; Kaas et al., 2000)
(Table 3.1). In each case, τ should be of suﬃcient length that the observed ﬁelds exert the required
inﬂuence but not so much that the relaxation term is dominant over the model tendencies (Kaas et al.,
2000).
Table 3.1: Relaxation coeﬃcients used in the nudging procedure. Based on simple nudging assimilations
used at the Danish Meteorological Institute (DMI) (Kaas et al., 2000).
Prognostic variable τ (hours) N(s−1)
Vorticity 6.00 0.0000463
Temperature 24.00 0.0000116
log(surface pressure) 24.00 0.0000116
Divergence 48.00 0.0000058
The nudging process requires a number of important considerations to be made. Deciding upon
a suitable value of the relaxation coeﬃcient is a crucial step in the nudging procedure (Stauﬀer and
Seaman, 1990; Jeuken et al., 1996). If too large a relaxation coeﬃcient is used, the relaxation itself could
compromise the model physics. Conversely, a small value will make little diﬀerence to the simulated
variable. Jeuken et al. (1996) varied the relaxation coeﬃcient in a number of experiments in order to ﬁnd
the most suitable value. These results have been adopted by subsequent works (e.g. Timmreck et al.,
1999). In most applications, the relaxation coeﬃcient for a given variable is constant in space and time.
Hoke and Anthes (1976) suggested, however, that the value of the relaxation coeﬃcient should reﬂect
the accuracy of the observations. As the conﬁdence in reanalysed data may vary on both temporal and
spatial scales, it is perhaps conceivable that a relaxation coeﬃcient is ﬂexible enough to account for this.
As pointed out by Jeuken et al. (1996), there are also diﬀerent approaches in the choice of the
simulated variables to be adjusted. Timmreck et al. (1999) use a nudging technique in their study of Mt.
Pinatubo volcanic cloud with the ECHAM4 GCM. Prognostic variables, including temperature, vorticity
and divergence, are relaxed towards observations in order to simulate the true circulation. Timmreck and
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Schulz (2004) applied relaxation coeﬃcients to temperature, vorticity, divergence and the logarithm of
surface pressure ranging from 1.16×10−5s−1 to 9.29×10−4s−1. In most cases, the chosen coeﬃcient value
is based upon work from previous studies. There is scope for the optimal value of a relaxation coeﬃcient
to be derived mathematically (Zou et al., 1992). However, whilst this is feasible for regional-scale studies
(e.g. Genthon et al., 2002), the computing power required to make such derivations for a global model
makes this additional step impractical.
It is important to identify an additional source of error that may be induced by the nudging procedure.
In a standard (non-nudged) simulation, the balance between the dynamically-resolved and parameterised
ﬁelds is physically consistent and the addition of a nudging term in (3.1) inhibits the parameterised
quantities to reach this balanced state (Jeuken et al., 1996). An implication is a modiﬁcation of dia-
batic heating in the GCM and a possible violation of energy conservation which in turn may result in
spurious precipitation. Jeuken et al. (1996) state that such errors will be greatest where the nudging
term is large relative to the other terms in each tendency equation and that the relaxation coeﬃcient
chosen for temperature must be small enough to prevent a distortion in the diabatic heating quantities.
This nudging-induced error, which is termed `type 4' in accordance with the deﬁnitions used thus far,
contributes along with parameterisation deﬁciencies (type 3 error) to form the total precipitation error.
Whilst the set of coeﬃcients in (Table 3.1) have been previously shown to be suﬃcient in suppressing
the dominance of the nudging term in the model tendency equations, the magnitude of a potential type
4 error is expected to be associated with considerable geographical variability.
3.3.2 Observational datasets
The output from the nudged simulation is compared to that of a standard (normal; non-nudged) free-
running ECHAM5 simulation at the same resolution for the period 1958-2001. All analysis is conducted
using seasonal mean precipitation which is consistent with other climate change projections and also
allows for a broad understanding of the seasonal dependence of model skill and thus the potential of a
proposed downscaling correction. Seasonal means from each simulation are compared to observations from
the Global Precipitation Climatology Project (GPCP) dataset (Huﬀman et al., 1997; Adler et al., 2003).
Version 2 of this dataset, described by Adler et al. (2003), provides gridded (2.5◦ × 2.5◦) monthly means
based on satellite and rain gauge observations for the period 1979-2001. Consideration was also given to
a similar merged dataset, the Climate Prediction Center Merged Analysis of Precipitation (CMAP) (Xie
and Arkin, 1997) that also provides monthly precipitation at the same spatial resolution. Gruber et al.
(2000) compared CMAP and a previous version of the GPCP dataset (Huﬀman et al., 1997), generally
ﬁnding good agreement between the datasets but also some acute diﬀerences. CMAP was shown to treat
rain gauge measurements diﬀerently to the GPCP dataset, such as in the inclusion of atoll gauge data
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to calibrate oceanic satellite estimates. The GPCP dataset has been used in other GCM and reanalysis
validation work (e.g. Janowiak et al., 1998; Trenberth and Shea, 2005) and is considered most suitable
for this analysis.
For the development of a high-resolution scaling correction, a comparison is made with the Global
Precipitation Climatology Center (GPCC) dataset (Rudolf et al., 1994; Beck et al., 2005; Rudolf and
Schneider, 2005; Schneider et al., 2008), which is based only on interpolated rain gauge observations
and covers only land areas but with a higher resolution of 0.5◦ × 0.5◦ and for the period 1958-2001.
Precipitation from the nudged simulation was linearly interpolated to the same 0.5◦ × 0.5◦ grid in which
the GPCC data is available.
3.4 Validation of GCM precipitation
3.4.1 Representation of the large-scale circulation in the nudged simulation
The nudged ECHAM5 simulation was evaluated alongside equivalent output from the free-running (non-
nudged) simulation for the period 1958-2001. It was ﬁrst of all necessary to compare circulation and
temperature ﬁelds from the nudged simulation with observations so as to ensure conﬁdence in the nudging
procedure. Figure 3.2 shows global correlation coeﬃcients between annual and monthly mean values
of example circulation variables from ERA-40 and corresponding ﬁelds from the standard and nudged
ECHAM5 simulations. As expected, standard simulated geopotential height and temperature at the
850-hPa and 500-hPa levels show no signiﬁcant relationship with ERA-40, with correlation coeﬃcients
ﬂuctuating around zero in all case (Figure 3.2a,c,e,g). The strongest correlation is +/-0.3 which reﬂects
that the ability of the normal simulation to reproduce interannual variability on a month-by-month (or
indeed, day-by-day) basis is non-existent.
In contrast, correlation between large-scale ﬁelds in the nudged simulation and ERA-40 are strong
(Figure 3.2b,d,f,h). Correlation coeﬃcients are consistently greater than 0.9 across the majority of the
globe. Tropical regions exhibit weaker correlations than extra-tropical regions. Geopotential height at
850-hPa shows noticably weak correlation with ERA-40 across much of northern South America (Figure
3.2b). This may be due to a number of factors, including the poor representation of real-world upper
air observations over this region in ERA-40, and the simulation of the intense convective processes that
prevail over the Amazon basin for much of the year. Correlations for geopotential height at 500-hPa
are not noticeably diﬀerent in the tropics, and this northern South America discrepancy is not apparent
(Figure 3.2d).
The representation of 850-hPa geopotential height is investigated further by examining correlation
coeﬃcients over each month of the year (Figure 3.3). A marked tropical-extratropical diﬀerence is evident
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Figure 3.2: Correlations of annual ERA-40 temperature (t) and geopotential height (z) at 850-hPa and
500-hPa with corresponding ﬁelds from the standard (`norm'; left panels) and nudged (`nudg'; right
panels) ECHAM5 simulations (1958-2001).
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in all months, although is most pronounced between April and September when there is a clear band
across the tropics in which correlations are consistently around 0.7 over the ocean. Whilst this tropical-
extratropical diﬀerence is less obvious during the rest of the year, the northern tip of South America
and parts of north-eastern Brazil show noticeably weak correlations (0.2-0.3) during all months. It is
interesting that correlations of this magnitude do not exist in other tropical continental areas, which
suggests that poor upper air representation of the northern South America region in ERA-40 is more
likely the cause of poor reanalysis-GCM correlation. Monthly mean correlations of observed and simulated
geopotential height at 500-hPa appear slightly weaker in the tropics between June and October (around
0.7) (Figure 3.4), but the tropical-extratropical diﬀerence is much smaller than at 850-hPa.
Simulated temperature is also more weakly correlated with ERA-40 in the tropics, with 500-hPa
temperature showing a particular tropical-extratropical diﬀerence which is most pronounced in the eastern
hemisphere (Figure 3.2f,h). Weak correlations (<0.3) of simulated 500-hPa temperature with ERA-40 are
most prominent in central Africa in the later half of the year (July to November) and in South-East Asia
from September to November (Figure 3.6). In contrast, simulated temperature at 850-hPa shows weakest
correlation with ERA-40 over the Amazon basin during November and December (Figure 3.5). Root
mean square errors (RMSEs) were calculated to quantify model skill in reproducing realistic temperature
values. RMSEs of 850-hPa temperature are greater over land, where variation in surface temperature is
greater than over the ocean (Figure 3.7). RMSEs are especially high over the Amazon basin between
August and November, which is consistent with other measures of model skill over this region. Errors in
500-hPa temperature are not especially localised, but greater on a global scale between November and
April (Figure 3.8).
3.4.2 Interannual precipitation variability
Simulated precipitation from both the nudged and standard (non-nudged) simulations is in reasonable
agreement with the long-term observed climatology in terms of the spatial distribution of large-scale
precipitation patterns. However, some key regional diﬀerences between the simulations are noted (Fig-
ure 3.9; right panels), particularly lower precipitation in the western Paciﬁc in the nudged simulation
compared to the standard simulation, which points towards the relevance of internal variability even for
multi-decadal averages. Other parts of the tropics also exhibit large diﬀerences, particularly south-east
Asia and the Amazon basin.
As the standard simulation is unable to represent observed interannual variability in seasonal mean
precipitation the correlation coeﬃcients ﬂuctuate randomly around zero (Figure 3.10a). In contrast,
seasonal mean precipitation from the nudged simulation exhibits in many areas high correlations with
observations (Figure 3.10b-f), including the extra-tropics (30◦ to 60◦), especially over large parts of
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Figure 3.3: Correlations of monthly ERA-40 geopotential height at 850-hPa with corresponding ﬁelds
from the nudged ECHAM5 simulation (1958-2001).
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Figure 3.4: As Figure 3.3 but for at 500-hPa.
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Figure 3.5: Correlations of monthly ERA-40 temperature at 850-hPa with corresponding ﬁelds from the
nudged ECHAM5 simulation (1958-2001).
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Figure 3.6: As Figure 3.5 but for at 500-hPa.
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Figure 3.7: RMSE of monthly ERA-40 temperature (◦C) at 850-hPa and corresponding ﬁelds from the
nudged ECHAM5 simulation (1958-2001).
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Figure 3.8: As Figure 3.7 but for at 500-hPa.
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Figure 3.9: Seasonal precipitation (expressed as monthly means and in mm) from the standard (`norm')
and nudged (`nudg') ECHAM5 simulations (a,c,e,g; left colour bar) and the respective percentage devia-
tion from GPCP observations (1979-2001) (b,d,f,h; right colour bar).
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Figure 3.10: Correlation between observed and ECHAM5-simulated annual and seasonal precipitation
(1979-2001). (a) Annual precipitation from the standard simulation. (b) Annual and (c-f) seasonal
precipitation from the nudged ECHAM5 simulation.
northern hemispheric land mass for all seasons with the exception of summer (JJA). Over the ocean,
correlations ﬂuctuate more, with the exception of the eastern equatorial Paciﬁc where they are consis-
tently high, and over tropical land areas they are noticeably lower. Indeed, agreement is considerably
poorer over the majority of the African continent than any other region, tropical or extratropical. In
general, correlation is weak in regions of negligible precipitation, such as the maritime deserts of the
sub-tropical Americas and south-west Africa, which can be attributed to a poorer model performance
and less conﬁdence in the quality of observational data.
This shows that given the correct large-scale atmospheric states ECHAM5 is able to successfully
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reproduce interannual variability of seasonal precipitation means over large areas, but that there are also
areas where this is not the case. Many of the low-skill regions are in the tropics where atmospheric
circulation is not quasi-geostrophic and thus may be less accurately represented by the reanalysis and by
the nudged ECHAM5 simulation. Similarly, the relatively low density of input data for the reanalysis
over the tropics, over the oceans (particularly across the Southern Hemisphere), and over the Arctic and
Antarctic may lead to signiﬁcant errors in the large-scale atmospheric states, such that type 1 errors are
not fully eliminated everywhere. In addition there are also errors in the observed precipitation which
depend on the data density.
The correlation maps thus provide an upper estimate for the remaining error, which consists of both a
parameterisation component (type 3) and a nudging-induced component (type 4). For the purposes of this
work, the objective is not to isolate each component but to identify regions where the total remaining
error is small and where the representation of temporal variability is skilful enough for the potential
development of a statistical correction. Thus, correlation maps in this instance can be considered a lower
estimate for the respective skill of ECHAM5 precipitation, but only in locations where correlation is
suﬃciently strong to realistically reject the inﬂuence of a nudging-induced error (type 4).
Nudging to the chosen set of variables (divergence, vorticity and temperature) improves the inter-
annual representation of the observed large-scale circulation, which is the main driver of precipitation
in extra-tropical regions. GCMs have previously shown skill in reproducing the links between precipita-
tion and particular circulation types (Maheras et al., 2004; Tolika et al., 2006). The nudging procedure
does not account for an explicit measure of atmospheric moisture (i.e. humidity), which may explain
the weaker correlations in large parts of the tropics where precipitation formation is driven by convective
processes to a greater extent than by the large-scale circulation (Reid et al., 2001). It should also be noted
that for much of Africa (especially during the boreal summer) and South America, weaker correlations
can be partly attributed to a sparse observational network compared with North America and Eurasia.
Previous validation work focusing on reanalysed precipitation has also noted poor simulation agreement
with observations in data-poor regions, such as the tropical Paciﬁc (Janowiak et al., 1998; Wu and Xie,
2003). Simulated precipitation is thus shown to be dependent upon circulation conditions. Previous work
has shown that the errors in the Atmospheric Model Intercomparison Project-type (AMIP) GCM runs
are largely attributable to errors in large-scale circulation (e.g. Risbey and Stone, 1996; Leung and Ghan,
1999).
3.4.3 Bias correction
Even in areas where the correlations of simulated and observed precipitation are high, the simulated
values may still systematically under- or over-estimate the real values. If these scaling errors in simulated
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Figure 3.11: Factors required to correct the bias in long-term seasonal mean precipitation from the nudged
ECHAM5 simulation across the northern hemisphere.
precipitation are stationary in time, they can be corrected (Widmann et al., 2003), and this simple
correction has previously been used as a reference method for statistical downscaling (Schmidli et al.,
2006). The correction is the scaling factor that would be required to transform simulated precipitation to
accurately reﬂect observations. As discussed in Chapter 2 (section 2.5.2), bias corrections have previously
been successfully developed for RCM simulations (e.g. Leander and Buishand, 2007; Graham et al., 2007;
Engen-Skaugen, 2007) but there is also potential for application to GCMs (Widmann and Bretherton,
2000; Widmann et al., 2003). At this stage, scaling is conducted on the same grid cell resolution as
ECHAM5 ( 1.87◦ × 1.87◦) and thus is not a downscaling correction.
In order to assess the sensitivity of a scaling approach to wet or dry situations, the scaling correction
factors were derived separately between ECHAM5 output and the lower, middle and upper terciles
(t1, t2 and t3) of seasonal precipitation means. That is, observed seasonal means from all years are
split into thirds, the ﬁrst third (t1; events below the 33rd percentile) consisting of the driest seasons.
Here, seasonal scaling factors are shown for the extra-tropical regions only, north of 30◦N (Figure 3.11)
and south of 30◦S (Figure 3.12). Northern hemisphere precipitation for the dry winter seasons (DJF
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Figure 3.12: As Figure 3.11 but for the southern hemisphere.
- t1) is slightly overestimated by the model over the Arctic, western Canada, and parts of Asia, and
slightly underestimated in most of the mid-latitudes. For the wet winter seasons (DJF - t3), under-/over-
estimation is similar, with Arctic estimates very close to observations. Most of the areas with substantial
scaling errors are very dry in winter, and even small absolute errors lead to considerable scaling factors.
It is important to note that in areas of extreme aridity, such as northern Africa and the deserts of central
Asia, large apparent errors may be ignored given that even a small absolute error may appear large
relative to near-zero precipitation in such areas. In summer (JJA) the results are similar in the sense
that scaling errors are mainly located over dry regions and that the t1 and t3 patterns are similar, while
the magnitude of the scaling errors is larger than in winter. Thus the model performs similarly in both
seasons in wet and dry years, whereas scaling factors are regionally and seasonally dependent. In both
seasons the scaling factor is close to 1 over most areas of substantial precipitation, with East Asia in
summer being the most important exception. A similar pattern emerges in the southern hemisphere of
under- (over-) estimation of the wettest (driest) events. There is a more widespread underestimation of
dry winter seasons (JJA - t1) compared to dry summer seasons (DJF - t1). Across the southern portion
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Figure 3.13: Correlation between ECHAM5 seasonal precipitation and GPCC observations (1958-2001).
Simulated precipitation taken from the nudged ECHAM5 simulation and subject to linear interpolation
to match the 0.5◦ × 0.5◦ grid cell resolution of the GPCC observations.
of South America, events in all three terciles are consistently underestimated with the exception of the
western coastline where precipitation is consistently overestimated.
3.5 Potential for a downscaling correction
The precipitation ﬁeld from the nudged simulation is shown to be in good agreement with monthly and
seasonal mean observations, both in terms of size of error and representation of temporal variability. The
potential for deriving a statistical downscaling correction of the simulated precipitation is subsequently
evaluated. ECHAM5 precipitation for the period 1958-2001 is compared with observations from the land-
only GPCC dataset. Global features in correlation coeﬃcients between ECHAM5 and GPCC monthly
precipitation means are similar to those between ECHAM5 and GPCP data, and land-only correlations
are shown to be stronger between ECHAM5 and GPCC (Figure 3.13). Correlations during the boreal
winter (DJF) would appear stronger, particularly in the northern hemisphere.
Again, tropical regions exhibit weaker correlations, as discussed in section 3.4. In contrast to the
satellite-gauge merged GPCP dataset, the GPCC data is based solely on gauge observations. No coverage
exists over the oceans, and coverage over large parts of Africa and South America is very sparse. It is
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Figure 3.14: Local scaling factors required to correct seasonal precipitation from the nudged simulation
(1958-2001).
therefore diﬃcult to make meaningful comparisons between simulated and observed precipitation. Whilst
the tropics are acknowledged as an extremely important region, the derivation of a robust downscaling
function is limited to those areas with an excellent observational network. At present, these are the
regions where informed inferences can be made about the model's performance and about the potential
for a statistical correction.
The bias correction approach described in section 3.4.3 was extended to derive a downscaled correc-
tion for ECHAM5 precipitation based on the high-resolution GPCC gridded precipitation dataset. The
correction in this case can be considered a basic `local scaling' downscaling model, correcting large-scale
simulated precipitation to derive an estimate for regional precipitation at a smaller spatial scale (e.g.
Widmann et al., 2003). The distribution of scaling factors across the globe is shown in Figure 3.14.
Again, large scaling factors in arid regions should be ignored and are only shown here so as to provide a
holistic global view of the potential for a scaling correction. Scaling factors in the majority of extratropi-
cal regions are between 0.5 and 2, although this information is not suﬃcient to suggest the application of
scaling in these regions will provide robust results. A further step is to identify areas where conﬁdence in
downscaling is high. In the analysis of these scaling factors, focus is limited to Europe where correlation
is generally strong during most of the year (Figure 3.15).
As the scaling correction of simulated precipitation would only yield meaningful results in regions
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where the correlation between simulated and observed values is high, the factors are shown only for areas
in which the correlation for seasonal means (using the GPCC data) are higher than 0.7. The GPCP and
GPCC-based correlation maps are very similar to one another on the coarser GPCP grid, and GPCC-
based correlations over data-dense regions are as high as 0.9 (Figure 3.13). Considerable scaling errors
include overestimation of spring and partly autumn precipitation over Scandinavia by a factor of 1.7, and
underestimation in parts of southern Europe in all seasons up to a factor of 2. In autumn and winter
almost all of Europe exhibits correlations above the 0.7 threshold (with the Alps being a noticeable
exception), whereas in spring and particularly in summer the temporal variability is not simulated well
enough to make a correction of simulated precipitation meaningful.
The downscaling correction was cross-validated using a variant of the leave-one-out approach. This
approach allows for seasonal precipitation for each year to be estimated independently using a scaling
factor derived from simulated and observed data from all other years between 1958-2001. A portion of
data is held back during the ﬁtting process and then used to independently validate the method. In
practice, a leave-seven-out approach was used in which a scaling factor to estimate seasonal precipitation
for given year was ﬁtted using simulated and observed data from all other years aside from a seven-year
period centred on the year to be estimated. A period of seven years was chosen to account for the
inﬂuence of decadal variability and resulting auto-correlation in the calculation of independent scaling
factors.
A cross-validated precipitation estimate was shown to be a substantial improvement over both the
Mediterranean basin and Australia, where ECHAM5 consistently underestimates precipitation through-
out the analysis period (Figures 3.16 and 3.17). Correction of Southern Africa precipitation, however, is
less successful as the simulation does not oﬀer a consistent representation of observed temporal variability.
Additionally, the quality of ERA-40 (to which the simulation is nudged) is problematic over the Southern
Hemisphere in the pre-satellite era, which appears to be reﬂected in the better skill of the nudged simu-
lation in the second half of the time series. In all three cases good skill on interannual timescales is also
associated with good reproduction of decadal variability. It is this property that makes the application
of scaling correction factors to climate change simulations promising.
In the practical application of downscaling for future climate scenarios, there is an argument for scaling
factors to be derived from standard (non-nudged) GCM simulations in order to consider the minor model-
inherent errors in the simulated large-scale circulation (type 1 error) that continue to be present in the
future simulation. However, only simulations in which the large-scale atmospheric states are brought
close to reality by nudging (or potentially direct data assimilation) allow a derivation of scaling factors
that are free from errors caused by diﬀering internal variability in the simulation and in the real world.
It is also only possible with these simulations to assess in which regions the simulated precipitation is
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Figure 3.15: Local scaling factors required to correct seasonal precipitation from the nudged simulation
over Europe (1958-2001). Scaling factors shown only in locations where correlation shown in Figure 3.13
is greater than 0.7.
highly correlated with real precipitation, which is a necessary condition for justifying the application of
correction factors. The nudged simulation also oﬀers the possibility to employ more sophisticated MOS
methods that are based, for example, on regression.
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Figure 3.16: Observed, simulated and corrected DJF precipitation (1958-2001). (a) Mediterranean basin,
(b) Australia and (c) Southern Africa. GPCC observations are represented by the solid line, nudged
ECHAM5 precipitation by the dashed line and cross-validated correction of nudged ECHAM5 precipita-
tion by the dotted line. Correlation coeﬃcient (r) and root mean squared error (RMSE) of the observed
and corrected time series are shown for each location.
Figure 3.17: As Figure 3.16 but for JJA.
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3.6 Summary and conclusions
The skill of GCM-simulated precipitation is diﬃcult to assess through simulation-observation comparison
as standard, free-running GCM simulations for historic periods cannot represent temporal variability on
a day-to-day basis. Here, a distinction was made between the three sources of error in GCM-simulated
precipitation and it was suggested that in removing the model's large-scale circulation errors (type 1)
and random internally-generated variability (type 2) it is possible to isolate the error relating to param-
eterisation and resolution of real-world orography (type 3).
In this chapter, the skill of a reputable GCM to parameterise precipitation based on realistic large-scale
conditions has been assessed. A nudged ECHAM5 simulation was conducted for the period 1958-2001
in which the simulated circulation and temperature variables were forced towards corresponding ﬁelds
from ERA-40. The nudged simulation suﬃciently reproduced the temporal variability in the extra-tropical
observed large-scale atmospheric state, thus accounting for deﬁciencies in the large-scale circulation (type
1) and random internal variability (type 2), and permitting a direct assessment of the parameterisation
of precipitation (type 3).
It was shown that GCM-simulated precipitation, despite being largely overlooked in downscaling
research, can be highly informative. Seasonal precipitation from the nudged simulation was shown to be
in excellent agreement with satellite-rain gauge observations in many regions of the world. Correlation
maps were used to identify regions in which observed interannual variability was well-reproduced, and
model skill was shown to be particularly high in the extra-tropics and over the northern hemispheric land
surface. ECHAM5 precipitation was shown to be less useful over large parts of Africa and South America,
although the success of nudging large-scale circulation and temperature ﬁelds in these regions may be
limited by the quality of ERA-40. Subsequently, a statistical downscaling correction of the simulated
precipitation ﬁeld was proposed that is conceptually similar to the MOS approach used in weather
forecasting. A simple scaling factor downscaling model was developed, demonstrating that simulated
precipitation oﬀers excellent value as a predictor for local precipitation in many regions.
It is noted that the nudging process may induce thermodynamic imbalance and possibly spurious
precipitation (type 4 error), which is also identiﬁed in previous work (Jeuken et al., 1996). The proposed
corrections are strictly applicable only to regions where temporal variability is well-represented and overall
model bias is relatively low, and a detailed diagnosis of a type 4 error was not considered, as such an
error is likely to be minimal in these areas. Application of a nudging approach to fully isolate the
parameterisation deﬁciencies (type 3) and thus quantifying model skill in areas where nudging-induced
spurious precipitation is more likely to cause problems (e.g. tropical regions) would require a more
thorough analysis.
77
Until now, the skill of GCM-simulated precipitation has typically been assessed by means of a multi-
model comparison (e.g. IPCC, 2007; Randall et al., 2007). Such comparisons inform as to where inter-
model agreement is high, but cannot distinguish between the three types of error that may be responsible
for the diﬀerences. With the correlation maps created here, it is possible to identify regions where
agreement amongst models is backed up by good parameterisation skill in ECHAM5 (e.g. Europe and
North America), and crucially regions where multi-model agreement may be due to an unknown error
common to many models. An example of the latter is East Africa, a region where the most recent IPCC
estimates are for an increase in winter (DJF) precipitation during the twenty-ﬁrst century (Christensen
et al., 2007), but where ECHAM5 skill was shown to be poor. Understanding the individual skill of





comparison of MOS and Perfect-Prog
downscaling methodologies
4.1 Introduction
It was demonstrated in Chapter 3 that there exists potential for a direct statistical downscaling correction
of the precipitation ﬁeld simulated by ECHAM5. Development of the local scaling correction, based on
a simple derivation of the diﬀerence between observed and simulated precipitation means, is a simple
form of MOS used previously in correcting bias in RCM simulations, and is conceptually diﬀerent to the
traditional Perfect-Prog statistical downscaling approach. A more sophisticated MOS approach would be
to calibrate a downscaling model on patterns of variability that exist in the time series of the predictor and
predictand ﬁelds. The main barrier to the development of such corrections for climate change simulations
is that, in order to make monthly or daily comparisons with observations, the required simulation of the
past (on which the correction is conditioned) must reproduce the temporal variability in the observed
record. Since GCMs are designed to evolve freely, there is typically no assimilation of historical data and
model to real-world comparison of anything other than long-term means and distributions is not possible.
The beneﬁts of the development of a nudged simulation described in Chapter 3, in which the prognostic
variables of the ECHAM5 GCM are forced toward (though not replaced by) real world observations, can
thus be considered two-fold. Firstly, as demonstrated in Chapter 3 (section 3.4), nudging ECHAM5 to
ERA-40 permits a quantiﬁcation of the skill of the precipitation ﬁeld to simulate temporal variability
given a realistic large-scale circulation. Previously, evaluation of GCM-simulated precipitation has been
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region-speciﬁc and limited to a particular synoptic situation (e.g. Osborn et al., 1999) but a nudging
approach provides, or at least the potential for, a global quantiﬁcation of skill. Secondly, in the context
of MOS downscaling, forcing the precipitation ﬁeld into temporal phase with the observed record allows
for statistical downscaling models to be calibrated on coupled modes of variability between simulated and
observed precipitation.
In this chapter, the potential for MOS downscaling correction of GCM-simulated precipitation is
explored further. In addition to the local scaling approach suggested in Chapter 3, more sophisticated
regression-based downscaling techniques are developed and assessed in terms of their respective skill.
These so-called `non-local' techniques use a larger spatial degree of predictor information and are based
on MCA and principal component multiple linear regression (PC-MLR) respectively. Following the MOS
approach, ECHAM5-simulated precipitation is used as the sole predictor in both the development and
implementation of each downscaling model. For comparison, equivalent downscaling models are developed
using both non-local techniques as part of a Perfect-Prog approach, in which reanalysis ﬁelds are used as
predictors.
The remainder of this chapter is structured as follows. Section 4.2 describes in detail the methods
used here to downscale ECHAM5 precipitation. Each method is cross-validated in section 4.3 and a
regional inter-comparison of method skill is discussed in section 4.4. A summary of key ﬁndings is given
in section 4.5 .
4.2 Description of MOS and Perfect-Prog downscaling method-
ologies
In addition to the local scaling method developed in Chapter 3, two further methods are developed that
seek to identify modes of variability within a ﬁeld deﬁned by a spatial grid surrounding the predictand
that are used to deﬁne a regression model. These methods oﬀer a direct comparison of skill of conceptually
identical methods using diﬀering predictor variables, and thus can operate under both MOS and Perfect-
Prog frameworks. Under a MOS framework, this predictor ﬁeld is the simulated precipitation, whereas
under a Perfect-Prog framework, historical observations of large-scale circulation variables constitute the
predictor ﬁeld.
4.2.1 Scaling of simulated precipitation (MOS only)
The local scaling method is described in Chapter 3 (section 3.5) and is extended upon here. This method
has previously been successfully applied to GCMs and also shown to have comparable skill to more
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sophisticated methods (e.g. Widmann and Bretherton, 2000; Widmann et al., 2003). Scaling methods
have also been applied to RCMs (e.g. Engen-Skaugen, 2007; Lenderink et al., 2007) and particularly in
a hydrological context (e.g. Graham et al., 2007; Leander and Buishand, 2007).
If it is assumed that the precipitation ﬁeld from the nudged ECHAM5 simulation is sound in terms of
its representation of spatial distribution and temporal variability in the observed record, then it may only
be necessary to `scale' the simulated precipitation ﬁeld to estimate precipitation on a spatial grid of higher
resolution. In development, a scaling factor is derived at each grid point, deﬁned as the ratio between
mean observed precipitation and mean simulated precipitation for the period 1958-2001. In estimating
future precipitation at a given location, simulated precipitation is multiplied by that particular location's
scaling factor (Widmann et al., 2003).





where Y i,j and Xi,j are the means of observed Y and simulated X precipitation respectively at i, j.
Future observed precipitation Y ∗ at i, j is thus given by
Y ∗i,j = X
∗
i,j · Fi,j (4.2)
where X∗i,j is a future simulated precipitation value at i, j.
4.2.2 Regression-based methods (MOS and Perfect-Prog)
Scaling of the simulated precipitation is simple to perform, but considers only predictor information at
the same geographical location as the predictand. Many downscaling methods seek to utilise neighbour-
ing predictor information, patterns which may provide more realistic and stable precipitation estimates
(Fowler et al., 2007). Non-local downscaling is more equipped to account for GCM errors due to spatial
discrepancy rather than unresolved physical processes. For instance, a GCM may be able to resolve
a particular precipitation characteristic in terms of magnitude and spatial extent, but in an incorrect
location. In practical terms, this has particular beneﬁts in accounting for a GCM's poor representation
of complex topography, for example.
Two further downscaling methods were developed using linear regression models. Key in each method
is the transformation of an initial two-dimensional predictor ﬁeld so as to identify coupled modes of
variability between the predictor and predictand ﬁelds. In practice, these methods are equivalent to
one-dimensional CCA, itself equivalent to principal component multiple linear regression (PC-MLR),
and one-dimensional MCA respectively. Linear regression models constructed using ﬁelds transformed
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with these methods have been used frequently in the literature, and in some cases subjected to a direct
comparison (e.g. Widmann et al., 2003; Tippett et al., 2008). It is not clear which method performs
better on independent data and it is arguable that the two should be viewed as complementary rather
than competing techniques (Cherry, 1996). In discussing the development of each downscaling model, it
is ﬁrst of all necessary to describe the procedure of data transformation in detail.
4.2.2.1 One-dimensional CCA and MCA
It is useful to discuss CCA and MCA in the context of the similarities and diﬀerences of each. CCA is
a widely applied approach used to identify coupled patterns in two datasets and ﬁrst implemented in a
meteorological application by Glahn (1968). Projection of the original two data sets onto these patterns
produces a new set of variables, linear combinations of the original ﬁelds, that have maximum possible
correlation (Bretherton et al., 1992; Wilks, 2006; Tippett et al., 2008). All subsequent pairs of patterns are
found such that projections of the data sets onto them are the most strongly correlated linear combinations
of the original ﬁelds that are not correlated with the preceding set(s) of linear combinations (von Storch,
1999). In contrast to principal component analysis (PCA), which identiﬁes variability patterns in a single
dataset, the new variables produced in a CCA maximise the relationship between two datasets, and in
this sense CCA can be considered a `double-barrelled' PCA (Wilks, 2006).
The procedures involved in performing MCA are conceptually similar to CCA and subject to the
constraint that the patterns within each dataset are orthogonal to each other. However, the goal of
MCA is to extract modes of variability between two data sets that exhibit maximum covariance rather
that maximum correlation (Tippett et al., 2008). MCA uses the singular value decomposition of the
cross-covariance matrix between the two ﬁelds, and in earlier papers is also referred to as SVD analysis
(Bretherton et al., 1992; Widmann et al., 2003; Widmann, 2005).
CCA and MCA transformation methods have often been compared (e.g. Bretherton et al., 1992;
Cherry, 1996; Widmann, 2005; Tippett et al., 2008) although it remains unclear which approach yields
the greater skill when used in, for example, a regression methodology to estimate the value of a predictand.
Widmann (2005) notes that whilst estimating a vector from a scalar produces identical results regardless
of the method used, estimating a scalar (one-dimensional predictand time series) from a vector (spatial
predictor ﬁeld) is method-dependent. In the example used by Widmann (2005), it is unclear whether
the CCA or MCA is most skilful when estimating January Arctic Oscillation index (AOI) from northern
hemispheric 850-hPa temperature and that each approach has advantages over the other.
Widmann (2005) and Tippett et al. (2008) have recently oﬀered useful clariﬁcation on the relationship
between CCA and MCA approaches for ﬁnding coupled patterns and multiple linear regression. In the
case of Widmann (2005), focus was given to the relationship with regression maps which are often used
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as a relatively simple way to capture the link between a particular time series and a meteorological ﬁeld.
The one-dimensional MCA method is also performed by Thompson and Wallace (1998); inter-dataset
patterns were derived by regressing time-dependent geopotential height ﬁelds onto the AOI time series.
Time series of `expansion coeﬃcients' were produced by orthogonally projecting the original ﬁelds onto the
corresponding regression pattern. These so-called time expansion coeﬃcients (TECs; Widmann, 2005)
exhibit maximum covariance with the time series when the values in the initial spatial ﬁeld are expressed
as anomalies (i.e. with a mean of zero). This method is thus identical to performing one-dimensional
MCA, although this connection was not discussed by Wallace et al. (1995) or Thompson and Wallace
(1998) and was ﬁrst identiﬁed by Widmann (2005).
Here, one-dimensional MCA was performed in the same way. For each location (i.e. each grid point)
a map of coeﬃcients, determined by regressing the spatial predictor ﬁeld onto the predictand time-series,
(in this case observed monthly mean precipitation) was produced to capture the signal of the time-
series in the ﬁeld (Widmann, 2005). TECs, deﬁned by orthogonal projection of the original predictor
ﬁeld anomalies onto the regression map, formed the new variables entered in a linear regression model
to estimate unknown values of monthly mean precipitation. For transparency in the approach taken
in constructing the one-dimensional MCA, the method is referred to as SVD-regression map (hereafter
SVD-RM) in the remainder of this and subsequent chapters. This is consistent with the terminology used
in its recent application by Widmann (2005).
One-dimensional CCA was performed in a conceptually identical manner: linking point-scale observed
precipitation at each grid point with a spatial meteorological ﬁeld. In this case, the actual method used
was principal component multiple linear regression (PC-MLR, or simply, PCR); that is, multiple linear
regression between point-scale precipitation and principal components of the spatial ﬁeld, which in the
one-dimensional case is a procedure equivalent to CCA (Glahn, 1968; DelSole and Chang, 2003; Widmann,
2005; Tippett et al., 2008). Again, to maximise transparency in the construction and application of this
downscaling model, the method is hereafter referred to as CCA-PCR. In contrast to SVD-RM, CCA-
PCR required a decision on the number of principal components (PCs) to retain. Inclusion of fewer
predictors in a regression model is likely to avoid overﬁtting issues and improve the representation of
actual relationships (Tippett et al., 2008). Here, ten MLR models were produced with 1-10 retained PCs.
Selecting the most skilful CCA-PCR model ultimately requires a subjective decision, and whilst such a
decision is removed from the SVD-RM approach, it may be possible to isolate a CCA-PCR model with
a number of PC predictors that consistently outperforms its SVD-RM equivalent.
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4.2.2.2 MOS and Perfect-Prog application
The SVD-RM and CCA-PCR methods were implemented under both MOS and Perfect-Prog approaches
to statistical downscaling (see Chapter 2, section 2.5). For MOS, this simply involved using the ECHAM5-
simulated precipitation ﬁeld as a predictor variable. In model development under a Perfect-Prog approach,
a number of observed predictor variables were taken from ERA-40. These included geopotential height,
temperature, and speciﬁc and relative humidity at 1000-hPa, 850-hPa and 500-hPa. Whilst there exist
higher resolution observational data sets of some variables, ERA-40 provides a platform for the analysis
to be performed globally.
An important consideration is the size of the spatial domain from which predictor information is
taken (Fowler et al., 2007). Wilby and Wigley (2000) gave examples of precipitation exhibiting stronger
correlation with mean sea level pressure (MSLP) in neighbouring grid cells than with the same grid cell.
As the goal here is to downscale precipitation individually at each grid cell across the globe, the position
and spatial extent of the predictor domain is constant, although altering these parameters may form an
important part of future studies at more speciﬁc locations. In developing a MOS downscaling model,
the domain is deﬁned as 20◦ longitude× 10◦ latitude for each location. In a Perfect-Prog approach, for
all observed predictors, the spatial extent of the domain was considerably larger than that used for the
MOS approach (40◦ longitude× 20◦ latitude). This was to account for a greater spatial inﬂuence of these
variables on precipitation and the coarser resolution of ERA-40 (2.5◦ grid cells) compared to ECHAM5
(approximately 1.875◦ grid cells). No attempt was made to derive an optimally sized spatial grid, which
is likely to be season- and location-speciﬁc. The potentially global application of the downscaling models
developed here means that such an optimisation step is impractical, although recommendations are made
in section 4.5 as to where downscaling performance may be improved by a change in domain size. It
was also important that a concurrent signal is sought between local precipitation and meteorological
conditions within an area of relative proximity. As noted by Widmann (2005), the GCM grid cells
included within the domain (spatial grid) do not represent equal areas and it is necessary for the data
in each cell to be weighted. In the case of the domains used in both MOS and Perfect-Prog downscaling
development, this is performed by weighting the simulated precipitation ﬁeld with the square root of the
cosine of the latitude (Widmann, 2005).
4.2.3 Observational data and downscaling model validation
All downscaling methods are developed using real world observational data for the predictand. For
global analysis, monthly mean observational precipitation data is taken from the Global Precipitation
Climatology Center (GPCC) gridded dataset. Land-only interpolated rain gauge data is available at a
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resolution of 0.5 × 0.5 from 1900-2008 (see also Chapter 3, section 3.3.2). The quality of the data set
is dependent on station density and completion of observational records, both of which are suﬃcient for
the period 1958-2001 which is required in this analysis.
In order to evaluate the actual skill of each method, it is necessary to develop a downscaling model to
estimate local precipitation for a period that is held back in the development of that model. In short, the
ﬁtting period is required to be independent of the validation period. Such cross validation strategies are
common where simultaneous records of simulated and observed data are limited (e.g. Widmann et al.,
2003). Often, the observed record is split into two (or more) datasets, say P1 and P2. A downscaling
model developed by linking observed predictand data for period P1 with a simulation of the same period
is then used to estimate values of the predictand for period P2. The process is then repeated with
reversed ﬁtting and validation periods. The result is a concatenated time series of the predictand which
has been independently-estimated, and which can then be compared with the original observational data.
An important assumption of this cross validation method is that the quality of the observed data is
similar in P1 and P2. In the case of the GPCC data, it is known that a the amount of station data (and
consequently, the quality of the data) increased chronologically throughout the record. Thus, data for
P1 is unlikely to be as reliable as data for P2. Additionally, splitting the observed data in this way may
separate important modes of variability or inter-decadal patterns. As an alternative, a variation of the
`leave-one-out' cross validation approach is used (e.g. Wilks, 2006).
The downscaling model for a given year, t, is derived from simultaneous values of simulated and ob-
served seasonal means for the complete time series (n years), with the exception of a seven-year `exclusion
period' around t. Thus, for the complete time series, simulated and observed values are taken for all years
up to t-3 and after t+3. Independent estimates for all n years are then concatenated to form a single
time series which can then be directly compared to observations. Omitting a period of seven years from
each model development was considered suﬃcient to account for autocorrelation of monthly precipitation
between neighbouring years.
4.3 Validation of MOS and Perfect-Prog downscaling methods
4.3.1 MOS approach
The local scaling approach was introduced in Chapter 3 (section 3.5) and is now extended and fully as-
sessed in terms of its skill for independently estimating local-scale precipitation. Cross-validated estimates
are made for local-scale monthly mean precipitation for 1958-2001. Correlation between the `corrected'
simulation and corresponding observations are shown in Figure 4.1. Across much of the northern hemi-
sphere, correlation coeﬃcients are strongly positive for most of the year. In Europe and North America,
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correlation is particularly high during the winter months (DJF), and greater than 0.8 in some areas. Cor-
relation is noticeably weaker during summer (JJA) across the northern hemisphere, and the diﬀerence
is particularly apparent in central Asia and, to a lesser extent, the central United States. Throughout
most of Africa and South America, correlation is weak for most of the year, with the exception of parts
of South Africa and eastern South America during the austral summer months (DJFM). Correlation
coeﬃcients in eastern Australia are strong (> 0.7) for all months of the year, and in much of the rest
of Australia during the austral summer and autumn months (DJFMAM). The spatial distribution of
long-term bias in corrected precipitation is similar to that of correlation (Figure 4.2). Realistic monthly
mean precipitation is well-reproduced throughout the extra-tropics and performance is poorest across
the driest parts of the sub-tropics. As mentioned in Chapter 3, the apparent poor performance of any
downscaling model in extremely arid regions may be attributable to small absolute errors appearing large
relative to low precipitation totals. Correlation and bias results in such areas should be largely ignored
in the remainder of this chapter.
ECHAM5-simulated precipitation downscaled using non-local regression methods is also directly com-
pared to corresponding observations. Using a SVD-RM approach, the geographical distribution of corre-
lation coeﬃcients is relatively similar to that for the local scaling approach (Figure 4.3), with the strongest
correlation occurring in the northern hemisphere during the boreal winter (DJF). The regions of smallest
long-term bias also appear similar, with the majority of Eurasia and North America well-represented
during all months of the year (Figure 4.4).
With the CCA-PCR method, correlation maps between reconstructed and observed local-scale precip-
itation precipitation once again appear similar to the previous two methods. CCA-PCR skill is dependent
on the number of retained predictor PCs. Here, correlation coeﬃcients for methods retaining 2 (Figure
4.5), 5 (Figure 4.6) and 10 (Figure 4.7) PCs are shown. In general, the spatial distribution is similar to
the local scaling and SVD-RM methods and there is little discernible diﬀerence between diﬀerent numbers
of retained PCs. In terms of bias, CCA-PCR with 2 PCs (Figure 4.8) tends to estimate precipitation
with good spatial consistency in regions where bias is generally small. Bias in the precipitation estimates
based on 5 or 10 PCs (Figures 4.9 and 4.10) show greater spatial variability in the same regions. It is
noted, however, that the optimal number of PCs to retain in a CCA-PCR model is location- and season-
speciﬁc.
A comparison of the skill of each method on a regional basis provides a more in-depth analysis.
Figure 4.11 gives a detailed overview of average correlation, root mean squared error (RMSE) and bias
statistics during January and July across three regions where MOS application shows the greatest po-
tential: Europe, North America and Australia. As is also evident in the previous plots in this section
(Figures 4.1-4.10), model performance is greater during winter than during summer. Local scaling of-
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Figure 4.1: Correlation between monthly mean precipitation GPCC observations and cross-validated
estimate based on local scaling.
87
Figure 4.2: Bias (percentage) between monthly mean precipitation GPCC observations and cross-
validated estimate based on local scaling.
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Figure 4.3: Correlation between monthly mean precipitation GPCC observations and cross-validated
estimate based on SVD-RM.
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Figure 4.4: Bias (percentage) between monthly mean precipitation GPCC observations and cross-
validated estimate based on SVD-RM.
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Figure 4.5: Correlation between monthly mean precipitation GPCC observations and cross-validated
estimate based on CCA-PCR (2PCs).
91
Figure 4.6: Correlation between monthly mean precipitation GPCC observations and cross-validated
estimate based on CCA-PCR (5PCs).
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Figure 4.7: Correlation between monthly mean precipitation GPCC observations and cross-validated
estimate based on CCA-PCR (10PCs).
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Figure 4.8: Bias (percentage) between monthly mean precipitation GPCC observations and cross-
validated estimate based on CCA-PCR (2PCs).
94
Figure 4.9: Bias (percentage) between monthly mean precipitation GPCC observations and cross-
validated estimate based on CCA-PCR (5PCs).
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Figure 4.10: Bias (percentage) between monthly mean precipitation GPCC observations and cross-
validated estimate based on CCA-PCR (10PCs).
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Figure 4.11: January (black lines) and July (red lines) correlation, RMSE (mm) and bias statistics (mm)
for diﬀerent downscaled corrections in three diﬀerent regions. Values shown are averages of grid-cell
statistics. Horizontal lines represent local scaling (dashed lines) and SVD-RM (solid lines) corrections;
varying lines represent CCA-PCR corrections with diﬀerent numbers of retained PCs. Note: local scaling
RMSE (July only) and bias statistics are larger than the scale used.
fers a stronger mean correlation than SVD-RM in all case, and also outperforms CCA-PCR in North
America and Australia during both January and July (Figure 4.11a,d,g). In Europe, CCA-PCR is able
to outperform local scaling and SVD-RM during January when an optimal number of PCs is retained.
With CCA-PCR, correlation becomes stronger with an increasing number of retained PCs up to a certain
point, which is between 4 and 7 PCs across all regions. Retaining more than 7 PCs does not improve
overall correlation and the model is at risk from overﬁtting. The optimal number of PCs appears smaller
during the summer months when predictability in each region is generally poorer.
In terms of RMSE statistics, SVD-RM outperforms local scaling in all cases, which is a reversal of
the apparent skill in representing temporal variability (Figure 4.11b,e,h). An optimal range of PCs to
retain for CCA-PCR is again evident, with fewer PCs required during July. General conclusions are
more diﬃcult to draw from bias statistics (Figure 4.11c,f,i), although bias in the SVD-RM correction is
generally smaller than for local scaling. This is especially the case in North America and in Australia
during July when large errors in local scaling estimates appear to distort the mean statistics. For CCA-
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Figure 4.12: Taylor diagrams showing performance of local scaling (LS), SVD-RM and CCA-PCR (with
2, 5 and 10 retained PCs) methods to estimate European local-scale winter (DJF) precipitation. Points
plotted correspond to correlation of estimated and observed time series and the standard deviation.
Observed (OBS) precipitation is plotted as a reference.
Figure 4.13: As Figure 4.12 but for spring (MAM).
PCR, optimisation in the number of PCs to retain is more diﬃcult, although a similar range to that
noted for correlation and RMSE is apparent (between approximately 4 and 7 PCs).
It is useful to further compare downscaled precipitation from each method and how closely they
match observations. Taylor diagrams (Taylor, 2001) provide a visualisation of the similarity between two
patterns, expressed in terms of their correlation, root-mean squared error and standard deviation. Here,
Taylor diagrams are used to quantify the relative skill of the diﬀerent downscaling methods in estimating
seasonal European precipitation (Figures 4.12-4.15). It should also be noted that the statistics in these
diagrams are calculated directly from European monthly mean precipitation, rather than as an average
of grid-point correlation and bias statistics which are used in Figure 4.11.
In the majority of months, points representing precipitation estimated using the CCA-PCR method
(with 2, 5 and 10 retained PCs respectively) lie nearest to the `observed' point. These estimates show
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Figure 4.14: As Figure 4.12 but for summer (JJA). Note: local scaling estimate for August is very large
and appears oﬀ the shown diagram.
strongest correlation with observations and lowest RMSEs, and this method would thus appear to exhibit
the greatest skill. Additionally, CCA-PCR estimates show largely similar standard deviations to the
observed time series, suggesting that the patterns in temporal variation are of the correct amplitude
(Taylor, 2001). During winter, both the local scaling and SVD-RM methods produce estimates that
correlate strongly with observations, but with smaller and larger standard deviations respectively (Figure
4.12). During spring and summer, the SVD-RM correction consistently over-estimates standard deviation,
and thus has a greater RMSE than the CCA-PCR corrections despite exhibiting a similar correlation
with observations (Figures 4.13 and 4.14). This over-estimation is curious; any regression method would
be expected to represent less variance than is apparent in the real world. It is important to note that the
estimates presented here have been constructed using a rigorous cross-validation that is likely to account
for the over-estimation. Local scaling is also associated with an over-estimation of variance between
April and September, but standard deviation is better represented from October onwards (Figure 4.15).
During spring and summer, SVD-RM precipitation estimates have consistently stronger correlation with
observations and smaller RMSEs compared to local scaling estimates. However, the SVD-RM estimate
shows far greater temporal variability than observations during summer (greater than 9 mm for July;
Figure 4.14). Spatial variability is more accurately estimated by SVD-RM method during Autumn but
is still out-performed by CCA-PCR (Figure 4.15).
Analysis of average statistics provides an indicator of downscaling model skill but the global correla-
tion plots in Figures 4.1-4.10 clearly demonstrate the need to consider each region individually. This is
obviously of particular importance when assessing the ability of a downscaled model to resolve precipita-
tion processes in regions of complex topography or land-sea contrasts, or in areas where other downscaling
methodologies (both dynamical and statistical) have previously been shown to be lacking in skill. In-
depth analysis of MOS downscaling potential in Europe, North America and Australia will thus follow
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Figure 4.15: As Figure 4.12 but for autumn (SON).
in section 4.4.
4.3.2 Perfect-Prog approach
A number of observed atmospheric ﬁelds were used as predictor variables for local-scale precipitation as
part of a Perfect-Prog framework. Geopotential height, temperature and speciﬁc and relative humidity
at the 1000-hPa, 850-hPa and 500-hPa levels were taken from the ERA-40. Variables are used as single
predictors and as combinations of two predictors. As with the formulation of MOS downscaling models,
a leave-seven-out cross-validation technique is used to estimate precipitation between 1958-2001, with
correlation and bias statistics calculated between the estimated series and the observed record. For
brevity, tables and ﬁgures in this section illustrate results for January and July, which can be considered
representative of the amplitude of intra-annual variability.
Table 4.1 provides a summary of mean correlation statistics for all variables. It is immediately apparent
that the skill of each predictor is season- and method-dependent. CCA-PCR would appear to oﬀer slightly
more predictive skill overall than SVD-RM for most variables, and particularly for geopotential height
and temperature. It is notable that, whilst for the MOS downscaling models the optimal number of
principal components (PCs) to retain for inclusion in a multiple linear regression model was between
4 and 7, for the majority of Perfect-Prog models the optimal number is around 10. The larger spatial
domain used for non-local Perfect-Prog compared with MOS downscaling models means a covariance
matrix is constructed with information from a larger number of grid points (i.e. individual time series;
considered `variables' in this case). It is unsurprising, therefore, that a larger number of PCs is required
to produce the optimal level of model skill. The SVD-RM method appears better suited for those models
based on atmospheric moisture predictors. Whilst crude, the summarised results in Table 4.1 help justify
the choice for detailed graphical representation of the best performing variables.
100
Table 4.1: Summary correlation statistics for cross-validated correction of January and July precipitation
using varying predictors and downscaling methods. Statistics shown are global mean of local correlations
(standard font) and percentage of the globe with correlation greater than 0.5 and 0.7 (in parentheses)
respectively (both shown in italics). The predictors are geopotential height (Z), temperature (T ), speciﬁc
(q) and relative humidity (rh) at the 1000-hPa, 850-hPa and 500-hPa levels. Methods are SVD-RM and
CCA-PCR with 2 and 10 retained PCs.
January July
SVD-RM CCA-PCR(2) CCA-PCR(10) SVD-RM CCA-PCR(2) CCA-PCR(10)
Z1000 0.157 0.123 0.347 0.151 0.089 0.274
9.56 (1.24) 11.37 (2.43) 27.43 (7.54) 4.92 (0.18) 5.78 (0.235) 16.15 (2.28)
Z850 0.157 0.126 0.338 0.162 0.106 0.280
10.05 (1.58) 12.45 (2.61) 27.44 (6.86) 6.20 (0.22) 6.07 (0.29) 17.94 (2.63)
Z500 0.153 0.091 0.276 0.165 0.106 0.242
9.87 (1.74) 10.55 (2.05) 19.20 (4.00) 6.07 (0.24) 5.31 (0.29) 12.42 (0.82)
T1000 0.205 0.151 0.301 0.199 0.112 0.242
9.97 (0.72 13.65 (1.25) 24.80 (3.78) 5.57 (0.19) 5.34 (0.24) 12.88 (0.52)
T850 0.171 0.130 0.273 0.187 0.115 0.224
7.61 (0.39) 8.45 (18.34) 18.34 (2.19) 5.96 (0.18) 5.20 (0.23) 11.20 (0.46)
T500 0.124 0.071 0.210 0.121 0.067 0.164
6.41 (0.62) 6.65 (0.74) 12.81 (1.40) 3.28 (0.01) 3.89 (0.11) 6.06 (0.15)
q1000 0.240 0.179 0.314 0.155 0.067 0.200
14.58 (1.12) 15.05 (1.68) 24.94 (4.81) 4.30 (0.05) 3.43 (0.07) 9.49 (0.27)
q850 0.227 0.170 0.303 0.166 0.074 0.192
14.25 (0.93) 13.81 (1.35) 23.40 (3.73) 4.30 (0.06) 4.09 (0.10) 7.87 (0.24)
q500 0.190 0.130 0.242 0.147 0.063 0.177
10.97 (1.00) 10.58 (1.14) 17.94 (2.09) 4.08 (0.03) 3.490 (0.07) 7.49 (0.19)
rh1000 0.210 0.105 0.246 0.200 0.096 0.238
13.14 (0.86) 10.20 (0.82) 18.56 (2.64) 10.65 (0.40) 7.12 (0.27) 15.47 (1.10)
rh850 0.216 0.119 0.255 0.222 0.134 0.239
14.55 (1.07) 12.41 (0.94) 19.46 (2.62) 9.08 (0.16) 6.81 (0.16) 12.58 (0.68)
rh500 0.131 0.044 0.175 0.149 0.048 0.175
8.93 (0.68) 7.35 (0.68) 11.79 (1.05) 4.38 (0.02) 2.51 (0.02) 8.85 (0.20)
Z1000 0.248 0.106 0.359 0.234 0.099 0.271
T1000 16.95 (1.74) 11.52 (1.36) 31.25 (7.37) 9.57 (0.32) 5.44 (0.19) 16.40 (1.32)
q1000 0.248 0.167 0.331 0.219 0.087 0.254
T1000 14.49 (1.22) 14.49 (1.22) 27.69 (5.47) 8.42 (0.23) 5.76 (0.30) 15.38 (0.82)
Z1000 0.264 0.139 0.358 0.217 0.083 0.249
q1000 18.18 (2.16) 12.46 (1.53) 30.78 (7.85) 8.44 (0.28) 5.16 (0.21) 14.60 (1.26)
Z1000 0.260 0.139 0.363 0.221 0.086 0.261
q850 18.95 (2.04) 13.60 (1.27) 31.14 (7.61) 8.34 (0.22) 5.56 (0.19) 14.43 (1.21)
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The presentation of results in this section is designed to describe the seasonal and spatial distribution
of downscaling model skill and thus analysis at this stage is conﬁned to an interpretation of correlation
and bias statistics. Focus is initially given to downscaling models constructed using single predictor
variables, with these results contributing to the formulation of models with paired predictors. CCA-PCR
models constructed using 2 and 10 PCs only are shown in the following ﬁgures.
4.3.2.1 Single predictors
In terms of correlation, and thus representation of temporal variability, skill is generally highest in Europe
and North America during the winter months (inferred from January) that are characterised by greater
rainfall. For European precipitation, the most powerful predictor is geopotential height at 1000-hPa
(Z1000) and to a lesser extent at 850-hPa (Z850) (in Figure 4.16). Speciﬁc humidity at 850-hPa (q850;
Figure 4.17) and temperature at 1000-hPa (T1000; Figure 4.18) shows good predictive power across much
of southern and Mediterranean Europe. Relative humidity at higher levels (850-hPa and 500-hPa) shows
reasonable skill across parts of western and central Europe and also across parts of North America,
particularly west of the Rocky Mountains (Figure 4.19). Temperature and geopotential height (at 1000-
hPa and 850-hPa) also oﬀer sound skill in these areas during January, although skill is noticeably poor
for all predictors across much of the eastern USA and Canada. This is surprising given a dense rain gauge
network and completeness of station records. Additionally, the good performance of MOS downscaling
models in this region is similar to that in Europe, a pattern not evident amongst Perfect-Prog predictors.
For a number of predictors, correlation is also strong across much of Australia, southern Africa and
parts of eastern South America during the Austral summer. Parts of Asia and eastern Africa also
show reasonable skill although with limited consistency in terms of seasonality. Speciﬁc and relative
humidity exhibit good skill across much of northern Australia during the wetter summer months (Figures
4.17 and 4.19), and temperature at 1000-hPa and 850-hPa (T1000 and T850) also shows reasonable, if
not outstanding, skill (Figure 4.18). Rainfall during these months is largely convective and related
to variations in atmospheric moisture and temperature as a result of the southward migration of the
Intertropical Convergence Zone (ITCZ). One might expect some relationship between precipitation and
geopotential height at this time of year to reﬂect the movement of the trough of low pressure associated
with the ITCZ. In this case, it is unlikely that size and orientation of the domain size used to conduct
non-local estimates for local precipitation is optimal. The temperature and humidity predictors are also
associated with strong correlation in southern Africa during the summer months (DJF), and q500 shows
decent predictive power for parts of north-eastern Brazil.
In the Northern Hemisphere, precipitation estimates during July (i.e. indicative of summer) are
generally associated with weaker correlation, a ﬁnding consistent with the validation of MOS models
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Figure 4.16: Correlation between January mean precipitation GPCC observations and cross-validated
downscaled estimates using geopotential height as a predictor.
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Figure 4.17: As Figure 4.16 but using speciﬁc humidity as a predictor.
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Figure 4.18: As Figure 4.16 but using temperature as a predictor.
105
Figure 4.19: As Figure 4.16 but using relative humidity as a predictor.
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in section 4.3.1 and in previous work in downscaling European and North American precipitation. In
northern Europe, geopotential height and, to a lesser extent, temperature at 1000-hPa and 850-hPa
show decent predictor skill (Figures 4.20 and 4.22), but southern Europe precipitation appears diﬃcult
to predict. Similarly, correlation amongst all variables is sporadic in North America, although relative
humidity does show some skill in the Paciﬁc north-west. In the Southern Hemisphere, there is evidence
of greater predictability, geopotential height at 850-hPa showing reasonably strong correlation across the
southern fringe of Australia (Figure 4.20). Speciﬁc and relative humidity also oﬀer decent skill in other
parts of the Australian continent, although there is little consistency as to which particular areas are best
represented (Figures 4.21 and 4.23).
In general, long-term means are well resolved by the majority of downscaling models throughout the
extra-tropics and in areas where correlation is high. In the world's tropical regions, long-term bias can be
signiﬁcant, particularly across Africa and South America. Global biases for each individual variable at
1000-hPa during January and July are shown in Figures 4.24 and 4.25 respectively. Bias in precipitation
estimated from CCA-PCR with 2 retained PCs is similar to that estimated from SVD-RM. CCA-PCR
developed with 10 PCs appears to induce over-estimation of January precipitation over large parts of
Eurasia. Moreover, inconsistencies in spatial distribution of long-term bias are common in all CCA-PCR
downscaling models which include large numbers of retained PCs. More attention is given to bias in
downscaled estimates in section 4.4 for particular regions, where the eﬀect of real-world orography is
discussed in more detail.
There is little noticeable diﬀerence in correlation between methods on a global scale, although CCA-
PCR is generally shown to outperform SVD-RM. Furthermore, CCA-PCR would appear to perform
better for low-level predictor variables (e.g. T1000 in January; Figure 4.18). In most cases, there is little
extra predictive skill that the SVD-RM method can oﬀer over CCA-PCR with 2 retained PCs. Given
that 10 is clearly a more appropriate number of PCs to retain, it stands to reason that pre-ﬁltering is a
necessary and worthwhile additional step in the CCA-PCR method. The relative beneﬁts of each method
is discussed in greater detail in section 4.4
For regions where downscaling models perform consistently well there is little diﬀerence in the overall
skill between SVD-RM and CCA-PCR methods. Taylor Diagrams (Taylor, 2001) can be used again to
reveal more information in regions where downscaling models perform consistently well (Figure 4.26).
Estimates of precipitation made using CCA-PCR with 10 retained PCs are consistently more strongly
correlated with observations than equivalent SVD-RM estimates and exhibit smaller RMSEs. Addition-
ally, the precipitation time series reconstructed with SVD-RM are generally associated with an unrealistic
standard deviation; CCA-PCR estimates are a more consistent match for observations in this sense. Six
(four) CCA-PCR estimates for January (July) have a correlation greater than 0.8 and a RMSE less than
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Figure 4.20: Correlation between July mean precipitation GPCC observations and cross-validated down-
scaled estimates using geopotential height at 1000-hPa, 850-hPa and 500-hPa as a predictor.
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Figure 4.21: As Figure 4.20 but with speciﬁc humidity as a predictor.
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Figure 4.22: As Figure 4.20 but with temperature as a predictor.
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Figure 4.23: As Figure 4.20 but with relative humidity as a predictor.
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Figure 4.24: Bias (percentage) between January mean precipitation GPCC observations and cross-
validated downscaled estimates using various predictors at 1000-hPa.
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Figure 4.25: Bias (percentage) between July mean precipitation GPCC observations and cross-validated
downscaled estimates using various predictors at 1000-hPa.
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5mm per month compared, whereas no SVD-RM estimates meet these thresholds. More detailed com-
parisons are made in section 4.4, but inconsistencies in the optimal number of PCs to retain may count
against the CCA-PCR method, in terms of its potential for global application. It is also worth reiterating
that much work has focused on developing statistical downscaling models using predictors such as these
on much smaller, and ultimately more speciﬁc, scales. The purpose here is for the Perfect-Prog downscal-
ing models to act as a reference and to gauge the relative performance of MOS downscaling corrections
across the globe.
Figure 4.26: Taylor diagrams showing all SVD-RM and CCA-PCR (10 PCs) estimates from Perfect-Prog
predictors, Europe only. Red = SVD-RM; Blue = CCA-PCR.
4.3.2.2 Paired predictors
SVD-RM and CCA-PCR downscaling models were also constructed with four paired combinations of
predictors: Z1000/T1000, q1000/T1000, Z1000/q1000 and Z1000/q850. Pairings were based on the strongest
performing predictors (Table 4.1) when used in isolation. Relative humidity was not used in a pairing
due to its dependence on temperature; speciﬁc humidity is instead used as a measure of atmospheric
moisture. Correlation between downscaled estimates and observations is strong in a number of regions.
During January, this includes the majority of Europe, western North America, southern Africa and
parts of Australia (Figure 4.27). The spatial distribution in correlation strength is approximately similar
amongst all methods, although CCA-PCR with 10 PCs outperforms SVD-RM on a global scale. The
distribution of bias is similar to that amongst the most skilful solitary predictors; that is, a greater degree
of spatial consistency in the SVD-RM and CCA-PCR(2) estimates than in the CCA-PCR(10) estimates
(Figure 4.28). With all methods, there appears to be a greater over-estimation of precipitation in western
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and central Europe, a region where bias is generally low across all other models. During July, correlation
is again generally weaker with the only areas in the Northern Hemisphere showing skill limited to northern
Europe, isolated patches of North America and southern Australia (Figure 4.29). Bias is again smallest
in the SVD-RM and CCA-PCR(2) estimates.
Figure 4.27: Correlation between January mean precipitation GPCC observations and cross-validated
estimates with various paired combinations used as predictors.
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Figure 4.28: Bias (percentage) between January mean precipitation GPCC observations and cross-
validated estimates with various paired combinations used as predictors.
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Figure 4.29: Correlation between July mean precipitation GPCC observations and cross-validated esti-
mates with various paired combinations used as predictors.
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Figure 4.30: Bias (percentage) between July mean precipitation GPCC observations and cross-validated
estimates with various paired combinations used as predictors.
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4.4 Regional comparison of MOS and Perfect-Prog downscaling
methods
Methods to estimate local-scale precipitation following both MOS and Perfect-Prog approaches have been
presented in the previous section. The relative merits of each approach's methods are now discussed in
detail. Amongst the main points to conclude from section 4.3 are that the skill of each downscaling
method varies greatly across diﬀerent regions. It is necessary, therefore, that interpretation of model skill
considers individual regions separately. Clearly, many methods (in some cases all) lack any discernible
skill over large parts of the globe. In most cases, this is limited to the tropics and otherwise areas where
observation network quality is poor. However, it is possible to identify a number of regions where the
predictability of precipitation is high enough that a number of downscaling models show good skill. Here,
the relative skill of the downscaling models across Europe, North America and Australia is annotated
and discussed in detail. It is important not only to understand where MOS downscaling is appropriate
and skilful, but also to ask, "Where does MOS downscaling oﬀer greater potential than Perfect-Prog
approaches?" To date, the majority of downscaling research has focused on Europe and North America
(Maraun et al., 2010), but given the potential global applicability of MOS downscaling methods it is
possible that MOS can add value (even if only minor) to precipitation estimations in regions where
downscaling has proved diﬃcult.
In the remainder of this and subsequent chapters, the CCA-PCR MOS correction based on 5 retained
PCs is used to make comparisons with local scaling and SVD-RM MOS corrections. The number of PCs
is independent of location or season, although is intended to be have global applicability.
4.4.1 Europe
Taylor diagrams are used again to illustrate how closely the cross-validated mean European precipitation
estimate from a number of methods matches observations. In this case, all downscaling models are
labelled to enable the identiﬁcation of the most skilful method/predictor combinations. In January,
both MOS regression-based methods (henceforth P-SVD and P-CCA5), in addition to the local scaling
estimate (P-LS), outperform Perfect-Prog estimates (Figure 4.31). CCA-PCR using Z1000 and q1000 and
a combination of both are the strongest performing Perfect-Prog models. During July, P-LS and P-SVD
again outperform all Perfect-Prog estimates, both in terms of correlation and RMSE, but overestimate
the amplitude of variation in the observed record (Figure 4.32). This is further highlighted in the time
series (right panel; top) where both P-SVD and P-LS greatly over- and underestimate on a number of
occasions between 1958 and 2001. P-CCA5, on the other hand, oﬀers both a strong positive correlation
and a realistic representation of observed variance. The Z1000, T1000, q1000 and q1000/T1000 CCA-PCR
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Figure 4.31: Summary of relative downscaling model skill in estimating mean January European pre-
cipitation (1958-2001). Left panels show Taylor diagrams detailing correlation, standard deviation and
centred RMSE for all SVD-RM (top) and CCA-PCR (bottom) methods. Green arcs centred on the
observation (OBS) indicate RMSE. Equivalent MOS downscaling models denoted by P (precipitation)
in each case; local scaling estimates denoted by LS. Right panels show observed precipitation against
cross-validated reconstructions based on MOS methods (top panel), and the most skilful SVD-RM (mid-
dle panel) and CCA-PCR Perfect-Prog methods (bottom panel). All precipitation values expressed in
mm. CCA-PCR Perfect-Prog estimates based on 10 retained PCs; MOS estimates on 5 retained PCs.
Variable codes: a-c = Z1000, Z850, Z500; d-f = q; g-i = T ; j-l = rh; m = q1000/T1000; n = Z1000/q1000; o
= Z1000/q850; p = Z1000/T1000.
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Figure 4.32: As Figure 4.31 but for July.
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Figure 4.33: Correlation statistics for observed and estimated January precipitation in Europe (1958-
2001). (a) January mean precipitation (mm; left colour bar). (b-d) Correlation between observed and
MOS estimated (SVD, CCA5 and LS) precipitation (centre colour bar); correlations shown where signif-
icant at 5% level. (e-l) Diﬀerences in correlation of MOS and Perfect-Prog precipitation estimates (right
colour bar).
estimates all exhibit strong correlations which are comparable to P-CCA5. At ﬁrst, this would seem to
contradict ﬁndings in section 4.3.2 where correlation coeﬃcients for these variables only appear strong
over northern Europe, but precipitation in this region forms the main contribution to a European mean.
European precipitation can generally be described by two dominant regimes, with heavier precipi-
tation in the north than the south, with this north-south diﬀerence expected to accentuate during the
next century (Christensen et al., 2007; van der Linden and Mitchell, 2009). A number of studies have
demonstrated the potential of Perfect-Prog statistical methods to estimate local-scale precipitation, with
skill usually higher in northern Europe than in southern Europe (Murphy, 1999; Goodess et al., 2010).
MOS downscaling models have also shown good potential when applied to output from RCM simula-
tions, an approach widely taken in the PRUDENCE intercomparison project (e.g. Boe et al., 2007;
Deque et al., 2007). Diﬀerences between the correlations of the MOS and the most skilful Perfect-Prog
downscaling models are shown in Figures 4.33 and 4.34. During January, P-SVD oﬀers consistently
stronger correlations than the best Perfect-Prog SVD-RM downscaling models (based on Z1000/T1000
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Figure 4.34: As Figure 4.33 but for July
and Z1000/q1000) across much of continental Europe. In eastern Europe, particularly of parts of Ukraine
and western Russia, P-SVD correlations are around 0.4 greater than geopotential height (Z1000) SVD
estimates. Geopotential height performs well as a predictor in much of southern Europe, including the
Iberian peninsula and western Balkans. The P-LS method, whilst oﬀering higher correlations than the
most skilful SVD and CCA Perfect-Prog estimates across much of Europe, is actually outperformed by
both methods in particularly wet, windward regions of northern Europe and the northern Alps. P-CCA5,
like P-SVD, oﬀers more skill than its Perfect-Prog equivalents, and particularly so in some of Europe's
mountainous regions including the Alps, Carpathians and Pyrenees. Schmidli et al. (2007) found a num-
ber of Perfect-Prog downscaling models underestimated the magnitude of interannual variations in daily
precipitation across the Alps and so the ability to downscale precipitation successfully in regions of com-
plex topography is a promising trait of the P-CCA5 model. It has already been shown that whilst the
P-LS model is easily applicable and relatively successful across continental Europe, its skill is lacking
where precipitation is variable in intensity and frequency. Crucially, this includes many mountainous
areas, the climate of which is widely considered to be poorly represented in GCMs in the ﬁrst instance.
In the summer months, the consistent north-south divide in European precipitation distribution would
appear to impinge on the overall skill of all downscaling methods. This seasonal skill dependence is known
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to extend to dynamical downscaling, with the suite of PRUDENCE RCMs showing greater skill in winter
than in summer (Christensen and Christensen, 2007; Jacob et al., 2007). However, MOS methods for
July continue to show greater skill than Perfect-Prog techniques, and the diﬀerence is generally larger
than during January. In Figure 4.34, P-SVD models produce stronger correlation coeﬃcients than those
based on q1000/T1000 and q1000. This greater skill is particularly evident in northern and western Europe
and greatest along the western coastlines of France, Norway and the United Kingdom. It is possible
that the observed predictors are not able to suﬃciently explain the variability of precipitation associated
with the prevalence of maritime air mass types originating in the tropics. Cavazos and Hewitson (2005)
note that precipitation processes during summer may be linked to the lower- and upper- tropospheric
circulation more typical of convective, tropical regimes.
4.4.2 North America
Precipitation across the North American continent is controlled by climate regimes on diﬀerent scales,
ranging from the interannual variability linked to large-scale ENSO and NAO patterns to small-scale
dynamical features which exact inﬂuence on particular regions (Trenberth et al., 2007). Understanding
variability in storm tracks and frequency of mid-latitude cyclones that inﬂuence central and northern
parts of North America is important, but not suﬃcient, in making reliable estimates of future changes in
precipitation (Christensen et al., 2007). Dynamical downscaling models have been shown to oﬀer little
additional information on local-scales, and in some cases RCM simulations lack agreement on the sign
of precipitation changes (e.g. Chen et al., 2003). The success of various statistical downscaling methods
in North America has previously been shown to be highly variable and dependent on the climatology of
the study region, and there is little consensus on the most appropriate method/predictor combination
(Wilby and Wigley, 1997; Wilby et al., 1998).
Any improvement that MOS methods can provide may thus prove crucial in areas where projections
of precipitation changes are uncertain. On ﬁrst inspection, during the winter months, and to a lesser
extent spring and autumn, MOS methods appear reasonably skilful across the majority of North America,
with the exception of the Rocky Mountains and northern Canada (Figures 4.1-4.10). Interestingly, the
local scaling method would appear to show greater skill than SVD-RM and CCA-PCR methods in
representing temporal variability in the areas west of the Rocky Mountains and across the great plains of
the United States (Figure 4.1). During summer, MOS methods exhibit far less skill, particularly across
the dry western United States. Rainfall in western Canada is well-represented, however, both in terms of
correlation and bias.
Taylor diagrams provide a generalised diagnostic of inter-model skill and again the results presented
focus on January and July only (Figures 4.35-4.36). During January, mean precipitation across North
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Figure 4.35: Summary of relative downscaling model skill in estimating mean January North America
precipitation (1958-2001). Left panels show Taylor diagrams detailing correlation, standard deviation
and centred RMSE for all SVD-RM (top) and CCA-PCR (bottom) methods. Green arcs centred on the
observation (OBS) indicate RMSE. Equivalent MOS downscaling models denoted by P (precipitation) in
each case; local scaling estimates denoted by LS. Right panels show observed precipitation against cross-
validated reconstructions based on MOS methods (top panel), and the most skilful SVD-RM (middle
panel) and CCA-PCR Perfect-Prog methods (bottom panel). All precipitation values expressed in mm.
CCA-PCR Perfect-Prog estimates based on 10 retained PCs; MOS estimates on 5 retained PCs. Variable
codes: a-c = Z1000, Z850, Z500; d-f = q; g-i = T ; j-l = rh; m = q1000/T1000; n = Z1000/q1000; o =
Z1000/q850; p = Z1000/T1000.
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Figure 4.36: As Figure 4.35 but for July precipitation. Note: local scaling estimated time series associated
with a number of outliers and is omitted from the plots shown here.
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Figure 4.37: Correlation statistics for observed and estimated January precipitation in North America
(1958-2001). (a) January mean precipitation (mm; left colour bar). (b-d) Correlation between observed
and MOS estimated (SVD, CCA5 and LS) precipitation (centre colour bar); correlations shown where
signiﬁcant at 5% level. (e-l) Diﬀerences in correlation of MOS and Perfect-Prog precipitation estimates
(right colour bar).
America is well represented by the MOS models, with P-SVD showing greater greater correlation than any
Perfect-Prog SVD-RM methods. Performance of CCA-PCR Perfect-Prog models is stronger than SVD-
RM, with Z1000 appearing to be the most useful predictor when used independently or with q850. During
July, mean precipitation is much more challenging to realistically estimate, particularly the extremes
in the observed record indicated by a large standard deviation. Performance amongst all models (both
MOS and Perfect-Prog) is similar, with standard deviation well-represented by many CCA-PCR models.
The local scaling correction is associated with a number of outliers throughout the time series and is
not shown in Figure 4.36. Low summer precipitation totals in large parts of North America limit the
usefulness of the local scaling correction, which appears more useful areas associated with more consistent,
non-convective precipitation features.
The strongest performing models are assessed in depth in Figures 4.37-4.38. In January, the MOS
models all produce strong correlations across most of the wettest parts of North America. Along much
of the east coast of the United States, MOS methods are able to oﬀer substantial improvement over
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Figure 4.38: As Figure 4.37 but for North America July precipitation.
equivalent Perfect-Prog models. This is also true in areas of the mid-west United States, and in parts of
central and western Canada. During July, MOS skill is limited to the Paciﬁc north-west, parts of western
Canada and the eastern and northern shores of Hudson Bay, and there is little consensus on where MOS
oﬀers an improvement over Perfect-Prog. Parts of central United States appear to be better represented
by some Perfect-Prog methods but the estimation of realistic precipitation amounts in these areas has
already been shown to be inconsistent (Figure 4.25). There is some improvement over Perfect-Prog




The MOS downscaling models show some encouraging skill over Australia which merits closer inspection.
Previous work has shown that spatial patterns of annual rainfall changes in Australia over the last
few decades can generally be split into two regions, with rainfall decreasing in the east and increasing
in the west (Taschetto and England, 2009). The south-east is particularly important as the factors
responsible for long-term drought in this region are not fully understood (Sohn, 2007; LeBlanc et al.,
2009; Ummenhofer et al., 2011). Statistical downscaling based on reanalysis-derived predictors have
shown some good promise in reproducing interannual variability in winter (JJA) precipitation but there
is scope for improvement (Charles et al., 2004).
The contribution of tropical rainfall to the Australia total during winter (DJF) is a result of the
southerly migration of the inter-tropical convergence zone (ITCZ) over the northerly extent of the con-
tinent. Australian climate is strongly aﬀected by a number of tropical processes, including ENSO, the
Australian monsoon and the south-east trade wind circulation (Christensen et al., 2007). Charles et al.
(2004) suggested that using a predictor that accounts for variability in ENSO, and other processes that
evolve on intra-decadal time-scales, may improve downscaling performance. Extreme rainfall, particu-
larly in the north of the continent, is usually associated with tropical cyclones. Already, the skill of MOS
models in the tropics is limited both by the quality of ECHAM5 precipitation in these regions and the
nudging procedure's representation of processes responsible for the formation of convective precipitation
(see Chapter 4). As a result, MOS skill in Australia is highly variable by location and season, but in
general large parts of eastern Australia, including the Murray-Darling basin, are associated with realistic
estimates for much of the year.
Interpreting Taylor diagrams (Figures 4.39 and 4.40), which describe the spatially-averaged skill of
a number of downscaling models, is challenging in a region of large spatial variability. However, it is
still possible to identify those models with good skill which can then be assessed in more detail. During
January, SVD-RM models based relative and speciﬁc humidity show reasonable skill, but are outperfomed
by both P-SVD and P-LS. The Z850 CCA-PCR models exhibits comparable correlation to that of P-CCA5
and also appears reproduce realistic amounts for the majority of the time series (Figure 4.39, bottom-
right panel). Additionally, the potential shown by moisture content variables at higher atmospheric levels
(i.e. rh500 and q500) to be skilful predictors is attributable to the processes involved in the formation of
convective rainfall over the north of the continent.
During July, the heaviest precipitation is concentrated along the southern coastlines of Australia.
The SVD-RM and CCA-PCR MOS models continue to oﬀer good skill (Figure 4.40, top right panel);
P-LS is shown to over-estimate rainfall in a number of years (not shown). Extra-tropical inﬂuences
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Figure 4.39: Summary of relative downscaling model skill in estimating mean January Australia precipita-
tion (1958-2001). Left panels show Taylor diagrams detailing correlation, standard deviation and centred
RMSE for all SVD-RM (top) and CCA-PCR (bottom) methods. Green arcs centred on the observation
(OBS) indicate RMSE. Equivalent MOS downscaling models denoted by P (precipitation) in each case;
local scaling estimates denoted by LS. Right panels show observed precipitation against cross-validated
reconstructions based on MOS methods (top panel), and the most skilful SVD-RM (middle panel) and
CCA-PCR Perfect-Prog methods (bottom panel). All precipitation values expressed in mm. CCA-PCR
Perfect-Prog estimates based on 10 retained PCs; MOS estimates on 5 retained PCs. Variable codes: a-c
= Z1000, Z850, Z500; d-f = q; g-i = T ; j-l = rh; m = q1000/T1000; n = Z1000/q1000; o = Z1000/q850; p =
Z1000/T1000.
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Figure 4.40: As Figure 4.39 but for July precipitation. Note: local scaling estimated time series associated
with a number of outliers and is omitted from the plots shown here.
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Figure 4.41: Correlation statistics for observed and estimated January precipitation in Australia (1958-
2001). (a) January mean precipitation (mm; left colour bar). (b-d) Correlation between observed and
MOS estimated (SVD, CCA5 and LS) precipitation (centre colour bar); correlations shown where signif-
icant at 5% level. (e-l) Diﬀerences in correlation of MOS and Perfect-Prog precipitation estimates (right
colour bar).
on Australian rainfall result in greater explanation of variability from geopotential height and speciﬁc
humidity at lower atmospheric levels, and models based on Z1000/q1000 Z1000/q850 and Z1000/T1000 all
marginally outperform the non-local MOS methods.
In January, whilst correlation amongst MOS models is reasonably strong across much of the continent,
it is only parts of the eastern and southern coasts where MOS oﬀers an improvement over the most
successful Perfect-Prog methods (Figure 4.41). Indeed in the dry south-west corner of Western Australia
the Z850, q500 and rh850 CCA-PCR methods yield stronger correlation coeﬃcients than the P-CCA
equivalent. This is also the case across the continental interior, although it is known that the station
network is poor here and these results may not be signiﬁcant. In July, MOS skill is highly concentrated
in the south-east of Australia and does oﬀer a signiﬁcant improvement on the skill of Perfect-Prog models
across much of this region (Figure 4.42). In particular, the P-SVD model performs substantially better
than any Perfect-Prog SVD-RM models across the Murray-Darling basin away from the coastlines (where
performance is still greater but not as much so). Conversely, the Perfect-Prog models using geopotential
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Figure 4.42: As Figure 4.41 but for July precipitation.
height and humidity predictors (particularly the CCA-PCR models) appear to better reproduce temporal
variability across the drier parts of northern Australia, although representation of bias remains an issue.
4.5 Summary and conclusions
A set of statistical downscaling models have been developed under MOS and Perfect-Prog frameworks and
compared in terms of their skill to estimate local-scale precipitation across the globe. MOS downscaling
models use GCM-simulated precipitation as a predictor variable, and use both local-scaling and non-
local regression-based techniques, namely one-dimensional MCA and one-dimensional CCA. The MCA
method, sometimes known as SVD analysis and referred to here as SVD-RM, used TECs of a regression
map as the predictor in a linear regression model for estimating monthly mean precipitation. The
CCA method was implemented as principal component multiple linear regression and referred to here
as CCA-PCR. Both the SVD-RM and CCA-PCR techniques seek to derive a link between simulated
precipitation across a ﬁxed spatial ﬁeld and observed precipitation at a given location. Perfect-Prog
models were developed using the same SVD-RM and CCA-PCR techniques with observed (reanalysis-
derived) circulation, temperature and humidity ﬁelds as predictors. The skill of each method to estimate
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local-scale precipitation was assessed using a leave-seven-out cross-validation technique.
MOS downscaling models are shown to outperform Perfect-Prog counterparts in many regions of the
world, in terms of reproducing temporal variability, actual precipitation amounts and a realistic amplitude
of variance. The relative skill of each MOS model, and likewise the improvement over those formulated
using Perfect-Prog methods, varies greatly by location and season. Three key continental regions (Europe,
North America and Australia) have been identiﬁed where simulated precipitation is well-represented and
estimates of local precipitation are, in general, skilful. Detailed analysis of each region would be preferable
and certainly a focus for future work.
All MOS models tend to show similar skill in reproducing temporal variability in the observed record,
although CCA-PCR generally produces less bias and more realistic variance. The local-scaling approach
is very simple to apply and oﬀers a good alternative to most Perfect-Prog methods. Additionally, in many
data-rich regions of the mid-latitudes (i.e. large parts of Europe) there is often little, if any, improvement
to be oﬀered by the far more computationally intensive non-local techniques. An exception is across
mountainous areas where SVD-RM and (particularly) CCA-PCR are able to better capture small-scale
variability not represented in local scaling estimates. The success of non-local techniques in such regions is
a key ﬁnding in this work. In principle, the spatial patterns in simulated precipitation identiﬁed by SVD-
RM and CCA-PCR allow for a correction of unrealistic spatial structure of the simulation (Widmann
et al., 2003; Maraun et al., 2010). The poor representation of orography in GCMs, and subsequent
diﬃculty in parameterising orographic processes responsible for precipitation formation, is a major cause
of spatial incoherence of the simulated ﬁeld precipitation.
Whilst useful in large parts of the mid-latitudes, local-scaling is not appropriate in tropical and
sub-tropical regions where long-term precipitation means are greatly over-estimated. The dominance of
convective processes in rainfall formation in these regions makes a ﬁxed factorial scaling of precipitation
unsuitable. The over-estimation is particularly prominent within the dry sub-tropical bands of high
pressure and at all times of year. It is also uncertain how suitable the application of a scaling factor to
simulated precipitation in future climates. This is investigated in more detail in Chapter 5.
The most skilful CCA-PCR models are based on around ﬁve principal components (PCs) retained in
the pre-ﬁltering process. The inclusion of an increasing number of PCs results in a weaker correlation
between estimated precipitation and observations. This is especially so when more than about ten PCs
are retained. On a global scale there is no optimal number of PCs, although such an optimisation could
be possible on a regional basis and would depend on the prevalence of modes of variability. As discussed
in section 4.2.2, the obvious advantage of SVD-RM is that there is no pre-ﬁltering procedure, as there is
in CCA-PCR. However, regression models based on SVD-RM appear susceptible to overﬁtting and there
are few locations were model performance is strong enough not to necessitate the use a CCA-PCR model,
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the development of which requires an additional pre-ﬁltering step.
This work represents the ﬁrst attempt to develop local and non-local MOS downscaling models using
simulated precipitation from a nudged GCM simulation and to make a detailed comparison with Perfect-
Prog downscaling models. A rigorous cross-validation procedure has permitted a quantiﬁcation of the skill
of each downscaling model, and an understanding of where simulated precipitation is likely to be reliable
is hugely important when downscaling projections of future scenarios. In applying the MOS models to
the future, the reliability of downscaled information is a product of both the skill of the downscaling
model itself and the overall skill of ECHAM5 precipitation. More attention will be given these concepts
in Chapters 5 and 6.
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Chapter 5
Applicability of MOS downscaling
models to future simulations
5.1 Introduction
The skill of local and non-local MOS downscaling models has been fully assessed in Chapter 4. This
assessment included a comparison with equivalent Perfect-Prog downscaling techniques using diﬀerent
(or combinations of) quasi-observed variables as statistical predictors. MOS downscaling corrections
were shown to exhibit excellent potential, and in many regions show greater skill than downscaling
models constructed using a Perfect-Prog approach. The remaining empirical component of this thesis is
concerned with the application of the MOS corrections developed in Chapter 4 to climate simulations for
the twenty-ﬁrst century.
Downscaling of climate change simulations requires additional considerations pertaining to the appli-
cability of a given downscaling function in a perturbed climate. Cross-validation in Chapter 4 permitted
an assessment downscaling skill in the current climate, but this may not be a sound indicator of skill in
a future climate (Charles et al., 1999; Christensen et al., 2007; Maraun et al., 2010). In a recent review
paper, Maraun et al. (2010) cite two major requirements, or assumptions, for a downscaling model in the
context of application to future climates. The ﬁrst assumption is that the predictor variable(s) must be
well-simulated in the driving GCM. The second assumption is that the statistical relationship underpin-
ning the downscaling model must be transferable to alternative climates, a concept usually referred to as
the model's `stationarity'
In the context of Perfect-Prog downscaling, it is possible to verify the ﬁrst assumption (in part)
by comparing long-term simulated and observed climatologies of large-scale variables that will act as
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predictors. Under a MOS approach, this assumption applies to GCM-simulated precipitation itself. It
was demonstrated in Chapter 3 that by conducting a GCM simulation nudged to a reanalysis, and
forcing the simulation into temporal phase with the real world, it is possible to compare simulated and
observed precipitation time series and to quantify the skill of the GCM to reproduce long-term temporal
variability. The second assumption is rather more troublesome to assess and the issue of stationarity
is not always given credence in downscaling validation studies. In the Perfect-Prog approach (section
2.5.1), a statistical downscaling link is established between observations of precipitation and large-scale
predictors, typically pertaining to atmospheric circulation, temperature or humidity. In application
to a future climate, possible changes in the physical predictor-predictand relationship may render a
stable relationship invalid. That is, in regions where the relationship between large-scale circulation and
temperature variables and precipitation is likely to alter in a future climatic state, a statistical downscaling
model may be compromised. This issue may be exacerbated when multiple predictors are included in
a downscaling model's development. Alternatively, when using the MOS approach, GCM simulated
precipitation is used as the sole predictor variable. Any shift in the response of precipitation to changes
in other atmospheric variables is, theoretically, resolved by the GCM. This concept pertains to a third
crucial assumption that must be satisﬁed in downscaling climate change simulations: that the chosen
predictor variables are able to suﬃciently capture the climate change signal. The role of post-simulation
statistics would thus be to merely correct the simulated precipitation ﬁeld. However, it should be noted
that there may be a `state-dependency' of any systematic biases in the simulated precipitation ﬁeld. That
is, bias may be dependent on the synoptic situation or, equally, or the contribution of large-scale (frontal)
and convective precipitation to simulated totals. The changing nature of these controlling factors in a
altered climate may render any seemingly robust statistical bias correction non-stationary. Therefore, the
applicability of statistical corrections to a future climate should ideally be thoroughly tested on (quasi-)
perturbed conditions.
It is the purpose of this chapter to provide an assessment of the potential of the applicability of MOS
downscaling for correction of GCM simulation of future precipitation. The content of this chapter can
be considered an extension of the general evaluation of model skill detailed in Chapter 4 and does not
include actual MOS application to future GCM simulations, which is covered comprehensively in Chapters
6 and 7. Analysis and discussion in this chapter is undertaken in two parts. Firstly, focus is given
to the projected response of precipitation to future changes in large-scale circulation and temperature
as simulated by ECHAM5. With this in mind, the limitations of Perfect-Prog downscaling for future
simulations are discussed, with recommendations made as to the regions where MOS application may
be particularly beneﬁcial. Secondly, analysis is undertaken in the assessment of stationarity in the MOS
downscaling models developed in Chapter 4.
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The remainder of this chapter is structured as follows. Section 5.2 describes the methods used in the
two-part analysis, and includes a brief summary of previous attempts to assess stationarity in Perfect-
Prog downscaling models. In section 5.3, the precipitation response to a changing climate is discussed.
This includes analysis of relationships of precipitation with large-scale circulation and temperature vari-
ables as simulated by ECHAM5 for a future period and a discussion of why stationarity of Perfect-Prog
downscaling is limited. Further analysis in section 5.4 aims to establish whether MOS downscaling cor-
rections are potentially transferable to future climates. A summary is provided and conclusions drawn
in section 5.5.
5.2 Methods of analysis
5.2.1 Assessing the changing response of precipitation to large-scale circula-
tion and temperature
Focus is given to how the relationship of precipitation with large-scale circulation and temperature vari-
ables is expected to change in future climates, and how well these changes are simulated by ECHAM5.
Such relationships underpin Perfect-Prog downscaling models, and understanding future changes gives
an idea of the possible limitations of a given downscaling model (Lenderink and van Meijgaard, 2008).
Seasonal means of ECHAM5-simulated sea level pressure and surface temperature are compared with sim-
ulated precipitation for the periods 1980-1999 and 2080-2099. The properties of good predictor variables
were discussed in Chapter 2 (section 2.6.1) and in the construction of Perfect-Prog downscaling models
in Chapter 4. It is arguable that atmospheric variables at higher levels have a greater physical connection
to precipitation formation, but these may be exacerbated in a perturbed climate to an extent that is not
consistent with overall change in circulation (Zorita et al., 1995; Frias et al., 2006). Therefore, high-level
climate variables may not reﬂect the same climate change signals that are responsible for precipitation
changes. All future projections are taken from the ECHAM5 SRES A1B simulation (Nakicenovic and
Swart, 2000; Roeckner et al., 2006), which is described in more detail, and in the context of its sister
simulations, in Chapter 6.
5.2.2 Assessing stationarity of MOS downscaling corrections
As discussed in Chapters 2-4, development of any downscaling model requires a thorough validation of
its skill (e.g. Murphy, 1999; Haylock et al., 2006; Frias et al., 2006). Ideally, this should also consider
the model's stationarity, or its transferability to a future, perturbed climate. In the formulation of a
Perfect-Prog downscaling model, which is invariably ﬁtted on reanalysis ﬁelds, this usually does not
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extend beyond an assessment of the model's ability to reproduce the long-term climatology when driven
by the same reanalysis (e.g. Huth, 1999; Robertson et al., 2004) or by a hindcast GCM simulation (e.g.
Wilby and Wigley, 2000; Charles et al., 2004).
Any true model validation requires a comparison with observations, and understanding the behaviour
of downscaling models when applied to climate change simulations remains challenging. Previously,
comparisons have been made between past and future simulations from coarse-scale GCM ﬁelds (Frias
et al., 2006) or higher resolution RCM output (Wood et al., 2004; Busuioc et al., 2006; Haylock et al.,
2006). To some extent, such comparisons are able to identify where a given downscaling model is likely to
be robust in a future climate. However, the extent to which model applicability is dependent on changes
in large-scale climate forcing on precipitation is not fully diagnosed.
It is possible to draw conclusions about model transferability by identifying consensus between statis-
tical and dynamical downscaled estimates. Vrac et al. (2007) compared downscaled estimates of future
quantities of local-scale precipitation with, what can be considered, `pseudo observations' from RCM sim-
ulations driven by the same GCM. Whilst this does permit a comparison of two independently-derived
estimates, the process introduces additional errors inherent to the RCM itself. It is also noted by Vrac
et al. (2007) that agreement between statistical and dynamically (i.e. RCM-simulated) downscaled es-
timates is dependent on the strength of the perturbation of the future climate scenario. Agreement is
good under the B1 SRES scenario (associated with low emissions) and poorest in the highly-forced A1F1
scenario.
So, as any true model validation requires a comparison with observations, the length of observed record
(in this case, 1958-2001) is the obvious limitation. In seeking to make maximum use of the observations
available, one possibility is an advanced cross-validation in which the downscaling model is ﬁtted on
a time period with particular precipitation characteristics (such as years with lightest precipitation)
and then validated on an alternative period. It is widely acknowledged that, on a global scale, an
enhanced hydrological cycle resulting from an increase in global temperature is likely to lead to increased
precipitation (see section Chapter 2, section 2.2) (Allen and Ingram, 2002; Meehl et al., 2007). However,
the extent to which precipitation will change in a future climate is highly variable and dependent on both
location and season. A more appropriate approach is to use global mean temperature to deﬁne ﬁtting
and validation period.
Here, an approach suggested by Maraun et al. (2010) is ﬁrst of all implemented in which the down-
scaling model is ﬁtted on simulated and observed precipitation during the coolest (and thus, in general,
driest) years, according to ERA-40 surface temperature, and validated on the warmest (wettest) years.
The ﬁtting and validation process is undertaken on the three downscaling methods developed in Chapter
4, namely local scaling, SVD-RM and CCA-PCR. Model skill is assessed in terms of its ability to simulate
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the mean and variance of the observed record.
Additionally, given that an increase in the magnitude and frequency of extreme precipitation events is
widely anticipated in a future climate (e.g. Hegerl et al., 2004; Christensen et al., 2007), it is important
to understand how well heavy precipitation is simulated in the present climate. Focus was given to this
to some degree in Chapter 3 (section 3.4) where ECHAM5-simulated seasonal mean precipitation was
split into terciles and assessed on its ability to accurately reﬂect diﬀerent magnitudes of monthly mean
precipitation. Here, `heavy' precipitation for a given month is deﬁned as the mean of the ﬁve months
with heaviest precipitation between 1958 and 2001, and the representation of these quantities in each
downscaling model is assessed. It should be noted that the three downscaled estimates for each event are
taken from the cross-validated (`leave-seven-out') estimate detailed in Chapter 4. All observations are
taken from the GPCC dataset (described in detail in Chapter 3, section 3.3.2).
5.3 Response of precipitation to future changes in large-scale cir-
culation and temperature
Traditional statistical downscaling methods, following a Perfect-Prog approach, rely on the future simula-
tion of large-scale circulation, temperature and often some measure of atmospheric moisture. Additionally,
the statistical models that describe the link between these variables and local-scale precipitation are ex-
pected to be robust in a perturbed climate. It is therefore important to consider how the relationship of
precipitation with large-scale circulation and temperature is projected to change over the course of the
next century. Figure 5.1 shows correlation between seasonal precipitation and concurrent mean sea-level
pressure (MSLP) in the last two decades of the 20th and 21st centuries. Some key diﬀerences in the
tropics are immediately identiﬁable. Across the northern part of South America, the strong positive rela-
tionship between MSLP and precipitation is substantially weaker in 2080-2099 during both DJF and JJA.
The inverse relationship between surface temperature and precipitation across tropical inner-continental
regions also appears far weaker (Figure 5.2).
Whilst the diﬀerences in the tropics are notable, it is already been shown in Chapter 3 that ECHAM5
lacks the skill to simulate temporal variability in precipitation across these regions. Of greater interest
are relationship changes in regions where conﬁdence in model-simulated precipitation is usually high,
including Europe, North America and parts of Australia, as discussed in Chapter 4. During winter
to the west of the European mainland, the region of strongest (negative) correlation between MSLP
and precipitation would appear to extend in a south-westerly direction out into the Atlantic, a possible
consequence of increased westerly ﬂow and a greater contribution to total precipitation from depressions
originating in the North Atlantic (Rummukainen et al., 2004; Christensen et al., 2007). Additionally,
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Figure 5.1: Historical (1980-1999) and projected (2080-2099) correlation between ECHAM5-simulated
seasonal precipitation and mean sea level pressure. Historical ﬁelds taken from the nudged simulation;
future simulation conducted according to IPCC SRES scenario A1B.
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Figure 5.2: Historical (1980-1999) and projected (2080-2099) correlation between ECHAM5-simulated
seasonal precipitation and surface temperature. Historical ﬁelds taken from the nudged simulation; future
simulation conducted according to IPCC SRES scenario A1B.
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the dominance of a similar Europe-wide inverse relationship during summer is not as evident in a future
climate, with such a relationship substantially weakened in southern parts of Europe. When considering
regional precipitation response to climate change forcing, one must also recognise the inﬂuence of a change
in atmospheric circulation (Hurrell, 1995; Carnell and Senior, 1998). Particularly relevant for European
precipitation is an intensiﬁcation of the North Atlantic Oscillation (more positive on average), which is
a major driving factor in the projected increase in precipitation across Eurasia and other mid-latitude
land masses (Jones and Conway, 1997; Osborn et al., 1999; Allen and Ingram, 2002).
In North America, the spatial distribution of MSLP- and temperature-precipitation relationships
during winter is relatively unchanged between the two periods. During summer in Canada, the negative
relationship evident in 1980-1999 is projected to be far weaker at the end of the 21st century. Relationships
in Australia do not appear to be of substantial strength for signiﬁcant diﬀerences to be noted.
The changing nature of relationships between precipitation and other atmospheric variables in a
future climate obviously has signiﬁcant implications for Perfect-Prog downscaling. A downscaling model
constructed using simultaneous observed quantities of large-scale circulation or temperature and local-
scale precipitation describes a relationship which may not be stationary in time. In regions where such
relationships are likely to change, an estimate from the same downscaling model may be ﬂawed.
5.4 Stationarity of MOS relationships in future climates
5.4.1 Downscaling precipitation under a warmer global climate
For brevity, results are shown for January and July only (Figures 5.3 and 5.4). Bias in downscaled
precipitation during the years of warmest global mean temperature is smallest across the mid- to high-
latitudes in the northern hemisphere (Figure 5.3). This is consistent with ﬁndings in Chapters 3 and 4 that
large parts of Eurasia and North America tend to be associated with good skill of ECHAM5 precipitation
in general and of downscaling corrections of monthly mean precipitation. There is little decipherable
diﬀerence between bias levels in December to February and June to August nor between the downscaled
corrections across these areas. In other parts of the world, seasonal diﬀerences and intra-model diﬀerences
are more apparent.
The non-local downscaling models continue to perform slightly diﬀerently to the local scaling models,
particularly in parts of South America and Australia. In particular, during the winter months (June to
August), bias of south-east Australian precipitation in the non-local corrections is far smaller than in
the local scaling correction. During summer (December to February), the same pattern is evident in the
majority of eastern Australia. Global patterns of the ratio of corrected and observed standard deviations
are similar to the distribution of bias, with the amplitude of observed variance most realistically repro-
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Figure 5.3: Bias (expressed as a percentage) in local scaling, SVD-RM and CCA-PCR downscaling
corrections of monthly mean precipitation in the twenty-two warmest years between 1958 and 2001.
Downscaling relationships are derived from simulated and observed precipitation from the remaining
(coolest) twenty-two years.
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Figure 5.4: Log of ratio of the standard deviations of corrected and observed monthly mean precipitation
in the twenty-two warmest years between 1958 and 2001. Downscaling relationships are derived from
simulated and observed precipitation from the remaining (coolest) twenty-two years.
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duced in the mid- to high-latitudes of the northern hemisphere (Figure 5.4). Realistic standard deviation
is more widespread in the local scaling correction. As shown in Chapter 3, the local scaling correction is
particularly useful in regions where precipitation is considered skilful (i.e. where a type 3 parameterisa-
tion error is small). Precipitation across the mid- to high-latitudes of the northern hemisphere is widely
anticipated to increase throughout the next century. Conﬁdence in these projections is largely due to
the well-established and consistent processes that link temperature and precipitation at these latitudes.
Long-term variance continues to be well-explained by a local scaling correction in warmer climates.
The results shown in Figures 5.3 and 5.4 ideally require an additional interpretation based on statistical
signiﬁcance. Further analysis may include a t-test to determine the degree of similarity between long-term
means, which in this case deﬁnes the bias statistics presented in Figure 5.3. Similarly, a variance ratio
(F) test would provide a suitable metric through which to ascertain whether a signiﬁcant diﬀerence exists
between the observed and downscaled standard deviation statistics presented in Figure 5.4. However,
at this stage the purpose of the analysis is to gauge an understanding of the potential performance of
each downscaling model in a perturbed climate, and to identify areas where performance could be strong.
Further analysis, particularly when focused on a given region, should seek to interpret results based on
statistical signiﬁcance.
5.4.2 Downscaling heavy precipitation
The skill of each correction to simulate the heaviest precipitation events is assessed in Figure 5.5. Bias
statistics are shown only in areas where correlation between simulated and observed precipitation is
greater than 0.6, which discards the majority of the tropics and southern hemisphere (with the exception
of parts of Australia and southern Africa) and so for brevity only the northern hemisphere is analysed
in detail. Bias in the local scaling correction is generally smaller than that in the non-local corrections.
During the winter months (only January is shown in Figure 5.5a-c), much of northern Eurasia and east-
ern North America is well-represented by local scaling. There is evidence of over-estimation of extreme
monthly totals in some regions bordering on the sub-tropics, including southern Iberia, eastern Mediter-
ranean and south-western United States. A possible explanation is that heavier precipitation events at
this time of year associated with tropical maritime systems are relatively infrequent. Precipitation simu-
lated under such conditions may be more realistic than that simulated when other systems are prevalent,
and so the long-term scaling factor may be too strong a correction. The improved performance of the
non-local models, particularly CCA-PCR in some of these regions supports this explanation. In southern
and western Iberia and along the Paciﬁc coast of the United States, bias in the CCA-PCR corrections is
much smaller than the local scaling equivalent. It is possible that in these and other regions where heavy
precipitation events are associated with infrequent and distinct synoptic situations, a non-local correction
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Figure 5.5: Bias (expressed as a percentage) in the correction of mean precipitation during the ﬁve wettest
monthly events (1958-2001).
approach is more suitable to include neighbouring precipitation information.
Again, CCA-PCR consistently outperforms SVD-RM. CCA-PCR performance is particularly strong
across northern Europe and western North America, and in some areas precipitation estimates are more
realistic than those made in the local scaling correction. An obvious example is along the western coastline
of Scandinavia, where precipitation during winter is consistently heavier than over the rest of Europe.
As a result, precipitation variance is far less and what is deﬁned here as `heavy' precipitation may be
nothing out of the ordinary. Given a smaller variance is these areas, it is surprising that the local scaling
model does not estimate heavy precipitation with smaller bias. Additionally, a possible explanation for the
comparative success of the CCA-PCR model is the distinct precipitation gradient in western Scandinavia,
a function of land-sea contrast and the orography of the coastal mountains. Spatial patterns in heavy
winter precipitation in this region appear consistent and thus easier to identify.
During the summer months, the performance of non-local models is considerably poorer than local
scaling (Figure 5.5d-f). In areas where temporal variability is well-represented (i.e. correlation greater
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than 0.6), including most of northern and central Europe, western Russia and western Canada, heavy
precipitation events are generally underestimated by 20-40%. A possible explanation is the locality
of convective precipitation during summer, and long-term temporal variability in a given location not
necessarily matching a neighbouring location. Consequently, the inclusion of precipitation information in
a surrounding area in this case does not complement model-simulated precipitation in the location being
estimated. Therefore, local scaling appears a more appropriate correction for heavy summer precipitation
means.
Although the results inferred from Figure 5.5 suggest local scaling is the most appropriate method
in downscaling instances of heavy precipitation, the spatial distribution of bias quantities in some areas
is diﬃcult to explain in physical terms. That is not to say the bias statistics are random; in fact, on
a continental scale for example, it is possible to identify a gradient in Europe during summer when
estimates for heavy precipitation are relatively accurate in the north and generally underestimated in the
south. But there is a lack of coherence on smaller-scales, suggesting that components of spatial variability
may be misrepresented. Small-scale variability in bias is also consistent with random variability, which
cannot be estimated from large-scale ﬁelds in a deterministic model. This may result, for example, in
two vastly diﬀerent precipitation estimates in neighbouring locations with similar climate and physical
characteristics. Such a diﬀerence may even be intensiﬁed in a future climate.
5.5 Summary and conclusions
Statistical precipitation downscaling of future scenarios as simulated by GCMs requires a number of
considerations on the applicability of a given downscaling methodology to future climates. Such consid-
erations are largely concerned with the robustness or stationarity of predictor-predictand relationships
in a changing climate. By deﬁnition, the application of Perfect-Prog downscaling models assumes a sta-
tionarity in the response of precipitation to future changes in large-scale circulation and temperature.
As shown in section 5.3, the relationship of model-simulated precipitation with surface temperature and
sea-level pressure (variables that can be considered representative of core predictors used in Perfect-Prog
downscaling) is expected to change with a strong degree of regional dependency. This is corroborated by
the IPCC AR4 (Meehl et al., 2007) and additional work over the past decade (e.g. Allen and Ingram,
2002; Held and Soden, 2006; Allan and Soden, 2008). It is suggested here, therefore, that a reliance on
just one or two observed variables may be insuﬃcient to capture the complete signal of climate change
that is necessary to describe future variability in precipitation. As discussed previously in Chapter 4,
inclusion of too many ﬁelds as predictors may introduce over-ﬁtting issues and erroneous relationships.
The conceptually diﬀerent MOS approach relies on the relationship between regional-scale observed
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precipitation and GCM-simulated precipitation. This variable is a parameterisation with input from the
GCM's prognostic variables. That is, the numerically resolved large-scale circulation and temperature
ﬁelds in a future climate state, which is forced by an emissions scenario. Simulated precipitation is
constructed from prognostic ﬁelds in physical consistency, and thus, conceptually at least, includes the
combined signal of climate change captured in the collation of these ﬁelds.
Moreover, a MOS downscaling model is not reliant on the simulation of one or two variables, but
ultimately on the simulation of the entire climate state. In this way, the approach requires fewer statistical
inferences and places a greater reliance on climate model dynamics. Whilst there are many limitations
amongst the current suite of GCMs, it is possible to place greater conﬁdence in future estimations were
model skill is shown to be good. Furthermore, downscaling with MOS can be considered an `evolutionary'
approach, being able to run in parallel with the continued development of GCMs and the acquisition of
improved observational datasets.
Each downscaling method developed in Chapter 4 has been tested in terms of its applicability in a
perturbed climate. Models are ﬁtted with simulated and observed precipitation during the coolest years
between 1958-2001 and used to estimate downscaled corrections of precipitation during the warmest years.
Corrected precipitation from all three models is similar in terms of large-scale patterns. The local-scaling
model appears to show the strongest skill and particularly in the estimatation of heavy precipitation
events. Local scaling also appears to add the most value in regions where large-scale frontal precipitation
is dominant, often coinciding with a low amplitude of variance and good skill in raw ECHAM5 output
as discussed in Chapter 3.
Non-local models, of which CCA-PCR is consistently the best performing, certainly oﬀer value in
mountainous regions, and also in regions where precipitation features are forced by a dominant feature of
the environment such as land-sea contrast and orographic blocking (i.e. western Scandinavia). A crucial
parameter in deﬁning the non-local models, which is not varied in this work, is the size of the spatial
domain on which SVD-RM or CCA-PCR is performed. As is discussed in Chapter 4 (section 4.2.2), the
domain size is ﬁxed at each grid point for all seasons. Whilst the size used (20◦ longitude × 10◦ latitude)
is suﬃcient in capturing variability in large-scale precipitation characteristics, such a domain size does
not appear as useful when small-scale convective events exert a great inﬂuence on precipitation totals.
Such events are dominant during summer and in regions of the mid-latitudes impacted by tropical air
masses. This is especially evident in parts of southern Europe were correction skill is sporadic. Given
that an increase in future occurrences of heavy precipitation is likely in a future climate, and that zones
of transition between the extra- and sub-tropics are expected to shift, it is important to make allowances
for the changing nature of precipitation events themselves that contribute to monthly or seasonal totals.
In the context of the MOS models constructed in Chapter 4 and tested further here, a smaller spatial
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domain may yield more skilful estimates during the summer months.
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Chapter 6
MOS downscaling for climate change
scenarios
6.1 Introduction
The IPCC AR4 published the results of multiple simulations from a suite of GCMs for diﬀerent emission
scenarios, with the best estimates for future conditions given by multi-model mean values. Generally,
model skill and thus the reliability of these estimates is deﬁned by model consensus. That is, the level
of agreement amongst models as to the sign of the change. This is demonstrated in the commonly-used
global plots which project an indicator of model agreement, often in the form of `stippling', onto multi-
model mean change maps (Meehl et al., 2007). However, as mentioned in Chapter 3 (section 3.2), model
consensus is not a sound measure of reliability since there may exist common errors or deﬁciencies that
occur in all models (Maraun et al., 2010).
Chapter 3 presented a new approach in assessing the skill of GCM-simulated precipitation. Here, a
hindcast ECHAM5 simulation was performed in which the circulation and temperature variables were
nudged to (and thus forced to, but not replaced by) ﬁelds from ERA-40. In comparing the monthly mean
precipitation from the nudged simulation with temporally corresponding real-world observations, it is
possible to understand and quantify the spatial variability in the GCM's ability to simulate precipitation
given an realistically simulated large-scale circulation. Areas of good skill can be identiﬁed and, as in
shown later in Chapter 3 and in more detail in Chapter 4, it is possible to implement a MOS correction
of the simulated precipitation ﬁeld as part of a statistical downscaling strategy.
In this chapter, MOS downscaling models are used to estimate changes in local-scale precipitation over
the course of the next century. Section 6.2 details the ECHAM5 climate change simulations in accordance
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with the SRES scenarios and speciﬁes the MOS downscaled models used here. In section 6.3, projections
of future precipitation are assessed with reference to the spatial and seasonal quantiﬁcation of skill
diagnosed in Chapter 3. Comparisons are made between the skill of these projections and the collective
`skill' of the GCM ensemble used in the IPCC AR4, deﬁned by the degree of model consensus on century-
long precipitation trends. In section 6.4 the MOS downscaling models developed and cross-validated in
Chapter 4 are then applied to output from the ECHAM5 projections. Downscaled projections are made
for regional precipitation and discussed in terms of their additional value over raw GCM simulations. A
summary is given in section 6.5 along with some brief conclusions.
6.2 Future simulations and downscaling methods
6.2.1 ECHAM5 21st century simulations
Climate projections for the 21st century (2001-2100) from a three-member ensemble of ECHAM5/MPI-
OM are used in this analysis. Simulations of the future are conducted according to the suite of IPCC
Special Report of Emissions Scenarios (SRES) scenario which describe and distinguish between diﬀerent
eventualities of demographic, economic and technological driving forces of greenhouse gas and sulphur
emissions (Nakicenovic and Swart, 2000). The B1, A1B and A2 scenarios represent `low', `medium' and
`high' scenarios, with respect to predeﬁned greenhouse gas concentration and subsequent radiative forcing,
within the full SRES suite (Meehl et al., 2007). This is the subset typically used in the IPCC AR4 and
the majority subsequent climate change studies, and these scenarios are included in this analysis also.
6.2.2 Methods
Output from the future simulations is downscaled using each of the three MOS models developed in
Chapter 4: local scaling, SVD-RM and CCA-PCR. As in Chapter 4, analysis is again global to begin
with and then focused on the regions of Europe, North America and Australia. The rigorous cross-
validation performed in Chapter 4 permitted a full assessment of each downscaling model's bias tendencies
and ability in reproducing the temporal variability and long-term variance in the observed record. An
understanding of the spatially and temporally varying skill of each model is crucial to interpreting the
downscaled output of future climate projections, for which, of course, there are no observations with
which to make comparison. Application of a downscaling model to some future climatic state assumes
stationarity of the statistical relationships underpinning each model. That is, the predictor-predictand
relationship, on which the downscaling model is calibrated, is assumed to be valid in a perturbed climate.
The stationarity of each MOS downscaling model was assessed in Chapter 5, and was shown to have a
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regional and seasonal dependence similar to other measurements of skill.
6.3 Interpreting the skill of ECHAM5 projections
ECHAM5/MPI-OM estimates a global warming over the next century, with mean global surface temper-
ature expected to increase by between 2.5◦C (B1) and 4.1◦C (A2) relative to 1961-1990 (Roeckner et al.,
2006). An increase of 3.7◦C is expected in the A1B scenario, which is notably similar to the A2 scenario
despite diﬀering CO2 concentrations. An increased water-holding capacity of a warmer atmosphere will
lead to an intensiﬁcation of the hydrological cycle and a consequent increase in global mean precipitation
during all seasons (Douville et al., 2002; Meehl et al., 2007). There are substantial spatial and seasonal
variations in projections of precipitation from various GCMs, and model consensus is far less reﬁned
than that for projections of global mean temperature (IPCC, 2007; Meehl et al., 2007). Amongst the
features most consistently projected are increased precipitation at high latitudes and over the tropical
oceans, and decreased summer precipitation in the mid-latitudes (Wang, 2005; Neelin et al., 2006). The
relationship between global mean precipitation and increasing global temperatures is similar in each of
the SRES scenarios; global mean precipitation is expected to increase by 7% in both A1B and A2, and
by 5% in B1.
Assessing the reliability of climate change simulations usually involves an assessment of the level of
consensus amongst a number of models. This may be limited to identifying those models that agree
on the sign (positive or negative) of a change over time, or the magnitude of that change. With an
understanding of the skill of ECHAM5-simulated precipitation to reproduce temporal variability, it is
possible to objectively assess the reliability of climate change simulations. Figures 6.1-6.3 show projected
changes in global precipitation, according to three SRES scenarios, between the last two decades of the
20th and 21st Centuries. The stippling overlay in these ﬁgures indicates areas where ECHAM5 shows
skill in reproducing temporal variability is high. Although the interpretation of model skill is diﬀerent,
it is possible to make comparisons with model consensus plots published in the IPCC AR4 (IPCC, 2007;
Christensen et al., 2007), which highlight areas where 90% of the models used in the AR4 agree on the
sign of the change.
It is useful to identify, ﬁrst of all, areas where strong multi-model consensus is matched with good
skill in ECHAM5 precipitation. This is the case across the majority of the northern hemispheric land
mass during the Boreal winter months (DJF) where each projection estimates a large-scale increase in
precipitation, with the strongest increases occurring in northern and eastern Canada and Siberia. High
conﬁdence in multi-model projections of decreasing precipitation in the eastern Paciﬁc either side of the
equator is also matched by good skill of ECHAM5 in these regions. A likely decrease in precipitation in
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Figure 6.1: A1B ECHAM5 seasonal projections; 2080-2099 relative to 1980-1999. Diﬀerences expressed
as percentages. Stippling indicates areas where correlation coeﬃcient between observed and nudged
simulation (1958-2001) is greater than 0.5.
Figure 6.2: As Figure 6.1 but for IPCC SRES A2.
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Figure 6.3: As Figure 6.3 but for IPCC SRES B1.
the North Atlantic is also a feature of ECHAM5 which is agreed upon by the multi-model data.
Conversely, a comparison of this nature can also provide extra information on model skill, and thus
the degree of uncertainty, in a region where model consensus is lacking. For example, ECHAM5 projects
large-scale decrease over much of Australia according to the A1B SRES scenaro (Figure 6.1), particularly
during JJA but also during DJF, and skill is good across many central and eastern areas. Results from
the IPCC AR4 show that an insuﬃcient number of models agree on the sign of the change across much of
Australia, in spite of ECHAM5 projections meriting a seemingly high conﬁdence. Additionally, ECHAM5
shows reasonable skill over the area encompassing north-west United States and western Canada, where
a simulated increase in summer precipitation contrasts strongly with the IPCC multi-model projection of
drier conditions. During winter, precipitation in Europe also shows good skill in ECHAM5. It is possible
to identify with more certainty the north-south gradient in precipitation increase/decrease, and thus the
region of zero change which is diﬃcult to pin-point in the IPCC multi-model mean.
GCMs may accurately reproduce large-scale climate features which are spatially `out of sync' with
real world observations. For example, two diﬀerent GCMs may realistically simulate the magnitude of
precipitation events associated with North Atlantic storm tracks, but each simulation may erroneously
place the mean track trajectory either north or south of that observed in the real world. Obviously, in a
point-to-point comparison of the precipitation ﬁelds, these two simulations do not agree with one another
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and a multi-model mean would not reﬂect the relative merits of each simulation's representation of the
large-scale features.
6.4 Estimation of regional changes in 21st century precipitation
Focus is now given to downscaled projections of 21st Century precipitation in Europe, North America
and Australia, regions where ECHAM5 precipitation is shown to be most skilful. The skill of MOS and
Perfect-Prog downscaled models was assessed in detail over these regions in Chapter 4. It is important to
understand how diﬀerent downscaling methods represent actual precipitation characteristics in diﬀerent
areas before analysing projected changes over the next century. Throughout this section, analysis for
each region is thus in two parts. Firstly, ECHAM5 projections of seasonal mean precipitation for the
period 2080-2099, taken as the mean of a three-member ensemble conducted under the SRES A1B
scenario, are compared with downscaled estimates for the same period. Analysis of absolute precipitation
quantities permits an assessment of spatial consistency in the actual precipitation features of the raw
and downscaled estimates. Secondly, the raw and downscaled projections are assessed in terms of their
respective deviation from 1980-1999 precipitation, and with reference to model skill in each case. It is also
necessary at this stage to discuss ECHAM5 projections in the context of the results of the multi-model
ensemble included in the IPCC AR4, and to brieﬂy summarise the dominant features. Throughout this
section, the `correction' is deﬁned as the downscaled estimate for projected precipitation.
6.4.1 Europe
6.4.1.1 Absolute precipitation
ECHAM5 and downscaled estimates for late 21st Century seasonal mean precipitation are shown in
Figure 6.4. The spatial patterns of local precipitation from each downscaling model are generally in good
agreement with coarse output from ECHAM5, although oﬀering estimates at far greater resolution and the
promising representation of precipitation characteristics not captured by in the initial GCM simulation.
The downscaled corrections show a greater concentration of precipitation along the coastline of western
Europe during autumn and winter and to a lesser extent during spring, and this pattern extends to the
western coastlines of Italy, Greece and the Balkans. In particular, corrected Autumn precipitation is
considerably heavier in much of the British Isles, western France and northern Spain.
Spatial variability of precipitation in south-eastern Europe appears poorly represented in ECHAM5.
In the corrections, northern and western parts of Turkey show heavier precipitation during autumn and
winter whilst the interior is far drier than is suggested by the GCM. Additionally, the arc of the western
Caucasus along the Black Sea coast is expected to be considerably wetter than the areas to the north
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Figure 6.4: Projected ECHAM5 A1B (extreme left panels) seasonal precipitation and downscaled correc-
tions (remaining panels) for the period 2080-2099 over Europe. Precipitation expressed in mm.
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and south, a feature reasonaly captured by ECHAM5 during winter and spring but not at other times of
year.
As expected, downscaled corrections provide far greater representation of precipitation features over
mountainous terrain. Across the Alps, heavier precipitation is not in evidence in ECHAM5 projections
during summer, but each correction shows heavier precipitation along the northern and eastern slopes.
During the winter months, a clear Alpine rain shadow exists but the region of heaviest precipitation in
ECHAM5, which one would associate with orographic rainfall, in the Alps would appear to occur too
far north and west. This feature is also in evidence during autumn and spring and suggests that central
European topography is insuﬃciently represented in ECHAM5, which in turn produces an erroneous
location of the heaviest precipitation. In the corrections, the spatial distribution of Alpine precipitation is
more consistent with topographic inﬂuences. Furthermore, heavier precipitation means in the Carpathians
and Pyrenees are also captured by the corrections. Over Scandinavia, heaviest corrected precipitation is
concentrated along the western coastline during winter, and to a lesser extent during autumn and spring,
a feature that ECHAM5 is unable to represent.
The skill of both SVD-RM and CCA-PCR downscaling models is high across most of Europe (Figure
6.5). During summer (JJA), skill is notably poorer in dry parts of southern Europe and the Alps.
Overall, there is little diﬀerence in the spatial distribution of local-scale precipitation estimated by the
three downscaling models. It is notable that the regions of heaviest precipitation appear wetter in the
local scaling (LS) estimates than in the other corrections, particularly along the Atlantic coastlines of
western Europe and the region of heavy precipitation in north-east Europe spanning Belarus and parts
of western Russia. Given that the local scaling model showed a tendency to overestimate months of
extreme precipitation (see Chapter 5), caution should be exercised in interpreting these estimates. The
non-local models (SVD-RM and CCA-PCR) are similar and many of the small scale features associated
with topographic eﬀects are represented by both corrections. The CCA-PCR model estimates slightly
wetter conditions in continental mountainous regions, such as the eastern Alps and northern Carpathians
during spring and summer.
6.4.1.2 Projected precipitation changes
Projections of seasonal precipitation changes between the late 20th and 21st Centuries are shown in
Figure 6.5a-b. Annual precipitation change is expected to follow a north-south contrast according to
IPCC ensemble mean, showing a general trend of increases in most of northern Europe and a decrease in
the south and Mediterranean (Christensen et al., 2007). In central Europe winter precipitation is likely
to increase whereas summer precipitation is likely to decrease. There is also likely to be a shortening
of the European snow season and a decrease in snow depth throughout most of Europe (Christensen
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et al., 2007). There is a relatively good level of consistency in model simulations compared with other
regions but there are still signiﬁcant uncertainties. Whilst most models support the north-south pattern
of precipitation projections, they lack agreement on the magnitude and ﬁner geographical details of future
changes. Christensen et al. (2007) point to the particular sensitivity that European climate has to global
warming as explanation for this uncertainty.
A stippling overlay in these plots is again used as an indicator of model skill; that is, to highlight regions
where the ECHAM5 is able to reproduce temporal variability according to validation tests undertaken
in Chapter 3. The north-south contrast in precipitation changes, with an increase (decrease) projected
in the north (south), is well-established in GCM climate change simulations (Christensen et al., 2007).
Increases are largest in northern and central Europe, and are an eﬀect of the increased atmospheric
moisture of a warmer climate (Kendon et al., 2010). Conversely, over the majority of southern Europe, a
decreasing relative humidity is likely to lead to a reduction in precipitation occurrence (Rowell and Jones,
2006; Kendon et al., 2010). ECHAM5 is a reputable GCM included in the IPCC multi-model estimates,
and its projections concur with these general trends. The stippling in Figure 6.5a-b suggests skill is
greatest over northern Europe and during winter. Much of southern Europe and regions of mountainous
terrain are associated with poorer skill.
Downscaled corrections of the ECHAM5 A1B projections are shown in Figure 6.5c-f. The local scaling
correction is omitted here; as the change is deﬁned as the percentage diﬀerence between local (single-point)
downscaled corrections of both past and future simulation, the diﬀerence itself is identical to that of the
raw ECHAM5 output. The SVD-RM and CCA-PCR models are non-local, constructed using information
from a surrounding domain and thus the long-term trend (including climate change signal) at a number
of locations. The large-scale spatial patterns of changing precipitation are similar to the raw ECHAM5
output, although some important diﬀerences are evident. For example, winter precipitation along the
western and northern coastline of Scandinavia is not expected to increase as projected by ECHAM5, with
the CCA-PCR correction in particular showing little change along much of the coastline even a reduction
in the far north. This feature of decreased precipitation is corroborated in RCM and limited area model
simulations which are able to better represent the orography of this region and the processes interacting
with it (e.g. Ekstrom et al., 2007; Deque et al., 2007). Kendon et al. (2010) suggest that whilst warming
is the dominant mechanism driving precipitation increase across the majority of northern Europe, here
warming is responsible for changes in circulation which oﬀset the eﬀect of increased moisture and in turn
result in an overall decrease. The authors further suggest that the warming gradient in this region, driven
largely by an ampliﬁcation of warming at high latitudes as a result of sea-ice reduction, combines with the
local orography and disrupts prevailing ﬂow. It is interesting that, although the CCA-PCR correction does
not physically resolve these processes, there is an apparent agreement between independent statistically
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Figure 6.5: Projected (a-b) and downscaled (c-f) seasonal precipitation changes over Europe from the A1B
ECHAM5 simulation. Precipitation change between 1980-1999 and 2080-2099 expressed as a percentage.
(a-b) Stipples sized to indicate correlation between observed and simulated (nudged ECHAM5 simulation)
precipitation; small (r=>0.5), medium (r=>0.6) and large (r=>0.7). (c-f) Stipples indicate areas were
correlation between cross-validated downscaled estimate and observation is strong (r=>0.7).
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and dynamically downscaled estimates.
Over the Alps, the CCA-PCR correction estimates that the zone of increased winter precipitation will
extend further south than is projected by either the SVD-RM correction or ECHAM5 itself. The CCA-
PCR model has slightly greater skill then the SVD-RM equivalent in southern and western Alps (section
4.3.1). However, both non-local corrections are in agreement about precipitation across the eastern Alps
during summer, projected by ECHAM5 to decrease by 20-40%. SVD-RM suggests a decrease in this region
will only be between 10-20%, whilst CCA-PCR estimates between 5-10%. Skill of each downscaling model
is reasonable is this region, but not consistently high. A similar diﬀerence between the corrections in an
area of reasonable skill is over the southern Balkans and central Greece, where the decrease estimated by
CCA-PCR is not as severe as that estimated by SVD-RM.
6.4.2 North America
6.4.2.1 Absolute precipitation
Again, downscaled corrections reﬂect the general spatial patterns of 2080-2099 precipitation projected
by ECHAM5 (Figure 6.6). Within the corrections, there exist a number of small-scale features that are
not present in the coarse GCM output. Along the north-east Atlantic coast during winter, and to lesser
extent during spring, all corrections estimate a concentration of heaviest precipitation along the coast and
not reaching as far in land as projected by ECHAM5. The situation is similar in the Paciﬁc Northwest
during all seasons, where the precipitation gradient with distance from the coast is gentler and more
resolved. Orographic precipitation associated with the Cascade mountains during autumn and winter is
captured in each correction. During winter, ECHAM5 projects a low precipitation region to the east of
the Canadian Rockies. In the corrections, this driest area exists further south over the Great Plains of
the United States, suggesting a spatial discrepancy of this feature in ECHAM5.
The local scaling correction is largely in agreement with both non-local corrections, but does produce
estimated precipitation in southern and central United States during spring and summer that is more
intense than either the ECHAM5 projection or the subsequent non-local corrections. This is also the
case during summer over western Mexico. Furthermore, during winter over the majority of northern and
central Canada, precipitation is considerably less than in the projection or the other corrections.
6.4.2.2 Projected precipitation changes
Multi-model projections detailed in the IPCC AR4 indicate a general increase in precipitation over the
course of the next century over most of North America, with the exception of the south-western region
(Christensen et al., 2007). Consensus amongst the IPCC models is poorer in the southern United States
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Figure 6.6: Projected ECHAM5 A1B (extreme left panels) seasonal precipitation and downscaled cor-
rections (remaining panels) for the period 2080-2099 over North America. Precipitation expressed in
mm.
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Figure 6.7: Projected (a-b) and downscaled (c-f) seasonal precipitation changes over North America from
the A1B ECHAM5 simulation. Precipitation change between 1980-1999 and 2080-2099 expressed as a
percentage. (a-b) Stipples sized to indicate correlation between observed and simulated (nudged ECHAM5
simulation) precipitation; small (r=>0.5), medium (r=>0.6) and large (r=>0.7). (c-f) Stipples indicate
areas were correlation between cross-validated downscaled estimate and observation is strong (r=>0.7).
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and northern Mexico during both winter and summer. Changes in mean precipitation have also been
shown to be associated with the frequency and spatial variability of extreme events (e.g. Bell et al., 2004).
The far north of Canada is the only region where snow depth and snow season length are not likely to
decrease (Christensen et al., 2007).
Similarly to Europe, ECHAM5 precipitation skill is again greater during winter than summer (Figure
6.7a-b). Likewise, skill of the SVD-RM and CCA-PCR downscaling models is greater during winter across
large parts of the continent with the exception of the Rocky Mountains range (Figure 6.7c,e). During
summer, skill is lacking across central and southern United States (Figure 6.7d,f).
Projected downscaled changes between 2080-2099 and 1980-1999 are, again, largely similar to raw
ECHAM5 projected changes. Work using RCM simulations have shown little, if any, extra information
at smaller scales (Chen et al., 2003; Plummer et al., 2006; Christensen et al., 2007). Here, the corrections




During summer (DJF) and autumn (MAM), a narrow band of heaviest precipitation along the east coast
is captured by each correction (Figure 6.8). During summer, this band is shown to extend further inland
than is suggested by the ECHAM5 projection, particularly in southern Queensland. During autumn,
large parts of eastern Australia are associated with heavier rainfall and a more pronounced gradient with
distance from the coast. Between autumn and spring, the heavier concentration in southern Victoria is
captured in the corrections, as is the west-east precipitation gradient in Tasmania. Precipitation features
in the south-west corner of Australia are also represented
The local scaling model has already been shown to exhibit bias in the downscaling of tropical precip-
itation, and locally scaled estimates of precipitation across the north of the continent are over-estimated
during summer (DJF). In some areas of the Northern Territory, the local scaling correction estimates
twice as much precipitation as the non-local corrections. The reverse is evident during the drier winter
months (JJA) when locally scaled precipitation is lighter than that simulated by ECHAM5. The non-
local corrections estimate marginally wetter conditions in the majority of Australia during all seasons
and particularly in eastern Australia during winter and spring than is projected by ECHAM5.
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Figure 6.8: Projected ECHAM5 A1B (extreme left panels) seasonal precipitation and downscaled correc-
tions (remaining panels) for the period 2080-2099 over Australia. Precipitation expressed in mm.
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6.4.3.2 Projected precipitation changes
Skill of each downscaling model varies greatly by season (Figure 6.9). Good skill is considerably more
widespread across the bulk of the continent during the wetter summer months than the drier winter.
Much of the eastern part of Australia is associated with good skill during both winter and summer.
During summer, the downscaled corrections largely agree with the changes projected in ECHAM5, which
can be broadly described as a decrease throughout much of the continental interior and little or no change
along the coasts. Only in parts of the south-western region is any sort of increase corroborated in the
downscaled corrections (in this case, the CCA-PCR estimate). There is a notable diﬀerence in the spatial
extent of a 10-20% precipitation decrease in the SVD-RM and CCA-PCR corrections. In the former, this
zone extends from the tropical north to South Australian coast whereas the latter is associated with a
smaller area of projected decrease in excess of 10% and a steeper gradient of change. In the CCA-PCR
correction, the region of a projected decrease of greater than 20% extends into south-eastern Australia
and into the Murray-Darling basin, as projected in the raw ECHAM5 output.
Winter (JJA) precipitation is expected to decrease across the majority of the continent. In much of
northern Australia, precipitation is expected to decrease by more than 40% according to raw ECHAM5
output. In the far north, this cannot be corroborated by the downscaled corrections due to insuﬃcient
model skill. However, CCA-PCR (and to a lesser extent SVD-RM) skill is acceptable along the coast
of south-eastern Queensland, and extends southwards over the majority of eastern Australia as already
mentioned. Corrections in these parts of Queensland can be considered skilful, and indicate that the
projected decrease actually falls within the range of 10-20%, except for the most easterly coastline and
in the western lee of the Great Dividing Range.
Also during winter, as mentioned previously, the downscaling models are able to capture the heavier
precipitation features in the south-east, and particularly along the south coast of Victoria. The corrected
1980-1999 to 2080-2099 change suggests drying in this region is unlikely to be as severe as is projected by
ECHAM5. In the CCA-PCR correction, change in parts of the coastal region is expected to be negligible,
although precipitation in the remainder of Victoria is still expected decrease by 10-20%. Additionally,
there is a suggestion, supported by good skill, that winter precipitation in Tasmania will be largely
unchanged expect in the south/south-west part where a slight increase is anticipated.
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Figure 6.9: Projected (a-b) and downscaled (c-f) seasonal precipitation changes over Australia from
the A1B ECHAM5 simulation. Precipitation change between 1980-1999 and 2080-2099 expressed as a
percentage. (a-b) Stipples sized to indicate correlation between observed and simulated (nudged ECHAM5
simulation) precipitation; small (r=>0.5), medium (r=>0.6) and large (r=>0.7). (c-f) Stipples indicate
areas were correlation between cross-validated downscaled estimate and observation is strong (r=>0.7).
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6.4.4 Other regions
Whilst skill in both ECHAM5 precipitation and subsequent MOS corrections is poorer in many other
land surface regions, it is important to brieﬂy summarise some of the general features and what, if
anything, can be oﬀered by MOS downscaling. In particular, one must consider that in many of these
regions the quality, density and completeness of station observational records is poorer than in the areas
described in more detail in earlier parts of section 6.4. This, of course, has implications for the reliability
of ERA-40 and other reanalysis products upon which a potential nudged simulation is based. Most
importantly, the development and, crucially, the validation of MOS corrections is hugely dependent on
reliable observational data for the predictand. However, whilst quality data may not be available for long
periods in many regions, it is important to consider that global observation is a growing part of climate
science, particularly in the last decade or two. With improvements in the observational network, MOS
downscaling may still have good potential even in regions where skill has been shown to be relatively
poor.
Throughout most of Asia, the IPCC ensemble of GCMs suggests an increase in precipitation with
models showing most consistency in North and East Asia (Christensen et al., 2007). These projected
increases are expected to apply to both winter and summer precipitation. However, summer precipitation
in central Asia shows simulated decreases, particularly in western parts. In broad terms, model simulation
of climate change in Asia is consistent, although areas of uncertainty in future precipitation projections
tend to be those associated with dramatic topography. The largest precipitation biases from the AR4
are over the Tibetan Plateau where some model simulations of present annual precipitation are 2.5 times
more than observations. Christensen et al. (2007) suggested that model assessment is limited by a poor
observational network throughout most of Asia and pointed out that little work has been conducted at
the regional scale.
The monsoon is the key climatic process over the vast majority of Asia and understanding how
the monsoonal ﬂow is driven is crucial in understanding the aspects of climate change. Large-scale
tropical circulation and monsoonal ﬂows have been shown to be weaker in simulations of increased global
temperatures (Knutson and Manabe, 1995). The strength of the monsoonal ﬂow is known to be related
to the phase of ENSO (Pant and Rupa Kumar, 1997) although this connection would most likely be
diﬀerent under globally warmer conditions (Kumar et al., 1999; Sarkar et al., 2004).
Downscaling studies in Asia have been limited to RCM (e.g. Kumar et al., 2006) and high-resolution
GCM simulations (e.g. Dairaku and Emori, 2006). MOS downscaling of raw GCM-simulated precipitation
may be possible in parts of Asia where the skill of the precipitation ﬁeld is strong. In ECHAM5, year-
round skill is evident in much of east Asia, and MOS methods may compare well with those from RCMs
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in this area.
The main expected changes in African precipitation over the course of the next century appear to ﬁt a
general decrease in the subtropics with the tropics becoming (slightly) wetter. Thus, the rainfall gradient
across the continent is likely to become greater. This is a realistic response to a warmer climate in which
increased water vapour transport in the atmosphere is a result of increased evaporation (Christensen et al.,
2007). Amongst the most conﬁdent projections are a decrease in annual precipitation in Mediterranean
Africa and the northern Sahara, a decrease in winter precipitation in southern Africa and a likely increase
annual precipitation in East Africa (e.g. Hulme et al., 2001; Ruosteenoja et al., 2003). There are a number
of areas where precipitation changes are uncertain including the Sahel, parts of coastal West African and
the southern Sahara (Christensen et al., 2007). Particularly in the Sahel, model projections show little
agreement (e.g. Hewitson and Crane, 2006) and Christensen et al. (2007) suggested that further research
is requirement in the understanding of the diﬀerent simulations of precipitation responses.
The potential to downscale model output for Africa is unclear and with some exceptions (e.g. Moron
et al., 2008) has rarely been a focus for downscaling research. Most recently, greater focus has been
given to Africa in the CORDEX framework (Giorgi et al., 2009) but there are still relatively few RCM
simulations available so far. Southern Africa is one few areas with a reasonably reliable observational
network, and ECHAM5 precipitation does show decent skill at all times of year. Previously, statistical
methods have been used to downscale GCM output, with model parameterisation schemes cited as the
major factor in disagreement amongst GCMs (Hewitson and Crane, 2006). Whilst the large-scale decrease
in southern African rainfall is widely anticipated, decreases at other times of year appear limited to the
western coastal areas (Christensen et al., 2007).
New Zealand has been outlined as an area of key importance for downscaling research given the
substantial physiographic controls on its precipitation patterns. Some studies have begun to address
downscaling in New Zealand (e.g. Kidson and Thompson, 1998; Sansom and Renwick, 2007) but given
that IPCC projections anticipate increased precipitation occurrence along the west coast of the South
Island, future research may focus on possible changes in the rain shadow of the Southern Alps. It may be
interesting to further assess the skill of, particularly, non-local MOS downscaling corrections in regions
of complex topography, such as New Zealand and also the European Alps. As discussed in section
6.4.1, MOS corrections show potential in resolving future precipitation changes in the rain shadow of
the Scandinavian mountains, and it is important to understand whether this potential extends to other
regions with similar physical characteristics.
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6.5 Summary and conclusions
Local and non-local MOS downscaling models have been applied to ECHAM5 climate change simulations
in order to produce more spatially resolved estimates of future precipitation. The downscaling models were
ﬁtted on the precipitation ﬁeld from the nudged GCM simulation and simultaneous GPCC observations.
In application, each model is a correction of the future simulated precipitation ﬁeld. All downscaled
corrections have been made with reference to the skill of that particular downscaling model, determined
by comparing a cross-validated reconstruction of historical local-scale precipitation with observations (see
Chapter 4).
Currently, conﬁdence in climate change projections is largely based on multi-GCM consensus and
this work represents the ﬁrst attempt to assign local-scale estimates with a quantiﬁcation of skill for a
speciﬁc model. It is shown that in many regions a high level of agreement amongst the GCMs used in the
IPCC AR4 is matched with good skill in ECHAM5. However, it is also possible to identify regions where
multi-GCM consensus is poor but ECHAM5 skill is strong. One may conclude that GCM consensus plots
do not distinguish between the diﬀerent error components of GCM-simulated precipitation, as outlined in
Chapter 3 (section 3.2.1). The inclusion of a nudged simulation (potentially for every GCM) in a climate
change investigation would oﬀer additional and invaluable information. GCM consensus and calculation
of multi-model means is important, but this procedure currently considers all models to have identical
skill. A far more robust estimation of future precipitation changes based on GCM output (or downscaling
corrections) would be a quantiﬁcation of skill in a number of GCMs (which is conceptually possible with
a set of nudged simulations) and then alternative consensus and multi-model means can be derived in
which each GCM is weighted relative to its skill at a given month/season and region.
Downscaled estimates of 21st century regional precipitation made using the local and non-local cor-
rections capture the main features in raw ECHAM5 output but with far greater descriptive resolution.
Europe, North America and Australia were identiﬁed in Chapter 4 as regions where skill in ECHAM5, and
consequently downscaling corrections, is high. The SVD-RM and CCA-PCR (non-local MOS) models
show good skill in detailing the precipitation features of mountainous regions, particularly in the Euro-
pean Alps, although subtle diﬀerences exist between the two corrections. The local scaling correction
has a tendency to over-estimate regions of heavy precipitation, such as along windward coastlines, but is
poor in topographically varied areas by comparison.
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Chapter 7
MOS downscaling for daily
precipitation distributions
7.1 Introduction
The majority of climate change research has focused on understanding long-term changes and variability
in mean global climate. In the context of worldwide precipitation, this has primarily involved an analysis
of the global distribution of monthly and seasonal mean precipitation (e.g. Xie and Arkin, 1997; Huﬀman
et al., 1997; Adler et al., 2003; Groisman et al., 2005). However, it is also necessary to consider char-
acteristics of precipitation on a daily time scale such as precipitation intensity, frequency of occurrence
(including the number of `wet' days), and the contribution to monthly and seasonal totals of events of
diﬀering magnitude. Analysis of these characteristics is arguably increasingly important in a changing
and, speciﬁcally, warming climate in which the rate of increase in atmospheric moisture content is likely to
exceed that of total precipitation, leading to an increase in precipitation intensity but probable decrease
in frequency of occurrence (Trenberth et al., 2003; Sun et al., 2006).
Additionally, increased focus in recent years has been given to the impact of a changing climate on
extreme events (e.g. Hegerl et al., 2004; Allan and Soden, 2008). In the case of precipitation, it is
possible to consider extreme (or at least heavy) precipitation on monthly or seasonal time scales, and this
was drawn on brieﬂy in Chapters 3 and 5. However, it is extreme short-term precipitation events that
are most relevant for impact applications, and the understanding and quantiﬁcation of such extremes
involves analysing precipitation on a ﬁner temporal resolution than simply seasonal or monthly means.
For small-scale studies, particularly those with a hydrological focus, the evolution of speciﬁc extreme
precipitation events may require an analysis on sub-daily or hourly data. On a regional scale however,
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daily precipitation, or more speciﬁcally the distribution of daily precipitation, is usually a suﬃcient basis
for study.
Whilst GCM simulation of large-scale features of precipitation is reasonable, there is usually some
deﬁciency in the simulation of daily precipitation characteristics, and in particular the simulation of
precipitation extremes. If such deﬁciencies are consistent, it is possible to develop some form of MOS
correction by making a direct comparison between simulated and observed precipitation distributions
for some historical period. Previously, MOS downscaling of daily precipitation distributions has been
successfully applied to RCM simulations, with speciﬁc focus on the downscaling of extremes. There has
been less progress in the development of a MOS downscaling correction for GCM-simulated precipitation,
which may prove useful in regions where RCM simulations have not been undertaken, or in regions of
extremely variable topography where even the highest resolution RCMs are unable to dynamically resolve
precipitation processes on suﬃciently small-scales (Schmidli et al., 2006; Maraun et al., 2010). However,
as discussed in Chapter 3 and in the case of both RCM and GCM simulations, it is problematic to make
comparisons between observations and a freely-evolving model simulation which does not mirror real
world day-to-day variability.
It is the purpose of this chapter to extend the development of a MOS downscaling approach for
European precipitation to daily time scales. As in previous chapters, calibration of downscaling models
is performed using the simulated precipitation from the nudged ECHAM5 simulation. As mentioned, it
is possible to develop such corrections on a standard (non-nudged) GCM simulation but it is not possible
to assess GCM skill in simulating temporal (in this case, day-to-day) variability. Whilst undertaking a
MOS approach with a nudged simulation has been shown to be successful in downscaling monthly and
seasonal precipitation, the precise beneﬁts of including the additional nudging step in the downscaling
process for precipitation distributions is unknown. The work in this chapter can therefore be considered
an exploratory study of the potential of this approach.
The analytical approach in the remainder of this chapter is scaled-down but conceptually similar to
an amalgamation of that previously undertaken on monthly precipitation in Chapters 3, 4 and 6. Section
7.2 describes the downscaling methods implemented and the observational data used to derive and cross-
validate the downscaling models. Section 7.3 focuses on a comparison between the precipitation ﬁeld
of nudged and standard (non-nudged) ECHAM5 simulations. Section 7.4 details the construction and
cross-validation of downscaling models based on a correction of the cumulative distribution function (cdf)
and a discussion of the potential application of non-local methods (SVD and CCA) described in Chapter
4. In section 7.5, downscaling models developed in the previous section are applied to ECHAM5 21st
century simulations according to the SRES A1B scenario. Estimates are made for local-scale changes in
seasonal characteristics of daily precipitation with reference to the overall skill of ECHAM5 and skill of
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the downscaling correction itself. Conclusions and suggestions for further analysis are made in section
7.6.
7.2 Methods for downscaling daily precipitation
Downscaling models based on quantile mapping are developed for correcting precipitation distributions
in the ECHAM5 climate change simulations. Each downscaling model is deﬁned by the relationships
between simultaneous simulated and observed daily precipitation totals. As with all work preceding this,
modelled precipitation is that simulated by ECHAM5 nudged to ERA-40, as described in Chapter 3. This
work represents the ﬁrst attempt in developing a quantile mapping correction based on a nudged GCM
simulation. Focus is also given to the potential application of a non-local MOS downscaling correction
for daily precipitation.
7.2.1 Quantile mapping
Quantile mapping, also known as quantile matching, is a commonly used MOS method for downscaling
or otherwise correcting model-simulated distribution of daily precipitation (e.g. Hay and Clark, 2003;
Dettinger et al., 2004; Deque et al., 2007; Piani et al., 2010). In simple terms, the method is an adjust-
ment of the model-simulated cumulative distribution function (cdf) to provide a better representation
of observations. The adjustment itself is based on the derivation of an empirical transformation of pre-
cipitation at a number of quantiles in each distribution. Thus, diﬀerent intensities of precipitation are
accounted for and adjusted.
Mapping may be based on quantiles of the empirical cdf, for which a large number of quantile trans-
formations is needed to accurately represent the shape and scale of the distribution. As with all hindcast-
derived statistical downscaling models, application to a simulated future climate involves an assumption
of stationarity (Trenberth et al., 2003). Piani et al. (2010) argue that this assumption can be better
satisﬁed if the statistical correction is based on as few parameters as possible and thus considered more
robust. In the case of quantile mapping, this has been achieved by deriving a transfer between quantiles
of gamma distributions ﬁtted to precipitation. A gamma distribution can be deﬁned by two parameters,
k and θ, which represent the shape and scale of the distribution respectively. In describing the empirical
distributions as a two-parameter gamma distributions, one is able to remove an element of noise which
may be detrimental to the statistical correction.
Analysis in this chapter follows the same gamma ﬁtting method, and Figure 7.1 illustrates the ﬁtting of
gamma distributions to example empirical distributions of observed and simulated precipitation, and the




Figure 7.1: Conceptual basis behind ﬁtting a gamma cumulative distribution function to observed and
simulated precipitation.
observed daily precipitation can be realistically approximated by a gamma distribution is well-established
in the literature (e.g. Katz and Parlange, 1998; Wilks, 2006). However, GCMs often tend to simulate
unrealistically small amounts of precipitation in synoptic situations which would otherwise be associated
with dry days in the real world (Dettinger et al., 2004). Given this excess `drizzle' in the GCM, it is
useful to identify a threshold to diﬀerentiate between dry and wet days. Thus, gamma distributions are
ﬁtted on precipitation on wet days only, which are deﬁned in this analysis as days with total precipitation
greater than or equal to 1mm. In doing so, it is also necessary to compare the proportion of wet days in
each distribution (Piani et al., 2010).
Similarly to the local scaling method described in Chapters 3 and 4, it is possible to construct a
gamma-ﬁtted quantile mapping correction using an equilibrium (non-nudged) simulation. The beneﬁts
of formulating the correction using precipitation from a nudged simulation is currently unknown.
7.2.2 Potential application of MCA and CCA
In addition to quantile mapping, the potential for downscaling using non-local MOS methods is also
discussed. Such methods include regression techniques based on one-dimensional MCA or CCA (which
174
are referred to in this and all other chapters as SVD-RM and CCA-PCR respectively), which are described
in detail in Chapter 4 in terms of their application to downscaling monthly mean precipitation. Here,
SVD-RM and CCA-PCR models are developed for downscaling daily precipitation, and are conceptually
similar in construction to those developed for downscaling monthly mean precipitation in Chapter 4.
Predictor information, in the form of simulated daily precipitation, is taken from an identically-sized
spatial domain (20◦ longitude× 10◦ latitude). It is currently not known to what extent the success of
these non-local methods, particularly CCA, as a downscaling solution for monthly precipitation can be
extended to daily time scales.
7.2.3 Cross-validation of methods
Downscaled corrections are made to season-long distribution of precipitation during winter and summer.
All downscaling in earlier chapters is performed on monthly mean precipitation at the suﬃcient grid
cell resolution of 0.5◦ × 0.5◦ oﬀered by the global GPCC dataset, which permits a worldwide applica-
tion of each downscaling model irrespective of eventual skill. However, downscaling at the daily time
scale obviously requires consideration of precipitation variability on ﬁne temporal and spatial resolutions.
Additionally, with a knowledge that ECHAM5 has a generally good capability to realistically simulate
precipitation in most of Europe, it is logical to restrict the analysis of downscaling potential to European
daily precipitation. Comparisons with observations therefore uses the E-OBS dataset from the ENSEM-
BLES EU-FP6 project (Haylock et al., 2008). European land-only daily precipitation data is available
at a 0.25◦ × 0.25◦ grid cell resolution for the period 1950-2006.
All downscaling methods are cross-validated using the same fundamental `leave-seven-out' approach
described in Chapters 3 and 4. This approach requires the daily precipitation distribution for each year
to be estimated independently. For example, in attempting to correct daily winter precipitation in year
t, the correction model is ﬁtted on data from all other years within the period for which observed data
is available (1958-2001 in this instance). In reality, the data used is exclusive of the seven year period
centred on year t so as to account for autocorrelation of neighbouring years.
7.3 Using a nudged simulation
It is necessary to assess how nudging the prognostic variables in ECHAM5 impacts upon the simulated
daily precipitation. As shown in Chapter 3, the nudging procedure generally does not substantially alter
the spatial distribution of monthly and seasonal means, but it is not known how intra-month or intra-
season precipitation is altered. An important precipitation characteristic to consider is the percentage of
`wet' days; that is, the proportion of days with total precipitation greater than 1mm. Diﬀerences between
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Figure 7.2: Percentage diﬀerence in the number of wet days in standard (`norm') and nudged (`nudg')
ECHAM5 simulations compared to E-OBS during (a-b) winter and (c-d) summer (1958-2001).
simulated and observed percentages of wet days during winter (DJF) and summer (JJA) are detailed in
Figure 7.2. During winter, it is clear that the proportion of wet days is over-estimated in the standard
simulation throughout much of continental Europe (Figure 7.2a). ECHAM5 typically simulates between
10-20% more wet days than is observed in the E-OBS dataset. This over-estimation is greatly reduced
in the nudged simulation over much of central Europe, particularly in coastal regions (Figure 7.2b). It
would therefore appear that these diﬀerences are due to errors in circulation (the type 1 and type 2 errors
described in Chapter 3) rather than parameterisation errors (type 3). There is little change in southern
Scandinavia and parts of central Iberia and central France where a similar degree of over-estimation
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Figure 7.3: Absolute diﬀerence (mm) in winter (a-b) median and (b) inter-quartile range statistics between
the equilibrium (`norm') and nudged (`nudg') ECHAM5 simulations compared to E-OBS.
remains in the nudged simulation. In some regions, such as western Iberia and western Scandinavia, the
extent of under-simulated proportion of wet days is reduced in the nudged simulation, although this is
not the case in western parts of British Isles where even fewer wet days are simulated. During summer,
there are further inconsistencies in evidence (Figure 7.2c-d). Under-estimation of wet days across much
of the Alpine regions is righted to a large extent in the nudged simulation. However, in many windward
areas of western and northern Europe, particularly western British Isles, northern France and the Low
Countries, extending northwards to Denmark and southern Sweden, a moderate under-estimation in the
standard simulation is actually accentuated in the nudged simulation.
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Figure 7.4: Absolute diﬀerence (mm) in summer (a-b) median and (b) inter-quartile range statistics
between the equilibrium (`norm') and nudged (`nudg') ECHAM5 simulations compared to E-OBS.
Figures 7.3 and 7.4 show diﬀerences between simulated and observed values of the median and inter-
quartile range during winter and summer respectively. During winter, the spatial distribution of median
precipitation quantities is similar in both simulations. In much of the continental interior, both the
median and inter-quartile range values are marginally over-estimated in the standard simulation and
better represented in the nudged simulation. There is little change in the wettest regions of Europe
(western British Isles, north-western Iberia, western Scandinavia and mountainous regions such as the
Alps) between each simulation. During summer, the median is very well-simulated across the majority of
northern Europe and there is little change between the standard and nudged simulations. Additionally,
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Figure 7.5: Correlation between nudged ECHAM5 and E-OBS daily precipitation.
the extent of the under-estimation of the median in much of southern Europe is reduced in the nudged
simulation, and this is particularly apparent across the Alps. Simulation of the inter-quartile range is
subject to an over- (under-) estimation in the north (south) and there is little diﬀerence in this spatial
extent or its magnitude between the standard and nudged simulations. It is known that convective
events tend to make a greater contribution to total precipitation during summer, and particularly in
southern Europe so it is unsurprising that biases in the median and inter-quartile range are not reduced
in the nudged simulation. Generally, biases in median and inter-quartile range precipitation statistics,
particularly in the wettest regions of Europe, are similar in both the standard and nudged simulations,
suggesting that deﬁciencies in the precipitation parameterisation, rather than in the simulation of large-
scale circulation, are responsible for errors of this nature. Given that the temporal evolution of the
ECHAM5 simulation of day-to-day weather is consistent with the observed record, it is possible to
compare the simulated and observed precipitation time series (Figure 7.5). This has been performed
previously for seasonal and monthly precipitation means in Chapters 3 and 4, and it can be concluded
that strong, positive correlation is indicative of good skill in the parameterisation of precipitation.
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7.4 Downscaling corrections
7.4.1 Quantile mapping correction
The cross-validated corrections developed using quantile mapping are compared with observations in the
historical record. As the ﬁtting of the corrections is based on a nudged simulation, which is in temporal
phase with the real world, a direct comparison is possible between the corrected and observed distribu-
tions. This permits an analysis of correlation between the corrected (cross-validated) and observed time
series in addition to the distribution statistics of each. The latter are analysed ﬁrst in Figures 7.6 and
7.7, which illustrate median, interquartile range and skewness statistics of the corrected distribution and
how closely these match those statistics of the observed distribution. The spatial pattern of precipitation
in the correction is physically sound during each season. In winter (DJF), a general west-east gradient
in median precipitation is apparent and agreement with observations is generally strong (Figure 7.6).
Although heaviest precipitation is estimated along the western coastline fringes and west-facing moun-
tainous regions, precipitation totals in these regions remain moderately under-represented. This rough
Figure 7.6: Comparative winter precipitation (DJF) statistics in quantile mapping correction and E-
OBS observations; (a) median (mm), (b) interquartile range (mm) and (c) measure of skewness in the
correction; (d) diﬀerence in median and (e) ratio of the interquartile range between the correction and
observations; (f) measure of skewness in the observations.
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Figure 7.7: As Figure 7.6 but for summer (JJA) precipitation.
pattern is reﬂected in the interquartile range, although with fewer instances of under-estimation. During
summer (JJA), areas of over-estimation of median precipitation are concentrated in central and eastern
Europe, with much of coastal Mediterranean regions under-estimated (Figure 7.7). The magnitude of
the corrected interquartile range is excessive in parts of north-west Europe, and between 20-40% over-
estimated in southern and eastern parts of the British Isles. Positive skewness in both distributions is
widespread, although in winter the corrected distribution broadly estimates a greater positive skew in
mountainous regions (notably, the Alps and the arc of the Carpathians) than is shown in the observations.
A similar pattern is evident along the Mediterranean coast during summer.
As quantile mapping includes only a distribution's wet days (total daily precipitation greater than
1mm), it is of equal importance to analyse the proportion of wet days in the corrected and observed
distributions (Figure 7.8). During winter, this proportion is well-reproduced by the correction in the
majority of Europe, particularly across continental lowlands. There is some over-estimation within the
continent interior, notably in central Iberia and in Scandinavia leeward of the coastal mountains. During
summer, estimates for central and eastern Europe are skilful, although much of the coastline of western
Europe, with the exception of Scandinavia, is under-estimated. The apparently larger diﬀerence in the
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Figure 7.8: Diﬀerences in the proportion (%) of wet days between the corrected and observed distributions.
proportion of wet days in southern Europe is diﬃcult to interpret given the low mean precipitation.
Further investigation is given to diﬀerences between six corrected and observed quantiles in Figures
7.9 and 7.10. The diﬀerences are expressed as a ratio, which is displayed in terms of its natural logarithm
to show linear consistency in each sign. The quantiles chosen for analysis include the three quartiles (p25,
p50 and p75) and three quantiles at the extreme end of the distribution (p90, p95 and p99). Deﬁnitions
of `extreme' precipitation are varied, but a typical measure for heavy precipitation is 90th percentile on
wet days (Haylock et al., 2006; Goodess et al., 2010). The 95th and 99th percentiles are included here
also, although the extent to which these can be reliably corrected from a ﬁtted gamma distribution is
uncertain and, with some exceptions (e.g. Ferro et al., 2005), not usually investigated. Nevertheless, at
this stage it is important to gauge an understanding of the limitations of quantile mapping based on a
nudged simulation, and key to this is an assessment of the skill of the correction to represent precipitation
at the top end of the distribution.
During winter, estimates for the three quartiles (p25, p50 and p75) are closely matched with obser-
vations across most of Europe (Figure 7.9a-c). Regions of moderate under- and over-estimation can be
largely explained by topographic features. In Scandinavia, the western mountains again have an impor-
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Figure 7.9: Log ratios of six quantiles of winter (DJF) daily total precipitation between the quantile
mapping correction and observations (1958-2001).
tant inﬂuence on the skill of the correction. Each quantile is consistently over-estimated in the eastern
lee of the north-south mountains, roughly consisting of eastern and northern Sweden. This pattern is
also evident in the immediate lee of mountains in southern Norway. This over-estimation of precipitation
intensity and suggests the inﬂuence of the Scandinavian mountains in forming an orographic barrier to
western-driven precipitation is under-represented. This conﬂicts with patterns in other topographically
complex regions, such as the western and northern Alps, where it is the windward slopes that experience
an over-estimation of each quantile. One must perhaps consider the model's ability to simulate snowfall,
particularly in Scandinavia. Similar patterns in the correction of each quartile are evident during summer
(Figure 7.10a-c). Additionally, low precipitation totals make these corrections troublesome in southern
Europe.
The estimation of quantiles representing heavy precipitation is encouraging. During winter, bias in
the estimation of the 90th and 95th percentiles is again very small over the majority of Europe with
some isolated exceptions (Figure 7.9d-e). As previously mentioned, quantile mapping based on a ﬁtted
gamma distribution is considered ineﬀective when correcting extreme precipitation, but in this instance
there is good model skill in estimating precipitation intensity up to the 95th percentile. This good skill
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Figure 7.10: As Figure 7.9 but for summer (JJA) daily total precipitation.
does not extend to the 99th percentile, which is consistently under-estimated in the correction across
much of central Europe (Figure 7.9f). In spite of this, it is interesting to note that the wettest parts of
Europe, occurring on average along the coastlines of north-west Spain, France and the British Isles, are
reasonably well-represented. This potential predictability may be owed to the relative regularity in the
frequency and magnitude of dominant large-scale frontal precipitation. The 99th percentile is marginally
under-estimated along the western coastline of Scandinavia, which again points to model representation
of orographic forcing in the Scandinavian mountains. During summer, a similar pattern emerges in
the correction the 90th and 95th percentiles, which are well-reproduced over much of Europe (Figure
7.10d-e). An exception is in parts of Mediterranean Europe, where low precipitation totals make heavy
precipitation, which consists of infrequent, largely convective events, diﬃcult to estimate. Of interest
is the northern coast of Spain, where the 50th and 75th percentiles are under-estimated and the 95th
percentile over-estimated. The correction has an apparent tendency to erroneously attribute a greater
portion of total precipitation to the most intense precipitation events. There is little to suggest that a
skilful correction of the 99th percentile is possible, except in areas where the distribution of daily total
precipitation is associated with less variance and a shorter extreme tail.
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7.4.2 Skill of downscaled corrections to represent temporal variability
In basing a correction scheme on a simulation in temporal phase with the observed record, it is possible to
make a simulation-observation comparison of the time series in addition to the distribution. Correlation
maps have been used previously in Chapter 3 and 4 to illustrate where a simulation or downscaling
correction is able to reproduce inter-annual variability of monthly mean precipitation. Here, the analysis
is extended to both inter-annual and intra-seasonal (essentially, inter-daily) variability.
The non-local regression-based downscaling corrections discussed in section 7.2.2 are impractical for
directly estimating actual daily precipitation values due to a large under-estimation of spatial variability
as a result of area-averaging. However, there may remain some potential for these methods to provide
relevant information about temporal variability. Thus, in this analysis, it is possible to compare all three
MOS downscaling methods (quantile mapping, SVD-RM and CCA-PCR). Maps of correlation between
daily precipitation in observations and each correction are shown in Figure 7.11. As expected, correlation
with observations of the quantile mapping correction is similar to that of raw ECHAM5 output (Figure
7.5) in both distribution and magnitude. During winter, the key features are strong correlations over
most of continental Europe, with exception of eastern Europe extending to western Russia. The gradient
in correlation strength in eastern Europe does not appear gradual. It is diﬃcult to explain this very
sudden diﬀerence simply by citing the physical characteristics of the region, whether climatological or
topographical, and the sharp diﬀerences are likely due to geopolitical inﬂuences on the reliability of the
observed data. Non-local correlations are stronger and more spatially coherent, with CCA-PCR again
showing a marginally better performance than SVD-RM. Both methods provide far greater representation
than the quantile mapping correction in mountainous regions, particularly the Alps and the Pyrenees.
Figure 7.12 assesses the gamma distributions simulated, observed and corrected winter (DJF) precip-
itation at three locations where correlation of the corrected and observed time series are diﬀerent. Note
that these locations were chosen speciﬁcally to represent distinct regions of model skill, and not in terms
of any diﬀerences in physiographic features or long-term climatology. Location (b) is Lodz in central
Poland where correlation is distinctly weak. Comparison of the corrected and observed distributions re-
veals an over-estimation of precipitation falling within the inter-quartile range, an observation also made
in Figure 7.6 where each corrected quartile is an increase on the observation.
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Figure 7.11: Correlation of corrected and observed (E-OBS) daily winter and summer precipitation.
Corrections based on quantile mapping (QM), SVD-RM and CCA-PCR.
7.5 Downscaling future changes in daily precipitation distribu-
tion
Downscaling corrections derived from quantile mapping were applied to the precipitation ﬁeld of a future
ECHAM5 simulation. Figures 7.13 and 7.14 show raw ECHAM5 output and downscaled corrections of
diﬀerent quantiles for winter (DJF) and summer (JJA) respectively. Simulated and corrected quantiles
are calculated from the distribution of all wet days within a three-member ensemble simulation of a control
period (1980-1999) and a climate change scenario according to SRES A1B (2080-2099). Analysis focuses
on four quantiles: 25th, 50th and 75th percentile indicate the median and the extent of the inter-quartile
range, whilst the 90th percentile was chosen as a measure for heavy precipitation (Haylock et al., 2006;
Goodess et al., 2010). Many of the key spatial diﬀerences between ECHAM5-simulated and downscaled
daily precipitation quantiles mirror those in the downscaling of monthly mean precipitation, as shown in
Chapter 6 (Section 6.4.1). Therefore, it is unnecessary to restate the key processes behind the obvious
patterns that are apparent in downscaled corrections of both monthly and daily precipitation.








Figure 7.12: Gamma cumulative distribution functions ﬁtted to observed (`OBS'), simulated (`NUDG')
and corrected winter (DJF) daily total precipitation (mm) in three example locations with diﬀerent
correlation statistics: (a) Birmingham, United Kingdom; (b) Lodz, Poland; and (c) Constanta, Romania.
Note: correlation map taken from Figure ﬁg:plotcorrelationdailyDJFJJAa.
tured in ECHAM5 but at a much greater resolution. With an output resolution of 0.25◦ × 0.25◦ (all
downscaling on monthly means was constructed to a 0.5◦ × 0.5◦ resolution), small-scale variability in-
duced by topography or a sudden change in surface coverage can be represented much more clearly. In
most cases it is immediately obvious where the coarser resolution of ECHAM5 is insuﬃcient in resolving
precipitation distribution, such as along windward coastlines and across mountain ranges.
During winter, a west-east diﬀerence is evident across Europe for the 50th and 75th percentiles
(Figure 7.13). To some extent, this pattern is captured in the raw ECHAM5 output but the cross-
continent gradient is more pronounced in the correction. Although the prevalence of moisture-laden air
masses originating in the Atlantic Ocean would support this connotation, it is uncertain to what extent
the relatively poor skill in the downscaling correction in parts of eastern Europe is responsible for the
magnitude of the gradient. The fact that the diﬀerences are so pronounced and spatially similar for each
quantile suggests that model skill is an important factor.
During summer, the corrected quantities of both p50 and p75 are larger over much of Mediterranean
Europe, particularly in northern and eastern Spain and the region east of the Adriatic. Given that p25
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Figure 7.13: ECHAM5 and corrected quantiles of winter (DJF) precipitation for the control (CTRL)
period (1980-1999) and SRES A1B scenario (2080-2099). Quantiles expressed in mm.
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Figure 7.14: ECHAM5 and corrected quantiles of summer (JJA) precipitation for the control (CTRL)
period (1980-1999) and SRES A1B scenario (2080-2099). Quantiles expressed in mm.
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and p90 are relatively unchanged in the correction, this may be explained by a skew within the simulated
inter-quartile range which understates the contribution of heavier precipitation events to the seasonal
total. As previously discussed, the tendency of a GCM to simulate 'drizzle' can make it diﬃcult to
distinguish between (what in the observed record are referred to as) `dry' and `wet' days. The drizzle
phenomenon may continue to exist during light precipitation events that are still classiﬁed as wet days.
In reality, the dominant contribution to total precipitation during summer is from short-term convective
events, the magnitude and infrequency of which may not be fully resolved in the GCM. The extent to
which this model correction is able to better represent such characteristics of summer precipitation is
uncertain. As the skill in the simulation of day-to-day variability is poor in this region (Figure 7.11)
caution should be exercised in interpreting these corrections. Additionally, in many regions, low skill can
be directly attributed to an extremely small number of precipitation events used to construct the gamma
distributions from which corrections are derived.
During both seasons, locations associated with heaviest daily precipitation totals tend to occur along
the coastlines of western Europe and in mountainous regions. Whilst the raw ECHAM5 simulation is
suﬃcient in representing heavy coastal precipitation, particularly in north-west Iberia, western British
Isles and southern Scandinavia, performance is poorer in resolving heavy continental precipitation induced
by orographic eﬀects. This is particularly evident over the Alps in the 75th and 90th percentiles during
winter (Figure 7.13i-j,m-n) and to a lesser extent during summer (Figure 7.14i-j,m-n). ECHAM5 better
resolves daily precipitation processes at land-sea boundaries than in regions of complex topography, and
it is in the latter where downscaling, particularly at this resolution, is able to provide crucial extra
information.
During winter, the precipitation gradient in the Scandinavian mountains is clearly evident in corrected
precipitation occurring above p50. Although ECHAM5 is able to roughly resolve the intense precipitation
in southern Norway, the downscaled correction is required to represent the extension of heavy daily
precipitation northwards along the coast. Similarly, the drier eastern lee of the mountain range is more
resolutely deﬁned in the correction, particularly at p50, p75 and p90.
In understanding simulated precipitation in a changing climate it is necessary to interpret future
simulated precipitation relative to a baseline period. As in Chapter 6, this `control' (CTRL) period
is 1980-1999 as simulated by a three-member ensemble forced by known quantities of greenhouse gas
emissions. Figures 7.15 and 7.16 detail the percentage change in four precipitation quantiles between
2080-2099 and 1980-1999 on both ECHAM5 and downscaled grids. Stippling overlays, introduced in
Chapter 6, are again used to describe the spatially-varying skill of the quantile mapping correction
to reproduce day-to-day variability. All corrections are `local', in that they are derived from gamma
distributions ﬁtted to the empirical cdf of all wet days for a given season at one particular grid cell. As
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Figure 7.15: Diﬀerences in ECHAM5-simulated and corrected winter (DJF) quantiles between the control
(CTRL) period (1980-1999) and SRES A1B scenario (2080-2099).
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Figure 7.16: Diﬀerences in ECHAM5-simulated and corrected summer (JJA) quantiles between the con-
trol (CTRL) period (1980-1999) and SRES A1B scenario (2080-2099).
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each correction is constructed from information at just one grid cell, the change in corrected precipitation
between two time periods is very similar to that which exists in raw ECHAM5 output.
It was noted, particularly during winter, that there were only small diﬀerences between GCM simu-
lations and high-resolution RCMs used in the PRUDENCE experiments (Christensen and Christensen,
2007). Furthermore, there was little discernible diﬀerence between the PRUDENCE RCMs run at the
standard (50 × 50 km) resolution and those run at a higher resolution (25 × 25 km) (Christensen and
Christensen, 2007). So, the large-scale controls on dynamically-downscaled simulations appear to exert
a similar inﬂuence on the corrected quantiles shown here.
Before identifying some of the more notable diﬀerences, it is ﬁrst of all necessary to understand the
projected changes in daily precipitation distribution as simulated in ECHAM5. During winter, time mean
precipitation is shown to increase across northern and central Europe (see Chapter 6, section 6.4.1), and
this pattern is generally reﬂected across the daily distribution (Figure 7.15a,c,e,g). An exception is over
the British Isles, where p25 and p50 show little change, and a decrease is estimated in values of both p75
and p90. The lessening contribution of heavy precipitation events to what is expected to be greater mean
precipitation totals conﬂicts with the observed increase in the intensity of winter precipitation in the UK
between 1961-1996 (Osborn et al., 2000). However, whilst errors in the parameterisation of precipitation
in ECHAM5 are small in terms of reproducing realistic precipitation amounts and temporal variability
in this region (see Chapter 3), this apparent skill does not extend to daily time scales as demonstrated
by the lack of stippling across the British Isles in Figure 7.15.
Although, the tail of the distribution is not suﬃciently modelled in this analysis, the suite of GCMs
used in the IPCC AR4 indicate an increase in both the frequency and magnitude of `extreme' precipitation
events (Christensen et al., 2007). During summer (Figure 7.16), diﬀerences are less pronounced, although
the time mean increase in precipitation in northern Europe is matched by an increase across the daily
distribution, which appears stronger at the high quantiles (p75 and p90). Elsewhere, it is diﬃcult to draw
reliable conclusions, particularly in the Mediterranean where there is a lack of spatial coherence in the
extent (and in some areas even the sign) of the change. The projected decrease in mean precipitation is
largely the source of this uncertainty. It has been suggested that whilst an increased water atmospheric
moisture content is a simple explanation for increased occurrences of heavy precipitation, a decreased
number of wet days may result in a reduced frequency of intense events (Christensen et al., 2007).
The main diﬀerences in the long-term shift of precipitation intensities in the downscaled correction
are largely concerned with magnitude rather than a change of sign. This is evident in parts of eastern
Sweden during winter where the downscaled corrections suggest smaller values for changes in p50, p75
and p90 than are simulated by ECHAM5 (Figure 7.15). This is also a region where the downscaling
model is shown to be skilful in reproducing temporal variability, suggesting that high conﬁdence may be
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placed in the corrected quantiles. Additionally, the region encompassing southern Finland and the Baltic
States shows a similar pattern of reduced magnitude in the projected increase of p75 and p90 although
model skill is weaker here.
At high latitudes and mountainous regions, and especially during winter, one must consider the con-
tribution of snowfall to the simulated precipitation total. Changes in snow conditions are not explicitly
analysed here, although it is important to consider the implications of diﬀerences in inter-GCM parame-
terisation of rainfall/snowfall. Previous work has shown that a general warming trend is likely to result
in a strong decrease in precipitation in areas with consistent seasonal snow cover (Meehl et al., 2007). In
Europe, a shortening of the snow season and reduction in snow depth is likely over the course of the next
century (Raisanen and Alexandersson, 2003; Rowell, 2005). There are some regions however, such as the
area encompassing northern Scandinavia and parts of north-western Russia, where mean temperature
and precipitation changes exert less inﬂuence on snowfall than regions at lower latitudes (Raisanen and
Alexandersson, 2003; Christensen et al., 2007). This also appears to be the case at high altitudes, such
as the peaks of the Alps (Beniston et al., 2003).
During summer, additional information about precipitation change is more diﬃcult to pinpoint in the
downscaled correction (Figure 7.16). Furthermore, the skill of the quantile mapping method is poorer
than that during the winter months. However, in parts of central Europe, the magnitude of the projected
decrease in each quantile appears greater in the correction than the raw ECHAM5 simulation. Skill is
stronger in this region than in the rest of continental Europe.
7.6 Summary and conclusions
A MOS approach for correcting GCM-simulated European precipitation has been extended for downscal-
ing daily precipitation simulated by ECHAM5. A downscaling method was developed based on quantile
mapping of a ﬁtted gamma distribution and cross-validated on its skill to reproduce spatial patterns
of observed precipitation quantiles. Downscaling corrections were applied to the ECHAM5 A1B SRES
climate change simulation with reference made to regions of Europe where model skill was shown to be
strong. It was demonstrated that, in calibrating a quantile mapping correction on precipitation from the
nudged simulation, it is possible to produce robust estimates for future distributions of daily precipitation.
Furthermore, utilising a nudged simulation permits a comparison of raw GCM-simulated daily precipi-
tation with observations, and an understanding of spatially-varying GCM skill in reproducing temporal
variability.
There are some implications for extending the broad concept of using a nudged simulation in the
derivation of a correction for daily precipitation distribution. The nudging coeﬃcient, N , of each variable
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deﬁned in Chapter 3 (Table 3.1) may not be suitable to reproducing variability on daily time scales. Al-
though the coeﬃcients are designed to reﬂect the diﬀerent temporal evolution tendencies of each variable,
the relaxation e-folding times (τ = 1/N) are 24 hours for temperature and log(surface pressure) and 48
hours for divergence. So, by deﬁnition, the weights of these coeﬃcients are insuﬃcient to capture the
evolution of these variables on a sub-daily time scale. Whilst this is not relevant in reproducing temporal
variability in monthly means, it is uncertain whether the same nudging coeﬃcients are appropriate for
daily precipitation. Altering the coeﬃcient for each variable is no simple procedure as the weighting of
the nudging terms must be relative to one another. Ultimately, a physically consistent state amongst the
suite of dynamically-resolved variables is required.
Most important for impact studies is understanding future changes in the magnitude and frequency
of extreme precipitation events (Trenberth et al., 2003; Allan and Soden, 2008). In this chapter, `heavy'
precipitation events are deﬁned as those above the 90th percentile of wet days (e.g. Haylock et al.,
2006; Goodess et al., 2010). Whilst there is some encouraging skill in a quantile mapping correction
in the representation of the 90th and 95th percentiles, a gamma distribution is insuﬃcient in resolving
events that form the extreme tail. There is potential, however, for MOS corrections (calibrated on a
nudged simulation) to be based on a Generalised Extreme Value (GEV) distribution (Maraun et al.,




8.1 Summary and conclusions
The aim of this research has been to develop a MOS downscaling correction approach for estimating
regional precipitation changes for the latest generation of climate change simulations. The MOS approach
is based on a statistical correction of GCM-simulated precipitation and is conceptually diﬀerent to the
traditional statistical downscaling approach, which is generally known as Perfect-Prog. Key to the MOS
approach developed here is the nudged hindcast GCM simulation upon which the statistical correction
between simulated and observed (local-scale) precipitation is calibrated. The freely-evolving nature of a
GCM means day-to-day variability of large-scale atmospheric states in a standard, non-nudged hindcast
simulation does not match with observations, and so previously, MOS implementation on GCM-simulated
precipitation has been limited to a correction of long-term means or distributions. Here, a nudged
simulation of the ECHAM5 GCM forces the simulated large-scale ﬁelds into temporal phase with the
observed record. Such a simulation provides a greater understanding of the value of ECHAM5-simulated
precipitation and permits the development of sophisticated MOS corrections that are underpinned by a
quantiﬁcation of their respective skill.
This chapter aims to draw together the key ﬁndings of this research and to make recommendations for
further study. In the remainder of this section, the objectives of this work outlined in Chapter 1 (section
1.3) are reasserted and discussed in terms of the extent to which each has been achieved. In section 8.2,
the limitations of this research are identiﬁed and discussed in the context of scope for subsequent research
that could potentially follow from what has been conducted here.
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8.1.1 Objectives revisited
1. To conduct a hindcast simulation using the ECHAM5 GCM in which the large-scale
circulation and temperature variables are forced to corresponding ﬁelds in the ERA-40
reanalysis. A nudged simulation of ECHAM5 has been conducted by forcing its prognostic ﬁelds
(divergence, vorticity, temperature, log of surface pressure) to corresponding variables in ERA-40
(Chapter 3). The nudging process was shown to be most eﬀective throughout the extra-tropics
in forcing circulation and temperature variables into phase with observations, and least eﬀective
across tropical land regions. The nudging coeﬃcients chosen for each variable were based on those
used in previous work.
2. To assess and quantify the skill of ECHAM5 to simulate precipitation given large-
scale climatic conditions that are in temporal phase with real world observations. In
Chapter 3, three sources were identiﬁed for errors in GCM-simulated precipitation: unrealistic
average properties of large-scale atmospheric states (e.g. bias in mean or variance) (`type 1'),
the random generation of day-to-day weather and its `mismatch' with the real world (`type 2'),
and the deﬁciencies in the precipitation parameterisation (`type 3'). It was demonstrated that
by conducting a nudged simulation, it is possible to approximately remove the type 1 and type 2
errors, thus isolating the type 3 error and permitting a quantiﬁcation of the performance of the
GCM's parameterisation of precipitation. Using correlation maps, regions were identiﬁed where
ECHAM5 is able to reproduce interannual variability in monthly or seasonal precipitation given
realistic large-scale conditions. It was stressed throughout Chapter 3 and in later chapters that
there is a danger in some regions of an additional `type 4' error induced by the nudging process.
This is not considered to be evident where correlation is strong and where the diﬀerence in long-
term means between the standard and nudged simulations is small. However, an explicit diagnosis
of type 4 error is considered beyond the scope of this work.
3. To develop and validate several statistical downscaling techniques following a MOS
approach, in which local-scale monthly mean precipitation is estimated from precipi-
tation as simulated by ECHAM5. In Chapter 3, a simple local scaling technique (conceptually
similar to bias correction) was used to demonstrate the potential for a statistical downscaling cor-
rection. This method was fully cross-validated in Chapter 4, along with two additional `non-local'
regression MOS methods based on one-dimensional MCA (SVD-RM) and PC-MLR (CCA-PCR)
respectively. MOS downscaling models were generally shown to exhibit good skill in regions where
ECHAM5 precipitation was shown to be skilful. This includes much of the northern hemispheric
land mass and parts of Australia. Downscaling model performance shows a degree of seasonal de-
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pendence, with European and North American precipitation estimates more reliable during winter
than during summer. In general, performance of non-local corrections is not substantially greater
than local scaling correction, and the latter may be preferable in many areas given its ease of de-
velopment and implementation. However, non-local corrections do perform strongly across areas of
complex topography, such as the European Alps. In general, the PC-MLR correction outperforms
the MCA-based correction, particularly in terms of resolving a realistic amplitude of variance.
4. To develop and validate Perfect-Prog statistical downscaling techniques that have been
used successfully in the literature. The same non-local regression methods used to develop
MOS models were also developed under a Perfect-Prog approach. These models used ERA-40 ﬁelds
at three atmospheric levels as solitary predictors or paired combinations of predictors and were
constructed so as to provide a reference in the assessment of MOS downscaling models. Model skill
is location- and season-dependent, but generally geopotential height and humidity variables exhibit
the strongest predictor performance as solitary predictors. Paired combinations of geopotential
height, temperature and speciﬁc humidity at lower atmospheric levels also exhibit good skill in
outperforming solitary predictors in most regions. Again, the performance of PC-MLR estimates
tends to be greater than that of the MCA-based estimates.
5. To make a comparison between the relative merits of MOS and Perfect-Prog ap-
proaches to statistical downscaling. Comparison in the merits of methods from each approach
focused on three regions where downscaling potential is greatest: Europe, North America and Aus-
tralia. In many areas of each region, MOS shows greater skill than Perfect-Prog techniques in
reproducing realistic precipitation amounts, temporal variability and amplitude of variance. Some
Perfect-Prog methods, particularly those based on multiple-predictors, perform more strongly than
MOS in the driest parts of continental North America and Australia. It is concluded that, in many
regions, MOS may act as an alternative to Perfect-Prog methods, or as a supplementary estimate
in regions where Perfect-Prog estimates are skilful.
6. To assess the applicability of a MOS downscaling correction in future climates. In
Chapter 5, each MOS downscaling model was assessed in terms of its stationarity and validity in
a perturbed climate. It was shown that model transferability is reasonably strong in Europe and
parts of North America where skill in current climate was shown to be strong (Chapter 4). In
terms of estimating heavy monthly mean precipitation in the Northern Hemisphere, non-local MOS
corrections show less skill, and particularly so during the summer months.
7. To apply successful MOS corrections to the latest ECHAM5 climate change simula-
tions used in the IPCC AR4 and to make estimates for future changes in local-scale
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precipitation across selected regions of interest. In Chapter 6, each MOS correction was
applied to the ECHAM5 A1B SRES simulation and again analysed in greater detail in Europe,
North America and Australia. All three downscaling corrections are able to represent small-scale
precipitation features not evident in the raw GCM simulation with some degree of skill. Estimates
from non-local regression methods based on MCA and PC-MLR tend to exhibit greater agreement,
with local-scaling estimates often outlying, particularly in mountainous regions. It was possible
to identify some good-skill regions where the extent of precipitation change diﬀers between the
downscaled and raw ECHAM5 projections.
8. To evaluate the potential for a MOS downscaling correction of GCM-simulated daily
precipitation distributions across Europe. In Chapter 7, precipitation in the nudged simula-
tion was shown to better represent key distribution statistics, including the proportion of wet days,
than a standard simulation. It was shown that a quantile mapping correction of the simulated daily
precipitation distribution (calibrated on the nudged simulation) has reasonable skill in reproducing
observations, and able to resolve precipitation statistics up to the 95th percentile.
8.1.2 Overall conclusions
The overarching aim of this research has been broadly achieved. Five overall conclusions are listed below:
 For the ﬁrst time, the skill of the parameterisation of precipitation in ECHAM5 to reproduce
observed temporal variability given a realistic large-scale climatic state was assessed and quantiﬁed.
In many regions, including much or Europe, and parts of North America and Australia, this skill
was good.
 MOS downscaling models, using simulated precipitation as a predictor variable, performed strongly
in estimating local-scale monthly mean precipitation across regions where precipitation is known
to be well-simulated in ECHAM5. MOS models also showed better performance than Perfect-Prog
regression-based downscaling models
 AMOS downscaling model based on PC-MLR was shown to be the strongest performer, particularly
across regions of complex topography. A very simple and far less computationally intensive local
scaling technique was shown to exhibit decent skill across lowland regions but its potential for
application in mountainous regions was shown to be limited.
 In applying MOS downscaling corrections to ECHAM5 climate change simulations, many local-
scale precipitation features were well-captured. The MOS model based on PC-MLR estimated
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some precipitation changes that were not evident in raw ECHAM5 output but that do appear in
RCM simulations.
 The potential for a MOS correction of daily precipitation distribution (based on a nudged simula-
tion) appears promising, although more work is required in this area.
8.2 Limitations and scope for further research
8.2.1 Diagnosis of GCM parameterisation errors
As discussed at length in Chapter 3, the process of nudging to a reanalysis may potentially induce an
further source of error in addition to errors in the parameterisation `type 3' error. This so-called `type 4'
error can occur as a result of an imbalance between dynamically-resolved and parameterised model ﬁelds,
which is otherwise physically consistent in a standard (non-nudged) simulation. Spurious precipitation
may result from modiﬁed diabatic heating and a subsequent violation in energy conservation. It is
important to reiterate that, for the purposes of this work, interest is only in areas where model bias is
small and temporal variability is well-represented. That is, areas where the combined error (constituted
of types 3 and 4) is small and it is assumed that spurious precipitation is not evident. However, whilst
it is possible to provide an upper estimate for the extent of the `type 3' error, it is diﬃcult to fully
diagnose the extent of this error, and thus fully quantify the skill of the parameterisation of precipitation
in ECHAM5, without isolating the `type 4' nudging error, or at least understanding its spatial extent.
One possibility is to conduct an additional nudged simulation with ECHAM5 in which the same
prognostic variables are forced towards temporally corresponding ﬁelds from a previous standard (non-
nugded) ECHAM5 simulation started from diﬀerent initial conditions. Comparison of long-term means in
each simulation would reveal areas were spurious precipitation may be problematic, although it remains
unlikely that such areas would extend beyond the tropics and sub-tropics.
8.2.2 Extending to downscaling of extreme precipitation
It was demonstrated that MOS downscaling corrections of daily precipitation distributions potentially
oﬀer greater skill when calibrated on precipitation in a nudged simulation. Whilst a method based on
quantile mapping of ﬁtted gamma distributions is suﬃcient to correct medium-to-heavy precipitation,
the technique is insuﬃcient in resolving extreme precipitation. Further work in MOS downscaling may
focus solely on extreme events, which should be based on the concepts of extreme value theory (e.g. Katz
et al., 2002). As noted by Maraun et al. (2010), there are relatively few examples of such studies that
have tackled precipitation downscaling using this approach, although recent examples of model inter-
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comparison do exist (e.g. Frei et al., 2006; Haylock et al., 2006; Beniston et al., 2007; Kendon et al.,
2008). As mentioned in the summary of Chapter 7, a commonly used method for estimating future
occurrence and magnitude of extremes on local-scales involves ﬁtting a generalised extreme value (GEV)
distribution to block maxima, which would provide a good starting point for further work.
8.2.3 MOS contribution to downscaling ensembles
Arguably the most obvious limitation in this research is that only one GCM is considered. All climate
change projections, including those made in the IPCC reports, are based on the simulations of up to
twenty diﬀerent GCMs. In many cases, a number of simulations with diﬀering initial conditions and
external forcings are conducted for each individual GCM. Despite ECHAM5 being one of the more
reputable GCMs available, a solitary model is insuﬃcient when making predictions about future climate
changes. Likewise, downscaled estimates based on one driving GCM are likely to be far less robust than
those based on a GCM ensemble. It is again important to reiterate that the main goal in this work is the
`development' of a correction approach. The vital additional step in the downscaling process of conducting
a nudged simulation is very much a computationally-intensive and time-consuming one, particularly as
most groups working on downscaling tend to acquire GCM output (on which to drive RCMs or calibrate
statistical models) rather than perform the actual simulations. It is arguable, however, that there need
only be one nudged simulation per GCM product, if it is assumed that the impact of nudging-induced
spurious precipitation (`type 4' error) can be fully quantiﬁed and understood.
Additionally, in accordance with recommendations made by STARDEX (Goodess et al., 2010), future
downscaling studies may seek to develop local-scale predictions based on an ensemble of downscaled esti-
mates. This is, of course, common practice when dealing with multiple GCM simulations, and also RCM
simulations, whether from diﬀerent models or diﬀerent perturbations of the same model. Precipitation
projections based on estimates from a number of downscaling models with various predictors may oﬀer
more robust estimates, at least in areas where there is consistency in the spatial representation of major
precipitation features. A more systematic approach than simply relying on a multi-model mean would
be to weight each model by its skill according to a rigorous cross-validation.
8.2.4 Towards probabilistic downscaling
The downscaling models developed throughout this work deﬁne a statistical relationship between either
GCM-simulated precipitation in the case of MOS, or some other large-scale predictors in the case of
Perfect-Prog, and the expected value of local scale precipitation. Such models are deterministic and do
not account for any noise that cannot be explained by the predictors. A major limitation of a deterministic
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approach to statistical downscaling is that, without an additional noise term, it is not possible to fully
quantify the extent to which small-scale spatial diﬀerences in precipitation are consistent with random
variability. There exist examples of more sophisticated techniques that seek to represent the contribution
of extreme values and variability to noise; such techniques are collectively referred to as stochastic, or
probabilistic, downscaling.
In producing estimates of future precipitation, particularly at the regional scale, the provision of
information regarding uncertainty is an important challenge. Climate projections developed in such
projects as UKCP09 have been relatively informative on uncertainty pertaining to both the driving
GCMs and the downscaling models themselves, and such uncertainty is likely to be better understood as
a result of continued model development. However, in a previously cited recent review paper, Maraun
et al. (2010) argue that these projections do not adequately address uncertainty associated with random
variability. The authors note that probabilistic projections are particularly important on decadal time
scales in order to suﬃciently account for climate change signals associated with natural variability.
8.3 Improving projections of future regional precipitation
Future climate is likely to be associated with changes in precipitation patterns and understanding the
impact of these changes at diﬀerent scales is an important focus in climate change science. Being able
to make reliable estimates of future precipitation changes on regional- to local- scales remains a major
challenge. Over the last couple of decades, attempts to achieve this have developed and implemented a
breadth of statistical and dynamical downscaling techniques, many implemented as part of coordinated
international projects (e.g. PRUDENCE, ENSEMBLES, STARDEX). The limitations of statistical and
dynamical downscaling are well understood, but the most obvious advantage of statistical downscaling
methodologies is a lesser computational requirement and the potential to provide support and com-
parison with RCM simulations (W.J. Gutowski, personal communication). The Coordinated Regional
Downscaling Experiment (CORDEX), an international project in its infancy but currently under way, has
recently called for a greater provision of statistically downscaled regional climate projections to add to a
growing number of RCM simulations. Projects such as CORDEX demonstrate the value that statistical
approaches continue to oﬀer to the downscaling community, even in the advancement of RCMs.
The application of a MOS correction scheme for other GCM simulations has the potential to add
beneﬁt to precipitation projections, both in terms of producing realistic local-scale estimates and of
developing an understanding of GCM skill as a basis for placing conﬁdence in such estimates. Despite
the necessary additional computational procedure involved with this approach to statistical downscaling,
there is scope for its application to extend to other GCMs, ﬁner spatial resolutions and particular regions.
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