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Abstract
We establish the time local well-posedness for large data of a solution to two-dimensional drift–diffusion
system in the critical Hardy space H1(R2). This solution is obtained in the Hardy class, for which the
natural free energy is well defined from the initial time. The time global well-posedness result for small
data is also obtained in a similar class. The crucial parts of the proof are to employ the end-point type of
maximal regularity for the homogeneous heat equation and some new bilinear estimates in the Hardy space.
© 2008 Elsevier Inc. All rights reserved.
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1. The drift–diffusion system and the Hardy space
We study the well-posedness issue for the Cauchy problem of a semi-linear elliptic parabolic
system. The bipolar drift–diffusion system is one of the simplest models for simulation of a semi-
conductor device. It takes the following form. Let n(t, x), p(t, x) and ψ(t, x) :R+ × R2 → R
satisfy
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⎪⎪⎩
∂tn−n+μ∇ · (n∇ψ) = 0, t > 0, x ∈ R2,
∂tp −p −μ∇ · (p∇ψ) = 0, t > 0, x ∈ R2,
−ψ = α(p − n+ g), x ∈ R2,
n(0, x) = n0(x), p(0, x) = p0(x),
(1.1)
where α and μ are given positive constants and g = g(x), n0(x) and p0(x) are given functions.
Related problems for self-interacting particles (in a similar form as the above equation without p)
and the model for chemotaxis (known as the simplified Keller–Segel system [33]) given by the
following system
⎧⎨
⎩
∂tu−u+ ∇ · (u∇ψ) = 0, t > 0, x ∈ R2,
−ψ + λψ = u, t > 0, x ∈ R2,
u(0, x) = u0(x),
(1.2)
which is closely related to (1.1) and it has been extensively developed [4–7,14,19,20,31,40,50].
Systems described by (1.1) and (1.2) are similar in nature, except for the cases of the repulsive
behavior of charges and the aggregation of chemotaxis (cf. [1,28,29,41–44,46,47,51–53,56]).
The former is a stable system and has a global solution for large initial data in a proper function
space, whereas the latter is less stable and has a finite time blown-up solution. This difference
stems from the sign of the coupling term. For example, the second system (1.2) leads to finite
time blowing up for large initial data [1,41,51]. The situation is similar to the case of the simplest
model of the semi-linear heat equation:
{
∂tu−u+ αup = 0, x ∈ Rn,
u(0, x) = u0(x) > 0, x ∈ Rn. (1.3)
It is well known that if α > 0, then there exists a global solution for large initial data and if α < 0
and p > 1 + 2/n, then there exists a global solution for small initial data, while there exists
a blown-up solution if p  1 + 2/n (cf. Fujita [16], Hayakawa [26]). Moreover the rescaled
behavior has been completely classified by Giga and Kohn [23]. From this classification, we call
α > 0 the non-attractive case (defocusing case) and α < 0 the attractive case (focusing case).
Here we should observe that the quadratic nonlinearity in two space dimensions corresponds to
the critical case p = 1 + 2/n in (1.3).
The two-dimensional model of the drift–diffusion system or the simplified Keller–Segel sys-
tem is a natural setting. The semiconductor model in the plane is expressed by two-dimensional
drift–diffusion system, which is important for simulation of the thin-film-transistor (TFT). For
chemotaxis, the slime molds are living on a plane is expressed by two-dimensional Keller–Segel
system. The systems (1.1) and (1.2) were originally considered as an initial boundary value prob-
lem with Dirichlet or Neumann boundary condition [4–7,14,19,20,31,40,50], nevertheless it is
very important to observe the behavior of the solution for the Cauchy problem, since this solu-
tion naturally occurs in initial boundary value problems via a scaling procedure. Also the nature
of the solution in the whole space plays a crucial role in describing the asymptotic behavior of
the concentration of blowing up solutions and the asymptotic expansion of solutions at t → ∞.
Hence we concentrate our attention on the simplified Cauchy problem (1.1) by letting g = 0.
The positivity of the solutions (n,p) is a natural requirement of the physical system since
they represent the density of charges, in particular, for the monopolar drift–diffusion model:
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⎩
∂tρ −ρ − ∇ · (ρ∇ψ) = 0, t > 0, x ∈ R2,
−ψ = αρ, x ∈ R2,
ρ(0, x) = ρ0(x),
(1.4)
the positivity of the initial data ρ0  0 leads to the positivity of the solution by the weak maxi-
mum principle. There are several results connecting the above system with the chemotaxis model
[2,3,8]. Indeed if λ = 0 in (1.2) the system has the same scaling invariance as (1.1) and (1.4).
Concerning the bipolar drift–diffusion system (1.1), although it is natural to consider the pos-
itive pairs of the solution, the sign-changing solution can also be considered in certain situations.
By inverting the system (1.1) with g ≡ 0 into a system of equations of the sums and differences
of positive and negative carriers, we see that the sign-changing case is also reasonable. Namely
we find solutions v = n+ p and w = n− p that are subject to
⎧⎪⎪⎨
⎪⎪⎩
∂tv −v + ∇ · (w∇ψ) = 0, t > 0, x ∈ R2,
∂tw −w + ∇ · (v∇ψ) = 0, t > 0, x ∈ R2,
−ψ = −αw, x ∈ R2,
v(0, x) = n0(x)+ p0(x), w(0, x) = n0(x)− p0(x),
(1.5)
where we set the constant μ = 1. In view of the above system, w is not necessarily positive and
positivity of the solution should not really be required. In [36], Kurokiba and Ogawa showed
that the local in time well-posedness for large initial data and the global in time well-posedness
for small initial data of the Cauchy problem of the drift–diffusion system (1.1) in a weighted L2
space (for the bounded domain cases, see [1,7,40]). We denote the weighted L2 space for s > 1,
L2s
(
R2
)= {f ∈ L2(R2); |x|sf ∈ L2(R2)}.
Proposition 1.1. (See [36].) Let α = ±1. Then for (n0,p0) ∈ L2s (R2) × L2s (R2), there exists
T = T (‖n0‖L2s ,‖p0‖L2s ) > 0 and a unique solution (v,w) to (1.5) with initial data (n0,p0) such
that v, w ∈ C([0, T );L2s (R2))∩C((0, T );W 2,2)∩C1((0, T );L2s (R2)). In addition, the flow map
(n0 + p0, n0 − p0) → (v,w) from L2s (R2)2 → C([0, T );L2s )2 is Lipschitz continuous.
The weighted space L2s (R2) is the largest space included by L1 and L logL in the framework
of L2 if s > 1. However the space L2s (R2) with s > 1 is not really the critical invariant space
when we consider the scaling;
⎧⎪⎨
⎪⎩
v(t, x) → vλ(t, x) ≡ λ2v
(
λ2t, λx
)
,
w(t, x) → wλ(t, x) ≡ λ2w
(
λ2t, λx
)
,
ψ(t, x) → ψλ(t, x) ≡ ψ
(
λ2t, λx
)
,
(1.6)
which maintains the system (1.5) invariant. When s = 1, it corresponds to the critical scale under
the above scaling. Unfortunately this class is included neither by L1 nor by L logL. Note that
the L1 norm of the positive solution is a conserved quantity and it is important to consider the
solution in a subset of L1. By the Fujita–Kato argument [17,18], it is possible to construct the
strong solution from the corresponding integral equation (see Kurokiba, Ogawa [37]). However
the base function space is Lp for n/2 < p < n and again the limiting scale L1 is excluded (for
higher dimensional cases see [34]). Hence there is still room for improving the Banach scale,
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the scaling (cf. [22]).
For this purpose, we introduce the Hardy space H1(R2) and consider the Cauchy problem
(1.1) in this space. Let φ ∈ S(R2) and φλ = λ−2φ(λ−1x) 0 for any λ > 0, where S denotes the
space of rapidly decreasing smooth functions. The Hardy space H1(R2) is defined by
H1 =H1(R2)= {f ∈ L1loc(R2); ‖f ‖H1 ≡ ∥∥∥sup
λ>0
|φλ ∗ f |
∥∥∥
1
< ∞
}
.
For any f ∈H1(R2), it follows that ∫
R2 f (x)dx = 0 and f ∈ L logL(R2).
As is mentioned above, for a physically meaningful situation, it is reasonable to assume that
v0  0 and hence v0 ∈H1 is not expected. Therefore we introduce the mean average v¯ of v and
consider the difference between the solution and the mean value; since v¯ = ∫
R2(n0 +p0) dx and
∂t v¯ = 0, ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂t (v − v¯)−(v − v¯)+ ∇ · (w∇ψ) = 0, t > 0, x ∈ R2,
∂tw −w + ∇ ·
(
(v − v¯)∇ψ)+ v¯ψ = 0, t > 0, x ∈ R2,
−ψ = −αw, x ∈ R2,
v(t, x) → v¯, w(t, x) → 0, |x| → ∞,
v(0, x) = n0(x)+ p0(x), w(0, x) = n0(x)− p0(x).
(1.7)
Accordingly, we consider the following system. Given initial data (n0,p0), letting v¯ = n0 + p0
and rewriting v − v¯ as v, we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂tv −v + ∇ · (w∇ψ) = 0, t > 0, x ∈ R2,
∂tw −w + αv¯w + ∇ · (v∇ψ) = 0, t > 0, x ∈ R2,
−ψ = −αw, x ∈ R2,
v(t, x) → 0, w(t, x) → 0, |x| → ∞,
v(0, x) = v0 ≡ n0(x)+ p0(x)− n0 + p0,
w(0, x) = w0 ≡ n0(x)− p0(x).
(1.8)
Henceforth, we consider the well-posedness for the system (1.8) under zero mean value condi-
tion. We establish the well-posedness of a time local solution to (1.8) for large initial data in the
Hardy space H1(R2).
Theorem 1.2 (Local existence for large data). Let α = ±1. Then for (v0,w0) ∈ H1(R2) ×
H1(R2), there exists T > 0 and a unique pair of solutions (v,w) to (1.8) with initial data
(v0,w0), such that v, w ∈ C([0, T );H1) ∩ L2(0, T ; H˙1,1) ∩ C((0, T ); H˙2,1) ∩ C1((0, T );H1).
In addition, the flow map (v0,w0) → (v,w) from H1(R2)2 → C([0, T );H1)2 is Lipschitz con-
tinuous.
Remark. From the assumption for the initial data, it may naturally be assumed that the two initial
data values for the original equation have the same mean value n¯0 = p¯0 since
∫
R2 w0 dx = 0. This
corresponds to the case when the total electric charges are balanced and electrically natural. If
we take account of the background function g in the Poisson equation, this condition can be
relaxed. Indeed, it is possible to state a similar result for the equation with the presence of the
given function g if it is in the proper class such as g ∈H1 or larger classes.
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also derive the global existence of the solution under a smallness assumption for the initial data.
Theorem 1.3 (Global existence for small data). Let α = ±1 and assume that αv¯ > 0 with v¯ =∫
R2(n0(x) + p0(x)) dx. Then for (v0,w0) ∈ H1(R2) × H1(R2), there exists ε0 > 0 such thatfor ‖v0‖H1 + ‖w0‖H1 < ε0, there exists a unique pair of global solutions (v,w) to (1.8) with
the initial data (v0,w0), such that v, w ∈ C([0,∞);H1)∩L2(0,∞; H˙1,1)∩C((0,∞); H˙2,1)∩
C1((0,∞);H1).
Remark. The existence of a large data solution is not clear even if the system has a stable sign
α > 0 since the solution is sign-changing.
There is another important motivation for considering the well-posedness of the problem in the
Hardy space. Formally, the smooth solution to (1.5) is subject to the following entropy functional.
Let
V (t) ≡
∫
R2
{(
1 + ∣∣n(t)∣∣) log(1 + ∣∣n(t)∣∣)− ∣∣n(t)∣∣}dx
+
∫
R2
{(
1 + ∣∣p(t)∣∣) log(1 + ∣∣p(t)∣∣)− ∣∣p(t)∣∣}dx
+ 1
2α
∫
R2
(
n(t)
|n(t)| +
p(t)
|p(t)|
)∣∣∇ψ(t)∣∣2 dx. (1.9)
The following equality then holds [42,45].
d
dt
V (t)+
∫
R2
(
1 + ∣∣n(t)∣∣)∣∣∇ log(1 + ∣∣n(t)∣∣)− ∇ψ(t)∣∣2 dx − ∫
R2
∣∣∇ψ(t)∣∣2 dx
+
∫
R2
(
1 + ∣∣p(t)∣∣)∣∣∇ log(1 + ∣∣p(t)∣∣)+ ∇ψ(t)∣∣2 dx − ∫
R2
∣∣∇ψ(t)∣∣2 dx
+ 1
2
∫
R2
(
1 + ∣∣n(t)∣∣)∣∣∣∣ n(t)|n(t)|∇ log
(
1 + ∣∣n(t)∣∣)− p(t)|p(t)|∇ψ(t)
∣∣∣∣
2
dx
− 1
2
∫
R2
(
1 + ∣∣n(t)∣∣)∣∣∇ log(1 + ∣∣n(t)∣∣)∣∣2 dx
+ 1
2
∫
R2
(
1 + ∣∣p(t)∣∣)∣∣∣∣ p(t)|p(t)|∇ log
(
1 + ∣∣p(t)∣∣)+ n(t)|n(t)|∇ψ(t)
∣∣∣∣
2
dx
− 1
2
∫
R2
(
1 + ∣∣p(t)∣∣)∣∣∇ log(1 + ∣∣p(t)∣∣)∣∣2 dx
= α
∫
2
(
n(t)− p(t))(log(1 + ∣∣n(t)∣∣)− log(1 + ∣∣p(t)∣∣))dx.R
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if we consider the positive difference w(t) > 0, since ψ(t, x) behaves like the fundamental solu-
tion of the two-dimensional Laplacian and therefore ‖∇ψ‖2 = ∞. However, if we consider the
mean zero difference case, namely
∫
R2 w(t, x) dx = 0, the above conservation laws can be justi-
fied. To ensure that the above-mentioned entropy functional, we require at least that the solution
ψ ∈ H˙ 1 and that (n,p) ∈ L logL. If g = 0 then the integrability condition for ∇ψ implies that
the whole mean value of the w term is zero, i.e.,
∫
R2 w(x)dx = 0, which is natural and required
for the function in the Hardy space. On the other hand, under the situation g = 0, if w ∈H1, then
ψ is smooth. Moreover, if w ∈H1 then the Fefferman–Stein duality theorem and the Poincaré
inequality in R2 imply that
‖∇ψ‖22 = −
∫
R2
ψwdx  ‖ψ‖BMO‖w‖H1  C‖∇ψ‖2‖w‖H1 .
This shows that
‖∇ψ‖2  C‖w‖H1,
which is the required estimate for the entropy. We note that the above observation can be derived
from the fact that ∫
R2
|wˆ(ξ)|
|ξ |2 dξ  C‖w‖H1 (1.10)
(see [54, p. 128]) with ‖wˆ‖∞  C‖w‖H1 and the Hölder inequality. Since H1 is a subset of
L logLloc, the solution belonging toH1 is expected to satisfy the above functional (1.9). Besides
the Hardy class H1 has the scale, where the equation remains invariant under the scaling (1.6).
Eq. (1.5) can be converted as the corresponding integral equations. Let et be the heat semi-
group generated by −.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
v = etv0 −
t∫
0
e(t−τ)∇ · (w(τ)∇ψ(τ))dτ, t > 0,
w = et(−αv¯)w0 −
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇ψ(τ))dτ, t > 0,
−ψ = −αw, x ∈ R2.
(1.11)
Since − is invertible in H1(R2) by the Newton potential, we define the inverse of the two-
dimensional Laplacian (−)−1 as follows:
ψ = −(−)−1αw = − α
2π
∫
R2
log |x − y|−1w(y)dy, n = 2, (1.12)
eliminating ψ from the integral equation, we obtain
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⎪⎪⎪⎪⎪⎪⎩
v = etv0 + α
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ, t > 0,
w = et(−αv¯)w0 + α
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇(−)−1w(τ))dτ, t > 0.
(1.13)
The crucial part for demonstrating the existence and well-posedness of the solution to (1.1) is
how to select the proper function space. There are two important aspects of our proof. The first
one is the linear estimate for the homogeneous heat equation. Since we construct the solution in
the critical Hardy spaceH1, the linear estimate should be the critical type in view of the maximal
regularity for the initial data. We show that the homogeneous estimate:
T∫
0
∥∥∇etu0∥∥2H1 dt  C‖u0‖2H1 (1.14)
can be regarded as the generalized energy inequality (cf. Yamazaki [57]). Indeed, the above
estimate is strongly related with the maximal regularity for the initial data of the heat evolution in
the non-reflexive limiting spaces (for the maximal regularity see [13,35]). Note that the estimate
(1.14) is optimal in the following sense: The estimate
∞∫
0
∥∥∇etu0∥∥21 dt  C‖u0‖21 (1.15)
generally fails. Indeed, noting the L1–L∞ estimate of the Fourier transform, we see by choosing
η = √tξ ∈ R2 appropriately that
∞∫
0
∥∥∇etu0∥∥21 dt  4π2
∞∫
0
1
t
(
sup
ξ
∣∣√tξe−t |ξ |2 uˆ0(ξ)∣∣)2 dt
 4π2
∞∫
0
1
t
(∣∣ηe−|η|2 ∣∣)2∣∣uˆ0(√t−1η)∣∣2 dt
 C
∞∫
0
|uˆ0(√t−1η)|2
t
dt
( |η|√
t
= r
)
= C
∞∫
0
|uˆ0(rω)|2
r
dr,
where ω = η/|η|. Integrating over ω ∈ S1 we obtain
∞∫ ∥∥∇etu0∥∥21 dt  C(η)
∫
2
|uˆ0(ξ)|2
|ξ |2 dξ.0 R
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estimate (1.10), the homogeneous estimate (1.14) is natural for data in H1(R2). We intend to
discuss this in a forthcoming paper [48].
The second important part is to establish the bilinear estimate in the critical spaces. If the non-
linear term of the system has the divergence-free, curl-free structure, then there is the well-known
bilinear estimate due to Coifman, Mayer, Lions, Semmes [12]. This estimate can be applied to
the nonlinear term from the incompressible Navier–Stokes system (cf. Miyakawa [38,39]). Al-
though the nonlinear term of the system (1.8) does not satisfy this special structure, we show that
the correction term in our case can be also treated in the corresponding critical norms controlled
by the critical norm ‖f ‖L∞(I ;H1) and ‖∇f ‖L2(I ;H1).
It should be noted that the system we are considering here has a strong similarity to the two-
dimensional Navier–Stokes equations. In the last section, we mention the corresponding result
to the two-dimensional Navier–Stokes system in the vortex form.
In this paper, we use the following notation. We denote the two-dimensional disk centered at
x0 with radius r > 0 by Br(x0). F and F−1 denote the Fourier and the inverse Fourier transform.
For Ω ⊂ R2, C0(Ω) stands for the set of all continuous functions compactly supported in Ω .
C0,0(Ω) is the compactly supported continuous functions with zero mean value over Ω . For
1  p ∞, ‖ · ‖p means the Lp norm over R2. For s ∈ R and 1  p ∞, Hp,s denotes the
Sobolev space with the norm
‖f ‖Hsp =
∥∥F−1〈ξ 〉s fˆ ∥∥
p
= ∥∥〈∇〉sf ∥∥
p
,
where 〈·〉 = (1 + | · |2)1/2. fˆ =F[f ] denotes the Fourier transform of f . Similarly, the homoge-
neous Sobolev space H˙ p,s is defined by the norm
‖f ‖H˙ sp =
∥∥F−1|ξ |s fˆ ∥∥
p
= ∥∥|∇|sf ∥∥
p
.
For f ∈ L1loc(R2), let M[f ](x) denote the Littlewood–Paley maximal function defined by
M[f ](x) = sup
R>0
1
|BR|
∫
BR(x)
∣∣f (y)∣∣dy.
Various constants are simply denoted by C.
2. Function spaces and preliminary inequalities
We firstly recall the basic function spaces used in this paper. Let φ ∈ S(R2) and φλ =
λ−2φ(λ−1x) for any λ > 0. For 0 <p < ∞,
Hp =Hp(R2)= {f ∈ Lploc(R2); ‖f ‖Hp ≡ ∥∥∥ sup
λ>0
|φλ ∗ f |
∥∥∥
p
< ∞
}
.
It is known that Hp can be identified with Lp(R2) when 1 <p < ∞.
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BMO = {f ∈ L1loc(R2); ‖f ‖BMO < ∞},
where
‖f ‖BMO = sup
x∈R2,R>0
1
|BR|
∫
BR(x)
∣∣f (y)− f¯BR(x)∣∣dy < ∞
with
f¯BR(x) =
1
|BR|
∫
BR(x)
f (y) dy.
We also denote the class of vanishing mean oscillation by VMO that is the closure of C0(R2) in
BMO. By the celebrated result due to Fefferman, Stein [15], it is well known that
(H1)∗ = BMO, (VMO)∗ =H1.
We also denote that H1,1 as a set of functions in H1 with its weak derivatives also belong to H1.
In the similar manner, we introduce the Sobolev space based on the Hardy space Hk,p : for
s ∈ R,
Hs,p = {f ∈ S∗ ∣∣ f ∈Hp; |∇|sf ∈Hp}.
Analogously we denote H˙s,p as the homogeneous version of the Sobolev space based on the
Hardy class
H˙s,p = {f ∈ S∗ ∣∣ |∇|sf ∈Hp}.
In the following, we define the Paley–Littlewood dyadic decomposition of unity. Let ϕ(ξ) ∈
C∞0 (R2) with suppϕ ⊂ {ξ ∈ R2 | 1/2  |ξ |  2} such that
∑
j∈Z ϕ(2−j ξ) = 1 for all ξ = 0.
Then the Fourier transform of φj which is denoting φˆj is given by φˆj = ϕ(2−j ξ) and ψˆ =
1 −∑∞j=0 φˆj ;
∑
j∈Z
φˆj ≡ 1, ξ = 0, (2.1)
and supp φˆj ⊂ {ξ ∈ R2 | 2j−1  |ξ | 2j+1}. For s ∈ R and 1 p,σ ∞, let B˙sp,σ (R2) be the
homogeneous Besov space defined by
B˙sp,σ =
{
f ∈ S∗; f =
∑
j∈Z
φj ∗ f in D∗, ‖f ‖B˙sp,σ < ∞
}
with the norm
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(∑
j∈Z
2jsσ‖φj ∗ f ‖σp
)1/σ
, 1 σ < ∞,
‖f ‖B˙sp,∞ ≡ sup
j∈Z
2js‖φj ∗ f ‖p, σ = ∞. (2.2)
Similarly, let Bsp,σ (R2) be the inhomogeneous Besov space by
Bsp,σ =
{
f ∈ S∗; ‖f ‖Bsp,σ < ∞
}
with the norm
‖f ‖Bsp,σ ≡ ‖ψ ∗ f ‖p +
(∑
j0
2jsσ‖φj ∗ f ‖σp
)1/σ
, 1 σ < ∞,
‖f ‖Bsp,∞ ≡ max
(
‖ψ ∗ f ‖p, sup
j0
‖φj ∗ f ‖p
)
, σ = ∞. (2.3)
The homogeneous Triebel–Lizorkin space F˙ sp,σ (R2) is introduced. For s ∈ R and 1 p ∞,
1 σ < ∞,
‖f ‖F˙ sp,σ ≡
∥∥∥∥
(∑
j∈Z
2jsσ |φj ∗ f |σ
)1/σ∥∥∥∥
p
.
Proposition 2.1.
(1) F˙ 01,2 ⊂ B˙01,2.
(2) (See Peetre [49], Triebel [55].) F˙ 01,2 H1 with equivalent semi-norms.
Proof. (1) Since
‖f ‖B˙01,2 ≡
∥∥{‖φj ∗ f ‖1}j∥∥2,
the Minkowski inequality implies
‖f ‖B˙01,2 ≡
∥∥{‖φj ∗ f ‖1}j∥∥2  ∥∥∥∥{φj ∗ f }j∥∥2∥∥1 ≡ ‖f ‖F˙ 01,2 .
For the proof of (2), see [49]. 
Let C0,0(Rn) = {f ∈ C0(Rn); fˆ (0) = 0}. Since C0,0(Rn) is not dense in B˙s∞,σ for s ∈ R and
1 σ ∞, we denote the completion of C0(Rn) by homogeneous Besov norm B˙s∞,σ by B˙s∞,σ ;
B˙s∞,σ = C0,0(Rn)B˙
s∞,σ .
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ishing mean oscillation VMO. Note that since the dual of Proposition 2.1(1),
BMO  F˙ 0∞,2  F˙ 0∞,∞ = B˙0∞,∞,
we have
VMO  B˙0∞,∞. (2.4)
We also define the homogeneous Sobolev space based on the VMO. Let ˙VMOs be a set of all
function f ∈ S∗ with |∇|sf ∈ VMO for s ∈ R.
Definition. Let X and Y be two Banach spaces and θ ∈ (0,1) and 1  σ < ∞. Then the real
interpolation space [X,Y ]θ,σ is defined by
‖f ‖[X,Y ]θ,σ =
( ∞∫
0
(
λ−θ inf
f=f0+f1
(‖f0‖X + λ‖f1‖Y ))σ dλ
λ
)1/σ
,
where f0 ∈ X and f1 ∈ Y . If σ = ∞, the interpolation space is given by
‖f ‖[X,Y ]θ,∞ = sup
λ>0
λ−θ inf
f=f0+f1
(‖f0‖X + λ‖f1‖Y ).
Proposition 2.2. We have for s = s0/2 + s1/2,[B˙s0∞,∞, B˙s1∞,∞]1/2,2 ⊂ B˙s∞,2 is continuous injection. (2.5)
Proof. Without losing generality, we assume that s0 > s > s1. Let f ∈ C∞0 (Rn) with decompo-
sition f = f0 + f1 with f0 ∈ B˙s0∞,∞ and f1 ∈ B˙s1∞,∞,
22js‖φj ∗ f ‖2∞  22j (s−s0) sup
k<j
22ks0‖φk ∗ f0‖2∞ + 22j (s−s1) sup
kj
22ks1‖φk ∗ f1‖2∞
 2−2rj‖f0‖2
B˙
s0∞,∞
+ 22rj‖f1‖2
B˙
s1∞,∞
, (2.6)
where r = −(s − s0) = s − s1. Hence
22js‖φj ∗ f ‖2∞  C
∫
2rjλ<2r(j+1)
(
λ−1/2 inf
f=f0+f1
(‖f0‖B˙s0∞,∞ + λ‖f1‖B˙s1∞,∞)
)2 dλ
λ
gives
∑
j
22js‖φj ∗ f ‖2∞ C
∞∫ (
λ−1/2 inf
f=f0+f1
(‖f0‖B˙s0∞,∞ + λ‖f1‖B˙s1∞,∞)
)2 dλ
λ
.0
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‖f ‖B˙s∞,2  C‖f ‖[B˙s0∞,∞,B˙s1∞,∞]1/2,2 .
By a standard approximation procedure, we obtain the desired relation. 
The following fact is well known that the singular integral operator is bounded in the Hardy
space.
Lemma 2.3. (See [54].) Let (−)−1 be the fundamental solution to the Poisson equation in R2.
Then for f ∈H1, there is a constant independent of f such that∥∥∇2(−)−1f ∥∥H1  C‖f ‖H1 . (2.7)
We prepare the Sobolev type inequalities:
Lemma 2.4.
(i) For f ∈ W˙ 1,1(R2), we have
‖f ‖2  C‖∇f ‖1. (2.8)
In particular, f ∈ H˙1,1(R2) we have
‖f ‖2  C‖∇f ‖H1 . (2.9)
(ii) (Poincaré’s inequality) For f ∈ H˙ 1(R2), we have
‖f ‖BMO  ‖∇f ‖2. (2.10)
(iii) For f ∈ H˙1,1(R2), we have ∥∥∇(−)−1f ∥∥∞  ‖∇f ‖H1 . (2.11)
Proof. The first inequality is a version of the well-known inequality due to Gagliardo;
‖f ‖2  C‖∇f ‖1,
which follows from integrating both side of
∣∣f (x)∣∣2 
x1∫
−∞
∣∣∇1f (y1, x2)∣∣dy1
x2∫
−∞
∣∣∇2f (x1, y2)∣∣dy2,
in (x1, x2), where ∇i = ∂∂xi . This also gives (2.9). The third inequality (2.10) is well known.
For the last inequality, the L2 boundedness of the singular integral operator ∇2(−)−1 =
∇i∇j (−)−1; (2.7) in Lemma 2.3, (2.8) and (2.10) imply
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 C‖∇f ‖H1
∥∥∇3(−)−1g∥∥2  C‖∇f ‖H1∥∥∇2g∥∥1. (2.12)
Changing ∇i∇j g = hi,j ∈ C∞0 (R2), we have by the duality that∥∥∇(−)−1f ∥∥∞  C‖∇f ‖H1 .  (2.13)
3. Linear estimate for the heat equation
We firstly give the well-known estimate for the heat evolution of the Lp–Lq type. All the
estimates in this section are valid for Rn.
Lemma 3.1. Let φ ∈ Lq(Rn). Let et and et(−αv¯) be the semi-group for the heat equations.
(i) For 0 < q  p ∞ and γ = 1/q − 1/p, we have for u0 ∈Hq ,∥∥etu0∥∥Hp  Ct−γ ‖u0‖Hq , (3.1)∥∥et(−αv¯)u0∥∥Hp Ct−γ e−αv¯t‖u0‖Hq , (3.2)
where Hp is identified with Lp(Rn) when 1 <p < ∞.
(ii) For u0 ∈Hp , k = 0,1,2, ∥∥∇ketu0∥∥Hp  Ct− k2 ‖u0‖Hp . (3.3)
Proof. The first two inequalities are well known when 1 < q  p < ∞. Including the case of
the Hardy space 0 < q  p ∞, we refer to the result by Miyakawa [38] (see also [27]). 
We next generalize the energy inequality for the Cauchy problem of the solution of the heat
equation: {
∂tu−u = 0, t > 0, x ∈ Rn,
u(0, x) = u0(x). (3.4)
The solution of the heat Eq. (3.4) is subject to the energy inequality:
∥∥u(t)∥∥22 + 2
t∫
0
∥∥∇u(s)∥∥22 ds  ‖u0‖22,
under the suitable regularity for the initial data u0 ∈ L2(Rn). The first part of the above inequality
can be generalized into the Lp space where 1 p ∞ by using the Lp boundedness of the heat
evolution: ∥∥etu0∥∥p  C‖u0‖p.
We now intend to show the generalization of the second part of the energy inequality:
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the solution of the heat equation u(t) = etφ satisfies the following estimate:
‖∇u‖Lρ(I ;Hq )  Cq‖u0‖[H˙1,q ,H˙−1,q ]1/ρ,ρ . (3.5)
Proof. We show the proposition in the case T = ∞. The other case is also shown by a minor
modification. We introduce a sequence {βj (u0)}j as follows:
βj (u0) = sup
2jt2j+1
‖∇u‖Hq ≡ ‖∇u‖L∞(Ij ;Hq ),
where Ij = [2j ,2j+1) (j ∈ Z) and if 1 < q , we identify the Hardy space Hq as Lq . We then
observe that
‖∇u‖ρ
Lρ(I ;Hq ) =
∞∫
0
∥∥∇u(t)∥∥ρHq dt
=
∑
j∈Z
2j+1∫
2j
∥∥∇u(t)∥∥ρHq dt

∑
j∈Z
(
2j/ρ
)ρ
sup
2jt2j+1
∥∥∇u(t)∥∥ρHq
= ∥∥{βj (u0)}j∥∥ρ1/ρρ . (3.6)
On the other hand, we choose p = q in the Lp–Lq type estimate (3.1) to have
∥∥{βj (u0)}j∥∥0∞ = sup
j∈Z
∣∣∣sup
Ij
‖∇u‖Hq
∣∣∣
 C sup
j∈Z
∣∣∣sup
Ij
‖∇u0‖Hq
∣∣∣
 C‖∇u0‖Hq . (3.7)
Similarly by (3.3)
∥∥{βj (u0)}j∥∥1∞ = supj∈Z 2j
∣∣∣sup
Ij
‖∇u‖Hq
∣∣∣
 C sup
j∈Z
2j
∣∣∣sup
Ij
t−1
∥∥|∇|−1u0∥∥Hq
∣∣∣
 C sup
j∈Z
∣∣∥∥|∇|−1u0∥∥Hq ∣∣ C‖u0‖H˙−1,q , (3.8)
where ‖u0‖ ˙ −1,q = ‖|∇|−1u0‖Hq .H
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1 p,p0,p1 ∞, 0 < θ < 1, we have[
σ0p0 , 
σ1
p1
]
θ,p
= σp, σ = (1 − θ)σ0 + θσ1.
Especially
[
0∞, 1∞
]
1/ρ,ρ = 1/ρρ .
Hence from (3.6)–(3.8),
‖∇u‖Lρ(I ;Hq ) 
∥∥{βj (u0)}j∥∥1/ρρ
C‖u0‖[H˙1,q , H˙−1,q ]1/ρ,ρ .  (3.9)
By choosing ρ = 2 and q = 1 in particular, we have the following proposition as a corollary.
Proposition 3.3. Let et be the heat kernel and u0 ∈ B˙01,2. Then we have
( T∫
0
∥∥∇etu0∥∥2H1 dt
)1/2
C‖u0‖B˙01,2 . (3.10)
In particular, we have if u0 ∈H1,
( T∫
0
∥∥∇etu0∥∥2H1 dt
)1/2
 C‖u0‖H1 . (3.11)
If u0 ∈ BMO, then
( T∫
0
∥∥∇etu0∥∥2BMO dt
)1/2
 C‖u0‖BMO, (3.12)
where C is independent of T > 0.
Proof. From (2.4)
VMO ⊂ B˙0∞,∞,
where we recall that B˙0∞,∞ denotes the completion of C0 by the semi-norm of B˙0∞,∞.
Now by Proposition 2.2,
[ ˙VMO1, ˙VMO−1] ⊂ [B˙1∞,∞, B˙−1∞,∞] ⊂ B˙0 (continuous injection) (3.13)1/2,2 1/2,2 ∞,2
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[H˙−1,1, H˙1,1]1/2,2 = [( ˙VMO1)∗, ( ˙VMO−1)∗]1/2,2 ⊃ ([B˙1∞,∞, B˙−1∞,∞]1/2,2)∗ ⊃ (B˙0∞,2)∗.
Since (B˙0∞,2)∗ ⊃ B˙01,2 = B˙01,2, we conclude that
[H˙−1,1, H˙1,1]1/2,2 ⊃ (B˙0∞,2)∗ ⊃ B˙01,2. (3.14)
Meanwhile by H1 ⊂ L1 and H˙−1,1 ⊂ H˙−1,1,
[H˙−1,1, H˙1,1]1/2,2 ⊂ [H˙−1,1, H˙ 1,1]1/2,2 = B˙01,2, (3.15)
we have from (3.14) and (3.15)
[H˙−1,1, H˙1,1]1/2,2 = B˙01,2. (3.16)
Proposition 3.2 and (3.16) gives (3.10).
On the other hand, by Proposition 2.1, we have
‖f ‖B˙01,2  C‖f ‖F˙ 01,2 C‖f ‖H1
and the estimate (3.11) follows immediately from (3.10). By Fefferman–Stein’s duality theorem
(H1)∗ = BMO,
we obtain the estimate (3.12). 
The homogeneous estimate in Proposition 3.3 immediately yields the following inhomoge-
neous estimate for the heat equation:
Proposition 3.4. For 0 < T ∞, let I = [0, T ) then for f ∈ L1(I ;H1);
(1) we have
∥∥∥∥∥
t∫
0
e(t−s)f (s) ds
∥∥∥∥∥
L∞(I ;H1)
 C‖f ‖L1(I ;H1). (3.17)
(2) We have
∥∥∥∥∥
t∫
0
∇e(t−s)f (s) ds
∥∥∥∥∥
L2(I ;H1)
 C‖f ‖L1(I ;H1). (3.18)
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Minkowski inequality and (3.1)
∥∥∥∥∥
t∫
0
e(t−s)f (s) ds
∥∥∥∥∥
L∞(I ;H1)
 sup
t∈I
∫
t>s
∥∥e(t−s)f (s)∥∥H1 ds
 C0
∫
I
∥∥f (s)∥∥H1 ds = C0‖f ‖L1(I ;H1). (3.19)
This estimate is indeed needed for the proof of the existence of the solution.
We next show the second estimate.
∥∥∥∥∥
t∫
0
∇e(t−s)f (s) ds
∥∥∥∥∥
2
L2(I ;H1)

∞∫
0
( t∫
0
∥∥∇e(t−s)f (s)∥∥H1 ds
)2
dt
=
∞∫
0
( t∫
0
∥∥∇e(t−s)f (s)∥∥H1 ds
)( t∫
0
∥∥∇e(t−r)f (r)∥∥H1 dr
)
dt
=
∞∫
0
∞∫
0
( ∞∫
max(r,s)
∥∥∇e(t−s)f (s)∥∥H1∥∥∇e(t−r)f (r)∥∥H1 dt
)
ds dr

∞∫
0
∞∫
0
( ∞∫
max(r,s)
∥∥∇e(t−s)f (s)∥∥2H1 dt
∞∫
max(r,s)
∥∥∇e(t−r)f (r)∥∥2H1 dt
)1/2
ds dr

∞∫
0
∞∫
0
(∥∥f (s)∥∥2
B˙01,2
∥∥f (r)∥∥2
B˙01,2
)1/2
ds dr
= ‖f ‖2
L1(I ;B˙01,2)
 ‖f ‖2
L1(I ;H1). (3.20)
The last inequality follows from Proposition 2.1. 
4. Bilinear estimate
To construct the solution by the fixed point theorem, it is also important to establish the bilin-
ear estimate for the nonlinearity in the Hardy space. The estimate can be obtained by the analogy
of the well-known result of divergence free–curl free regularity due to Coifman, Lions, Mayer,
Semmes [12]. If u ∈ L2(Rn) and ∇u ∈ L2(Rn) with divu = 0 in the sense of distribution, then
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structure. Nevertheless, we have the following bilinear estimate.
Proposition 4.1. Let ∇w ∈H1(R2) and ∇ψ ∈ H˙ 1 ∩L∞. Then we have the following estimate:
∥∥∇ · (w∇ψ)∥∥H1  C(‖w‖2‖ψ‖2 + ‖∇w‖H1‖∇ψ‖∞).
It is known that the corresponding bilinear estimate in the Triebel–Lizorkin space is known
by means of paraproduct formula (see for example Bony [9], Chae [11]). Namely, for f and
g ∈ F˙ sp,σ ∩Lr then for 1 <p ∞, 1 σ ∞,
‖fg‖F˙ sp,σ  C
(‖f ‖r‖g‖F˙ sq,σ + ‖f ‖F˙ sq,σ ‖g‖r)
with 1/p = 1/r + 1/q and s > 0. The proof of the above estimate depends on the Lp bound-
edness of the vector-valued maximal function and hence the proof is not available if p = 1. Our
estimate is a corresponding case p = 1 in view of
∥∥∇(fg)∥∥
F˙ 01,2
 ∥∥∇(fg)∥∥H1 .
Proof. For φ ∈ C∞0 (B1(0)) and x ∈ R2, let φλ(x) = λ−2φ(·/λ). Introducing the average of ∇ψ
over Bλ(x)
∇ψB(x) = 1|Bλ|
∫
Bλ(x)
∇ψ(z)dz,
we separate the estimate into two parts:
∇ · (w∇ψ) = ∇ · (w(∇ψ − ∇ψB))+ ∇w · ∇ψB. (4.1)
Firstly by the Sobolev inequality, we have
∣∣φλ ∗ ∇ · (w(∇ψ − ∇ψBλ))∣∣
=
∣∣∣∣
∫
Bλ(x)
φλ(x − y)∇ ·
(
w(y)
(∇ψ(y)− ∇ψB(x)))dy
∣∣∣∣
 1
λ3
∣∣∣∣
∫
Bλ(x)
∇φ
(
x − y
λ
)
w(y) · (∇ψ(y)− ∇ψB(x))dy
∣∣∣∣
 ‖∇φ‖∞
λ3
∫
Bλ(x)
∣∣w(y)∣∣∣∣∇ψ(y)− ∇ψB(x)∣∣dy
 π
2/3‖∇φ‖∞
|Bλ(x)|3/2
( ∫ ∣∣w(y)∣∣6/5 dy)5/6( ∫ ∣∣∇ψ(y)− ∇ψB(x)∣∣6 dy
)1/6Bλ(x) Bλ(x)
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( ∫
Bλ(x)
∣∣w(y)∣∣6/5 dy)5/6( ∫
Bλ(x)
∣∣∇2ψ(y)∣∣3/2 dy)2/3
 C
(
1
|Bλ(x)|
∫
Bλ(x)
∣∣w(y)∣∣6/5 dy)5/6( 1|Bλ(x)|
∫
Bλ(x)
∣∣∇2ψ(y)∣∣3/2 dy)2/3
 C
[
M
[|w|6/5]]5/6[M[∣∣∇2ψ∣∣3/2]]2/3, (4.2)
where M[·] denotes the Littlewood–Paley maximal function. Then by Lp boundedness of the
maximal function, it follows by the standard elliptic estimate
∥∥∥sup
λ>0
∣∣φλ ∗ (∇ · (w(∇ψ − ∇ψB)))∣∣∥∥∥
1
 C
∥∥M[|w|6/5]∥∥5/610/6∥∥M[∣∣∇2ψ∣∣3/2]∥∥2/34/3
 C‖w‖2
∥∥∇2ψ∥∥2
 C‖w‖2‖ψ‖2. (4.3)
On the other hand, it follows that
∣∣φλ ∗ (∇ · (w∇ψB))∣∣
∣∣∣∣
∫
Rn
φλ(x − y)∇w(y) ·
(
1
|Bλ|
∫
Bλ(x)
∇ψ(z)dz
)
dy
∣∣∣∣

∣∣∣∣
∫
Rn
φλ(x − y)∇w(y)dy
∣∣∣∣ ·
∣∣∣∣ 1|Bλ|
∫
Bλ(x)
∇ψ(z)dz
∣∣∣∣
 ‖∇ψ‖∞
∣∣∣∣
∫
Rn
φλ(x − y)∇w(λy)dy
∣∣∣∣. (4.4)
Therefore we have ∥∥∥sup
λ>0
∣∣φλ ∗ (∇ · (w∇ψB))∣∣∥∥∥
1
 ‖∇ψ‖∞‖∇w‖H1 . (4.5)
Combining (4.3) and (4.5), we obtain the desired estimate. 
According to the bilinear estimate Proposition 4.1, we have the following nonlinear estimate.
Corollary 4.2. Given w ∈ H˙1,1(R2), let ψ be a solution of the Poisson equation −ψ = w.
Then for v ∈ H˙1,1(R2),
∥∥∇ · (v∇ψ)∥∥H1  C(‖v‖2‖w‖2 + ‖∇v‖H1‖∇w‖H1),∥∥∇ · (v∇ψ)∥∥H1  C‖∇v‖H1‖∇w‖H1 . (4.6)
The first inequality follows from (2.11) in Lemma 2.4 while the last inequality follows from
(2.8) in Lemma 2.4.
1126 T. Ogawa, S. Shimizu / Journal of Functional Analysis 255 (2008) 1107–11385. Proof of local existence in the Hardy space
In this section, we give the proof of the local existence of the solution with large initial data
(cf. Hoshino–Yamada [30]).
Proof of Theorem 1.2. Without losing generality, we may assume that T such that e|α|v¯T  2
if α = −1. Let I = [0, T ]. For the given initial data (v0,w0) ∈ H1 × H1, we choose M0 =
C1‖v0‖H1 , N0 = 2C1‖w0‖H1 . We construct a solution of (1.8) in the following class:
XT =
⎧⎨
⎩
(v,w) ∈ {C([0, T );H1)∩L2(0, T ; H˙1,1)}× {C([0, T );H1)∩L2(0, T ; H˙1,1)}
‖v‖L∞(I ;H1)  32M0, ‖w‖L∞(I ;H1)  32N0
‖∇v‖L2(I ;H1)  32M, ‖∇w‖L2(I ;H1)  32N
⎫⎬
⎭ ,
where M and N will be determined sufficiently small in the later. We let
|||h|||X ≡ sup
t∈I
∥∥h(t)∥∥H1 + ‖∇h‖L2(I ;H1).
The closed set XT is a subset of the Banach space {C([0, T );H1) ∩ L2(0, T ; H˙1,1)}2 so that it
is a complete metric space. We now introduce the map induced from the corresponding integral
equation:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Φ(v,w)(t) ≡ etv0 + α
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ,
Ψ (v,w)(t) ≡ et(−αv¯)w0 + α
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇(−)−1w(τ))dτ.
(5.1)
The following estimate is essential for proving the existence.
Proposition 5.1. Let (u0, v0) ∈ H1 ×H1. Then for some small T > 0 and M , N > 0 and for
(v,w) ∈ XT , we have (Φ,Ψ ) ∈ XT and
∥∥Φ(v,w)∥∥
L∞(I ;H1) 
3
2
M0, (5.2)
∥∥Ψ (v,w)∥∥
L∞(I ;H1) 
3
2
N0, (5.3)
∥∥∇Φ(v,w)∥∥
L2(I ;H1) 
3
2
M, (5.4)
∥∥∇Ψ (v,w)∥∥
L2(I ;H1) 
3
2
N. (5.5)
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sup
t∈I
∥∥Φ(v,w)∥∥H1  ∥∥etv0∥∥H1 +
∥∥∥∥∥
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ
∥∥∥∥∥
L∞(I ;H1)
 C1‖v0‖H1 +C
t∫
0
∥∥∇ · (w(τ)∇(−)−1w(τ))∥∥H1 dτ
 C1‖v0‖H1 +C‖∇w‖2L2(I ;H1)
M0 + 94CN
2. (5.6)
Under the condition
N min
(
2
9C
,M0
)
, (5.7)
we see
∥∥Φ(v,w)∥∥
L∞(I ;H1) 
3
2
M0. (5.8)
For the second equation, similar to the case Φ(v,w), we see from Lemma 3.1, (3.2), Proposi-
tion 3.4, (3.18), and Corollary 4.2 that
sup
t∈I
∥∥Ψ (v,w)∥∥H1  ∥∥et(−αv¯)w0∥∥H1 +
∥∥∥∥∥
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇(−)−1w(τ))
∥∥∥∥∥
L∞(I ;H1)
 C1e|α|v¯T ‖w0‖H1 +Ce|α|v¯T
∥∥∇ · (v∇(−)−1w)∥∥
L1(I ;H1)
 2C1‖w0‖H1 +C‖∇v‖L2(I ;H1)‖∇w‖L2(I ;H1)
N0 + 94CMN 
3
2
N0, (5.9)
under the condition (5.7) and
M min
(
2
9C
,N0
)
. (5.10)
Next, we estimate the derivative of (Φ,Ψ ). Since by Proposition 3.3, (3.11):
∥∥∇etv0∥∥L2(I ;H1)  C0‖v0‖H1,
we may choose the time interval I = [0, T ) sufficiently small such that
∥∥∇etv0∥∥ 2 1 M. (5.11)L (I ;H )
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∥∥∇Φ(v,w)∥∥
L2(I ;H1)

∥∥∇etv0∥∥L2(I ;H1) +
∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ
∥∥∥∥∥
L2(I ;H1)
M +C∥∥∇ · (w(τ)∇(−)−1w(τ))∥∥
L1(I ;H1)
M +C‖∇w‖2
L2(I ;H1)
M + 9
4
CN2  3
2
M, (5.12)
under the condition
N min
(
2
9C
,M
)
. (5.13)
Analogously for Ψ (v,w),
∥∥∇et(−αv¯)w0∥∥L2(I ;H1)  C1eαv¯T ‖w0‖H1  2C1‖w0‖H1
by the assumption e|α|v¯T  2, we may choose T sufficiently small such that
∥∥∇et(−αv¯)w0∥∥L2(I ;H1) N. (5.14)
We have from (5.14), Proposition 3.4, (3.18), and Corollary 4.2 that
∥∥∇Ψ (v,w)∥∥
L2(I ;H1)

∥∥∇et(−αv¯)v0∥∥L2(I ;H1) +
∥∥∥∥∥∇
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇(−)−1w(τ))dτ
∥∥∥∥∥
L2(I ;H1)
N +C∥∥∇ · (v(τ)∇(−)−1w(τ))∥∥
L1(I ;H1)
N +C‖∇v‖L2(I ;H1)‖∇w‖L2(I ;H1)
N + 9
4
CMN. (5.15)
Hence again under the condition (5.10),
∥∥∇Ψ (v,w)∥∥
L2(I ;H1) 
3
2
N. (5.16)
The estimates (5.8), (5.9), (5.12) and (5.16) yield the desired inequalities (5.2)–(5.5). 
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we have
∣∣∣∣∣∣Φ(v1,w1)−Φ(v2,w2)∣∣∣∣∣∣X  14
(|||v1 − v2|||X + |||w1 −w2|||X), (5.17)
∣∣∣∣∣∣Ψ (v1,w1)−Ψ (v2,w2)∣∣∣∣∣∣X  14
(|||v1 − v2|||X + |||w1 −w2|||X). (5.18)
Proof. Let (v1,w1) and (v2,w2) ∈ XT . From Proposition 3.4, (3.17), and Corollary 4.2 that
sup
t∈I
∥∥Φ(v1,w1)−Φ(v2,w2)∥∥H1

∥∥∥∥∥
t∫
0
e(t−τ)∇ · {(w1(τ )−w2(τ ))∇(−)−1w1(τ )}dτ
∥∥∥∥∥
L∞(I ;H1)
+
∥∥∥∥∥
t∫
0
e(t−τ)∇ · {w2(τ )∇(−)−1(w1(τ )−w2(τ ))}dτ
∥∥∥∥∥
L∞(I ;H1)
 C
∥∥∇(w1 −w2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇w2‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 CN |||w1 −w2|||X  18 |||w1 −w2|||X, (5.19)
under the assumption
N  1
8C
. (5.20)
Similarly
sup
t∈I
∥∥Ψ (v1,w1)−Ψ (v2,w2)∥∥H1

∥∥∥∥∥
t∫
0
e(t−τ)(−αv¯)∇ · {(v1(τ )− v2(τ ))∇(−)−1w1(τ )}dτ
∥∥∥∥∥
L∞(I ;H1)
+
∥∥∥∥∥
t∫
0
e(t−τ)(−αv¯)∇ · {v2(τ )∇(−)−1(w1(τ )−w2(τ ))}dτ
∥∥∥∥∥
L∞(I ;H1)
 C
∥∥∇(v1 − v2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇v2‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 CM|||v1 − v2|||X +CN |||w1 −w2|||X. (5.21)
We then assume (5.20) and
M  1 , (5.22)
8C
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sup
t∈I
∥∥Ψ (v1,w1)(t)−Ψ (v2,w2)(t)∥∥H1  18
(|||v1 − v2|||X + |||w1 −w2|||X). (5.23)
Next we estimate the L2(I ;H1) norm of the difference. Similarly to (5.12) we have from
Proposition 3.4, (3.18), and Corollary 4.2 that∥∥∇(Φ(v1,w1)−Φ(v2,w2))∥∥L2(I ;H1)

∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · {(w1(τ )−w2(τ ))∇(−)−1w1(τ )}dτ
∥∥∥∥∥
L2(I ;H1)
+
∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · {w2(τ )∇(−)−1(w1(τ )−w2(τ ))}dτ
∥∥∥∥∥
L2(I ;H1)
 C
∥∥∇(w1 −w2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇w2‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 CN |||w1 −w2|||X  18 |||w1 −w2|||X, (5.24)
under the condition (5.20) and (5.22). Hence (5.19) and (5.24) imply (5.17). Similarly for (5.18)∥∥∇(Ψ (v1,w1)−Ψ (v2,w2))∥∥L2(I ;H1)
 C
(‖∇w1‖L2(I ;H1)∥∥∇(v1 − v2)∥∥L2(I ;H1) + ‖∇v2‖L2(I ;L1)∥∥∇(w1 −w2)∥∥L2(I ;H1))
 CM|||v1 − v2|||X +CN |||w1 −w2|||X  18
(|||v1 − v2|||X + |||w1 −w2|||X), (5.25)
under the condition (5.20) and (5.22). Hence (5.21) and (5.25) imply (5.18). This completes the
proof. 
Proof of Theorem 1.2, concluded. Since Proposition 5.2 shows that for properly small T > 0,(
Φ(v,w),Ψ (v,w)
)
:XT → XT
is a contraction mapping. By the Banach fixed point theorem, there exists a unique fixed point
(v,w) ∈ XT such that
v(t) = Φ(v,w)(t) = etu0 + α
t∫
0
e(t−τ)∇ · (v(τ)∇(−)−1w(τ))dτ,
w(t) = Ψ (v,w)(t) = et(−αv¯)v0 + α
t∫
0
e(t−τ)(−αv¯)∇ · (v(τ)∇(−)−1w(τ))dτ
(5.26)
hold.
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such as (v1,w1) = (v(t1),w(t1)). Then the regularity of solution follows in the similar argument
of the above. 
6. Proof of global existence for small data
In this section, we give the proof of the global existence of the solution with small initial data.
In this section we assume that α = 1 and v¯  0. The other case α = −1 and v¯ < 0 can be treated
in a similar way.
Proof of Theorem 1.3. Let I = [0,∞). For the given initial data (v0,w0) ∈H1 ×H1, we choose
M0 = 4C1‖v0‖H1 , N0 = 4C1‖w0‖H1 . We let
|||h|||Y ≡ sup
t∈I
∥∥h(t)∥∥H1 + ‖∇h‖L2(I ;H1),
Y =
{
(v,w) ∈ {C([0,∞);H1)∩L2(0,∞; H˙1,1)}× {C([0,∞);H1)∩L2(0,∞; H˙1,1)}
|||v|||Y M0, |||w|||Y N0
}
,
where M0 and N0 will be determined sufficiently small in the later.
The closed set Y is a subset of the Banach space {C([0,∞);H1) ∩ L2(0,∞; H˙1,1)}2 so that
it is the complete metric space with the metric d(u, v) ≡ |||u − v|||Y and the solution can be con-
structed in this set. We now introduce the map induced by the corresponding integral equation:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Φ(v,w)(t) ≡ etv0 +
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ,
Ψ (v,w)(t) ≡ et(−v¯)w0 +
t∫
0
e(t−τ)(−v¯)∇ · (v(τ)∇(−)−1w(τ))dτ.
(6.1)
The proof is mostly parallel to the case of the proof of the local existence. The essential part
of the proof is to establish the following proposition. 
Proposition 6.1. Let (v0,w0) ∈ H1 × H1, (v1,w1) ∈ Y and (v2,w2) ∈ Y . Then there exists
ε0 > 0 such that if M0 +N0  ε0 then we have we have (Φ,Ψ ) ∈ Y and
∣∣∣∣∣∣Φ(v,w)∣∣∣∣∣∣
Y
M0, (6.2)∣∣∣∣∣∣Ψ (v,w)∣∣∣∣∣∣
Y
N0, (6.3)
∣∣∣∣∣∣Φ(v1,w1)−Φ(v2,w2)∣∣∣∣∣∣Y  14
(|||v1 − v2|||Y + |||w1 −w2|||Y ), (6.4)
∣∣∣∣∣∣Ψ (v1,w1)−Ψ (v2,w2)∣∣∣∣∣∣Y  14
(|||v1 − v2|||Y + |||w1 −w2|||Y ). (6.5)
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sup
t∈I
∥∥Φ(v,w)∥∥H1  ∥∥etv0∥∥H1 +
∥∥∥∥∥
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ
∥∥∥∥∥
L∞(I ;H1)
 C1‖v0‖H1 +C
t∫
0
∥∥∇ · (w(τ)∇(−)−1w(τ))∥∥H1 dτ
 C1‖v0‖H1 +C‖∇w‖2L2(I ;H1)
 1
4
M0 +CN20 . (6.6)
Under the condition
N0 min
(
1
4C
,M0
)
, (6.7)
we obtain from (6.6) that
∥∥Φ(u,v)∥∥
L∞(I ;H1) 
1
2
M0. (6.8)
Next, we estimate the derivative of Φ . We have from Proposition 3.3, (3.11), Proposition 3.4,
(3.18), and Corollary 4.2 that∥∥∇Φ(v,w)∥∥
L2(I ;H1)

∥∥∇etv0∥∥L2(I ;H1) +
∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · (w(τ)∇(−)−1w(τ))dτ
∥∥∥∥∥
L2(I ;H1)
 C1‖v0‖H1 +C
∥∥∇ · (w∇(−)−1w)∥∥
L1(I ;H1)
 1
4
M0 +C‖∇w‖2L2(I ;H1)
 1
4
M0 +CN20 
1
2
M0 (6.9)
under the condition (6.7). Hence we see from (6.8) and (6.9)∣∣∣∣∣∣Φ(v,w)∣∣∣∣∣∣
Y
M0. (6.10)
Analogously for Ψ (v,w),
sup
t∈I
∥∥Ψ (v,w)∥∥H1  C1‖w0‖H1 +C∥∥∇ · (v∇(−)−1w)∥∥L1(I ;H1)
 C1‖w0‖H1 +C‖∇v‖L2(I ;H1)‖∇w‖L2(I ;H1)
 1N0 +CM0N0. (6.11)4
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M0 
1
4C
, (6.12)
we have
∥∥Ψ (v,w)∥∥
L∞(I ;H1) 
1
2
N0. (6.13)
It also follows similar to (6.9) that
∥∥∇Ψ (v,w)∥∥
L2(I ;H1)

∥∥∇et(−v¯)w0∥∥L2(I ;H1) +
∥∥∥∥∥∇
t∫
0
e(t−τ)(−v¯)∇ · (v∇(−)−1w)dτ
∥∥∥∥∥
L2(I ;H1)
 C1‖w0‖H1 +C
∥∥∇ · (v∇(−)−1w)∥∥
L1(I ;H1)
 1
4
N0 +C‖∇v‖L2(I ;H1)‖∇w‖L2(I ;H1)
 1
4
N0 +CM0N0  12N0 (6.14)
under the condition (6.12). Hence by (6.13) and (6.14) we obtain∣∣∣∣∣∣Ψ (v,w)∣∣∣∣∣∣
Y
N0. (6.15)
This proves the desired inequality (6.3).
Next we consider the third inequality (6.4). Let (v1,w1) and (v2,w2) ∈ Y . From Proposi-
tion 3.4, (3.17), and Corollary 4.2, we have
sup
t∈I
∥∥Φ(v1,w1)−Φ(v2,w2)∥∥H1

∥∥∥∥∥
t∫
0
e(t−τ)∇ · ((w1(τ )−w2(τ ))∇(−)−1w1(τ ))dτ
∥∥∥∥∥
L∞(I ;H1)
+
∥∥∥∥∥
t∫
0
e(t−τ)∇ · (w2(τ )∇(−)−1(w1(τ )−w2(τ )))dτ
∥∥∥∥∥
L∞(I ;H1)
 C
∥∥∇(w1 −w2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇w2‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 2CN0|||w1 −w2|||Y . (6.16)
We further assume that
N0 
1
, (6.17)
16C
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sup
t∈I
∥∥Φ(v1,w1)(t)−Φ(v2,w2)(t)∥∥H1  18 |||w1 −w2|||Y . (6.18)
Similarly we have
sup
t∈I
∥∥Ψ (v1,w1)−Ψ (v2,w2)∥∥H1

∥∥∥∥∥
t∫
0
e(t−τ)(−v¯)∇ · ((v1(τ )− v2(τ ))∇(−)−1w1(τ ))dτ
∥∥∥∥∥
L∞(I ;H1)
+
∥∥∥∥∥
t∫
0
e(t−τ)(−v¯)∇ · (v2(τ )∇(−)−1(w1(τ )−w2(τ )))dτ
∥∥∥∥∥
L∞(I ;H1)
 C
∥∥∇(v1 − v2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇v2‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 CN0|||v1 − v2|||Y +CM0|||w1 −w2|||Y . (6.19)
We then assume (6.17) and
M0 
1
16C
. (6.20)
Then it follows from (6.19)
sup
t∈I
∥∥Ψ (v1,w1)(t)−Ψ (v2,w2)(t)∥∥H1  18
(|||v1 − v2|||Y + |||w1 −w2|||Y ). (6.21)
Next we estimate the L2(I ;H1) norm of the difference. Similarly to (5.12) we see from
Proposition 3.4, (3.18), and Corollary 4.2,
∥∥∇(Φ(v1,w1)−Φ(v2,w2))∥∥L2(I ;H1)

∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · ((w1(τ )−w2(τ ))∇(−)−1w1(τ ))dτ
∥∥∥∥∥
L2(I ;H1)
+
∥∥∥∥∥∇
t∫
0
e(t−τ)∇ · (w2(τ )∇(−)−1(w1(τ )−w2(τ )))dτ
∥∥∥∥∥
L2(I ;H1)
 C
∥∥∇(w1 −w2)∥∥L2(I ;H1)‖∇w1‖L2(I ;H1) +C‖∇w1‖L2(I ;H1)∥∥∇(w1 −w2)∥∥L2(I ;H1)
 CN0|||w1 −w2|||Y  18 |||w1 −w2|||Y , (6.22)
under the assumption (6.17). Hence (6.18) and (6.22) imply (6.4). Similarly for (6.5)
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 C
(‖∇w1‖L2(I ;H1)∥∥∇(v1 − v2)∥∥L2(I ;H1) + ‖∇v2‖L2(I ;L1)∥∥∇(w1 −w2)∥∥L2(I ;H1))
 CN0|||v1 − v2|||Y +CM0|||w1 −w2|||Y  18
(|||v1 − v2|||Y + |||w1 −w2|||Y ), (6.23)
under the assumption (6.17) and (6.20). Hence (6.21) and (6.23) imply (6.5). This completes the
proof. 
7. Concluding remark
The argument presented in the above is also applicable for the chemotaxis model (1.4) or the
monopolar case of the semiconductor for the sign-changing case. Indeed, if we formulate the
model similarly by setting M = ‖u0‖1 and u = ρ −M , the new unknown function u solves:
⎧⎪⎪⎨
⎪⎪⎩
∂tu−u− ∇ · (u∇ψ¯)+ κMu = 0, t > 0, x ∈ R2,
−ψ¯ = κu, x ∈ R2,
u(t, x) → 0, |x| → ∞,
u(0, x) = u0(0, x)−M, x ∈ R2,
(7.1)
where we eliminated the background term by subtracting the solution of −(ψ − ψ¯) = κM . We
may then show the time local existence of the solution in the critical Hardy class H1(R2). Note
that the solution u has zero mean value so that it is the sign-changing solution however the total
mass density ρ = u+M may be positive definite.
A very similar argument can provide the well-posedness result for the vorticity equation of
the Navier–Stokes equation.⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tu1 −u1 + (u1∇1 + u2∇2)u1 + ∇1p = f1, t > 0, x ∈ R2,
∂tu2 −u2 + (u1∇1 + u2∇2)u2 + ∇2p = f2, t > 0, x ∈ R2,
−∇1u1 − ∇2u2 = 0, x ∈ R2,(
u1(0, x), u2(0, x)
)= (u1,0(x), u2,0(x)),
(7.2)
where ∇i = ∂∂xi i = 1,2. By taking the rotation of (u1, u2) the equation can be written by the
vorticity form: For ω = rotu ≡ ∇1u2 − ∇2u1,⎧⎨
⎩
∂tω −ω + u · ∇ω = 0, t > 0, x ∈ R2,
−u = ∇⊥ω, x ∈ R2,
ω(0, x) = ω0(x) ≡ ∇1u2,0(x)− ∇2u1,0(x),
(7.3)
if f = (f1, f2) ≡ 0. Since the vorticity and velocity field have an analogous scaling invariance
ωλ = λ2ω
(
λ2t, λx
)
, uλ = λu
(
λt2, λx
)
, (7.4)
again for this case, the Hardy spaceH1 is the scaling invariant class for ω(t). Since the nonlinear
term has the divergence free–rotation free structure, the proof goes rather simple (cf. Miyakawa
[38]). We should emphasize that the obtained solution shows ‖ω‖H1 < ∞ so that by (2.9) we
1136 T. Ogawa, S. Shimizu / Journal of Functional Analysis 255 (2008) 1107–1138have u(t) ∈ L2(R2) for all time and it coincides the Leray–Hopf solution of the Navier–Stokes
equation (7.2). There are many results on this direction in a larger class of initial data. See for
example, Giga, Miyakawa, Osada [25], Giga, Kambe [24] (see also [10,21] for recent develop-
ment).
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