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The exact and phaseless variants of Auxiliary-Field Quantum Monte Carlo (AFQMC) have been
shown to be capable of producing accurate ground-state energies for a wide variety of systems
including those which exhibit substantial electron correlation effects. The computational cost of
performing these calculations has to date been relatively high, impeding many important applica-
tions of these approaches. Here we present a correlated sampling methodology for AFQMC which
relies on error cancellation to dramatically accelerate the calculation of energy differences of rel-
evance to chemical transformations. In particular, we show that our correlated sampling-based
AFQMC approach is capable of calculating redox properties, deprotonation free-energies, and hy-
drogen abstraction energies in an efficient manner without sacrificing accuracy. We validate the
computational protocol by calculating the ionization potentials and electron affinities of the atoms
contained in the G2 Test Set, and then proceed to utilize a composite method, which treats fixed-
geometry processes with correlated sampling-based AFQMC and relaxation energies via MP2, to
compute the ionization potential, deprotonation free-energy, and the O-H bond disocciation energy
of methanol, all to within chemical accuracy. We show that the efficiency of correlated sampling
relative to uncorrelated calculations increases with system and basis set size, and that correlated
sampling greatly reduces the required number of random walkers to achieve a target statistical error.
This translates to CPU-time speed-up factors of 55, 25, and 24 for the the ionization potential of the
K atom, the deprotonation of methanol, and hydrogen abstraction from the O-H bond of methanol,
respectively. We conclude with a discussion of further efficiency improvements that may open the
door to the accurate description of chemical processes in complex systems.
I. INTRODUCTION
The pursuit of chemical accuracy (as defined by errors
not exceeding 1 kcal/mol) in the ab initio computation of
the energetic properties of generic many-electron systems
is a long-standing goal that has yet to be reached.[1–
5] Traditional methods such as full configuration in-
teraction (FCI)[6] and single-reference coupled cluster
with single, double, and perturbative triple excitations
(CCSD(T))[7, 8] scale exponentially and with the seventh
power of the system size, respectively, and the latter can
break down for systems which exhibit sufficiently strong
electron correlation.[9, 10] Multi-reference methods such
as CASSCF,[11–13] often supplemented with second or-
der perturbation theory,[14, 15] and FCI-QMC[16–19]
have been shown to yield benchmark-quality results even
for strongly correlated electronic systems, an import class
of problems that includes many transition metal (TM)-
containing systems.[20, 21] However, while a judicious
choice of the active space can make such calculations
tractable for small systems, exponential scaling prohibits
the use of these methods in studying most realistic sys-
tems of interest in biology, materials science, and chemi-
cal catalysis. As a result, with the exception of isolated
studies using more accurate, specialized methods,[22–24]
these systems can only be investigated feasibly with less
∗ js4564@columbia.edu
accurate but more economical approaches such as Den-
sity Functional Theory (DFT).[25] Given the plethora
of investigations using this tool to generate hypotheses
concerning reaction mechanisms, equilibrium structures,
etc., the importance of having a systematically improv-
able ab initio method which is both accurate and feasible
becomes readily apparent.
Among the class of Quantum Monte Carlo (QMC)
methods used in electronic structure theory,[26–28]
Auxiliary-Field QMC, and in particular its “phaseless”
variant (ph-AFQMC)[29, 30] which controls the sign
problem at the cost of introducing a bias which in princi-
ple can be systematically reduced, has produced state-
of-the-art, benchmark-quality results for systems such
as first- and second- row d elements,[31] the chromium
dimer,[9] cobalt adatoms on graphene,[32] and vari-
ous transition metal oxides,[33] while exhibiting low-
polynomial scaling (M4 for Gaussian basis sets). How-
ever, the widespread use of ph-AFQMC in quantum
chemistry has not yet taken place. One major reason
is undoubtedly its relatively high computational cost, as
the favorable scaling is masked by a large prefactor.
In this work we present an approach to greatly re-
ducing this prefactor which involves the use of corre-
lated sampling for a particular class of important pro-
cesses. The general idea is that for sufficiently simi-
lar systems, energy differences are expected to converge
more rapidly, i.e. with smaller error bars, than total en-
ergies when the errors or statistical fluctuations in the
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2calculations are biased in the same direction. Indeed, er-
ror cancellation is largely responsible for the success of
many approximate methods such as DFT in the com-
putation of energy differences. Correlated sampling has
previously been adapted to reduce the statistical errors
in QMC approaches via the use of the same set of con-
figurations sampled for both the primary and secondary
systems.[26] This technique is often referred to in the
literature as “Differential” QMC, and the details of its
implementation can vary depending on the type of QMC
being used. The potential energy curves of H2 and BH
have been calculated using correlated sampling with Vari-
ational QMC,[34] and similarly that of the H3 cation
with Differential Green’s Function QMC.[35] The lat-
ter method has been used to compute the dipole mo-
ment of LiH, [36] and to calculate infinitesimal energy
differences from which forces and various polarizabilities
have been obtained.[37] This idea has also been extended
to Diffusion Monte Carlo, which has been used to com-
pute forces and potential energy surfaces for the first row
diatomics.[38] Correlated sampling has also been used to
calculate energy differences between ground and excited
states of the same Hamiltonian, as illustrated by a Varia-
tional QMC study of particle-hole excitations in the two-
dimensional electron gas.[39] In addition, the concept has
been extended to enable concerted propagation of a sys-
tem with different time steps, in order to extrapolate the
Trotter error in Differential Diffusion QMC.[40]
Correlated sampling is, in fact, also well-suited to
model the energetics of myriad chemical reactions, since
only energy differences, as opposed to total energies,
are relevant. In this paper we present a novel corre-
lated sampling-based AFQMC approach, and show that
it is capable of computing ground-state energy differ-
ences corresponding to redox, deprotonation, and hy-
drogen abstraction reactions to a given statistical er-
ror in a fraction of the time previously required, with-
out any loss of accuracy. Redox reactions (often in-
volving TMs) abound, for example, in metabolic and
photosynthetic processes,[41–43] battery chemistry,[44]
and catalysis (e.g. CO2 and O2 reduction).[45, 46]
A reliable ab initio method to calculate deprotonation
free energies would provide an improvement upon ex-
isting computational approaches to determining pKa’s
and protonation states,[47–49] which would have signif-
icant ramifications for drug discovery,[50, 51] materials
science,[52–54] and the structural determination of bi-
ological complexes.[55, 56] In the context of chemical
catalysis, proton removal is known to be the rate-limiting
step in many important reactions, e.g. oxygen reduc-
tion on the surface of TiO2.[57] Hydrogen abstraction
reactions are ubiquitous and play a major role in com-
bustion and the oxidation of hydrocarbons,[58, 59] di-
amond growth via chemical vapor deposition,[60] bio-
chemical processes involving e.g. the antioxidant vita-
min E [61] and various metalloenzymes,[62, 63] indus-
trial processes,[64] and organic synthesis.[65] AFQMC
would be a useful benchmark for previous ab initio
studies[63, 66–73] in predicting thermodynamic proper-
ties of this difficult class of chemical reactions. Thus the
class of applications we target is large and important. We
highlight the fact that the cost of our correlated sampling
approach, relative to the uncorrelated method, decreases
with increasing system and basis set size, opening the
door to the treatment of realistic large chemical systems
with correlated sampling-based AFQMC in the near fu-
ture.
This work is organized as follows: Section II.A will re-
view the exact and phaseless variants of AFQMC, while
Section II.B will present our correlated sampling ap-
proach. We justify this approach for modeling molecular
systems in Section II.C, and Section II.D will disclose
further computational details. Section III.A will present
calculations of the ionization potentials (IPs) and elec-
tron affinities (EAs) of the 1st row atoms in the G2 Ion
Test Set,[74] while Section III.B will consider adiabatic
molecular properties, taking the IP, deprotonation en-
ergy, and O-H bond dissociation energy of methanol as
examples. The efficacy of correlated sampling as a func-
tion of both basis set size and number of random walkers
will be explored in Sections III.C. The latter subsection
will provide an assessment of the reduction in CPU-time
afforded by the use of correlated sampling. In Section IV
we conclude, emphasizing opportunities for further gains
in computational efficiency that may be possible and fu-
ture targets of investigation.
II. METHODS
A. Overview of AFQMC - Exact Method and the
Phaseless Constraint
The excited states of a many-body state |Φ〉 can
be projected out via imaginary time propagation, i.e.
limN→∞(e∆τ(E0−Hˆ))N |Φ〉 → |Φ0〉, with 〈Φ0|Φ〉 6= 0 and
the general electronic Hamiltonian
Hˆ =
M∑
ij
Tij
∑
σ
c†iσcjσ+
1
2
M∑
ijkl
Vijkl
∑
σ,τ
c†iσc
†
jτ clτ ckσ, (1)
where M is the size of the orthonormal one-particle ba-
sis, and c†iσ and ciσ are the second-quantized fermionic
creation and annihilation operators with particle and
spin labels. The two-body matrix elements, Vijkl, can
be expressed in terms of Cholesky vectors as Vijkl =∑
α L
α
ikL
α
jl.[75] Defining the one-body operator vˆα ≡
i
∑
ik L
α
ik
∑
σ c
†
iσckσ, and subtracting the expectation
value with respect to the trial wavefunction 〈vˆα〉 from
vˆα, the Hamiltonian can be written as the sum of all
one-body operators, Hˆ1, plus the following two-body op-
erator
Hˆ2 = −1
2
∑
α
(vˆα − 〈vˆα〉)2. (2)
3Use of the Trotter-Suzuki decomposition[76, 77] gives
e−∆τHˆ = e−∆τHˆ1/2e−∆τHˆ2e−∆τHˆ1/2 +O(∆τ3). (3)
The exponential terms involving Hˆ2 may be decomposed
using a Hubbard-Stratonovich (HS) transformation[78,
79]
e
1
2∆τ(vˆα−〈vˆα〉)2 =
∫ ∞
−∞
dxα
(
e−
1
2x
2
α√
2pi
)
e
√
∆τxα(vˆα−〈vˆα〉),
(4)
which expresses the exponential of a two-body operator
as the exponential of a one-body operator integrated over
auxiliary-fields (AFs). This transformation allows for
practical propagation in terms of the Thouless theorem,
which states that the application of an exponential of a
one-body operator on a Slater determinant produces an-
other Slater determinant,[80] which can be implemented
via a simple matrix multiplication.[81, 82]
The propagator (3) now takes the form of a multi-
dimensional integral
e−∆τHˆ =
∫
dxP (x)Bˆ(x), (5)
where x = (x1, x2, . . . , xα), P (x) is a normal
distribution with unit variance, and Bˆ(x) =
e−∆τHˆ1e
√
∆τx·(vˆ−〈vˆ〉)e−∆τHˆ1 .
The integral in (5) may be approximated using a Monte
Carlo scheme, with walkers whose propagation in the
space of Slater determinants is guided by the complex
importance function 〈φT |φ〉 which is proportional to the
walker weights. The representation of the total wavefunc-
tion is thus a weighted sum over walker determinants
|Φ〉 =
∑
k
wk|φk〉
〈φT |φk〉 , (6)
yielding essentially a multi-reference description. The en-
ergy is calculated at intervals using the mixed-estimator
〈φT |Hˆ|Φ〉
〈φT |Φ〉 =
∑
k wkEL(φk)∑
k wk
, (7)
where the “local energy” is given by EL(φk) =
〈φT |Hˆ|φk〉
〈φT |φk〉 ,
in analogy to Diffusion QMC.[83]
The method as described above is called the “Free
Projection” (FP) approach.[84] While it is formally ex-
act and can yield excellent results for small system sizes,
this method suffers from the “phase problem,” which is
a generalization of the Fermionic “sign problem” to the
complex plane.[29, 85–87] For the standard Coulomb in-
teraction the vˆα operators are purely imaginary, and each
application of e
√
∆τx·(vˆ−〈vˆ〉) can be thought of as a ro-
tation of the Slater determinant |φ〉, causing an evolu-
tion of the overlap 〈φT |φ〉 in the complex plane. Over
the course of the random walk, a determinant accumu-
lates a phase eiθ, and the infinitely many possible values
of θ  [0, 2pi) result in the possibility of infinitely many
indistinguishable determinants. Furthermore, over the
course of the propagation, walkers will populate the ori-
gin where 〈φT |φ〉 = 0, and subsequent propagation yields
only noise from signal cancellation effects and divergences
in the weights and local energies.
The ph-AFQMC employs a multifaceted strategy to
control this problem. The weights are initialized to a
positive real constant, and after each propagation step
are projected back onto the real axis, i.e. the ro-
tated weights are multiplied by max{0, cos(∆θ)}, where
we have defined the phase of the overlap ratio ∆θ ≡
Im{ln 〈φT |φ(τ+1)〉〈φT |φ(τ)〉 }.[88] For this phase projection to work,
the AFs are shifted by a force bias (FB) x¯,[30, 89] the
optimal choice of which is obtained by minimizing the
fluctuations of the weights with respect to the AFs at
their average value:
∂
∂xα
[ 〈φT |e√∆τ(xα−x¯α)(vˆα−〈vˆα〉)|φk〉
〈φT |φk〉 e
−x¯2α/2+xαx¯
]
xα=0
= 0.
(8)
This is, in essence, a stationary-phase approximation.
Expanding the expression inside the brackets to O(
√
∆τ)
and taking the derivative gives
x¯α = −
√
∆τ
[
v¯α − 〈vˆα〉
]
, (9)
where v¯α ≡ 〈φT |vˆα|φ〉〈φT |φ〉 . The introduction of the FB does
not add any additional approximations, as the integra-
tion variable in (4) is merely shifted by a constant, yet
it is crucial for two reasons. First, it diverges when the
“nodal surface” (as defined in the complex plane of over-
laps) is approached, pushing the walker away from the
origin. Second, since vˆα is complex, Im[x¯] reduces the
amount of physical information discarded in the phase
projection. Similarly, the subtraction of 〈vˆ〉 from vˆ in the
propagator also greatly reduces the severity of this pro-
jection, as the smaller diagonal matrix elements of the
resulting propagator cause milder rotations of the phases
of the orbitals.[90]
The choice of FB allows the weight factor which mul-
tiplies the previous weight after a propagation step to
be written as W (φ) = e−∆τEL(φ). The second approx-
imation in ph-AFQMC, which is much milder than the
first, takes the real part of the local energy in the weight
above:
EL(φ) ≡ Re{〈φT |Hˆ|φ〉〈φT |φ〉 }. (10)
The severity of the phaseless constraint in ph-AFQMC
can be reduced with the use of more accurate trial
wavefunctions, especially those with the correct sym-
metry properties.[84] This can be seen from (10), for
when |φT 〉 = |Φ0〉, the local energy which determines
the weights and energy measurements is a real constant
(equal to the exact ground state energy).
4B. Correlated Sampling Methods for AFQMC
Given that the statistical error in an AFQMC calcula-
tion arises solely from the MC evaluation of the integral
over AFs, a natural way to implement correlated sam-
pling in the calculation of an energy difference is to pair
the walkers of the two systems, and use the same set of
AFs to propagate each pair of walkers. To be precise, the
correlation is established on the level of each term in (2),
for each value of α. This, in essence, matches Cholesky
vectors of the same iteration, and becomes more effective
the more similar the interactions are in the two systems.
Sampling in this way, however, requires one to re-
linquish optimal importance sampling, which is usually
implemented via a population control (PC) scheme in
which walkers with large (small) weights are replicated
(stochastically purged), since performing independent
PC for each system separately would quickly destroy
the walker-pair correlation. Alternatively, one can im-
plement PC with respect to the weights of the primary
system for both systems. This, however, will only be ef-
fective if the two systems are essentially identical. In the
absence of a PC scheme, the noise from the accumula-
tion and persistence of divergent walkers inevitably grows
with propagation time. We find that the immediate re-
duction in statistical error following the correlation of
the AFs, augmented as needed by what we call the “pre-
liminary equilibration scheme” below, allows converged
averages to be obtained at short and intermediate pro-
jection times. In light of the fact that the stability of the
random walks at long times, as afforded by a branching
scheme, appears to be only marginally relevant when our
correlated sampling approach is used, we simply choose
not to implement PC when the AFs are correlated. In
the event that a walker’s weight becomes zero or negative
(in the latter case the phase projection sets the weight
to zero), the walker is no longer propagated and the ran-
dom number stream is updated if necessary such that the
correlation of the other walker-pairs is unaffected.
The data shown in blue in Fig. 1 illustrates features
associated with the typical correlated sampling protocol
used in this work. In this example, the propagation in
imaginary time (measured in Ha−1) is performed using
correlated AFs and repeated 11 times using different ran-
dom number seeds. The mean energy difference and asso-
ciated standard error at each τ point is computed among
the repeats (see left plot). We then choose the imaginary-
time at which the energy difference is seen to stabilize (in
this case at τ ∼ 4), and for each repeat calculate the cu-
mulative average at each τ , which represents the running
average of the energy measurements taken after the end
of the equilibration period up to the given value of τ . To
obtain the final result, we compute the mean and stan-
dard error of the cumulative averages among the repeats
(see right plot), and choose the value corresponding to
the τ at which the standard error reaches a minimum (if
there are multiple equivalent minima the one occurring
earliest is chosen) or falls below a target error level. We
note that our choice of 11 repeats is arbitrary; a larger
number could be used to reduce the standard error as
necessary. Clearly in this example correlating the AFs
for τ ≥ 0 drastically reduces the error relative to the un-
correlated runs shown in red, and the resulting IP agrees
with that obtained from independent τ = 80 ph-AFQMC
runs of the neutral and cationic species. This benchmark,
indicated by the solid black line, was found to have a neg-
ligible standard error of 0.2 mHa after employing a re-
blocking analysis which corrects for auto-correlation.[91]
As it is often the case that a very small population size
is sufficient to achieve a desired statistical error via the
correlated sampling approach, we choose not to employ
PC in the uncorrelated comparisons since this would re-
sult in a bias that typically goes as 1/Nwlk.[92] A second
reason is that over the relatively short imaginary-time
scales relevant for the correlated sampling method, PC
is expected to have little effect on the uncorrelated com-
parisons as the walker weights usually do not stray far
from unity. This is confirmed by the similarity of the
error curves plotted in the insets of Fig. 1, correspond-
ing to uncorrelated runs with (dotted green) and without
(red) PC. The former is obtained by using a large enough
population size such that the bias from the PC algorithm
is negligible (360 walkers per repeat), and rescaling the
resulting standard error by
√
360
12 .
If one or both of the comparative systems requires a
long equilibration time, which can be the case for, e.g.,
initial populations which are severely spin-contaminated
or for strongly correlated systems in which the “guiding”
trial function poorly describes the true ground state, then
walker pair correlation can be lost prior to convergence,
and the associated noise growth can make measurements
impossible. The simplest way to overcome this problem
is to use a better trial function, e.g. a multi-determinant
CASSCF wavefunction instead of the single Hartree-Fock
(HF) determinant. Alternatively, we have devised what
we will refer to as the “preliminary equilibration scheme”
(PES). First, one of the two systems is equilibrated us-
ing PC for the required interval, then the walkers of the
secondary system are initialized with the resulting deter-
minants of the equilibrated primary system, with weights
scaled by
〈φsecondaryT |φ〉
〈φprimaryT |φ〉
(and any resulting phases pro-
jected) to reflect the appropriate importance sampling.
Finally, both systems are propagated using correlated
sampling with their respective Hamiltonians without PC
for a short period of time after which energy measure-
ments are collected. A schematic of this procedure is
shown in Fig. 2. This protocol is repeated with different
random number seeds to obtain satisfactory statistics on
the energy difference between the ground states. We note
that a similar scheme was published many years ago by
Traynor et al.[35]
Inspection of the ph-AFQMC propagator
Bˆ(x− x¯) = e−∆τHˆ1/2e
√
∆τ(x−x¯)(vˆ−〈vˆ〉)e−∆τHˆ1/2, (11)
demonstrates that stricter approaches to correlated sam-
5(a) Averaged IPs (circles) among the repeats at each τ
along the imaginary-time propagation.
(b) Mean values (circles) of the cumulative averages taken
for τ > 4.
FIG. 1: Comparison of correlated and uncorrelated sampling for
the IP of the K atom in a 6-31+G* basis, with ∆τ = 0.01, 12
walkers per repeat, and a HF reference state. The error bars give
the standard errors (the standard deviation times 1√
Nr
, where Nr
is the number of repeats) of the mean values among the repeats
at each τ point in (a), and of the cumulative averages in (b).
These standard errors are plotted in the insets, along with the
scaled standard error resulting from an uncorrelated run in which
PC was used with 360 walkers per repeat (dotted green).
pling exist. In one such alternative to correlating only the
AFs, each pair of walkers is propagated using both the
same AFs and FBs. However taking the simple average of
the FBs of the primary and secondary systems was found
to cause an early onset of noise even for marginally differ-
ent systems. This issue likely arises from divergences in
the local energies and weights which can occur more fre-
quently due to the use of sub-optimal FBs, a fact which
follows from the discussion centered around Eq. (9). Sep-
arately, we choose not to correlate the 〈vˆ〉 since any gain
in sampling efficiency would come at the cost of an in-
creased bias from the phaseless constraint.[90]
Finally, we note that our method of correlated sam-
pling is not limited to the phaseless version of AFQMC,
FIG. 2: Schematic of the PES version of correlated sampling.
Preliminary equilibration of the primary system is shown in red.
This phase can be as long as necessary due to the use of PC. The
resulting walkers are used to initialize the secondary system, after
which the two systems are propagated with their own
Hamiltonians using correlated sampling. Equilibration of the
secondary system is relatively rapid, allowing measurements to be
taken before the noise growth becomes prohibitive.
and can be used in exactly the same manner for FP cal-
culations. In fact, using the same AFs in the latter case
results in a relatively stricter form of correlated sampling,
since the FB is not present in the post-HS propagator
used in FP.
C. Utilizing Optimal Correlation in Molecular
Applications
Having justified our choice to correlate only the AFs,
we claim that maximal correlation between a pair of
walkers is achieved when the primary and secondary sys-
tems use the same set of basis functions. To see this,
recall the definition of the two-electron matrix elements
in the Hamiltonian (1):
Vijkl =
∫
dr1dr2φi(r1)φj(r2)
1
r12
φk(r1)φl(r2). (12)
When {φ}primary = {φ}secondary, the Vijkl and, in turn,
the one-body operators vˆ in the propagators (11) for
both systems will be identical. This ideal condition is
obviously satisfied when the two systems are an atom
or molecule with the same geometry but e.g. different
charges, since atomic basis functions such as Gaussian-
type orbitals are usually centered on the positions of the
nuclei. In fact, for the calculation of vertical IPs and
EAs, exactly the same Tij and Vijkl elements are used
in the imaginary-time propagation of both systems. For
adiabatic redox processes, however, the ground-state ge-
ometries of the neutral and ionized species are, in gen-
eral, different. In most cases the differences in the Vijkl
are slight, and correlated sampling is still found to be
effective, albeit with reduced efficiency. For example,
Fig. 3 compares the correlated and uncorrelated stan-
dard errors corresponding to the vertical and adiabatic
IPs of methanol. While the errors from the uncorre-
lated runs are roughly similar in magnitude, that from
the correlated vertical case is significantly smaller and
6more constant compared to that from the correlated adi-
abatic case. This suggests the use of a two-step process
to compute adiabatic energy differences, in which the
fixed-geometry transition is calculated with correlated
sampling-based AFQMC, and the geometry relaxation
energy is obtained from a lower level of theory. Further
details will be presented in Section III.B.
(a) Vertical IP
(b) Adiabatic IP
FIG. 3: Standard errors resulting from uncorrelated (red) and
correlated (blue) propagation of the repeats for methanol in the
cc-pVTZ basis. ∆τ = 0.01 and 24 walkers per repeat were used.
In the same spirit, we have devised a protocol which
enables the calculation of the change in energy corre-
sponding to the removal of a proton while the rest of
the geometry remains fixed, in which the optimal condi-
tion mentioned above is realized with the use of so-called
“ghost” basis functions. In this scheme, the deprotonated
species uses the same set of basis functions as the acid,
i.e. the position of the removed proton still serves as a
center for hydrogen basis functions but not as a center
of nuclear charge. As a result, the number of basis func-
tions remains the same for the primary and secondary
systems as required by our correlated sampling method.
Moreover the Vijkl and thus the vˆ are, by construction,
identical. We note that even though the Tij now dif-
fer due to the altered electron-nucleus attraction terms,
the statistical error in the calculated energy difference is
not exacerbated since it results only from the MC eval-
uation of the integral over AFs. Fig. 4 illustrates the
efficacy of this procedure in a calculation of the deproto-
nation energy for methanol, showing a drastic reduction
in the statistical errors when the AFs are correlated. The
(a) Averaged deprotonation energy (circles) among the
repeats at each τ .
(b) Mean values (circles) of the cumulative averages taken
at τ > 4.
FIG. 4: Comparison of correlated and uncorrelated sampling for
the fixed-geometry deprotonation of CH3OH in the cc-pVTZ
basis with “ghost” basis functions. We use ∆τ = 0.01, 12 walkers
per repeat, and a HF reference state. The error bars, plotted in
the insets, in (a) represent the standard error among the repeats
at each τ ; those in (b) give the standard error of the cumulative
averages.
“ghost” basis function strategy can also be directly ap-
plied effectively to hydrogen abstraction reactions. Fig.
5 demonstrates the error reduction afforded in a calcula-
tion of the MeOH → MeO· reaction energy.
Thus we have presented a correlated sampling ap-
proach which has the potential to reduce the statistical
error for redox, deprotonation, and hydrogen abstraction
reactions. The extension of this protocol to obtain adia-
batic energy differences will be described in Section III.B.
7(a) Averaged H abstraction energy (circles) among the
repeats at each τ .
(b) Mean values (circles) of the cumulative averages taken
at τ > 2.
FIG. 5: Comparison of correlated and uncorrelated sampling for
the energy difference corresponding to the removal of H· from the
O-H bond of CH3OH, with the rest of the geometry fixed. The
cc-pVTZ basis is used, with ∆τ = 0.01, 12 walkers per repeat, and
a CASSCF reference state. The error bars, plotted in the insets,
in (a) represent the standard error among the repeats at each τ ;
those in (b) give the standard error of the cumulative averages.
D. Computational Details
One-electron and overlap integrals, Cholesky vectors,
restricted open-shell and unrestricted HF trial wave-
functions were all obtained from a modified version of
NWChem.[75, 93] The maximum residual error in the
Cholesky decomposition was chosen to be 1 × 10−6 Ha.
This cutoff has a negligible effect on the QMC energies
(i.e. orders of magnitude smaller than the statistical er-
ror bars), and is utilized to decrease the number of AFs
required, which in turn decreases both the error from the
random noise and the computational cost of the calcula-
tions.
For calculations using a single-determinant trial wave-
function with unrestricted reference, spin-contamination
can occur due to the presence of higher multiplicity spin
configurations in the trial function, which can prolong
equilibration times and reduce accuracy. We use a spin-
projection technique[94] in AFQMC to minimize such ef-
fects. In this scheme, the walkers are initialized with a
restricted open-shell HF determinant, which is an eigen-
function of Sˆ2, such that propagation with e
√
∆τx·(vˆ−〈vˆ〉)
preserves spin symmetry. The unrestricted HF determi-
nant, while not an eigenfunction of the total spin opera-
tor, is known in most cases to provide a better descrip-
tion of the ground-state energy, and is therefore used to
implement the phaseless constraint and to estimate the
energy.
Multi-determinant trial states were obtained from
CASSCF calculations performed with PySCF.[95] The
resulting expansions of the wavefunctions in CI space
are truncated such that determinants associated with co-
efficients below a specified threshold are discarded. In
what follows, CASSCF(X,Y ) will denote an active space
with X electrons and Y orbitals; for cases in which
an energy difference is calculated we use the notation
X ≡ Nneutral/Nion and Y ≡ Mneutral/Mion to denote
the numbers of electrons and orbitals in the neutral and
charged systems, respectively.
In all AFQMC calculations the spin -up and -down sec-
tors of the walker determinants are separately orthonor-
malized via a modified Gram-Schmidt procedure[96] ev-
ery 0.05 Ha−1 to preserve the anti-symmetry of the
walker determinants. When required, we use a PC al-
gorithm in which the number of walkers is fixed through-
out the entire calculation.[92] PC (when used) and energy
measurements are performed every 0.1 Ha−1.
Use of the “hybrid” formulation[97] of ph-AFQMC al-
lows for the calculation of the local energy, the bottle-
neck in the algorithm’s scaling, at intervals rather than
at every step since EL is not required to compute the
weight factors, which are now calculated explicitly as
〈φT |φ(τ+1)〉
〈φT |φ(τ)〉 e
x·x¯−x¯2/2. We chose to implement the hybrid
method primarily because it is much faster than the local
energy method, and offers more flexibility when devising
correlated sampling strategies.
The comparison of QMC energies with experimental
results in general requires extrapolations to mitigate er-
rors associated with the use of a finite time step and basis
set. The Trotter error, due to the decomposition in (3)
and three bounding conditions,[97] can be estimated from
a linear extrapolation of the energy differences from three
independent simulations at ∆τ = 0.02, 0.01, and 0.005
Ha−1. For the IPs and EAs of the G2 atomic test set,
the energies resulting from the 0.01 Ha−1 time step were
found in all cases to be well within 1 mHa of the ∆τ -
extrapolated value. Hence, we use only the ∆τ = 0.01
value to produce the results in Section III. Extrapola-
tion to the complete basis set (CBS) limit was performed
following the second order Møller-Plesset perturbation
theory (MP2)-assisted protocol detailed in Ref. [75]
AFQMC calculations were performed at x = 3 (where
x is the cardinal number of the basis set); UHF calcula-
8tions were run at x = 2-5 and MP2 calculations at x = 3,
4 using GAMESS[98] or, for the reactions which utilize
“ghost” basis functions, NWChem. IPs were computed
using the cc-pVxZ basis,[99] while EAs and the deproto-
nation energies to be compared with experimental data
were computed using the aug-cc-pVxZ basis sets.[100]
QMC statistical error bars were propagated through
the data analysis procedure. In assessing the statistical
error on the deviation of QMC from experiment, we as-
sume that there are negligible uncertainties associated
with 1) the experimental measurements, 2) the exponen-
tial (HF) and linear (MP2) fits in the CBS extrapolation
procedure where we found that the former error is an or-
der of magnitude or more smaller than the QMC error
in representative cases, and 3) the scaling factor for the
zero-point energies. With regard to 1), experimental un-
certainties can be found in the NIST database,[101] and
are ignored in order to isolate the statistical error associ-
ated with the QMC measurements, since the quantities
presented in this work are differences between calculated
energies and experimental measurements.
Our Fortran 90 code is linked with OpenBLAS[102,
103] and Expokit.[104] Random numbers were gener-
ated with the 48 bit Linear Congruential Generator with
Prime Addend, as implemented in SPRNG5.[105]
III. RESULTS
A. Atomic IPs and EAs
In this section, we use our correlated sampling-based
AFQMC approach to calculate the IPs and EAs of the
1st row atoms included in the G2 Ion Test set, which have
experimental uncertainties of less than 0.05 eV.[74] The
deviations from experiment within calculated AFQMC
results are presented in Tables I and II alongside the de-
viations resulting from G2 theory,[106] and DFT with the
B3LYP exchange-correlation functional[107, 108] in the
6-311+G(3df,2p) basis.[74]
For the calculations which used the unrestricted HF
determinant as the trial function, PES was used for the
IPs of B, C, N, and O with equilibration times of 35, 20,
15, and 15 Ha−1, respectively, and similarly for the EAs
of C and F with 15 and 10 Ha−1, respectively. For the re-
maining species, equilibration was facile and thus the AFs
were correlated from the beginning of the imaginary-time
propagation. Notable deviations from the experimental
values are found for the IPs of B and N, and the EA of F
when the UHF state is used as the trial function (nearly
identical errors have been previously reported within ph-
AFQMC[90]). These discrepancies are resolved in the
correlated sampling-based FP results. Since the energies
from FP are not biased by the phaseless constraint and
thus insensitive to the trial function used, (any) small
residual errors can be attributed to the MP2-assisted
CBS extrapolation scheme.
The long equilibration times and inaccuracies encoun-
tered in the above cases are manifestations of the fact
that single-determinant trial functions obtained from
mean-field calculations are generally not well-suited to
describe the open-shell systems involved in redox reac-
tions. For instance in the IP of B, comparing FP and ph-
AFQMC calculations for both the neutral and cationic
species exposes the fact that the error in the IP stems
from inaccuracies in the computation of the total energy
of the neutral B atom, which has a single unpaired elec-
tron in the triply-degenerate p orbital manifold. The use
of trial wavefunctions with proper symmetry properties
has previously been shown to lead to improved accuracy
within the phaseless approximation,[84] so we now con-
sider trial functions which are eigenfunctions of Sˆ2 for
use with the phaseless constraint. While employing a re-
stricted open-shell HF trial affords no appreciable gain
in accuracy, the use of a truncated CASSCF trial with
a very modest active space size and a small number of
determinants is sufficient to eliminate most of the error
for the IPs of both B and N.
The accurate description of the EA of F proves to be
more demanding. It is possible that the phase prob-
lem is particularly problematic for the case of F- due
to the small atomic radius which may lead to very strong
electronic correlations. Such sizable correlations man-
ifest themselves in the algorithm as a large imaginary
component of the propagator, which in turn leads to
the elimination of crucial physical information during the
projection to the real axis if the trial function does not
adequately provide the gauge information on the Slater
determinants of the ground state. In such cases, exci-
tations into a large number of virtual orbitals will make
significant contributions to the correlation energy, and
therefore a large active space is required to generate the
CASSCF trial function so that the resulting phase pro-
jections are sufficiently benign.
In general, the implementation and efficacy of the cor-
related sampling scheme presented in this work remain
unaltered in the case of a multi-determinant trial func-
tion since walker determinants are propagated in exactly
the same manner. We do find a reduction in the required
equilibration times for all multi-determinant ph-AFQMC
calculations that we have performed, relative to single-
determinant calculations of the same systems, rendering
the use of PES unnecessary. In addition, the use of multi-
determinant trial functions results in drastically smaller
error bars, even when more than 4x fewer walkers are
used. Increasing the quality of the CASSCF trial func-
tion is a promising way to systematically reduce the error
from the phaseless constraint, and we find that in all cases
the use of a reasonable number of determinants produces
redox energies within the maximum experimental error
of 0.05 eV for the G2 Test Set.
9TABLE I: Experimental IPs and the deviations of various calculated results
(theory - experiment) for atoms in the G2 Test Set in eV. QMC statistical errors in
the two right-most digits are shown in parenthesis. QMC calculations using
single-determinant trial functions (phaseless and FP) use 5040 walkers per repeat,
while those using multi-determinant trial functions use 1056 walkers per repeat.
Atom Expt. ∆ph-HF/QMC ∆FP ∆ph-CAS/QMC ∆G2 ∆B3LYP
B 8.2980 -0.156(10)* -0.0012(50) -0.0162(26)a 0.10 -0.44
C 11.2603 0.0342(90)* 0.0045(43)b 0.08 -0.29
N 14.5341 0.1214(61)* 0.0050(84) 0.0100(38)c 0.06 -0.14
O 13.6181 -0.0830(22)* -0.0360(24)d 0.08 -0.55
F 17.4228 0.0010(35) 0.0015(46)e 0.03 -0.34
Ne 21.5645 0.0775(51) 0.0159(34)f -0.05 -0.21
* PES
a QMC trial from CASSCF(5/4,8) with minimum CI coefficient of 0.034 (20/14
determinants)
b QMC trial from CASSCF(4/3,8) with minimum CI coefficient of 0.034 (14/7
determinants)
c QMC trial from CASSCF(5/4,8) with minimum CI coefficient of 0.01 (29/32
determinants)
d QMC trial from CASSCF(6/5,13) with minimum CI coefficient of 0.01 (67/62
determinants)
e QMC trial from CASSCF(7/6,8) with minimum CI coefficient of 0.033 (7/2 de-
terminants)
f QMC trial from CASSCF(8/7,16) with minimum CI coefficient of 0.0085
(101/104 determinants)
TABLE II: Experimental EAs and the deviations of various calculated results
(theory - experiment) for atoms in the G2 Test Set in eV. QMC statistical errors
in the two right-most digits are shown in parenthesis. QMC calculations using
single-determinant trial functions (phaseless and FP) use 5040 walkers per
repeat, while those using multi-determinant trial functions use 1056 walkers per
repeat.
Atom Expt. ∆ph-HF/QMC ∆FP ∆ph-CAS/QMC ∆G2 ∆B3LYP
B 0.2797 -0.0422(31) -0.0090(30)a 0.09 -0.18
C 1.2621 0.0762(84)* 0.0031(43)b 0.07 -0.11
O 1.4620 0.0505(86) 0.0327(53)c 0.06 -0.22
F 3.4013 0.222(18)* -0.033(20) 0.0474(49)d -0.08 -0.13
* PES
a QMC trial from CASSCF(3/4,8) with minimum CI coefficient of 0.01 (34/46
determinants)
b QMC trial from CASSCF(4/5,8) with minimum CI coefficient of 0.01 (30/53
determinants)
c QMC trial from CASSCF(6/7,8) with minimum CI coefficient of 0.01 (39/77
determinants)
d QMC trial from CASSCF(7/8,16) with minimum CI coefficient of 0.0075
(145/243 determinants)
B. The Case of Methanol
Motivated by the arguments set forth in Section II.C,
we now describe the details of a composite method
for calculating the adiabatic IPs, deprotonation free-
energies, and hydrogen-dissociation energies of molecu-
lar systems, and illustrate the accuracy of our approach
on the case of methanol. We utilize a stepwise process
consisting of: 1) the fixed-geometry process calculated
with correlated sampling-based ph-AFQMC, and 2) a
geometry-relaxation step calculated within MP2. Op-
timal correlation can be achieved in 1) since the same
set of basis functions is used, while in 2) we expect large
error cancellation resulting from the fact that the initial
and final ground-state geometries are typically very sim-
ilar in redox, deprotonation, and hydrogen abstraction
reactions. The calculations are performed in a triple-
zeta basis with additional diffuse basis functions for all
species involved in the deprotonation reaction. The re-
sulting energy differences from these two steps are added
together, and the endpoints are extrapolated to the CBS
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limit.
For all reaction types, zero-point energies are calcu-
lated at the level of HF/6-31G* and scaled by a factor
of 0.899 to account for anharmonicity and the known
shortcomings of HF theory, following the G2 protocol.
Deprotonation free-energy results incorporate the value
of -6.28 kcal/mol as the free-energy of a proton at 298
K,[109] and we use the exact ground-state energy of H·
(-0.5 Ha) to calculate the bond dissociation enthalpy of
the O-H bond.
Table III illustrates the accuracy of our correlated sam-
pling protocol with respect to experimental results for all
three reaction types. The quality of our IP and deproto-
nation free-energy results surpass that of the more costly
G2 method, while the O-H bond dissociation result has
an error of comparable magnitude. We note that the
single-determinant trial wavefunction is sufficient to pro-
duce a near-exact deprotonation free-energy, which we at-
tribute to the fact that in this reaction type both the pro-
tonated and deprotonated species are closed-shell. More-
over, our correlated sampling-based ph-AFQMC calcula-
tions, using an extremely modest number of walkers, pre-
dicts the energy differences corresponding to all of these
reaction types to within chemical accuracy, which is not
the case for the G2 method.
C. Basis Set Size, Number of Random Walkers,
and CPU-time Reduction
1. Basis Set Size
The statistical noise of individual AFQMC runs is ex-
pected to increase with the number of AFs, α, yet the
precise scaling is subtle. Each AF contributes additional
noise. On the other hand, the magnitude of the con-
tribution is moderated by a degree which depends on
the form of the interaction and the decomposition pro-
cedure leading to Eq. (5). For example, the error bar
is seen to change little beyond a modest cutoff in plane-
wave AFQMC.[112] In principle α grows as M2, but our
(rather conservative) truncation of the Cholesky decom-
position via the cutoff mentioned in Section II.D results
in α ∼ 10M . As a result, we expect the statistical error
in an uncorrelated calculation to increase with M before
saturating toward the CBS limit. This could be prob-
lematic given that large basis sets containing functions
associated with high angular momenta are frequently re-
quired to accurately describe the correlation energy,[99]
and also given the fact that most interesting applications
involve large systems.
Here we show that the magnitude of the reduction in
statistical error enabled by the use of correlated sampling
grows with M , such that the error is nearly independent
of M . Fig. 6 shows the standard errors resulting from
calculations of the IP of the K in the 6-31G*, 6-31+G*,
and 6-311+G* basis sets (which consist of 23, 35, and
45 basis functions, respectively); Fig. 7 illustrates the
same effect for fixed-geometry deprotonation reactions
of water, methanol, and ethanol (58, 116, and 174 ba-
sis functions). For both reaction types, while the errors
from the uncorrelated calculations increase significantly
with M , we find that those resulting from correlated sam-
pling remained roughly constant. We anticipate that this
finding will hold in general, and will be of crucial impor-
tance in future applications of correlated sampling-based
AFQMC to larger molecules.
FIG. 6: Comparison of the standard errors of the cumulative
averages resulting from correlated and uncorrelated sampling in
computing the IP of the K atom in three different basis sets with
5040 walkers per repeat. The inset zooms in on the lower region,
for clarity.
FIG. 7: Comparison of the errors resulting from correlated and
uncorrelated sampling in computing the fixed-geometry
deprotonation energies of H2O (M=58), CH3OH (M=116), and
C2H5OH (M=174) with 192 walkers per repeat.
2. Reduction in the Number of Random Walkers and
CPU-Time
In an uncorrelated QMC calculation for a fixed length
of propagation time, the resulting standard error can be
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TABLE III: Adiabatic Reaction Energies for Methanol.
Experimental values and the deviations of the correlated
sampling-based ph-AFQMC and G2 results (theory - experiment) in
eV. QMC statistical errors in the two right-most digits are shown in
parenthesis. All QMC calculations use 192 walkers per repeat.
Reaction Expt. ∆ph-QMC ∆G2
Ionization Potential 10.84 0.034(27)† -0.11
Deprotonation Free-Energy 16.2695 -0.005(21)†† 0.0484a
O-H Bond Dissociation Energy 4.5359 0.039(14)† 0.0166b
† QMC trial from CASSCF(10/11, 10/11) with minimum CI coef-
ficient of 0.02 (27/32 determinants)
†† HF trial
a Ref. [110]
b Ref. [111]
reduced by increasing the number of random walkers,
Nwlk, used in the MC evaluation of the HS integral in
Eq. (5). However, given that the required computational
expense increases linearly with Nwlk, using a brute-force
approach that simply increases Nwlk is less practical for
many systems. For energy differences, correlated sam-
pling provides a much cheaper alternative as it allows for
a dramatic reduction in the Nwlk required to achieve a
given statistical error.
The errors of the cumulative averages of the IP of K in
the 6-31+G* basis (M=35) and the fixed-geometry de-
protonation of methanol in the cc-pVTZ basis (M=116)
are shown for different values of Nwlk in Figs. 8 and
9, respectively. For both reaction types, we make the
following observations: First, for a given Nwlk, the stan-
dard error is significantly lower in the correlated sampling
case. Second, the magnitude of this reduction is greater
for smaller Nwlk. Finally, while the standard errors of
the uncorrelated runs increase as Nwlk is reduced, in the
correlated sampling runs the error is relatively insensitive
to Nwlk.
In light of these findings, we are in a position to un-
derstand how a reduction in the standard error due to
correlating the AFs translates into a reduction in CPU-
time. Considering first the IP of K in the 6-31+G* basis,
we choose a target standard error of 0.5 mHa on the QMC
energy (which defines the 99% confidence interval as the
cumulative average of the energy± 1 kcal/mol), and com-
pare the total CPU-time required to achieve this via cor-
related and uncorrelated approaches. In the former case,
we find that using only 24 walkers in each of the 11 repeat
calculations is sufficient to achieve the target error and a
resulting energy in agreement (i.e. within the 99% con-
fidence interval) with a benchmark result obtained with
5040 walkers. In fact, as few as 6 walkers produced the
same level of accuracy in some cases. The inset of Fig.
8 shows that the statistical error falls below the target
at τ ∼ 7. The total CPU-time required to propagate 11
repeats for this length of imaginary-time is 41.2 minutes
on a single 2.60 GHz Intel Xeon processor. Using the
same number of walkers without correlating the AFs, we
find that the target error is not reached even after 200
FIG. 8: Dependence of standard error on the number of random
walkers per repeat for the IP of K in the 6-31+G* basis. The
inset highlights the errors of the uncorrelated run with 1056
walkers and the correlated run with 24 walkers, compared with
the 0.5 mHa error target.
Ha−1. Using 1056 walkers gives rise to a standard error
that falls below 0.5 mHa after 10 Ha−1, as shown in the
inset of Fig. 8, and a resulting QMC energy that is in
agreement with the benchmark result. This calculation
takes 2262.6 minutes on a single processor, and we thus
conclude that our correlated sampling approach reduces
the CPU-time by a factor of approximately 55.
For the deprotonation of methanol we use a target error
of 1 mHa. As shown in the inset of Fig. 9, both the un-
correlated run with 2400 walkers and the correlated run
with 96 walkers yield results that fall below our target er-
ror at τ ∼ 10. We use the fact that the total CPU-time
is proportional to the product of the number of walkers
and the propagation time to estimate that correlating
the AFs reduces the CPU-time by a factor of approxi-
mately 25. Currently the total calculation, including all
11 repeats, requires ∼154 hours on a single CPU core.
We perform a similar analysis for the dissociation of H·
from the O-H bond of methanol. Due to the relatively
large computational cost of using a CASSCF trial func-
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FIG. 9: Dependence of standard error on the number of random
walkers per repeat for the fixed-geometry deprotonation of
methanol in the cc-pVTZ basis. The inset highlights the errors of
the uncorrelated run with 2400 walkers and the correlated run
with 96 walkers, compared with the 1 mHa error target.
tion (with the same active space and truncation scheme
described in Table III), we increase our target error to 2
mHa. Figure 10 shows that the errors on the cumulative
averages from both an uncorrelated run with 288 walkers
and a correlated run with 12 walkers fall below our target
error at τ ∼ 6. Thus we deduce a speed-up factor of 24
for this H abstraction reaction. On a single CPU core
this requires ∼157 hours.
FIG. 10: Comparison of the standard errors resulting from the
use of correlated sampling with 12 walkers per repeat and
uncorrelated sampling with 288 walkers per repeat to calculate
the energy difference associated with the fixed-geometry removal
of H· from the O-H bond of methanol in the cc-pVTZ basis. The
2 mHa error target is shown in black.
As the previous sections have shown, the magnitude of
the reduction in the statistical error, and consequently
the CPU-time, as compared with an uncorrelated calcu-
lation depends on the number of walkers used and the size
of the basis set. In addition, one intuitively expects our
correlated sampling approach to work better for systems
that more closely resemble each other. This is crudely the
case, yet the subtleties involved in such a claim warrant
further discussion. Indeed, referring to the propagator in
(11), while our correlated sampling method ensures that
the vˆ operators and the AFs, x, are the same for both
the primary and secondary systems, the FBs, x¯, as de-
fined in (9) and the expectation values with respect to
the trial functions 〈vˆ〉 will in general be different. In the
limit that the primary and secondary systems are identi-
cal, the entire propagator in (11) is identical for both sys-
tems, and the statistical error in the energy difference will
be exactly and trivially zero as a result of perfect walker-
pair correlation. Otherwise, the reduction in statistical
error afforded by our correlated sampling approach be-
comes less pronounced the more the trial wavefunctions
of the primary and secondary systems differ, since the
the FBs and 〈vˆ〉 are expectation values that depend ex-
plicitly on the trial wavefunctions. It is encouraging to
note that despite the differences in trial functions corre-
lating only the AFs yields such large speed-ups in CPU-
time. While additionally correlating the 〈vˆ〉, possibly by
using some combination of the trial functions for both
systems, would compromise the accuracy of the phase-
less approximations, future studies will explore optimal
ways to pair walkers such that the similarity in the FBs
of walker pairs is maximized. It is encouraging that even
for systems for which the electronic energies of the pri-
mary and secondary systems differ by some 200 eV, as is
the case in the deprotonation of methanol, our correlated
sampling approach still yields dramatic efficiency gains.
IV. CONCLUSIONS AND OUTLOOK
In this work we have devised a correlated sampling
protocol for the calculation of chemically relevant en-
ergy differences within the exact and phaseless variants
of AFQMC. For molecules we utilize a two step strat-
egy in which optimal walker-pair correlation is achieved
in the ph-AFQMC description of the fixed-geometry pro-
cess, while the geometry relaxation energy is calculated
with the confines of MP2. Together with an MP2-
assisted CBS extrapolation method we obtain calculated
IPs, EAs, deprotonation free-energies, and bond dissoci-
ation energies that are in excellent agreement with ex-
periments. Moreover, our correlated sampling approach
yields large reductions in the statistical errors relative
to those obtained from uncorrelated approaches. In con-
trast to uncorrelated AFQMC, where the error bars are
found to increase with system size and/or the number
of basis functions, correlating the AFs keeps the statis-
tical error relatively constant as chemical complexity in-
creases. In addition, our approach drastically reduces
the number of walkers required to achieve a given statis-
tical error target, which translates into large reductions
in CPU-time.
We utilize a “ghost” basis function strategy that en-
ables the application of a correlated sampling-based ap-
13
proach to processes involving large energetic changes. In-
deed, given that the correlated sampling scheme outlined
here is successful for electron, proton, and H· transfer re-
actions, we are optimistic that other chemical changes
are within reach. In a future work we will systematically
investigate chemical reactions which involve substantial
changes in geometry, including the addition/removal of
larger, more complex functional groups. Along the same
lines we are optimistic about the savings that our corre-
lated sampling approach may yield when basis functions
that are independent of the nuclear coordinates, such as
plane-waves, are used. We anticipate that the insensitiv-
ity of the statistical error to basis set size that we observe
in this work may partially or totally offset the relatively
large number of plane-waves typically required for con-
vergence.
Additional improvements in computational efficiency
are necessary before our correlated sampling-based
AFQMC approach can be routinely applied to the large,
complex systems that we ultimately hope to investigate.
In addition to incorporating orbital localization tech-
niques and experimenting with more compact basis sets,
we will pursue a variety of algorithmic (e.g. the imple-
mentation of mixed-precision and sparse linear algebra
routines) and hardware (e.g. porting the code to run
on GPUs) optimizations. Future targets of investigation
include the IP of B2F4,[113, 114] redox potentials and
pKa’s of TM clusters and battery electrolytes,[48, 115–
121] and the relative energies of low-lying states of inter-
acting TM centers such as Fe-S complexes and the active
site of Photosystem II.[23, 42, 55]
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