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Introduction
Cette the`se porte sur la “The´orie de l’indice pour des groupo¨ıdes de
Lie”, plus pre´cise´ment sur la de´finition et l’e´tude de certains indices ana-
lytiques pour des groupo¨ıdes de Lie, ainsi que les applications qui en
de´coulent.
La The´orie de l’indice (classique) a comme point de de´part le the´ore`me
de l’indice d’Atiyah-Singer [AS68a] : e´tant donne´e une varie´te´ compacte
M , un ope´rateur pseudodiffe´rentiel elliptique D a un noyau et un conoyau
de dimension finie. L’indice de Fredholm peut eˆtre de´fini comme
indD := dimKerD − dimCokerD ∈ Z.
Au de´but des anne´es 50, Gelfand a pose´ le proble`me de calculer l’indice
d’un ope´rateur elliptique par des formules topologiques. La solution de ce
proble`me a e´te´ obtenue dans une se´rie d’articles dans les anne´es 60 par
Atiyah et Singer [AS63, AS68a, AS68b]. Au dela` des formules d’indice
et des applications qu’Atiyah et Singer ont trouve´es, les outils et techniques
qu’ils ont e´te´ amene´s a` construire et utiliser, sont a` la base de nombreux
travaux dans des domaines des mathe´matiques tre`s diffe´rents. En parti-
culier, ils ont produit des constructions fondamentales en K-the´orie. En
effet, l’application D 7→ indD est entie`rement codifie´e par un morphisme
de groupes
inda,M : K
0(T ∗M)→ Z,
appele´ l’indice analytique de M . Autrement dit, si Ell(M) de´signe l’en-
semble des ope´rateurs pseudodiffe´rentiels elliptiques sur M , alors on a le
diagramme commutatif suivant :
(1) Ell(M)
ind
symb
Z
K0(T ∗M)
inda,M
,
ou` Ell(M)
symb−→ K0(T ∗M) est l’application surjective qui associe a` un
ope´rateur la classe de son symbole principal dans K0(T ∗M). Cette pro-
prie´te´ fondamentale permet d’utiliser les me´thodes et les outils deK−the´orie
1
2et donne une stabilite´ a` l’indice. En fait, Atiyah-Singer ont de´fini un mor-
phisme de groupes indt,M : K
0(T ∗M) → Z, appele´ l’indice topologique de
M . Ensuite, ils ve´rifient qu’il existe un unique morphisme de K0(T ∗M)
dans Z qui satisfait certains axiomes (des proprie´te´s K-the´oriques) qui
sont satisfaits de manie`re imme´diate par l’indice topologique. Ils montrent
apre`s que l’indice analytique les satisfait aussi. Cette fac¸on d’e´tablir le
the´ore`me de l’indice permet imme´diatement de se placer dans des cadres
plus ge´ne´raux. De´ja` dans la se´rie des articles mentionne´s ci-dessus, Atiyah
et Singer ont e´tabli un the´ore`me de l’indice pour des familles de varie´te´s
(des fibrations). Dans ce cas on a des familles d’ope´rateurs, et l’indice d’une
telle famille n’est plus un nombre entier mais un e´le´ment d’un groupe de
K-the´orie. De nouveau, ces indices sont de´termine´s par un morphisme de
groupes de K-the´orie qui s’obtient aussi de fac¸on topologique [AS68b].
L’importance de ces morphismes topologiques vient aussi de ce qu’ils sont
calculables par des me´thodes cohomologiques (the´orie de Chern-Weil). Par
exemple, dans le cas d’un ope´rateur P sur une varie´te´ M , la formule de
l’indice s’e´crit
(2) indt,M ([σP ]) =
∫
TM
ch([σP ])Td(M),
ou` ch : K0(TM) → H∗(TM) est le caracte`re de Chern et Td(M) est une
classe caracte´ristique de la varie´te´M . Ces types des formules ge´ome´triques
donnent des invariants tre`s inte´ressants de la varie´te´ [LM89, Mel93,
Sha78].
On veut a` pre´sent placer la discussion au cadre des groupo¨ıdes. Ceux-
ci ge´ne´ralisent entre autres les notions d’espace, de groupe et de relation
d’e´quivalence [Mac87, Ren80, Pat99]. Ils constituent un bon cadre pour
certains espaces singuliers provenant de la ge´ome´trie comme les espaces
d’orbites d’une action, les espaces de feuilles d’un feuilletage [Con79] et les
orbifolds. Il y a aussi des groupo¨ıdes associe´s a` certaines varie´te´s coniques
ou a` bord [DLN06, Mel93, Mon03]. Une manie`re rapide et e´le´gante de
de´finir un groupo¨ıde est comme une petite cate´gorie ou` tous les morphismes
sont inversibles (voir 2.1.1 pour une de´finition plus intuitive). Nous sommes
inte´resse´s au cas des groupo¨ıdes de Lie, qui sont des groupo¨ıdes ou` tous les
ensembles qui interviennent sont des varie´te´s et tous les morphismes des
applications diffe´rentiables.
Pour les groupo¨ıdes de Lie il y a un calcul pseudodiffe´rentiel, de´veloppe´
au cours des anne´es par Connes [Con79], Monthubert-Pierrot [MP97] et
Nistor-Weinstein-Xu [NWX99], voir aussi [Mel93, Mon03, Vas01]. Ceci
permet de parler des ope´rateurs pseudodiffe´rentiels elliptiques et de leurs
indices dans ce cadre. Le but de la the´orie de l’indice pour des groupo¨ıdes
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de Lie est d’obtenir des invariants ge´ome´triques et topologiques d’un tel
groupo¨ıde a` partir des ope´rateurs elliptiques.
Par rapport au cas classique, la the´orie de l’indice pour des groupo¨ıdes
de Lie pre´sente, comme on verra ci-dessous, des nouveaux phe´nome`nes.
L’e´tude des indices et ses invariants sera donc plus de´licate. Si G est
un groupo¨ıde de Lie, un G -ope´rateur pseudodiffe´rentiel est une famille
d’ope´rateurs qui satisfait une condition d’invariance par rapport a` G . Soit
P un tel ope´rateur elliptique, l’indice de P , ind P , est un e´le´ment de
K0(C
∞
c (G )). Rappelons que du point de vue non commutatif, l’alge`bre de
convolution C∞c (G ) joue le roˆle de l’alge`bre des fonctions diffe´rentiables sur
l’espace “singulier” repre´sente´ par le groupo¨ıde, tandis que la C∗-alge`bre
(re´duite) associe´ au groupo¨ıde joue le roˆle de l’alge`bre des fonctions conti-
nues ([Ren80, Con79, Con94, Pat99]). De manie`re analogue au cas
classique (diagramme (1) ci-dessus), on a deux applications qui partent
de Ell(G ), l’ensemble des G -ope´rateurs pseudodiffe´rentiels elliptiques : le
symbole principal (plutoˆt sa classe en K-the´orie) et l’indice ind :
(3) Ell(G )
ind
symb
K0(C
∞
c (G ))
K0(A∗G )
∄
,
Comme on a mentionne´ ci-dessus pour le cas classique, on pourrait sou-
haiter que l’application D 7→ indD ∈ K0(C∞c (G )) se factorise a` tra-
vers K0(A∗G ) : ce groupe codifie les symboles principaux de tous les
G−ope´rateurs pseudodiffe´rentiels elliptiques et en ge´ne´ral les calculs au ni-
veau symbolique deviennent plus simples ; de plus les groupes de K-the´orie
topologique posse`dent des proprie´te´s cohomologiques tre`s remarquables.
Malheureusement, l’application D 7→ indD ∈ K0(C∞c (G )) ne se factorise
pas en ge´ne´ral a` travers le symbole principal. Autrement dit, dans le dia-
gramme ci-dessus la fle`che pointille´e peut ne pas exister.
Cependant, si l’on conside`re le morphisme en K-the´orie
(4) K0(C
∞
c (G ))
j−→ K0(C∗r (G ))
donne´ par l’inclusion C∞c (G ) ⊂ C∗r (G ), alors la compose´e
Ell(G )
ind−→ K0(C∞c (G )) j−→ K0(C∗r (G ))
se factorise a` travers le symbole principal par un morphisme que l’on note
par inda, couramment appele´ l’indice analytique de G . Autrement dit, on
4a un diagramme commutatif
(5) Ell(G )
ind
symb
K0(C
∞
c (G ))
j
K0(A∗G )
inda
K0(C
∗
r (G )).
En fait, l’indice analytique inda peut eˆtre de´crit comple`tement a` l’aide
d’un objet ge´ome´trique construit a` partir du groupo¨ıde de de´part, et qui a
de plus l’avantage que son utilisation permet de laisser de coˆte´ les proble`mes
techniques du calcul pseudodiffe´rentiel et aussi de donner des preuves de
the´ore`mes d’indice tre`s simples du point de vue conceptuelle [Con94,
MN05, DLN06, ANS06, HS87]. En effet, on peut de´finir ce morphisme
d’indice en utilisant le groupo¨ıde tangent de Connes. Rappelons que le
groupo¨ıde tangent associe´ a` un groupo¨ıde de Lie G est par de´finition
G
T := AG × {0}
⊔
G × (0, 1]⇉ G (0) × [0, 1],
et c’est un groupo¨ıde de Lie compatible avec les structures des groupo¨ıdes
de Lie de AG et de G . La C∗-alge`bre de G T est un champ continu de C∗-
alge`bres sur l’intervalle [0, 1] dont la fibre en ze´ro est C∗r (AG )
∼= C0(A∗G )
et C∗r (G ) en dehors de ze´ro, il s’agit d’une de´formation C
∗-alge´brique dans
le sens de [Lan03] (voir aussi [CCGF+99]). En particulier, on a une suite
exacte courte de C∗-alge`bres,
(6) 0→ C∗r (G × (0, 1]) −→ C∗r (G T ) ev0−→ C∗r (AG )→ 0,
ou` ev0 est l’e´valuation en ze´ro. Les proprie´te´s de la K-the´orie des C
∗-
alge`bres impliquent imme´diatement que K0(C
∗
r (G
T ))
(ev0)∗−→ K0(C∗r (AG ))
est un isomorphisme. Dans [MP97], Monthubert-Pierrot montrent que
(7) inda = (ev1)∗ ◦ (ev0)−1∗ ,
ou` C∗r (G
T )
ev1−→ C∗r (G ) est l’e´valuation en 1. Autrement dit, le diagramme
suivant est commutatif :
K0(C
∗
r (G
T ))
e1
∼=
e0
K0(A∗G ))
inda
K0(C
∗
r (G )) .
Le groupo¨ıde tangent a e´te´ introduit par Connes pour le cas d’une varie´te´.
Il se ge´ne´ralise imme´diatement au cas des groupo¨ıdes de Lie, et a e´te´ utilise´
dans [HS87] pour trouver des morphismes d’indice comme ci-dessus.
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Lorsqu’on essaie d’adapter les arguments pre´ce´dents pour l’indice indD ∈
K0(C
∞
c (G )), on rencontre plusieurs difficulte´s : le fait que les alge`bres
du type C∞c (G )
1 ne sont pas des C∗-alge`bres (meˆme pas une alge`bre de
Banach) induit une grande diffe´rence [Ros94, CMR07] ; par exemple
K0(C
∞
c (AG )) ne correspond pas au groupe que l’on voudrait, K
0(A∗G ).
Lorsque le groupo¨ıde est propre, on ne remarque pas cette nuance : le
morphisme K0(C
∞
c (G ))
j→ K0(C∗r (G )) est un isomorphisme. Ceci est duˆ
au fait que dans ces cas, C∞c (G ) est stable par calcul fonctionnel holo-
morphe ([CMR07, Kar78]). Dans le cas contraire, ce morphisme n’est
pas un isomorphisme. Un exemple simple de cette situation est R ⇉ {∗}
avec la structure de groupe de R ([Con94], p.142). De plus, les groupes
de K−the´orie du type K0(C∞c (G )) ne satisfont pas en ge´ne´ral certaines
proprie´te´s comme l’invariance homotopique et la pe´riodicite´ de Bott.
Un premier but de cette the`se est de conside´rer un “bon quo-
tient” de K0(C
∞
c (G )) dans lequel on puisse factoriser l’indice [indD] ∈
K0(C
∞
c (G ))/ ∼ a` travers le symbole principal, en utilisant pour cela le
groupo¨ıde tangent de Connes. On veut avoir des diagrammes commutatifs
du type :
(8) Ell(G )
ind
symb
K0(C
∞
c (G ))
K0(C
∞
c (G ))/ ∼
K0(A∗G )
∄
inda
K0(C
∗
r (C
∞
c (G ))).
Notons, pour chaque k ∈ N, Kh,k0 (G ) le groupe quotient de K0(Ckc (G ))
par la relation d’e´quivalence (homotopie de´note´e par ∼h) induit par
K0(C
k
c (G × [0, 1]))
e0
⇉
e1
K0(C
k
c (G )).
Soit
KF0 (G ) = lim←−
k
Kh,k0 (G )
la limite projective relative aux inclusions canoniques Ckc (G ) ⊂ Ck−1c (G ).
Le re´sultat principal de ce travail est donc le suivant.
1avec leur topologie classique
6The´ore`me. Il existe un morphisme de groupes
(9) indFa : K
0(A∗G )→ KF0 (G )
tel que le diagramme suivant soit commutatif
Ell(G )
symb
ind
K0(C
∞
c (G ))
KF0 (G )
K0(A
∗G )
inda
indFa
K0(C
∗
r (G ))
On appelle le morphisme du the´ore`me “l’indice analytique a` support
compact de G ”. En fait, on montre qu’il y a un indice analytique (d’ordre k)
pour chaque Kh,k0 (G ), mais on peut les mettre ensemble en prenant K
F
0 (G ).
Pour k = +∞ ce n’est plus vrai : meˆme si l’on conside`re K0(C∞c (G ))/ ∼h,
la composition
Ell(G )
ind−→ K0(C∞c (G )) −→ K0(C∞c (G ))/ ∼h,
ne se factorise pas, en ge´ne´ral, a` travers le symbole principal (la` encore
R⇉ {∗} est un contre-exemple).
Comme on verra plus bas, perdre la condition d’infiniment diffe´rentiable
ne pre´sente aucun inconve´nient au moment de faire les calculs. Avant de
parler de ce sujet plus en de´tail, on va discuter le the´ore`me ci-dessus et es-
sayer en meˆme temps d’expliquer le phe´nome`ne suivant : l’indice au niveau
Ckc modulo homotopie se factorise a` travers le symbole principal tandis que
ce n’est plus le cas au niveau C∞c .
La construction de nos indices (a` support compact) est aussi base´e
sur le groupo¨ıde tangent, comme dans le cas des C∗-alge`bres. En fait, ce
groupo¨ıde est un cas particulier d’une de´formation au coˆne normal : e´tant
donne´e une inclusion X ⊂ M d’une sous-varie´te´ dans une varie´te´, l’en-
semble
D
M
X := N
M
X × {0}
⊔
M × [0, 1]
ou` N MX est le fibre´ normal a` l’inclusion, admet une structure de varie´te´ C
∞
de manie`re que M × (0, 1] est un ouvert et N MX une sous-varie´te´ ferme´e.
Dans le cas de G (0) ⊂ G , on a DG
G (0)
:= G T . Nous construisons ensuite
un espace vectoriel Sc(D
M
X ) compose´ de fonctions C
∞ sur DMX , et qui,
fondamentalement, est un champ d’espaces dont les fibres sont
S (N MX ) en t = 0, et
C∞c (M) pour t 6= 0,
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ou` S (N MX ) est l’alge`bre de Schwartz sur le fibre´ vectoriel N
M
X (Section
4.1). Pour le cas d’un groupo¨ıde de Lie G , on a le re´sultat suivant.
The´ore`me. L’espace Sc(G
T ) est stable par convolution : autrement
dit, on a des inclusions d’alge`bres
C∞c (G
T ) ⊂ Sc(G T ) ⊂ C∗r (G T ).
Cette alge`bre est un champ d’alge`bres sur l’intervalle [0, 1], dont les fibres
sont
S (AG ) en t = 0, et
C∞c (G ) pour t 6= 0.
On dispose donc d’une de´formation de C∞c (G ), qui est une sous-alge`bre
de C∗r (G ) qui n’est pas en ge´ne´ral stable par calcul fonctionnel holomorphe,
en une alge`bre, S (AG ) ∼= S (A∗G ) qui est toujours stable par calcul
fonctionnel holomorphe dans C0(A
∗G ). Cela correspond bien a` l’esprit du
groupo¨ıde tangent, qui de´forme un groupo¨ıde “non commutatif”, G , en un
groupo¨ıde “commutatif”, AG . Ainsi, de manie`re similaire au cas C∗, nos
indices indh,ka sont aussi obtenus comme de´formations. Autrement dit, le
diagramme suivant est commutatif :
K0(Sc(G
T ))
e
h,k
1
e0
K0(S (AG ))
ind
h,k
a
0
Kh,k0 (G )
,
ou` eh,k1 : K0(Sc(G
T )) → Kh,k0 (G ) est le morphisme induit par l’e´valuation
en t = 1 suivi du morphisme quotient. Le diagramme pre´ce´dent montre
qu’il suffit de montrer que Ker e0 ⊂ Ker eh,k1 . Cela re´sulte principalement
de la solution d’un proble`me analytique (lemme 5.1.10) : soit f ∈ Sc(G T )
et k ∈ N∗. Pour N ∈ N assez grand, l’application fk de´finie sur G × [0, 1]
par
fk(γ, t) =
{
0 si t = 0
tNf(γ, t) si t 6= 0 ,
appartient a` Ckc (G×[0, 1]). En re´sume´, c’est a` partir de la structure ge´ome´trique
du groupo¨ıde tangent que l’on montre que les indices se factorisent au ni-
veau Ckc (G ) modulo homotopie.
8Applications.
The´ore`me de l’indice longitudinal renforce´. Pour le cas ou` le
groupo¨ıde est le groupo¨ıde d’holonomie d’une varie´te´ feuillete´e, on dispose
d’un the´ore`me de l’indice longitudinal. Or, pour construire l’indice topolo-
gique longitudinal dans notre cadre et de´montrer un the´ore`me de l’indice,
on est amene´ a` modifier un peu nos groupes de K-the´orie finie, KF0 (G ).
Comme on voit dans la section 6.2, l’indice indFa est compatible avec le
morphisme de Bott : pour un groupo¨ıde de Lie on a un morphisme de Bott
K0(C
∞
c (G ))
Bott−→ K0(C∞c (G × R2))
donne´ par le produit avec l’e´le´ment de Bott β ∈ K0(C∞c (R2)) ∼= K0(C0(R2)).
Ce morphisme n’est pas en ge´ne´ral un isomorphisme contrairement au cas
des C∗-alge`bres. Cependant il induit un morphisme universel
(10) BottF : K
F
0 (G )→ KF0 (G R
2
)
compatible avec l’indice analytique a` support compact, i.e., le diagramme
suivant est commutatif :
K0(A∗G )
indFa,G
Bott
KF0 (G )
BottF
K0(A∗G R
2
)
indF
a,GR
2
KF0 (G
R2)
Conside´rons la limite inductive
(11) KB,F0 (G ) := lim−→
m
KF0 (G × R2m)
induite par le syste`me KF0 (G × R2m) Bott−→ KF0 (G × R2(m+1)). Ce groupe
a encore la proprie´te´ de´sire´e : il est interme´diaire aux niveaux C∞c et C
∗
(section 6.1). On pose
indB,Fa,G : K
0(A∗G )→ KB,F0 (G )
le morphisme donne´ par la composition de indFa,G : K
0(A∗G ) → KF0 (G )
avec KF0 (G )
Bott−→ KB,F0 (G ). On l’appelle “l’indice analytique pe´riodique de
G ”. Le the´ore`me est le suivant.
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The´ore`me (The´ore`me de l’indice longitudinal renforce´). Soit (M,F )
une varie´te´ feuillete´e.
(a) L’indice topologique longitudinal a` la Connes-Skandalis peut eˆtre
de´fini dans le groupe KB,F0 (G ) (voir 6.1.4).
(b) Si indB,Ft,G : K
0(T ∗F ) → KB,F0 (G ) de´signe l’indice topologique ci-
dessus, alors
indB,Fa,G = ind
B,F
t,G .
Le the´ore`me pre´ce´dent est une version plus primitive du the´ore`me de
l’indice longitudinal de Connes-Skandalis [CS84] : en effet, il atteste que
l’e´galite´ des C∗-indices a lieu de´ja` dans le groupe KB,F0 (G ).
Les the´ore`mes pre´ce´dents impliquent que l’on peut aussi de´finir un mor-
phisme de Baum-Connes dans notre cadre : on rappelle que la correspon-
dance
D 7→ inda(D) ∈ K0(C∗r (G ))
permet de construire le morphisme d’assemblage
(12) µ : K∗,τ (BG )→ K0(C∗r (G ))
par la formule µ(δD) = inda(σD). Ce morphisme a e´te´ de´fini par Baum et
Connes [BC00] pour le cas des groupes (voir [Tu99, Tu00] pour les cas
des groupo¨ıdes).
Dans notre cadre, le morphisme d’assemblage qui correspond est un
morphisme
(13) µF : K∗,τ (BG )→ KB,F0 (G ).
donne´ exactement comme en (12) mais avec l’indice analytique pe´riodique,
c’est a` dire, µF (δD) = ind
B,F
a (σD). Par de´finition on a un diagramme com-
mutatif
(14) K∗,τ (BG )
µ
µF
K0(C
∗
r (G ))
KB,F0 (G ).
i
Question 1. On peut se demander si le morphisme µF est injectif,
surjectif ou bijectif, puis s’interroger sur le lien avec ces meˆmes proprie´te´s
pour µ. On peut e´galement se poser les meˆmes questions pour le morphisme
i : KB,F0 (G )→ K0(C∗r (G )). On rappelle que la conjecture de Baum-Connes
pre´voit que le morphisme d’assemblage µ est un isomorphisme. Son im-
portance repose sur les conse´quences ge´ome´triques et analytiques qui en
de´coulent [BCH94] (voir aussi exemple 1. ci-apre`s).
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Accouplements avec la cohomologie cyclique. On va expliquer a`
pre´sent notre motivation principale pour de´finir les indices analytiques au
niveau des alge`bres de fonctions a` support compact. Dans la pratique c’est
pour ces types d’alge`bres que l’on peut faire des calculs via la cohomologie
cyclique : en effet, on a la the´orie de Chern-Weil-Connes a` notre disposition.
Dans ce cadre on a un accouplement [Con85, Con94, Kar87]
(15) 〈 , 〉 : K0(C∞c (G ))×HP ∗(C∞c (G ))→ C
On dispose de plusieurs cocycles cycliques sur C∞c (G ). On veut calculer cet
accouplement afin d’obtenir des invariants nume´riques [Con94, CM90,
Con86] a` partir des indices dans K0(C
∞
c (G )).
Or, on ne peut espe´rer un calcul (topologique) simple que si l’application
D 7→ 〈D , τ〉 (τ ∈ HP ∗(C∞c (G )) fixe) se factorise a` travers la classe du
symbole2 de D, [σ(D)] ∈ K0(A∗G ) : on veut avoir un diagramme du type :
Ell(G )
ind
symb.
K0(C
∞
c (G ))
〈 ,τ〉
C
K0(A∗G )
τ
.
L’e´tape suivante de cette the`se consiste a` re´soudre (dans une grande
mesure) ce proble`me de factorisation en utilisant les indices a` support com-
pact. En fait, la the´orie de Chern-Connes s’applique de manie`re naturelle
aux alge`bres du type Ckc (G ). De plus, l’accouplement avec la cohomolo-
gie Pe´riodique pre´serve en ge´ne´ral la relation ∼h et il est compatible avec
le morphisme de Bott. Comme on l’a mentionne´ ci-dessus, le fait que ces
techniques de calcul se prolongent facilement est duˆ plus a` la condition sur
le support compact qu’a` la condition d’eˆtre de classe C∞.
On dit qu’un cocycle cyclique continu τ sur C∞c (G ) est borne´ si sa
formule ne fait apparaˆıtre qu’un nombre fini de de´rive´es, i.e., s’il s’e´tend
par continuite´ a` Ckc (G ) pour un certain k. On de´montre le re´sultat suivant.
Proposition. Soit τ un cocycle cyclique continu borne´. Alors τ de´finit
un morphisme ϕτ : K
F
0 (G ) → C tel que le diagramme suivant est commu-
tatif
Ell(G )
ind
symb.
K0(C
∞
c (G ))
〈 ,τ〉
C
K0(A∗G )
indFa
KF0 (G )
ϕτ
.
2Tous les cas connus passent a` travers les symboles.
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En particulier, pour D un G -ope´rateur pseudodiffe´rentiel elliptique, on a
la formule suivante
(16) ϕτ (ind
F
a ([σ(D)])) =< indD, τ > .
Pour le cas des groupo¨ıdes e´tales, tous les cocycles cycliques provenant
de la ge´ome´trie sont continus et borne´s : dans [Con86], Connes a construit
un morphisme de groupes
(17) φ : H∗τ (BG )→ HP ∗(C∞c (G )),
et il a montre´ qu’il s’agit d’une inclusion comme facteur direct (voir aussi
[Con94], III.2.δ). On ve´rifie en effet que les cocycles cycliques images
par ce morphisme sont continus et borne´s (section 6.3). En particulier, les
cocycles cycliques de groupes, la classe fondamentale transverse, Godbillon-
Vey et toutes les classes caracte´ristiques provenant de la cohomologie de
Gelfand-Fuchs sont continus et borne´s. On utilise ensuite le calcul de la co-
homologie cyclique pe´riodiqueHP ∗(C∞c (G )) [BN94, Cra99] pour conclure
que, pour tout cocycle τ ∈ HP ∗(C∞c (G )), on a toujours le diagramme com-
mutatif
(18) Ell(G )
ind
symb.
K0(C
∞
c (G ))
〈 ,τ〉
C
K0(A∗G )
Ψτ
,
ou` Ψτ = ϕτ ◦ indFa avec ϕτ le morphisme de la proposition ci-dessus.
Une question naturelle est comment calculer effectivement les mor-
phismes Ψτ ci-dessus. En fait, dans les cas des groupo¨ıdes e´tales
3, le cal-
cul se rame`ne pour beaucoup de cocycles a` des calculs de´ja` effectue´s. Par
exemple, Connes a calcule´
(19) 〈φ(c), indD〉 ∈ C,
ou` φ est l’application en (17). Le re´sultat est le suivant.
The´ore`me (Connes, the´ore`me 12 dans [Con94] pp. 272). Soit G un
groupo¨ıde e´tale. Soit D un G -ope´rateur pseudodiffe´rentiel elliptique sur une
G -varie´te´ propre P avec P/G compacte. Soit c ∈ H∗τ (BG ) de de´gre´e total
2q, alors on a
(20) 〈φ(c), indD〉 = (2πi)−q〈c, chτ([δD])〉,
ou` chτ : K∗(BG )→ H∗τ (BG ) est le caracte`re de Chern (dual).
3ou des groupo¨ıdes Morita e´quivalentes a` des groupo¨ıdes e´tales
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Une preuve de ce re´sultat a e´te´ donne´e par Gorokhovsky et Lott dans
[GL03] en utilisant des super-connections en ge´ome´trie non commutative,
puis, dans [GL06], ils ont ge´ne´ralise´ le re´sultat pour des groupo¨ıdes qui
sont Morita e´quivalents a` un groupo¨ıde e´tale (”Foliation groupoids” dans
le sens de [CM01]).
Notre observation que l’image de φ consiste de cocycles cycliques conti-
nus et borne´s et le the´ore`me de Connes impliquent imme´diatement la for-
mule suivante qui a l’avantage que son coˆte´ gauche est donne´ directement
en termes du symbole principal.
Corollaire. Soit G un groupo¨ıde e´tale. Soit D un G -ope´rateur pseu-
dodiffe´rentiel elliptique sur une G -varie´te´ propre P avec P/G compacte.
Soit c ∈ H∗τ (BG ) de de´gre´e total 2q, alors on a
(21) ΨφF (c)([σD]) = (2πi)
−q〈c, chτ ([δD])〉,
ou` Ψ est comme en (18).
Le proble`me de factorisation que nous venons de rencontrer est forte-
ment lie´ a` la conjecture de Novikov. Remarquons en effet que si le mor-
phisme
K0(C
∞
c (G ))
〈 ,τ〉−→ C
ou` τ ∈ HP ∗(C∞c (G )) sur K0(C∞c (G )) se prolonge a` K0(C∗r (G )), alors la
factorisation a` travers la classe du symbole est imme´diate. Ne´anmoins,
comme le montre l’exemple suivant, ce proble`me est loin d’eˆtre e´vident.
Exemple 1. [CM90, Con94] Soit Γ un groupe discret agissant pro-
prement et librement sur une varie´te´ M˜ avec quotient compact M˜/Γ := M .
Notons G le quotient de M˜ × M˜ par l’action diagonale. C’est un groupo¨ıde
de Lie G ⇉ G (0) =M .
Soit c ∈ H∗(Γ) := H∗(BΓ). Connes et Moscovici ont montre´ dans
[CM90] que les hautes signatures de Novikov, Signc(M), s’obtiennent
comme l’accouplement de l’ope´rateur de signature Dsign et un cocycle cy-
clique τc associe´ a` c :
(22) 〈τc, indDsgn〉 = Signc(M,ψ).
La conjecture de Novikov pre´voit que toutes ces hautes signatures sont des
invariants homotopiques de M . Alors, si indDsign ∈ K0(C∞c (G )) est un
invariant homotopique de (M,ψ) la conjecture de Novikov est vraie. On sait
uniquement que j(indDsign) ∈ K0(C∗r (G )) est un invariant homotopique.
Mais cela ne re´sout pas la conjecture car on doit prolonger l’action de τc a`
K0(C
∗
r (G )), ce qui n’est pas du tout e´vident. Connes-Moscovici ont re´ussi
a` montrer que ce cocycle se prolonge pour les groupes hyperboliques.
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On va e´noncer un the´ore`me de Connes dans le cadre des feuilletages ou`
il a re´ussi a` montrer que certains cocycles se prolongent a` la K−the´orie de
la C∗-alge`bre. On ne va pas mentionner ses corollaires ge´ome´triques, pour
cela on renvoie le lecteur a` [Con86] section 8. Le re´sultat est le suivant.
The´ore`me (Connes, the´ore`me 8.1 dans [Con86]). Soit (V, F ) une
varie´te´ feuillete´e (non ne´cessairement compacte) qui est oriente´e trans-
versalement. Soit G son groupo¨ıde d’holonomie et π : BG → BΓq l’ap-
plication classifiante (q = codimF ), τ le fibre´ sur BG donne´ par le fibre´
transverse de (V, F ). Soit R ⊂ H∗(BG ) l’anneau engendre´ par les classes
de Pontrjagin de τ , les classes de Chern des fibre´s e´quivariants par holo-
nomie et π∗(H∗(WOq)). Pour tout c ∈ R il existe une application additive
ϕc : K∗(C
∗
r (G ))→ C telle que
(23) ϕc(µ(x)) = 〈chτ (x), c〉 ∀x ∈ K∗(C∗r (G )).
Dans l’e´nonce´, ϕc est justement l’extension a` K∗(C
∗
r (G )) de
K0(C
∞
c (G ))
〈φ(c),·〉−→ C.
La preuve utilise de fac¸on fondamentale le the´ore`me de l’indice longitudinal
de Connes-Skandalis, [CS84].
On peut e´noncer un re´sultat analogue dans notre cadre. La diffe´rence est
que l’on n’a pas besoin de re´sultats d’extension, on les a de´ja` de manie`re
naturelle. En conse´quence, notre re´sultat s’applique a` toutes les classes
c ∈ H∗(BG ).
Corollaire. Soit (V, F ) une varie´te´ feuillete´e (non ne´cessairement
compacte) qui est oriente´e transversalement. Soit G son groupo¨ıde d’holo-
nomie. Pour tout c ∈ H∗(BG ) il existe une application additive
ϕc : K
B,F
0 (G )→ C
telle que
(24) ϕc(µF (x)) = 〈chτ (x), c〉 ∀x ∈ KB,F0 (G ).
La preuve du corollaire pre´ce´dent ne´cessite aussi un the´ore`me de l’indice
longitudinal (renforce´).
14
Question 2. On peut se demander si nos indices sont suffisants pour
obtenir des re´sultats ge´ome´triques. Par exemple, dans le cas de l’exemple 1.
ci-dessus : est-ce que indB,Fa (D) est un invariant homotopique ? Une re´ponse
affirmative a` cette question implique aussi la conjecture de Novikov (voir
aussi question la Question 1. ci-dessus).
Cohomologie de Haefliger. On peut aussi utiliser notre the´ore`me
de l’indice longitudinal pour retrouver les formules d’indice en cohomolo-
gie de Haefliger obtenues par Benameur-Heitsch dans [BH04] (voir aussi
des applications dans [BH05]), mais en utilisant uniquement la structure
ge´ome´trique et alge´brique du groupo¨ıde d’holonomie.
Benameur et Heitsch commencent par de´finir un caracte`re de Chern
alge´brique
(25) cha : K0(C
∞
c (G ))→ H∗c,bas(M/F ),
ou`H∗c,bas(M/F ) est la cohomologie de Haefliger (voir [Hae84] ou [CM04]).
Ce caracte`re a` la proprie´te´ fondamentale d’eˆtre compatible avec les “shriek
maps” enK-the´orie et en cohomologie de Haefliger. De plus, pour le feuille-
tage (R2, F = 0), le caracte`re cha : K0(C
∞
c (R
2)) → H∗c (R2) co¨ıncide avec
le caracte`re de Chern usuel.
Dans la proposition 6.4.9 on ve´rifie que le caracte`re se prolonge a` notre
groupe KB,F0 (G ) : le diagramme suivant est commutatif :
K0(C
∞
c (G ))
cha
KB,F0 (G )
cha
H∗c,bas(M/F ) .
Ce fait n’est pas e´tonnant puisque cha est construit a` partir de la ge´ome´trie
du groupo¨ıde d’holonomie de (M,F ).
Le re´sultat principal dans [BH04] ne´cessite l’introduction d’un mor-
phisme cha(indt) : K
0(T ∗F )→ H∗c,bas(M/F ) construit a` partir de la topo-
logie du groupo¨ıde d’holonomie et du caracte`re cha. L’e´nonce´ est le suivant.
The´ore`me (Benameur-Heitsch). Pour tout u ∈ K0(T ∗F ) on a
(26) cha(indt)(u) = (−1)p
∫
F
πF !(ch(u))Td(F ⊗ C) ∈ H∗c,bas(M/F ),
ou` πF ! : H
∗
c (F,R) → H∗(M,R) est l’inte´gration le long des fibres, et ch :
K0(F )→ H∗c (F ) est le caracte`re de Chern usuel.
En utilisant l’extension de cha a` K
B,F
0 (G ), on a que cha(indt) devient
pre´cise´ment la composition de indB,Ft,G avec cha. Le re´sultat suivant est ainsi
une conse´quence imme´diate de notre the´ore`me de l’indice longitudinal et
du the´ore`me de Benameur-Heitsch ci-dessus.
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Corollaire. Pour tout u ∈ K0(T ∗F ) on a la formule d’indice sui-
vante
(27) cha(ind
B,F
a (u)) = (−1)p
∫
F
πF !(ch(u))Td(F ⊗C) ∈ H∗c,bas(M/F ),
ou` πF ! : H
∗
c (F,R) → H∗(M,R) est l’inte´gration le long des fibres, et ch :
K0(F )→ H∗c (F ) est le caracte`re de Chern usuel.
Or, graˆce aux re´sultats d’extension de Connes (Thm. 8.1 dans [Con86]
en particulier) le caracte`re cha se prolonge aK0(C
∗
r (G )) et donc cha(inda(u))
est e´gal au coˆte´ droit de (26).
Dans notre cadre, le corollaire pre´ce´dent ne ne´cessite pas de re´sultats
d’extension. On retrouve ainsi les formules d’indice de Benameur-Heitsch en
utilisant uniquement la structure ge´ome´trique et alge´brique du groupo¨ıde
d’holonomie du feuilletage. Le fait que les actions d’une tre`s large classe
de cocycles cycliques se prolongent de manie`re naturelle a` notre groupe
KB,F0 (G ) permet de penser que des formules comme celles de Benameur-
Heitsch pourraient eˆtre de´veloppe´es a` valeurs dans des espace cohomolo-
giques plus complexes et pas uniquement dans H∗c,bas(M/F ).
Re´sume´ des chapitres. Donnons a` pre´sent un plan plus de´taille´ des
chapitres composant cette the`se et de leur contenu. Les deux premiers sont
essentiellement des pre´liminaires et rappels ne´cessaires pour faire la the´orie
de l’indice pour des groupo¨ıdes de Lie. Le troisie`me chapitre pre´sente un
de´veloppement de la De´formation au coˆne normal. Meˆme si cette construc-
tion a e´te´ utilise´e a` plusieurs reprises dans la litte´rature, on n’a pas trouve´
une source contenant une exposition comple`te de ce sujet, cela nous a
amene´ donc a` e´tudier tre`s soigneusement ce the`me. Finalement, les trois
derniers chapitres pre´sentent les re´sultats mentionne´s ci-dessus. Le dernier
contient en particulier des applications a` d’autres travaux.
Chapitre 1. The´orie de l’indice. Ce chapitre se veut une introduc-
tion rapide a` la the´orie de l’indice a` l’Atiyah-Singer avec le point de vue
de la Ge´ome´trie non Commutative.
La premie`re partie est un rappel de la K-the´orie, surtout celle des
alge`bres, mais on mentionne aussi quelques liens avec la K-the´orie topo-
logique. On donne les re´sultats les plus importants de la the´orie, comme
l’existence d’une the´orie relative, l’existence de suites exactes et l’invariance
par homotopie pour le cas topologique, par exemple.
On continue ensuite avec un rappel succinct du calcul pseudodiffe´rentiel
sur une varie´te´ de classe C∞ (compacte). On e´nonce le the´ore`me de l’indice
d’Atiyah-Singer en K−the´orie.
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On finit ce chapitre en donnant les notions de base de la cohomologie
cyclique qui est une ge´ne´ralisation de la cohomologie de de Rham pour des
varie´te´s. On rappelle l’existence d’un accouplement entre la Cohomologie
cyclique et laK-the´orie, qui est une ge´ne´ralisation au cadre non commutatif
du caracte`re de Chern.
Chapitre 2. Groupo¨ıdes de Lie. Dans ce chapitre on rappelle les
de´finitions de base sur les groupo¨ıdes de Lie. On continue avec d’importants
exemples.
Ensuite, on rappelle la construction des alge`bres associe´es aux groupo¨ıdes
de Lie : l’alge`bre de convolution consistant de fonctions de classe C∞ a` sup-
port compact et les C∗-alge`bres.
Finalement, pour pouvoir faire la the´orie de l’indice avec ces objets, on
donne un petit re´sume´ sur le calcul pseudodiffe´rentiel pour des groupo¨ıdes
de Lie. Ceci nous permet notamment d’introduire des indices analytiques
des ope´rateurs pseudodiffe´rentiels elliptiques et d’e´noncer des the´ore`mes de
l’indice.
Chapitre 3. De´formation au coˆne normal. Ce chapitre contient
une description tre`s de´taille´e de la construction de la “De´formation au coˆne
normal ” associe´e a` un couple (M,X), ou` M est une varie´te´ de classe C∞
et X est une sous-varie´te´ de M .
On commence par de´crire tre`s explicitement la structure C∞ de la
De´formation au coˆne normal d’un couple (M,X) comme ci-dessus, qui est
l’ensemble
D
M
X = N
M
X × 0
⊔
M × R∗,
ou` N MX := TXM/TX est le fibre´ normal a` l’inclusion.
Ensuite, on de´crit les proprie´te´s fonctorielles que cette construction
posse`de. En effet, on a un foncteur de la cate´gorie des couples C∞ dans la
cate´gorie des varie´te´s C∞. De plus, on voit que ce foncteur a des proprie´te´s
additionnelles qui seront de grande utilite´ dans la suite.
On continue avec une petite section de´die´e au groupo¨ıde tangent (et
adiabatique). Ce groupo¨ıde est un exemple d’une De´formation au coˆne
normal. On utilise ce fait et les proprie´te´s fonctorielles de ces de´formations
pour montrer que le groupo¨ıde tangent est un groupo¨ıde de Lie.
On finit ce chapitre par une discussion sur le roˆle des groupo¨ıdes tan-
gents dans la the´orie de l’indice pour les groupo¨ıdes de Lie.
Chapitre 4. Une alge`bre de Schwartz pour le groupo¨ıde tan-
gent. Dans ce chapitre on construit une alge`bre de fonctions C∞ sur le
groupo¨ıde tangent qui nous servira dans le chapitre prochain a` de´finir les
indices analytiques a` support compact pour un groupo¨ıde de Lie. L’alge`bre
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en question sera un champ d’alge`bres sur l’intervalle [0, 1] dont la fibre en
ze´ro est l’alge`bre de Schwartz de l’alge´bro¨ıde du groupo¨ıde, tandis que les
fibres en dehors de ze´ro sont toutes e´gales a` l’alge`bre de convolution des
fonctions C∞ a` support compact sur le groupo¨ıde.
On commence par de´finir les espaces de Schwartz pour des fibre´s vec-
toriels. Le cas particulier qui nous inte´resse est l’alge´bro¨ıde de Lie associe´
a` un groupo¨ıde de Lie.
On introduit un espace de fonctions C∞ sur une de´formation au coˆne
normal DMX , note´ par Sc(D
M
X ).
On finit par montrer que pour le cas d’un groupo¨ıde tangent, l’espace
Sc(G
T ) est une alge`bre associative pour le produit de convolution.
La construction de l’alge`bre de Schwartz Sc(G
T ) fera l’objet d’une
publication qui devra apparaˆıtre bien toˆt ([CR07]) dans les “Proceedings of
the International Conference on K-theory and Noncommutative Geometry,
Valladolid 2006” publie´s par la Socie´te´ Mathe´matique Europe´enne.
Chapitre 5. Indice analytique a` support compact. Ce chapitre
a pour but la construction des indices analytiques a` support compact pour
un groupo¨ıde de Lie. En effet, le re´sultat principal de cette section et de
toute la the`se est la construction explicite des indices indh,Fa en utilisant
l’alge`bre de Schwartz pour le groupo¨ıde tangent. On ve´rifie qu’il s’agit bien
des indices analytiques ; en fait pour les cas classiques ces indices co¨ıncident
avec ceux de´ja` de´finis dans la litte´rature.
Une fois les indices analytiques a` support compact construits, on ve´rifie
qu’ils satisfont deux proprie´te´s essentielles : d’abord, l’indice analytique
est compatible avec le morphisme de Bott et ensuite la compatibilite´ avec
des sous-groupo¨ıdes ouverts. Ces deux proprie´te´s nous permettront dans
le chapitre suivant de montrer un the´ore`me de l’indice longitudinal dans
notre cadre.
Chapitre 6. Applications. Ce Chapitre regroupe les applications. On
commence avec un the´ore`me de l’indice longitudinal dans notre cadre. Ceci
utilise principalement la compatibilite´ des indices analytiques a` support
compact avec le morphisme de Bott.
Ensuite, on montre que l’accouplement < indD, τ > ne de´pend que
de la classe du symbole [σD] ∈ K0(A∗G ) lorsque τ est un cocycle cyclique
continu borne´. Pour le cas des groupo¨ıdes e´tales on remarque que tous les
cocycles cycliques provenant de la ge´ome´trie du groupo¨ıde sont continus
et borne´s. On utilise le calcul de la cohomologie cyclique pe´riodique dans
[BN94, Cra99], pour voir que D 7→< indD, τ > se factorise a` travers le
groupe K0(A∗G ) pour tout τ ∈ HP ∗(C∞c (G )).
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On finit avec quelques applications de notre the´ore`me de l’indice longi-
tudinal a` des formules d’indice trouve´s par Connes [Con86] et Benameur-
Heitsch [BH04].
CHAPITRE 1
The´orie de l’indice
1.1. K-the´orie
Soit A une k-alge`bre unife`re. Pour le propos de cette the`se, on va unique-
ment conside`rer le cas ou` k = C. On veut de´finir le groupe de K−the´orie
associe´ a` A, note´ par K0(A). On n’aura pas besoin, dans ce travail, de
de´finir les groupes de K−the´orie de de´gre´ supe´rieur (les Kn, pour n ≥ 1).
Commencons par rappeler le groupe de Grothendieck associe´ a` un
mono¨ıde commutatif (M,+) (presque un groupe, il n’y a pas d’inverses).
Le premier pas est de de´finir une re´lation d’equivalence sur M ×M de la
manie`re suivante : On dira que (x, y) ∼ (x′, y′) s’il existe z ∈ M tel que
x + y′ + z = x′ + y + z. Le groupe de Grothendieck associe´ a` M est par
de´finition l’ensemble
G(M) := M ×M/ ∼
avec l’ope´ration [(x, y)] + [(x′, y′)] = [(x + x′, y + y′)]. Il est imme´diat que
l’e´le´ment neutre pour cette ope´ration est donne´ pour la classe [(x, x)] pour
tout x, cela implique que −[(x, y)] = [(y, x)]. C’est pourquoi un e´le´ment
[(x, y)] est souvetn note´ par [x] − [y]. Pour finir avec le groupe G(M), il
satisfait la proprie´te´ universelle suivante : Si G est un groupe (abe´lien)
quelconque et ϕ : M → G un morphisme de mono¨ıdes, alors il existe un
unique morphisme de groupes ϕ˜ : G(M)→ G tel que le diagramme suivant
est commutatif
M
i
ϕ
G(M)
eϕ
G,
ou` i : M → G(M) est le morphisme canonique de mono¨ıdes i(x) = [x].
Soit E un A-module (a` droite). On rappelle que E est projectif de type
fini s’il existe un autre A-module E ′ et n ∈ N tel que
E ⊕ E ′ ∼= An.
Le module E ′ est appele´ un complementaire de E . Notons par P(A) l’en-
semble des classes d’isomorphismes de A-modules projectifs de type fini.
Le module somme de deux modules projectifs de type fini est encore un
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module de ce type. On peut donc penser au mono¨ıde (P(A),⊕). Le groupe
K0(A) est par de´finition le groupe de Grothendieck associe´ a` ce mono¨ıde,
c’est a` dire, on a
K0(A) := G(P(A),⊕).
La correspondance qui a` chaque alge`bre unife`re associe le groupe K0 est
fonctorielle : Soit θ : A → B un morphisme d’alge`bres unife`res. On peut
munir B, via θ, d’une structure de A-module a` gauche. Ceci nos permet
de conside´rer le pushout θ∗ : P(A)→ P(B) qui a` un A-module (a` droite)
E associe le B−module (a` droite aussi) E ⊗A B. Or, θ∗ est un morphisme
de monoides et il de´finit, graˆce a` la proprie´te´ universelle des groupes de
Grothendieck, un morphisme de groupes θ∗ : K0(A)→ K0(B). Il se ve´rifie
facilement qu’il s’agit bien d’un foncteur de la categorie d’alge`bres unife`res
en la categorie de groupes abe´liens. En fait, ce foncteur peut se prolonger
aux alge`bres non necesairement unife`res, mais avant de passer a` ce point,
on verra une autre de´scription du groupe K0 qui est souvent plus pratique.
Soit E un A-module projectif de type fini avec complementaire E ′,
dissons E ⊕ E ′ ∼= An. Conside´rons la projection p : An → An dans la
premie`re coordonne´e, alors E = pAn. Inversement, si q ∈ Mm(A) est un
idempotent, on a que qAm est un A-module projectif de type fini. En fait,
si p ∈ Mn(A) et q ∈ Mm(A) sont des idempotents dans les alge`bres de
matrices correspondantes. Les A-modules pAn et qAm sont isomorphes si
et seulement si, il existe k ≥ n,m et u ∈ GLk(A) tel que
p⊕ 0k−n = u(q ⊕ 0k−m)u−1.
Ceci permet de rede´finir le groupe K0(A) en termes des idempotents (voir
par exemple [Ros94] Lemme 1.2.1.). En effet, pour p, q ∈M∞(A) des idem-
potents, on peut de´finir une re´lation de e´quivalence donne´e par GL∞(A)
comme dans le lemme. Or, l’ensemble de classes d’e´quivalences des idempo-
tents, dissons P (A), forme un monoide avec la somme diagonale p⊕q. Main-
tenant, l’affirmation pre´ce´dente permet de conclure que le groupe K0(A)
coincide avec le groupe de Grothendieck de (P (A),⊕), autrement dit, on a
K0(A) = {[p]− [q] : p, q ∈ P (A)}.
Une proprie´te´ fondamentale de la K-the´orie des alge`bres est l’existence
d’un produit : Soient A,B deux alge`bres, il existe un morphisme de groupes
K0(A)⊗K0(B)→ K0(A⊗ B)
donne´ par le produit tensoriel des modules
(E ,F ) 7→ E ⊗F .
Une proprie´te´ fondamentale de ce produit est qu’il est compatible avec
les morphismes d’alge`bres (naturalite´ du produit) : Soient θ0 : A → A′
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et θ1 : B → B′ deux morphismes d’alge`bres (unife`res), alors on a le dia-
gramme commutatif suivant.
(28) K0(A)⊗K0(B)
θ0
∗
⊗θ1
∗
K0(A⊗B)
(θ0⊗θ1)∗
K0(A
′)⊗K0(B′) K0(A′ ⊗ B′).
On veut de´finir le groupe de K-the´orie pour une alge`bre non unife`re
aussi. Soit A une alge`bre (non necesairement unife`re), on va introduire
l’unitarisation de A. On pose A˜ = A⊕C. On muni A˜ du produit suivant
(a, λ) · (b, µ) = (a · b+ µ · a+ λ · b, λ · µ).
On va utiliser la notation (a, λ) := a + λ pour les e´le´ments A˜. On ve´rifie
facilement que A˜ devient ainsi une alge`bre associative unife`re, avec 1A˜ =
0 + 1C. L’alge`bre A s’identifie canoniquement avec A ⊕ 0 de manie`re que
A est un ide´al bilate`re de A˜ et A˜/A ∼= C. Autrement dit on a une suite
exacte courte
0→ A→ A˜ pi→ C→ 0.
On peut a` present de´finir le groupe K0 pour des alge`bres non unife`res.
De´finition 1.1.1. Soit A une alge`bre (non necesairement unife`re). On
de´finit le groupe K0(A) comme le noyau du morphisme K0(A˜)
pi∗−→ Z.
La premie`re remarque est que si A est unife`re et on l’applique le pro-
cessus d’unitarisation, alors les deux de´finitions de K0 coincident.
Conside´rons une suite exacte courte d’alge`bres (non necesairement unife`res)
(29) 0→ I i−→ A p−→ C → 0.
En applicant la K-the´orie a` une telle suite on obtient une suite exacte de
groupes
(30) K0(I)
i∗−→ K0(A) p∗−→ K0(C).
Le foncteur K0 n’est pas exacte, c’est a` dire, dans la suite en K-the´orie
ci-dessus le morphisme i∗ (resp. p∗) n’est pas forcement injectif (resp. sur-
jectif). Cependant, s’il existe un morphisme s : C → A avec p ◦ s = idC ,
dans ce cas on dit que la suite est scinde´e avec scindage s, alors la suite
(30) prend la forme
(31) 0→ K0(I) i∗−→ K0(A) p∗−→ K0(C)→ 0.
Ces suites sont tre`s utiles pour calculer de groupes de K-the´orie. En
effet, on va calculer a` present la K-the´orie de certains alge`bres, celles ap-
pele´es locales.
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De´finition 1.1.2. Soit B une alge`bre unife`re. On dit que B est une
alge`bre locale si l’ensemble de ses e´le´ments non-inversibles constitue un
ide´al bilte`re propre.
Une autre manie`re de caracteriser une alge`bre locale est la suivante :
Une alge`bre est locale si et seulement si elle posse`de un seul ide´al maximal
a` gauche, un seul ide´al maximal a` droite, et ceux-ci coincident (Proposition
1.3.4 en [Ros94]).
Le re´sultat suivant calcule le K0 d’une alge`bre locale (The´ore`me 1.3.11 en
[Ros94]).
The´ore`me 1.1.3. Soit B une alge`bre locale. Tout B-module projectif
fini de type fini est libre avec un rang uniquement de´fini. En particulier
K0(B) ∼= Z
avec ge´ne´rateur la classe d’isomorphisme du module libre de rang 1, [R].
Dans le re´sultat suivant on calcule graˆce au the´ore`me pre´cedent le
groupe K0 des alge`bres nilpotentes. On utilisera ce fait dans le chapitre
6.
Proposition 1.1.4. Soient N ∈ N et A une alge`bre N−nilpotent, c’est
a` dire, a1 · · ·aN = 0, ∀ai ∈ A. Alors, on a que le groupe de K-the´orieK0(A)
est le groupe trivial d’un seul e´le´ment.
De´monstration. Soit B = A˜ l’unitarisation de A. On va montrer que
B est une alge`bre locale a` seul ide´al maximal A.
De´notons par U l’ensemble des unite´s de B. On veut voir que A = B \U :
l’inclusion A ⊂ B \ U est trivial parce que A est un ide´al bilate`re de B.
Reciproquement, soit u = a + µ ∈ B \ A, alors µ 6= 0. On va donner
explicitement l’inverse de cet e´le´ment. On peut supposer sans perte de
ge´ne´ralite que µ = 1. Posons
v =
N−1∑
j=0
(−1)jaj.
Il s’est ve´rifie imme´diatement a` la main que uv = vu1 puisque aN = 0 par
hypothe`se.
Maintenant on peut calculer la K-the´orie de A. Conside´rons la suite
exacte scinde´e
0→ A→ B → C→ 0.
Cette dernie`re suite induit la suite exacte suivante
0→ K0(A)→ K0(B)→ Z→ 0.
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Or, B est une alge`bre locale d’apre`s ce que l’on vient de voir. Mainte-
nant, la de´scripition de K0(B) donne´ par le the´ore`me 1.1.3 permet de voir
imme´diatement que le morphismeK0(B)→ Z qui apparait dans la dernie`re
suite exacte ci-dessus, n’est rien d’autre que l’ide´ntite´ (dans tout cas un
isomorphisme). On en de´duit que K0(A) = 0. 
1.1.1. K-the´orie relative. Soit A une alge`bre unife`re et I ⊂ A un
ide´al bilate`re non trivial (0 6= I 6= A). On va de´finir dans cette section un
groupe K(A, I) de K−the´orie re´lative. On va justifier la terminologie en
montrant que K(A, I) ∼= K0(I).
De´finition 1.1.5. Un quasi-isomorphisme sur (A, I) est un triplet σ =
(E,F, σ) ou` E,F sont des A-modules projectifs de type fini et
σ : π∗E → π∗F
est un isomorphisme de A/I−modules. On dira que un quasi-isomorphisme
(quasi-isomorphisme) σ = (E,F, σ) est de´ge´ne´re´ s’il existe un isomor-
phisme T : E → F tel que π∗(T ) = σ.
Le groupe que l’on se propose de de´finir aura comme e´le´ments des quasi-
isomorphismes modulo certaine re´lation d’e´quivalence. Avant de de´finir la
re´lation d’e´quivalence qu’il nous faut, on remarque que l’on peut de´finir la
somme de deux quasi-isomorphismes de manie`re tre`s naturelle de la facon
suivante. Soient (Ei, Fi, σi) deux q.i avec i = 0, 1. on pose σ0⊕σ1 le quasi-iso
donne´ par
(E0 ⊕E1, F0 ⊕ F1, σ0 ⊕ σ1).
Maintenant, pour de´finir la re´lation d’e´quivalence on commence par in-
troduire la notion d’isomorphisme entre quasi-isomorphismes. Soient σ =
(E,F, σ) et σ = (E ′, F ′, σ′) deux quasi-isomorphismes, on dira que σ et iso-
morphe a` σ′, σ ∼= σ′, s’il’existe des isomorphismes f : E → E ′ et g : F → F ′
tels que le diagramme suivant est commutatif,
π∗E
σ
pi∗f
π∗F
pi∗g
π∗E
′
σ′
π∗F
′
On pose σ ∼ σ′ ssi ils existent des quasi-isomorphismes τ et τ ′ de´ge´ne´re´s
tel que σ⊕τ ∼= σ′⊕τ ′. On note parK(A, I) l’ensemble de classes d’e´quivalence
des quasi-isos avec la re´lation ∼.
La premie`re remarque est que la somme des quasi-isomorphisme est
bien de´finie sur K(A, I) puisque la somme de deux quasi-isomorphismes
de´ge´ne´re´s est clairement un quasi-isomorphisme de´ge´ne´re´. En fait, on a la
proposition suivante.
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Proposition 1.1.6. (K(A, I),⊕) est un groupe abe´lien.
De´monstration. Le fait que l’ope´ration ⊕ est commutative et asso-
ciative est imme´diat. En fait, le seul point de´licat est de voir l’existence d’un
inverse parce que clairement la classe des quasi-isomorphismes de´ge´ne´re´s
est un e´le´ment neutre pour cette ope´ration.
Soit [E,F, σ] ∈ K(A, I). On va voir que (E,F, σ) ⊕ (F,E, σ−1) est
de´ge´ne´re´e. Soient D : E → F et Q : F → E des morphismes avec π∗(D) =
σ et π∗(Q) = σ
−1. Posons
T =
(
(1−DQ)D +D DQ− 1
1−QD Q
)
,
alors T : E ⊕ F → F ⊕ E est un morphisme avec π(σ ⊕ σ−1) et il est
inversible avec inverse donne´e explicitement par
T−1 =
(
Q 1−QD
DQ− 1 (1−DQ)D +D
)
.
On en de´duit que −[E,F, σ] = [F,E, σ−1]. On conclut ainsi la preuve. 
Exemple 1.1.7. Un exemple d’un e´le´ment en K(A, I) est donne´ par
un e´le´me´nt inversible de A modulo I. En effet, soit P ∈ A tel que il existe
Q ∈ A avec PQ − 1 ∈ I et PD − 1 ∈ I, alors (A,A, π(P )) est un quasi-
isomorphisme sur (A, I), ou` π(P ) est la multiplication par la classe de P
en A/I.
Avant de relier la K-the´orie re´lative et la K-the´orie usuelle, on va voir
quelques proprie´te´s et constructions de cette the´orie.
Soient (A, I) et (B, J) deux couples comme ci-dessus. Un morphisme
de couples, θ : (A, I) → (B, J), est un morphisme d’alge`bres unife´res θ :
A → B tel que θ(I) ⊂ J . De´finissons a` pre´sent un morphisme associe´
θ∗ : K(A, I) → K(B, J) de la facon suivante : Soit [E,F, σ] ∈ K(A, I),
on pose θ∗([E,F, σ]) := [θ∗(E), θ∗(F ), θ¯∗(σ)], ou` θ¯ : A/I → B/J est le
morphisme induit par θ. En fait, on peut ve´rifier que l’on a un foncteur de
la cate´gorie des couples en la cate´gorie des groupes abe´liens. On va lier ce
fonteur a` la K-the´orie usuelle.
Il existe un morphisme naturel j : K(A, I)→ K0(A) de´fini par j([E,F, σ]) =
[E]− [F ]. Il s’agit d’un morphisme de groupes.
On va voir a` present que K(A, I) ∼= K0(I). La raison d’avoir introduit
la K-the´orie relative est-ce qu’il y a des e´le´ments de K0(I) qui se de´crivent
mieux avec la de´scription de quasi-isomorphismes.
Posons D(A, I) := {(a, a′) ∈ A × A : a − a′ ∈ I}, cela est une alge`bre
unife`re avec les ope´rations en chaque coordonne´e. En plus, cette alge`bre
est le tire´ en arrie`re de la projection π : A → A/I, c’est a` dire, on a un
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diagramme commutatif de morphismes d’alge`bres
D(A, I)
p2
p1
A
pi
A pi A/I,
ou` pj , j = 1, 2 sont les projections respectives. Posons
K ′(A, I) := Ker{K0(D(A, I)) (p1)∗→ K0(A).}
Il est simple de ve´rifier a` la main que K ′(A, I) ∼= K0(I). On peut trouver
une preuve e´le´mentaire dans [Ros94], the´ore`me 1.5.9.. On peut l’en de´duire
imme´diatement du diagramme commutatif suivant :
0 I I˜ C 0
0 I D(A, I) A 0,
ou` les deux lignes sont des suite exactes scinde´es d’alge`bres.
Maintenant, on va de´finir un isomorphisme explicite entre K(A, I) et
K ′(A, I). Soit (E,F, σ) un quasi-iso sur (A, I). Posons
M(E,F, σ) := {(e, f) ∈ E × F : (σπ)∗(e) = π∗(f)}),
ou` (σπ)∗ : E → π∗(F ) est donne´ par (σπ)∗(e) = σ(e ⊗ 1) et π∗ : F →
π∗(F ) est donne´ par π∗(f) = f ⊗ 1. Avec les produits coordonne´e a` co-
ordonne´e, on a que M = M(E,F, σ) est un D(A, I)−module projectif de
type fini ([Mil71], thm. 2.1). Encore plus, tout D(A, I)−module projec-
tif de type fini est de cette forme ([Mil71], thm. 2.2) et (p1)∗(M) ∼= E
et (p2)∗(M) ∼= F ou` les pj, j = 1, 2 notent les projections en les coor-
donne´es respectives ([Mil71], thm. 2.3). On peut naturellement de´finir un
morphisme α : K(A, I)→ K ′(A, I) par la formule
α([E,Fσ]) = [M(E,F, σ)]− [M(E,E, id)].
Maintenant, soit x = [M(E,F, σ)] − [M(E ′, F ′, σ′)] ∈ K ′(A, I). La
pre´mie`re observation est que par de´finition de K ′(A, I), on peut suppo-
ser E = E ′. On de´finit β : K ′(A, I)→ K(A, I) par
β(x) = [E ⊕ F ′, F ⊕E, σ ⊕ (σ′)−1].
Le fait que β ◦ α = idK(A,I) est imme´diat, en effet, on
(β ◦ α)([E,F, σ]) = [E ⊕ E,F ⊕ E, σ ⊕ id] = [E,F, σ].
De l’autre cote´, soit x = [M(E,F, σ)]− [M(E,F ′, σ′)] ∈ K ′(A, I), alors
(α ◦ β)(x) = [M(E ⊕ F ′, F ⊕E, σ ⊕ (σ′)−1)]− [M(E ⊕ F ′, E ⊕ F ′, id)].
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Or, du fait que (σ′)−1 ⊕ σ′ se re´leve en un isomorphisme (comme dans la
preuve de la proposition 1.1.6) on voit que
M(E ⊕ F ′, F ⊕ E, σ ⊕ (σ′)−1)⊕M(E,F ′, σ′) ∼= M(E,F, σ) ⊕M(E ⊕ F ′, E ⊕ F ′, id).
Autrement dit, (α ◦ β)(x) = x. On conclut que K(A, I) ∼= K0(I).
Exemple 1.1.8. Soit (A,A, π(P )) le quasi-isomorphisme sur (A, I) de
l’exemple 1.1.7. Il est facile de ve´rifier que l’e´le´ment en K0(I) qui lui cor-
respond est
[TeT−1]− [e],
ou` T et T−1 sont les matrices de la proposition 1.1.6 et
e =
(
1 0
0 0
)
,
ou` 1 est l’unite´ de I˜.
Un des avantages de voir le groupe K0(I) comme un groupe de K-
the´orie relative est que ce point de vue permet de ge´ne´raliser tre`s facilement
le produit en K-the´orie pour des alge`bres non ne´cessairement unife`res.
Autrement dit, dans le cas non unife`re on a aussi un produit
K0(I)⊗K0(J)→ K0(I ⊗ J)
qui co¨ıncide avec le produit de´fini ci-dessus lorsque les alge`bres sont unife`res
et qui est compatible (naturel) par rapport au morphismes d’alge`bres.
1.1.2. K-the´orie topologique.
K-the´orie des C∗-alge`bres. Soit A une alge`bre. On va conside´rer le cas
lorsque A est une C∗-alge`bre (ou de Banach). Dans ce cas,K0(A) admet une
description topologique : Soit p ∈M∞(A), on dit que p est un projecteur de
A si p∗ = p = p2. Prenons p0, p1 deux projecteurs, on dit que p0 ∼h p1 (p0
homotopique a` p1) s’il existe une application continue p : [0, 1] → M∞(A)
avec p(t) un projecteur pour tout t, et p(0) = p0, p(1) = p1, ou` M∞(A) a
la topologie limite inductive induite par les inclusions
Mn(A) →֒ Mn+1(A) : M 7→
(
M 0
0 0
)
.
Cela de´finit une relation d’e´quivalence dans l’ensemble des projecteurs de
A. Si l’on note par P (A) l’ensemble de classes d’e´quivalences, alors on a
que (P (A),⊕) (avec ⊕ somme diagonale) est un mono¨ıde dont le groupe
de Grothendieck est K0(A).
Comme pour le cas purement alge´brique, nous n’utiliserons ici que le
groupe K0. Notons cependant que les groupes ”supe´rieurs” (Kn, n ∈ N)
sont bien plus faciles a` de´finir dans le cadre banachique que dans le cadre
purement alge´brique : On pose Kn(A) := K0(C0(R
n, A)). On envoie a`
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[Ros94], [Mil71], [CMR07] pour un de´veloppement de ces groupes dans
le cadre alge´brique. On liste a` pre´sent quelques proprie´te´s fondamentales
de la K-the´orie des C∗-alge`bres.
(i) Invariance par homotopie : Si ϕ, ψ : A→ B sont deux morphismes
homotopiques, alors K0(ϕ) = K0(ψ). En particulier, les morphismes
induits par les e´valuations
K0(A[0, 1])
et−→ K0(A)
de´finissent tous des isomorphismes. Une autre consequence triviale
est le fait que le groupe K0 est nul pour toute alge`bre contractile.
(ii) Pe´riodicite´ de Bott : Il existe un e´le´ment β ∈ K0(C0(R2)) tel que
le morphisme
(32) K0(A)
·⊗β−→ K0(A⊗ C0(R2))
est un isomorphisme. L’e´le´ment β est appele´ l’e´le´ment de Bott et
peut eˆtre de´crit explicitement par
β =
[
1+x
2
y+i·z
2
y−i·z
2
1−x
2
]
−
[
1 0
0 0
]
∈ K0(C˜0(R2))
ou` (x, y, z) sont des coordonne´es de la sphere S2, on rappel que
C˜0(R2) = C(S
2).
(iii) Suite exacte a` six termes : Pour toute suite exacte courte
0→ I ϕ−→ A ψ−→ B → 0
il existe une suite exacte a` six termes de la forme suivante :
(33) K0(I)
K0(ϕ)
K0(A)
K0(ψ)
K0(B)
δ0
K1(B)
δ1
K1(A)
K1(ψ)
K1(I).
K1(ϕ)
Dans le point (iii) ci-dessus, les morphismes δ0 et δ1 sont appele´s des
morphismes de bord. En fait, a` partir d’un e´le´ment en GL∞(B) on obtient
un e´le´ment deK0(I) de fac¸on tre`s similaire a` l’exemple 1.1.8. Maintenant, le
fait que cette association passe au K1(B) est une question de la de´finition
de la relation d’e´quivalence sur GL∞(B) que l’on impose. La diffe´rence
entre la K-the´orie alge´brique et topologique commence justement ici (dans
le cas alge´brique on a aussi une application du type δ1). Or, le cas de δ0
est particulier pour les C∗−alge`bres (ou de Banach), en effet, δ0 est une
application comme δ1 mais ou` on utilise en plus la pe´riodicite´ de Bott.
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Remarque 1.1.9. Si A est juste une alge`bre localement convexe (ou de
Fre´chet), aucune des proprie´te´s ci-dessus n’est satisfaite en ge´ne´ral. En fait,
les alge`bres que l’on e´tudiera dans cette the`se ne sont pas en ge´ne´ral des
C∗-alge`bres ou de Banach, ce qui nous forcera a` trouver d’autres me´thodes
d’e´tude.
On finit cette section par un mot sur la stabilite´ par calcul fonctionnel
holomorphe. Soit A une C∗− alge`bre et A ⊂ A une sous-alge`bre dense.
Conside´rons l’inclusion A →֒ A, elle induit un morphisme
K0(A )
i−→ K0(A).
Ce morphisme n’est pas en ge´ne´ral un isomorphisme. Un crite`re suffisante
pour que i soit un isomorphisme est que A est stable par calcul fonction-
nel holomorphe dans A. C’est a` dire, que si a ∈ A et f est une fonction
holomorphe (avec f(0) = 0 si A n’a pas d’unite´) dans un voisinage du
spectre de a (dans A), alors f(a) ∈ A . Un exemple de cette situation est le
suivante : Soit X une varie´te´ C∞, alors C∞c (X) est une sous-alge`bre stable
sous calcul fonctionnel holomorphe dans C0(X). En particulier, comme on
verra en bas, cela implique que tout fibre´ vectoriel au-dessus de X est iso-
morphe a` un fibre´ vectoriel lisse.
K-the´orie des espaces. Soit X un espace topologique compact. Graˆce
au the´ore`me de Serre-Swan il possible de voir que K0(X) := K0(C(X)) est
le groupe de Grothendieck associe´ au mono¨ıde des classes d’isomorphisme
de fibre´s vectoriels au-dessus de X avec la somme de Whitney.
SoitX un espace localement compact. Il est possible de voir queK0(X) :=
K0(C0(X)) peut eˆtre de´crit comme un ensemble de triplets (E,F, σ) mo-
dulo une relation d’e´quivalence (voir [AS68a] par exemple), ou` E,F sont
des fibre´s vectoriels au-dessus de X est σ : E → F est un isomorphisme en
dehors d’un compact de X. On utilisera cette description au cours de ce
travail.
La pe´riodicite´ de Bott dans ce cadre se traduit par le fait que K0(X) ∼=
K0(X ×R2). En fait, l’e´le´ment de Bott, β ∈ K0(R2) est donne´ par le fibre´
canonique en droites au-dessus de P1(C) ∼= S2. On finit cette section en
e´nonc¸ant un cas plus ge´ne´ral de la pe´riodicite´ de Bott, il s’agit de l’isomor-
phisme de Thom :
Soit V → X un fibre´ vectoriel complexe au-dessus d’un espace locale-
ment compact. Alors, K0(V ) ∼= K0(X), ou` l’isomorphisme est donne´ par la
multiplication d’un e´le´ment uV ∈ K0(V ), appele´ l’e´le´ment de Thom (lequel
est bien de´fini uniquement quand X est compact, mais la multiplication
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est toujours bien de´finie). On appelle l’application
K0(X)
Thom−→ K0(V ) : x 7→ x · uV
l’isomorphisme de Thom.
1.2. Indices analytiques et the´ore`mes de l’indice
Le but de la the´orie de l’indice est grosso modo d’obtenir des inva-
riants ge´ome´triques des ”espaces” a` partir des donne´es analytiques. Clas-
siquement on utilise les ope´rateurs appele´s pseudodiffe´rentiels et leurs in-
dices. Or, pour les propos de cette the`se, la K-the´orie nous permettra
de laisser de coˆte´ tous les de´tails techniques de la the´orie des ope´rateurs
pseudodiffe´rentiels. De plus, avec l’usage des groupo¨ıdes de Lie, comme on
verra dans le chapitre suivant, on peut dans la plupart des cas, oublier
ces ope´rateurs. Cependant, on aura besoin de quelques termes que l’on
introduit tre`s brie`vement a` pre´sent.
Soit M une varie´te´ de classe C∞ de dimension m. Soient E,F des
fibre´s vectoriels au-dessus de M . Un ope´rateur diffe´rentiel sur M (d’ordre
k) est une transformation line´aire D : C∞c (M,E) → C∞(M,F ) qui en
coordonne´es locales s’e´crit comme
D =
∑
|α|≤k
aα(x)
∂|α|
∂xα
,
ou` aα(x) est une matrice de fonctions C
∞ a` valeurs complexes avec aα(x) 6=
0 pour un certain |α| = k . Soit π : T ∗M → M la projection. Le symbole
principal σ(D) de D est la section du fibre´ Hom(π∗E, π∗F ) au-dessus de
T ∗M qui est de´finie de la manie`re suivante : Dans la description locale
utilise´ ci-dessus, en la fibre de (x, ξ), le symbole principal est donne´ par la
multiplication par ∑
|α|=k
aα(x)ξ
α,
ou` ξα = ξα11 · · · ξαmm . L’ope´rateur D est appele´ elliptique si σ(D)(x, ξ) :
Ex → Fx est inversible en dehors de la section nulle de T ∗M .
Avec la description de la K−the´orie topologique donne´e ci-dessus, il
est clair que l’application D 7→ σ(D) de´finit une application de l’ensemble
d’ope´rateurs diffe´rentiel dans K0(T ∗M).
Or, la classe des ope´rateurs diffe´rentiels est un peu restreinte. Beau-
coup de constructions que l’on aimerait bien appliquer aux ope´rateurs
diffe´rentiels sortent de cette classe. On est mene´s ainsi a` utiliser les ope´rateurs
pseudodiffe´rentiels. Ceux-ci sont des ge´ne´ralisations des ope´rateurs diffe´rentiels.
On peut e´galement parler de symboles principales pour ces ope´rateurs et
prolonger de la meˆme manie`re la notion d’elliptique. En fait, si Ell(M)
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de´note l’ensemble d’ope´rateurs pseudodiffe´rentiels elliptiques sur M , alors
l’application D 7→ [σ(D)] e´puise le groupe K0(T ∗M), c’est a` dire,
Ell(M)
symb.−→ K0(T ∗M)
est une application surjective.
De plus, un ope´rateur diffe´rentiel D surM est elliptique, si et seulement
si, il existe un ope´rateur pseudodiffe´rentiel Q sur M tel que DQ − 1 et
QD − 1 sont des ope´rateurs re´gularisants. Ces ope´rateurs sont ceux qui
sont a` noyau dans C∞c (M ×M). A` partir de cette proprie´te´ on sait que D
a un kernel de dimension fini, e´galement pour son cokernel. Cette proprie´te´
est connue sous le nom de condition de Fredholm. On peut donc de´finir
l’indice de Fredholm associe´, c’est a` dire,
IndD = dimKer D − dimCokerD ∈ Z.
Ce nombre entier est appe´le´ l’indice analytique de D. Une remarque im-
portante est que le groupe de K-the´orie K0, de l’alge`bre des ope´rateurs
a` noyau dans C∞c (M ×M) est isomorphe a` Z et sous cette identification
l’e´le´ment dansK0(C
∞
c (M×M)) de´fini par le quasi-isomorphisme induit par
D (comme dans l’exemple 1.1.7) co¨ıncide avec l’indice de Fredholm de´fini
ci-dessus. Graˆce aux proprie´te´s des ope´rateurs de Fredholm on montre que
l’application D 7→ indD se factorise a` travers le symbole principal. Au-
trement dit, il existe un morphisme de groupes inda,M : K
0(T ∗M) → Z,
appe´le´ l’indice analytique de M , tel que le diagramme suivant est commu-
tatif :
Ell(M)
ind
symb
Z
K0(T ∗M)
inda,M
.
Cette proprie´te est fondamentale pour pouvoir faire la the´orie de l’indice
classique. On va e´noncer a` pre´sent le re´sultat fondamental de la the´orie. Il
s’agit du the´ore`me de l’indice d’Atiyah-Singer.
The´ore`me de Atiyah-Singer. Le the´ore`me de l’indice de Atiyah et Sin-
ger est le point de de´part de la the´orie de l’indice. En effet, ils ont montre´
que l’indice analytique d’un ope´rateur pseudodiffe´rentiel elliptique sur une
varie´te´ compacte peut eˆtre calcule´ de manie`re purement topologique. Le
the´ore`me de l’indice ge´ne´ralise des re´sultats classiques comme les the´ore`mes
de Gauss-Bonnet, Hodge, Riemman-Roch topologique entre autres, mais il
a surtout ouvert la voie pour trouver de nouveaux invariants.
On introduit l’indice topologique d’une varie´te´ compacte M :
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Conside´rons un plongement de M dans un espace euclidien M →֒ Rn.
Ensuite, on peut prendre le fibre´ normal a` M dans Rn, notons le par N .
Le fibre´ TN → TM a une structure de fibre´ vectoriel complexe, et donc
on a l’isomorphisme de Thom
K0(TM)
T−→ K0(TN).
D’une autre part, N s’ide´ntifie a` un voisinage ouvert de M dans Rn, ce qui
permet de voir aussi TN comme sous-ensemble ouvert de TRn = R2n. On
a ainsi un autre morphisme en K-the´orie
K0(TN)
i−→ K0(TRn).
Finalement, on a l’inverse du morphisme de Bott :
K0(TRn) = K0(Rn × Rn) B−→ K0({pt}) ∼= Z.
L’indice topologique de M est le morphisme
K0(T ∗M)
indt,M−→ Z
donne´ par la composition suivante
K0(TM)
T→ K0(TN) i→ K0(TRn) B→ Z.
On peut maintenant e´noncer le the´ore`me.
The´ore`me 1.2.1 (Atiyah-Singer). Soit M une varie´te´ compacte, alors
inda,M = indt,M .
L’importance du the´ore`me se remarque du fait que l’indice topologique
peut eˆtre explicitement calcule´ en termes de classes caracte´ristiques associe´s
a` la varie´te´. En effet, dans [AS68b] Atiyah-Singer montrent que pour un
ope´rateur pseudodiffe´rentiel elliptique P on a la formule suivante :
(34) indt,M ([σP ]) =
∫
TM
ch([σP ])Td(M),
ou` ch : K0(TM) → H∗(TM) est le caracte`re de Chern et Td(M) est une
classe caracte´ristique de la varie´te´ M .
1.3. Cohomologie cyclique et accouplements avec la K-the´orie
Le but de cette section est de rappeller les e´le´ments de base de la coho-
mologie cyclique. Cette the´orie peut eˆtre conside´re´e comme une ge´ne´ralisation
de la the´orie de De Rham pour des varie´te´s C∞, on verra cela plus bas.
De´finition 1.3.1. Une alge`bre diffe´rentielle gradue´e est une paire (Ω, d)
ou` Ω =
⊕
n≥0Ω
n est une alge`bre gradue´e et ou` d : Ω → Ω est une
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diffe´rentielle de de´gre´e 1, et de courbure 0, c’est a` dire, d est line´aire avec
d2 = 0, d : Ωn → Ωn+1 et elle satisfait
d(ωi · ωj) = d(ωi)ωj + (−1)iωidωj (Leibnitz).
L’exemple de base d’une alge`bre differentielle gradue´e est l’alge`bre des
formes differentielles sur une varie´te´ C∞, Ω(M), avec la differentielle de De
Rham.
Soit A une C-alge´bre. On va de´finir l’alge`bre differentielle gradue´e des
formes differentielles non commutatives associe´e a` A. On pose, pour chaque
n ∈ N,
Ωn(A) := A˜⊗
n⊗
1
A,
ou` A˜ est l’unitarisation de A (on le fait meˆme dans le cas ou` A est de´ja`
unife`re). L’espace Ωn(A) est un A-module a` droite avec l’action naturelle,
cependant on va de´finir une autre action : Soit a˜0 ⊗ a1 ⊗ · · · ⊗ an ∈ Ωn(A)
et an+1 ∈ A, on de´finit
(35) a˜0⊗a1⊗·· ·⊗an ·an+1 :=
n∑
j=0
(−1)n−j a˜0⊗a1⊗·· ·⊗ajaj+1⊗·· ·⊗an+1
Cette action a` (droite) de A sur Ωn(A) se prolonge de fac¸on e´vidente a` une
action de A˜, i.e., a` un produit Ωn(A)× A˜→ Ωn(A). On utilise cette action
pour de´finir
Ωn(A)× Ωm(A)→ Ωn+m(A).
Soit ωn ∈ Ωn(A) et b˜0 ⊗ b1 ⊗ · · · ⊗ bm ∈ Ωm(A), on pose
ωn · b˜0 ⊗ b1 ⊗ · · · ⊗ bm := (ωn · b˜0 ⊗ b1 ⊗ · · · ⊗ bm).
On a une alge`bre gradue´e Ω(A) =
⊕
n≥0Ω
n(A). On peut de´finir une
diffe´rentielle Ωn(A)→ Ωn+1(A) de la manie`re suivante
d(a˜0 ⊗ a1 ⊗ · · · ⊗ an) = a0 ⊗ a1 ⊗ · · · ⊗ an,
et obtenir ainsi une alge`bre diffe´rentielle gradue´e (Ω(A), d). Les formules
pre´ce´dents semblent un peu artificielles, il y a une autre manie`re de pre´senter
l’alge`bre Ω(A) qui re´sulte plus intuitive et ou` on voit bien la re´lation avec les
formes diffe´rentielles : on pose Ω(A) l’alge`bre universelle engendre´e (comme
C-alge`bre) par A, avec les re´lations de A et des symboles da, avec a ∈ A ;
et des re´lations
d(λ · a+ µ · b) = λ · da+ µ · db
d(ab) = da · b+ a · db,
avec λ, µ ∈ C et a, b ∈ A. Ainsi de´finie, Ω(A) admet une graduation par
N, le facteur n, Ωn(A), est tout simplement des combinaisons line´aires
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d’e´le´ments de la forme a0da1 · · · dan et λ · da1 · · · dan. Maintenant il est
facile de de´duire les formules du produit en utilisant la re´lation de Leibnitz :
En effet, si on impose
dai · ai+1 = d(aiai+1)− aidai+1,
on voit donc comme obtenir, par un argument de recurrence, la formule
(35) avec la notation diffe´rentielle :
a0da1···dan·an+1 = (−1)na0a1da2···dandan+1+
n∑
j=1
(−1)n−ja0da1···d(ajaj+1)···dan+1.
L’alge`bre Ω(A) est universelle dans le sens suivant : Soit (Ω, d) une
alge`bre diffe´rentielle gradue´e. Supposons que l’on a une morphisme d’alge`bres
ρ : A → Ω0, alors il existe un unique morphisme d’alge`bres diffe´rentielles
gradue´es δ : Ω(A)→ Ω tel que on a un diagramme commutatif
A
ρ
Ω
Ω(A).
δ
En effet, on peut de´finir δ(a0da1 · · · dan) = ρ(a0)dρ(a1) · · · dρ(an).
De´finition 1.3.2. Un cycle de dimension n sur A est un triplet (Ω, ρ,
∫
)
ou`
1. (Ω, d) est une alge`bre diffe´rentielle gradue´e,
2. ρ : A→ Ω0 est un morphisme d’alge`bres et
3.
∫
: Ωn → C est une trace gradue´e fe´rme´e, c’est a` dire,
(trace gradue´e) :∀ωi ∈ Ωi, ωj ∈ Ωj avec i+j = n,
∫
ωiωj = (−1)ij
∫
ωjωi
et
(fe´rme´e) :∀ω ∈ Ωn−1, ∫ dω = 0.
e´tant donne´ un cycle de dimension n, (Ω, ρ,
∫
) on de´finit son caracte`re
comme l’application line´aire
τΩ : A× · · · ×A︸ ︷︷ ︸
n+1−fois
→ C
donne´e par
τΩ(a0, ..., an) =
∫
ρ(a0)dρ(a1) · · · dρ(an).
Exemple 1.3.3. Soit M une varie´te´ fe´rme´ C∞. Soit C : Ωn(M) → C
un courant fe´rme´ de de´gre´ n. Alors (Ω(M), Id, C) est un cycle de dimension
n sur C∞(M). Son caracte`re est donne´ par
τC(f0, · · ·fn) = C(f0df1 · ·dfn).
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Le the´ore`me suivant, bien que de preuve e´le´mentaire, est tre`s profond.
Il nous permettra de donner des examples pre´cis de cocycles cycliques,
et il permet en ge´ne´rale de comprendre la the´orie cyclique comme une
ge´ne´ralisation de la the´orie de De Rham.
The´ore`me 1.3.4. [Connes] Soit τ : A× · · · ×A︸ ︷︷ ︸
n+1−fois
→ C une application
line´aire. Les e´nonce´s suivants sont e´quivalents :
(a) Il existe une trace gradue´e fe´rme´e τ˜ : Ωn(A)→ C telle que
τ˜(a0da1 · · · dan) = τ(a0, · · ·, an).
(b) Il existe un cycle de dimension n sur A de caracte`re τ , c’est a` dire,
τ = τΩ.
(c) τ satifait les deux proprie´te´s suivantes :
· τ est cyclique :
τ(a0, · · ·, an) = (−1)nτ(an, a0, · · ·, an−1)
· τ est un cocycle : Si bτ : A× · · · ×A︸ ︷︷ ︸
n+2−fois
→ C est l’application
multiline´aire de´finie par
(bτ)(a0, ..., an+1) =
n∑
i=0
(−1)iτ(a0, ..., aiai+1, ..., an+1)+(−1)n+1τ(an+1a0, ..., an),
alors bτ = 0.
On peut passer a` la de´finition de la cohomologie cyclique. Conside´rons
Cn(A) := {A× · · · ×A︸ ︷︷ ︸
n+1−fois
→ C : τ multiline´aire }.
L’ope´ration bτ de´finie en (c) du the´ore`me correspond a` un ope´rateur
b : Cn(A)→ Cn+1(A)
qui satisfait b2 = 0. Autrement dit, on a un complexe (C ·(A), b) dont
la cohomologie (pour le cas A unife´re) est la cohomologie de Hochschild
de A, note´e par HH∗(A). Or, le the´ore`me nous dit que les applications
multiline´aires qui sont des caracte`res d’un cycle, sont pre´cisement celles
qui satisfont les deux proprie´te´s de 1.3.4(c). Notons par Cnλ (A) le sous-
espace de Cn(A) des applications τ : An+1 → C telles que
τ(a0, · · ·, an) = (−1)nτ(an, a0, · · ·, an−1).
Connes a montre´ que l’ope´rateur b se restreint a` cette sous-espace, i.e.,
b : Cnλ (A)→ Cn+1λ (A),
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ce qui nous permet de conside`rer la cohomologie du complexe obtenu. On
appelle cohomologie cyclique de A, la cohomologie du complexe (C ·λ(A), b).
On la note par HC∗(A).
Remarque 1.3.5. Meˆme si (C ·λ(A), b) est un sous-complexe de (C
·(A), b),
on n’a pas une injection au niveau des cohomologies. L’exemple pour cela
est donne´ par A = C, en effet
HCk(C) =
{
C si k = 2n
0 si k = 2n+ 1,
tandis que
HHk(C) =
{
C si k = 0
0 si k 6= 0.
Neanmoins, l’inclusion de sous-complexes induit toujours un morphisme
entre cohomologies
(36) HC∗(A)
I−→ HH∗(A).
On n’a pas parle´, jusqu’a` maintenant, des alge`bres topologiques. Il est
intuitif que dans la de´finition de C ·λ(A) (ou` de C
·(A)) on peut conside´rer
des applications multiline´aires continues. Effectivement, sous cette suppo-
sition et en prenant des alge´bres localement convexes, on a une the´orie de
cohomologie cyclique topologique. Il est par contre plus de´licat de parler
de cycles et de l’alge`bre diffe´rentielle gradue´e de formes diffe´rentielles sur
A, bien qu’il est possible, il faut faire attention a` la topologie que l’on
conside`re sur les produits tensorials. On en reparlera plus tard lorsque on
aura besoin. Pour l’instant tout ce que l’on va dire reste vrai pour le cas
topologique.
Graˆce au the´ore`me on voit qu’un cycle sur A determine, via son ca-
racte`re, un e´le´ment de HC∗(A) et a` l’inverse. En e´tudiant les proprie´te´s
des cocycles bordants (ou cycles cobordants) Connes a e´te´ me´ne´ a` trouver
une suite exacte longue qui re´lie la cohomologie cyclique a` la de Hochschild.
Cette suite lui a permis de faire de nombreux calculs explicits des espaces
de cohomologie ainsi que de mieux comprendre la the´orie cyclique comme
une version non commutative de la the´orie de De Rham pour de varie´te´s.
On va de´finir les ope´rateurs jouant dans la suite exacte mentione´e, cela
nous permettra aussi de parler de cup produit et d’introduire la cohomo-
logie cyclique pe´riodique qui est la the´orie qui nous inte´resse pour cette
the`se.
Commencons par l’ope´rateur B : HHn(A) → HCn−1(A), on va juste
donner la de´finition, pour voir la motivation ge´ome´trique on envoie le lec-
teur a` [Con85, Con94, CST04] par exemple. L’ope´rateur B est de´fini
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au niveau de Cn(A) : D’abord de´finissons deux ope´rateurs : l’ope´rateur
d’antysimmetrisation A : Cn(A)→ Cnλ (A) donne´ par
(Aτ)(a0, ..., an) =
∑
σ∈Sn
sgn(σ)τ(a0, aσ(1)..., aσ(n))
et l’ope´rateur B0 : C
n(A)→ Cn−1(A) donne´ par
B0(τ)(a0, ..., an−1) = τ(1, a0, ..., an−1)− (−1)nτ(a0, ..., an−1, 1).
On pose B = AB0 : C
n(A) → Cn−1λ (A). Il est possible de montrer qu’il
s’agit d’un morphisme de complexes, c’est a` dire, il induit un ope´rateur
(37) B : HHn(A)→ HCn−1(A).
Pour de´finir l’ope´rateur qui suit on commence par discuter le cup produit
en cohomologie cyclique. Or, pour cela il est plus commod d’utiliser la
de´scription de la cohomologie cyclique donne´ par des cycles ge´ome´triques :
soient (ΩA, ρA,
∫
A
) et (ΩB, ρB,
∫
B
) des cycles de dimensions n et m sur A et
B respectivement. Soit (ΩA⊗ˆΩB, d) l’alge`bre diffe´rentielle gradue´e de´finie
par
(ΩA⊗ˆΩB)n =
⊕
i+j=n
(ΩiA ⊗ ΩjB)
et d : (ΩA⊗ˆΩB)n → (ΩA⊗ˆΩB)n+1 est donne´e par
d(ωi ⊗ ωj) = dA(ωi)⊗ ωj + (−1)iωi ⊗ dB(ωj).
On de´finit
∫
: ΩnA ⊗ ΩmB → C par∫
ωn ⊗ ωm = (−1)nm
∫
A
ωn ·
∫
B
ωm,
et on obtient ainsi un cycle de dimension n+m sur A⊗B. En fait, Connes
montre que cela induit un morphisme
HCn(A)×HCm(B)→ HCn+m(A⊗ B),
qui est connu comme le cup produit en cohomologie cyclique. Maintenant,
il y a un cas particulier tre`s inte´ressant, c’est lorsque on prend B = C et
m = 2. Dans ce cas on a mentionne´ que HC2(C) ∼= C : En fait, le cocycle
donne´ par s0 : C
3 → C donne´ par (a0, a1, a2) 7→ a0 ·a1 ·a2 est le ge´ne´rateur.
On peut conside´rer l’ope´rateur de pe´riode 2,
(38) S : HCn(A)→ HCn+2(A),
de´termine´ par la multiplication par s0.
On compte avec les ope´rateurs ne´ce´ssaires pour enoncer le re´sultat sur
la suite exacte dont on a parle´ plus haut.
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The´ore`me 1.3.6. [Connes] Soit A une alge`bre, alors on a la suite
exacte suivante :
(39) ...→ HCn(A) I→ HHn(A) B→ HCn−1(A) S→ HCn+1(A)→ ...
L’ope´rateur S ci-dessus permet aussi de donner une de´finition rapide
de la cohomologie cyclique pe´riodique.
De´finition 1.3.7. Soit A une alge`bre. La cohomologie cyclique pe´riodique
de A est donne´e par
(40) HP 0(A) = lim−→
S
HC2n(A)
et
(41) HP 1(A) = lim−→
S
HC2n+1(A).
La cohomologie cyclique pe´riodique est celle qui possede les bonnes
proprie´te´s, comme invariance par Morita, scindage et invariance par homo-
topie. De plus, cette the´orie est la vrai ge´ne´ralisation de la the´orie de De
Rham. En effet, comme Connes l’a montre´, si A = C∞(M) avec M une
varie´te´ compacte, alors
HP ∗(A) ≈ HDR∗ (M ;C).
Or, la cohomologie cyclique pe´riodique peut eˆtre vue aussi comme la co-
homologie d’un complexe. Il s’agit du complexe total du bicomplexe (b, B)
que l’on donne a` pre´sent. Cette de´scription est beaucoup plus explicite et
permet de de´finir des e´le´ments de cette espace de manie`re plus simple.
Soit A une alge`bre. Soient n,m ∈ Z, on note par Cn,m(A) := Cn−m(A)
si n−m > 0 et ze´ro sinon. On a deux diffe´rentielles
Cn,m(A)
b−→ Cn+1,m(A)
et
Cn,m(A)
B−→ Cn,m+1(A).
Dans [Con85], Connes montre que bB + Bb = 0 et qu’il s’agit vraiment
de diffe´rentielles, b2 = 0, B2 = 0. Alors, on a un bicomplexe (C∗,∗(A), b, B).
Connes montre e´galement que la cohomologie totale du bicomplexe pre´ce´dent
est de pe´riode 2, pair et impair, et que ces espaces correspondent pre´cise´ment
a` HP 0(A) et a` HP 1(A) (voir aussi [Con94], [CST04]).
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1.3.1. Accouplements avec la K-the´orie. Comme on a vu a` la
section pre´cedente, la the´orie cyclique est une version noncommutative de la
the´orie de De Rham pour des varie´te´s. Or, dans cette section on va rappeler
les notions de base de la the´orie de Chern-Connes, c’est a` dire, on va voir
qu’il est possible de´finir un analogue au caracte`re de Chern. En fait, on va
de´finir un accouplement entre la K−the´orie et la Cohomologie cyclique de
A, qui correspond dans le cas ge´ome´trique classique a` l’accouplement du
caracte`re de Chern ci-dessus avec l’homologie de De Rham (des courants).
Soit A une alge`bre et soit e ∈ A un idempotent. Soit τ ∈ Z2nλ (A), on
va poser
(42) < τ, e >:=
(2πi)−n
n!
τ(e, ..., e)
Maintenant, on veut de´finir un accouplement similaire mais avec des
ide´mpotents matriciaux, e ∈ Mr(A). Or, la cohomologie cyclique est inva-
riante par Morita, cela veut dire en particulier queHC∗(A) ≈ HC∗(Mr(A)),
∀r. En effet, l’isomorphisme est donne´ de manie`re tre`s naturelle par le cup
produit de la trace usuelle de matrices. On explique ce dernier point :
Conside´rons tr :Mr(C)→ C la trace des matrices, cela de´finit un e´le´me´nt
(qui est le ge´ne´rateur) enHC0(C) et donc on peut conside`rer le cup produit
♯tr : HCn(A)→ HCn(Mr(A)),
ou` on utilise l’isomorphisme Mr(A) ≈ A ⊗ Mr(C). On peut e´noncer le
re´sultat sur l’accouplement.
The´ore`me 1.3.8 (Connes). Soit τ ∈ Z2nλ (A) et e ∈ Mr(A) un idem-
potent (On suppose A unife`re). Alors, l’expression suivante
(43) < τ, e >:=
(2πi)−n
n!
(τ♯tr)(e, ..., e)
ne depend que des classes [τ ] ∈ HC2n(A) et [e] ∈ K0(A). Autrement dit,
on a un accouplement bien de´fini
(44) K0(A)×HC2n(A)→ C
On peut e´noncer quelques proprie´te´s imoprtantes de cet accouplement
qui seront ne´cessaire pour nous dans la suite.
(1) L’accouplement de´crit au the´ore`me est compatible avec l’ope´rateur
S, c’est a` dire, on a des formules du type
< τ, e >=< Sτ, e > .
En particulier, l’accouplement se prolonge a` la Pe´riodique cyclique,
K0(A)×HP 0(A)→ C.
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(2) L’accouplement avec la cohomologie pe´riodique de´crit au point pre´ce´dent
est invariant par homotopie d’idempotents : Supposons A a une struc-
ture topologique et τ ∈ HP 0(A) (cocycle cyclique continu). Soit
e ∈ C1([0, 1], A) (de classe C1) avec et ∈ A un idempotent pour
chaque t ∈ [0, 1]. Alors
< τ, e0 >=< τ, e1 > .
Une manie`re ge´ome´trique de voir la formule de pairing est la suivante.
Soit τ ∈ HC2n(A), on sait qu’il existe un cycle de dimension 2n, (Ω, ρ, ∫ )
dont le caracte`re est pre´cisement τ . Avec cette image en teˆte, la formule
(42) devient
< τ, e >=
(2πi)−n
n!
∫
e · (de)2n,
ou` on a abuse´ un peu de l’e´criture car en principe on doit mettre ρ et la
trace matricielle dans ces formules. Mais on a de´cide´ de la pre´senter comme
cela parce que ainsi on voit la re´lation avec une formule tre`s familiale en
ge´ometrique classique, celle du caracte`re de Chern. En effet, l’accouplement
(44) ge´ne´ralise le caracte`re de Chern pour des varie´te´s.
CHAPITRE 2
Groupo¨ıdes de Lie
2.1. Groupo¨ıdes de Lie
Dans cette section on va donner les e´le´ments de base de la the´orie
de groupo¨ıdes et plus particulierement de ceux qui nous inte´ressent dans
ce travail, a` savoir les groupo¨ıdes de Lie. Avant voyons la de´finition de
groupo¨ıdes en ge´ne´ral.
De´finition 2.1.1. Un groupo¨ıde consiste de la donne´e suivante :
Deux ensembles G , G (0) et de functions
· s, r : G → G (0) appele´es source et but respectivement,
· m : G (2) → G appele´e le produit ou la composition du groupo¨ıde, ou`
G (2) = {(γ, η) ∈ G × G : s(γ) = r(η)},
tels qu’il existe une application u : G (0) → G (l’unite´) et une application
i : G → G (l’inverse), tel que, si on note m(γ, η) = γ · η, u(x) = x et
i(γ) = γ−1, on a
1. r(γ · η) = r(γ) et s(γ · η) = s(η).
2. γ · (η · δ) = (γ · η) · δ, ∀γ, η, δ ∈ G des que cela est possible.
3. γ · x = γ et x · η = η, ∀γ, η ∈ G avec s(γ) = x et r(η) = x.
4. γ · γ−1 = u(r(γ)) et γ−1 · γ = u(s(γ)), ∀γ ∈ G .
En ge´ne´ral on notera G ⇉ G (0) pour dire que l’on a un groupo¨ıde ou`
les deux fle`ches parallelles repre´sentent la source et le but.
On aura besoin de quelques notations plus ou moins classiques le long
de cette the`se : Soit G ⇉ G (0) un groupo¨ıde. Soient A,B ⊂ G deux sous-
ensembles quelconques, on note par
GA = {γ ∈ G : s(γ) ∈ A},
les fle`ches qui commencent en A, par
G
B = {γ ∈ G : r(γ) ∈ B},
les fle`ches qui finissent en B, et par
G
B
A = {γ ∈ G : s(γ) ∈ A, r(γ) ∈ B}
les e´le´ments de G qui ont source en A et but en B. Ainsi, Gx (G
x) est la
s-fibre (r-fibre) au-dessus de x et G xx est le groupe des lacets au-dessus de
x.
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De´finition 2.1.2 (Groupoide de Lie). Un groupo¨ıde de Lie est un
groupo¨ıde pour lequel G et G (0) sont des varie´te´s C∞ ; et toutes les appli-
cations figurant dans la de´finition pre´ce´dente sont des applications C∞. De
plus, on demande que s, r soient des submersions. En particulier, G (2) est
une varie´te´.
On dit que un groupo¨ıde de Lie est e´tale si les applications source et
but (s et r) sont des applications e´tales (des diffe´omorphismes locaux).
Notre premier exemple de groupo¨ıdes de Lie sont les groupes de Lie.
Plus bas on donnera d’autres exemples.
Exemple 2.1.3 (Groupes de Lie). Soit G un groupe de Lie. Alors
G⇉ {e}
est un groupo¨ıde de Lie avec la composition donne´e par le produit du groupe,
l’unite´ est l’e´le´ment neutre et l’inverse est l’inverse du groupe.
Comme on a vu ci-dessus les groupo¨ıdes de Lie ge´ne´ralisent les groupes
de Lie. Or, pour les groupo¨ıdes de Lie il existe un concept jouant le roˆle
de l’alge`bre de Lie pour un groupe : Il s’agit de l’alge´bro¨ıde de Lie, qu’on
de´finit maintenant :
De´finition 2.1.4. Soit G → G (0) un groupo¨ıde de Lie. L’alge´bro¨ıde de
Lie de G est le fibre´ vectoriel
AG → G (0)
qui est par de´finition le fibre´ normal a` l’inclusion G (0) ⊂ G (on identifie
G (0) a` son image par u). Ainsi, la fibre au point x ∈ G (0) est donne´e par
AxG := TxG /TxG
(0).
Pour le cas d’un groupo¨ıde de Lie donne´ par un groupe de Lie G⇉ {e}
on a bien que AG = TeG, l’espace tangent a` l’identite´ du groupe. Or, dans
la the´orie de Lie ce qui est plus importante c’est que cet espace tangent
posse`de une structure d’alge`bre de Lie. Dans le cadre des groupo¨ıdes de
Lie il existe aussi une notion e´quivalente.
De´finition 2.1.5 (Alge´bro¨ıde de Lie). Soit M une varie´te´ C∞. Un
alge´bro¨ıde de Lie au-dessus de M est un fibre´ vectoriel A au-dessus de M
avec une structure d’alge`bre de Lie en l’espace de sections lisses Γ(A) et un
morphisme de fibre´s ρ : A→ TM tel que, prolonge´ a` un morphisme entre
les espaces de sections, on a
(i) ρ([X, Y ]) = [ρ(X), ρ(Y )], et
(ii) [X, fY ] = f [X, Y ] + (ρ(X)f)Y
pour tous X, Y ∈ Γ(A) et f ∈ C∞(M).
Chapitre 2. Groupo¨ıdes de Lie 43
Il faut donner a` AG , l’alge`bro¨ıde de Lie d’un groupo¨ıde de Lie une struc-
ture d’alge´bro¨ıde de Lie. Mais avant cela il faut donner une pre´sentation
de ce fibre´ plus convenable. Comme le morphisme source est une submer-
sion on a que TxG
(0) ⊕ TxGx ≈ TxG pour chaque x ∈ G (0). Maintenant, le
fibre´ vectoriel TsG |G (0) := Ker(ds)|G (0) peut eˆtre identifie´ au fibre´ normal
a` l’inclusion G (0) ⊂ G puisque on a les deux suites exactes suivantes :
0→ TG (0)
du
⇄
ds
TG (0)G → AG → 0
et
0→ TsG |G (0) → TG (0)G
ds
⇄
du
TG (0) → 0,
donc
(45) TsG |G (0) → TG (0)G → AG
est un isomorphisme de fibre´s vectoriels au-dessus de G (0) : explicitement,
pourX ∈ TxG , l’associationX 7→ X de´finit l’isomorphisme TsG |G (0) → AG
avec inverse, N G
G (0)
→ TsG |G (0) , donne´e par
(46) X 7→ X − (dxu ◦ dxs)(X).
On pourrait e´galement identifier le fibre´ vectoriel Ker(dr)|G (0) a` AG en
utilisant l’application r.
Avec cette description il est facile a` ve´rifier que les sections de AG sont
en correspondance biunivoque avec les champs de vecteurs X sur G qui
sont s−verticaux et invariants a` droite : ds∗(X(γ)) = 0 et invariante par
la translation a` droite ∀γ ∈ G , Rγ : Gr(γ) → Gs(γ) donne´e par Rγ(η) =
η ◦ γ. Maintenant, le crochet de Lie [X, Y ] de deux champs de vecteurs
s-verticaux et invariants a` droite est du meˆme type, et on a ainsi une
structure d’alge`bre de Lie sur Γ(AG ).
2.1.1. Exemples des groupo¨ıdes de Lie. On va donner dans cette
section quelques exemples de groupo¨ıdes de Lie.
Exemple 2.1.6 (Varie´te´s). Soit M une varie´te´ C∞. On peut conside´rer
le groupo¨ıde
M ⇉M
ou` tous les morphismes sont l’identite´ en M . Il s’agit e´videment d’un
groupo¨ıde de Lie. On se re´fe´rera a` ce groupo¨ıde comme le groupo¨ıde identite´
(de M).
Exemple 2.1.7 (Groupo¨ıde d’une varie´te´). Soit M une varie´te´ C∞.
On peut prendre la varie´te´ produit M ×M et le groupo¨ıde
M ×M ⇉ M
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avec s(x, y) = y, r(x, y) = x et la composition donne´e par (x, y) ◦ (y, z) =
(x, z). C’est clair que l’on doit imposer u(x) = (x, x) et (x, y)−1 = (y, x)
pour avoir un groupo¨ıde de Lie. On appelle ce groupo¨ıde ”le groupo¨ıde de
M” et on le de´note par GM .
Exemple 2.1.8. [Groupo¨ıde produit fibre´ associe´ a` une submersion]
L’exemple suivant est une ge´ne´ralisation du pre´ce´dent. Soit N
p→ M une
submersion. On conside`re le produit fibre´ N ×M N := {(n, n′) ∈ N × N :
p(n) = p(n′)}, qui est une varie´te´ C∞ parce que p est une submersion. On
peut alors prendre le groupo¨ıde
N ×M N ⇉ N
qui est juste un sous-groupo¨ıde de N ×N .
Exemple 2.1.9 (G-espaces). Soit G un groupe de Lie agissant par
diffe´omorphismes sur une varie´te´ C∞, M . Le groupo¨ıde d transformation
associe´ a` cette action est le groupo¨ıde
M ⋊G⇉M.
En tant qu’ensemble M ⋊ G = M × G, et les morphismes de structure
sont donne´s par s(x, g) = x · g, r(x, g) = x, la composition est donne´e par
(x, g) ◦ (x · g, h) = (x, gh), l’unite´ est u(x) = (x, e) et l’inverse (x, g)−1 =
(x · g, g−1). Il est facile de ve´rifier qu’il s’agit d’un groupo¨ıde de Lie.
Exemple 2.1.10 (Fibre´s vectoriels). Soit E
p→ X un fibre´ vectoriel
lisse au-dessus d’une varie´te´ C∞ X. On conside`re le groupo¨ıde
E ⇉ X
avec s(ξ) = p(ξ), r(ξ) = p(ξ), la composition utilise la structure vectorielle
et elle donne´e par ξ ◦ η = ξ + η, l’unite´ est e´videment la section nulle et
l’inverse est l’inverse additif dans chaque fibre. De nouveau il s’agit tre`s
clairement d’un groupo¨ıde de Lie.
Exemple 2.1.11 (Groupo¨ıde de Haefliger). Soit q un entier positive. Le
groupo¨ıde de Haefliger Γq a comme espace d’objets Rq. Une fle`che x 7→ y
en Γq est le germe d’un diffe´omorphisme (local) (Rq, x) → (Rq, y). Ce
groupo¨ıde de Lie et son espace classifiant jouent un roˆle essentiel dans la
the´orie des feuilletages, [Hae84].
Exemple 2.1.12 (Pullbacks). Soit G ⇉ M un groupo¨ıde de Lie et
f : N →M une submersion C∞. Posons
f ∗G = {(n, γ, n′) ∈ N × G ×N : f(n) = r(γ), f(n′) = s(γ)}.
On a un groupo¨ıde de Lie
f ∗G ⇉ N
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avec s(n, γ, n′) = n′, r(n, γ, n′) = n, la composition est donne´e par (n, γ, n′)◦
(n′, η, n′′) = (n, γ ◦ η, n′′), l’unite´ est u(n) = (n, u(f(n)), n) et l’inverse
(n, γ, n′)−1 = (n′, γ−1, n). De plus, on a par de´finition le suivant diagramme
commutatif :
f ∗G G
N
f
M.
En fait, f ∗G est un sous-groupo¨ıde de N ×N × G .
Exemple 2.1.13 (Orbifolds). Un Orbifold est un groupo¨ıde e´tale pour
lequel l’application (s, r) : G → G (0)×G (0) est une application propre. Pour
plus de de´tailles voir [Moe02].
Exemple 2.1.14 (Groupo¨ıde associe´ a` un reveˆtement). Soit Γ un groupe
discret agissant proprement et librement sur une varie´te´ M˜ avec quotient
compact M˜/Γ := M . Notons G le quotient de M˜ × M˜ par l’action dia-
gonale de Γ. On a un groupo¨ıde de Lie G ⇉ G (0) = M avec s(x˜, y˜) = y,
r(x˜, y˜) = x et composition donne´e par (x˜, y˜) ◦ (y˜, z˜) = (x˜, z˜). En fait,
comme (x˜, y˜) = (x˜g, y˜g), la dernie`re e´galite´ est suffisante pour de´finir la
composition des e´le´ments composables.
Un cas particulier de cette situation est lorsque Γ = π1(M) et M˜ est le
reveˆtement universel.
Exemple 2.1.15 (Groupo¨ıde d’holonomie associe´ a` un feuilletage).
Soit M une varie´te´ C∞ compacte de dimension n. On appelle feuilletage
(re´gulier) de dimension p (avec 0 ≤ p ≤ n) a` la varie´te´ M avec un sous-
fibre´ F du fibre´ tangent TM inte´grable. Pour nous (graˆce au the´ore`me
de Frobenius) inte´grable veut dire que C∞(F ) := {X ∈ C∞(M,TM) :
∀x ∈ M,Xx ∈ Fx} est une sous-alge`bre de Lie de C∞(M,TM). Ceci
de´termine une partition de la varie´te´ M en sous-varie´te´s plonge´es (les
feuilles), donne´e par la solution d’inte´grer F .
Le groupo¨ıde d’holonomie de (M,F ) est un groupo¨ıde de Lie
G (M,F )⇉M
d’alge´bro¨ıde de Lie AG = F et minimal dans le sens suivant : n’importe
quel groupo¨ıde de Lie inte´grant le feuilletage1 contient un sous-groupo¨ıde
ouvert qui s’envoie (de manie`re C∞) sur G (M,F ). En particulier les or-
bites de ce groupo¨ıde sont pre´cise´ment les feuilles de (M,F ), i.e., pour
chaque x ∈M , r(Gx) est e´gale a` la feuille qui passe par x.
Le groupo¨ıde d’holonomie a e´te´ construit par Ehresmann [Ehr65] et
Winkelnkemper [Win83] (voir aussi [CC00], [God91], [Pat99] ou [Vas01]).
1qui a aussi F comme alge´bro¨ıde
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2.2. Alge`bres associe´es a` un groupo¨ıde de Lie
Soit G ⇉ G (0) un groupo¨ıde de Lie. On supposera pour l’instant que
G est une varie´te´ se´pare´e. Ici, on suit principalement le deuxie`me chapitre
de [Pat99] et le premier chapitre de [Vas01].
2.2.1. A` l’aide des syste`mes de Haar. De la meˆme fac¸on que
l’alge`bre d’un groupe peut e´te´ construit a` l’aide d’une mesure de Haar, il
est possible de faire de manie`re similaire pour les groupo¨ıdes. Les syste`mes
de Haar pour des groupo¨ıdes ont e´te´ introduit par Jean Renault, [Ren80],
et comme leur nom le dit ils jouent un roˆle analogue aux mesures de Haar
pour des groupes. On commence par donner la de´finition d’un syste`me de
Haar.
De´finition 2.2.1 (Syste`me de Haar (lisse)). On appelle systeme de
Haar (invariant a` droite) sur G la donne´e d’une famille (µx)x∈G (0) de me-
sures positives sur G ve´rifiante que :
(i) le support de la mesure µx est contenu dans Gx,
(ii) (µx)x∈G (0) est un syste`me de mesures G -e´quivariant a` droite : Pour
tout η : x→ y ∈ G et f ∈ C∞(G ), on a :∫
Gx
f(γ)dµx(γ) =
∫
Gy
f(γ ◦ η)dµy(γ).
En particulier la mesure µx est invariante par l’action a` droite du
groupe G xx .
(iii) Pour toute f ∈ C∞(G ), l’application f˜ : G (0) → C donne´e par
x 7→
∫
Gx
f(γ)dµx(γ)
appartient a` C∞c (G
(0)).
On peut a` pre´sent de´finir le produit de convolution sur C∞c (G ) : Soient
f, g ∈ C∞c (G ) et γ ∈ G , alors f ∗ g donne´e par
(f ∗ g)(γ) =
∫
Gs(γ)
f(γ ◦ η−1)g(η)dµs(γ)(η)
de´finit un e´le´ment de C∞c (G ). Ce produit fait de C
∞
c (G ) une alge`bre asso-
ciative.
De´finir la C∗−alge`bre re´duite dans ce cas est simple, il suffit de conside´rer
la comple´tion de C∞c (G ) par rapport a` la norme
‖f‖r = sup
x∈G (0)
‖πx(f)‖,
ou` chaque πx est la repre´sentation re´gulie`re de C
∞
c (G ) dans L
2(Gx, µx).
Pour le cas de la C∗−maximal, on comple`te C∞c (G ) par rapport a` la norme
sup de toutes les repre´sentations unitaires continues de C∞c (G ).
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Dans notre cadre, on veut de plus que ces mesures soient dans la classe
de Lebesgue. Dans un groupo¨ıde de Lie il y a toujours des tels syste`mes. En
effet, toute 1-densite´ (voir de´finition plus bas) positive sur A∗G de´finit un
syste`me de Haar (the´ore`me 2.3.1 dans [Pat99]). On supposera dore´navant
que tous nos groupo¨ıdes de Lie sont munis d’un syste`me de Haar de´fini a`
partir d’une densite´.
2.2.2. A` l’aide des demi-densite´s. On va de´finir le fibre´ de demi-
densite´s sur un groupo¨ıde de Lie, introduit par Alain Connes et note´ par
Ω
1
2G . Le but de ce paragraphe est de munir C∞c (G ,Ω
1
2G ) d’une structure
d’alge`bre. Commenc¸ons par rappeller les notions e´le´mentaires sur les den-
site´s.
De´finition 2.2.2 (s-densite´s). Soit V un espace vectoriel de dimension
n et soit s > 0. Une s-densite´ sur V est une application
f : ΛnV → R (ou` C)
qui satisfait f(λ · ω) = |λ|s · f(ω). On note par |Λ|sV l’ensemble des s-
densite´s sur V .
Soit a` pre´sent V
ρ→ X un fibre´ vectoriel (lisse) au-dessus d’une varie´te´
X. On peut conside´rer le fibre´ des s-densite´s, |Λ|sV , associe´ a` V et de´fini
de la manie`re suivante :
(|Λ|sV )x := |Λ|sVx
Ce dernier est un fibre´ vectoriel au-dessus de X. On appellera une s-densite´
sur V
ρ→ X une section du fibre´ |Λ|sV .
L’inte´ret d’avoir introduit les s-densite´s est le suivant : Conside´rons le
cas ou` X est une varie´te´ C∞ et V = TX, le fibre´ tangent a` X. Dans ce cas
on verra qu’il est possible d’integrer les 1-densite´s sans besoin de demander
des conditions d’orientabilite´ sur la varie´te´. Prenons donc Ψ une 1-densite´
de |Λ|1TX une 1-densite´. Soit f ∈ C∞c (X), on peut inte´grer
∫
fΨ : pour
une partiton de l’unite´ (φi) associe´e a` un recouvrement par des ouverts de
cartes Ui :∫
X
fΨ =
∑
i
fφiΨ(∂x1 ∧ ∂x2 ∧ · · · ∧ ∂xn)dx1dx2 · · · dxn.
Graˆce a` la formule de changement de variable, cette formule ne de´pend pas
de choix.
Passons a` de´finir le fibre´ de demi-densite´s sur G , celui-ci est donne´ par
Ω
1
2G = r∗(|Λ| 12AG )⊗ s∗(|Λ| 12AG ),
et donc la fibre en γ est donne´e par :
Ω
1
2
γ G = |Λ| 12Ar(γ)G ⊗ |Λ| 12As(γ)G .
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On peut maintenant de´finir le produit sur C∞c (G ,Ω
1
2G ) : Soient f, g ∈
C∞c (G ,Ω
1
2G ) et γ ∈ G . Pour de´finir (f ∗ g)(γ) il suffit de dire comme cet
e´le´ment s’e´value en (v, w) ∈ ΛqAr(γ)G )⊗ΛqAs(γ)G ) ou` q = dimvectAG . Soit
δGs(γ), on a que f(γδ
−1) ∈ |Λ| 12Ar(γ)G )⊗|Λ| 12Ar(δ)G ) et donc f(γδ−1)(v) ∈
|Λ| 12Ar(δ)G ). De manie`re similaire g(δ)(w) ∈ |Λ| 12Ar(δ)G ). Alors f(γδ−1)(v)g(δ)(w)
de´finit une 1-densite´ de r∗(AG ) comme fibre´ au-dessus de Gs(γ). On peut
alors poser
(f ∗ g)(γ)(v, w) =
∫
Gs(γ)
f(γδ−1)(v)g(δ)(w).
On a aussi une involution donne´e par
f ∗(γ)(v, w) = f(γ−1)(w, v).
On a de cette manie`re une *-alge`bre associative C∞c (G ,Ω
1
2G ). De plus,
comme le fibre´ Ω
1
2G est trivial (non canoniquement) on a une structure de
*-alge`bre sur C∞c (G ).
Pour de´finir la C∗−alge`bre re´duite du groupo¨ıde on a besoin d’intro-
duire l’espace L2(Gx) des demi-densite´s de carre´ inte´grable comme l’en-
semble des sections du fibre´ |Λ| 12 au-dessus de Gx comple´te´ par la norme
de´finie par
‖f‖2 =
∫
Gx
f(γ)f(γ).
Il existe pour tout x une repre´sentation naturelle πx de C
∞
c (G ,Ω
1
2G ) dans
B(L2(Gx)) donne´e par :
πx(f)(ξ)(γ) =
∫
Gx
f(γδ−1)ξ(δ).
La C∗ re´duite du groupo¨ıde C∗r (G ) est la comple´tion de C
∞
c (G ,Ω
1
2G )
par la norme
‖f‖r = sup
x∈G (0)
‖πx(f)‖.
On peut aussi de´finir la C∗−maximale en prenant la comple´tion par rapport
a` toutes les re´presentations unitaires continues.
Remarque 2.2.3. Dans les deux cas il faut ve´rifier que les repre´sentations
utilise´es sont uniforme´ment borne´es par rapport a` la norme ‖ ‖1. Pour plus
de de´tails voir [Ren80].
Remarque 2.2.4. Les deux approches donnent le meˆme re´sultat : En
effet, le choix d’une 1-densite´ positive sur A∗G , α, pour avoir un syste`me de
Haar, induit un isomorphisme C∞c (G )→ C∞c (G ,Ω
1
2G ) : f 7→ f(r∗α) 12 (s∗α) 12 .
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2.3. The´orie de l’indice pour les groupo¨ıdes de Lie
L’ingre´dient principal pour pouvoir faire la the´orie de l’indice est d’avoir
un bon calcul pseudodiffe´rentiel. Pour le cas des groupo¨ıdes de Lie en
ge´ne´ral le calcul correspondant a e´te´ de´fini au cours des anne´es par plu-
sieurs mathe´maticiens, Connes, Monthubert-Pierrot, Nistor-Weinstein-Xu
parmi d’autres. Ce calcul ge´ne´ralise les cas classique et des familles utilise´s
par exemple par Atiyah-Singer. Dans la section prochaine on va suivre
principalement [MP97] et [NWX99].
2.3.1. G -Calcul pseudodiffe´rentiel.
De´finition 2.3.1 (G -Ope´rateurs Pseudodiffe´rentiels). Un G -Ope´rateur
Pseudodiffe´rentiel d’ordre m, P , agissant dans les sections en un fibre´ vec-
toriel E → G (0) au-dessus de G (0), est une famille diffe´rentiable P :=
(Px, x ∈ G (0)) d’ope´rateurs pseudodiffe´rentiels d’ordre m, Px, agissant en
C∞c (Gx, r
∗(E)) et qui sont G − invariants. La condition d’invariance veut
dire que l’on a la proprie´te´ suivante :
(47) Pr(γ)Uγ = UγPs(γ)
pour tout γ ∈ G et ou` Uγ : C∞c (Gr(γ), r∗(E))→ C∞c (Gs(γ), r∗(E)) est donne´e
par Uγ(f)(η) = f(ηγ). La condition de famille diffe´rentiable est rigoureu-
sement de´finie dans [NWX99], de´finition 6.
Dans cette the`se on travaillera avec un certain type des G -ope´rateurs.
On les de´finit a` pre´sent.
De´finition 2.3.2 (Ope´rateurs uniforme´ment supporte´s). Soit P =
(Px, x ∈ G (0)) un G−ope´rateur psedudodiffe´rentiel. De´notons par kx le
noyau de Schwartz de Px. Posons
supp P := ∪xsupp kx.
Le support re´duit de P est par de´finition suppµP := µ1(supp P ), ou` µ1(g
′, g) =
g′g−1. On dira que P est supporte´ uniforme´ment si son support re´duit est
compact. Lorsque G (0) est compacte cette de´finition peut se dire autre-
ment : la condition de G−invariance implique que la famille (kx)x∈G (0) in-
duit une distribution sectionelle K de End(E) au-dessus de G (cela est
un fait ge´ne´ral).Alors P est uniforme´ment compact si le support de K est
compact dans G .
On va noter par Ψm(G , E) l’espace des G -ope´rateurs pseudodiffe´rentiel
supporte´s uniforme´ment, agissant sur les sections du fibre´ vectoriel E. On
note aussi,
Ψ∞(G , E) =
⋃
mΨ
m(G , E) et Ψ−∞(G , E) =
⋂
mΨ
m(G , E).
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La premie`re remarque importante est que la composition PQ = (PxQx, x ∈
G (0)) de deux G -ope´rateurs supporte´s uniforme´ment est de nouveau sup-
porte´ uniforme´ment (lemme 3, [NWX99]). En fait, Ψ∞(G , E) est une
alge`bre filtre´e (the´ore`me 1, re´f.cit.), i .e.,
Ψm(G , E)Ψm
′
(G , E) ⊂ Ψm+m′(G , E).
En particulier, Ψ−∞(G , E) est un ide´al bilate`re.
Remarque 2.3.3. Le choix de la condition sur le support se justifie
du fait que Ψ−∞(G , E) s’identifie a` C∞c (G , End(E)), graˆce au the´ore`me du
noyau de Schwartz. Plus ge´ne´ralement, Ψ∞(G , E) est une alge`bre de distri-
butions sectionelles K de End(E) au-dessus de G (comme la de´finition ci-
dessus) qui sont de classe C∞ en dehors de G (0). Vu comme cela, l’ope´ration
d’alge`bre est donne´e par la convolution des distributions.
La notion du symbole principal s’e´tend aussi a` ce cadre. Notons par
π : A∗G → G (0) la projection. Pour P = (Px, x ∈ G (0)) ∈ Ψm(G , E, F ),
le symbole principal de Px, σm(Px), est une section C
∞ du fibre´ vectoriel
Hom(π∗xr
∗E, π∗xr
∗F ) au-dessus de T ∗Gx (ou` πx : T
∗Gx → Gx), telle que dans
chaque fibre le morphisme de´fini est homoge`ne de de´gre´e m (voir [AS68a]
pour plus de de´tail). Or, il existe une section σm(P ) (homoge`ne en chaque
fibre et C∞) du fibre´ Hom(π∗E, π∗F ) au-dessus de A∗G telle que
(48) σm(P )(ξ) = σm(Px)(ξ) ∈ Hom(Ex, Fx) si ξ ∈ A∗xG
Ainsi, l’e´quation (48) ci-dessus de´termine une unique application line´aire
(49) σm : Ψ
m(G , E)→ Sm(A∗G , Hom(E,F )),
qui est de plus surjective avec noyau Ψm−1(G , E) (voir par exemple [Con79]
ou proposition 2 [NWX99]) et ou` Sm(A∗G , Hom(E,F )) de´note les sec-
tions du fibre´ Hom(π∗E, π∗F ) au-dessus de A∗G homoge`nes de de´gre´e m
dans chaque fibre.
2.3.2. G -indices analytiques.
De´finition 2.3.4 (G -Ope´rateurs elliptiques). Soit P = (Px, x ∈ G (0))
un G -ope´rateur pseudodiffe´rentiel. On dira que P est elliptique si chaque
Px est elliptique.
En revenant a` la discussion sur le symbole principal ci-dessus, on voit
bien qu’un G -ope´rateur pseudodiffe´rentiel P elliptique de´finit via l’appli-
cation line´aire (49) une classe de K−the´orie [σ(P )] ∈ K0(A∗G ). Alors si
l’on de´note par Ell(G ) l’ensemble des G -ope´rateurs psedudodiffe´rentiels
elliptiques on a une correspondance donne´e par le symbole principale
(50) Ell(G )
symb−→ K0(A∗G ).
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Proposition 2.3.5. [Con79] Soit P = (Px, x ∈ G (0)) ∈ Ψm(G , E)
elliptique. Alors il existe Q ∈ Ψ−m(G , E) tel que
IE − PQ ∈ Ψ−∞(G , E) et IE −QP ∈ Ψ−∞(G , E),
ou` IE de´note l’ope´rateur identite´ sur E.
Rappelons (cf. exemple 1.1.7) que si (A, I) est un couple d’alge`bres,
alors un e´le´ment inversible de A modulo I de´finit un quasi-isomorphisme
sur (A, I). De la proposition pre´ce´dente, on a imme´diatement que un G -
ope´rateur pseudodiffe´rentiel elliptique P ∈ Ψ∞(G ) de´finit un quasi-isomorphisme
sur (Ψ∞(G ),Ψ−∞(G )), qui revient a` un quasi-isomorphisme sur (Ψ∞(G ), C∞c (G ))
par le the´ore`me du noyau de Schwartz. Or, dans l’exemple 1.1.8 on a vu
que l’e´le´ment en K0(C
∞
c (G )) de´fini par le quasi-isomorphisme de´termine´
par P avec parametrix Q est donne´ explicitement par
(51)
[
T
(
1 0
0 0
)
T−1
]
−
[(
1 0
0 0
)]
∈ K0(C˜∞c (G )),
ou` 1 est l’unite´ de l’alge`bre C˜∞c (G ) (unitarisation de C
∞
c (G )), et ou` T est
donne´ par
T =
(
(1− PQ)P + P PQ− 1
1−QP Q
)
avec inverse
T−1 =
(
Q 1−QP
PQ− 1 (1− PQ)P + P
)
.
Maintenant, dans le cas ge´ne´ral ou` P agit sur les sections d’un fibre´ vec-
toriel E a` valeurs dans les sections d’un fibre´ vectoriel F , on obtient de la
meˆme forme un e´le´ment enK0(C
∞
c (G , Hom(E,F ))). Or,C
∞
c (G , Hom(E,F )))
est Morita e´quivalente a` C∞c (G ) et on a donc un e´le´ment de K0(C
∞
c (G ))
aussi. Une autre manie`re d’arriver au meˆme e´le´ment est la suivante :
L’alge`bre C∞c (G
(0)) est contenue dans Ψ0(G ) et donc on peut pousser les
C∞c (G
(0))-modules E,F en des Ψ∞(G )-modules E ,F . L’existence d’un
parametrix (proposition 2.3.5) est pre´cise´ment le fait que (E ,F , P ) est
un quasi-isomorphisme sur (Ψ∞(G ), C∞c (G )). Dans tous les cas on a tou-
jours qu’un G -ope´rateur pseudodiffe´rentiel elliptique de´finit un e´le´ment de
K0(C
∞
c (G )). Cela nous conduit a` la de´finition suivante.
De´finition 2.3.6 (Indice analytique lisse). Soit P un G -ope´rateur
pseudodiffe´rentiel elliptique. On note par ind P ∈ K0(C∞c (G )) l’e´le´ment
de´fini par P comme au paragraphe pre´ce´dent. On l’appelle l’indice analy-
tique lisse de P . Cela de´finit donc une correspondance
(52) Ell(G )
ind−→ K0(C∞c (G )).
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On a ainsi deux applications, (50) et (52), a` partir de Ell(G ). Dans le
cas classique d’une varie´te´ X, on avait vu que l’indice analytique (indice de
Fredholm) ne de´pend que de la classe du simbole principale en K0(T ∗X).
Autrement dit, dans ce cas la correspondance (52) se factorise a` travers le
symbole principale, i .e., on a le diagramme commutatif suivant :
Ell(X)
ind
symb
Z
K0(T ∗X)
inda
.
Cette proprie´te´ est fondamentale pour la the´orie de l’indice classique. Elle
permet de voir l’indice comme un morphisme de groupes, d’utiliser les
outils de K−the´orie topologique comme l’isomorphisme de Thom (Bott),
la compatibilite´ avec des sous-varie´te´s ouvertes, la structure d’anneau en
K−the´orie parmi d’autres proprie´te´s. Mais de plus, le groupe K0(T ∗X)
codifie l’information essentielle dont on a besoin des ope´rateurs pseudo-
diffe´rentiels elliptiques.
Revenant au cas ge´ne´ral, on voudrait avoir la meˆme proprie´te´. C’est a`
dire, que (52) se factorise par (50). Ne´anmoins, en ge´ne´ral on n’a pas cette
proprie´te´. En re´sume, on a un diagramme
Ell(G )
ind
symb
K0(C
∞
c (G ))
K0(A∗G ) ,
ou` la fle`che pointe´e n’existe pas tout le temps. On donne un exemple de
cette situation ([Con94] pp. 142).
Exemple 2.3.7. Soit R → {0} le groupo¨ıde donne´ par la structure de
groupe (additive) de R. Dans [Con94] (proposition 12, II.10.γ), Connes
montre que l’application
D 7→ indD ∈ K0(C∞c (R))
de´finit une injection de l’espace projectif des polynoˆmes non nuls D =
P ( ∂
∂x
) dans K0(C
∞
c (R)).
Cependant, si l’on conside`re le morphisme de K-the´orie
(53) K0(C
∞
c (G ))
j−→ K0(C∗r (G ))
induit par l’inclusion C∞c (G ) ⊂ C∗r (G ), alors la correspondance
Ell(G )
ind−→ K0(C∞c (G )) j−→ K0(C∗r (G ))
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se factorise a` travers le symbole principale par un morphisme que l’on note
par inda. Autrement dit, on a un diagramme commutatif
Ell(G )
ind
symb
K0(C
∞
c (G ))
j
K0(A∗G )
inda
K0(C
∗
r (G )).
En effet, inda est le morphisme d’indice (ou de bord) associe´ a` la suite
exacte courte des C∗alge`bres ([Con79], [CS84], [MP97], [NWX99])
(54) 0→ C∗r (G ) −→ Ψ0(G ) σ−→ C0(S∗G )→ 0
ou` Ψ0(G ) est une C∗−comple´tion ade´quate de Ψ0(G ), S∗G est le fibre´ en
spheres de A∗G et σ est l’extension du symbole principale.
De´finition 2.3.8. [G -Indice analytique] Soit G ⇉ G (0) un groupo¨ıde
de Lie. Le morphisme
(55) K0(A∗G )
inda−→ K0(C∗r (G ))
est appele´ l’indice analytique de G . On utilisera parfois la notation inda,G
pour remarquer le groupo¨ıde dont on parle.
L’indice analytique est un bon invariante parce que la K-the´orie pour
des C∗ est une the´orie qui jout de remarquables proprie´te´s. Par exemple,
on va de´crire un the´ore`me de l’indice dans ce cadre. Cependant, comme
on a discute´ dans la introduction de cette the`se, il est parfois pre´fe´rable de
rester au niveau C∞. On reviendra a` ce point plus tard dans ce travail.
2.3.2.1. The´ore`me de l’indice longitudinal de Connes-Skandalis. Dans
cette sous-section on va e´noncer le the´ore`me de l’indice longitudinal de
Connes et Skandalis, [CS84]. Expliquons d’abord l’e´nonce´ du the´ore`me.
Soit (M,F ) une varie´te´ feuillete´e compacte et soit G ⇉ M le groupo¨ıde
d’holonomie associe´. Comme on a vu ci-dessus on a un indice analytique
K0(T ∗F )
inda,G−→ K0(C∗r (G )).
Dans le cas de feuilletages on peut aussi de´finir un morphisme d’indice
topologique de la facon suivante :
De´finition 2.3.9 (Indice topologique longitudinal de Connes-Skanda-
lis). Soit (M,F ) une varie´te´ feuille´te´e. Prenons un plongement M
i→֒ R2m.
Conside´rons la varie´te´ M × R2m feuille´te´e par feuilles de la forme L× {t}
ou` L est une feuille de (M,F ), plus formellement, on conside´re la varie´te´
feuille´te´e (M × R2m, F × {0}), ce feuilletage a comme groupo¨ıde d’holo-
nomie G˜ = G × R2m. Soit T le fibre´ vectoriel au-dessus de M normal
a` F en R2m, c’est a` dire, Tx := (i∗(Fx))
⊥. On peut utiliser l’application
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g : T →M ×R2m donne´e par g(x, ξ) = (x, i(x)+ ξ) pour ide´ntifier T a` une
transversal ouverte du feuilletage (M ×R2m, F ×{0}), on note cette trans-
versale toujours par T . Soient N le fibre´ normal a` l’inclusion T ⊂M×R2m,
on peut prendre un voisinage Ω de T en M × R2m de telle facon que l’on
ait G˜ |Ω := GΩ ≈ N ×T N ou` N ×T N ⇉ N est le groupo¨ıde pair sur T .
Il est facile de ve´rfier que l’algebro¨ıde de Lie de ce dernier groupo¨ıde peut
s’ide´ntifier a` F ⊕ R2m ∼= F ⊕ F ⊕ T . Or, la C∗-alge`bre C∗(N ×T N) est
Morita e´quivalent a` C0(T ). Alors, l’inclusion C
∗(N ×T N) ⊂ C∗(G˜ ) induit
un morphisme en K-the´orie
ι : K0(T )→ K0(C∗(G˜ )).
On peut aussi conside`rer l’isomorphisme
B : K0(F )
Bott→ K0(F ⊕ R2m) ∼= K0(F ⊕ F ⊕ T ) Thom
−1→ K0(T ),
et l’isomorphisme de Bott pour des C∗-alge`bresK0(C
∗(G˜ ))
Thom−1→ K0(C∗(G )).
On de´finit l’indice topologique (de Connes-Skandalis) comme le morphisme
indt,G : K
0(F )→ K0(C∗r (G ))
donne´ par la compose´
K0(F )
B−→ K0(T ) ι−→ K0(C∗r (G × R2m)) Bott
−1−→ K0(C∗r (G )).
Le the´ore`me de l’indice longitudinal ge´ne´ralise celui d’Atiyah-Singer,
meˆme le cas des familles. On peut a` pre´sent e´noncer le the´ore`me.
The´ore`me 2.3.10 ([CS84], Connes-Skandalis). Soit (M,F ) une varie´te´
feuille´te´e. Alors
inda,G = indt,G ,
comme morphismes de K0(F ∗) en K0(C
∗
r (G )). En particulier l’indice indt,G
ne de´pend pas de choix.
CHAPITRE 3
De´formation au coˆne normal
3.1. De´formation au coˆne normal
Soit M une varie´te´ C∞ et X une sous-varie´te´ C∞ deM . Conside´rons le
fibre´ normal a` l’inclusion X ⊂M , c’est a` dire, le fibre´ vectoriel N MX → X
sur X avec N MX := TXM/TX.
On de´finit l’ensemble
D
M
X = N
M
X × 0
⊔
M × R∗.
Le propos de cette section est de munir DMX d’une structure de varie´te´
C∞. Pendant ce travail on utilisera les lettres capitales comme U et V
pour de´noter des ouverts de Rn et des lettres cursives comme U et V pour
de´noter des ouverts d’une varie´te´ en ge´ne´ral.
On va commencer par le cas simple, qui nous me`nera a` la fin au cas ge´ne´ral.
Soient n, p ∈ N avec n ≥ p, on note q = n − p. Conside´rons l’inclusion
canonique Rp × {0} ⊂ Rp × Rq = Rn, dans ce cas on note DRnRp par Dnp .
On voit que comme ensemble Dnp n’est rien d’autre que R
p × Rq × R. On
de´finit une fonction ψ : Rp × Rq × R→ Dnp par
(56) ψ(x, ξ, t) =
{
(x, ξ, 0) si t = 0
(x, tξ, t) si t 6= 0
En fait, cette fonction est une bijection de Rp × Rq × R sur Dnp avec ψ−1
donne´e explicitement par
ψ−1(x, ξ, t) =
{
(x, ξ, 0) si t = 0
(x, 1
t
ξ, t) si t 6= 0
On peut alors conside´rer la structure C∞ sur Dnp induite par cette bijection.
Il est clair que Rp × Rq × R∗, avec sa structure usuelle, est un sous-
ensemble ouvert de Dnp . Le seule changement essentiel sur la structure C
∞
de Dnp , par rapport a` celle de R
p × Rq × R, se trouve en ze´ro. Avant de
passer au cas ge´ne´ral on de´crit le cas des ouverts de Rn. Soit U ⊂ Rn un
sous-ensemble ouvert et V = U ∩ (Rp × {0}) (toujours n = p + q). On a
que
(57) DUV = V × Rq × {0}
⊔
U × R∗
55
56
est un sous-ensemble ouvert de Dnp avec la structure de´crite ci-dessus
puisque ψ−1(DUV ) est e´gal a`
(58) ΩUV = {(x, ξ, t) ∈ Rp ×Rq ×R : (x, tξ) ∈ U}
qui est un sous-ensemble ouvert de Rp × Rq ×R et donc une varie´te´ C∞.
Passons au cas ge´ne´ral X ⊂M . On va supposer queM est de dimension
n et que X est de dimension p.
De´finition 3.1.1. On appelle ”carte adapte´e a` X” une carte coor-
donne´e (U , φ) de classe C∞ en M qui satisfait :
1) φ : U ∼=→ U ⊂ Rp × Rq
2) Si U ∩X = V, V = φ−1(V ) (ou` V = U ∩(Rp×{0}) comme ci-dessus)
On veut de´finir des applications
φ˜ : DUV → DUV
Pour x ∈ V on a que φ(x) ∈ Rp × {0}. Si on e´crit φ(x) = (φ1(x), 0), alors
φ1 : V → V ⊂ Rp
est un diffe´omorphisme. On de´finit
φ˜ : DUV → DUV
tout simplement par
φ˜(v, ξ, 0) = (φ1(v), dNφv(ξ), 0) et
φ˜(u, t) = (φ(u), t)
pour t 6= 0. Ici dNφv : Nv → Rq est juste la composante normale de
la de´rive´e dφv pour v ∈ V. Il est clair que φ˜ est aussi une bijection (en
particulier induit aussi une structure C∞ sur DUV ).
Maintenant, associe´ a` une carte adapte´e (U , φ), on conside`re le sous-ouvert
ΩUV de R
p × Rq × R comme en (58) et le diffe´omorphisme
(59) ϕ = ψ−1 ◦ φ˜ : DUV → ΩUV
ou` ψ est comme en (56). On veut de´finir un atlas sur DMX en utilisant des
cartes adapte´es a` X et ces fonctions ϕ associe´es comme ci dessus.
Soit {(Uα, φα)}α∈∆ un atlas C∞ de M qui consiste de cartes adapte´es
a` X (c’est toujours possible d’en trouver un). On a bien que
D
M
X = ∪α∈∆DUαVα
On va montrer que la collection suivante
(60) {(DUαVα , ϕα)}α∈∆
de´termine un atlas C∞ pour DMX .
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Il est clair que chaque (DUαVα , ϕα) est compatible avec (Uβ×R∗, φβ×idR∗).
Soient α, β ∈ ∆. On veut montrer que l’application
ϕβ ◦ ϕ−1α : ϕα(DUαVα ∩D
Uβ
Vβ
)→ ϕβ(DUαVα ∩D
Uβ
Vβ
)
est C∞. Or, par de´finition,
ϕβ ◦ ϕ−1α (v, ξ, t) =
{
(φβ ◦ φ−1α (v), dN(φβ ◦ φ−1α )v(ξ), 0) si t = 0
(1
t
φβ ◦ φ−1α (v, tξ), t) si t 6= 0.
Le seul proble`me se pose en t = 0 puisque en dehors de ze´ro toutes les
fonctions qui apparaissent sont C∞. Maintenant le re´sultat pour t = 0 se
de´duit imme´diatement du lemme e´le´mentaire suivant.
Lemme 3.1.2. Soit U un sous-ensemble ouvert de Rp×Rq et F : U → R
une application C∞ nulle sur U∩(Rp×{0}). Alors l’application F˜ : ΩUV → R
donne´e par
F˜ (x, ξ, t) =
{
∂F
∂ξ
(x, 0) · ξ si t = 0
1
t
F (x, tξ) si t 6= 0
est une application C∞ ou` ∂F
∂ξ
(x, 0) = ( ∂F
∂ξ1
(x, 0), ..., ∂F
∂ξq
(x, 0)).
De´monstration. Il suffit de remarquer que graˆce au de´veloppement
en se´rie de Taylor on a
F (x, ξ) =
∂F
∂ξ
(x, 0) · ξ + h(x, ξ) · ξ
avec h : U → Rq une application C∞ telle que h(x, 0) = 0. Alors
1
t
F (x, tξ) =
∂F
∂ξ
(x, 0) · ξ + h(x, tξ) · ξ
d’ou` on conclut le re´sultat.

La preuve de la proposition suivante est imme´diate du lemme pre´ce´dent,
il faut juste appliquer le lemme coordonne´e par coordonne´e.
Proposition 3.1.3. Soient U ⊂ Rp × Rq et U ′ ⊂ Rp × Rq des sous-
ensembles ouverts. Soit F : U → U ′ une application C∞ avec F2(x, 0) = 0,
si on e´crit F = (F1, F2). Alors l’application F˜ : Ω
U
V → ΩU ′V ′ (Ω comme en
(58)) donne´e par
F˜ (x, ξ, t) =
{
(F1(x, 0),
∂F2
∂ξ
(x, 0) · ξ, 0) si t = 0
(F1(x, tξ),
1
t
F2(x, tξ), t) si t 6= 0
est aussi de classe C∞.
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De´finition 3.1.4 (De´formation au coˆne normal). E´tant donne´es X ⊂
M comme ci-dessus, l’ensemble DMX muni de la structure C
∞ de´crite pre´ce´demment
s’appelle ”La de´formation au coˆne normal associe´e a` l’inclusion X ⊂M”.
Remarque 3.1.5. Soit (M,X) un couple C∞ comme ci-dessus.
Conside´rons un voisinage tubulaire de X dans M , c’est a` dire, on a un
voisinage U de X dans N MX (comme la section nulle), un voisinage V de
X dans M et un diffe´omorphisme h : U → V qui est l’identite´ sur X.
Dans cette situation on pose W := {(x, ξ, t) ∈ N MX × R : (x, t · ξ) ∈ U},
alors on a un plongement ouvert de W dans DMX donne´ par l’analogue de
l’application ψ de (56), a` savoir une application ψ : W → DMX donne´e par
la formule suivante
(61) ψ(x, ξ, t) =
{
(x, 0) si t = 0
(h(x, tξ), t) si t 6= 0
qui est un diffe´omorphisme sur son image. On obtient ainsi un ouvert de
DMX , que l’on note W
′ qui n’est rien d’autre que la de´formation au coˆne
normal de X dans V. De plus, DMX peut eˆtre recouvert de la fac¸on suivante
D
M
X =W
′
⋃
M × R∗.
Donnons a` pre´sent quelques exemples de de´formations au coˆne normal.
On va laisser pour la section prochaine l’exemple du groupo¨ıde tangent
associe´ a` un groupo¨ıde de Lie. Celui-la` jouera un roˆle fondamentale dans
notre travail, c’est pourquoi on a besoin de l’e´tudier plus en de´tail.
Exemple 3.1.6. 1. Conside´rons le cas ou` X = ∅. On a que
D
M
∅ =M × R∗
avec la structure C∞ usuelle de M ×R∗.
2. Soit X ⊂ M un sous-ensemble ouvert. Dans ce cas il n’y a pas de
de´formation. On a que TXM ≈ TX, d’ou`, par de´finition la de´formation
au coˆne normal associe´e prend la forme suivante
D
M
X = X ×R
⋃
M × R∗,
comme sous-ensemble ouvert deM×R. En particulier, on peut conside´rer
la De´formation au coˆne normal DMM qui n’est rien d’autre que M×R
avec la structure C∞ usuelle (la structure produit).
3. Soit x0 ∈ M . On prend X = {x0}. Dans ce cas la De´formation au
coˆne normal associe´e est par de´finition
D
M
x0
= Tx0M × {0}
⊔
M × R∗,
c’est a` dire, on a une de´formation de l’espace M en Tx0M .
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Remarque 3.1.7 (Restriction a` l’intervalle). Soit (M,X) un couple
C∞. On a construit la De´formation au coˆne normal associe´ DMX . On peut
conside´rer la restriction de DMX a` [0, 1], c’est a` dire, la varie´te´ a` bord
(62) N MX × 0
⊔
M × (0, 1].
Cette restriction sera tre`s utile pour nous dans ce travail. On va garder
la meˆme notation, DMX , meˆme s’il s’agit d’une restriction, le contexte sera
toujours clair. La raison d’avoir introduit la de´formation au coˆne normal
parame´tre´ par R et non par [0, 1] est e´videmment parce que il est beaucoup
plus facile de travailler avec des varie´te´s sans bord.
3.2. Fonctorialite´ de la De´formation au coˆne normal
Dans cette section on va voir que la construction de la varie´te´ ”De´formation
au coˆne normal” de la section pre´ce´dente est fonctorielle.
D’abord voyons ce que se passe avec les De´formations au coˆne normal
du type DUV avec U ⊂ Rp × Rq ouvert et V = U ∩ Rp. Soit U ′ ⊂ Rp′ × Rq′
ouvert et V ′ = U ′ ∩ Rp′
Soit F : U → U ′ une application C∞ avec F (V ) ⊂ V ′, c’est a` dire, F
satisfait les conditions de la proposition 3.1.3. Posons n = p + q et n′ =
p′ + q′, on de´finit D(F ) : DUV → DU ′V ′ par
D(F )(x, ξ, t) =
{
(F1(x, 0),
∂F2
∂ξ
(x, 0) · ξ, 0) si t = 0
(F1(x, ξ), F2(x, ξ), t) si t 6= 0
On a la proposition suivante :
Proposition 3.2.1. L’application D(F ) : DUV → DU ′V ′ est de classe
C∞.
De´monstration. Montrer la proposition revient a` montrer que la
composition
ΩUV
ψ−→ DUV
D(F )−→ DU ′V ′ ψ
′−1−→ ΩU ′V ′
est une application C∞, ou` ΩUV et Ω
U ′
V ′ sont comme en (58). Or, par de´finition
ψ′−1 ◦D(F ) ◦ ψ(x, ξ, t) =
{
(F1(x, 0),
∂F2
∂ξ
(x, 0) · ξ, 0) si t = 0
(F1(x, tξ),
1
t
F2(x, tξ), t) si t 6= 0
et alors le re´sultat se de´duit de la proposition 3.1.3. 
Voyons maintenant le cas ge´ne´ral. Soit F : (M,X) → (M ′, X ′) un
morphisme de couples C∞, i.e. une application C∞, F : M → M ′, avec
F (X) ⊂ X ′ on de´finit D(F ) : DMX → DM ′X′ par les formules
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D(F )(x, ξ, 0) = (F (x), dNFx(ξ), 0) et
D(F )(m, t) = (F (m), t) pour t 6= 0,
ou` dNFx est par de´finition l’application
(N MX )x
dNFx−→ (N M ′X′ )F (x)
induite par TxM
dFx−→ TF (x)M ′.
On a la proposition :
Proposition 3.2.2. L’application D(F ) : DMX → DM ′X′ est de classe
C∞.
De´monstration. Le seul proble`me se trouve en t = 0. Soit (x, ξ, 0) ∈
DMX . Il suffit de conside´rer un syste`me de coordonne´es au tour de (x, ξ, 0)
du type DUV et un syste`me de cordonne´es autour de (F (x), dNFx(ξ), 0) du
type DU
′
V ′ et observer que on se rame`ne ainsi a` la proposition 3.2.1. 
Exemple 3.2.3 (Projection). Soit (M,X) un couple C∞. Conside´rons
l’application de couples ι : (M,X)→ (M,M) donne´e par l’identite´. Posons
p = D(ι). Par de´finition on voit que p : DMX → M × R est l’application
C∞ donne´e par :
(x, ξ, 0) 7→ (x, 0)
pour t = 0, et
(m, t) 7→ (m, t)
pour t 6= 0. On aura besoin de cette projection plus tard dans ce travail.
Remarque 3.2.4. Conside´rons la cate´gorie C∞2 des couples C
∞, forme´s
d’une varie´te´ C∞ et d’une sous-varie´te´ et des morphismes des couples. On
vient de voir que la construction de la de´formation au coˆne normal associe´e
a` un tel couple C∞ induit un foncteur D : C∞2 → C∞, ou` C∞ de´signe la
cate´gorie des varie´te´s C∞.
Pour finir cette section, on va voir une proprie´te´ du foncteur D qui nous
sera tre`s utile dans la suite. On le re´sume dans la proposition suivante :
Proposition 3.2.5. Soient (M,X) et (M ′, X ′) deux couples C∞ et
F : (M,X)→ (M ′, X ′) une application de couples de classe C∞. Alors
D(F ) : DMX → DM
′
X′
est une immersion (resp. une submersion) si et seulement si F : M →M ′
et dNF : N
M
X → N M ′X′ sont des immersions (resp. des submersions).
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De´monstration. En ge´ne´ral, si l’on a un diagramme commutatif
Z
f
pi
Z ′
pi′
Y
id
Y,
ou` π et π′ sont des submersions surjectives. Alors f est une immersion
(resp. une submersion) si et seulement si chaque restriction aux fibres est
une immersion (resp. une submersion) : en effet, la diffe´rentielle de f en
chaque point z ∈ Z de´finit un diagramme commutatif
0 TzZpi(z)
dzfz
TzZ
dzpi
dzf
Tpi(z)Y 0
0 Tf(z)Z
′
pi(z) Tf(z)Z
′
df(z)pi
′
Tpi(z)Y 0
ou` les deux lignes sont des suites exactes courtes d’espaces vectoriels. L’af-
firmation s’obtient facilement du fait que ces suites sont toujours scinde´es.
Maintenant, la conclusion de la proposition s’obtient en prenant le dia-
gramme
DMX
D(F )
pi
DM
′
X′
pi′
R
id
R,
qui satisfait e´videment la condition ci-dessus. 
Il est donc inte´ressant de savoir quand dNF : N
M
X → N M ′X′ est une
immersion (ou une submersion). Or, on peut conside´rer le diagramme com-
mutatif de fibre´s vectoriels induit par F :
0 TX
dF |X
TXM
dF
N MX
dNF
0
0 TX ′ T ′XM
′
N M
′
X′ 0
pour voir que dNF est une immersion si et seulement si F est une immer-
sion et X → M ×M ′ X ′ est une application e´tale (en particulier TxX ∼=
T(x,F (x))(M ×M ′ X ′)), et
dNF est une submersion si et seulement si F et F |X sont des submer-
sions.
Pour le cas trivial X = X ′ et F |X = id on a en particulier que dNF est
une immersion (resp. une submersion) si et seulement si F : M → M ′ est
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une immersion (resp. une submersion). Ainsi, dans ce cas, D(F ) est une
immersion (resp. une submersion) si et seulement si F l’est.
Remarque 3.2.6 (Restriction a` l’intervalle). Dans la remarque 3.1.7
on a conside´re´ la De´formation au coˆne normal DMX comme la varie´te´ a` bord
N
M
X × 0
⊔
M × (0, 1].
Cette restriction a` l’intervalle jouie des meˆmes proprie´te´s fonctorielles vues
jusqu’au maintenant.
3.3. Le groupo¨ıde adiabatique et le groupo¨ıde tangent
Dans cette section on va donner un exemple d’une varie´te´ DCN, il s’agit
du groupo¨ıde tangent associe´ a` un groupo¨ıde de Lie. Cet exemple sera de
grand utilite´ pour nous dans la suite.
Soit G ⇉ G (0) un groupo¨ıde de Lie. On identifie G (0) comme sous-
ensemble de G graˆce a` l’application unite´ u : G (0) →֒ G . On peut donc
conside´rer la varie´te´ DCN DG
G (0)
. On rappelle du chapitre 2 que AG := N G
G (0)
est l’alge´bro¨ıde de Lie par de´finition.
De´finition 3.3.1 (Groupo¨ıde adiabatique). Soit G ⇉ G (0) un groupo¨ıde
de Lie. Le groupo¨ıde adiabatique associe´ a` G est le groupo¨ıde qui a DG
G (0)
comme ensemble de fle`ches et G (0) × R comme base, avec :
· sad(x, η, 0) = (x, 0) et rad(x, η, 0) = (x, 0) en t = 0 et sad(γ, t) =
(s(γ), t) et rad(γ, t) = (r(γ), t) en t 6= 0.
· La composition est donne´e par mad((x, η, 0), (x, ξ, 0)) = (x, η + ξ, 0)
et mad((γ, t), (β, t)) = (m(γ, β), t) si t 6= 0 et si r(β) = s(γ).
Ainsi, les applications unite´ et inverse sont donne´es par
· uad : G (0) → G ad par uad(x, 0) = (x, 0, 0) et uad(x, t) = (u(x), t) si
t 6= 0 et
· ιad : G ad → G ad par ιad(x, ξ, 0) = (x,−ξ, 0) et ιad(γ, t) = (ι(γ), t).
On notera souvent G ad = DG
G (0)
:= AG × {0}⊔G × (0, 1].
Proposition 3.3.2. Si on conside`re G ad muni de la structure C∞
comme dans la section pre´ce´dente, alors le groupo¨ıde adiabatique est un
groupo¨ıde de Lie.
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De´monstration. Regardons la De´formation au coˆne normal DG
(2)
G (0)
,
ou` G (0) →֒ G (2) par x 7→ (x, x). Celle-ci est par de´finition
D
G (2)
G (0)
= N G
(2)
G (0)
× {0}
⊔
G
(2) ×R∗
Conside´rons les applications ps : G → G (2) : γ 7→ (γ, s(γ)) et pr : G →
G (2) : γ 7→ (r(η), η). Autrement dit ps = (idG , u◦ s) et pr = (u◦ r, idG ). Par
de´finition on a
(63) m ◦ ps = idG = m ◦ pr.
Les applications ps et pr sont des applications de couples entre (G ,G
(0))
et (G (2),G (0)) qui induissent donc des applications dNps, dNpr de N
G
G (0)
en
N G
(2)
G (0)
. Or, N G
(2)
G (0)
s’ide´ntifie canoniquement a` N G
G (0)
×G (0) N GG (0) (le foncteur
N preserve les produits fibre´s). Sous cette ide´ntification dNps est l’inclu-
sion X →֒ (X, 0) et dNpr l’inclusion Y →֒ (0, Y ). Maintenant, de l’e´quation
(63) on de´duit que dNm◦dNps = idN G
G (0)
= dNm◦dNpr, et alors dNm s’e´crit
explicitement par
dNm(X, Y ) = X + Y.
Ceci implique que D(m) : DG
(2)
G (0)
→ DG
G (0)
s’e´crit comment
D(m)(x, (X, Y ), 0) = (x,X + Y, 0)
et
D(m)((γ, η), t) = (γ ◦ η, t) pour t 6= 0,
d’ou` on voit que D(m) = mad. On conclut, graˆce a` la proposition 3.2.2,
que le produit dans le groupo¨ıde adiabatique est C∞.
Il est e´vident par de´finition que sad = D(s) : G ad → G (0) × R, rad =
D(r), uad = D(u) et ιad = D(ι), ou` on voit G (0) ×R comme DG (0)
G (0)
et
s, r : (G ,G (0))→ (G (0),G (0)),
u : (G (0),G (0))→ (G ,G (0))
et
ι : (G ,G (0))→ (G ,G (0))
comme des applications de couples C∞. De plus, sad et rad sont bien des
submersions, par la proposition 3.2.5. 
Modulo l’identification de (45) on peut poser
G
ad = TsG |G (0) × {0}
⊔
G × R∗
qui est la re´presentation la plus courante du groupo¨ıde adiabatique.
On de´finit a` pre´sent le groupo¨ıde tangent associe´ a` un groupo¨ıde de Lie.
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De´finition 3.3.3 (Groupo¨ıde tangent). Soit G ⇉ G (0) un groupo¨ıde de
Lie. Le groupo¨ıde tangent de G est la restriction du groupo¨ıde adiabatique
a` l’intervalle [0, 1]. On le de´note par G T et par de´finition il prend la forme
suivante
(64) G T := AG × {0}
⊔
G × (0, 1].
On finit cette section par quelques exemples de groupo¨ıdes tangents.
Exemple 3.3.4. 1. Le groupo¨ıde tangent d’un groupe : Soit G un
groupe. On conside`re le groupo¨ıde associe´ G ⇉ {e} comme dans
le chapitre pre´ce´dent. Par de´finition AG = TeG, c’est a` dire, que
l’alge´bro¨ıde de Lie dans ce cas est justement l’alge`bre de Lie g du
groupe G. Alors, le groupo¨ıde tangent est
GT := g× {0}
⊔
G× (0, 1],
et sa topologie est donne´e comme dans l’exemple 2. en 3.1.6. On a
donc une de´formation du groupe G en son alge`bre de Lie.
2. Le groupo¨ıde tangent d’un fibre´ vectoriel : Soit E
p→ X un fibre´
vectoriel au-dessus d’un espace X. On conside`re le groupo¨ıde associe´
E ⇉ X comme dans le chapitre pre´ce´dent. Alors l’alge´bro¨ıde de Lie
est pre´cise´ment le fibre´ E au-dessus de X et le groupo¨ıde tangent est
e´gal a` E × [0, 1]⇉ X × [0, 1].
3. Le groupo¨ıde tangent d’une varie´te´ C∞ : Soit M une varie´te´ C∞.
On conside`re le groupo¨ıde produit associe´ M ×M ⇉M . Dans ce cas
l’alge´bro¨ıde de Lie s’identifie a` TM et le groupo¨ıde tangent, note´ par
GM , prend la forme
GM = TM × {0}
⊔
M ×M × (0, 1].
Le groupo¨ıde tangent d’une varie´te´ a e´te´ introduit par Alain Connes
et il lui a permis de donner une preuve tre`s conceptuelle du the´ore`me
de Atiyah-Singer.
4. Le groupo¨ıde de Thom : Soit N
p→ T un fibre´ vectoriel au-dessus
d’un espace localement compact T . Conside´rons le groupo¨ıde produit
au-dessus de T (exemple 2.1.8),
(65) N ×T N ⇉ N.
L’alge´bro¨ıde de ce groupo¨ıde est le fibre´ vectoriel N ⊕N au dessus de
N , c’est a` dire, comme ensemble N⊕N est pre´cise´mentN×TN , mais
on le conside`re avec la structure vectoriel en la deuxie`me coordonne´e
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par exemple. Alors le groupo¨ıde tangent, que l’on de´note par GT ,
prend la forme
GT = N ⊕N × {0}
⊔
N ×T N × (0, 1].
On appelle ce groupo¨ıde tangent, le groupo¨ıde de Thom (voir [DLN06]
pour une motivation de ce nom). On verra plus tard comme il inter-
vient dans la the´orie de l’indice pour les groupo¨ıdes de Lie.
3.4. The´orie de l’indice et de´formations
Soit G ⇉ G (0) un groupo¨ıde de Lie. On sait du chapitre pre´ce´dent que
l’on a un morphisme
K0(A∗G )
inda−→ K0(C∗r (G )),
appele´ l’indice analytique de G . Ce morphisme a e´te´ de´fini a` l’aide du
calcul pseudodiffe´rentiel sur le groupo¨ıde. Il existe cependant une fac¸on
de de´finir ce meˆme morphisme qui n’a pas besoin de passer par le calcul
pseudodiffe´rentiel, en utilisant le groupo¨ıde tangent [MP97]. Rappelons
que le groupo¨ıde tangent est par de´finition
G
T := AG × {0}
⊔
G × (0, 1],
et il est un groupo¨ıde de Lie compatible avec les structures des groupo¨ıdes
de Lie de AG et de G . On peut prendre l’alge`bre de convolution associe´e
C∞c (G
T ), et encore plus, conside´rer les e´valuations
C∞c (G
T )
ev0−→ C∞c (AG ) et
C∞c (G
T )
evt−→ C∞c (G ) pour t 6= 0.
Ces e´valuations sont des morphismes d’alge`bres. Il est facile de montrer
que ces morphismes se prolongent aux C∗-alge`bres, c’est a` dire, on a
C∗r (G
T )
ev0−→ C∗r (AG ) et
C∗r (G
T )
evt−→ C∗r (G ) pour t 6= 0.
De plus, puisque G ×(0, 1] est un sous-ensemble ouvert de G T sature´ et AG
un sous-ensemble ferme´, e´galement sature´, on a une suite exacte courte
(66) 0→ C∗r (G × (0, 1]) −→ C∗r (G T ) ev0−→ C∗r (AG )→ 0.
Ce n’est pas a` priori vrai qu’avec C∗max. Cependant, AG est un groupo¨ıde
moyennable, ce qui permet d’avoir la suite pour les C∗ re´duites. Or, la
C∗-alge`bre C∗r (G × (0, 1]) ∼= C0((0, 1], C∗r (G )) est contractible puisque l’in-
tervalle (0, 1] l’est. Ceci implique en particulier que les groupes deK-the´orie
Ki(C
∗
r (G × (0, 1])) sont nuls, pour i = 0, 1. Alors, lorsque on applique le
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foncteur de K-the´orie a` la suite exacte ci-dessus et en utilisant la suite
exacte a` six termes qui en re´sulte, on obtient que
Ki(C
∗
r (G
T ))
(ev0)∗−→ Ki(C∗r (AG ))
est un isomorphisme, pour i = 0, 1. Dans [MP97], Monthubert-Pierrot
montrent que
(67) inda = (ev1)∗ ◦ (ev0)−1∗ ,
modulo l’isomorphisme de Fourier qui identifie C∗r (AG )
∼= C0(A∗G ) (voir
aussi [HS87] et [NWX99]). Mis dans un diagramme commutatif, on a
Ki(C
∗
r (G
T ))
(ev0)∗
∼=
(ev1)∗
Ki(A∗G )
inda
Ki(C
∗
r (G )) .
Voyons un exemple d’indice analytique.
Exemple 3.4.1. Conside´rons la situation de l’exemple 4. de 3.3.4. On a
un fibre´ vectoriel (re´el en principe) N → T , et en particulier ceci implique
que N ⊕ N → T est un fibre´ vectoriel complexe au-dessus de T . L’indice
analytique du groupo¨ıde (65) est un morphisme
K0(N ⊕N∗) inda→ K0(C∗r (N ×T N)).
Or, le groupo¨ıde N ×T N est Morita e´quivalent au groupo¨ıde (trivial) T .
Maintenant, on montre que, modulo Morita, l’indice analytique de N×T N
est l’inverse de l’isomorphisme de Thom (voir par exemple [Con94] II.5
ou [DLN06] the´ore`me 6.2)
K0(T )
Thom−→ K0(N ⊕N∗).
Ce fait justifie ainsi le nom du groupo¨ıde tangent qui re´alise cet indice
comme en (67), a` savoir le groupo¨ıde de Thom.
On peut aussi parler en termes de KK-the´orie : de la suite exacte
(66) on obtient un e´le´ment inversible e0 ∈ KK(G T , AG ). L’indice ana-
lytique peut eˆtre regarde´ comme l’e´le´ment de KK-the´orie e−10 ⊗G T e1 ∈
KK(AG ,G ). Or, des e´le´ments de KK-the´orie construits comme ci-dessus
en utilisant de groupo¨ıdes de de´formation avaient de´ja` apparu dans le tra-
vail de Hilsum-Skandalis, [HS87], sur la fonctorialite´ dans le mauvais sens
en the´orie de Kasparov. La situation est la suivante : Soient Gi ⇉ G
(0)
i ,
i = 1, 2 deux groupo¨ıdes de Lie et ϕ : G1 → G2 un morphisme de groupo¨ıdes
(ge´ne´ralise´). La question est de savoir dans quelle cas il est possible d’as-
socier un e´le´ment ϕ! ∈ KK(G1,G2). Dans le cas ou` ϕ est une immersion,
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injective, K-oriente´e de groupo¨ıdes e´tales, la de´formation au coˆne normal
associe´e a` cette immersion a permis de construire l’e´le´ment d’indice de´sire´.
On va finir ce chapitre avec un exemple montrant comment les groupo¨ıdes
de de´formation peuvent servir a` e´tablir des the´ore`mes d’indice.
Exemple 3.4.2. Pour cet exemple on va suivre Debord-Lescure-Nistor,
[DLN06]. Soit M une varie´te´ compacte. On note par GM := M×M ⇉ M
le groupo¨ıde produit associe´ a` M . Soit V
p→ M un fibre´ vectoriel. Notons
par π : TM → M la projection et posons N := π∗(V ) et X := TM .
Conside´rons l’exemple 4. de 3.3.4 : N×XN ⇉ N et son groupo¨ıde tangent
GT . Or, l’inclusion N ×X N ι→֒ N × N induit une immersion injective
D(ι) : GT → G TN . Soit
A ⇉ N × [0, 1]× [0, 1]
le groupo¨ıde tangent associe´ a` D(ι). Le groupo¨ıde A devient ainsi un
groupo¨ıde de Lie de de´formation parame´tre´ par le carre´ [0, 1]× [0, 1]. Si on
note les coordonne´es du carre´ par (s, t), on peut conside´rer les e´valuations
s = 0, 1 et t = 0, 1 pour obtenir
• A |s=0 = N ⊕N × [0, 1],
• A |s=1 = N ×X N × {0}
⊔
N ×N × (0, 1],
• A |t=0 = GT et
• A |t=1 = G TN .
Chaque un de ces groupo¨ıdes de´finit (modulo e´quivalence de Morita) un
morphisme d’indice comme en (67) :
• A |s=0 de´finit l’identite´ en K0(TV ).
• A |s=1 de´finit l’indice analytique de M , indMa : K0(TM)→ Z.
• A |t=0 de´finit l’inverse de l’isomorphisme de Thom
K0(TV )
Thom−1−→ K0(TM).
• A |t=1 de´finit l’indice analytique de V , indVa : K0(TV )→ Z.
Or, il est e´vident que les e´valuations commutent, par exemple, A |s=0|t=1 =
A |t=1|s=0. Alors, la compatibilite´ de l’indice de V et l’indice de M via
l’isomorphisme de Thom est montre´ de manie`re imme´diate. Ceci montre
le the´ore`me de l’indice d’Atiyah-Singer d’une fac¸on tre`s simple.
CHAPITRE 4
Une Alge`bre de Schwartz pour le groupo¨ıde tangent
Dans ce chapitre on va de´finir une alge`bre de fonctions C∞ sur le
groupo¨ıde tangent qui nous servira dans le chapitre prochain a` de´finir les
indices analytiques d’ordre fini pour un groupo¨ıde de Lie. L’alge`bre en
question sera un champ d’alge`bres sur l’intervalle [0, 1] dont la fibre en
ze´ro est l’alge`bre de Schwartz sur l’alge´bro¨ıde, tandis que les fibres en de-
hors du ze´ro sont toutes e´gales a` l’alge`bre de convolution des fonctions C∞
a` support compact sur le groupo¨ıde.
On va commencer par de´finir les espaces de Schwartz pour des fibre´s
vectoriels. Le cas particulier qui nous inte´resse est l’alge´bro¨ıde de Lie associe´
a` un groupo¨ıde de Lie.
4.1. Le cas des fibre´s vectoriels
Soit E
pi−→ X un fibre´ vectoriel (re´el) au-dessus d’une varie´te´ de classe
C∞. Dans cette section on va de´finir un espace de fonctions a` de´croissance
rapide sur E. Commenc¸ons localement : Soit V ⊂ Rp un sous-ensemble
ouvert, on note par S (V × Rq) l’ensemble des fonctions g ∈ C∞(V × Rq)
telles que :
(s1) ∀K ⊂ V sous-ensemble compact et ∀k ∈ N,l ∈ Np et α ∈ Nq, il
existe C > 0 (qui de´pend de K et k, l, α) tel que
(1 + ‖ξ‖2)k‖∂lx∂αξ g(x, ξ)‖ ≤ C
∀x ∈ K.
Remarque 4.1.1. Avec notre de´finition, conside´rons S (Rp×Rq). Cet
espace n’est pas l’espace classique de Schwartz S (Rp+q). Ici, la structure
vectorielle de la partie correspondante a` Rp n’est pas prise en compte, on
regarde uniquement l’aspect topologique. Cependant, si on prend x ∈ Rp
et g ∈ S (Rp × Rq), alors l’application ξ 7→ g(x, ξ) est bien dans l’espace
de Schwartz S (Rq). En fait, on a une inte´gration
(68) I : S (Rp × Rq1+q2) −→ S (Rp × Rq1)
qui consiste a` inte´grer sur la coordonne´e correspondante a` Rq2.
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On veut montrer que notre de´finition de S (V × Rq) peut eˆtre utilise´e
pour de´finir une alge`bre de Schwartz pour un fibre´ vectoriel en ge´ne´ral.
Pour cela on a besoin de montrer les deux re´sultats suivants.
Proposition 4.1.2. Soit A : V → GL(q) une application C∞. Pour
g ∈ C∞(V ×Rq) on pose gA ∈ C∞(V ×Rq) donne´e par gA(x, ξ) = g(x,A(x)·
ξ). Si g ∈ S (V ×Rq) alors gA ∈ S (V ×Rq) et cette correspondance g 7→ gA
de´finit un isomorphisme d’espaces vectoriels S (V ×Rq)→ S (V × Rq).
De´monstration. Il est imme´diat que gA ∈ C∞(V × Rq). Ve´rifions
qu’elle satisfait la proprie´te´ (s1). Soient α ∈ Np × Nq, k ∈ N et K ⊂ V
un sous-ensemble compact. Posons z = (x, ξ) et u = (x,A(x) · ξ), on veut
majorer des expressions du type
‖ξ‖k|∂αz gA(z)|
Or, par re´currence sur |α| on peut montrer facilement que ∂αz gA(z) peut
s’e´crire comme
∂αz gA(z) =
∑
|β|≤|α|
Pβ(z)∂
β
ug(u),
ou` les Pβ(z) sont des sommes finies des produits de la forme
(69) ∂γ1x ai1j1(x) · · ·∂γrx airjr(x) · ξδ,
ou` A(x) = (aij(x))i,j, γl ∈ Np et δ ∈ Nq. C’est clair que l’expression (69)
peut eˆtre majore´e sur K par C · ‖ξ‖|δ|, pour une constante C > 0. Alors on
peut trouver des constantes Cβ > 0 telles que
|Pβ(z)| ≤ Cβ · ‖ξ‖|δβ |.
On utilise le fait que A(x) ∈ GL(q) (et donc ‖A(x) · ξ‖ ∼ ‖ξ‖ sur un
compact) pour voir que
‖ξ‖k|∂αz gA(z)| ≤
∑
|β|≤|α|
C ′β · ‖A(x) · ξ‖k+|δβ|∂βug(u).
Il ne reste qu’a` utiliser la proprie´te´ (s1) de g pour trouver une constante
Ck,α > 0 telle que
‖ξ‖k|∂αz gA(z)| ≤ C,
∀x ∈ K. 
Il re´sulte de la proposition pre´ce´dente que la de´finition que l’on a donne´e
de S (V × Rq) est invariante sous l’action d’une matrice inversible en la
direction de Rq. On va voir a` pre´sent que elle est aussi invariante par
diffe´omorphismes en la direction horizontale :
Proposition 4.1.3. Soit φ : V → V ′ un diffe´omorphisme entre deux
sous-ensembles ouverts de Rp. Soit g ∈ S (V ′ × Rq) , alors g˜ := g ◦ (φ ×
idRq) ∈ S (V × Rq).
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De´monstration. Soient k ∈ N,l ∈ Np,α ∈ Nq et K ⊂ V un sous-
ensemble compact. D’abord, on peut facilement montrer par re´currence la
formule suivante :
∂lx∂
α
ξ g˜(x, ξ) =
∑
|β|≤|l|
φβ(x)(∂
β
x∂
α
ξ g)(φ(x), ξ)
ou` les φβ sont des sommes finies de produits de de´rive´es partielles de φ.
Alors on voit que
‖ξ‖k|∂lx∂αξ g˜(x, ξ)| ≤
∑
|β|≤|l|
(supK|φβ(x)|) · ‖ξ‖k|∂βx∂αξ g(φ(x), ξ)|.
Finalement, on utilise la proprie´te´ (s1) de g pour conclure. 
On est preˆts a` de´finir un espace de Schwartz pour un fibre´ vectoriel
au-dessus d’une varie´te´ C∞. Avant, encore un peu plus de notation. Soit
X une varie´te´ C∞ et (V, φ) une carte, i .e. on a un diffe´omorphisme φ :
V → V ⊂ Rp. On note dans ce cas
S (V ×Rq) = {g ∈ C∞(V × Rq) : g ◦ (φ−1 × idRq) ∈ S (V ×Rq)}
De´finition 4.1.4. [Schwartz pour des fibre´s vectoriels] Soit E
pi−→ X
un fibre´ vectoriel. On peut de´finir, graˆce aux propositions pre´ce´dentes,
un ensemble de fonctions que l’on va noter par Sc(E) et qui consiste de
fonctions g ∈ C∞(E) telles que :
(s′1) Il existe K ⊂ X sous-ensemble compact tel que g(x, ξ) = 0, ∀x /∈
K. On dit que g a support horizontal K.
(s′2) ∀(V, τ) trivialisation, on a que l’application gτ ∈ C∞(V × Rq)
de´finie par
gτ (x, ξ) = (g ◦ τ)(x, ξ)
appartient a` S (V × Rq). Ici, la trivialisation se repre´sente par un
isomorphisme de fibre´s
π−1(V)
pi
V × Rq≈τ
p1
V V.≈
La premie`re observation est que pour le cas ou` E = X×Rq → X (fibre´
trivial), Sc(X ×Rq) = C∞c (X,S (Rq)) (voir [Tre`67]).
Remarque 4.1.5. Un argument de partition de l’unite´ permet de voir
facilement que si l’on se donne un recouvrement de X, {(Vα, τα)}α∈∆, par
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des cartes trivialisantes alors on a une de´composition du type
(70) Sc(E) =
∑
α
Sc(Vα × Rq).
Ce que l’on veut dire plus pre´cise´ment par l’e´criture pre´ce´dente c’est que si
f ∈ Sc(E) alors il existent α1, ..., αk ∈ ∆ et fαj ∈ Sc(Vαj×Rq), j = 1, ..., k
t.q.
f = fα1 ◦ τ−1α1 + ...+ fαk ◦ τ−1αk .
Remarque 4.1.6. Sc(E) est un C
∞(X)-module : dans le cas ou` E est
de´fini par un projecteur p ∈Mq(C∞(M)), alorsSc(E) = p(C∞c (X,S (Rq))).
Sinon, on peut utiliser la de´composition (70) ci-dessus.
Soit E → X un fibre´ vectoriel lisse. Supposons que l’on a un syste`me
de mesures lisses µx sur les fibres Ex qui soient invariantes par translation.
Autrement dit, E de´finit un groupo¨ıde de Lie comme dans le chapitre 1, et
notre hypothe`se est juste que l’on a un syste`me de Haar pour ce groupo¨ıde.
Alors on peut conside´rer un produit de convolution sur Sc(E) donne´ par :
Pour f, g ∈ Sc(E), on pose
(f ∗ g)(x, ξ) =
∫
Ex
f(x, ξ − η)g(x, η)dµx(η)
On peut utiliser l’inte´gration (68) pour voir que ce produit est bien de´fini.
En effet, localement : l’application (x, ξ, η) 7→ f(x, ξ − η)g(x, η) est dans
S (Rp × Rq+q) est son inte´grale appartient a` S (Rp × Rq). Ainsi on ob-
tient une alge`bre associative (Sc(E), ∗) qui contient comme sous-alge`bre a`
l’alge`bre de convolution du groupo¨ıde E ⇉ X, c’est a` dire, C∞c (E). On a
le re´sultat suivant, qui est tre`s connu pour des espaces vectoriels.
Proposition 4.1.7. Soit E → X un fibre´ vectoriel lisse au-dessus
d’une varie´te´ C∞. L’alge`bre (Sc(E), ∗) est isomorphe a` l’alge`bre (Sc(E∗), ·),
ou` · de´note le produit ponctuel.
De´monstration. Supposons d’abord que E = X × Rq est trivial.
Dans ce cas Sc(E) = C
∞
c (X,S (R
q)). Soit g ∈ C∞c (X,S (Rq)) et X ∈ Rq.
On pose
F (g)(x)(X) =
∫
Rq
e−iX·ηg(x, η)dη
ceci est la transforme´e de Fourier de g(x) e´value´e en X et elle de´finit un
e´le´ment de C∞c (X,S (R
q)). Or, comme le produit en Sc(E) est donne´ par
(f ∗ g)(x) = f(x) ∗ g(x),
on a, graˆce a` la continuite´ de la transforme´e de Fourier, que F de´finit un
isomorphisme (C∞c (X,S (R
q)), ∗) ∼= (C∞c (X,S (Rq)), ·).
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Maintenant, pour le cas ge´ne´ral, la repre´sentation de Sc(E) comme en
(70) nous dit que Fourier de´finit aussi dans ce cas un isomorphisme
F : (Sc(E), ∗)→ (Sc(E∗), ·).

Proposition 4.1.8. L’alge`bre Sc(E) est stable par calcul fonctionnel
holomorphe dans C0(E
∗). En particulier,
K0(E∗) ∼= K0(Sc(E)).
De´monstration. Soit g ∈ Sc(E). On doit montrer que si f : C→ C
est une fonction holomorphe avec f(0) = 0, alors f ◦ g ∈ Sc(E). Soit
f ∈ C∞(C) 1 avec f(0) = 0, on va voir que f ◦g satisfait les deux proprie´te´s
de la de´finition 4.1.4 :
(s′1) : Soit K le support horizontal de g. Si x ∈ K, on a f(g(x, ξ)) =
f(0) = 0. On a ainsi que K est aussi le support horizontal de f ◦ g.
(s′2) : Cette condition est locale, en particulier on peut supposer E =
V × Rq avec V ⊂ Rp un sous-ensemble ouvert de Rp. Soit α ∈ Np × Nq
et K ⊂ V un sous-ensemble compact. Posons z = (x, ξ) ∈ V × Rq et
u = g(x, ξ). On peut montrer par re´currence que la de´rive´e ∂
|α|
z (f ◦ g)
s’e´crit de la manie`re suivante :
∂|α|z (f ◦ g) =
∑
|β|≤|α|
∂|β|u f(u)Pβ(z),
ou` chaque Pβ(z) est une somme finie de produits de la forme
∂γ1z g(z) · · ·∂γrz g(z),
avec |γ1| + ... + |γr| = |β|. Or, graˆce a` la proprie´te´ (s1) pour g, chaque
∂
|β|
u f(u) est borne´e pour x ∈ K. La conclusion est maintenant imme´diate
en utilisant que g ∈ S (V × Rq). 
4.2. Un espace de Schwartz pour une De´formation au coˆne
normal
Soit M une varie´te´ C∞, X une sous-varie´te´ et soit DMX la De´formation
au coˆne normal associe´e. Dans cette section on va de´finir un espace de
fonctions C∞ sur DMX , note´ Sc(D
M
X ). Cet espace est un champ d’espaces
vectoriels sur l’intervalle ferme´ [0, 1], dont les fibres sont
Sc(N
M
X ) en t = 0, et
C∞c (M) pour t 6= 0.
Avant, voyons ce qui se passe localement. Pour cela on donnera la de´finition
suivante :
1On n’a pas vraiment besoin pour la preuve que f soit holomorphe.
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De´finition 4.2.1. Soient p, q ∈ N et U ⊂ Rp × Rq un sous-ensemble
ouvert. On pose V = U ∩ (Rp × {0}).
(1) Soit K ⊂ U × [0, 1] un sous-ensemble compact. On dira que K est
un compact conique de U × [0, 1] relatif a` V si
K0 = K ∩ (U × {0}) ⊂ V.
(2) Soit g ∈ C∞(ΩUV ) (ou` ΩUV = {(x, ξ, t) ∈ Rp × Rq × R : (x, tξ) ∈ U}
est comme en (58) du chapitre pre´ce´dent). On dira que g est a` support
conique compact, s’il existe un compact conique K de U×[0, 1] relatif
a` V tel que si t 6= 0 et (x, tξ, t) /∈ K alors g(x, ξ, t) = 0.
(3) On note par Sc(Ω
U
V ) l’ensemble des applications g ∈ C∞(ΩUV ) qui
sont a` support conique compact et qui satisfont la condition suivante :
(r1) ∀ k,m ∈ N, l ∈ Np et α ∈ Nq il existe C(k,m,l,α) > 0 tel que
(1 + ‖ξ‖2)k‖∂lx∂αξ ∂mt g(x, ξ, t)‖ ≤ C(k,m,l,α)
On va voir que cet ensemble Sc(Ω
U
V ) est invariant par diffe´omorphismes.
Pour cela conside´rons F : U → U ′ un diffe´omorphisme C∞ ou` U ⊂ Rp×Rq
et U ′ ⊂ Rp × Rq sont des sous-ensembles ouverts. On suppose que F =
(F1, F2) satisfait F2(x, 0) = 0 (F satisfait les conditions du lemme 3.1.2).
On a ainsi un diffe´omorphisme C∞, F˜ : ΩUV → ΩU ′V ′ , ou` on rappelle que
ΩUV = {(x, ξ, t) ∈ Rp × Rq ×R : (x, tξ) ∈ U} et
F˜ (x, ξ, t) =
{
∂F
∂ξ
(x, 0) · ξ si t = 0
1
t
F (x, tξ) si t 6= 0,
(voir 3.1.3). On a la proposition suivante :
Proposition 4.2.2. Soit g ∈ Sc(ΩU ′V ′), alors g˜ := g ◦ F˜ ∈ Sc(ΩUV ).
De´monstration. La premie`re chose c’est que g˜ ∈ C∞(ΩUV ) graˆce au
lemme 3.1.2.
Soit K ′ ⊂ U ′ × [0, 1] le support conique compact de g. Posons
K = (F−1 × id[0,1](K ′)) ⊂ U × [0, 1].
C’est un compact conique de U × [0, 1] relatif a` V et g˜(x, ξ, t) = 0 si t 6= 0
et (x, tξ, t) /∈ K, c’est a` dire, g˜ est a` support conique compact K.
Ve´rifions maintenant la proprie´te´ (r1) de de´croissance rapide :
On veut trouver des bornes aux expressions du type
‖ξ‖k‖∂αz g˜(z)‖,
ou` z = (x, ξ, t) ; et pour k ∈ N et α ∈ Np ×Nq ×N arbitraires.
On va noter,
F1(x, ξ) = (A1(x, ξ), ..., Ap(x, ξ)) et
F2(x, ξ) = (B1(x, ξ), ..., Bq(x, ξ)).
Avec la notation du chapitre pre´ce´dent on note aussi
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w = w(x, ξ, t) = (A1(x, tξ), ..., Ap(x, tξ)) et
η = η(x, ξ, t) = (B˜1(x, ξ, t), ..., B˜q(x, ξ, t)) ou` B˜j est comme dans la section
pre´ce´dente, i .e.,
B˜j(x, ξ, t) =


∂Bj
∂ξ
(x, 0) · ξ si t = 0
1
t
Bj(x, tξ) si t 6= 0
En particulier on a par de´finition F˜ (x, ξ, t) = (w, η, t), ou F˜ (z) = u, si l’on
e´crit u = (ω, η, t).
Or, on est uniquement inte´resse´s a` ce qui se passe dans l’ensemble KΩ =
{z = (x, ξ, t) ∈ Ω : (x, t · ξ, t) ∈ K} car en dehors de cet ensemble g est
nulle. Pour un point z = (x, ξ, t) ∈ KΩ on a que (x, t · ξ) est dans un
ensemble compact et donc on de´duit que les expressions
‖∂γzωi(z)‖
sont borne´s en KΩ. Pour les expressions ‖∂δzηj(z)‖ on de´veloppe d’abord
comme dans la preuve du lemme 3.1.2, c’est a` dire,
(71) ηj(x, ξ, t) = (
∂Bj
∂ξ
(x, 0) · ξ + hj(x, tξ)) · ξ.
Maintenant, comme on ne conside`re que des point en KΩ, il est imme´diat
que l’on peut trouver des constants Cj > 0 tel que
‖∂δzηj(z)‖ ≤ Cj · ‖ξ‖mδ .
Une re´currence imme´diate sur |α| montre que les de´rive´es ∂αz g˜(z) sont
de la forme
∂αz g˜(z) =
∑
|β|≤|α|
Pβ(z)∂
β
ug(u),
ou` Pβ(z) est une somme finie de produits de la forme
∂γzωi(z) · ∂δzηj(z).
Alors, on peut trouver des constantes Cβ > 0 telles que
‖Pβ(z)‖ ≤ Cβ · ‖ξ‖|kβ |.
On a ainsi
‖ξ‖k‖∂αz g˜(z)‖ ≤
∑
|β|≤|α|
Cβ · ‖ξ‖|kβ|∂βug(u).
Or, on peut appliquer (71) a` F−1 pour avoir des constantes Ci tel que
‖ξi(ω, η, t)‖ ≤ Ci · ‖η‖
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sur KΩ. On peut mettre les deux ine´galite´s pre´ce´dentes ensembles pour
avoir
‖ξ‖k‖∂αz g˜(z)‖ ≤
∑
|β|≤|α|
C ′β · ‖η‖|kβ+|k|∂βug(u).
Il ne reste qu’a` utiliser la proprie´te´ (s1) de g pour trouver C > 0 tel que
‖ξ‖k‖∂αz g˜(z)‖ ≤ C
Cela conclut la preuve. 
On a donc le corollaire suivant.
Corollaire 4.2.3. Soit F : U → U ′ un diffe´omorphisme comme ci-
dessus. Alors F˜ ∗ : Sc(Ω
U ′
V ′) → Sc(ΩUV ) est un isomorphisme d’espaces
vectoriels.
On est preˆts pour donner la de´finition principale de cette section. Avant,
rappelons que on a une projection C∞ PD : D
M
X → M × [0, 1] vue dans
l’exemple 3.2.3 du chapitre pre´ce´dent, elle est donne´e par les formules :
(x, ξ, 0) 7→ (x, 0)
pour t = 0, et
(m, t) 7→ (m, t)
pour t 6= 0.
De´finition 4.2.4. Soit g ∈ C∞(DMX ).
(a) On dira que g est a` support conique compact, s’il existe
K ⊂ M × [0, 1]
un sous-ensemble compact avec K0 := K ∩ (M ×{0}) ⊂ X (compact
conique relatif a` X) tel que si t 6= 0 et (m, t) /∈ K alors g(m, t) = 0.
(b) On dira que g est a` de´croissance rapide en ze´ro si pour toute (U , φ)
carte adapte´e relative a` X et pour toute χ ∈ C∞c (U × [0, 1]), l’appli-
cation gχ ∈ C∞(ΩUV ) donne´e par
gχ(x, ξ, t) = (g ◦ ϕ−1)(x, ξ, t) · (χ ◦ PD ◦ ϕ−1)(x, ξ, t)
appartient a` Sc(Ω
U
V ) (ou` PD est la projection de´forme´e de´finie ci-
dessus et ϕ := φ˜ ◦ ψ−1φ comme dans (59) du chapitre pre´ce´dent).
Finalement, on de´signe par Sc(D
M
X ) l’ensemble des fonctions g ∈ C∞(DMX )
a` support conique compact qui sont a` de´croissance rapide en ze´ro.
Remarque 4.2.5. (1) De la de´finition pre´ce´dente on de´duit que
C∞c (D
M
X ) est un sous-espace de Sc(D
M
X ) : en effet, si f ∈ C∞c (DMX ),
alors p(suppf) (ou` p est la projection en (3.2.3)) est un compact co-
nique de M × [0, 1] relatif a` X et il est le support conique de f . La
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proprie´te´ (b) ci-dessus se satisfait imme´diatement puisque f est a`
support compact.
(2) CommeM×(0, 1] est un ouvert de DMX , on peut conside´rer l’espace
C∞c (M × (0, 1]) comme sous-espace de Sc(DMX ) : en effet, si f ∈
C∞c (M × (0, 1]), on peut prolonger f en N MX par ze´ro.
On va expliciter une possible de´composition de notre espace Sc(N
M
X )
en termes de cartes adapte´es. Soit {(Uα, φα)}α∈∆ un recouvrement de X
forme´ de cartes adapte´es a`X, i .e., on suppose etX ⊂ ⋃α∈∆ Uα. Conside´rons
le recouvrement ouvert deM×[0, 1] qui consiste de {Uα×[0, 1]}α∈∆ re´union
avec M × (0, 1]. Conside´rons e´galement une partition de la unite´ associe´e
a` ce dernier
{χα, λ}α∈∆
c’est a` dire que l’on a les proprie´te´s
· 0 ≤ χα, λ ≤ 1
· supp χα ⊂ Uα × [0, 1] et supp λ ⊂M × (0, 1].
· ∑α χα + λ = 1
Soit f ∈ Sc(N MX ). Posons
fα := [f · (χα ◦ PD)]|DUαVα ∈ C
∞(DUαVα )
et
f1 := [f · (λ ◦ PD)]|M×(0,1] ∈ C∞(M × (0, 1]),
ou` PD est la projection rapele´e ci dessus (voir 3.2.3), alors on a la de´composition
f =
∑
α
fα + f1
Or, comme f est a` support conique compact K on a que
· f1 ∈ C∞c (M × (0, 1]) et
· on peut supposer sans perdre ge´ne´ralite´ que χα est a` support com-
pact en Uα × [0, 1].
Ce que l’on conclut ce que l’on a une de´composition du style
(72) Sc(D
M
X ) =
∑
α∈Λ
Sc(D
Uα
Vα
) + C∞c (M × (0, 1])
D’autre part on a aussi des e´valuations, c’est a` dire, on a des applica-
tions line´aires
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e0 : Sc(D
M
X )→ Sc(N MX ) et
et : Sc(D
M
X )→ C∞c (M) pour t 6= 0.
Pour l’e´valuation en ze´ro on a la proposition suivant :
Proposition 4.2.6. L’e´valuation en ze´ro e0 : Sc(D
M
X ) → Sc(N MX )
est surjective.
Avant de montrer la proposition, on verra le proble`me localement. Soit
U ⊂ Rp × Rq un sous-ensemble ouvert et ΩUV comme en (58). Soit g ∈
Sc(Ω
U
V ), on de´finit e0(g) en V × Rp par e0(g) = g(x, ξ, 0). On a le re´sultat
local analogue a` 4.2.6.
Proposition 4.2.7. e0 de´finit une application line´aire surjective Sc(Ω
U
V )→
Sc(V × Rq).
De´monstration. Soit g ∈ Sc(ΩUV ). La premie`re chose c’est que e0(g) ∈
C∞(V × Rq) puisque V × Rq × {0} est ferme´ dans ΩUV . Voyons a` pre´sent
que e0(g) est a` support horizontal compact. Soit K ⊂ U × [0, 1] le sup-
port conique compact de g, on pose K0 = K ∩ U × {0} ⊂ V . Alors, on
a par de´finition que e0(g) est a` support horizontal compact contenu dans
K0. De plus, e0(g) satisfait la condition (s2) puisque ∂
l
x∂
α
ξ e0(g)(x, ξ) =
∂lx∂
α
ξ g(x, ξ, 0).
Il reste a` montrer que e0 est surjectif :
Soit g ∈ Sc(V × Rq). On conside`re
h(s) =
{
e−
1
s si s > 0
0 si s ≤ 0
Soit K0 ⊂ V le support horizontal de g. On peut supposer sans perte de
ge´ne´ralite´ que {(x, ξ) ∈ Rp × Rq : x ∈ K0 et ‖ξ‖ ≤ 1} ⊂ U . On pose
K = {(x, ξ, t) ∈ U × [0, 1] : x ∈ K0, ‖ξ‖ ≤
√
t}
alors on a queK ⊂ U×[0, 1] est un sous-ensemble compact etK∩U×{0} =
K0, i .e., K est un compact conique de U × [0, 1] relatif a` V .
Soit (x, ξ, t) ∈ ΩUV on pose
g˜(x, ξ, t) =
{
g(x, ξ) · h(1− t‖ξ‖2) si x ∈ K0
0 sinon
alors on a que
· g˜ est a` support conique compact K
· g˜ ∈ C∞(ΩUV ) parce que g et h sont C∞ et g est a` support horizontal
compact contenu dans K0.
Chapitre 4. Schwartz pour le groupo¨ıde tangent 79
· g˜ ∈ Sc(ΩUV ) : Posons h˜(ξ, t) = h(1− t‖ξ‖2). Par re´currence, un calcul
e´le´mentaire montre que, pour α ∈ Nq, l ∈ N, on a
∂αξ ∂
l
th˜(ξ, t) =
∑
|β|≤|α|+l aβPβ(ξ, t)h
|β|(1− t‖ξ‖2),
ou` β ∈ Nq+1, aβ est une constante (qui de´pende de α et l) et Pβ(ξ, t)
est une somme finie de produits de la forme
tγ0 · ξγ11 · · · ξγqq , γi ∈ N.
Maintenant, du fait que h et toutes ces de´rive´es sont borne´es et en
utilisant la proprie´te´ (s2) pour g, on conclut que g˜ ∈ Sc(ΩUV ).
On conclut que e0 : Sc(Ω
U
V )→ Sc(V ×Rq) est une application line´aire
surjective (La line´arite´ est triviale). 
On peut passer maintenant a` la preuve du cas ge´ne´ral.
De´monstration de la proposition 4.2.6. Soit (V, τ) une triviali-
sation, i .e. on a un diagramme commutatif
N |V
pi
V × Rq≈τ
p1
V,
ou` π : N → X est la projection dans les fibres. On peut choisir V assez
petit de fac¸on que l’on puisse trouver un syste`me coordonne´ (U , φ) de
M adapte´e a` X (comme dans la section pre´ce´dente) tel que V = U ∩
X. Conside´rons l’application ϕ := ψ−1 ◦ φ˜ : DUV → ΩUV (de´finie en (59)
a` partir d’une carte adapte´e), alors on a par de´finition qu’elle induit un
isomorphisme line´aire
ϕ∗ : Sc(Ω
U
V )
∼=→ Sc(DUV ).
Or, on peut prendre la restriction en ze´ro de ϕ, c’est a` dire, l’isomorphisme
de fibre´s vectoriels dNφ : N |V → V×Rq ; et conside´rer aussi l’isomorphisme
induit
dNφ
∗ : Sc(V × Rq)
∼=→ Sc(N |V).
On a le diagramme commutatif suivant
Sc(D
U
V )
e0
Sc(N |V)
Sc(Ω
U
V )
e0
ϕ∗ ≈
Sc(V × Rq).
dNφ
∗≈
On en de´duit facilement la surjectivite´ de
Sc(D
U
V )
e0−→ Sc(N |V)
a` partir de celle de Sc(Ω
U
V )
e0−→ Sc(V × Rq). Pour passer au re´sultat
global on choisit un recouvrement de X par des cartes trivialisantes, disons
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{(Vα, τα)}. On peut les choisir de forme que l’on ait un recouvrement X
en M par de cartes adapte´s {(Uα, φα)}α . Soit g ∈ Sc(N ), on utilise la
de´composition (70) pour e´crire
g = gα1 + ... + gαq
avec gαi ∈ Sc(N |Vαi ). Prenons g˜αi ∈ Sc(D
Uαi
Vαi
) tel que e0(g˜αi) = gαi (la
surjectivite´ montre´e ci-dessus), alors
g˜ = g˜α1 + ... + g˜αq ∈ Sc(DMX )
est tel que e0((˜g)) = g (voir aussi la de´composition (72)). On a ainsi montre´
la surjectivite´ cherche´e. 
On fini cette section en donnant quelques exemples de Sc(D
M
X ). En fait,
on va voir une description de ces espaces dans le cas des exemples 3.1.6 du
chapitre pre´ce´dent.
Exemple 4.2.8. 1. Conside´rons l’exemple 1. de 3.1.6. Dans ce cas
on a vu que DM∅ =M × (0, 1]. Or, on voit facilement que Sc(DM∅ ) =
C∞c (M × (0, 1]) par de´finition.
2. Soit X ⊂ M un sous-ensemble ouvert, on a vu que DMX = W ou` W
est le sous-ensemble ouvert de M × [0, 1] qui est la re´union des deux
ouverts X × [0, 1] et M × [0, 1]. Alors on a que Sc(DMX ) = C∞c (W ).
3. Soit x0 ∈ M . On veut de´crire Sc(DMx0 ) : Soit (U , φ) une carte coor-
donne´e en M au tour de x0. D’apre`s la de´composition vue en (72)
on a que
Sc(D
M
x0
) = Sc(D
U
x0
) + C∞c (M × (0, 1]).
On peut choisir U ≈ Rn et φ(x0) = 0 ∈ Rn. On doit donc de´crire
Sc(D
n
0 ). Or, par de´finition on voit que par de´finition, Sc(D
n
0 ) s’iden-
tifie aux fonctions f ∈ C∞(Rn×[0, 1]) qui satisfont les deux proprie´te´s
suivantes
(a) Il existe un compact K ⊂ Rn×[0, 1] avec K∩Rn×{0} = (0, 0)
et tel que si t 6= 0 et t · ξ /∈ K alors f(ξ, t) = 0.
(b) ∀ k,m ∈ N et α ∈ Nq il existe C(k,m,α) > 0 tel que
(1 + ‖ξ‖2)k‖∂αξ ∂mt f(ξ, t)‖ ≤ C(k,m,α).
Autrement dit Sc(D
n
0 ) consiste de fonctions f ∈ C∞(Dn0 ) telles
que f ◦ ψ satisfait la condition (3) de la de´finition 4.2.1.
4.3. Une alge`bre de Schwartz pour le groupo¨ıde tangent
Soit G ⇉ G (0) un groupo¨ıde de Lie, on rappelle que le groupo¨ıde tan-
gent associe´ a` ce groupo¨ıde est par de´finition la DCN DG
G (0)
:= G T . Dans
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cette sous-section on va munir a` Sc(G
T ) d’une structure d’alge`bre associa-
tive, pour cela on va s’en servir du produit du groupo¨ıde et des proprie´te´s
fonctorialles de la construction DCN vues dans le chapitre pre´ce´dent.
On note comme ci-dessus par m : G (2) → G le produit du groupo¨ıde,
alors on a de´ja` vu que D(m) = mT : (G T )(2) → G T si on identifie DG (2)
G (0)
a`
(G T )(2) avec les identifications de la section pre´ce´dente.
On veut de´finir un morphisme mr,c : Sc(D
G (2)
G (0)
) → Sc(DGG (0)) par les
formules suivantes :
Pour F ∈ Sc(DG (2)G (0) )
mr,c(F )(x, ξ, 0) =
∫
TxGx
F (x, ξ − η, η, 0)dµx(η)
et
mr,c(F )(γ, t) =
∫
Gs(γ)
F (γ ◦ δ−1, δ, t)t−qdµs(γ)(δ)
Le re´sultat principal de cette section est la proposition suivante.
Proposition 4.3.1. L’application line´airemr,c : Sc((G
T )(2))→ Sc(G T )
est bien de´finie.
La partie plus difficile de la preuve sera bien suˆr de voir quemr,c est bien
de´finie puisque la line´arite´ est une conse´quence imme´diate des de´finitions.
Avant de commencer la preuve voyons comme on peut s’en servir pour
munir a` Sc(G
T ) d’un produit d’alge`bre bien de´fini.
De´finition 4.3.2. Soient f, g ∈ Sc(G T ), on de´finit une fonction f ∗ g
en G T par
(f ∗ g)(x, ξ, 0) =
∫
TxGx
f(x, ξ − η, 0)g(x, η, 0)dµx(η)
pour t = 0, et
(f ∗ g)(γ, t) =
∫
Gs(γ)
f(γ ◦ δ−1, t)g(δ, t)t−qdµs(γ)(δ)
pour t 6= 0.
En admettant pour l’instant la proposition 4.3.1 on a le the´ore`me sui-
vant :
The´ore`me 4.3.3. Le produit ∗ de la de´finition pre´ce´dente est bien
de´fini et on a une alge`bre associative (Sc(G
T ), ∗).
De´monstration. Soient f, g ∈ Sc(G T ). Notons par F := (f, g) la
fonction en (G T )(2) de´finie par
(f, g)(γ, η) = f(γ) · g(η)
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pour tout (γ, η) ∈ (G T )(2).
De la formule de Leibnitz pour les de´rive´es d’un produit on de´duit que
(f, g) ∈ Sc((G T )(2)). Maintenant par de´finition
mr,c((f, g)) = f ∗ g
d’ou` on conclut que le produit est bien de´fini. 
Passons donc a` la de´monstration de la proposition 4.3.1. On va supposer
que dimG = p + q et dimG (0) = p ; en particulier cela implique que
dimG (2) = p+ q + q.
Voyons d’abord le proble`me localement. Soient U un ouvert Rp×Rq×Rq,
posons V = U ∩ Rp. Soit P : Rp × Rq × Rq → Rp × Rq la projection
(x, η, ξ) 7→ (x, η). Posons U ′ = P (U) ∈ Rp × Rq, on a donc que U ′ est
ouvert, V = U ′ ∩ Rp et P |V = IdV . On note aussi par P la restriction
P : U → U ′. Comme dans le chapitre pre´cedent on a une application
P˜ : ΩUV → ΩU ′V , laquelle s’e´crit dans ce cas comme la projection
P˜ (x, η, ξ, t) = (x, η, t)
On de´finit P˜r,c : Sc(Ω
U
V )→ Sc(ΩU ′V ) par
P˜r,c(F )(x, η, t) =
∫
{ξ∈Rq :(x,η,ξ,t)∈ΩUV }
F (x, η, ξ, t)dξ
On a le re´sultat suivant :
Lemme 4.3.4. L’application line´aire P˜r,c : Sc(Ω
U
V )→ Sc(ΩU ′V ) est bien
de´finie.
De´monstration. (a) La premie`re observation est-ce que l’inte´grale
de la de´finition de P˜r,c est toujours bien de´finie. En effet, on en de´duit
des deux points suivantes :
· Pour t = 0, ξ 7→ F (x, η, ξ, 0) ∈ S (Rq).
· Pour t 6= 0, ξ 7→ F (x, η, ξ, t) ∈ C∞c (Rq).
(b) Une fois que l’on peut de´river sous le signe d’inte´gration, on voit
que P˜r,c(F ) ∈ C∞(ΩU ′V ).
Alors, il nous reste a` montrer que P˜r,c(F ) est a` support conique compact
et la condition (r1) de la de´finition 4.2.1. Pour le premier, si K ⊂ U × [0, 1]
est le support conique compact de F , il suffit de poser
K ′ = (P × id[0,1])(K)
Ve´rifions maintenant la condition (r1). Soient k,m ∈ N, l ∈ Np et β ∈ Nq.
On veut voir qu’il existe C(k,m,l,β) > 0 tel que
(1 + ‖η‖2)k‖∂lx∂βη ∂mt P˜r,c(F )(x, η, t)‖ ≤ C(k,m,l,α)
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Pour k′ ≥ k+ q
2
et α = (0, β) ∈ Rq×Rq on a par hypothe`se qu’il existe
C ′(k′,m,l,α) > 0 tel que
‖∂lx∂βη ∂mt F (x, η, ξ, t)‖ ≤ C ′
1
(1 + ‖(η, ξ)‖2)k′
Alors
‖∂lx∂βη ∂mt P˜r,c(F )(x, η, t)‖ ≤ C ′
∫
{ξ∈Rq:(x,η,ξ,t)∈ΩUV }
1
(1 + ‖(η, ξ)‖2)k′ dξ
≤ C ′ 1
(1 + ‖η‖2) q2−k′
∫
{ξ∈Rq}
1
(1 + ‖ξ‖2)k′ dξ
≤ C 1
(1 + ‖η‖2)k
avec
C = C ′ ·
∫
{ξ∈Rq}
1
(1 + ‖ξ‖2)k′ dξ

On peut donner la preuve finale de cette section.
De´monstration de la proposition 4.3.1. Conside´rons (U , φ) et (U ′, φ′)
des cartes adapte´es a` G (0) en G (2) et en G respectivement telles que on ait
un diagramme commutatif
(73) U m
φ
U ′
φ′
U
P
U ′
ou` P : Rp × Rq × Rq → Rp × Rq est la projection (x, η, ξ) 7→ (x, η) et
P (U) = U ′ utilise´e au lemme pre´ce´dent. Cela est possible parce que m est
une submersion surjective.
Maintenant, si on applique au diagramme pre´ce´dent la construction
DCN, on obtient, graˆce a` la fonctorialite´ de cette construction, le dia-
gramme commutatif suivant :
DUV
D(m)
DU
′
V ′
Or, graˆce a` la proposition 3.2.5, on sait que D(m) est une submersion.
Maintenant, du lemme pre´ce´dent on obtient imme´diatement que l’inte´gration
le long des fibres de D(m) est une application line´aire bien de´finie que l’on
de´note par mr,c : Sc(D
U
V )→ Sc(DU ′V ′ ).
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Finalement, soient {(Uα, φα)} et {(U ′α, φ′α)} des recouvrements de G (0)
en G (2) et en G respectivement, consistant de cartes adapte´es qui satisfont
la condition en (73) ci-dessus. Alors, on a des applications
(74) mr,c : Sc(D
Uα
Vα
)→ Sc(DU
′
α
V ′α
)
de´finies comme ci-dessus. Soit F ∈ Sc(DG (2)G (0) ). Maintenant, on peut de´composer
Sc(D
G (2)
G (0)
) comme en (72) et trouver ainsi des Fαi ∈ DUαiVαi et un F1 ∈
C∞c (G
(2) × (0, 1]) tels que F = Fα1 + ... + Fαn + F1. Alors
mr,c(Fα1) + ... +mr,c(Fαn) +mr,c(F1) ∈
∑
α
Sc(D
U ′α
V ′α
) + C∞c (G × (0, 1])
est un e´le´ment bien de´fini de Sc(D
G
G (0)
) qui ne de´pend pas de choix (par
la proposition 4.2.3). Par line´arite´ mr,c(F ) = mr,c(Fα1) + ... +mr,c(Fαn) +
mr,c(F1), ce qui conclut la preuve de la proposition 4.3.1. 
CHAPITRE 5
Indice analytique a` support compact
5.1. Indices analytiques a` support compact d’un groupo¨ıde de
Lie
Soit G ⇉ G (0) un groupo¨ıde de Lie. Dans cette section on va construire
l’indice analytique a` support compact associe´ a ce groupo¨ıde. Pour cela on
va conside´rer Sc(AG ) muni de la structure d’alge`bre du chapitre pre´ce´dent.
Maintenant, comme conse´quence de la proposition 4.2.6 on a un mor-
phisme surjectif d’alge`bres
Sc(G
T )
e0−→ Sc(AG ),
et donc une suite exacte de la forme suivante
(75) 0 −→ J −→ Sc(G T ) e0−→ Sc(AG ) −→ 0
ou` J est le noyau de e0 par de´finition.
On veut a` pre´sent passer a` la K-the´orie ou` on va de´finir notre indice
analytique. La motivation d’avoir introduit les alge`bres de Schwartz est que
celles-ci ont en ge´ne´ral la bonne K-the´orie. Par exemple, on veut conside´rer
le groupe de K-the´orie K0(A∗G ) puisque dans ce groupe on a codifie´ les
symboles des G -ope´rateurs PDO elliptiques. On rappelle de la proposition
4.1.8 que
K0(Sc(AG )) ≈ K0(A∗G ).
La K-the´orie n’est pas un foncteur exact et donc il n’y a pas a` priori
une raison pour laquelle on puisse conclure que la suite (75) se transforme
en une suite exacte du meˆme type en K-the´orie. Cependant, on verra dans
la proposition suivante que le morphisme induit par
Sc(G
T )
e0−→ Sc(AG )
est aussi surjectif.
Proposition 5.1.1. Le morphisme
K0(Sc(G
T ))
e0,∗−→ K0(S (AG ))
est surjectif
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De´monstration. Soit σ ∈ K0(S (AG )). On sait du calcul pseudo-
diffe´rentiel associe´ a` G qu’il existe un G−PDO elliptique P avec [σP ] = σ.
En effet, on a vu dans le chapitre 1, que d’apre`s Atiyah-Singer un e´le´ment de
K0(A∗G ) est repre´sente´ par un symbole d’ordre ze´ro (voir chapitre de rap-
pelle ou [AS68a]). Or, on peut prendre le symbole sur A∗G × [0, 1] qui est
e´gal a` σP pour tout t, on le de´note par σ˜P . Maintenant, AG
T = A∗G × [0, 1]
d’ou` on peut conside´rer P˜ = (Pt)t∈[0,1] le G
T -PDO elliptique associe´ a` P ,
autrement dit, σP˜ = σ˜P . Soit i : C
∞
c (G
T )→ Sc(G T ) l’inclusion (qui est un
morphisme d’alge`bres), alors on affirme que i∗(ind P˜ ) ∈ K0(Sc(G T )) est
tel que e0,∗(i∗(ind P˜ )) = σ. Or, ceci est une conse´quence imme´diate de la
commutativite´ du diagramme suivant :
Sc(G
T )
e0
i
S (AG )
i
C∗r (AG )
C∞c (G
T )
i
i
C∗r (G
T ),
e0
ou` les morphismes de´note´s par i sont des inclusions

Alors, en appliquant la K-the´orie a` la suite exacte (75), on obtient la
suite exacte
(76) K0(J) −→ K0(Sc(G T )) e0−→ K0(S (AG )) −→ 0
De´finissons le groupe de K-the´orie ou` l’indice analytique qui nous oc-
cupe sera de´fini. Pour cela on rappelle une construction ge´ne´ral de la the´orie
de groupes . Il s’agit du co-e´galisateur de deux morphismes. On est juste
inte´resse´ au cas abe´lien, vu pourquoi tous les groupes que l’on conside`re
seront commutatifs.
De´finition 5.1.2. Soient G, H deux groupes abe´liens et f, g deux
morphismes de groupes entre G et H . Le groupe L = H/Im(f − g) muni
du morphisme quotient H
p→ L est appele´ le co-e´galisateur de (G
f
⇉
g
H).
En particulier p ◦ f = p ◦ g d’ou` le nom de co-e´galisateur. On de´note ce
groupe par
lim−→(G
f
⇉
g
H).
Remarque 5.1.3. Avec les meˆmes notations de la de´finition pre´ce´dente,
on veut remarquer que le co-e´galisateur a e´videment la suivante proprie´te´
universelle :
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(PU) Si H
q→ L′ est un morphisme avec q ◦ f = q ◦ g alors il existe
un unique morphisme q′ : L → L′ tel que le diagramme suivant est
commutatif.
G
f
⇉
g
H
p
q
L
q′
L′ .
De´finition 5.1.4. [Kh,k0 (G )] Soient G un groupo¨ıde de Lie et k ∈ N.
On pose
Kh,k0 (G ) := lim−→
[
K0(C
k
c (G × [0, 1]))
e0
⇉
e1
K0(C
k
c (G ))
]
Autrement dit, Kh,k0 (G ) est le co-e´galisateur des morphismes induits en
K-the´orie par les e´valuations Ckc (G × [0, 1])
e0
⇉
e1
Ckc (G ). On note par π :
K0(C
k
c (G ))→ Kh,k0 (G ) l’application quotient.
Remarque 5.1.5. Dans la de´finition pre´ce´dente, le petit h dans la
notation Kh,k0 (G ) fait re´fe´rence a` l’ homotopie. En effet, on peut donner
une autre pre´sentation au co-e´galisateur Kh,k0 (G ) : Pour x, y ∈ K0(Ckc (G )),
on dit qu’ils sont homotopes, x ∼h y, s’il existe z ∈ K0(Ckc (G × [0, 1])) tel
que
(0) e0(z) = x et
(1) e1(z) = y.
Alors x ∼h y est une relation d’e´quivalence en K0(Ckc (G )) compatible avec
la structure de groupe. Le quotient K0(C
k
c (G ))/ ∼h est le co-e´galisateur
relative aux e´valuations K0(C
k
c (G × [0, 1]))
e0
⇉
e1
K0(C
k
c (G )).
La caracte´risation de Kh,k0 (G ) avec la relation d’e´quivalence ci-dessus
sera de grande utilite´ dans le chapitre suivant. En fait, l’accouplement
de K0(C
k
c (G )) avec la cohomologie cyclique pe´riodique de C
k
c (G ) respecte
cette relation d’e´quivalence (voir [Con94]).
On peut a` pre´sent e´noncer le the´ore`me principal de cette the`se.
The´ore`me 5.1.6. Soit k ∈ N. Il y a un unique morphisme de groupes
bien de´fini
(77) indh,ka : K
0(A∗G )→ Kh,k0 (G )
qui satisfait indh,ka ◦ e0 = eh,k1 ou` eh,k1 : K0(Sc(G T )) → Kh,k0 (G ) est la
composition
K0(Sc(G
T ))
e1→ K0(C∞c (G )) ιk→ K0(Ckc (G )) pi→ Kh,k0 (G );
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et e0 est le morphisme K0(Sc(G
T ))→ K0(S (AG )) ∼= K0(A∗G ) induit par
l’e´valuation en ze´ro. De plus, on a un diagramme commutatif
Ell(G )
symb.
ind
K0(C
∞
c (G ))
Kh,k0 (G )
K0(A
∗G )
inda
ind
h,k
a
K0(C
∗
r (G ))
De´finition 5.1.7 (Indice analytique indh,ka ). On appelle le morphisme
du the´ore`me pre´ce´dent l’indice analytique (d’ordre k) de G . Il est donne´
explicitement par
indh,ka (a) := e
h,k
1 (wa),
pour a ∈ K0(A∗G ) et wa ∈ K0(Sc(G T )) avec e0(wa) = a.
Conside´rons le diagramme suivant :
K0(J)
i
K0(Sc(G
T ))
e
h,k
1
e0
K0(S (AG ))
ind
h,k
a
0
Kh,k0 (G )
,
ou` e0 est surjectif par la proposition 5.1.1. Pour montrer le the´ore`me il
suffit de montrer que Im i = Ker e0 ⊂ Ker eh,k1 , autrement dit, montrer
que eh,k1 ◦ i = 0. Pour cela on aura besoin de plusieurs lemmes que l’on
donne ci-dessous.
Lemme 5.1.8. Soit λ : G T → [0, 1] la projection, alors J = λ ·Sc(G T ).
De´monstration. Il est clair que λ ·Sc(G T ) ⊂ J .
Pour montrer l’autre inclusion, rappelons d’abord que dans la de´finition
de Sc(Ω) et par la suite dans celle de Sc(D
M
X ) on a impose´ une condition
de de´croissance rapide en ze´ro du style (voir condition (s2) de la de´finition
4.2.1)
(1 + ‖ξ‖2)k‖∂lx∂αξ ∂mt g(x, ξ, t)‖ ≤ C(k,m,l,α)
Jusqu’au maintenant on ne s’est occupe´ de la condition sur ∂mt g(x, ξ, t).
On va s’en servir pour conclure la preuve parce que si f ∈ J alors un simple
argument de de´veloppement en se´rie de Taylor autour de t = 0 permet de
voir que effectivement f ∈ λ·Sc(G T ), en effet, lorsque on factorise le t de la
se´rie, la condition sur ∂mt dit que le membre restant appartient a` Sc(G
T ).
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
Le lemme suivant est une conse´quence imme´diate de la proposition
1.1.4, selon laquelle le groupe K0 d’une alge`bre N -nilpotente est nul.
Lemme 5.1.9. Soit N ∈ N. Considerons l’ide´al JN , alors le morphisme
K0(J
N)
j→ K0(J) induit en K-the´orie par l’inclusion JN →֒ J est surjectif.
De´monstration. Conside´rons la suite exacte d’alge`bres (non unife`res)
0→ JN → J → J/JN → 0
alors on a une suite exacte en K-the´orie
K0(J
N)→ K0(J)→ K0(J/JN)
Il suffit donc de montrer queK0(J/J
N) = 0. Mais ceci est une conse´quence
imme´diate de la proposition 1.1.4 parce que A = J/JN est une alge`bre N -
nilpotente (i .e., a1 · · ·aN = 0, ai ∈ A). 
Soit k ∈ N et q := dimGx, on va de´finir un morphisme d’alge`bre
ϕk : J
k+q → Ckc (G × [0, 1])
de la fac¸on suivante :
ϕk(λ
k+q · f)(γ, t) =
{
0 si t = 0
tkf(γ, t) si t 6= 0
Ou` on a utilise´ le lemme 5.1.8 pour exprimer Jk+q ⊂ λk+q · Sc(G T ). On
montre dans les deux lemmes suivants que ϕk est bien de´fini et qu’il s’agit
bien d’un morphisme d’alge`bres. Pour le premier, on le fait en ge´ne´ral pour
une de´formation au coˆne normal quelconque, il est e´vident que ϕk en est
un cas particulier.
Lemme 5.1.10. Soit (M,X) un couple C∞. Soit f ∈ Sc(DMX ) et k ∈ N∗.
On de´finit, pour (m, t) ∈M × [0, 1],
fk(m, t) =
{
0 si t = 0
tkf(m, t) si t 6= 0
Alors fk ∈ Ckc (M × [0, 1]).
De´monstration. eˆtre de classe Ck est une proprie´te´ locale et donc on
peut supposerM = U ⊂ Rp×Rq ouvert etX = V = U∩(Rp×{0}). On doit
montrer que si f ∈ Sc(Ω) (on rappelle que Ω = {(x, ξ, t) ∈ Rp×Rq× [0, 1] :
(x, tξ) ∈ U}) alors
fk(x, ξ, t) =
{
0 si t = 0
tkf(x, ξ
t
, t) si t 6= 0
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appartient a` Ckc (U × [0, 1]). Montrons donc ce dernier point.
D’abord, on remarque que le seul proble`me se pose en t = 0, en effet,
en dehors de ze´ro la fonction fk est de classe C
∞. Soit (x, ξ, 0) ∈ Ω, on va
voir que fk est C
k en ce point. Or, on peut supposer de plus que ξ 6= 0
puisque autrement le re´sultat est trivial.
Posons uξ(t) =
ξ
t
, on a uξ ∈ C∞((0, 1],Rq) et uξ satisfait
· limt→0‖uξ(t)‖ = +∞.
On rappelle que Sc(Ω
U
V ) consiste des applications g ∈ C∞(ΩUV ) qui sont
a` support conique compact et qui satisfont la condition suivante :
(r1) ∀ n,m ∈ N, l ∈ Np et α ∈ Nq il existe C(n,m,l,α) > 0 tel que
(1 + ‖ξ‖2)n‖∂lx∂αξ ∂mt g(x, ξ, t)‖ ≤ C(n,m,l,α)
On en de´duit que
limt→0‖uξ(t)‖k‖∂αz f(x, uξ(t), t)‖ = 0
Ici z = (x, ξ, t) et α ∈ Np ×Nq × N.
Par de´finition fk(x, ξ, t) = t
k · f(x, uξ(t), t) pour t 6= 0 et ze´ro sinon.
Maintenant, il suffit de remarquer que
· ∀j ∈ N, la j−e`me de´rive´e peut se calculer par
u
(j)
ξ (t) =
(−1)jj!
tj
uξ(t)
pour conclure que fk est au moins de classe C
k en ze´ro. Pour finir il reste
a` voir que fk est a` support compact, mais ceci est trivial puisque f est
a` support conique compact. En effet, le support de fk est pre´cise´ment le
compact conique qui est le support conique compact de f . 
Lemme 5.1.11. Avec les de´finitions ci-dessus on a bien un morphisme
d’alge`bres
ϕk : J
k+q → Ckc (G × [0, 1])
De´monstration. Soient f, g ∈ Sc(G T ). On utilise le fait que Jk+q ⊂
λk+q ·Sc(G T ). Alors, on a
ϕk(λ
k+q · f ∗ λk+q · g)(γ, t) =
ϕk(λ
k+q · (f ∗ λk+q · g))(γ, t) =


0 si t = 0
tk
∫
Gs(γ)
f(γ ◦ η−1)g(η, t)tk+q−qdµs(γ)(η) si t 6= 0
Ce qui est exactement (ϕk(λ
k+q · f) ∗ ϕk(λk+q · g))(γ, t) par de´finition.

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On note aussi par ϕk : K0(J
k+q) → K0(Ckc (G × [0, 1])) le morphisme
induit en K-the´orie par ϕk. Par construction, on a les conditions suivantes
sont satisfaites :
(a) e0 ◦ ϕk = 0 ou` ici e0 de´note le morphisme d’e´valuation en ze´ro
e0 : C
k
c (G × [0, 1])→ Ckc (G ) et
(b) le diagramme suivant est commutatif
0
K0(J) K0(Sc(G
T ))
e0
ek1
K0(S (AG )) 0
K0(J
k+q)
j
ϕk
K0(C
k
c (G × [0, 1])) e1 K0(Ckc (G ))
Lemme 5.1.12. Soit w ∈ K0(Sc(G T )) avec w ∈ Ker(e0), alors eh,k1 (w) =
0, ou` de nouveau eh,k1 est la composition
K0(Sc(G
T ))
e1→ K0(C∞c (G )) ιk→ K0(Ckc (G )) pi→ Kh,k0 (G ).
De´monstration. Soit x ∈ K0(J) avec i∗(x) = w. Graˆce au lemme
5.1.9 on peut choisir y ∈ K0(Jk+q) avec j(y) = x. Maintenant, de la condi-
tion (b) ci-dessus on a que e1(ϕk(y)) = e
k
1(w) et de la condition (a) on a
que e0(ϕk(y)) = 0, d’ou` e
k
1(w) ∼h 0. 
On est preˆts pour donner la preuve du the´ore`me 5.1.6 qui est re´sultat
le plus important de ce travail.
De´monstration du the´ore`me 5.1.6. Soit σ ∈ K0(A∗G ) et wσ, w′σ ∈
K0(Sc(G
T )) avec e0(wσ) = e0(w
′
σ). Du lemme pre´ce´dent on a que e
h,k
1 (wσ) =
eh,k1 (w
′
σ), c’est a` dire, ind
h,k
a (σ) est bien de´fini et il est e´vident qu’il s’agit
d’un morphisme de groupes. Il reste de montrer la commutativite´ du dia-
gramme.
Pour montrer la commutativite´ de
Ell(G )
symb
ind
K0(C
∞
c (G ))
pi◦ι
K0(A
∗G )
ind
h,k
a
Kh,k0 (G )
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on le de´compose en plusieurs diagrammes qui sont commutatifs triviale-
ment
Ell(G )
symb
ind
ind
ind
K0(C
∞
c (G ))
ι
pi◦ι
K0(C
∞
c (AG )) K0(C
∞
c (G
T ))
e0
e1
K0(A
∗
G )
”e−10 ”
K0(Sc(G
T ))
ek1
K0(C
k
c (G ))
pi
K
h,k
0 (G )
Maintenant pour la commutativite´ de
Kh,k0 (G )
K0(A
∗G )
inda
ind
h,k
a
K0(C
∗
r (G ))
on fait pareille, on de´compose en
K0(Sc(G
T ))
ek1
K0(C
k
c (G ))
ι
pi
K0(C
∗
r (G
T ))
e1
Kh,k0 (G )
ι˜
K0(A∗G )
inda
e−10
”e−10 ”
K0(C
∗
r (G )),
ou` ι˜ : Kh,k0 (G )→ K0(C∗r (G )) est le morphisme induit par ι graˆce a` la pro-
prie´te´ universelle de Kh,k0 (G ) (voir de´finition 5.1.4), et donc tout commute
par de´finition. 
Conside´rons les inclusions canoniques
(78) ... →֒ Ckc (G ) →֒ Ck−1c (G ) →֒ ...
Pour chaque k on a un morphisme Kh,k0 (G )→ Kh,k−10 (G ) induit par le mor-
phisme K0(C
k
c (G ))→ K0(Ck−1c (G )) a` partir de la proprie´te´ universelle des
co-e´galisateurs. On peut donc conside´rer la limite projective lim←−kK
h,k
0 (G )
induite par le syste`me (78) ci-dessus. Posons
(79) KF0 (G ) = lim←−
k
Kh,k0 (G ),
on appelle ce groupe la K-the´orie finie de G . Or, par construction on a
que indh,ka est compatible avec les morphismes K
h,k
0 (G ) → Kh,k−10 (G ). On
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conclut qu’il existe un unique morphisme de groupes
indh,Fa : K
0(A∗G )→ KF0 (G )
tel que le diagramme suivant soit commutatif pour tout k ∈ N
K0(A∗G )
ind
h,F
a
ind
h,k
a,G
KF0 (G )
Kh,k0 (G ).
On appelle ce morphisme l’indice analytique a` support compact de G .
On a aussi un morphisme, donne´ par la proprie´te´ universelle de la limite
projective, K0(C
∞
c (G )) → KF0 (G ). L’indice indh,Fa peut aussi se mettre
dans le suivant diagramme commutatif
{G − PDO ell. } ind K0(C∞c (G ))
K0(A∗G )
ind
h,F
a
KF0 (G ).
De plus, on a aussi un morphisme KF0 (G )
ιF→ K0(C∗r (G )) qui rend le
diagramme suivant commutatif
K0(A∗G )
ind
h,F
a
inda
KF0 (G )
ιF
K0(C
∗
r (G )).
Il suffit de passer par Kh,k0 (G ). Plus formellement, K
F
0 (G ) est aussi un
co-e´galisateur :
(80) KF0 (G )
∼= lim−→
[
lim
←−
k
K0(C
k
c (G × [0, 1]))
e˜0
⇉
e˜1
lim
←−
k
K0(C
k
c (G ))
]
Alors, ιF est le morphisme donne´ par la proprie´te´ universelle de fac¸on
e´vidente.
Cela est important parce que l’on a un indice interme´diaire entre l’indice
au niveau C∞c et l’indice au niveau C
∗. Autrement dit l’indice a` support
compact associe´ a` un groupo¨ıde de Lie entre dans un diagramme commu-
tatif comme celui du the´ore`me 5.1.6.
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5.2. Proprie´te´s de l’indice analytique a` support compact
Dans cette section on va voir deux proprie´te´s des indices analytiques
support compact. La premie`re sera la compatibilite´ avec le morphisme de
Bott et la deuxie`me la compatibilite´ avec des sous-groupo¨ıdes ouverts. Des
maintenant on va utiliser la notation indh,ka,G pour remarquer que l’on parle
de l’indice associe´ au groupo¨ıde G ⇉ G (0).
5.2.1. Compatibilite´ avec Bott. Soient G ⇉ G (0) un groupo¨ıde de
Lie et G R
2
le groupo¨ıde G × R2 ⇉ G (0) × R2, ou` la partie correspondante
a` R2 est l’identite´. On doit commencer par dire ce que l’on entend par
morphisme de Bott. D’abord, rappelons que l’inclusion d’alge`bres
(81) C∞c (R
2) ⊂ C0(R2),
induit un isomorphisme enK-the´orie. Ici, le produit sera toujours le produit
ponctuel.
Typiquement on a l’e´le´ment de Bott β ∈ K0(R2) = K0(C0(R2)), mais
l’affirmation pre´ce´dente nous permet de voir cet e´le´ment au niveau de C∞c ,
i .e.,
(82) βc ∈ K0(C∞c (R2))
On peut ainsi prendre le produit avec cet e´le´ment pour obtenir les mor-
phismes
K0(S (AG ))
·⊗βc−→ K0(S (AG ))⊗ C∞c (R2))(83)
K0(C
k
c (G ))
·⊗βc−→ K0(Ckc (G )⊗ C∞c (R2))(84)
K0(Sc(G
T ))
·⊗βc−→ K0(Sc(G T )⊗ C∞c (R2)).(85)
Maintenant, conside´rons les morphismes d’alge`bres donne´es par la multi-
plication ponctuelle
Ms : S (AG )⊗ C∞c (R2)→ S (AG R
2
)(86)
Mk : Ckc (G )⊗ C∞c (R2)→ Ckc (G R
2
)(87)
MT : Sc(G
T )⊗ C∞c (R2)→ Sc((G R
2
)T ).(88)
La ve´rification qu’il s’agit des morphismes d’alge`bres est e´le´mentaire.
On de´finit des morphismes de Bott de la manie`re suivante :
(Bs) Botts : K0(S (AG )) → K0(S (AG R2) par la composition de (83)
suivi du morphisme induit en K-the´orie par (86).
(Bk) Bottk : K0(C
k
c (G )) → K0(Ckc (G R2)) par la composition de (84)
suivi du morphisme induit en K-the´orie par (87).
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(BT ) BottT : K0(Sc(G
T )) → K0(Sc((G R2)T )) par la composition de
(85) suivi du morphisme induit en K-the´orie par (88).
Les lemmes suivants nous permettrons d’e´noncer et de montrer la compa-
tibilite´ des indices analytiques a` support compact avec le morphisme de
Bott.
Lemme 5.2.1. Avec les notations comme ci-dessus.
(i) Les morphismes (Bs) et (BT ) sont compatibles modulo l’e´valuation
en ze´ro, i .e., on a un diagramme commutatif
K0(Sc(G
T ))
BT
e0
K0(Sc((G
R2)T ))
e0
K0(S (AG ))
Bs
K0(S (AG
R2))
(ii) Les morphismes (Bk) et (BT ) sont compatibles modulo l’e´valuation
en 1, i .e., on a un diagramme commutatif
K0(Sc(G
T ))
BT
ek1
K0(Sc((G
R2)T ))
ek1
K0(C
k
c (G )) Bk
K0(C
k
c (G
R2))
De´monstration. (i) : Le diagramme ci-dessus se de´compose de la
manie`re suivante suivant
K0(Sc(G
T ))
·βT
e0
K0(Sc(G
T )⊗ C∞c (R2))
(e0⊗1)∗
MT
∗
K0(Sc((G
R2)T ))
e0
K0(S (AG ))
βs
K0(S (AG )⊗ C∞c (R2)) Ms
∗
K0(S (AG
R2)).
Le carre´ a` gauche est commutatif graˆce a` la naturalite´ du produit en
K-the´orie et le carre´ a` droite est commutatif parce que les morphismes
d’alge`bres MT et Ms commutent modulo l’e´valuation en ze´ro. On conclut
donc le re´sultat.
(ii) : Le diagramme ci-dessus se de´compose de la manie`re suivante sui-
vant
K0(Sc(G
T ))
·βT
ek1
K0(Sc(G
T )⊗ C∞c (R2))
(ek1⊗1)∗
MT
∗
K0(Sc((G
R2)T ))
ek1
K0(C
k
c (G )) βk
K0(C
k
c (G )⊗ C∞c (R2))
Mk
∗
K0(C
k
c (G
R2)).
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Le carre´ a` gauche est commutatif graˆce a` la naturalite´ du produit en
K-the´orie et le carre´ a` droite est commutatif parce que les morphismes
d’alge`bres MT et Mk commutent modulo l’e´valuation ek1. On conclut donc
le re´sultat. 
Le lemme suivant justifie le nom de Bott que l’on a donne´ a` tous ces
morphismes.
Lemme 5.2.2. Le morphisme (Bs) co¨ıncide, modulo l’isomorphisme de
Fourier du corollaire 4.1.8, avec le morphisme de Bott (topologique)
(89) Bott : K0(A∗G )→ K0(A∗G R2).
De´monstration. La preuve suit les meˆmes pas que celles des lemmes
ci-dessus, a` savoir, on a un diagramme commutatif
K0(S (AG ))
·βs
F
K0(S (AG )⊗ C∞c (R2))
(F⊗ι)∗
Ms
∗
K0(S (AG
R2))
F
K0(S (A
∗G ))
·Bott
K0(S (A
∗G )⊗ C0(R2))
M∗
K0(S (A
∗G R
2
)).
Ici, ι : C∞c (R
2) →֒ C0(R2) de´signe l’inclusion, Bott ∈ K0(C0(R2)) l’e´le´ment
de Bott (comme on le conside`re usuellement) et
M : S (A∗G )⊗ C0(R2)→ S (A∗G R2)
le morphisme induit par la multiplication ponctuelle. En particulier, le
morphisme
K0(S (A
∗
G ))
·Bott−→ K0(S (A∗G )⊗ C0(R2)) M∗−→ K0(S (A∗G R2))
est pre´cise´ment le morphisme de Bott topologique
Bott : K0(A∗G )→ K0(A∗G R2).
Or, le carre´ a` gauche est commutatif graˆce a` la naturalite´ du produit en
K-the´orie et le carre´ a` droite est commutatif parce que les morphismes
d’alge`bresMs etM commutent modulo Fourier. On conclut donc le re´sultat.

Proposition 5.2.3. Le morphisme Bottk passe au quotient en ho-
motopie, i .e., on a un morphisme induit (que l’on note toujours pareil)
Bottk : K
h,k
0 (G )→ Kh,k0 (G R2).
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De´monstration. De´notons et : C
k
c (G ×[0, 1])→ Ckc (G ) le morphisme
d’e´valuation en t. On a le diagramme commutatif suivant
K0(C
k
c (G × [0, 1]))
·βk
et
K0(C
k
c (G × [0, 1])⊗ C∞c (R2))
(et⊗1)∗
Mk
∗
K0(C
k
c (G × R2 × [0, 1])
et
K0(C
k
c (G )) βk
K0(C
k
c (G )⊗ C∞c (R2))
Mk
∗
K0(C
k
c (G
R2)).
Le premier carre´ est commutatif graˆce a` la naturalite´ du produit enK−the´orie,
et le deuxie`me est commutatif parce que les morphismes Mk commutent
trivialement avec les e´valuations. On conclut ainsi que Bottk commute
avec les e´valuations, d’ou` on a par la proprie´te´ universelle de Kh,k0 (G ) qu’il
existe un unique morphisme Kh,k0 (G )
Bottk−→ Kh,k0 (G R2) tel que le diagramme
suivant commute
K0(C
k
c (G ))
Bottk
pi
K0(C
k
c (G
R2))
pi
Kh,k0 (G ) Bottk
Kh,k0 (G
R2).

On peut e´noncer la compatibilite´ des indices a` support compact avec
Bott.
Proposition 5.2.4. L’indice analytique a` support compact indFa,G as-
socie´ a` un groupo¨ıde de Lie est compatible avec le morphisme de Bott (to-
pologique), i .e., le diagramme suivant est commutatif
K0(A
∗G )
indFa,G
Bott
KF0 (G )
BottF
K0(A
∗G R
2
)
indF
a,GR
2
KF0 (G
R2)
De´monstration. Il suffit de montrer que pour chaque k ∈ N on a que
le diagramme suivant est commutatif :
K0(A
∗G )
ind
h,k
a,G
Bott
Kh,k0 (G )
Bottk
K0(A
∗G R
2
)
ind
h,k
a,GR
2
Kh,k0 (G
R2)
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Ce diagramme se de´compose en d’autres diagrammes qui sont com-
mutatifs graˆce aux lemmes 5.2.1, 5.2.1 et 5.2.3. La de´composition est la
suivante :
K0(A∗G )
ind
h,k
a,G
Bott
Kh,k0 (G )
Bottk
K0(Sc(G
T ))
e0
ek1
BottT
K0(C
k
c (G ))
pi
Bottk
K0(Sc((G
R2)T ))
e0
ek1
K0(C
k
c (G
R2))
pi
K0(A∗(G R
2
))
ind
h,k
a,GR
2
Kh,k0 (G
R2).

5.2.2. Compatibilite´ avec des sous-groupo¨ıdes ouverts. Soit G ⇉
G (0) et H ⇉ H (0) un sous-groupo¨ıde ouvert. On a le re´sultat de compa-
tibilite´ suivant :
Proposition 5.2.5. Soit G ⇉ G (0) et H ⇉ H (0) un sous-groupo¨ıde
ouvert. Alors le diagramme suivant commute :
K0(A∗H )
indF
a,H
KF0 (H )
K0(A∗G )
indF
a,G
KF0 (G ).
ou` les morphismes verticaux sont induits par les inclusions des sous-
groupo¨ıdes ouverts correspondantes.
De´monstration. De nouveau, il suffit de ve´rifier, que pour chaque
k ∈ N, le diagramme suivant est commutatif :
K0(A∗H )
ind
h,k
a,H
Kh,k0 (H )
K0(A∗G )
ind
h,k
a,G
Kh,k0 (G ).
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La premie`re chose a` remarquer c’est que H T ⊂ G T comme un sous-
ensemble ouvert. Encore plus, l’inclusion des alge`bres
Sc(H
T ) →֒ Sc(G T )
qui commute e´videment avec toutes les e´valuations. Cela implique que les
diagrammes suivants sont commutatifs
K0(A∗H )
j
K0(Sc(H
T ))
e0
j
K0(A∗G ) K0(Sc(G
T ))
e0
et
K0(Sc(H
T ))
e1
j
K0(C
∞
c (H ))
j
K0(Sc(G
T ))
e1
K0(C
∞
c (G )),
ou` les morphismes note´s par j sont les induits par les prolongements des
fonctions par ze´ro en dehors du sous-ouvert. D’un autre coˆte´, on a que le
prolongement Ckc (H × [0, 1]) →֒ Ckc (G × [0, 1]) commute avec toutes les
e´valuations aussi et alors on a un morphisme induit Kh,k0 (H ) → Kh,k0 (G )
qui commute avec le morphisme induit K0(C
k
c (H )) → K0(Ckc (G )). Pour
montrer que le diagramme dans l’e´nonce´ de la proposition commute il
faut juste remarquer qu’il se de´compose en diagrammes commutatifs de
la manie`re suivante :
K0(A∗H )
ind
h,k
a,H
j
Kh,k0 (H )
j
K0(Sc(H
T ))
e0
e1
j
K0(C
∞
c (H ))
j
pi
K0(Sc(G
T ))
e0
e1
K0(C
∞
c (G ))
pi
K0(A∗G )
ind
h,k
a,G
Kh,k0 (G ),
ou` les morphismes ι sont induits par les inclusions canoniques C∞c ⊂ Ckc .
On conclut ainsi la preuve. 
CHAPITRE 6
Applications
6.1. Un the´ore`me de l’indice longitudinal
Soit (M,F ) une varie´te´ feuillete´e. Notons par G ⇉ M son groupo¨ıde
d’holonomie associe´. Dans ce cas on sait que l’alge´bro¨ıde de Lie est donne´
par le sous-fibre qui inte`gre le feuilletage, i .e., F .
Dans [CS84], Connes-Skandalis de´finissent un indice topologique indt :
K0(F ∗)→ K0(C∗r (G )) et ils montrent que celui-ci co¨ıncide avec le C∗-indice
analytique associe´ a` G (voir section de rappelle sur les indices analytiques).
Dans ce paragraphe on va e´tablir un the´ore`me de l’indice longitudinal
plus primitif. On doit d’abord de´finir les groupes ou` nos indices prendront
ses valeurs. Il s’agit d’une le´ge`re modification des groupes de K-the´orie
(finie) utilise´s dans le chapitre pre´ce´dent.
De´finition 6.1.1 (K-the´orie finie pe´riodique). Soit G ⇉ G (0) un
groupo¨ıde de Lie. Comme on a vu dans le chapitre pre´ce´dent on peut
conside´rer le morphisme de Bott, KF0 (G )
Bott−→ KF0 (G R2). Cela nous permet
de prendre la limite inductive
lim−→
m
KF0 (G ×R2m)
induite par le syste`me KF0 (G × R2m) Bott−→ KF0 (G ×R2(m+1)). On de´note ce
groupe par
(90) KB,F0 (G ) = lim−→
m
KF0 (G × R2m),
et on l’appelle la K-the´orie finie pe´riodique de G .
On pose
indB,Fa,G : K
0(A∗G )→ KB,F0 (G )
le morphisme donne´ par la composition de indFa,G : K
0(A∗G ) → KF0 (G )
suivi de KF0 (G )
Bott−→ KB,F0 (G ). On l’appelle l’indice analytique pe´riodique
de G .
Remarque 6.1.2. Par de´finition, KB,F0 (G ) satisfait la Pe´riodicite´ de
Bott. Autrement dit, le morphisme
KB,F0 (G )
Bott−→ KB,F0 (G R
2
)
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est un isomorphisme.
Remarque 6.1.3. L’indice analytique pe´riodique satisfait aussi la pro-
prie´te´ d’eˆtre un indice interme´diaire entre C∞ et C∗r . En effet, il entre dans
le diagramme commutatif suivant :
{G − pdoell.} ind K0(C∞c (G ))
KB,F0 (G )
K0(A
∗G )
inda
ind
B,F
a
K0(C
∗
r (G )),
ou` le morphisme KB,F0 (G )→ K0(C∗r (G )) est induit par les morphismes
KF0 (G ×R2m)→ K0(C∗r (G ×R2m)) ∼= K0(C∗r (G ))
en utilisant la pe´riodicite´ de Bott en K-the´orie des C∗-alge`bres.
On de´finit a` pre´sent l’indice topologique pe´riodique d’un feuilletage.
La de´finition est l’analogue de celle de Connes-Skandalis pour le C∗-indice
topologique associe´ au feuilletage.
De´finition 6.1.4. [Indice topologique pe´riodique] Soit g : M →֒ R2m
un plongement, on peut alors conside´rer le feuilletage sur M ×R2m donne´
par le fibre´ F˜ , ou` F˜(x,t) = Fx×{0}, c’est a` dire que les feuilles de ce feuille-
tage sont de la forme L × {t} ou` L est une feuille de (M,F ). Ce feuille-
tage a comme groupo¨ıde d’holonomie associe´ G˜ = G × R2m. On conside`re
le fibre´ normal au feuilletage en R2m, Tx := (g∗(Fx))
⊥. Or, l’application
h : T → M × R2m donne´e par (x, ξ) 7→ (x, g(x) + ξ) permet d’identifier
T avec une transversale ouverte de (M × R2m, F˜ ), on note cette transver-
sale toujours par T . Soit N le fibre´ normal a` l’inclusion T ⊂ M × R2m,
on peut prendre un voisinage Ω de T en M × R2m de telle fac¸on que l’on
ait G˜ |Ω := GΩ ≈ N ×T N ou` N ×T N ⇉ N est le groupo¨ıde pair sur
T . Il est facile de ve´rifier que l’algebro¨ıde de Lie de ce dernier groupo¨ıde,
AGΩ = N ⊕N , peut s’identifier a` F ⊕R2m. On peut donc conside´rer l’iso-
morphisme de Bott
K0(F )
Bott→ K0(AGΩ)
On de´finit finalement notre indice topologique de la manie`re suivante :
On appelle indice topologique pe´riodique le morphisme
indB,Ft,G : K
0(F )→ KB,F0 (G )
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donne´ par la compose´
K0(F )
Bott−→ K0(AGΩ) Thom
−1−→ K0(T ) ι−→ KB,F0 (G )
ou` ι est donne´e par la compose´
(91)
K0(T )
M−→ K0(C∞c (GΩ)) i−→ K0(C∞c (G × R2m)) −→ KF0 (G × R2m) −→ KB,F0 (G ),
ou` K0(T )
M−→ K0(C∞c (GΩ)) est l’isomorphisme induit de l’e´quivalence de
Morita entre les groupo¨ıdes GΩ et T . Le morphisme
K0(C
∞
c (GΩ))
i−→ K0(C∞c (G × R2m))
est induit par l’inclusion comme sous-groupo¨ıde ouvert GΩ ⊂ G˜ = G ×R2m.
Remarque 6.1.5. Si C∞c (G ) ⊂ C∗r (G ) est une sous-alge`bre stable par
calcul fonctionnel holomorphe, alors K0(C
∞
c (G ))
j−→ K0(C∗r (G )) est un
isomorphisme. En particulier,
K0(C
∞
c (G ))
∼= KF0 (G ) ∼= KB,F0 (G ) ∼= K0(C∗r (G )),
et donc on a bien que dans ce cas l’indice analytique pe´riodique et l’indice
topologique pe´riodique co¨ıncident avec le C∗-indice analytique et avec le
C∗-indice topologique respectivement.
On peut a` pre´sent e´noncer le the´ore`me de l’indice longitudinal dans le
cadre qui nous occupe.
The´ore`me 6.1.6. [The´ore`me de l’indice longitudinal renforce´] Soit
(M,F ) une varie´te´ feuillete´. Avec les meˆmes notations que ci-dessus on
a que
indB,Fa,G = ind
B,F
t,G .
En particulier l’indice indB,Ft,G ne de´pend pas de choix faits pour sa de´finition.
Pour la preuve on aura besoin de la proposition suivante.
Proposition 6.1.7. Soit N
p−→ T un fibre´ vectoriel (re´el a` priori) au-
dessus de T . Conside´rons le groupo¨ıde de Thom associe´, GT := N ×T N ⇉
N , lequel a comme alge´bro¨ıde de Lie N ⊕ N∗ ∼= N ⊗ C (voir l’exemple 4.
de 3.3.4). Alors, le diagramme suivant est commutatif :
K0(A∗GT )
inda,GT
Thom−1
K0(T )
M
KF0 (GT ) K0(C
∞
c (GT )),pi
ou` M est le morphisme donne´ pour l’e´quivalence de Morita entre les groupo¨ıdes
GT et T . Autrement dit, modulo Fourier et Morita, l’indice analytique a`
support compact de GT co¨ıncide avec l’inverse de l’isomorphisme de Thom.
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De´monstration. On sait (voir exemple 3.4.1) que le diagramme sui-
vant est commutatif :
K0(AGT )
Thom−1
K0(T )
M≈
K0(A∗GT )
inda,GT
Fourier ≈
K0(C
∗
r (GT )), ,
ou` M est l’isomorphisme donne´ pour l’e´quivalence de Morita entre les
groupo¨ıdes GT et T . Autrement dit, modulo Fourier et Morita, le C
∗-indice
analytique de GT co¨ıncide avec l’inverse de l’isomorphisme de Thom.
D’apre`s la remarque pre´ce´dente, il suffit de voir que C∞c (GT ) ⊂ C∗r (GT )
est stable par calcul fonctionnel holomorphe. Or, celui-ci est un proble`me
local, c’est qui veut dire que l’on peut supposer T ⊂ Rp un sous-ensemble
ouvert et N = T × Rq un fibre´ trivial au-dessus de T . Dans ce cas on a
C∞c (N ×T N) = C∞c (T ×Rq × Rq) ∼= C∞c (T, C∞c (Rq × Rq))
([Tre`67] chapitre 40). Soit f ∈ C∞c (T, C∞c (Rq×Rq)) et soit g une fonction
holomorphe (dans un voisinage approprie´ de ze´ro) avec g(0) = 0. On doit
ve´rifier que g(f) ∈ C∞c (T, C∞c (Rq ×Rq)). C’est un re´sultat classique le fait
que l’alge`bre des ope´rateurs a` noyau re´gularisants C∞c (R
q ×Rq) est stable
par calcul fonctionnel holomorphe dans l’alge`bre des ope´rateurs compacts
K [Tre`80], alors pour tout t ∈ T , g(f(t)) ∈ C∞c (Rq × Rq). Maintenant,
l’application t 7→ g(f(t)) ∈ C∞c (Rq ×Rq) est dans C∞c (T, C∞c (Rq ×Rq)) de
fac¸on e´vidente (voir re´f.cit. pour une de´finition pre´cise de C∞c (T, C
∞
c (R
q ×
Rq))). 
On peut passer a` la de´monstration du the´ore`me.
De´monstration du the´ore`me 6.1.6. Pour cette preuve on va uti-
liser la meˆme notation que pour la de´finition de l’indice topologique ci-
dessus, en particulier AG = F et GΩ = N ×T N , d’ou` AGΩ = F ⊕ R2m =
F ⊕ F ⊕ T . En fait on va montrer que l’on a l’e´galite´ des indices avant
meˆme de passer a` la limite inductive, autrement dit on va montrer que les
deux morphismes suivants co¨ıncident
Bott ◦ indFa,G : K0(F )→ KF0 (G × R2m),(92)
et
K0(F )
Bott−→ K0(AGΩ) Thom
−1−→ K0(T ) ι−→ KF0 (G × R2m)(93)
ou` ι est donne´e par la compose´
K0(T )
M−→ K0(C∞c (GΩ)) −→ K0(C∞c (G ×R2m)) −→ KF0 (G ×R2m),
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Maintenant, graˆce a` la proposition pre´ce´dente on a un diagramme com-
mutatif
K0(A∗GΩ)
inda,GΩ
Thom−1
K0(T )
M
KF0 (GΩ) K0(C
∞
c (GΩ)),pi
D’autre part, graˆce a` la compatibilite´ de l’indice analytique borne´ avec
des sous-groupo¨ıdes ouverts et avec le morphisme de Bott vu a` la fin du cha-
pitre pre´ce´dent, on a que indFa,GΩ et ind
F
a,G×R2m co¨ıncident modulo les mor-
phismes induits par les inclusions des ouverts, et on a aussi que indF
a,G×R2m
et indFa,G co¨ıncident modulo Bott. Alos, tous les diagrammes suivants sont
commutatifs
K0(F )
indF
a,G
Bott
Bott
K0(AGΩ)
indFa,GΩ
≈
i
Thom−1
K0(T )
MK0(AG × R2m)
indF
a,G×R2m
KF0 (N ×T N)
i
K0(C
∞
c (N ×T N))
i
pi
KF0 (G ) Bott K
F
0 (G ×R2m) K0(C∞c (G × R2m)).pi
Pour conclure il faut juste remarquer que dans le diagramme pre´ce´dent on
a pre´cise´ment d’un cote´ le morphisme (92), a` gauche et premie`re en bas ;
et de l’autre cote´ on a le morphisme (93). 
6.2. Accouplements avec de cocycles cycliques borne´s
La motivation pour de´finir les indices analytiques a` support compact,
comme indFa,G , est de pouvoir obtenir des invariants nume´riques a` partir
des G -ope´rateurs elliptiques. Le re´sultat principal de cette section est dans
cette direction.
Avant d’e´noncer le re´sultat, rappelons que l’on a un accouplement entre
la K-the´orie et la Cohomologie cyclique (pe´riodique) d’une alge`bre asso-
ciative (voir 1.3.8). Or, comme on l’a discute´ au premier chapitre, si on
conside`re des alge`bres munies d’une bonne topologie et sa cohomologie
pe´riodique continue, alors l’accouplement entre la K-the´orie (alge`brique)
et cette cohomologie continue est toujours bien de´fini (voir aussi [Con85,
Con94, CST04]). Les alge`bres que on va traiter dans cette section ont
toutes de topologies d’alge`bres classiques, a` savoir : Pour 0 ≤ k ≤ +∞,
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Ckc (G ) a la topologie LF
1 induite par les espaces de Fre`chet C∞c (K) =
{f ∈ Ckc (G ) : supp f ⊂ K} pour K ⊂ G des sous-ensembles compacts de
G . Pour nous, HP ∗(Ckc (G )) de´notera toujours la cohomologie pe´riodique
continue.
Une des proprie´te´s importantes de ces espaces de cohomologie est que
l’accouplement avec la K-the´orie respecte l’homotopie utilise´e pour de´finir
nos groupes de K-the´orie finie. En effet, on a le re´sultat suivant.
Proposition 6.2.1. [Con85, Goo85] Pour 0 ≤ k ≤ +∞, l’accouple-
ment de Connes passe aux groupes de K-the´orie de´finis dans le chapitre
pre´ce´dent :
(94) HP 0(Ckc (G ))×Kh,k0 (G ) −→ C.
De´monstration. Soit e ∈ C∞([0, 1], C∞c (G )) ⊕ C un idempotent.
Celui-ci de´finit une famille (C∞) d’idempotents et dans C˜∞c (G ). Posons
at :=
det
dt
(2et − 1). Alors, si
τ : C∞c (G )× · · · × C∞c (G )︸ ︷︷ ︸
2n+1−fois
→ C
un calcul e´le´mentaire2 montre que
d
dt
〈τ, et〉 =
2n∑
i=0
τ(et, ..., [at, et], ..., et) =: Lxtτ(et, ..., et).
Finalement, les de´rive´es de Lie Lxt agissent trivialement sur HP
0(C∞c (G ))
(voir [Con85, Goo85]), d’ou` 〈τ, et〉 est constant en t. En particulier,
〈τ, e0〉 = 〈τ, e1〉. 
On peut e´noncer le re´sultat principal de cette section, il est un corollaire
imme´diat du the´ore`me 5.1.6.
Corollaire 6.2.2. Soit D un G -ope´rateur pseudodiffe´rentiel elliptique.
Soit k ∈ N et τk ∈ HP ∗(Ckc (G )). Notons par ιk : C∞c (G ) →֒ Ckc (G ) l’in-
clusion canonique et τ = ι∗k(τk) ∈ HP ∗(C∞c (G )). Alors on a la formule
suivante
(95) < indD, τ >=< indh,ka ([σ(D)]), τk >,
ou` [σ(D)] ∈ K0(A∗G ) est la classe du symbole principal de D.
1Topologie limite inductive d’espaces de Fre`chet
2en utilisant que et est un idempotent
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De´monstration. En ge´ne´ral (voir la section de rappel sur les accou-
plements) on a le diagramme commutatif suivant :
K0(C
∞
c (G ))
<,τ>
(ιk)∗
C
K0(C
k
c (G ))
<,τk>
Maintenant, l’e´galite´ (95) est une conse´quence imme´diate de la commuta-
tivite´ du diagramme dans le the´ore`me 5.1.6 et l’invariance par homotopie
de la proposition pre´ce´dente. 
Une autre fac¸on d’e´noncer le corollaire est la suivante : Soit D un G -
ope´rateur pseudodiffe´rentiel elliptique. Soit τ ∈ HP (C∞c (G )) tel qu’il existe
k ∈ N et τk ∈ HP ∗(Ckc (G )) avec τ = ι∗k(τk), alors on a la formule (95).
Cela nous conduit a` la de´finition suivante.
De´finition 6.2.3. Soit τ ∈ HP ∗(C∞c (G )). On dit que τ est borne´ s’il
existe k ∈ N et τk ∈ HP ∗(Ckc (G )) avec τ = ι∗k(τk).
On peut aussi e´noncer la formule (95) en termes de l’indice analytique a`
support compact indFa,G : K
0(A∗G )→ KF0 (G ) et raffiner en meˆme temps la
de´finition pre´ce´dente. Les inclusions (78) induisent un morphisme universel
(96) lim−→
k
HP ∗(Ckc (G ))
ι−→ HP ∗(C∞c (G )).
Or, l’accouplement (94) ci-dessus induit un accouplement
(97) lim−→
k
HP ∗(Ckc (G ))×KF0 (G ) −→ C.
Les cocycles cycliques borne´s sont pre´cise´ment les e´le´ments deHP ∗(C∞c (G ))
qui sont dans l’image de ι. On va e´noncer donc le corollaire de la fac¸on
suivante : Soit D un G -ope´rateur pseudodiffe´rentiel elliptique. Soit τ ∈
HP ∗(C∞c (G )) borne´. Soit τ¯ ∈ lim−→kHP ∗(Ckc (G )) tel que ι(τ¯ ) = τ , alors on
a la formule suivante
(98) < indD, τ >=< indFa ([σ(D)]), τ¯ > .
Remarque 6.2.4. En particulier on vient de montrer que pour τ un
cocycle cyclique borne´, l’accouplement < indD, τ > ne de´pend que de la
classe du symbole [σD] ∈ K0(A∗G ). Pour eˆtre plus clair, rappelons que
l’application D 7→ indD ∈ K0(C∞c (G )) ne se factorise pas en ge´ne´ral sur
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K0(A∗G ) :
Ell(G )
ind
symb.
K0(C
∞
c (G ))
K0(A∗G )
∄
.
Pourtant, l’application D 7→< indD, τ > induit un morphisme
K0(A∗G )
τ→ C
donne´ par [σD] 7→< indD, τ >. Dans un diagramme, on a
Ell(G )
ind
symb.
K0(C
∞
c (G ))
〈,τ〉
C
K0(A∗G )
τ
.
Il est donc inte´ressant de voir quels sont les cocycles en C∞c (G ) qui sont
borne´s. Il est clair a` priori que tout cocyle cyclique naturel va satisfaire
automatiquement cette proprie´te´.
On finit cette section avec quelques exemples de cocycles cycliques
borne´s construits par Connes dans [Con86], qui sont de grande importance
en ge´ome´trie non commutative. Ils sont en effet des cas particuliers de co-
cycles cycliques provenant de l’application (105) et donc borne´s comme on
verra dans la section prochaine.
Exemple 6.2.5. [Actions de groupes] Soient M une varie´te´ oriente´e
compacte de dimension n et G un groupe de Lie agissant surM par diffe´omorphismes
qui pre´servent l’orientation. Soit ω un k-cocycle (normalise´) sur G a` co-
efficients dans le G-module de n-formes sur M : ω ∈ Zk(G,ΩnM) tel que
ω(g1, ..., gk) = 0 si un des gi = 1 ou si g1 · · · gk = 1. Dans [Con86] (lemme
7.1), Connes montre que l’e´galite´ suivante de´finit un k-cocycle cyclique sur
l’alge`bre de convolution du groupo¨ıde M ⋊G, C∞c (M ⋊G) :
(99) τ(f 0, ..., fk) =
∫
f 0(γ0) · · ·fk(γk)ω(g1, ..., gk)(x)dg1 · · · dgk,
ou` l’inte´grale est sur {(γ0, ..., γk) ∈ G (k+1) : γ0 · · · γk ∈ G (0)} ; et ou` on a
de´note´ γ0 · · ·γk = x et p2(γi) = gi (projection en la deuxie`me coordonne´e).
Il est clair que dans l’inte´grale ci-dessus on peut conside´rer les applications
f i e´tant dans C0c (M ⋊ G) et elle est toujours bien de´finie. Autrement dit,
τ est un cocycle cyclique borne´.
Exemple 6.2.6 (Godbillon-Vey). Conside´rons une varie´te´ compacte M
munie d’un feuilletage F avec groupo¨ıde d’holonomie G . Supposons que le
feuilletage F est transversalement oriente´ de codimension 1. Soit T une
transversale comple`te, alors T est une varie´te´ oriente´e de dimension 1. Soit
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G TT le groupo¨ıde restreint a` la transversale. On va proposer un 2-cocycle
cyclique borne´ sur l’alge`bre C∞c (G
T
T ). Or, comme G
T
T et G sont Morita
e´quivalents, on aura donne´ a` la fin un cocyle cyclique sur C∞c (G ).
Soit ρ une densite´ positive sur T . On de´finit un homomorphisme δ :
G TT → R∗+ appele´ l’homomorphisme modulaire et donne´ par
δ(γ) = ρy
dhγ(ρx)
pour γ ∈ G TT , γ : x 7→ y,
ou` dhγ : |τx| → |τy| est l’induit par l’application d’holonomie line´aire. On
conside`re log δ : G TT → R. Alors, la formule
c(γ1, γ2) = l(γ2)dl(γ1)− l(γ1)dl(γ2)
de´finit un 2-cocycle sur G TT a` valeurs dans l’espace des 1-formes sur G
T
T . Ce
cocycle est connu sous le nom du cocycle de Bott-Thurston (voir [Thu72]).
On de´finit un 2-cocycle cyclique en C∞c (G
T
T ) de la forme suivante
(100) ψc(f
0, f 1, f 2) =
∫
G TT
f 0(γ0)f
1(γ1)f
2(γ2)c(γ1, γ2).
Pour voir qu’il s’agit vraiment d’un cocycle cyclique voir [Con86] ou [Con94].
En fait, la preuve est une adaptation de celle associe´e aux cocycles de
groupes comme dans l’exemple pre´ce´dent. Or, il est clair que l’inte´gration
dans l’e´quation (100) ci-dessus peut se faire si on remplace les f i par des
fonctions dans Ckc (G
T
T ) pour tout k ∈ N, autrement dit, le cocycle cyclique
ψc est borne´.
Maintenant, rappelons comme ce cocycle cyclique est lie´ a` la classe de
Godbillon-Vey classique : D’abord rappelons la construction de cette classe.
Comme F est transversalement oriente´ de codimension 1, il est de´fini globa-
lement par une 1-forme non nulle ω : Pour tout x ∈M , ker ωx = Fx. Il est
bien connu (The´ore`me de Frobenius) que dans ce cas il existe une 1-forme
α en M telle que dω = α ∧ ω. La 3−forme α ∧ dα est ferme´e et sa classe
de cohomologie ne de´pend pas de choix, uniquement du feuilletage. Cette
classe est appele´e la classe de Godbillon-Vey de (M,F ). Elle est souvent
de´note´e par GV ∈ H3(M ;R). Avec un peu plus du travail on peut de´finir
GV comme une classe en H3(BG TT )
∼= H3(BG ). Comme on verra plus bas
H∗(BG ) peut eˆtre vue comme facteur directe de HP ∗(C∞c (G )). Sous cette
identification, GV correspond au cocycle cyclique borne´ vu ci-dessus, ψc.
Exemple 6.2.7 (La classe fondamentale transverse). Soit (M,F ) une
varie´te´ feuillete´e de codimension q avec groupo¨ıde d’holonomie G . La classe
fondamentale transverse est une classe [V/F ] ∈ HCq(C∞c (G )). Dans le cas
ou` q = 0 elle est donne´e par la classe fondamentale de M :
(101) (f0, ..., fm) 7→
∫
M
f0df1 · · · dfm,
110
avec m = dimM3.
Pour le cas ge´ne´ral la fac¸on la plus simple de proce´der est de se res-
treindre a` une transversale (comple`te). Dans ce cas, la restriction du groupo¨ıde
d’holonomie a` T , GT , est e´tale et Morita e´quivalente a` G , en particulier
HP ∗(C∞c (G ))
∼= HP ∗(C∞c (GT )) (voir par exemple [Cra99]). Or, la for-
mule pour la classe fondamentale transverse dans HCq(C∞c (GT )) prend une
forme similaire a` la formule (101) :
(f0, ..., fq) 7→
∫
T
f0dHf1 · · · dHfq,
ou` dH est une diffe´rentiation transverse qui de´pend a` priori d’une distri-
bution transverse a` F , mais dont la classe dans HCq(C∞c (GT )) de´finie par
la formule ci-dessus ne de´pend pas de choix. Pour une exposition de´taille´e
le lecteur est envoye´ a` [Con94] section III.7 ou a` [Gor99] pour une autre
formule de la meˆme classe. Dans tous les cas, il est imme´diat qu’il s’agit
d’un cocycle cyclique borne´.
6.3. Cohomologie cyclique borne´e
Dans cette section on se propose de de´crire les cocycles sur C∞c (G ) qui
sont borne´s. On aura ainsi les cocycles auxquels nos re´sultats s’appliquent.
En fait, pour un groupo¨ıde e´tale, on verra que tous les cocycles provenant
de la ge´ome´trie du groupo¨ıde sont borne´s.
On peut dire, d’apre`s (96) ci-dessus, que la cohomologie cyclique borne´e
pour un groupo¨ıde de Lie est par de´finition l’espace lim−→kHP
∗(Ckc (G )). On
va de´crire cet espace comme la cohomologie d’un complexe de co-chaines :
Posons CqF (G ) l’ensemble des applications multiline´aires continues
τ : C∞c (G )× · · · × C∞c (G )︸ ︷︷ ︸
q+1−fois
→ C
tel qu’il existe k ∈ N et un prolongement τk de τ a` Ckc (G )× · · · × Ckc (G )︸ ︷︷ ︸
q+1−fois
,
autrement dit, on a le diagramme commutatif suivant
(102) C∞c (G )× · · · × C∞c (G ) τ C
Ckc (G )× · · · × Ckc (G )
τk
.
Soit τ ∈ CqF (G ), alors bτ est e´videment dans Cq+1F (G ), en effet, bτk est un
prolongement. De la meˆme fac¸on Bτ ∈ Cq−1F (G ). On peut ainsi conside´rer
le bicomplexe (Cn,mF (G ), b, B) ou` C
n,m
F (G ) = C
n−m
F (G ) pour n−m ≥ 0 et
3on peut supposer M oriente´e ou sinon prendre des demi-densite´s.
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ze´ro sinon. La preuve qu’il s’agit bien d’un bicomplexe est exactement la
meˆme que pour le bicomplexe usuel (Cn,m(A), b, B) (voir [Con94]).
De´finition 6.3.1. On de´note par HP ∗F (C
∞
c (G )) la cohomologie du bi-
complexe (Cn,mF (G ), b, B). On appelle cette cohomologie ”la cohomologie
cyclique borne´e de G ”.
La premie`re observation est que lim−→kHP
∗(Ckc (G ))
∼= HP ∗F (C∞c (G )) :
Pour chaque k ∈ N on a un morphisme
HP ∗(Ckc (G ))
ηk−→ HP ∗F (C∞c (G ))
induit par l’inclusion de bicomplexes (Cn,m(Ckc (G )), b, B) →֒ (Cn,mF (G ), b, B).
Ces morphismes ηk induisent un morphisme
lim−→
k
HP ∗(Ckc (G ))
η→ HP ∗F (C∞c (G )).
Il est presque une tautologie voir que η est en effet un isomorphisme. Par
la proprie´te´ universelle de la limite inductive lim−→k on a de plus que le
diagramme suivant commute :
lim−→kHP
∗(Ckc (G ))
ι
η
HP ∗(C∞c (G ))
HP ∗F (C
∞
c (G )),
ι′
ou` ι′ est induit par l’inclusion Cn,mF (G ) ⊂ Cn,m(C∞c (G )).
De nouveau par les proprie´te´s universelles de limites inductives et la
compatibilite´ des morphismes avec l’accouplement de Connes, on a un ac-
couplement entre la cohomologie cyclique borne´e et la K-the´orie borne´e de
G :
(103) HP ∗F (C
∞
c (G ))×KF0 (G )→ C.
Cet accouplement est donne´ explicitement de la manie`re suivante : Soient
τ ∈ Cn,mF (G ) et x = (x1, x2, ...) ∈ KF0 (G ) = lim←−kK
h,k
0 (G ). Soit τk une
extension de τ comme en (102). Alors
〈τ, x〉 = 〈τk, xk〉.
On peut dire ainsi que la cohomologie cyclique borne´e satisfait exactement
les proprie´te´s dont on a besoin pour faire la the´orie de l’indice.
Remarque 6.3.2. L’accouplement HP ∗F (C
∞
c (G ))×KF0 (G )→ C induit
un accouplement
(104) HP ∗F (C
∞
c (G ))×KB,F0 (G ) −→ C
parce que la cohomologie cyclique pe´riodique satisfait la pe´riodicite´ de Bott.
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Alors, les indices du the´ore`me longitudinal prennent ses valeurs dans
un groupe ou` l’on peut appliquer la the´orie de Chern-Connes pour extraire
des invariants nume´riques.
6.3.1. Le cas des groupo¨ıdes e´tales. Le cas des groupo¨ıdes e´tales
est beaucoup plus simple a` traiter. Connes a donne´ une re`gle pour inclure
la cohomologie totale du groupo¨ıde comme facteur direct de la cohomologie
cyclique pe´riodique [Con87, Con94]. On va voir, dans ce cas, que tous les
cocycles provenant de la ge´ome´trie du groupo¨ıde4 sont borne´s.
Conside´rons l’espace classifiant, BG , et la cohomologie tordue de cet
espace, H∗τ (BG ). Dans le cas du groupo¨ıde e´tale associe´ a` un feuilletage
(une varie´te´ comme cas particulier) on sait que c’est dans H∗τ (BG ) que se
trouvent les classes caracte´ristiques associe´es au feuilletage (voir [Bot72]),
en particulier les classes provenant de la cohomologie de Gelfand-Fuchs.
Dans [Con86], Connes a construit un morphisme de groupes (pour n’im-
porte quel groupo¨ıde e´tale)
(105) φ : H∗τ (BG )→ HP ∗(C∞c (G )),
et il a montre qu’il s’agit d’une inclusion comme facteur direct (voir aussi
[Con94], III.2.δ). On va de´finir un morphisme de groupes
(106) φF : H
∗
τ (BG )→ HP ∗F (C∞c (G )),
qu’ajuste dans un diagramme
(107) H∗τ (BG )
φ
φF
HP ∗(C∞c (G ))
HP ∗F (C
∞
c (G )),
ι
de manie`re que ce dernier devient commutatif. A` la fin, cela signifie que
l’image du morphisme (105) consiste uniquement de cocycles cycliques
borne´s et c’est pre´cise´ment cela que l’on voulait dire lorsque on disait
ci-dessus que tous les cocycles provenant de la ge´ome´trie du groupo¨ıde
sont borne´s. Commenc¸ons par rappeler la de´finition du bicomplexe dont la
cohomologie donne H∗τ (BG ) :
Soient n,m ∈ N. On pose Dn,m(G ) := Ωm(G (n)), c’est a` dire, les
m−formes diffe´rentielles sur la varie´te´ G (n). On va de´finir deux diffe´rentielles
d : Dn,m(G )→ Dn,m+1(G ) et
δ : Dn,m(G )→ Dn+1,m(G ).
4qui proviennet de la cohomologie totale du groupo¨ıde
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La premie`re est donne´e par la diffe´rentielle de de Rham, d := (−1)ndR,
avec le signe intercale´. La deuxie`me est donne´e par
δ :=
n+1∑
i=0
δi
ou` δi := d
∗
i (pullback de formes) pour i = 0, ..., n+1 et les di : G
(n+1) → G (n)
sont les morphismes simpliciaux associe´s a` G :
(108) di(γ1, ..., γn+1) =


(γ2, ..., γn) si i = 0
(γ1, ..., γi · γi+1, ..., γn+1) si i = 1, ..., n+ 1
(γ1, ..., γn) si i = n+ 1.
On obtient ainsi un bicomplexe (D∗,∗(G ), d, δ) (voir par exemple [CM00]).
En fait, la cohomologie total de ce bicomplexe donne par de´finition la
cohomologie du groupo¨ıde H∗(G ,R) :=
⊕
iH
i(G ,R). Pour nous, H∗(BG )
est par de´finition la cohomologie de ce bicomplexe. En fait, Moerdijk a
montre´ en [Moe98] qu’il s’agit bien de la cohomologie totale H∗τ (BG ). On
a utilise´ ci-dessus la notation H∗τ (BG ), cela veut dire que l’on conside`re la
cohomologie H∗(G , or) ou` or est le faisceaux des orientations au-dessus de
G . Ici on va juste expliquer le cas oriente´, c’est a` dire, lorsque G (0) est une
varie´te´ orientable, dans ce cas le faisceaux or est constant.
On va a` pre´sent de´finir le morphisme (106), qui est une adaptation
imme´diate du morphisme de Connes, (105). On va commencer par de´finir
une alge`bre diffe´rentielle gradue´e auxiliaire : Posons r = dimG (n), ∀n ≥ 0.
Soit k > r, on de´finit
Ωmk (G
(n+1)) := Γk−mc (G
n+1,ΛmT ∗G n+1)
pourm = 0, ..., r. Autrement dit, on conside`re desm-formes diffe´rentielles a`
support compact sur G n+1 qui sont de classe k−m. Soit In,mk le sous-espace
de Ωmk (G
(n+1)) engendre´ par
{ω ∈ Ωmk (G (n+1)) : supp ω ⊂ {(γ0, ..., γn) : γj = 1 pour une j 6= 0}}.
On pose
A
n,m
k := Ω
m
k (G
(n+1))/Imk .
En fait,A n,m∞ est l’alge`bre conside´re´e par Connes dans la construction du
morphisme (105). Dans notre cas les meˆmes diffe´rentielles marchent aussi :
d′ : A n,mk → A n+1,mk donne´e par
(109) d′(ω)(γ0, ..., γn+1) =
{
ω(γ1, ..., γn+1) si γ0 = 1
0 si sinon.
et d′′ : A n,mk → A n,m+1k donne´e par la diffe´rentielle de de Rham. On obtient
ainsi un bicomplexe (A ∗,∗k , d
′, d′′). Posons dA := d
′ + d′′ : A pk → A p+1k ou`
A
p
k = ⊕n+m=pA n,mk et Ak := ⊕p≥0A pk .
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On va donner a` Ak un produit de forme que l’on aura une alge`bre diffe´rentielle
gradue´e (Ak, dA ). On commence par de´finir
A
n1,m1
k ×A n2,m2k → A n1+n2,m1+m2k .
Soit ωi ∈ Ωmik (G ni+1) pour i = 1, 2. On utilise le fait que G est un groupo¨ıde
e´tale pour identifier
T ∗G n1+1 ∼= T ∗G n1+n2+1 et T ∗G n2+1 ∼= T ∗G n1+n2+1,
et on de´finit ainsi ω1ω2 : G
n1+n2+1 → T ∗G n1+n2+1 par la formule suivante
(ω1ω2)(γ0, ..., γn1, ..., γn1+n2+1) =∑
γγ′=γn1
(ω1)(γ0, ..., γn1−1, γ) ∧ (ω2)(γ′, γn1+1, ..., γn1+n2+1)
+
n1−2∑
j=0
(−1)n1−j−1

 ∑
γγ′=γj
(ω1)(γ0, ..., γj−1, γ, γ
′, ..., γn1−1) ∧ (ω2)(γn1, ..., γn1+n2+1)

 .
La remarque importante ici c’est que l’on a bien une application
Ωm1k (G
n1+1)× Ωm2k (G n2+1)→ Ωm1+m2k (G n1+n2+1)
parce qu’une application de classe s est aussi de classe q pour tout q ≤ s.
On a, comme Connes, une alge`bre diffe´rentielle gradue´e (Ak, dA ). Avant
de passer au prochain pas, on peut conside´rer un bi-sous-complexe de
(D∗,∗(G ), d, δ) qui donne la meˆme cohomologie, il s’agit du bicomplexe
normalise´ :
Dn,mN = {ω ∈ Dn,m : ω(γ1, ..., γn) = 0 si γj = ou γ1 · · · γn = 1}.
De´finissons
φF : (D
∗,∗
N (G ), d, δ)→ (C∗,∗F , b, B) :
Soit ω ∈ Dn,r+mN (G ) (r = dimG (q), ∀q). Ici,−r ≤ m ≤ 0, sinonDn,r+mN (G ) =
0. La forme ω induit un (−m) courant
Cω : Ω
−m
k (G
(n))→ C : η 7→ ∫
G (n)
ω ∧ η.
Soit L : G (n) → G (n+1) l’application donne´e par
L(γ1, ..., γn) = ((γ1 · · · γn)−1, γ1, ..., γn)
et soit C˜ω := L∗(Cω), c’est a` dire, C˜ω(η) = Cω(L
∗(η)). Graˆce a` que l’on
a conside´re´ les complexes normalise´s on a que C˜ω : A
n,−m
k → C est bien
de´finie. On peut donc de´finir
C˜ω : A
l
k → C
pour l = n−m. On peut e´noncer le the´ore`me de Connes dans notre cadre.
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The´ore`me 6.3.3 (Connes). Soit ω ∈ Dn,r+mN (G ) (−r ≤ m ≤ 0). Soit
k > r et C˜ω : A
l
k → C l’application induite comme ci-dessus, ou` l = n−m.
Soient f 0, ..., f l ∈ Ckc (G ), on pose
φF (ω)(f
0, ..., f l) = λn,m
l∑
j=0
(−1)j(l−j)C˜ω(dA f j+1 · · · dA f l·f 0·dA f+1 · · · dA f j),
ou` λn,m =
n!
(l+1)!
. Alors φF de´finit un morphisme de bicomplexes
(D∗,r+∗N (G ), d, δ)→ (C∗,∗F (G ), b, B)
et un morphisme
φF :
⊕
H∗+r(G )→ HP ∗F (C∞c (G )).
De plus, le diagramme (107) commute et φF est ainsi une inclusion comme
facteur direct. En particulier tous les cocycles provenant de H∗(BG ) sont
borne´s.
La preuve de ce re´sultat est exactement la meˆme que la preuve du
the´ore`me 14 dans [Con94] pp. 220. On a ajoute´ la commutativite´ du dia-
gramme (107), mais cela est imme´diat par de´finition.
Le re´sultat pre´ce´dent va nous permettre de dire plus sur les accouple-
ments du type 〈indD, τ〉 pour les groupo¨ıdes e´tales : Pour ces groupo¨ıdes
la cohomologie cyclique (pe´riodique) de C∞c (G ) a e´te´ calcule´ dans [BN94,
Cra99] en termes de la cohomologie de certains groupo¨ıdes e´tales associe´
au groupo¨ıde de de´part .
D’abord, le bicomplexe (Cn,m(C∞c (G )), b, B) peut eˆtre modifie´ un peu.
Changeons Cn(C∞c (G )) par les distributions sur G
(n+1), i.e., les appli-
cations line´aires continues C∞c (G
(n+1))
τ−→ C. Maintenant, des formules
pour b et B peuvent eˆtre de´finies graˆce a` l’application line´aire surjective
Φ : (C∞c (G ))
⊗(n+1) → C∞c (G (n+1)) donne´e par la multiplication ponc-
tuelle. Alors, la cohomologie totale du bicomplexe (Cn,m(C∞c (G )), b, B) est
la cohomologie cyclique pe´riodique de C∞c (G ) (pour plus de de´tails voir
re´f.cit.). Pour la cohomologie cyclique borne´e de´finie ci-dessus, la modifica-
tion ade´quate est e´videment de prendre les distributions sur G (n+1) borne´s,
ce qui justifie aussi le nom choisi pour ces espaces.
Or, cette simplification permet de calculer la cohomologie cyclique pe´riodique
(voir par exemple [Cra99] the´ore`mes 4.1.2. et 4.2.5) : Soit B(0) = {γ ∈ G :
s(γ) = r(γ)} (les lacets de G ). Soit B(0) = ∪O un recouvrement de B(0)
consistant des ouverts G − invariants5. Alors, on a
(110) HP ∗(C∞c (G )) = ΠOH
∗+r
τ (BNO),
5par l’action conjugaison η−1γη, avec γ un lacet.
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ou` NO est un groupo¨ıde e´tale associe´ a` O (le normalisateur de O , voir
3.4.8 dans re´f.cit.) et ou` HP ∗(C∞c (G ))|O est la localisation en O . Lorsque
O = G (0), NO = G .
Graˆce au the´ore`me 6.3.3 on sait que chaque facteur de HP ∗(C∞c (G ))
dans la de´composition (110) consiste de cocycles borne´s. Or, l’accouplement
HP ∗(C∞c (G ))×K0(C∞c (G )) −→ C
est bien de´fini. En particulier, la restriction a` HP ∗(C∞c (G ))|O est nulle
pour presque tout O . On a comme conse´quence imme´diate du corollaire
6.2.2 le re´sultat suivant.
Corollaire 6.3.4. Soit G → G (0) un groupo¨ıde e´tale. Pour tout τ ∈
HP ∗(C∞c (G )), l’application
Ell(G )
ind−→ K0(C∞c (G ))
〈 ,τ〉−→ C
se factorise a` travers Ell(G ) → K0(A∗G ). Autrement dit, le diagramme
suivant est commutatif :
Ell(G )
ind
symb.
K0(C
∞
c (G ))
〈,τ〉
C
K0(A∗G )
τ
.
6.4. Corollaires ge´ome´triques
Dans cette section G ⇉ G (0) de´note un groupo¨ıde e´tale.
Conside´rons le morphisme (105), φ : H∗τ (BG )→ HP ∗(C∞c (G )). Soit D
un G -ope´rateur pseudodiffe´rentiel elliptique. Pour c ∈ H∗τ (BG ), Connes a
calcule´ l’accouplement
(111) 〈φ(c), indD〉 ∈ C.
On e´nonce le re´sultat. Il s’agit du the´ore`me 12 dans [Con94] pp. 272. Une
preuve de ce re´sultat a e´te´ donne´e par Gorokhovsky et Lott dans [GL03] en
utilisant des super-connections en ge´ome´trie non commutative, apre`s, dans
[GL06] ils ont ge´ne´ralise´ le re´sultat pour des groupo¨ıdes qui sont Morita
e´quivalentes a` un groupo¨ıde e´tale (”Foliation groupoids” dans le sens de
[CM01]).
The´ore`me 6.4.1 (Connes). Soit G un groupo¨ıde e´tale. Soit D un G -
ope´rateur pseudodiffe´rentiel elliptique sur une G -varie´te´ propre P avec P/G
compacte. Soit c ∈ H∗τ (BG ) de de´gre´e total 2q, alors on a
(112) 〈φ(c), indD〉 = (2πi)−q〈c, chτ([δD])〉.
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Dans l’e´quation (112) ci-dessus on doit expliquer le coˆte´ droite : Associe´
a` l’espace simplicial BG (avec un fibre´ τ) il y a un groupe K∗,τ (BG ) de K-
homologie (ge´ome´trique). Les G -ope´rateurs pseudodiffe´rentiels elliptiques
de´finissent des e´le´ments [δD] ∈ K∗,τ (BG ) de manie`re naturelle. Dans ce
groupe (ge´ome´trique) il y a de´fini un caracte`re du Chern tordu (Dual)
(113) chτ : K∗,τ (BG )→ Hτ∗ (BG ),
donne´ par chτ (x) = Td(τC)
−1ch(x). Dans la formule (112) l’accouplement
de droite est l’accouplement naturel entre Hτ∗ (BG ) et H
∗
τ (BG ) et on a
donc une formule comme celle qui apparaˆıt dans le the´ore`me classique de
Atiyah-Singer, ([AS68b]).
Remarque 6.4.2. On continue avec les lignes de la remarque 6.2.4.
L’e´quation (112) implique aussi que l’accouplement 〈φ(c), indD〉 ne de´pend
que de la classe du symbole [σD] ∈ K0(A∗G ). L’avantage de notre formule
(98) est que l’on a la meˆme conclusion directement. De plus, la formule est
valable pour tout cocycle cyclique borne´, pas uniquement pour ceux qui
sont dans l’image de φ (voir (105) et (106)).
Comme un corollaire imme´diat du the´ore`me pre´ce´dent et la formule
(98) ci-dessus, on a le re´sultat suivant.
Corollaire 6.4.3. Soit G un groupo¨ıde e´tale. Soit D un G -ope´rateur
pseudodiffe´rentiel elliptique sur une G -varie´te´ propre P avec P/G com-
pacte. Soit c ∈ H∗τ (BG ) de de´gre´e total 2q, alors on a
(114) 〈φF (c), indFa [σD]〉 = (2πi)−q〈c, chτ ([δD])〉.
Remarque 6.4.4. Le the´ore`me pre´ce´dent implique le the´ore`me 5.4 dans
[CM90] (voir [Con94] pp. 272). Ce the´ore`me, de Connes et Moscovici, a`
comme cas particulier la formule suivante :
(115) Ind(c,Γ)Dsign = Signc(M,ψ),
ou` (M,ψ) est une varie´te´ compacte, ψ : M → BΓ l’application classi-
fiante du reveˆtement universel M˜ de M (Γ = π1(M)),Dsign est l’ope´rateur
de signature en M˜ et Ind(c,Γ)Dsign repre´sente l’accouplement de l’indice
de Dsign avec le cocycle cyclique induit par c ∈ Z∗(Γ,C). Le coˆte droite
dans (115) est la haute signature de Novikov (par rapport a` c). Une des
conjectures les plus importantes en topologie et en ge´ome´trie (La conjec-
ture de Novikov) pre´voit que tous ces hautes signatures sont des invariants
homotopiques du pair (M,ψ). Alors, si l’on savait que IndΓ)Dsign est un
invariant homotopique, on saurait que la conjecture de Novikov est vraie.
Or, on sait que l’image de IndΓDsign dans K0(C
∗
r (G )) est un invariant par
homotopie (graˆce a` un re´sultat de Mishchenko et Kasparov, voir [Con94]
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section II.4). On voit donc l’importance de prolonger l’action des cocycles
cycliques a` la K-the´orie des C∗-alge`bres. Dans le cas que l’on vient d’ex-
poser (la formule (115) ci-dessus), Connes-Moscovici ont re´ussi a` montrer
la conjecture de Novikov pour des groupes Hyperboliques en montrant que
pour ces groupes on a toujours l’extension des accouplements a` laK-the´orie
de la C∗-alge`bre correspondante.
Comme on a discute´ dans la remarque pre´ce´dente, prolonger l’action
des accouplements avec des cocycles cycliques au niveau des C∗-alge`bres
serait d’une grande utilite´. Malheureusement, ce proble`me reste tre`s diffi-
cile a` re´soudre. On va e´noncer un the´ore`me de Connes dans le cadre des
feuilletages ou` il a re´ussi a` montrer que certains cocycles se prolongent
a` la K−the´orie d’une C∗-alge`bre. On va pas mentionner les corollaires
ge´ome´triques qui s’en de´roulent, pour cela on envoie le lecteur a` [Con86]
section 8. Pour pouvoir e´noncer le re´sultat on doit introduire le morphisme
de Baum-Connes :
En fait, la correspondance
D 7→ inda(D) ∈ K0(C∗r (G ))
induit un morphisme d’assemblage
(116) µ : K∗,τ (BG )→ K0(C∗r (G ))
par la formule µ(δD) = inda(σD). Ce morphisme a e´te´ de´finit par Baum et
Connes (premie`rement pour des groupes), vu pourquoi il est souvent ap-
pele´ le morphisme de Baum-Connes (voir [BC00]). Une des conjectures les
plus importantes en Ge´ome´trie non Commutative pre´voit que ce morphisme
est un isomorphisme (La conjecture de Baum-Connes, voir [BCH94] par
exemple). Son importance repose sur les plusieurs conse´quences ge´ome´triques
et analytiques qui s’en de´roulent.
Nous pouvons a` pre´sent e´noncer le re´sultat (the´ore`me 8.1 dans [Con86]).
The´ore`me 6.4.5. [Connes] Soit (V, F ) une varie´te´ feuillete´e (non ne´cessairement
compacte) qui est oriente´e transversalement. Soit G son groupo¨ıde d’holo-
nomie et π : BG → BΓq l’application classifiante (q = codimF ), τ le fibre´
sur BG donne´ par le fibre´ transverse de (V, F ). Soit R ⊂ H∗(BG ) l’anneau
engendre´ par les classes de Pontrjagin de τ , les classes de Chern des fibre´s
e´quivariants par holonomie et π∗(H∗(WOq)). Pour tout c ∈ R il existe une
application additive ϕc : K∗(C
∗
r (G ))→ C telle que
(117) ϕc(µ(x)) = 〈chτ (x), c〉 ∀x ∈ K∗(C∗r (G )).
Le the´ore`me pre´ce´dent s’agit principalement d’un proble`me d’exten-
sion : Dans l’e´nonce´, ϕc est justement l’extension a`K∗(C
∗
r (G )) deK0(C
∞
c (G ))
〈φ(c),·〉−→
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C. Ensuite, un pas tre`s importante dans la preuve s’agit du the´ore`me de
l’indice longitudinal de Connes-Skandalis, [CS84].
Dans notre cadre , le morphisme d’assemblage qui correspond est un
morphisme
(118) µF : K∗,τ (BG )→ KB,F0 (G ).
donne´ exactement comme en (116) mais avec l’indice analytique pe´riodique,
c’est a` dire, µF (δD) = ind
B,F
a (σD). Ce morphisme est bien de´fini par
le the´ore`me 5.1.6 et le the´ore`me de l’indice longitudinal reinforce´. Par
de´finition on a un diagramme commutatif
(119) K∗,τ (BG )
µ
µF
K0(C
∗
r (G ))
KB,F0 (G )
On peut maintenant e´noncer le re´sultat analogue. L’avantage est que
on a pas besoin de re´sultats d’extension, on les a de´ja` de manie`re naturelle.
Ceci fait que notre re´sultat s’appliquent a toutes les classes c ∈ H∗(BG ).
De plus, le morphisme ϕc est donne´ par l’accouplement (104), c’est a` dire,
ϕc = 〈φF (c), ·〉.
La preuve du corollaire suivant ne´cessite aussi du the´ore`me de l’indice
longitudinal (renforce´), (the´ore`me 6.1.6). On e´nonce le corollaire.
Corollaire 6.4.6. Soit (V, F ) une varie´te´ feuillete´e (non ne´cessairement
compacte) qui est oriente´e transversalement. Soit G son groupo¨ıde d’holo-
nomie. Pour tout c ∈ H∗(BG ) il existe une application additive
ϕc : K
B,F
0 (G )→ C
telle que
(120) ϕc(µF (x)) = 〈chτ (x), c〉 ∀x ∈ KB,F0 (G ).
6.4.1. Cohomologie de Haefliger (cf. [BH04]). Soit (M,F ) une
varie´te´ feuillete´ compacte avec groupo¨ıde d’holonomie G et de dim p (codim
q). Dans [BH04], Benameur et Heitsch ont donne´ des formules d’indice
en Cohomologie de Haefliger. On explique a` continuation leurs re´sultats
principaux et comment notre travail entre en jeu.
Commenc¸ons par rappeler rapidement la cohomologie de Haefliger de
l’espace de feuilles M/F : Soit T une transversale comple`te. De´notons par
H le pseudogroupe d’holonomie induit par F en T . On pose Ωrc(M/F ) le
quotient de Ωrc(T ) par le sous-espace vectoriel engendre´ par les e´le´ments
de la forme ω − h∗ω pour h ∈ H et ω ∈ Ωrc(T ). La diffe´rentielle de de
Rham passe au quotient et on obtient un complexe (Ω∗c(M/F ), dR). La
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cohomologie de Haefliger de M/F est la cohomologie de ce complexe, on
la de´note par H∗c,bas(M/F ). Une de caracte´ristiques importantes de ces
espaces est que l’on dispose d’un morphisme d’inte´gration∫
F
: Hp+k(M)→ Hkc,bas(M/F ),
donne´ pre´cise´ment par l’inte´gration longitudinal des formes.
Remarque 6.4.7. On utilise la notation H∗c,bas(M/F ) comme dans
[CM04], ou` cette cohomologie est appele´e cohomologie basique. En ge´ne´ral,
ce n’est pas vrai que cet espace soit isomorphe a` la cohomologie H∗c (Ghol).
Il existe pourtant un morphisme
jc : H
∗
c (Ghol)→ H∗c,bas(M/F ),
qui est un isomorphisme dans quelques exemples, e.g. lorsque l’espace de
feuilles est un orbifold. Pour plus de de´tailles voir re´f.cit.
Benameur et Heitsch commencent par de´finir un caracte`re de Chern
alge´brique
(121) cha : K0(C
∞
c (G ))→ H∗c,bas(M/F ).
Ce caracte`re a` la proprie´te´ fondamentale d’eˆtre compatible avec les ”shriek
maps” enK-the´orie et en cohomologie de Haefliger. Autrement dit, pour f :
T →M/F une application oriente´ ((M,F ) feuilletage oriente´), Benameur-
Heitsch montrent (the´ore`me 5.11 dans [BH04]) qu’il y a un diagramme
commutatif
(122) K0(T )
fR
2m
!
ch(·)∧Td(f)
K0(C
∞
c (G
R2))
chR
2m
a
H∗(T,R)
f!
H∗c,bas(M/F ),
ou` chR
2m
a = cha ◦
∫
R2m .
Avec la notation de la de´finition de l’indice topologique pe´riodique,
6.1.4, l’application K0(T )
M−→ K0(C∞c (GΩ)) i−→ K0(C∞c (G × R2m)) en
(91) est une application du type fR
2m
! , en effet, elle est e´gale a` h!. De plus,
si on conside`re l’application
(123) indgt := K
0(F )
Bott−→ K0(AGΩ) Thom
−1−→ K0(T ) h!→ K0(C∞c (G × R2m)),
ou` g : M →֒ R2m est l’inclusion conside´re´ en 6.1.4, on a que la commu-
tativite´ du diagramme pre´ce´dent permet de montrer la formule d’indice
suivante en cohomologie de Haefliger.
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The´ore`me 6.4.8 (Benameur-Heitsch). Pour tout u ∈ K0(F ) on a
(124) cha(ind
g
t (u)) = (−1)p
∫
F
πF !(ch(u))Td(F ⊗ C) ∈ H∗c,bas(M/F ),
ou` πF ! : H
∗
c (F,R) → H∗(M,R) est l’inte´gration le long des fibres, et ch :
K0(F )→ H∗c (F ) est le caracte`re de Chern usuel. En particulier, cha ◦ indgt
ne de´pend pas de g.
Avant de continuer on a besoin de quelques proprie´te´s du caracte`re cha.
Proposition 6.4.9. Le caracte`re cha satisfait les proprie´te´s suivantes :
(i) cha passe au quotient en homotopie.
(ii) cha se prolonge a` la K-the´orie borne´e de G , i .e.,
cha : K
F
0 (G )→ H∗c,bas(M/F ).
(iii) cha est compatible avec Bott modulo inte´gration. Autrement dit,
le diagramme suivant est commutatif.
(125) K0(C
∞
c (G ))
Bott
cha
K0(C
∞
c (G
R2))
cha
H∗c,bas(M/F ) H
∗
c,bas(M × R2/F˜ ).R
R2
(iv) cha se prolonge a` la K-the´orie borne´e inductive de G , i .e.,
cha : K
B,F
0 (G )→ H∗c,bas(M/F ).
De´monstration. (i) Ce fait a e´te´ montre´ dans la preuve du the´ore`me
4.1 dans [BH04].
(ii) L’e´le´ment essentiel dans la construction de cha est l’existence d’une
trace gradue´ (lemme 3.2 dans [BH04]),
Tr : Ψ−∞(G , E)⊗̂Ω∗(M)→ Ω∗(M/F ).
Le the´ore`me du noyau de Schwartz permet d’identifier Ψ−∞(G , E)
avec C∞c (G , Hom(E)) (voir [NWX99]). Vu de cette forme, la trace
Tr d’un e´le´ment T ∈ Ψ−∞(G , E)⊗̂Ωm(M) est la m−forme de Haefli-
ger de´finie par
Tr(T ) =
∫
F
tr(K(x¯, x¯))dx,
ou` K est le noyau de Schwartz de T , x¯ est la classe dans G de x et
tr(K(x¯, x¯)) est la trace usuelle de K(x¯, x¯) ∈ End(Ex¯)×ΩmT ∗Mx. Or,
K est a` priori une section de classe C∞ deHom(E)⊗̂Ω∗(M) au-dessus
de G . Il est clair que si on conside`re des sections du meˆme fibre´ mais de
classe de diffe´rentiabilite´ finie, l’inte´grale dans la de´finition de Tr ci-
dessus continue a` eˆtre bien de´finie. De plus, on peut proce´der comme
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Benameur-Heitsch, et construire cha : K0(C
k
c (G )) → H∗c,bas(M/F )
(pour k assez grand). Finalement, du point (i) ci-dessus, on de´duit
que cha est bien de´fini en K
F
0 (G ).
(iii) Il suffit de remarquer que pour le feuilletage (R2, F = 0), le ca-
racte`re cha : K0(C
∞
c (R
2)) → H∗c (R2) co¨ıncide avec le caracte`re de
Chern usuel. Maintenant, on sait que∫
R2
ch(Bott) = 1,
ce qui permet de conclure la commutativite´ de (125).
(iv) Il est une conse´quence imme´diate des trois derniers points.

Le re´sultat suivant est une conse´quence imme´diate de notre the´ore`me
de l’indice longitudinal, 6.1.6 et du the´ore`me ci-dessus, 6.4.8.
Corollaire 6.4.10. Pour tout u ∈ K0(F ) on a la formule d’indice
suivante
(126) cha(ind
B,F
a (u)) = (−1)p
∫
F
πF !(ch(u))Td(F ⊗ C) ∈ H∗c,bas(M/F ),
ou` πF ! : H
∗
c (F,R) → H∗(M,R) est l’inte´gration le long des fibres, et ch :
K0(F )→ H∗c (F ) est le caracte`re de Chern usuel.
De´monstration. Du the´ore`me 6.1.6 on a indB,Ft = ind
B,F
a . De la
proposition pre´ce´dente, le caracte`re cha peut eˆtre de´fini en K
B,F
0 (G ). La
conclusion est imme´diate du the´ore`me 6.4.8. 
Dans [BH04], les auteurs e´noncent un re´sultat plus fort que 6.4.10, a`
savoir, que pour tout u ∈ K0(F ) on a la formule d’indice suivante (corollaire
6.5 re´f.cit.)
(127) cha(inda(u)) = (−1)p
∫
F
πF !(ch(u))Td(F ⊗C) ∈ H∗c,bas(M/F ),
ou` inda(u) ∈ K0(C∗r (G )) est le C∗-indice analytique.
Or, pour pouvoir e´noncer la formule (127) ci-dessus, on doit eˆtre d’abord
autorise´ a` prendre cha d’un e´le´ment de K0(C
∗
r (G )). Ceci est possible graˆce
a` un the´ore`me de Connes (Thm. 8.1 dans [Con86]) ou` il montre que pour
les cocycles cycliques qui proviennent de l’anneau R de 6.4.5, les accouple-
ments correspondants se prolongent a` la K-the´orie de la C∗-alge`bre. Il se
trouve que ce re´sulte permet e´galement de prolonger cha a` K0(C
∗
r (G )).
Dans notre cadre, le re´sultat 6.4.10 ne ne´cessite pas des re´sultats d’ex-
tension. On retrouve ainsi les formules d’indice de Benameur-Heitsch en
utilisant uniquement la structure ge´ome´trique et alge´brique du groupo¨ıde
d’holonomie du feuilletage. Le fait que les actions d’une tre`s large classe
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des cocycles cycliques se prolongent de manie`re naturelle a` notre groupe
KB,F0 (G ) permet de penser que des formules comme celles de Benameur-
Heitsch pourraient eˆtre de´veloppe´es a` valeurs dans des espace cohomolo-
giques plus complexes, pas uniquement dans H∗c,bas(M/F ).
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