I. INTRODUCTION
Many versions of cellular automata (CA) with three neighborhood local state transition rule are known. In [1] , algebraic properties of CA with local state transition rule number 90 are investigated. In [2] and [3] , properties of CA's with cyclic boundary condition are investigated, using a polynomial expression. In [4] , properties of CA's with fixed value boundary condition are investigated, using algebraic integers. These studies mainly deal with three neighbourhood CA's. But the behaviors of CA's with five or more neighbors are full of variety [5] , [13] .
Ulam [6] and Von Neumann [7] at first proposed CA with the intention of achieving models of biological selfreproduction. After a few years, Amoroso and Fredkin and Cooper [8] described a simple replicator established on parity or modulo-two rules. Later on, Stephen
Wolfram formed the CA theory [9] , [10] . Nowadays Detecting the edge components of the image, one of the most important image processing tasks, is used for object background separation, 3-D interpretation of a 2-D image, and pre-processing in image understanding and recognition algorithms [11] , [12] . It usually gives as output a binary image in which the edge points have been highlighted. Edge detection is a mandatory step in many image analysis procedures, and the quality of edge detection is a crucial characteristic [13] . Quality is assessed in two different ways: accuracy of edge detection, and level of connectivity in continuous edges. then an additional edge linking process is required [14] , [15] .
There are many methods for edge detection, and most of them use the computed gradient magnitude of the pixel value as the measure of edge strength [16] . The early days of works on edge detection are done by Sobel and
Roberts [24] . [27] .
A method for the evolutionary design of CA rules for edge detection was proposed by Batouche et al. [17] , [ 20] .
Khan et. al. studied the nine neighborhood 2DCA [21] .
He developed the basic mathematical model to study all the nearest neighborhood 2D CA and presented a general framework for state transformation. P. P. Choudary et al has proposed modeling techniques for fundamental image processing, where they had applied the rules only on binary images [18] . Two dimensional binary CA are used for binary-image edge detection, and transition rule evolution is guided by a genetic algorithm. Another application of this method was done by Rosin and the method was extended to handle gray-scale images [19] .
The images are decomposed into a number of binary images with all possible thresholds. Each of the binary images is processed using binary CA rules. Nayak used color graphs to model 2D CA linear rules [22] . After that Munshi et. alhas proposed an analytical frame work to study a restricted class of 2D CA [23] . Rosin later applied an improved version of this method to edge detection [20] . However, this method has a very long calculation time due to the iterative process used for hundreds of binary images.
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The state of the target cell at time t+1 depends on the states of itself and the cells in the moore neighbourhood at time t, that is:
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III. LINEAR CA RULES
A rule is the "program" that governs the behavior of the system. All cells apply the rule over and over, and it is the recursive application of the rule that leads to the remarkable behavior exhibited by many CA's. comprehensive study of all rules in higher dimensional automata is thus not easily possible. However, in this paper we will mainly concentrate on the 512 linear rules. i.e. the rules, which can be realized by EX-OR operation only. A specific rule convention that is adopted here is given by [21] .We use their model as reference and modify it so as to study CA based image processing.
The central box represents the current cell and all other boxes represent the eight nearest neighbours of that cell. The number, within each box represents the rule number associated with that particular neighbour of the current cell.
In case, the next state of a cell depends on the present state of itself and/or its one or more neighbouring cells (including itself), the rule number will be the arithmetic sum of the numbers of the relevant cell.
IV. METHODOLOGIES
The methodology that we take is shown in the figure (5).
These steps are explained as follows:
Step 1: First of all, it is necessary to read the data information that composes the image. It does not matter the format of the image (e.g. jpeg, bmp, png, gif, etc), we assume that all image data is formed by a data matrix of size M x N.
Step 2: Color images, gray level images, and pure monochrome (black and white) images can be processed by our proposed method. However, for color images, it is necessary to perform black & white transformation before edge detection operation. On the other hand, in the case of a monochrome image this can be processed directly.
Step 3: We set up the cellular automata map which where the edge detector operation will be performed. This can be directly done by separating each pixel of the original image into one cell. As the image information is composed of a data matrix of size M x N, the cellular automata map will be also in the shape of a M x N matrix, thus with MN cells.
Step 4: Once we have a cellular map of the monochrome image data, we then add null-boundary condition to the cellular automata map in order to avoid the boundary conditions. Remembering that in this project the adopted model is the Moore Neighborhood Model.
Step 5: We apply an edge detection rule in order to select the characteristics of processing of the image. A detailed explanation of the "edge detection rules" is to be made in the next section.
Step 6: The final result is a monochrome edge detected image. The pixel size (number of columns and rows of the image data matrix) will be exactly the same as that of the original image data.
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