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II. EXPERIMENTAL
The experimental apparatus is described in Fig. 1 n-dcped, and p-doped (100) and connercial n-doped (111) GaAs wafers were examined, as received from manufacturers, after bromine-methanol etch procedures were performed, and after photowashing treatment. 
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3.31 -100 0 100 200 300 400 TIME (ps) The uniform data obtained for photowashed n-type GaAs motivated analytical modeling of a diffusion recombination mechanism, as reported previously.
In this case, flat band conditions are assumed to apply, and ambipolar kinetics are used. The ambipolar carrier density, N(z,t), where z is the dimension normal to the sample surface and t is time, is described by:
with the boundary conditions:
Carrier generation is described by G, ambipolar diffusion by D, the bulk recombination time constant by Tr, the surface recombination velocity by S, and sample thickness by L. The final boundary equation above specifies that light is totally abosrbed by the sample.
Hoffman, Jarasiunas, Gerritsen, and Nurmikko 5 derived the analytical solution, given in Eq. (4), for these conditions. The quantity a is the absorption depth, which can be taken as 10 -4 cm -I at room temperature for near bandgap pump wavelengths.
This model was applied to data for photowashed n-type samples, using the standard value of 12 cm 2 /s for the parameter D, and assuming a value of 1 ns for an impurity-dominated bulk recombination time, typical for our samples.
The constants are assumed to be independent of carrier concentration at the fairly low densities employed in the experiment. Equation (4) Photowashing of other types of samples, such as p-type GaAs and n-type (111) surfaces, led to a larger variation of decay curves from sample to sample.
Whereas the ambipolar diffusion model described reflectivity signals from photowashed material precisely, data from unwashed and from normally etched samples deviated greatly from the functional form of Eq. (4). Figure 6 displays one of the best fits to data from an unwashed sample obtained from The reflectivity change was assumed to be proportional to the difference between the calculated carrier density and the equilibrium value, which is determined by the surface charge. Under our experimental conditions, the reflectivity signal arises from a surface layer of depth 10-6 cm, and since the PISCES carrier density depth profiles vary little over this distance, signals were assumed to be proportional to the surface carrier density, thereby avoiding the need to average over depth.
The PISCES calculation was initially used to model the well understood behavior for washed n-doped GaAs. In this case, the surface charge was set to Q = 0 and surface recombination velocity was varied, obtaining a best fit to the data for S = 4.5 x 10 5 cm/s. The fit was equally good for 0 > Q > -5 X 10 11 cm -2 , providing an upper limit to the initial surface charge density.
it is interesting to note that the fit was equally good at Q = 0 if the change in the reflection signal (AR) was taken to be proportional to either the change in the electron or the hole concentration. This is evidence for ambipolar kinetics, consistent with small electric fields at the washed surface.
The results of the fit obtained for the cases where AR is assumed to be proportional to hole concentration and where AR is assumed to be proportional to electron concentration are shown in Figs. 7 and 8, respectively.
PISCES was then applied to fit data obtained from a typical unwashed n-type
GaAs sample, with nominal doping about 2 x101 7 /cm 3 . The best calculated results are shown in Fig. 9 , where reflectivity change is assumed to correlate with hole density. Surface charge density was Q = -1.1 x1O/ 2 icm 2 , and surface recombination velocity was S = 1.3 x 106 cm/s. The electron density was also modeled, as shown in Fig. 10 . In this case, it was necessary to assume a nonphysical (Q > 0) value of surface charge, Q = +3 x 1011/cm 3 in order to fit the data. Although it is difficult to conclusively attribute the observed reflectivity changes to changes in hole concentration, the quality of fit for the hole density is significantly better than that for the electron density. In several studies involving picosecond excitation of semiconductors 0 ,11 a Drude mechanism has been invoked to predict reflectivity changes subsequent to charge injection. This mechanism is important at long wavelengths and for large carrier densities. It may contribute under our conditions. However, the observed wavelength dependence of signal phase is inconsistent with substantial Drude contributions. The same observation rules out contributions from intervalence absorption, which has also been suggested 9 as a mechanism responsible for reflectivity changes. Chemistry and Physics Laboratory: Atmospheric chemical reactions, atmospheric optics, light scattering, state-specific chemical reactions and radiative signatures of missile plumes, sensor out-of-field-of-view rejection, applied laser spectroscopy, laser chemistry, laser optoelectronics, solar cell physics, battery electrochemistry, space vacuum and radiation effects on materials, lubrication and surface phenomena, thermionic emission, photosensitive materials and detectors, atomic frequency standards, and environmental chemistry.
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