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1 Einführung und theoretischer Hintergrund 
Die Sprache ist das wichtigste Kommunikationsmittel der Menschen. Sie ermöglicht 
den alltäglichen Austausch mit unseren Mitmenschen. 
Dabei beeinflusst der Kontext eines Gesprächs ganz wesentlich unsere Gedanken 
und Assoziationen. Ist man gedanklich beim Thema Obst und Lebensmittel würde 
man das Wort „gespritzt“ zum Beispiel eher dem Themenkreis der 
Pflanzenschutzmittel (Pestizide) zuordnen als dem Injizieren einer Substanz in den 
menschlichen Körper. Solche Situationen zeigen, wie stark der Kontext die 
Bedeutung eines Wortes im Satz nahe legt. Wortbedeutungen, die im Kontext 
unpassend erscheinen, verlangen dagegen eine größere Denkleistung vom Zuhörer. 
Viele Disziplinen von der Philosophie bis zur Neurologie beschäftigen sich mit der 
Bedeutungskraft von Wörtern und deren Gebrauch in der Sprache. Diese Arbeit 
beleuchtet einen wichtigen Teilaspekt der Sprache, die Semantik.  
Michel Bréal gilt als Begründer des Begriffes "Semantik". In seinem Werk "Essai de 
Sémantique" aus dem Jahr 1897 erklärt er, dass Sinn und Bedeutung sprachlicher 
Einheiten (Semantik) durch Sequenzen von Wörtern vermittelt werden.  
Jedes Wort führt dabei zu einzelnen semantischen Aktivierungen, welche 
miteinander kombiniert werden müssen, um einen kohärenten, sinnvollen Satz zu 
ergeben. Diesen Vorgang bezeichnet man als semantische Integration (z.B. Jung-
Beeman 2005, Rogalsky und Hickok 2009). 
Die vorliegende Arbeit beschäftigt sich mit der Frage, welche funktionell-
anatomischen Areale für die semantische Integration beim Hören von Sätzen von 
Bedeutung sind.  
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1.1 Modelle zur Sprachverarbeitung 
Modelle zur Sprachverarbeitung haben das Ziel, anatomischen Strukturen sprachlich-
kognitive Funktionen zuzuordnen. Im 19. Jahrhundert bediente man sich dabei 
aufgrund fehlender bildgebender Möglichkeiten des Läsions-Defizit-Ansatzes. In 
Postmortem-Untersuchungen wurde ein am Menschen beobachtetes sprachliches 
Defizit einer physischen Läsion zugeordnet und das Defizit durch sie erklärt. 
Pierre Paul Broca (1861) fand bei einem Patienten, dessen Sprachproduktion stark 
eingeschränkt war, eine Schädigung des Gyrus frontalis inferior und schlussfolgerte, 
dass dieser eine wichtige Rolle bei der Sprachproduktion spielen müsse. Wenige 
Jahre später beobachtete Carl Wernicke (1874) bei Patienten mit flüssiger, aber 
inhaltsleerer Spontansprache und eingeschränktem Sprachverständnis Läsionen im 
Bereich des linken Gyrus temporalis superior. Dem Gyrus temporalis superior 
ordnete er daraufhin eine Rolle beim Sprachverständnis zu. Ludwig Lichtheim 
(1885) fügte Brocas Areal der Sprachproduktion und Wernickes Areal der 
Sprachperzeption ein drittes Areal der Konzeptbildung hinzu, welches semantische 
Verarbeitung ermögliche. Das daraus entstandene „Wernicke-Lichtheim-Schema“ 
(siehe Abbildung 1), das oft als „klassisches“ Sprachmodell bezeichnet wird, war ein 
erster, weit verbreiterter Ansatz, Netzwerke der Sprachverarbeitung zu identifizieren 
und in einem funktionell neuroanatomischen Modell zu beschreiben. Auditive 
Informationen werden demnach im Wernicke-Areal wahrgenommen. Von dort aus 
gibt es zwei mögliche Verarbeitungswege. Eine direkte Route zum Broca-Areal und 
einen indirekten Weg über ein semantisches Verarbeitungszentrum. Das Broca-Areal 
kann Informationen über beide Verarbeitungswege erhalten und vermittelt die 
lautsprachliche Produktion der Sprachinformationen.  
Norman Geschwind (1965) übernahm viele der Annahmen von Wernicke und 
Lichtheim und vermutete als anatomisches Korrelat für die direkte Route den 
Fasciculus arcuatus und als anatomisches Korrelat für die semantische 
Sprachverarbeitung den Gyrus parietalis inferior. 
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Abbildung 1: Das Wernicke-Lichtheim-Schema 
Das Broca- und Wernicke-Areal sind sowohl direkt miteinander verbunden, als  
auch indirekt durch ein konzeptionelles Areal (modifiziert nach Lichtheim 1885). 
Im Laufe des 20. Jahrhunderts ermöglichte die Einführung neuer Technologien wie 
die der Computertomographie und Magnetresonanztomographie neue Einblicke in 
den anatomischen und funktionellen Aufbau des Sprachsystems in vivo. 
Mesulam (1990) zeigte, dass neben den bisher identifizierten Regionen des 
klassischen Sprachmodells weitere Areale in die Sprachverarbeitung eingebunden 
sind. Er formulierte die Hypothese eines großflächig verteilten, sich für verschiedene 
Funktionen überlappenden Sprachnetzwerkes. 
Die aktuellsten Sprachmodelle basieren mehrheitlich auf der Methode der 
funktionellen Magnetresonanztomographie (fMRT). Diese ermöglicht eine indirekte 
Korrelation zwischen einer kognitiven Operation und Hirnaktivität. 
Price (2000) fasste neuere Befunde in einem erweiterten Modell zusammen. 
Demnach ist der Gyrus temporalis superior die Kernregion für die akustische 
Analyse von Wörtern, während der Gyrus temporalis inferior posterior und der 
temporookzipitale Kortex für die visuelle Wortanalyse zuständig sind. Höhere 
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kognitive Funktionen, wie die semantische Sprachverarbeitung, werden in einem 
Netzwerk bestehend aus Gyrus angularis und Gyrus temporalis inferior anterior 
analysiert. Die Planung der Artikulation findet in der vorderen Insel und im frontalen 
Operculum statt und erhält ihre Informationen über zwei Wege. Ein nicht-
semantischer Verarbeitungsweg überträgt Informationen über den Sulcus temporalis 
superior posterior, und ein semantischer Verarbeitungsweg vermittelt 
Bedeutungsinhalte über die Einbeziehung des Gyrus temporalis inferior. Letzterem 
hatte man bis dahin noch keine Bedeutung in Bezug auf semantische 
Sprachverarbeitung beigemessen. Das Modell von Price bezieht sich nur auf die 
Semantik auf Wortebene. 
Friederici (2002) ordnet dem Sprachverständnis auf Satzebene ein bilaterales, 
temporofrontales Netzwerk zu. Linkshemisphärielle temporale Regionen sind für die 
Identifikation phonetischer, lexikalischer und struktureller Elemente zuständig, 
linkshemisphärielle frontale Regionen hingegen für die Sequenzierung und 
Ausbildung struktureller und semantischer Beziehungen. Rechtshemisphärielle 
temporale Regionen identifizieren die Prosodie (die Gesamtheit lautlicher 
Eigenschaften von Sprache) und rechtshemisphärielle frontale Regionen verarbeiten 
die Satzmelodie. Außerdem schlägt Friederici auf Grundlage elektrophysiologischer 
Daten ein dreistufiges Modell der Satzverarbeitung vor. In einer ersten Phase (100-
300ms) erfolgen die Analyse der strukturellen Eigenschaften der Information sowie 
deren Zuordnung zu einer Wortkategorie. Eine zweite Phase (500-1000ms) 
beschreibt lexikalisch-semantische Prozesse, die eine thematische Einordnung der 
Information zum Ziel haben. Die dritte Phase (500-1000ms) bezeichnet die 
Integration aller verschiedenen Informationsarten. 
Hickok und Poeppel (2004) berufen sich in ihrem Modell auf die Analogie zwischen 
visuellen und akustischen Verarbeitungswegen. Für das visuelle System sind zwei 
Verarbeitungswege bekannt. Eine ventrale Route, die die visuelle Erkennung von 
Objekten ermöglicht und in konzeptionelle Zentren im Temporallappen projiziert. 
Des Weiteren eine dorsale Route, die zu frontalen und parietalen Regionen projiziert 
und die Wahrnehmung räumlicher Eigenschaften vermittelt (Milner und Goodale 
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1995). Ähnlich könne man sich laut Hickok und Poeppel den Verarbeitungsweg 
auditiv präsentierter Sprachinformationen vorstellen (siehe Abbildung 2).  
 
Abbildung 2: Das duale Modell der kortikalen Organisation der Sprachverarbeitung  
(a) Schematische Darstellung des dualen Netzwerkes. (b) Ungefähre anatomische 
Lokalisation der funktionellen Komponenten des dualen Netzwerkes. ITS: Sulcus 
temporalis inferior; MTG: Gyrus temporalis medius; pIFG: posteriorer Gyrus frontalis 
inferior; PM: Prämotorischer Kortex; Area Spt: Sylvische Fissur am Übergang zum 
parietalen und temporalen Kortex; STG: Gyrus temporalis superior; STS: Sulcus 
temporalis superior (modifiziert nach Hickok und Poeppel 2007). 
Ausgehend vom auditorischen Kortex im Gyrus temporalis superior (gelb) 
beschreiben Hickok und Poeppel zwei Verarbeitungswege. Der ventrale 
Verarbeitungsweg vermittelt die Analyse der Bedeutung akustischer Informationen 
über diverse Projektionen in den Gyrus temporalis medius und den Gyrus temporalis 
inferior (lila). Dadurch ermöglicht er die Ausführung semantischer 
Entscheidungsaufgaben, zum Beispiel die Differenzierung zwischen Wörtern und 
Pseudowörtern (Kunstwörtern ohne bestimmte Bedeutung). Ein links-dominanter 
dorsaler Verarbeitungsweg, der vom Gyrus temporalis superior zum Frontal- und 
 Einführung und theoretischer Hintergrund 
 6 
Parietallappen (grün) zieht, fungiert als Schnittstelle zwischen der Verarbeitung 
akustischer und motorischer Informationen. Die akustischen Inhalte werden im 
verbalen Arbeitsgedächtnis gespeichert, um dann als motorische Informationen dem 
Gyrus frontalis inferior und prämotorischen Arealen im artikulatorischen Netzwerk 
zugeführt zu werden. 
Saur et. al (2008) konnten zeigen, dass dem funktionellen dualen Modell der 
Sprachverarbeitung unterschiedliche anatomische Verbindungen zugrunde liegen. 
Mittels Diffusions-Tensor-Traktographie wurde ein dorsaler Trakt zwischen dem 
Gyrus temporalis superior und prämotorischen Arealen im Frontallappen 
identifiziert, der anatomisch dem Fasciculus arcuatus und Fasciculus longitudinalis 
superior zugeordnet werden kann. Diese Verbindung dient als Verknüpfung 
sensorischer und motorischer Areale, um zum Beispiel die Wiederholung gehörter 
Pseudowörter zu ermöglichen. 
Demgegenüber wurde ein ventraler Trakt vom Gyrus temporalis medius zum 
ventrolateralen präfrontalen Kortex über die Capsula extrema identifiziert, die 
maßgeblich Sprachverständnis ermöglicht und anatomisch dem Fasciculus 
longitudinalis medialis und der Capsula extrema entspricht. 
 
1.2 Aktuelle Befunde zur semantischen Sprachverarbeitung 
Das semantische System wird oft als ein links lateralisiertes, teilweise auch bilateral 
repräsentiertes Netzwerk beschrieben. Dabei findet man häufig eine Unterteilung in 
einen vorderen (frontalen) und einen hinteren (temporoparietalen) Anteil (Binder et 
al. 2009). Studien, die die semantische Sprachverarbeitung auf Satzebene untersucht 
haben, fanden Aktivierungen in weit verteilten Hirnregionen mit Beteiligung des 
Gyrus temporalis superior, des Gyrus temporalis medius, des Gyrus parietalis 
inferior und des Gyrus frontalis inferior (Abrams et al. 2013; Tyler und Marslen-
Wilson 2008; Price 2000). Im Folgenden wird detaillierter auf die Rolle des Gyrus 
frontalis inferior und des Gyrus temporalis medius, sowie auf deren Interaktionen in 
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Bezug auf das semantische Sprachverständnis eingegangen, da diese Regionen die 
Kernareale für die vorliegende Studie sind. 
1.2.1 Der Gyrus frontalis inferior 
Lange Zeit wurde dem Gyrus frontalis inferior (IFG) lediglich eine Rolle in der 
Sprachproduktion zugeschrieben (Bookheimer 2002). Seit der Anwendung 
funktioneller Bildgebungsmethoden hat sich diese Annahme gewandelt. Gemäß 
aktuellen fMRT-Studien weist der Gyrus frontalis inferior, abgesehen von seiner 
Aufgabe in der motorischen Sprachproduktion, mindestens drei weitere 
Subspezialisierungen auf. Diese sind syntaktische, semantische und phonologische 
Funktionen (Bookheimer 2002). Viele Studien postulieren eine funktionell-
anatomische Subspezialisierung des Gyrus frontalis inferior in einen vorderen 
(anterioren) und einen hinteren (posterioren) Anteil. Der anteriore Anteil liegt 
zwischen dem Pars triangularis und dem Pars orbitalis des linken Gyrus frontalis 
inferior und wird am ehesten dem Brodmann Areal 47 zugeschrieben. Petersen et al. 
(1988) fanden beispielsweise eine selektive Aktivierung des anterioren Anteils des 
Gyrus frontalis inferior beim Vorgang der semantischen Assoziation (z.B. Nennen 
des Verbes „essen“, wenn das Wort „Kuchen“ visuell oder auditiv präsentiert wird). 
Überprüft man den Gyrus frontalis inferior selektiv auf seine Beteiligung an 
semantischen und phonologischen Aufgaben, führen semantische Aufgaben eher zu 
einer Aktivierung anteriorer Anteile, während phonologische Aufgaben 
Aktivierungen posteriorer Anteile hervorrufen (Poldrack et al. 1999). Bei 
Vergleichen zwischen semantischen und syntaktischen Aufgaben zeigten die 
anterioren Teile des Gyrus frontalis inferior wiederum vermehrte Aktivierungen bei 
semantischen Aufgaben, während eher posteriore und superiore Anteile an 
syntaktischen Entscheidungsaufgaben beteiligt sind (Dapretto und Bookheimer 
1999). Es wird angenommen, dass der anteriore Anteil des Gyrus frontalis inferior 
als Schaltstelle für den spezifischen, kontrollierten semantischen Abruf fungiert 
(Wagner et al. 2001).  
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Weitere Evidenz für die wichtige Bedeutung des Gyrus frontalis inferior beim 
Sprachverständnis kommt von Patienten, die Läsionen in diesem Bereich aufweisen. 
Diese Patienten zeigen Defizite bei Aufgaben, die eine semantische Entscheidung 
erfordern, zum Beispiel die passende Auswahl verschiedener verbaler Antworten als 
Reaktion auf einen Stimulus (Robinson et al. 2005; Novick et al. 2009). Andere 
Autoren argumentieren, dass Schäden des anterioren Teils des Gyrus frontalis 
inferior die Leistungsfähigkeit der semantischen Verarbeitung beeinflussen, jedoch 
nicht zu einer fehlerhaften Verarbeitung führen (Binder et al. 2009). 
Es deutet vieles darauf hin, dass der anteriore Anteil des Gyrus frontalis inferior die 
Verarbeitung semantischer Informationen vermittelt, dabei jedoch weder 
modalitäten- noch kontextspezifisch arbeitet. Er scheint exekutive Aufgaben im 
Sinne des semantischen Abrufs zu übernehmen und ist sowohl an der Suche 
semantischer Informationen als auch an Vergleichen zwischen vorhandenen 
semantischen Konzepten beteiligt (Bookheimer 2002; Tivarus et al. 2006). 
1.2.2 Der Gyrus temporalis medius 
Neben frontalen Arealen konnten viele Studien zeigen, dass insbesondere auch 
temporale Regionen an der semantischen Verarbeitung beteiligt sind. Bei der 
Präsentation auditiver Stimuli fanden sich in fMRT-Studien insbesondere 
Aktivierungen des Gyrus temporalis medius (Démonet et al. 1992; Baumgaertner et 
al. 2007). Ihm wird eine Rolle bei der Speicherung semantischer Informationen 
zugeschrieben (Spitsyna et al. 2006; Hickok und Poeppel 2007; Yue et al. 2013). 
Werden Stimuli auditiv präsentiert, erfolgt der erste Schritt der Sprachverarbeitung 
bilateral im Gyrus temporalis superior. Der posteriore Anteil des Gyrus temporalis 
superior mit angrenzendem Sulcus temporalis superior entspricht dem  klassischen 
Wernicke-Areal und wurde lange Zeit als Knotenpunkt des Sprachverständnisses 
interpretiert. Diesem Areal wird weiterhin eine Rolle bei der akustischen 
Verarbeitung von Sprache zugeschrieben (Hickok und Poeppel 2007). Der Zugang 
zum Sprachverständnis erfolgt durch Aktivierung und Zusammenspiel weiterer 
Regionen, unter anderem des linken Gyrus temporalis medius posterior, des Gyrus 
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temporoparietalis posterior und des Gyrus temporalis inferior anterior. Den Zugriff 
auf die Bedeutung von Wörtern vermitteln dabei der linke Gyrus temporalis medius 
und der Gyrus temporalis inferior (Price 2000). Bei semantischer Verarbeitung auf 
Satzebene konnte auch Aktivierungen des rechten Gyrus temporalis superior und des 
Gyrus temporalis medius gezeigt werden (Kuperberg et al. 2000).  
Isolierte Schädigungen des Gyrus temporalis medius werden zwar selten beobachtet, 
zeigen bei Ausprägung jedoch Störungen des Sprachverständnisses und semantische 
Defizite vor allem auf Wortebene (Dronkers et al. 2004). Herpes-Enzephalitiden, die 
Schäden am Gyrus temporalis medius, Gyrus temporalis inferior und Gyrus 
fusiformis verursachen, resultieren oft in semantischen Defiziten der Betroffenen 
(Noppeney et al. 2007; Lambon Ralph et al. 2007). Der Gyrus temporalis medius 
wird auch als Kontrollinstanz innerhalb des semantischen Netzwerkes interpretiert 
(Jefferies 2013). 
1.2.3 Temporofrontale Interaktionen beim Sprachverständnis 
Betrachtet man lexikalisch-semantische Sprachverarbeitung auf Satzebene, spricht 
vieles für die Beteiligung eines temporofrontalen Netzwerkes, welches den Gyrus 
temporalis medius und Gyrus frontalis inferior einschließt (Keller et al. 2001; Ferstl 
und von Cramon 2001). Dieses Netzwerk scheint bilateral ausgeprägt. Essentiell für 
Sprachfunktionen ist jedoch ein links-dominantes System, welches den Gyrus 
frontalis inferior mit temporoparietalen Regionen verbindet (Tyler und Marslen-
Wilson 2008). Ein Ansatz, diese Verbindung zu charakterisieren, ist die Unterteilung 
in eine ventrale und eine dorsale Route, die den auditorischen Kortex mit 
temporalen, parietalen und frontalen Regionen verbinden (Hickok und Poeppel 2004, 
vgl. Abschnitt 1.1.). Dabei ist die ventrale Route maßgeblich für das Verstehen von 
Sprachinhalten verantwortlich (Saur et al. 2008). Anhand von funktionellen 
Konnektivitätsanalysen während semantischer Sprachverarbeitung zeigte sich, dass 
die Aktivierung des linken Gyrus frontalis inferior mit Aktivierungen des linken 
Gyrus temporalis medius einhergeht (Tyler und Marslen-Wilson 2008). Man kann 
deshalb davon ausgehen, dass Sprache nicht in einzelnen Regionen isoliert 
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verarbeitet wird, sondern durch Interaktionen verschiedener Regionen untereinander 
vermittelt wird. Interaktionen zwischen temporalen und frontalen Hirnregionen 
scheinen dabei den größten Einfluss zu haben und können zum Beispiel durch 
Berechnung psychophysiologischer Interaktionen dargestellt werden (vgl. Abschnitt 
3.4.2.4).  
 
1.3 N400 und BOLD-Signal als funktionelle und anatomische 
Korrelate der Sprachverarbeitung 
Um gehörte Sprache zu verstehen ist es notwendig, diese zuerst zu analysieren, die 
Bedeutung der einzelnen Wörter zu extrahieren und dann in Zusammenhang zu 
bringen und zu integrieren. Während dieses Vorgangs ist es von Bedeutung, welche 
Informationen zuvor verarbeitet wurden, also in welchem Kontext die Information 
dargeboten wird. Entsprechende Studien auf Satzebene zeigten, dass insbesondere 
die Integration des letzten Wortes eines Satzes vom zuvor präsentierten Kontext 
abhängt (Hagoort 2005; Hagoort und Indefrey 2014; Rogalsky und Hickok 2009; 
Obleser und Kotz 2010; Zhu et al. 2013). Reiht man mehrere Wörter sinnvoll 
aneinander, wird die Erwartung an den Satzausgang größer je mehr Wörter diese 
Erwartung aufbauen. Das Phänomen der „cloze probability“ beschreibt dabei die 
Wahrscheinlichkeit, dass ein bestimmtes Wort für die Vervollständigung eines 
Satzes eingesetzt wird (Kutas und Hillyard 1984). Die Integration eines Wortes, 
welches eine hohe „cloze probability“ hat, sich also gut in den vorher aufgebauten 
Satzkontext einfügt, sollte leicht fallen. Andersherum erfordert es eine größere 
kognitive Anstrengung, wenn ein Wort verarbeitet werden muss, dessen Bedeutung 
nicht der erwarteten entspricht, welches also eine niedrige „cloze probability“ hat. 
Die vielfältigen Möglichkeiten, einzelne Wörter zu einem Satz zu kombinieren sowie 
deren Mehrdeutigkeiten erschweren das Verstehen von gehörten Sprachinhalten. 
Diese Situationen erfordern zusätzliche Prozesse, um den erschwerten lexikalischen 
Zugang zu ermöglichen (Franzmeier et al. 2012). Ein Wort kann als Knoten 
innerhalb eines assoziativen Netzwerkes gesehen werden, welches Konzepte bildet 
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und wiederum die Aktivierung weiterer Konzepte auslöst (Collins und Loftus 1975). 
Hört man beispielsweise das Wort „Feuerwehrmann“, assoziiert man schnell 
Begriffe wie „Brand“, „Hitze“, „löschen“ und „Retter“. Die Voraktivierung eines 
relevanten Konzeptes erleichtert somit die Verarbeitung nachfolgender Wörter, wenn 
zu diesem eine semantische Beziehung besteht. Dieser Effekt wird als „semantisches 
Priming“ bzw. „semantische Bahnung“ bezeichnet. 
Elektrophysiologisch spiegelt sich dieses Phänomen in der sogenannten N400 wider. 
Elektroenzephalographische Ableitungen, die mit Leistungen wie z.B. der 
Sprachverarbeitung korreliert werden können, nennt man ereigniskorrelierte 
Potentiale (ERP). Es konnte gezeigt werden, dass eine Spannungsschwankung mit 
negativer Polarität, die 0,4 Sekunden nach einem präsentierten Wort auftritt, im 
Folgenden N400 genannt, mit semantischer Sprachverarbeitung assoziiert ist. Je 
leichter ein Wort in den Satzkontext integriert werden kann, desto geringer ist die 
Amplitude der N400-Komponente (Kutas und Federmeier 2000). Vergleicht man 
Wörter, die im Satzzusammenhang unerwartet erscheinen, jedoch semantisch korrekt 
sind, mit Wörtern, die semantisch inkorrekt sind, zeigt sich für unerwartete 
Satzausgänge eine geringere N400-Amplitude (Kutas und Hillyard 1980). Es gibt 
also viele Hinweise dafür, die N400 als elektrophysiologischen Marker für 
semantische Kongruenz (Übereinstimmung) bzw. Inkongruenz 
(Nichtübereinstimmung) zu interpretieren. Nimmt man an, dass verschiedene 
kognitive Operationen messbare Spannungsunterschiede bewirken, könnte man auch 
annehmen, dass diese Potentialdifferenzen mit lokalen Unterschieden im 
Sauerstoffverbrauch einhergehen. Lokale Unterschiede im Sauerstoffgehalt des 
Blutes sind im MRT mittels des BOLD-Signals darstellbar (vgl. Abschnitt 3.2). Ein 
Vorteil des fMRT gegenüber dem EEG ist die räumliche Lokalisierbarkeit von 
Sprachprozessen. 
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1.4 Einordnung der vorliegenden Studie 
Die vorliegende Studie baut auf Erkenntnissen aus einer Studie von Baumgaertner et. 
al. (2002) auf, welche im Folgenden beschrieben wird. 
In dieser Studie wurde ein fMRT-Paradigma etabliert, welches die semantische 
Integration auf Satzebene abbilden sollte. Dazu wurden neun gesunden 
Versuchspersonen visuell Sätze präsentiert mit der Aufgabe zu entscheiden, ob das 
jeweils letzte Wort des Satzes ein Wort oder ein Pseudowort ist (lexikalische 
Entscheidungsaufgabe). Zeitgleich wurden sowohl fMRT-Daten als auch 
Verhaltensdaten registriert. 
Das verwendete Stimulusmaterial wurde in zwei Schritten validiert. Zuerst wurden 
sieben Versuchspersonen beauftragt, einer Liste von 100 Berufen typische 
Aktivitäten in Form von Verben zuzuordnen. Eine Zuordnung wurde als validiert 
definiert, wenn sich sechs von sieben Teilnehmern auf das gleiche Wort einigten. 72 
von 100 Berufen erfüllten alle Kriterien. Im nächsten Schritt wurden weiteren 12 
Versuchspersonen Sätze, bestehend aus Subjekt und Verb, vorgelesen (z.B. „Der 
Kellner serviert…“) mit der Aufgabe, ein passendes Objekt hinzuzufügen (z.B. „das 
Essen“). Sätze wurden als validiert definiert, sobald sich mindestens 9 von 12 
Teilnehmern auf das gleiche Satzende einigten. Ausgehend von 72 Sätzen erfüllten 
60 alle Kriterien. 
Die von den Studienteilnehmern validierten Sätze wurden alle der Bedingung 
„erwartetes“ Satzende zugeordnet. Es wurden dann drei weitere Satzausgänge 
konstruiert. Die Bedingung „unerwartetes“ Satzende bestand aus einem Objekt, das 
einzeln betrachtet gut zu dem Verb passte, jedoch im Satzzusammenhang 
unvorhersehbar war (z.B. „den Drachen“ für den Satzstamm „Der Pilot fliegt“).  
Eine „semantisch-inkorrekte“, im Folgenden als „anomal“ bezeichnete Bedingung 
beschreibt Satzenden, die sich nicht sinnhaft in den Satzzusammenhang einbauen 
(z.B. „Der Pilot fliegt das Buch“). Die vierte Bedingung enthielt Pseudowörter 
(Kunstwörter), die durch den Austausch von Konsonanten aus real existierenden 
Wörtern generiert wurden. 
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Im Magnetresonanztomographen hatten die Versuchspersonen die Aufgabe, den 
visuell präsentierten Satzstamm inklusive Satzende leise zu lesen und dann so schnell 
wie möglich per Tastendruck zu entscheiden, ob es sich beim letzten Wort des Satzes 
um ein Wort oder ein Pseudowort handelt. Nach jeder MRT-Sitzung wurden die 
Versuchspersonen aufgefordert sich zu erinnern, ob ihnen ein bestimmter Satz im 
Experiment präsentiert wurde oder nicht. Damit sollte erreicht werden, dass sich die 
Versuchspersonen während des Experiments explizit auch auf den Satzstamm 
konzentrierten.  
Die Verhaltensdaten zeigten, dass die Reaktionszeiten der Versuchspersonen bei der 
Bedingung „anomal“ signifikant länger waren als bei der „erwarteten“ wie auch der 
„unerwarteten“ Bedingung. Das gleiche galt für die „Pseudowort“ Bedingung, die 
signifikant längere Reaktionszeiten hervorrief im Vergleich zur „erwarteten“ und 
„unerwarteten“ Bedingung. Unterschiede zwischen den Reaktionszeiten der 
„Pseudowort“ und der „anomalen“ Bedingung waren nicht signifikant.  
Die funktionellen Bildgebungsdaten wurden zunächst auf Änderungen des BOLD-
Signals für Wörter und Pseudowörter im Vergleich zu „Ruhe“ über das gesamte Hirn 
untersucht. Dabei zeigte sich sowohl für Wörter als auch für Pseudowörter eine weit 
verzweigte bilaterale Aktivierung im Vergleich zur Ruhebedingung. Die Aktivierung 
für Wörter zeigte eine verstärkte linkshemisphärielle Betonung. Zusätzlich erfolgte 
ein direkter Vergleich der BOLD-Signale zwischen Wörtern und Pseudowörtern. Für 
Pseudowörter zeigte sich eine verstärkte Aktivierung im Operculum rechts frontal, 
für Wörter im linken Gyrus angularis, im Gyrus temporalis medius posterior und 
anterior und im linkem präfrontalen Kortex. Eine genaue Betrachtung der einzelnen 
Bedingungen zeigte für den Kontrast „unerwartet“ im Vergleich zu „erwartet“ eine 
verstärkte Aktivierung im Gyrus temporalis medius posterior. Der Kontrast „anomal“ 
im Vergleich zu „erwartet“ zeigte eine verstärkte Aktivierung im Pars orbitalis des 
linken Gyrus frontalis inferior (siehe Abbildung 3). Der Vergleich „anomal“ zur 
„unerwarteten“ Bedingung erbrachte keine signifikanten Signaländerungen. 
Baumgaertner et al. werteten die verstärkte Aktivierung der Bedingungen 
„unerwartet“ und „anomal“ im Vergleich zu „erwartet“ als Korrelat für eine 
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erschwerte Integration der Wörter in den Satzzusammenhang. Die geringen 
Signalunterschiede der Bedingungen „anomal“ und „unerwartet“ erklärten sie damit, 
dass beide Bedingungen ähnlich schwer seien und deshalb vergleichbare 
Anstrengung bei der Verarbeitung auslösen. 
 
 
Abbildung 3: Signalstärken einzelner Kontraste 
Grün markierte Areale zeigen eine verstärkte Aktivierung für „unerwartete“ Stimuli im 
Vergleich zu „erwarteten“ Stimuli. Blau markierte Areale zeigen eine verstärkte 
Aktivierung für „anomale“ Stimuli im Vergleich zu „erwarteten“ Stimuli 
(p unkorrigiert = 0,001 auf Voxelebene). Die beiden Diagramme zeigen die 
Aktivierungsmaxima der vier Bedingungen „erwartet“, „unerwartet“, „anomal“ und 
„Pseudowort“ oberhalb einer Schwelle von p < 0,05 (korrigiert für multiple Vergleiche, 
in einer sogenannten „small-volume-correction“). Die Grafik zeigt eine stärkere 
Aktivierung von Kernarealen der Sprachverarbeitung bei der Verarbeitung von 
semantisch komplexeren Informationen. 
Zusammenfassend konnten sie damit zeigen, dass eine erschwerte Integration eines 
Wortes in den Satzkontext mit erhöhten Aktivierungen in frontalen und temporalen 
Spracharealen einhergeht. Verhaltensbiologisch ließ sich die erhöhte neuronale 




In der vorliegenden Arbeit soll untersucht werden, welche Hirnareale an 
lexikalischen Entscheidungsprozessen auf Satzebene beteiligt sind. Ein weiteres Ziel 
besteht in dem Nachweis möglicher Interaktionen zwischen den am stärksten 
involvierten Hirnregionen und der Beschreibung dieses neuronalen Netzwerkes. Zur 
Beantwortungen dieser Fragestellungen wird von uns das von Baumgaertner et. al. 
(2002, vgl. Abschnitt 1.4) etablierte fMRT-Paradigma für visuelle Stimuli in ein 
auditives Paradigma übertragen. Dies soll zum einen eine spätere Anwendung bei 
Patienten mit einer Aphasie ermöglichen, zum anderen spiegelt die auditive 
Darbietung eine natürlichere Form der Sprachverarbeitung wider. In Anlehnung an 
Erkenntnisse aus der erwähnten Studie werden folgende Hypothesen aufgestellt: 
 Die Vorhersagbarkeit eines Wortes im Satzkontext hat Einfluss auf die 
Reaktionszeit bei der lexikalischen Entscheidung und folgt dem Schema:  
erwartet ˂ unerwartet ˂ anomal ˂ Pseudowort,  
wobei „erwartete“ Stimuli die kürzesten Reaktionszeiten und „Pseudowörter“ 
die längsten Reaktionszeiten aufweisen. 
 Der linke Gyrus frontalis inferior (IFG) und der linke Gyrus temporalis medius 
(MTG) werden vermehrt aktiviert, wenn ein unvorhersagbares Satzende in den 
Satzkontext integriert werden muss. 
 Der linke Gyrus frontalis inferior und der linke Gyrus temporalis medius 
weisen eine erhöhte funktionelle Konnektivität auf, wenn ein unvorhersagbares 
Satzende in den Satzkontext integriert werden muss. 
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3 Material und Methoden 
3.1 Versuchspersonen  
In die Studie wurden 17 gesunde Versuchspersonen im Alter zwischen 21 und 30 
Jahren eingeschlossen (Mittleres Alter 25,5 Jahre, Standardabweichung 2,02 Jahre, 6 
Männer, 11 Frauen). Alle Versuchspersonen waren deutsche Muttersprachler und 
Rechtshänder mit einem durchschnittlichen Lateralisierungsindex von 0,95 (Intervall 
von 0,73 bis 1) gemäß dem Edinburgh Handedness Inventory (Oldfield 1971), wobei 
positive Werte zwischen 0 und 1 einen konsistenten Rechtshänder klassifizieren. Der 
Zeitraum der Erhebung erstreckte sich von Juli bis August 2012. Die Rekrutierung 
erfolgte über Aushänge und persönliche Kontakte. Vor Teilnahme an der Studie 
wurden alle Kontraindikationen einzeln erfragt. Dazu gehörte der Ausschluss 
neurologischer Vorerkrankungen, insbesondere Kopfverletzungen und Epilepsie, 
sowie Atemwegs-, Herz- und Kreislauferkrankungen, Operationen innerhalb der 
letzten zwei Monate und Schwangerschaft. Personen mit allgemeinen 
Kontraindikationen für die Durchführung einer MRT-Untersuchung, wie das Tragen 
von Metallteilen im oder am Körper, wurden ebenfalls ausgeschlossen (siehe 
Anhang). Allen Versuchspersonen wurde eine Bedenkzeit von mindestens 24 
Stunden zwischen der Aufklärung bis zur Teilnahme am Experiment eingeräumt. 
Jeder Studienteilnehmer erhielt eine ausführliche Probandeninformation und gab sein 
schriftliches Einverständnis zur freiwilligen Teilnahme an der Studie. Die Probanden 
erhielten eine finanzielle Aufwandsentschädigung. Zur Studie lag ein positives 
Ethikvotum der Medizinischen Fakultät Leipzig vor. 
3.2 Funktionelle Magnetresonanztomographie 
Die funktionelle Magnetresonanztomographie ermöglicht eine nicht-invasive 
Messung neurophysiologischer Aktivitäten des Gehirns. Lokale 
Stoffwechselaktivitäten von neuronalem Gewebe führen zu erhöhtem 
Sauerstoffbedarf. Um den erhöhten Bedarf an Sauerstoff zu decken, steigen mit 
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kurzer Verzögerung regional der zerebrale Blutfluss sowie das Blutvolumen. Diese 
reaktive Kompensation bewirkt, dass neuronal aktives Gewebe vermehrt mit Blut 
durchströmt wird und folglich dort der Gehalt an oxygeniertem Hämoglobin erhöht 
ist. Oxygeniertes Hämoglobin ist diamagnetisch, während sich desoxygeniertes 
Hämoglobin paramagnetisch verhält und lokale Magnetfeldinhomogenitäten erzeugt 
(Pauling und Coryell 1936). Die Abhängigkeit der Signalstärke vom 
Oxygenierungsgehalt des Blutes wird in der Magnetresonanztomographie genutzt 
und als BOLD-Effekt (blood-oxygenation-level-dependent-Effekt) bezeichnet 
(Ogawa und Lee 1990). Dieser BOLD-Effekt weist charakteristische zeitliche 
Verläufe auf. Bei neuronaler Aktivität wird der Metabolismus sofort gesteigert. Die 
Sauerstoffversorgung reagiert mit einer Latenzzeit von 1-2 Sekunden. Der 
eigentliche BOLD-Effekt erreicht sein Maximum nach 4-6 Sekunden, gefolgt von 
einem Abfall, der bis zu 30 Sekunden anhalten kann (Sturm et al. 2007). Der BOLD-
Kontrast erfasst somit die hämodynamische Antwort auf neuronal erhöhte 
Stoffwechselaktivität und misst nur indirekt synaptische Aktivität. Lokale 
Signalveränderungen, die während der experimentellen Bedingungen gemessen 
werden, kann so bestimmten kognitiven Prozessen zugeordnet werden.  
3.3 Durchführung und Versuchsaufbau 
3.3.1 Stimuli 
Das hier verwendete fMRT-Paradigma stützt sich auf das Phänomen der „cloze 
probability“, laut der die Integration semantischer Informationen durch die 
Veränderung der Vorhersagbarkeit des letzten Wortes eines Satzes moduliert werden 
kann. Für das letzte Wort des Satzes gab es im vorliegenden Experiment vier 
Möglichkeiten: 
 „erwartete“ Bedingung (z.B. „Der Feuerwehrmann löscht den Brand“),  
  „unerwartete“, aber semantisch korrekte Bedingung  
(z.B. „Der Feuerwehrmann löscht das Licht“),  
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 „anomale“, das heißt semantisch inkorrekte Bedingung  
(z.B. „Der Feuerwehrmann löscht die Milch“) und  
 eine „Pseudowort“-Bedingung (z.B. „Der Feuerwehrmann löscht den Flast“). 
Grundlage für die in dieser Studie verwendeten Stimuli bildete das Material aus der 
Studie von Baumgaertner et. al. (2002). Wenige Satzenden der „Pseudowort“-
Kategorie wurden abgewandelt, da sie zwar visuell präsentiert eindeutig als 
„Pseudowörter“ identifizierbar waren (zum Beispiel „die Fere“), bei auditiver 
Präsentation jedoch echten Wörtern ähnelten (zum Beispiel „die Fähre“). Die 
Stimuliliste bestand aus 60 Satzstämmen. Alle Satzstämme waren identisch im 
Aufbau und bestanden jeweils aus einer Berufsbezeichnung als Subjekt 
(„Der Feuerwehrmann“) und dem dazugehörigen Verb („löscht“). Jedem Satzstamm 
wurden Objekte zugeordnet, die den unterschiedlichen Bedingungen entsprechen. 
Dabei wurde zu jedem Satzstamm eine „erwartete“ Bedingung („das Feuer“), eine 
„unerwartete“ Bedingung („das Licht), eine „anomale“ Bedingung („die Milch“) und 
zwei „Pseudowort“-Bedingungen („den Flast / das Misch“) generiert. Bei 
60 Satzstämmen ergaben sich somit insgesamt 300 Stimuli bestehend aus 
60 „erwarteten“, 60 „unerwarteten“, 60 „anomalen“ und 120 „Pseudowort“-
Satzenden (siehe Anhang). Das Verhältnis von Wort zu Pseudowort betrug demnach 
60% zu 40%.  
Die auditiven Stimuli wurden von einer professionellen Sprecherin eingesprochen 
und hatten eine durchschnittliche Dauer von 1733ms (Intervall von 
1241ms - 2369ms). Der Schalldruckpegel der aufgenommenen Stimuli wurde 
mithilfe der Software Praat (www.praat.org) auf 80dB kalibriert. Die vollständigen 
Sätze wurden im MR-Scanner über Kopfhörer auditiv präsentiert. Zwischen den 
einzelnen Stimuli wurde ein variables Zeitintervall eingebaut (1,5 / 2 / 2,5 / 3 / 3,5 / 4 
oder 4,5 Sekunden), um auszuschließen, dass die Versuchspersonen sich an eine 
bestimmte Stimuluslänge gewöhnten (siehe Abbildung 4). Stimuli der verschiedenen 
Bedingungen wurden über jede Sitzung pseudorandomisiert präsentiert und jede 
Versuchsperson wurde einer von den fünf Randomisierungslisten zugewiesen, um 
die Reihefolge der Stimuluspräsentation unvorhersehbar zu gestalten. Innerhalb der 
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Randomisierungslisten wurde festgelegt, dass die gleiche Bedingung maximal drei 
Mal hintereinander präsentiert werden durfte, damit in jedem Block das gleiche 60 zu 
40 Wort-Pseudowort-Verhältnis erfüllt war. Zusätzlich absolvierte jede 
Versuchsperson vor Beginn des eigentlichen Experiments ein Training mit 50 
Trainingssätzen, die nicht im Hauptexperiment verwendet wurden (siehe Anhang).  
 
Abbildung 4: Beispielhafte Präsentation zweier Stimuli im fMRT-Experiment.  
Die Satzlänge der Stimuli betrug zwischen 1,2 und 2,4 Sekunden. Zwischen den einzelnen 
Stimuli wurde ein variables Zeitintervall eingefügt, sodass der folgende Stimulus mit einer 
Latenz von 1,5 bis 4,5 Sekunden präsentiert wurde. Die Versuchspersonen wurden aufgefordert 
nach auditiver Darbietung des Stimulus per Tastendruck zu entscheiden, ob es sich bei dem 
gehörten letzten Wort des Satzes um ein Wort oder Pseudowort handelt (lexikalische 
Entscheidung). Die Reaktionszeiten wurden vom Beginn des letzten Wortes des Satzes bis zum 
Tastendruck der Versuchsperson gemessen. 
3.3.2 Experimentelles Design 
Das vorliegende Experiment wurde im ereigniskorrelierten Design durchgeführt. 
Stimuli unterschiedlicher Kategorien folgten in pseudorandomisierter Reihenfolge in 
unterschiedlichen Zeitabständen aufeinander und wurden getrennt voneinander 
ausgewertet. Jede Versuchsperson wurde einer von fünf randomisierten Stimulilisten 
zugeordnet. Auf zwei Sitzungen verteilt wurden jeder Versuchperson insgesamt 300 
Stimuli präsentiert. Funktionelle MRT-Daten wurden für alle 17 Versuchspersonen 
erhoben. Auf Verhaltensebene wurden die Reaktionszeiten in Millisekunden sowie 
die Fehlerraten registriert. 
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3.3.3 Messparameter 
Die fMRT-Experimente wurden am Siemens Verio 3 Tesla Scanner der Tagesklinik 
für kognitive Neurologie des Universitätsklinikums Leipzig durchgeführt.  
Die funktionellen MRT-Daten wurden mit einer T2*-sensitiven EPI-Sequenz (Echo 
Planar Imaging Sequenz) aufgenommen. Der Vorteil der EPI-Sequenz ist die kurze 
Aufnahmezeit, welche Bewegungsartefakte minimiert. Ein Nachteil dieser sehr 
schnellen Sequenz ist es, dass sie relativ anfällig gegenüber Bildartefakten ist. Pro 
Versuchsperson wurden 360 Scans mit 38 axialen Schichten in einer absteigenden 
Reihenfolge mit folgenden Messparametern aufgezeichnet: Voxelgröße = 3 x 3 x 3 
mm³, Matrix = 64 x 64 Pixel, TR (Repetitionszeit) = 2240 ms, TE (Relaxationszeit) = 
25 ms, Flipwinkel = 90°, FoV (Field of View) = 192 mm, distance factor = 33%. 
Zusätzlich erhielt jede Versuchsperson eine anatomische, hochaufgelöste T1-
Schichtaufnahme, um individuelle Aktivierungsmaxima abbilden zu können 
(Voxelgröße = 1 x 1 x 1,5 mm³, TR = 1,3 s, TE = 3,46 ms). Abschließend wurde bei 
jeder Versuchsperson noch eine Diffusions-Tensor-Bildgebung (DTI) für spätere 
Forschungszwecke aufgenommen.  
3.3.4 fMRT-Experiment 
Das Experiment bestand aus zwei Teilen, einer Vorbereitungsphase außerhalb des 
Scanners und dem eigentlichen MRT-Hauptexperiment. Zur Vorbereitungsphase 
gehörte eine erneute ausführliche Aufklärung der Versuchspersonen. Die 
Aufklärungsbögen (siehe Anhang) wurden den Versuchspersonen 24 Stunden vor 
Versuchsbeginn übermittelt und telefonisch die Möglichkeit für Rückfragen 
eingeräumt. Danach folgten die genaue Erklärung des Versuchsablaufes sowie ein 
Training der Aufgabe unter Aufsicht mit 50 Probestimuli (siehe Anhang). Vor 
Betreten des Magnetfeldes wurden die Versuchspersonen sorgfältig auf Metallteile 
im oder am Körper befragt und untersucht. Im Scanner erhielten die 
Versuchspersonen Ohrstöpsel und MR-kompatible Kopfhörer (MR Confon GmbH, 
Magdeburg), über welche die Stimuli auditiv dargeboten wurden. Es fand eine 
kontinuierliche Pulsmessung bei den Versuchspersonen statt, außerdem wurden sie 
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mit einem Notknopf ausgestattet. Der Kopf wurde unterhalb der Spule mit kleinen 
Schaumkissen fixiert und die Versuchsperson wurde aufgefordert so ruhig wie 
möglich zu liegen. Die Tastenbox für die experimentelle Aufgabe wurde der 
Versuchsperson in die linke Hand gelegt und sollte mit Zeige- und Mittelfinger der 
linken Hand bedient werden. Durch den Tastendruck mit der linken Hand verspricht 
man sich die Verlagerung motorischer Aktivierungen in die rechte, nicht-
sprachdominante Hemisphäre. Die Versuchspersonen wurden ferner instruiert, die 
Augen geöffnet zu halten und ein Fadenkreuz zu fixieren. Die Aufgabe sollten sie so 
schnell und fehlerfrei wie möglich bearbeiten. Zu Beginn des Experiments wurde 
eine Kalibrierungsmessung durchgeführt, um für jede Versuchsperson das Messfeld 
individuell auszurichten. 
Dann startete das Hauptexperiment und folgende Instruktionen wurden abgespielt:  
„Sie hören nun mehrere Sätze. Bitte hören Sie sich die Sätze an und entscheiden Sie 
beim letzten Wort jedes Satzes, ob es sich dabei um ein Wort handelt, das es wirklich 
gibt, oder um ein Kunstwort, ein sogenanntes Pseudowort. Bitte drücken Sie mit dem 
linken Zeigefinger, wenn das letzte Wort im Satz ein wirkliches Wort ist und mit 
dem linken Mittelfinger, wenn es sich um ein Pseudowort handelt.“  
Während der fMRT-Messung wurde die Entscheidung per Tastendruck und die 
dazugehörige Reaktionszeit mittels der Software Presentation (Version 11.0, 
Neurobehavioral Systems, www.neurobs.com) aufgezeichnet. Es wurde ein 
ereigniskorreliertes Design verwendet und jedem Stimulus wurde eine genaue 
Scannerzeit in Pulsen zugeordnet. Die Präsentation der 300 Stimuli wurde durch eine 
kurze Pause in zwei Sitzungen hälftig geteilt und betrug insgesamt 27 Minuten. Im 
Anschluss wurde auf eine 32-Kanal-Kopfspule gewechselt und jede Versuchsperson 
erhielt eine anatomische T1-Schichtaufnahme. Eine zusätzlich aufgenommene 
FLAIR-Sequenz (Fluid Attenuated Inversion Recovery Sequenz) diente zur 
Abklärung von Zufallsbefunden. Außerdem wurde ein DTI-Datensatz für zukünftige 
Forschungsanliegen erhoben. Die Gesamtzeit im Scanner betrug pro Versuchsperson 
61 Minuten. Das gesamte Experiment dauerte inklusive der Vorbereitungs- und 
Trainingsphase durchschnittlich 75 Minuten (siehe Abbildung 5). 
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Abbildung 5: Versuchsaufbau 
Alle Versuchspersonen erhielten ein Training außerhalb des MRT-Scanners. Nach einigen 
Vorbereitungen (Vorb.) startete das Experiment. Die Probanden sollten per Knopfdruck mit dem 
Zeige- oder Mittelfinger entscheiden, ob es sich beim letzten Wort des Satzes um ein Wort (W) 
oder Pseudowort (PW) handelt. Im Anschluss an das eigentliche Experiment wurden strukturelle 
MRT-Sequenzen (T1, FLAIR, DTI) zur Vorverarbeitung, Abklärung von Zufallsbefunden und 
für zukünftige Forschungsanliegen aufgenommen. 
3.4 Datenauswertung 
3.4.1. Verhaltensdaten 
Die Verhaltensdaten wurden statistisch mithilfe der Software SPSS (IBM SPSS 
Statistics für Windows, Version 21, Armonk, NY: IBM Corp.) ausgewertet. Die 
Reaktionszeiten wurden vom Beginn des letzten Wortes des Satzes bis zum 
Tastendruck der Versuchperson gemessen. Zuerst wurden alle inkorrekten Antworten 
ausgeschlossen. Als inkorrekt galt, wenn die Versuchsperson die Bedingungen 
„erwartet“, „unerwartet“ oder „anomal“ als Pseudowörter wertete oder die 
Bedingung „Pseudowort“ als Wort einordnete. Ebenfalls aus der Analyse 
ausgeschlossen wurden Stimuli, die zu keiner Reaktion seitens der Versuchsperson 
geführt hatten und am ehesten als Unaufmerksamkeit zu werten waren.  
Die individuellen Reaktionszeiten der Probanden wurden getrennt für jede 
Bedingung mit der doppelten Standardabweichung vom Mittelwert für Ausreißer 
korrigiert. Der Gruppenmittelwert für jede der vier Bedingungen wurde durch 
Mittelung der individuellen Mittelwerte auf Einzelebene ermittelt.  
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Alle Reaktionszeiten korrekt beantworteter Stimuli wurden mittels Kolmogorow-
Smirnow-Test auf Normalverteilung geprüft. Da dieser nicht signifikant war, konnte 
von einer Normalverteilung der Daten ausgegangen werden und parametrische Tests 
konnten angewandt werden. Greenhouse-Geisser-Korrekturen wurden bei Non-
Sphärizität angewandt. In einem nächsten Schritt wurden die Daten mittels einer 
einfaktoriellen Varianzanalyse mit Messwiederholung untersucht. Als abhängige 
Variable wurde dabei die lexikalische Entscheidungsaufgabe gewählt, als 
unabhängige Variablen die vier Bedingungen „erwartet“, „unerwartet“, „anomal“ 
und „Pseudowort“. Ziel war es, die Mittelwerte der einzelnen Bedingungen und 
Versuchspersonen miteinander zu vergleichen. Dazu wurde die Varianz zwischen 
den einzelnen Versuchspersonen mit der Varianz innerhalb der Daten der einzelnen 
Versuchspersonen verglichen. Anschließend wurden gepaarte t-Tests angewandt, um 
signifikante Unterschiede der Reaktionszeiten innerhalb der vier Bedingungen zu 
identifizieren. Als Signifikanzniveau wurde p < 0,05 gewählt. 
3.4.2. fMRT-Daten 
Die Bildverarbeitung und Datenanalyse der funktionellen MRT-Daten erfolgte mit 
dem Programm „Statistical Parametric Mapping“ (SPM8, Wellcome Trust Centre for 
Neuroimaging, http://www.fil.ion.ucl.ac.uk/spm/), welches wiederum in dem 
Programm „Matlab“ (Version 7.7, The MathWorks Inc., Natick, USA)  
implementiert ist. Die Auswertung der fMRT-Daten beinhaltet zwei Schritte, eine 
Datenvorverarbeitung  (engl.: preprocessing) und die sich anschließende statistische 
Datenanalyse. Bei der Datenvorbereitung werden die funktionellen Datensätze für 
zeitliche Messfehler und Bewegungsartefakte korrigiert. Die einzelnen Schritte 
werden im Abschnitt 3.4.2.1 erläutert. Die vorverarbeiteten Daten werden dann der 
statistischen Datenanalyse zugeführt. Die statistische Datenanalyse umfasst die 
Analyse auf Einzelebene (Firstlevel-Statistik, vgl. Abschnitt 3.4.2.2) und eine 
Analyse auf Gruppenebene (Secondlevel-Statistik, vgl. Abschnitt 3.4.2.3). Dazu wird 
für jedes einzelne Voxel geprüft, ob es einen signifikanten Zusammenhang zwischen 
der experimentellen Aufgabe und den Signalschwankungen gibt. Abschließend wird 
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ein Modell mittels einer Design-Matrix erstellt und anhand von t-Tests Voxel für 
Voxel geprüft, wie gut die experimentellen Daten zu diesem Modell passen.  
3.4.2.1 Vorverarbeitung der fMRT-Daten 
In der vorliegenden Studie wurden die fMRT-Daten in folgender Reihenfolge 
bearbeitet: „Slice-timing“, „Realignment“ und „Unwarping“, Segmentierung, 
Koregistrierung, Normalisierung und „Smoothing“. Die Bedeutung der einzelnen 
Schritte wird im Folgenden erläutert. 
Die Prozedur des „Slice-timings“ ist notwendig, da bei Datenakquise im 
ereigniskorrelierten Design nicht alle 38 Schichten zu derselben Zeit aufgenommen 
werden können. Vielmehr vergeht Zeit, bis alle Schnittbilder in absteigender 
Reihenfolge innerhalb ihrer Repetitionszeit (TR) generiert werden. Durch 
Interpolation der Schichten auf einen definierten Zeitpunkt kann man die zeitlichen 
Unterschiede teilweise korrigieren. 
Unerwünschte Bewegungen der Versuchspersonen während des Experiments sind 
eines der Hauptprobleme bei MRT-Untersuchungen und können mithilfe der 
Bewegungskorrektur (engl.: realignment) korrigiert werden. Dabei wird jedes 
Einzelbild der Zeitserie durch Verschieben und Drehen auf ein Referenzbild, z.B. das 
erste Bild der Zeitserie, angepasst. Daraus ergeben sich sechs Bewegungsparameter - 
drei Translationswerte in den drei Raumrichtungen und drei Rotationswerte um die 
drei Raumachsen.  
In dem hier beschriebenen Experiment wurden Bewegungen bis maximal 5mm in 
allen drei Ebenen toleriert. Die durchschnittliche maximale Translation betrug dabei 
0,82mm, die durchschnittliche maximale Rotation 0,79 Grad. In einer ersten Analyse 
wurden zwei Versuchspersonen ausgeschlossen, bei denen im Vergleich zur 
restlichen Gruppe stärkere unerwünschte Bewegungen registriert wurden. Die 
Ergebnisse zeigten jedoch, dass der Ausschluss der beiden Versuchspersonen keinen 
signifikanten Effekt hatte, sodass die endgültige Datenanalyse mit allen 17 
Versuchpersonen durchgeführt wurde, um die statistische Aussagefähigkeit der 
Stichprobe zu erhöhen. 
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Funktionelle MR-Aufnahmen besitzen im Vergleich zu anatomischen Aufnahmen 
eine geringe räumliche Auflösung. Die strukturellen T1-gewichteten Aufnahmen 
werden nach grauer und weißer Substanz und Liquor segmentiert. Die so 
entstehenden Karten der drei Gewebetypen werden dann aufeinander abgebildet. 
Während der Koregistrierung werden im Anschluss das segmentierte anatomische 
T1 Bild und die funktionellen Daten zur Deckung gebracht. Dies ermöglicht eine 
genauere anatomische Lokalisation der funktionellen Aufnahmen. 
Um die Daten verschiedener Versuchspersonen in einer gemeinsamen 
Gruppenstatistik analysieren zu können, ist eine Transformation in einen 
standardisierten anatomischen Raum erforderlich. Dieser Schritt wird 
Normalisierung genannt. Alle anatomischen T1-Aufnahmen wurden erneut 
segmentiert und dann individuell auf das MNI-Referenzgehirn (Montreal 
Neurological Institut) mit einer Voxelgröße von 1 x 1 x 1 mm³ angepasst. Auf dieser 
Grundlage erfolgte auch eine Normalisierung der funktionellen EPI-Daten in den 
MNI-Raum mit einer Voxelgröße von 3 x 3 x 3 mm³. 
Die abschließende räumliche Glättung (engl.: smoothing) versucht Fehler der zuvor 
beschriebenen Schritte auszugleichen. Denn trotz der Bewegungskorrektur und 
Normalisierung ist es unwahrscheinlich, dass ein Voxel in der Zeitserie über mehrere 
Versuchspersonen tatsächlich demselben Voxel entspricht. In dieser Studie wurden 
die Daten mit einem Gaussfilter der Kernelgröße 8mm geglättet.  
3.4.2.2 Analyse der fMRT-Daten auf Einzelprobandenebene  
(Firstlevel-Statistik) 
Nach der Vorverarbeitung der fMRT-Daten ist es Ziel der statistischen Datenanalyse 
herausfinden, inwieweit die gemessenen Änderungen des BOLD-Signals im 
Zeitverlauf mit dem Experiment zusammenhängen. Dazu stellt man ein Modell 
(Design-Matrix) auf und vergleicht verschiedene Hypothesen über die Ursache des 
zeitlichen Verlaufs des BOLD-Signals in einem Voxel. Während des Experiments 
wurden der Zeitpunkt der Stimuluspräsentation und der dazugehörige Scannerpuls 
dokumentiert. Aus diesen Daten lässt sich die Änderung des BOLD-Zeitverlaufs in 
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Abhängigkeit von den vier Aufgabenbedingungen („erwartet“, „unerwartet“, 
„anomal“, „Pseudowort“) ableiten und in einer Design-Matrix aufstellen. Die 
Design-Matrix enthielt 2 mal 5 Regressoren, da das MRT-Experiment in zwei gleich 
lange Durchläufe geteilt war. Der erste Regressor beinhaltete die Instruktionen, die 
jeweils vier weiteren spiegelten die Bedingungen „anomal“, „Pseudowort“, 
„erwartet“ und „unerwartet“ wider. Anhand des Allgemeinen Linearen Modells 
(y = β1 xe + β2 xn + β3 c + ε) lässt sich dann statistisch testen, ob das gemessene 
Signal in einem Voxel tatsächlich mit der Bearbeitung der experimentellen Aufgabe 
zusammenhängt. Hierbei steht y für die beobachtete Zeitserie in einem Voxel. Die 
Variablen xe und xn sind Prädiktoren für die „Wort“- und „Pseudowort“-Bedingung. 
Bei c handelt es sich um eine Konstante, die den Mittelwert der gesamten Zeitreihe 
eines einzelnen Voxels beschreibt. Der Fehlerterm ε beschreibt die Differenz der 
Datenpunkte zum zuvor spezifizierten Modell, also den Teil der Daten, der sich nicht 
durch das Modell erklären lässt. Diesen Fehlerterm gilt es zu minimieren. Die 
Parameter β1-3 sind die Regressionskoeffizienten für jede Bedingung. Im Zuge der 
Minimierung des Fehlerterms wird die erklärte Varianz durch die 
Regressionskoeffizienten maximiert (Schneider und Fink 2013). Die mittleren 
β-Werte jedes Voxels werden dann einem statistischen Volumen, dem sogenannten 
Beta-Bild (beta.img), zugeordnet. Multipliziert man die β-Werte mit entsprechenden 
Kontrastgewichten, kann man beliebig viele Kontraste erstellen. In dieser Studie 
wurden 19 Kontraste auf Einzelebene betrachtet. Davon betrachteten fünf die 
Haupteffekte gegen Ruhe, 14 waren differenzielle Effekte. Jeder Kontrast wurde in 
einzelnen Kontrastbildern (con.img) gespeichert, die die Grundlage für die sich 
anschließende Gruppenanalyse bildeten. 
3.4.2.3 Analyse der fMRT-Daten auf Gruppenebene (Secondlevel-Statistik) 
Nach einer unabhängigen Prüfung der Einzeldaten einer jeden Versuchsperson 
erfolgt die Analyse der Bilder mit den geschätzten Parametern auf Gruppenebene. 
Damit möchte man herausfinden, ob sich Aussagen, die man von einzelnen 
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Versuchspersonen erhalten hat, auch auf die Gesamtheit aller Versuchspersonen 
übertragen lassen und somit allgemeingültig sind.  
Analog zu der Analyse auf Einzelebene wurde als erstes ein Modell (Design-Matrix) 
spezifiziert. Als Subjekt-Faktor ging dabei die Anzahl der Versuchspersonen (n=17) 
ein. Die auf Einzelebene erstellten Kontrastbilder (con-img) wurden in einer 
„Random-effects-Analyse“ in einem „Flexible-Factorial-Design“ spezifiziert und das 
Modell geschätzt. Diese Art der Analyse ermöglicht es, die unterschiedlichen 
Bedingungen über die gesamte Gruppe flexibel zu vergleichen und berücksichtigt 
dabei die mögliche Varianz zwischen den Versuchspersonen und den verschiedenen 
Bedingungen. Dies ermöglicht es, abgeleitete Schlussfolgerungen auf die 
Gesamtpopulation zu generalisieren. 
3.4.2.4 Konnektivitätsanalysen (PPI) 
Die funktionellen MRT-Daten, die während der lexikalischen Entscheidungsaufgabe 
akquiriert wurden, wurden außerdem auf funktionelle Konnektivitäten untersucht. 
Dabei unterscheidet man zwischen funktioneller Konnektivität in Form von 
psychophysiologischen Interaktionen und effektiver, d.h. gerichteter Konnektivität 
(wie sie z.B. mit der Methode des „Dynamic causal modelling“, DCM analysierbar 
ist). Im Folgenden wird auf die Analyse funktioneller Konnektivitäten eingegangen.  
Psychophysiologische Interaktionen (im Folgenden PPI genannt) beschreiben ein 
Modell, wie sich der Einfluss einer Region A auf eine Region B in Abhängigkeit 
vom psychologischen Kontext ändert. In dieser Studie ermittelten PPIs den Einfluss 
der experimentellen Bedingung auf die Interaktion zwischen temporalen und 
frontalen Hirnregionen. PPIs können auf zwei Arten interpretiert werden. Erstere 
besagt, dass die experimentelle Bedingung selbst die Interaktion moduliert, die eine 
Hirnregion auf eine andere hat. Die zweite besagt, dass die Aktivität einer Region die 
experimentelle Bedingung und deren Einfluss auf die Aktivierung einer anderen 
Region moduliert (Friston et al. 1997). 
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Abbildung 6: Schematische Darstellung der zwei Perspektiven auf PPI 
Die experimentelle Bedingung moduliert entweder selbst die Interaktion zweier Regionen oder 
aber die Aktivität einer Region beeinflusst die experimentelle Bedingung und moduliert dadurch 
eine weitere Region (modifiziert nach Friston 1997) 
Die lokalen Aktivierungsmaxima der Kontraste unerwartet > erwartet und anomal > 
erwartet auf Gruppenebene wurden als Startpunkte für die PPI-Analyse genutzt. Da 
temporofrontale Interaktionen von besonderem Interesse waren, wurden für jede 
Bedingung ein temporales und ein frontales Maximum als Ausgangspunkte 
(engl.: seed) festgelegt. Dann wurden die Kontraste auf Einzelebene ausgewählt und 
die individuellen Änderungen des BOLD-Signals als Zeitserie ausgehend von den 
definierten Startpunkten extrahiert. Es wurden alle Zeitserien eingeschlossen, die 
innerhalb einer Sphäre von 5mm um das Aktivierungsmaximum lagen. Als 
psychologischer Kontext (Vektor) wurden die oben genannten Kontraste zweier 
Bedingungen definiert (z.B. „erwartet“ = -1 und „unerwartet“ = +1 oder 
„erwartet“ = -1 und „anomal“ = +1). In der PPI-Analyse wurden dann die entfalteten 
Zeitserien des BOLD-Signals mit dem psychologischen Vektor multipliziert. Die 
Informationen wurden übereinander gelegt und in einer statistischen Analyse auf 
kontext-abhängige Änderungen ihrer funktionellen Konnektivität geprüft.  
Die Ergebnisse der PPI-Analysen wurden bei einer statistischen Schwelle von 






Es werden im Folgenden die Ergebnisse der lexikalischen Entscheidungsaufgabe 
beschrieben. Dabei werden zunächst die Verhaltensdaten (Fehlerraten und 
Reaktionszeiten) und anschließend die funktionellen Bildgebungsdaten 
(Haupteffekte, differentielle Effekte und Konnektivitätsanalysen) dargestellt. 
4.1 Verhaltensdaten 
4.2.1 Fehlerraten 
Von jeder der 17 Versuchspersonen lag ein Datensatz mit je 300 Reaktionszeiten vor. 
In einem ersten Schritt wurden die Daten auf Fehler und fehlende Reaktionen 
überprüft. Als Fehler wurde eine falsche Zuordnung der vier Bedingungen zu den 
Kategorien „Wort“ und „Pseudowort“ gewertet. Falsch war die Zuordnung der 
Satzenden „erwartet“, „unerwartet“ oder „anomal“ zu der Kategorie „Pseudowort“ 
sowie des „Pseudowort“-Satzendes zur „Wort“-Kategorie. Der Kolmogorow-
Smirnow-Test zeigte, dass die Fehlerraten keiner Normalverteilung folgen, sodass der 
nichtparametrische Wilcoxon-Test zur Anwendung kam.  
Alle Versuchspersonen absolvierten die Aufgabe mit einer sehr geringen Fehlerrate. 
Die absolute Gesamtfehleranzahl über alle Versuchspersonen betrug 96, dies 
entspricht einem Fehleranteil von 1,88% gemessen an allen Stimuli. Die meisten 
Fehler (55) wurden durch eine falsche Einordnung der semantisch-inkorrekten 
„anomalen“ Bedingung verursacht. Die „Pseudowort“-Satzenden wurde insgesamt 
31-mal falsch eingeordnet. Die „unerwarteten“ Satzenden wurden 9-mal falsch 
zugeordnet. Nur ein Fehler wurde bei falscher Zuordnung eines „erwarteten“ 
Satzendes registriert. Da Stimuli der „Pseudowort“-Bedingung doppelt so häufig 
präsentiert wurden im Vergleich zu Stimuli der anderen drei Bedingungen, erfolgte 
eine Betrachtung der Fehlerrate für jede einzelne Bedingung. Der höchste 
Fehleranteil zeigte sich mit 5,4% für Stimuli der Kategorie „anomal“. Bei 1,5% der 





zeigten sich bei Stimuli der Kategorien „unerwartet“ mit 0,9% und „erwartet“ mit 
0,1%. Die Fehlerraten der einzelnen Bedingungen in Prozent sind in Abbildung 7 
dargestellt.  
Abbildung 7: Fehlerraten 
Fehlerraten bei der lexikalischen Entscheidungsaufgabe zugeordnet zu den vier Bedingungen 
„erwartet“, „unerwartet“, „anomal“ und „Pseudowort“. Die Fehler wurden in Relation zu der 
Stimulushäufigkeit der jeweiligen Bedingung berechnet. Signifikante Unterschiede (p < 0,05) 
sind mit einem Stern gekennzeichnet. 
Auch wenn die Fehlerrate insgesamt sehr niedrig ausfiel, zeigten sich dennoch 
signifikante Unterschiede zwischen den „anomalen“ und den übrigen Satzenden.  
Es fand sich eine schrittweise Zunahme der Fehlerraten für die „erwartete“ zur 
„unerwarteten“ und „anomalen“ Bedingung. Die Probanden machten signifikant mehr 
Fehler bei den „anomalen“ Endungen im Vergleich zu den „erwarteten“ Satzenden 
(Z = 3,39, p < 0,0001) und bei „anomalen“ Satzenden im Vergleich zu 
„unerwarteten“ Satzenden (Z = 3,28, p < 0,0001). Die Fehlerrate für die „anomalen“ 
Satzenden war signifikant höher als die Fehlerrate für die „Pseudowort“-Satzenden 
(Z = 2,58, p = 0,008). Der „Pseudowort“-Bedingung ließen sich auch signifikante 
mehr Fehler zuordnen im Vergleich zur „erwarteten“ (Z = 2,97; p = 0,001) 




























p = 0,18). Bei zwei Versuchspersonen wurden insgesamt 6 fehlende Reaktionen 
registriert, also Stimuli, auf die kein Tastendruck folgte. Sie wurden als kurze 
Aufmerksamkeitsdefizite gewertet und aus der Analyse ausgeschlossen. Ihr Anteil an 
der Gesamtfehlerrate war vernachlässigbar (< 0,12%). 
4.2.2 Reaktionszeiten 
Die Mittelwerte der Reaktionszeiten in Abhängigkeit von der dazugehörigen 
Bedingung sind in Abbildung 8 dargestellt. Die Reaktionszeiten folgten dem Schema: 
erwartet < unerwartet < anomal < Pseudowort. 
Abbildung 8: Mittlere Reaktionszeiten 
Mittlere Reaktionszeiten in ms mit dazugehöriger Standardabweichung für Stimuli mit 
„erwartetem“, „unerwartetem“, „anomalen“ und „Pseudowort“ Satzenden. Hochsignifikante 
Unterschiede zwischen allen Bedingungen (p < 0,0001) sind mit einem Stern gekennzeichnet. 
Die mittlere Reaktionszeiten für die „erwartete“ Bedingung waren am kürzesten 
(765 ms; SD = 113), gefolgt von der „unerwarteten“ Bedingung (824 ms; SD = 102) 

































Reaktionszeit für die „Pseudowort“-Satzenden (923 ms; SD = 99). Die Daten wurden 
auf Normalverteilung überprüft. Da die Nullhypothese des Kolmogorow-Smirnow-
Tests nicht verworfen werden konnte, konnte von einer Normalverteilung 
ausgegangen werden. Der Mauchly-Test auf Sphärizität war signifikant, sodass keine 
Sphärizität vorlag und eine Anpassung der Freiheitsgrade mittels einer Greenhouse-
Geisser-Korrektur durchgeführt wurde. Anschließend erfolgte eine Varianzanalyse 
(ANOVA) mit Messwiederholungen mit den vier Bedingungen „erwartet“, 
„unerwartet“, „anomal“ und „Pseudowort“. Es zeigte sich ein signifikanter 
Haupteffekt für den Faktor „Bedingung“ (F1,98; 48 = 197,25; p < 0,0001). Es wurden 
gepaarte post-hoc t-Tests berechnet, um die Unterschiede der Bedingungen 
untereinander vergleichen zu können. Ein zweiseitiges Signifikanzniveau von 
p < 0,05 wurde dabei als signifikant über alle Vergleiche gewertet. Es zeigten sich 
hochsignifikante Unterschiede zwischen allen Bedingungen (siehe Tabelle 1). Es 
zeigten sich signifikant längere Reaktionszeiten für die Bedingungen „unerwartet“ im 
Vergleich zu „erwartet“ (t16 = 8,59; p < 0,0001), „anomal“ im Vergleich zu „erwartet“ 
(t16 = 14,89; p < 0,0001), „Pseudowort“ im Vergleich zu „erwartet“ (t16 = 18,71; 
p < 0,0001), „anomal“ im Vergleich zu „unerwartet“ (t16 = 18,21; p < 0,0001), 
„Pseudowort“ im Vergleich zu „unerwartet“ (t16 = 15,93; p < 0,0001) und 
„Pseudowort“ im Vergleich zu „anomal“ (t16 = 5,16; p < 0,0001). 
 
Tabelle 1: Reaktionszeiten in ms, gepaarte post-hoc t-Tests 
 
Paare Gepaarte Differenzen 
  Mittelwert SD 95% Konfidenzintervall T Signifikanz 
      Unteres Oberes   (2-seitig) 
erwartet - unerwartet 82,02 39,38 61,77 102,27 8,59 0,000 
erwartet - anomal 144,01 39,87 123,51 164,51 14,89 0,000 
erwartet - Pseudowort 181,98 40,11 161,36 202,61 18,71 0,000 
unerwartet - anomal 61,99 14,04 54,78 69,21 18,21 0,000 
unerwartet -Pseudowort 99,96 25,88 86,66 113,27 15,93 0,000 







Die fMRT-Daten, die während der Bearbeitung der lexikalischen 
Entscheidungsaufgabe erhoben wurden, wurden auf Haupteffekte und differentielle 
Effekte analysiert. Haupteffekte bezeichnen dabei den Kontrast verglichen mit Ruhe. 
Differentielle Effekte vergleichen die Aktivierungen der einzelnen Bedingungen 
untereinander. Ausgehend von den temporalen und frontalen Maxima der 
differentiellen Effekte von Interesse wurden anschließend psychophysiologische 
Interaktionen (PPI) berechnet. 
Für alle Ergebnisse wurde die in SPM 8 integrierte Anatomy Toolbox 1.8. verwendet, 
um die Koordinaten der Aktivierungsmaxima anatomisch zu lokalisieren. Alle 
lokalen Maxima werden in MNI-Koordinaten angegeben. 
4.2.3 Haupteffekte 
Es wurden vier Haupteffekte berechnet. Sie setzten sich zusammen aus den 
Ruhebedingungen der vier Kontraste „erwartet“, „unerwartet“, „anomal“ und 
„Pseudowort“. Die Haupteffekte für die vier Bedingungen sind in den 
Abbildungen 9 - 12 in einer „Render-Ansicht“ auf einem Standardhirn dargestellt. Es 
zeigen sich für alle Bedingungen ähnliche fronto-temporo-parietale Aktivierungen 
über beiden Hemisphären. Den Tabellen 2 - 5 können die Aktivierungsmaxima der 
einzelnen Haupteffekte entnommen werden. Die größten Aktivierungsmaxima liegen 






4.2.1.1 Lexikalische Entscheidungsaufgabe „erwartet“ gegen Ruhe  
 
Abbildung 9: Haupteffekt für die Bedingung „erwartet“ gegen Ruhe 
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert  ≤ 0,001. Von links beginnend: Seitansicht der rechten Hemisphäre, Seitansicht der 
linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot dargestellt sind 
Signalverstärkungen der Bedingung „erwartet“ im Vergleich zur Ruhebedingung. 
Der Haupteffekt für die Bedingung „erwartet“ zeigte neben starken Aktivierungen 
beider Gyri temporales superiores lokale Aktivierungsmaxima okzipitaler Regionen, 
insbesondere des Cuneus und des Sulcus calcarinus, des rechten Gyrus temporalis 
inferior, des linken Gyrus frontalis superior und des rechten anterioren Gyrus cinguli. 
Tabelle 2: Lokale Aktivierungsmaxima des Haupteffektes „erwartet“ gegen Ruhe 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
Gyrus temporalis superior R 63 -1 -2 43,87 Inf. 0,000 0,000 
Gyrus temporalis superior L -57 -4 1 42,81 Inf. 0,000 0,000 
Cuneus R 9 -85 22 8,38 6,54 0,000 0,000 
Gyrus temporalis inferior R 42 2 -38 5,81 5,03 0,000 0,013 
Cuneus L -9 -100 7 5,48 4,80 0,000 0,034 
Gyrus frontalis superior L -15 56 13 4,51 4,10 0,000 0,418 
Precuneus R 12 -64 43 4,43 4,03 0,000 0,489 
Sulcus calcarinus  R 24 -100 1 4,22 3,87 0,000 0,685 
Medialer Temporalpol R 33 8 -38 3,67 3,43 0,000 0,987 
Gyrus cinguli, Pars anterior R 15 32 16 3,31 3,12 0,001 1,000 





4.2.1.2 Lexikalische Entscheidungsaufgabe „unerwartet“ gegen Ruhe  
Abbildung 10: Haupteffekt für die Bedingung „unerwartet“ gegen Ruhe  
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert  ≤ 0,001. Von links beginnend: Seitansicht der rechten Hemisphäre, Seitansicht der 
linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot dargestellt sind 
Signalverstärkungen der Bedingung „unerwartet“ im Vergleich zur Ruhebedingung. 
Der Haupteffekt für die Bedingung „unerwartet“ zeigte neben starken Aktivierungen 
beider Gyri temporales superiores, Aktivierungen des linken Gyrus frontalis superior 
und des Gyrus lingualis beidseits. Weitere Aktivierungsmaxima lagen im Gyrus 
temporalis inferior beidseits, im rechten Gyrus fusiformis, im linken Cerebellum und 
im rechten Precuneus, der dem Lobus parietalis superior zugeordnet wird. 
Tabelle 3: Lokale Aktivierungsmaxima des Haupteffektes „unerwartet“ gegen Ruhe 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
Gyrus temporalis superior L -57 -4 1 47,97 Inf. 0,000 0,000 
Gyrus temporalis superior  R 63 -1 -2 47,93 Inf. 0,000 0,000 
Gyrus lingualis L -18 -100 1 8,29 6,49 0,000 0,000 
Gyrus lingualis R 27 -97 -2 7,14 5,86 0,000 0,000 
Gyrus frontalis superior L -12 59 19 6,14 5,24 0,000 0,004 
Precuneus  R 12 -61 43 5,57 4,86 0,000 0,027 
Gyrus temporalis inferior R 39 2 -38 5,05 4,49 0,000 0,116 
Gyrus fusiformis R 42 -22 -23 4,45 4,05 0,000 0,468 
Gyrus temporalis inferior L -60 -28 -26 3,64 3,40 0,000 0,991 
Cerebellum L -27 -88 -23 3,29 3,11 0,001 1,000 





4.2.1.3 Lexikalische Entscheidungsaufgabe „anomal“ gegen Ruhe  
 
Abbildung 11: Haupteffekt für die Bedingung „anomal“ gegen Ruhe 
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert  ≤ 0,001. Von links beginnend: Seitansicht der rechten Hemisphäre, Seitansicht der 
linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot dargestellt sind 
Signalverstärkungen der Bedingung „anomal“ im Vergleich zur Ruhebedingung. 
Der Haupteffekt für die Bedingung „anomal“ zeigte ausgeprägte Aktivierungen 
beider Gyri temporales superiores. Frontale Aktivierungen fanden sich im rechten 
Gyrus präcentralis. Weitere Aktivierungsmaxima befanden sich im rechten Gyrus 
temporalis inferior, in okzipitalen Regionen insbesondere im rechten Sulcus 
calcarinus, im rechten Precuneus und in der linken Inselregion. 
Tabelle 4: Lokale Aktivierungsmaxima des Haupteffektes „anomal“ gegen Ruhe 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
Gyrus temporalis superior R 63 -1 -2 45,07 Inf. 0,000 0,000 
Gyrus temporalis superior L -57 -4 1 44,16 Inf. 0,000 0,000 
Gyrus präcentralis R 42 -13 58 41,66 Inf. 0,000 0,000 
Sulcus calcarinus R 24 -100 1 5,06 4,50 0,000 0,113 
Precuneus R 12 -64 43 4,06 3,74 0,000 0,826 
Gyrus temporalis inferior R 42 2 -38 3,94 3,65 0,000 0,903 
Insula L -33 -25 22 3,87 3,59 0,000 0,935 





4.2.1.4 Lexikalische Entscheidungsaufgabe „Pseudowort“ gegen Ruhe  
 
Abbildung 12: Haupteffekt für die Bedingung „Pseudowort“ gegen Ruhe 
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert ≤ 0,001. Von links beginnend: Seitansicht der rechten Hemisphäre, Seitansicht der 
linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot dargestellt sind 
Signalverstärkungen der Bedingung „Pseudowort“ im Vergleich zur Ruhebedingung. 
Der Haupteffekt für die Bedingung „Pseudowort“ zeigte ausgeprägte Aktivierungen 
beider Gyri temporales superiores. Weitere Aktivierungsmaxima fanden sich in der 
Pars orbitalis des rechten Gyrus frontalis inferior, im rechten Precuneus, im Gyrus 
fusiformis beidseits, im linken Gyrus temporalis inferior und okzipital im rechten 
Cuneus und rechten Gyrus occipitalis inferior. 
Tabelle 5: Lokale Aktivierungsmaxima des Haupteffektes „Pseudowort“ gegen Ruhe 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
Gyrus temporalis superior  R 63 -1 -2 50,06 Inf. 0,000 0,000 
Gyrus temporalis superior L -57 -4 1 49,03 Inf. 0,000 0,000 
Cuneus R 6 -88 19 7,79 6,23 0,000 0,000 
IFG, Pars orbitalis R 24 47 -8 6,34 5,37 0,000 0,002 
Gyrus occipitalis inferior R 30 -97 -2 5,00 4,46 0,000 0,131 
Precuneus R 12 -64 43 4,56 4,13 0,000 0,381 
Gyrus fusiformis L -36 -10 -32 4,11 3,79 0,000 0,780 
Gyrus fusiformis R 27 -97 13 3,72 3,47 0,000 0,980 
Gyrus temporalis inferior L -39 -1 -35 3,48 3,27 0,001 0,999 





4.2.4 Differentielle Effekte 
Das Ziel dieser Studie war es, neuronale Korrelate für die semantische Integration zu 
finden. Deshalb fokussierten wir uns bei der Auswertung der differentiellen Effekte 
auf die Kontrastierung der Bedingungen „unerwartet“ zu „erwartet“ und „anomal“ zu 
„erwartet“. Diese reflektieren Prozesse, die erhöhte Anforderungen an die Integration 
semantischer Information stellen. Der Vergleich zwischen der „Wort“- und 
„Pseudowort“-Bedingung hingegen reflektiert die allgemeine Verständlichkeit von 
Sprache. Die Analyse der differentiellen Kontraste erfolgte bei einem unkorrigierten 
Signifikanzniveau von p < 0,001, dies entspricht t > 3,5. Es wurden nur 
Aktivierungsmaxima einer Clustergröße > 20 ausgewählt. Die Aktivierungsmaxima 
der einzelnen Kontraste sind in den Abbildungen 13, 16 und 19 dargestellt. In den 
dazugehörigen Tabellen sind die lokalen Aktivierungsmaxima in MNI-Koordinaten 
mit t- und z-Werten sowie unkorrigierten und FWE-korrigierten P-Werten aufgeführt. 
Aus den maximalen temporalen und frontalen Aktivierungspunkten, die fett markiert 
sind, wurden für die Kontraste anomal > erwartet, unerwartet > erwartet sowie 
Wort > Pseudowort die Effektgrößen bestimmt. Die Balkendiagramme stellen dabei 
die Effektgröße der zuvor definierten Hirnregion (temporale bzw. frontale 
Koordinaten: x, y, z) über die vier experimentellen Bedingungen („erwartet“, 
„unerwartet“, „anomal“, „Pseudowort“) dar. In den grafischen Darstellungen 
befinden sich rechts neben den Balkendiagrammen sogenannte „Glasgehirne“, die 
einen Gesamtüberblick über die Aktivierungen geben. In ihnen ist die Zielkoordinate 





4.2.1.5 Semantische Aufgabe Kontrast unerwartet > erwartet 
Abbildung 13: Differentieller Effekt unerwartet > erwartet.  
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert < 0,001, Clustergröße > 20. Von links beginnend: Seitansicht der rechten 
Hemisphäre, Seitansicht der linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot 
dargestellt sind Signalverstärkungen der Bedingung „unerwartet“ im Vergleich zur Bedingung 
„erwartet“. 
Dieser Kontrast zeigt links-temporale Aktivierungen vor allem posteriorer und 
anteriorer Anteile des Gyrus temporalis medius und des Sulcus temporalis superior. 
Links-frontale Aktivierungsmaxima befanden sich im Gyrus frontalis inferior vor 
allem in der Pars triangularis und orbitalis und im Gyrus präcentralis. Außerdem 
fanden sich Aktivierungsmaxima in rechten prä-supplementär-motorischen Arealen 
(Prä-SMA), im Lobus parietalis inferior beidseits, im linken Cerebellum, im rechten 
Gyrus fusiformis und im Hirnstamm. 
Tabelle 6: Lokale Aktivierungsmaxima des differentiellen Kontrastes  
unerwartet > erwartet 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
Prä-SMA  R 9 2 55 6,71 5,60 0,000 0,001 
pMTG / STS L -42 -55 -5 6,26 5,32 0,000 0,003 
pMTG L -51 -31 4 6,05 5,19 0,000 0,006 
IFG (BA 44/45) L -51 20 25 5,54 4,84 0,000 0,029 
IFG (BA 45/47) L -54 26 4 5,50 4,82 0,000 0,033 
Lobus parietalis superior R 24 -46 70 5,22 4,62 0,000 0,072 





Cerebellum L -36 -49 -50 4,83 4,34 0,000 0,202 
Gyrus fusiformis R 42 -58 -11 4,68 4,23 0,000 0,289 
Gyrus präcentralis  L -39 -1 49 4,56 4,14 0,000 0,374 
Lobus parietalis superior L -24 -49 64 4,56 4,14 0,000 0,376 
Hirnstamm L -9 -22 -35 4,51 4,10 0,000 0,418 
Fortsetzung Tabelle 6; Bei einer statistischen Schwelle von p unkorrigiert < 0,001; Clustergröße ≥ 20. 
Hervorgehoben sind die temporalen und frontalen Aktivierungsmaxima, welche als 
Ausgangskoordinaten für die PPI-Analyse benutzt wurden. 
 
Das frontale (-54, 26, 4) und temporale (-51, -31, 4) Aktivierungsmaximum dieses 
Kontrastes wurde als Zielkoordinate für die Bestimmung der Effektgrößen gewählt. 
Die aus der frontalen Koordinate extrahierten BOLD-Antworten bestätigten einen 
stabileren Effekt für die „unerwartete“ und „anomale“ verglichen mit der 
„erwarteten“ Bedingung. 
 
Abbildung 14: Effektgrößen unerwartet > erwartet (frontal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken Gyrus frontalis inferior (-54, 26, 4) markiert, aus dem der Kontrastschätzer extrahiert 
wurde. Links: Kontrastschätzer für die vier experimentellen Bedingungen. Die BOLD-
Antworten der Bedingungen „anomal“ und „unerwartet“ sind im Vergleich zu den 





Die aus der temporalen Koordinate extrahierten BOLD-Antworten zeigten für Stimuli 
der Kategorien „anomal“, „Pseudowort“ und „unerwartet“ erhöhte Werte im 
Vergleich zu der Bedingung „erwartet“.  
 
 
Abbildung 15: Effektgrößen unerwartet > erwartet (temporal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken posterioren Anteil des Gyrus temporalis medius (-51, -31, 4) markiert, aus dem der 
Kontrastschätzer extrahiert wurde. Links: Kontrastschätzer für die vier experimentellen 
Bedingungen. Die BOLD-Antworten der Bedingungen „anomal“, „unerwartet“ und 






4.2.1.6 Semantische Aufgabe Kontrast anomal > erwartet 
 
Abbildung 16: Differentieller Kontrast anomal > erwartet 
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert < 0,001, Clustergröße > 20. Von links beginnend: Seitansicht der rechten 
Hemisphäre, Seitansicht der linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot 
dargestellt sind Signalverstärkungen der Bedingung „anomal“ im Vergleich zur Bedingung 
„erwartet“. 
Dieser Kontrast zeigte Aktivierungen des linken Gyrus frontalis inferior, vor allem 
der Pars opercularis und der Pars orbitalis. In geringerer Intensität zeigten sich auch 
Aktivierungen des rechten Gyrus frontalis inferior. Linkshemisphärielle temporale 
Aktivierungen zeigte sich im Gyrus temporalis medius und im Sulcus temporalis 
superior. Die linke Prä-SMA, okzipitale Regionen insbesondere der linke Gyrus 
lingualis, der rechte Thalamus und das Kleinhirn wurden ebenfalls aktiviert. 
Tabelle 7: Lokale Aktivierungsmaxima des differentiellen Kontrastes  
anomal > erwartet 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
IFG (BA 44) L -45 2 28 8,10 6,39 0,000 0,000 
IFG (BA45/47) L -54 20 -2 6,19 5,28 0,000 0,004 
Prä-SMA L 0 11 58 6,74 5,62 0,000 0,001 
pMTG / STS L -42 -55 -5 6,20 5,28 0,000 0,004 
pMTG L -48 -31 1 5,28 4,66 0,000 0,062 
Gyrus lingualis L -15 -88 7 5,12 4,55 0,000 0,095 







Das frontale (-54, 20, -2) und temporale (-48, -31, 1) Aktivierungsmaximum dieses 
Kontrastes wurde als Zielkoordinate für die Bestimmung der Effektgrößen gewählt 
Die aus der frontalen Koordinate extrahierten BOLD-Antworten zeigen erhöhte 
Werte für Stimuli der Bedingungen „anomal“, „unerwartet“ und „Pseudowort“ im 
Vergleich zu Stimuli der Bedingung „erwartet“. Die vergleichsweise höchsten 
BOLD-Antworten zeigten sich für Stimuli der Bedingung „anomal“. Stimuli der 
„unerwarteten“ Bedingung zeigten neben der „anomalen“ Bedingung die 
zweithöchsten BOLD-Antworten. Stimuli der Bedingung „Pseudowort“ zeigten 
höhere Antworten als die der „erwarteten“ Bedingung, jedoch niedrigere als die der 
„unerwarteten“ und „anomalen“ Bedingung.  
 
Abbildung 17: Effektgrößen anomal > erwartet (frontal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken Gyrus frontalis inferior (-54, 20, -2) markiert, aus dem der Kontrastschätzer extrahiert 
wurde. Links: Kontrastschätzer für die vier experimentellen Bedingungen. Die Bedingung 
„anomal“ zeigt die größte BOLD-Antwort, gefolgt von den Bedingungen „unerwartet“ und 
„Pseudowort“. 
IFG R 33 23 -8 4,84 4,34 0,000 0,200 
Cerebellum R 15 -79 -38 4,81 4,32 0,000 0,214 
Fortsetzung Tabelle 7; Bei einer statistischen Schwelle von p unkorrigiert < 0,001; 
Clustergröße ≥ 20. Hervorgehoben sind die frontalen und temporalen 






Die aus der temporalen Koordinate extrahierten BOLD-Antworten zeigten ein 
ähnliches Muster mit erhöhten Werten der Bedingungen „anomal“, „unerwartet“ und 
„Pseudowort“ im Vergleich zu der Bedingung „erwartet“. Auch hier erzeugten 
Stimuli der „anomalen“ Bedingung die höchsten Antworten. Stimuli der 
„Pseudowort“-Bedingung erzeugten sowohl höhere Antworten im Vergleich zur 
„erwarteten“ als auch zur „unerwarteten“ Bedingung. 
 
Abbildung 18: Effektgrößen anomal > erwartet (temporal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken posterioren Anteil des Gyrus temporalis medius (-48, -31, 1) markiert, aus dem der 
Kontrastschätzer extrahiert wurde. Links: Kontrastschätzer für die vier experimentellen 
Bedingungen. Die BOLD-Antworten der Bedingungen „anomal“, „unerwartet“ und 
„Pseudowort“ sind im Vergleich zur Bedingung „erwartet“ erhöht. Die Bedingung „anomal“ 





4.2.1.7 Semantische Aufgabe Kontrast Wort > Pseudowort 
 
Abbildung 19: Differentieller Kontrast Wort > Pseudowort  
Ergebnisse der 17 Versuchspersonen in einer „Render-Darstellung“ auf einem Standardhirn, 
p unkorrigiert < 0,001, Clustergröße > 20. Von links beginnend: Seitansicht der rechten 
Hemisphäre, Seitansicht der linken Hemisphäre, Draufsicht auf beide Hemisphären. Rot 
dargestellt sind Signalverstärkungen der Bedingung „Wort“ im Vergleich zur Bedingung 
„Pseudowort“. 
Dieser Kontrast zeigte temporale Aktivierungen des linken Gyrus temporalis medius 
und in geringerer Intensität auch des rechten MTG. Frontale Aktivierungen fanden 
sich im linken Gyrus frontalis inferior und im linken Gyrus präcentralis. 
Linkshemisphärielle Aktivierungen fanden sich außerdem im Lobus parietalis 
inferior, im Hippocampus, im Precuneus und im Sulcus calcarinus. 
Rechtshemisphäriell wurden das Cerebellum, das Cingulum und der Lobus parietalis 
inferior aktiviert. 
Tabelle 8: Lokale Aktivierungsmaxima des differentiellen Kontrastes  
Wort > Pseudowort 
Region Seite MNI Koordinaten T Z p unkorr. p FWE-korr. 
  x y z     
MTG  L -60 -46 -5 8,25 6,47 0,000 0,000 
Lobus parietalis inferior L -33 -73 40 7,72 6,19 0,000 0,000 
IFG L -45 35 -14 7,21 5,90 0,000 0,000 
Gyrus präcentralis L -39 5 52 6,96 5,75 0,000 0,000 
Cerebellum R 36 -67 -41 6,93 5,73 0,000 0,000 





MTG R 48 20 -29 6,31 5,35 0,000 0,002 
Lobus parietalis inferior R 54 -61 22 5,72 4,96 0,000 0,017 
Precuneus L -3 -61 40 4,99 4,46 0,000 0,134 
Cingulum R 18 -46 31 4,17 3,83 0,000 0,732 
Sulcus calcarinus L -9 -64 13 4,10 3,78 0,000 0,786 
Fortsetzung Tabelle 8; Bei einer statistischen Schwelle von p unkorrigiert < 0,001; 
Clustergröße ≥ 20. 
 
Das frontale (-45, 35, -14) und temporale (-60, -46, -5) Aktivierungsmaximum dieses 
Kontrastes wurde als Zielkoordinate für die Bestimmung der Effektgrößen gewählt 
Die aus der frontalen Koordinate extrahierten BOLD-Antworten zeigten für alle 
„Wort“-Bedingungen höhere Effekte im Vergleich zur „Pseudowort“-Bedingung. Die 
höchsten BOLD-Antworten zeigten sich für Stimuli der Bedingung „unerwartet“, 
gefolgt von Stimuli der „anomalen“ Bedingung und der „erwarteten“ Bedingung.  
 
Abbildung 20: Effektgrößen Wort > Pseudowort (frontal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken Gyrus frontalis inferior (-45, 35, -14) markiert, aus dem der Kontrastschätzer extrahiert 
wurde. Links: Kontrastschätzer für die vier experimentellen Bedingungen. Die BOLD-





Die aus der temporalen Koordinate extrahierten BOLD-Antworten zeigten ein 
ähnliches Muster mit höheren Effekten bei Stimuli der „Wort“-Bedingung im 
Vergleich zur „Pseudowort“-Bedingung. Dabei erzeugte die Bedingung „unerwartet“ 
die höchsten Antworten. Die Bedingungen „erwartet“ und „anomal“ wiesen ähnlich 
hohe BOLD-Antworten auf. 
 
Abbildung 21: Effektgrößen Wort > Pseudowort (temporal) 
Rechts: In der Glasgehirn-Darstellung ist mit einem roten Pfeil das Aktivierungsmaximum im 
linken Gyrus temporalis medius (-60, -46, -5) markiert, aus dem der Kontrastschätzer 
extrahiert wurde. Links: Kontrastschätzer für die vier experimentellen Bedingungen. Die 
BOLD-Antwort der Bedingung „Pseudowort“ ist am geringsten. Alle Stimuli der „Wort“-





4.2.5 Psychophysiologische Interaktionen (PPI) 
Als Ausgangspunkte der Berechnungen zur funktionellen Konnektivität dienten die 
auf Gruppenebene bestimmten lokalen Aktivierungsmaxima der Kontraste  
unerwartet > erwartet und anomal > erwartet. Dabei lag der Fokus auf den frontalen 
und temporalen Maxima, da diese Regionen für diese Studie von größtem Interesse 
waren. Die Zeitserien wurden aus einer Kugel mit einem Radius von 5mm aus den 
Aktivierungsmaxima extrahiert.  
Die grafischen Abbildungen der psychophysiologischen Interaktionen (PPI) wurden 
auf ein über alle Versuchspersonen gemitteltes T1-Bild projiziert. In den folgenden 
Schnittbildgrafiken sind - von links beginnend - sagittale, koronare und transversale 
Aufnahmen dargestellt. In den sagittalen und transversalen Schnitten entspricht der 
rechte Bildrand der rostralen Ausrichtung des Gehirns. Die Aktivierungsmaxima sind 
hierbei farblich nach der Höhe ihrer t-Werte hervorgehoben. Dabei entsprechen weiße 
und hellgelbe Schattierungen hohen t-Werten, orangefarbene und rote Schattierungen 
repräsentieren niedrige t-Werte. 
Über den drei Hirnschnitten befindet sich ein Gehirn in „Renderansicht“. Schwarz 








4.2.1.8 Kontrast unerwartet > erwartet 
Frontale Datenextraktion 
Abbildung 22: Psychophysiologische Interaktionen von frontal ausgehend  
(Kontrast unerwartet > erwartet) 
Von links nach rechts sind sagittale, koronare und transversale Hirnschnitte dargestellt 
(gemitteltes T1-Bild der 17 Versuchspersonen). Die t-Werte der Aktivierungsmaxima sind 
farblich kodiert. Über den drei Hirnschnitten befindet sich ein Gehirn in „Renderansicht“. 
Schwarz umkreist ist eine rote Markierung, die die Ausgangskoordinate (-54 / 26 / 4) im 
linken IFG darstellt. Von dieser Koordinate wurden die psychophysiologischen Interaktionen 
berechnet (p < 0,01 unkorrigiert; Clustergröße ≥ 10, t-Wert ≥ 2,9). L = links. 
Ausgehend von einer frontalen Koordinate (-54 / 26 / 4) im anterioren Anteil des 
Gyrus frontalis inferior fanden sich bei diesem Kontrast unter anderem Interaktionen 
zu temporalen Regionen, insbesondere zum linken Gyrus temporalis medius. 
Tabelle 9: Frontotemporale Verbindungen des Kontrastes unerwartet > erwartet 
Region Seite MNI Koordinaten T 
  x y z  
Gyrus temporalis medius L -60 -4 -14 3,67 
Gyrus temporalis medius L -63 -10 -14 3,42 
Gyrus temporalis medius L -57 -43 7 3 
Bei einer statistischen Schwelle von p unkorrigiert < 0,01 









Abbildung 23: Psychophysiologische Interaktionen von temporal ausgehend  
(Kontrast unerwartet > erwartet) 
Von links nach rechts sind sagittale, koronare und transversale Hirnschnitte dargestellt 
(gemitteltes T1-Bild der 17 Versuchspersonen). Die t-Werte der Aktivierungsmaxima sind 
farblich kodiert. Über den drei Hirnschnitten befindet sich ein Gehirn in „Renderansicht“. 
Schwarz umkreist ist eine rote Markierung, die die Ausgangskoordinate(-51 / -31 / 4)  im 
linken MTG darstellt. Von dieser Koordinate wurden die psychophysiologischen 
Interaktionen berechnet (p < 0,01 unkorrigiert; Cluster Größe ≥ 10, t-Wert ≥ 2,9). L = links. 
Ausgehend von einer temporalen Koordinate (-51 / -31 / 4) im posterioren Anteil des 
linken Gyrus temporalis medius zeigten sich bei diesem Kontrast Interaktionen zum 
rechten und linken Gyrus präcentralis.  
Tabelle 10: Temporofrontale Verbindungen des Kontrastes unerwartet > erwartet 
Region Seite MNI Koordinaten T 
  x y z  
Gyrus präcentralis  R 42 -16 49 4,02 
Gyrus präcentralis L -42 -10 40 3,52 
Gyrus präcentralis L -36 -16 34 3,41 
Bei einer statistischen Schwelle von p unkorrigiert < 0,01; 









4.2.1.9 Kontrast anomal > erwartet 
Frontale Datenextraktion 
Abbildung 24: Psychophysiologische Interaktionen von frontal ausgehend  
(Kontrast anomal > erwartet) 
Von links nach rechts sind sagittale, koronare und transversale Hirnschnitte dargestellt 
(gemitteltes T1-Bild der 17 Versuchspersonen). Die t-Werte der Aktivierungsmaxima sind 
farblich kodiert. Über den drei Hirnschnitten befindet sich ein Gehirn in „Renderansicht“. 
Schwarz umkreist ist eine rote Markierung, die die Ausgangskoordinate (-54 / 20 / -2) im 
linken IFG darstellt. Von dieser Koordinate wurden die psychophysiologische Interaktionen 
berechnet (p < 0,01 unkorrigiert; Clustergröße ≥ 10, t-Wert ≥ 2,8). L= links. 
Ausgehend von einer frontalen Koordinate (-54 / 20 / -2) im linken Gyrus frontalis 
inferior zeigten sich bei diesem Kontrast unter anderem Interaktionen zum rechten 
Gyrus temporalis superior. 
Tabelle 11: Frontotemporale Verbindungen des Kontrastes anomal > erwartet 
Region Seite MNI Koordinaten T 
  x y z  
Gyrus temporalis superior  R 48 -40 13 2,83 
Bei einer statistischen Schwelle von p
 unkorrigiert < 0,01 (t-Wert ≥ 2,8); 










Abbildung 25: Psychophysiologische Interaktionen von temporal ausgehend  
(Kontrast anomal > erwartet) 
Von links nach rechts sind sagittale, koronare und transversale Hirnschnitte dargestellt 
(gemitteltes T1-Bild der 17 Versuchspersonen). Die t-Werte der Aktivierungsmaxima sind 
farblich kodiert. Über den drei Hirnschnitten befindet sich ein Gehirn in „Renderansicht“. 
Schwarz umkreist ist eine rote Markierung, die die Ausgangskoordinate(-48 / -31 / 1) im 
linken Gyrus temporalis medius darstellt. Von dieser Koordinate wurden die 
psychophysiologischen Interaktionen berechnet (p < 0,01 unkorrigiert; Clustergröße ≥ 10, 
(t-Wert ≥ 2,9). L = links. 
Ausgehend von einer temporalen Koordinate (-48 / -31 / 1) im linken Gyrus 
temporalis medius waren bei diesem Kontrast unter anderem Interaktionen zum 
linken Gyrus frontalis inferior erkennbar. 
Tabelle 12: Temporofrontale Verbindungen des Kontrastes anomal > erwartet 
Region Seite MNI Koordinaten T 
  x y z  
Gyrus frontalis inferior L -48 32 13 2,97 
Gyrus frontalis inferior L -45 38 13 2,91 
Bei einer statistischen Schwelle von p
 unkorrigiert < 0,01 






Die vorliegende Studie verfolgte das Ziel, das neuronale Netzwerk zu identifizieren, 
welches die Integration semantischer Informationen beim auditiven 
Sprachverständnis vermittelt. Hierfür wurde ein etabliertes fMRT-Paradigma 
adaptiert, in welchem Sätze mit unterschiedlichem Integrationsaufwand („erwartet“, 
„unerwartet“, „anomal“ und „Pseudowort“) unter Anwendung einer lexikalischen 
Entscheidungsaufgabe auditiv präsentiert wurden (vgl. Baumgaertner et. al. 2002). 
Die Erhebung funktioneller Bildgebungsdaten und die gleichzeitige Registrierung 
der Entscheidung der Versuchspersonen sowie deren Reaktionszeiten ermöglichte 
eine aufgabenspezifische Charakterisierung von Hirnaktivierungen. In einem 
weiteren Schritt konnte eine Interaktion der beteiligten Hirnareale mithilfe von 
Konnektivitätsanalysen nachgewiesen werden. Im Folgenden werden die Ergebnisse 
der Verhaltensdaten und der funktionellen Bildgebungsdaten diskutiert und ein 
abschließender Ausblick formuliert. 
5.1 Verhaltensdaten 
5.1.1 Fehlerraten 
Die lexikalische Entscheidungsaufgabe wurde von den Versuchspersonen mit einer 
sehr geringen Fehlerrate bearbeitet. Die Fehlerraten folgen dabei innerhalb der 
„Wort“-Kategorie dem gleichen Trend wie die Reaktionszeiten mit steigenden 
Fehlern von der „erwarteten“ über die „unerwartete“ zur „anomalen“ Bedingung. Es 
findet somit kein Geschwindigkeits-Genauigkeits-Abgleich (engl.: speed-accuracy 
trade off) statt. Den größten Fehleranteil bildeten Wörter der Kategorie „anomal“. 
Dies spricht dafür, dass „anomale“ Stimuli erhöhte Anforderungen an die 
semantische Integration stellen, da diese nicht in den vorgegebenen Satzkontext 




In Einklang mit den von uns aufgestellten Hypothesen zeigte sich, dass die 
Vorhersagbarkeit eines Satzendes (cloze probability) Einfluss auf die 
Reaktionszeiten bei der lexikalischen Entscheidung hat. Die Unterschiede in den 
Reaktionszeiten innerhalb der vier Bedingungen waren hochsignifikant und zeigten 
eine Steigerung nach dem Schema: erwartet ˂ unerwartet ˂ anomal ˂ Pseudowort. 
„Erwartete“ Wörter mit einer hohen „cloze probability“ wurden am schnellsten in 
den Satzkontext integriert und wiesen somit die kürzesten Reaktionszeiten auf. Eine 
solche „Bahnung“ des Wortes in den Kontext (auch „semantisches Priming“ 
genannt) fehlte bei der Präsentation von Pseudowörtern. Die erhöhte 
Herausforderung an die Integration in den Satzkontext spiegelte sich in 
vergleichsweise längeren Reaktionszeiten für Pseudowörter wider. Die Bedingungen 
„erwartet“, „unerwartet“, „anomal“ und „Pseudowort“ bildeten somit aufsteigende 
Schwierigkeitsgrade. Die Abbildung der einzelnen Schwierigkeitsstufen innerhalb 
der „Wort“-Bedingungen („erwartet“, „unerwartet“ und „anomal“) war das Ziel der 
lexikalischen Entscheidungsaufgabe. Die „Pseudowort“-Bedingung fungierte als 
Kontrollbedingung und ermöglichte eine einfache und implizite Aufgabenstellung, 
da die Versuchspersonen nur zwischen „Wort“- und „Pseudowort“-Satzenden 
differenzieren mussten. 
Eine ähnliche Tendenz zeigte sich auch in der Arbeit von Baumgaertner et. al. 
(2002). Auch hier zeigten sich signifikante Unterschiede zwischen den 
Reaktionszeiten der Bedingungen erwartet - anomal, unerwartet - anomal, 
erwartet - Pseudowort und unerwartet - Pseudowort. Nicht signifikant waren die 
Unterschiede in den Reaktionszeiten zwischen den Bedingungen 
erwartet - unerwartet und anomal - Pseudowort. Die Reaktionszeiten zeigten auch 
hier, dass „erwartete“ Satzenden am leichtesten und „Pseudowort“-Satzenden am 
schwierigsten in den Satzkontext zu integrieren waren. Da sie keinen signifikanten 
Verhaltenseffekt zwischen den „unerwarteten“ und „anomalen“ Satzenden feststellen 
konnten, nahmen sie einen ähnlichen Integrationsaufwand für diese Bedingungen an. 
Hierbei ist zu bedenken, dass die Vorstudie eine visuelle Stimuluspräsentation 
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verwendete, während die Stimuli in der vorliegenden Untersuchung auditiv 
präsentiert wurden, womit offenbar stärkere Effekte erzielt werden konnten. 
Alternativ könnte der Unterschied auch durch eine geringere statistische Teststärke 
in der Studie von Baumgaertner et. al. (2002) erklärt werden, die nur eine Stichprobe 
von 9 Probanden einbezogen hat. 
Um zwischen semantisch-kongruenten und semantisch-inkongruenten Informationen 
zu unterscheiden, eignet sich elektrophysiologisch die N400-Komponente (Kutas und 
Hillyard 1980). Sie zeigt eine verringerte Amplitude für Wörter, die leicht in den 
Satzkontext integriert werden können. Semantisch inkorrekte Informationen 
bewirken eine erhöhte Amplitude der N400-Komponente.  
Die Ergebnisse der vorliegenden Studie, dass alle Bedingungen, die nicht dem 
„erwarteten“ Satzende entsprechen, mit verlängerten Reaktionszeiten assoziiert sind, 
unterstützen die Annahme von Kutas und Hillyard (1980), dass semantisch 
„unpassende“ Informationen zerebral erneut überarbeitet werden müssen. Diese 
erneute Bearbeitung ist ein möglicher Grund für die längere Bearbeitungsdauer 
dieser Stimuli.  
5.2 fMRT-Daten 
5.2.1 Diskussion der Haupteffekte und der differentiellen Effekte 
Die Haupteffekte der Bedingungen „erwartet“, „unerwartet“, „anomal“ und 
„Pseudowort“ gegen Ruhe zeigten alle ausgedehnte fronto-temporo-parietale 
Aktivierungen beider Hemisphären. Andere Bildgebungsstudien belegen, dass es 
sich bei diesen Aktivierungen um ein Netzwerk handelt, welches auditive 
Sprachverständnis vermittelt (Price 2000; Friederici 2002; Abrams et al. 2013; 
Binder et al. 2009; Tyler und Marslen-Wilson 2008). Ungeachtet dessen ergibt sich 
bei der Betrachtung von Haupteffekten das Problem, dass diese wenig spezifisch sind 
und auch nicht-sprachliche Aktivierungen, z.B. motorische Aktivierungen durch das 
Tastendrücken, erfassen. Sie eignen sich deshalb nur bedingt, die Fragestellung 
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dieser Studie bezüglich der spezifischen Hirnregionen für die semantische 
Verarbeitung, zu beantworten. 
Von größerem Interesse ist daher die Betrachtung der differentiellen Effekte. 
Mithilfe der differentiellen Kontraste vergleicht man die Aktivierungen der 
verschiedenen experimentellen Bedingungen untereinander und erhält so ein Abbild 
der spezifischen Regionen, die bei der semantischen Verarbeitung aktiviert werden.  
Stimuli der Kategorien „unerwartet“ und „anomal“ lösten im Vergleich zu 
„erwarteten“ Stimuli verstärkte BOLD-Signaländerungen aus. Dies bestätigt unsere 
Annahme, dass unvorhersagbare Satzenden und semantisch inkorrekte Satzenden im 
Vergleich zu vorhersagbaren Satzenden höhere Anforderungen an die semantische 
Verarbeitung stellen. Wir nutzten die Kontrastierung der Bedingungen 
unerwartet > erwartet und anomal > erwartet zur Identifikation von Hirnregionen, die 
an dieser „erschwerten“ semantischen Verarbeitung beteiligt sind. 
In Einklang mit den von uns aufgestellten Hypothesen zeigten sich bei den 
differentiellen Kontrasten, in denen ein „unerwartetes“ bzw. „anomales“ Satzende in 
den Satzkontext integriert werden musste, sowohl Aktivierungen des IFG als auch 
des MTG mit Betonung der linken Hemisphäre. Weitere linkshemispherielle 
Aktivierungen fanden sich im Gyrus präcentralis, im Lobus parietalis superior, im 
Gyrus lingualis, im Cerebellum und im Hirnstamm. Prä-supplementär motorische 
Areale zeigten mittelliniennahe Aktivierungen. Rechtshemispherielle Aktivierungen 
zeigten sich im Lobus parietalis superior, im Gyrus fusiformis, im Thalamus und 
Cerebellum. 
Die Verarbeitung von „Wörtern“ („erwartet“, „unerwartet“, „anomal“) führte im 
Vergleich zu der Verarbeitung von „Pseudowörtern“ zu erhöhten BOLD-
Signaländerungen mit linkshemispherieller Betonung im MTG, im IFG und im 
Lobus parietalis inferior. Zusätzlich traten lokale Aktivierungsmaxima im linken 
Gyrus präcentralis, im rechten Cerebellum, im linken Hippocampus, im linken 
Precuneus, im rechten Cingulum, im rechten Lobus parietalis inferior und okzipital 
im linken Sulcus calcarinus auf.  
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Im Folgenden werden die Hirnregionen näher betrachtet, die in unseren 
Untersuchungen die stärksten Aktivierungen bei den Vergleichen 
unerwartet > erwartet, anomal > erwartet und Wort > Pseudowort aufweisen. Ihre 
Bedeutung für die semantische Integration wird im Kontext aktueller Studien 
diskutiert. 
Die Rolle des Gyrus temporalis medius (MTG) 
Bei Kontrastierung der Bedingungen „unerwartet“ gegen „erwartet“ zeigte sich in 
Übereinstimmung mit der Studie von Baumgaertner et. al. (2002) eine vermehrte 
Aktivierung des linken posterioren Anteils des MTG. Ein ähnliches 
Aktivierungsmuster zeigte sich bei den differentiellen Kontrasten „anomal“ gegen 
„erwartet“ und „Wort“ gegen „Pseudowort“. Der pMTG zeigt auch in anderen 
Studien durchgängige Aktivierungen bei Aufgaben, die erhöhte Anforderungen an 
semantische Aufgaben stellen (für eine Übersichtsarbeit, siehe Noonan et al. 2013). 
Der differentielle Kontrast, der „unerwartete“ mit „erwarteten“ Satzenden vergleicht, 
zeigte auch Aktivierungen anteriorer Anteile des MTG. Eine ähnliches 
Aktivierungscluster stellte auch die Arbeitsgruppe um Obleser und Kotz (2010) für 
unvorhersagbare („Er sieht das Bier“) im Vergleich zu vorhersagbaren („Er trinkt das 
Bier“) Sätzen fest. Der aMTG vermittelt somit die Integration von Sätzen einer 
geringen „cloze probability“ und hohen Integrationsanforderungen. In der 
vorliegenden Studie war eine verstärkte Aktivierung des aMTG bei „unerwarteten“ 
Satzenden im Vergleich zu „erwarteten“, nicht jedoch bei „anomalen“ (semantisch 
inkorrekten) im Vergleich zu „erwarteten“ Satzenden erkennbar. Dies legt nahe, dass 
die Rolle des aMTG auf die Integration semantisch korrekter Informationen 
beschränkt ist. Gestützt wird diese These durch eine Studie, die verstärkte 
Aktivierung des aMTG für plausible im Vergleich zu unplausiblen Sätzen zeigte 
(Mashal et. al. 2009).  
Gemäß dem dualen Modell der Sprachverarbeitung von Hickok und Poeppel (2007) 
vermittelt der bilaterale Gyrus temporalis superior die Verarbeitung von auditiven 
Sprachsignalen, während der MTG den Zugang zum Sprachverständnis vermittelt. 
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Nach Price (2000) ermöglichen der linke MTG und der Gyrus temporalis inferior den 
Zugriff auf die Bedeutung von Wörtern. Auf Satzebene konnte auch eine Beteiligung 
des rechten MTG und Gyrus temporalis superior nachgewiesen werden (Kuperberg 
et al. 2000). 
Andere Autoren interpretieren die Aufgabe des MTG als Speicherort semantischer 
Informationen (Yue et al. 2013; Spitsyna et al. 2006; Vigneau et al. 2006; Indefrey 
und Levelt 2004). Gegenteilige Theorien sehen den posterioren Anteil des MTG 
nicht als passiven Speicher semantischer Informationen, sondern vielmehr als eine 
Region, die aktiv in den strategischen Abruf semantischer Informationen involviert 
ist (Gennari et al. 2007; Gold et al. 2006). Ihm wird eine der Hauptrollen im 
Netzwerk des Sprachverständnisses zugeschrieben, da er zahlreiche 
Faserverbindungen innerhalb des Kortex aufweist (Buckner et al. 2009). 
Verschiedene Faserverbindungen zu frontalen, parietalen und okzipitalen Regionen 
lassen ihn als zentralen Umschaltepunkt (engl.: hub) agieren (Turken und Dronkers 
2011).  
Außerdem wird dem MTG eine Rolle als semantische Kontrollinstanz zugeschrieben 
(Jefferies 2013). Es wird vermehrte Aktivierung in dieser Region beobachtet, wenn 
Sätze aufgrund von Doppeldeutigkeit einer erneuten Analyse zugeführt werden 
müssen (Rodd et al. 2012). Als doppeldeutig galten in der vorgenannten Studie 
sowohl Wörter, die gleich buchstabiert werden, jedoch verschiedene Bedeutungen 
haben (zum Beispiel engl.: „bark“) als auch Wörter, die unterschiedlich buchstabiert 
werden, jedoch die gleiche Aussprache haben (zum Beispiel engl.: „knight“ und 
„night“). Der posteriore Anteil des MTG könnte demnach wichtig sein für die 
flexible, dem Kontext und der Aufgabe angepasste Verarbeitung von Bedeutungen 
(Noonan et al. 2013).  
Die Anwendung von transkranieller Magnetstimulation (TMS) über dem linken 
pMTG und dem linken aIFG zeigt störende Einflüsse bei der Bewältigung von 
Aufgaben mit erhöhten Anforderungen an die semantische Kontrolle, jedoch keine 




Die Interpretation des MTG als eine der zentralen Schaltstellen des 
Sprachnetzwerkes erklärt auch die starken klinischen Auswirkungen, die eine 
Schädigung dieser Region verursachen. Betroffene zeigen eine Aphasie mit Störung 
des Sprachverständnisses, insbesondere auf Wortebene (Dronkers et al. 2004).  
Die Rolle des Gyrus frontalis inferior (IFG) 
Der Vergleich der „anomalen“ mit der „erwarteten“ Bedingung führte weiterhin zu 
einer verstärkten Aktivierung des linken IFG, insbesondere der Pars opercularis und 
der Pars orbitalis. Dies steht in Einklang mit den Ergebnissen von Baumgaertner et. 
al. (2002), die beim gleichen Kontrast Aktivierungen der Pars orbitalis des linken 
IFG feststellten. 
Beim Vergleich zwischen der „unerwarteten“ mit der „erwarteten“ Bedingung zeigte 
sich eine vergleichsweise schwächere Mehraktivierung des IFG, insbesondere der 
Pars trinangularis und der Pars orbitalis. Auch der Vergleich zwischen 
„Wort“-Satzenden und „Pseudowort“-Satzenden ergab ein Aktivierungsmaximum im 
linken IFG. 
Dem anterioren IFG wird schon lange eine Rolle bei der semantischen Verarbeitung 
zugeschrieben (Binder et al. 2009; Bookheimer 2002). Unklar ist die spezifische 
Bedeutung dieser Region für semantische Prozesse. Es existieren mehrere Theorien 
zur Funktion des linken Gyrus frontalis inferior. 
Einerseits soll er den kontrollierten Abruf von Informationen aus dem semantischen 
Speicher unterstützen (Badre und Wagner 2007; Wagner et al. 2001), andererseits 
soll er an der Selektion zwischen konkurrierenden Alternativen beteiligt sein.  
Der aIFG weist selektive Aktivierungen bei Aufgaben auf, in denen Informationen 
aufgrund ihrer Mehrdeutigkeit einer erneuten Verarbeitung zugeführt werden müssen 
(Thompson-Schill et al. 1997; Novick et al. 2009), zum Beispiel bei Präsentation 
doppeldeutiger Informationen (Kotz 2002; Tivarus et al. 2006). Umgekehrt führen 
Sätze, die eine geringe Ambiguität aufweisen (engl.: low-ambiguity sentences) zu 
keiner signifikanten Aktivierung des IFG (Crinion et al. 2003; Spitsyna et al. 2006; 
Rodd et al. 2012). In Studien, in denen das Generieren von Verben zu vorgegebenen 
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Nomen untersucht wurde, zeigte sich, dass der Gyrus frontalis inferior aktiviert wird, 
wenn Nomen mit vielen Verben assoziiert sind, zum Beispiel „der Ball“ (schießen, 
spielen, werfen) im Vergleich zu dem Nomen „die Schere“ (schneiden) (Nelson et al. 
2009; Nagel et al. 2008; Persson et al. 2004; Barch et al. 2000; Thompson-Schill et 
al. 1997). Dies stützt die Hypothese, dass der IFG aktiviert wird, wenn eine Auswahl 
zwischen mehreren Antworten erforderlich ist. 
Es wird weiterhin diskutiert, dass der aIFG an der Auswahl aufgabenrelevanter 
semantisch-lexikalischer Informationen beteiligt ist, welche mit einer Hemmung 
aufgabenirrelevanter Informationen einhergeht (Badre et al. 2005). Es gibt auch 
Hinweise, dass der aIFG die Wiedergewinnung semantischer Informationen durch 
„Top-Down-Signale“ zum temporalen Kortex reguliert (Thompson-Schill et al. 1997; 
Wagner et al. 2001; Bookheimer 2002; Badre et al. 2005; Ye und Zhou 2009). 
Es ist jedoch auch möglich, dass der linke aIFG an beiden Prozessen, sowohl am 
Abruf als auch an der Selektion semantischer Informationen, beteiligt ist (Whitney et 
al. 2009; Wagner et al. 2001; Snyder et al. 2011). 
In diesem Zusammenhang wird eine funktionelle Aufteilung des linken IFG 
diskutiert (Badre und Wagner 2007; Gold et al. 2006). Dabei unterstützt der anteriore 
Teil (BA 47) den kontrollierten Abruf semantischen Wissens aus konzeptionellen 
Zentren wie zum Beispiel dem lateralen temporalen Kortex. Der mittlere Teil 
(BA 45) vermittelt die sich anschließende Selektion zwischen den abgerufenen 
Informationen. In einer lexikalischen Entscheidungsaufgabe zeigte der anteriore 
Anteil des IFG stärkere Aktivierungen für unbekannte Wörter, die erhöhte 
Anforderungen an deren Abruf stellen, im Vergleich zu Wörtern, denen eine 
„Bahnung“ (engl.: priming) vorausging. Der mittlere Anteil des IFG zeigte im 
Gegensatz dazu verstärkte Aktivierungen bei ungebahnten Wörtern. Dies legt nahe, 
dass er mehr für den automatischen als für den strategischen Abruf semantischer 
Informationen zuständig ist (Gold et al. 2006). 
Es stellt sich ferner die Frage, in welchem Umfang der IFG am Sprachverständnis 
beteiligt ist. Es gibt Hypothesen, dass der IFG lediglich die Leistungsfähigkeit 
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semantischer Verarbeitungswege beschleunigt, nicht jedoch maßgeblich für sie 
benötigt wird (Price et al. 1999).   
Ein Beleg dafür ist, dass Läsionen des anterioren Anteils des IFG bei Betroffenen 
nicht zu einer fehlerhaften semantischen Verarbeitung führen, sondern lediglich die 
Leistungsfähigkeit der Bearbeitung beeinflussen (Binder et al. 2009).  
Oft ist bei Patienten mit Läsionen des IFG das Verständnis für Wörter und einfache 
Sätze erhalten, sodass der IFG nicht zwangsläufig am Sprachverständnis beteiligt 
sein muss (Caplan et al. 1996; Yee et al. 2008; Novick et al. 2009).  
Andere Studien kommen zu dem gegenteiligen Schluss, dass Läsionen des IFG 
Fehler bei semantischen Entscheidungen verursachen. Sie wiesen dabei Defizite bei 
Aufgaben nach, in denen zum Beispiel Sätze mit vorhersagbaren und weniger 
vorhersagbaren Satzenden vervollständigt werden sollen (Robinson et al. 2005; 
Thompson-Schill et al. 1998). Aus diesen Läsionsstudien lässt sich ableiten, dass der 
IFG für semantische Entscheidungen benötigt wird. 
Gegen eine exklusive Rolle des IFG bei semantischen Entscheidungsaufgaben 
spricht allerdings, dass Defizite in der semantischen Kontrolle auch bei 
temporoparietalen Läsionen auftreten (Jefferies und Lambon Ralph 2006).  
In der vorliegenden Studie zeigte der IFG die stärksten Aktivierungen bei der 
Präsentation von Satzenden, die sich semantisch nicht schlüssig („anomal“) in den 
Satzkontext einarbeiten lasen. Ähnliche Aktivierungen wurden auch in anderen 
Studien beobachtet (Zhu et al. 2009). Die Annahme, dass „anomale“ Satzenden sehr 
hohe Anforderungen an die semantische Integration stellen wird gestützt durch die 
Tatsache, dass Versuchpersonen bei dieser Bedingung die höchsten Fehlerraten 
aufwiesen.  
Zusammenfassend stützen die Ergebnisse dieser Studie die Theorie, dass der IFG als 
„Problemlöser“ bei semantischen Konflikten fungiert. Dabei scheint der IFG sowohl 
am Abruf als auch an der Selektion semantischer Informationen beteiligt zu sein 
(Whitney et al. 2009; Wagner et al. 2001; Snyder et al. 2011). Inwiefern der IFG 
essentiell für die Lösung lexikalischer Entscheidungen ist, bleibt ungeklärt. Die 
Ergebnisse der Studie belegen, dass der IFG hinzugezogen wird, wenn Informationen 
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überarbeitet und dem Satzkontext angepasst werden müssen. Dabei scheint er ein 
Teil eines semantischen Netzwerkes zu sein und mit anderen Regionen zu 
interagieren. Der genaue Mechanismus, ob der IFG direkt eine Einordnung in den 
Satzkontext vermittelt oder indirekt über eine Hemmung aufgabenirrelevanter 
Prozesse agiert, könnte Gegenstand zukünftiger Forschungen sein. 
Die Rolle prä-supplementär-motorischer Areale (Prä-SMA) 
Sowohl bei Kontrastierung der Bedingung „unerwartet“ gegen „erwartet“ als auch 
„anomal“ gegen „erwartet“ fanden sich verstärkte mittelliniennahe Aktivierung der 
prä-SMA. 
In vorherigen Studien (Crosson et al. 2003) konnten Aktivierungen der linken prä-
SMA zusammen mit dem Nucleus caudatus sowie mit ventralen und anterioren 
Thalamusanteilen bei Aufgaben nachgewiesen werden, die das Generieren von 
Wörtern einer bestimmten Kategorie erfordern. Bei dem Generieren von Silben, die 
nicht real existieren, zeigten sich keine Aktivierungen dieser Regionen. Die prä-
SMA scheint nach Meinung der oben genannten Autoren Zugriff auf den 
lexikalischen Speicher zu haben und diesen abrufen zu können. Darüber hinaus ist es 
wahrscheinlich, dass die prä-SMA eine Rolle bei der Initialisierung einer Suche nach 
semantisch verwandten Begriffen spielt (Hart et al. 2013). 
Die Ergebnisse der vorliegenden Studie bestätigen, dass die prä-SMA bei 
Kontrasten, die einen Zugriff auf den semantischen Speicher verlangen, aktiviert 
wird. 
Die Rolle des Lobus parietalis inferior 
Bei Kontrastierung von Stimuli der „Wort“-Bedingung mit der 
„Pseudowort“-Bedingung zeigten sich in der vorliegenden Studie neben den oben 
genannten temporalen und frontalen Aktivierungen, bilaterale Aktivierungen des 
Lobus parietalis inferior. 
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Der Lobus parietalis inferior ist eine funktionell und strukturell sehr heterogene 
Hirnregion, bestehend aus dem Gyrus supramarginalis und dem Gyrus angularis 
(Stoeckel et al. 2009). In einer PET-Studie von Price (1997) konnte gezeigt werden, 
dass der Gyrus angularis vorwiegend bei semantischen Entscheidungsaufgaben 
aktiviert wird, während der Gyrus supramarginalis bei phonologischen 
Entscheidungsaufgaben aktiv ist. Die Studie von Price befasste sich im Gegensatz zu 
der hier vorliegenden Studie mit dem visuellen Sprachverständnis beim Lesen. 
TMS-Studien (Hartwigsen et al. 2010; Hartwigsen et al. 2015) belegen ebenfalls, 
dass der Gyrus angularis für die Semantik und der Gyrus supramarginalis für die 
Phonolgie relevant ist. Von den multiplen Funktionen, die dem linken Gyrus 
angularis zugeschrieben werden, ist die semantische Verarbeitung die Funktion, die 
am beständigsten zu Aktivierungen derselbigen führt (Seghier 2013). Laut einer 
Metaanalyse von Binder (2009) scheint der linke Gyrus angularis an allen Aspekten 
der semantischen Verarbeitung beteiligt zu sein, die sowohl den Abruf als auch die 
Integration von semantischen Konzepten beinhaltet. 
Die Ergebnisse der vorliegenden Studie stützen die These, dass der Lobus parietalis 
inferior an der Integration semantischer Informationen beteiligt zu sein scheint. 
Aussagekraft der fMRT-Daten 
Die fMRT-Daten der vorliegenden Arbeit ermöglichen die korrelative Abbildung 
von Hirnaktivierungen. Die Hirnaktivierungen werden durch lokale 
Signaländerungen des Oxygenierungsgehaltes des Blutes generiert. Dieser 
sogenannte BOLD-Effekt bildet somit die hämodynamische Antwort auf neuronal 
erhöhte Stoffwechselaktivität ab. Dies lässt nur indirekte Rückschlüsse auf die 
synaptische Aktivität und die zugrunde liegenden kognitiven Prozesse zu. Unter 
diesem Aspekt ist die Aussagekraft funktioneller Bildgebungsdaten hinsichtlich 
kausaler Zusammenhänge begrenzt. 
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5.2.2 Diskussion der PPI Ergebnisse 
In der vorliegenden Arbeit wurden für die Vergleiche von „anomalen“ und 
„unerwarteten“ zu „erwarteten“ Stimuli funktionelle Interaktionen zwischen 
frontalen und temporalen Arealen gefunden.  
Für den Kontrast unerwartet > erwartet ließen sich Interaktionen vom linken IFG 
zum linken MTG sowie Verbindungen vom linken MTG zum Gyrus präcentralis 
nachweisen. Der Kontrast anomal > erwartet zeigte Interaktionen vom linken IFG 
zum rechten Gyrus temporalis superior (STG) und vom linken MTG zum linken IFG. 
Diese Beobachtungen decken sich mit Studien, die postulieren, dass der MTG und 
der IFG zur semantischen Verarbeitung beitragen (Gow 2012; Jefferies 2013; 
Hagoort 2005) und bei bestimmten Sprachaufgaben stärker miteinander interagieren 
(Snijders et al. 2010). Diese verstärkte Interaktion der beiden Regionen zeigte sich 
vor allem bei der Verarbeitung kontextabhängiger Informationen, zum Beispiel bei 
der Bearbeitung mehrdeutiger Inhalte (Gennari et al. 2007). Im Allgemeinen werden 
dem MTG und dem IFG Rollen bei Prozessen der Re-Interpretation zugeschrieben, 
wie sie zum Beispiel bei der Verarbeitung mehrdeutiger Wörter wie „Bank“ benötigt 
wird (Zempleni et al. 2007; Bekinschtein et al. 2011; Rodd et al. 2010a; 
Rodd et al. 2010b). 
Vieles spricht dafür, dass der lexikalisch-semantischen Verarbeitung ein weit 
verzweigtes funktionelles Netzwerk zugrunde liegt, welches sowohl den linken IFG 
als auch den posterioren Anteil des MTG einschließt (Krieger-Redwood und 
Jefferies 2014).  
Andere Autoren postulieren überdies, dass eine temporo-frontale Interaktion eine 
notwendige Voraussetzung für eine erfolgreiche Identifizierung wichtigen 
semantischen Wissens sowie für dessen Erhalt ist (Noonan et al. 2013; 
Jefferies 2013; Turken und Dronkers 2011). 
Brouwer et al. (2013) beschreiben temporofrontale Interaktionen als eine 
funktionelle Schleife, bestehend aus Abruf und Integration. Auditiver linguistischer 
Input wird über den auditorischen Kortex zu posterioren Teilen des MTG geleitet, 
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welche den Abruf der lexikalischen Informationen aus Assoziationskortices 
vermitteln. Über frontale Verbindungen wird die abgerufene lexikalische Information 
zum Gyrus frontalis inferior geleitet, wo sie im eigentlichen Kontext und mit Bezug 
auf die Information, die kommuniziert werden soll, integriert wird. Diese gebildete 
Repräsentation der Information wird zurück an posteriore Anteile des Gyrus 
temporalis medius geleitet und führt zu einer Voraktivierung syntaktischer und 
semantischer Elemente für die Verarbeitung zukünftiger Wörter (siehe 
Abbildung 26). 
 
Abbildung 26: Schematische Darstellung der funktionellen Schleife, bestehend aus  
Abruf und Integration innerhalb der linken Hemisphäre 
Wörter werden vom auditorischen Kortex (ac) oder visuellen Kortex (vc) zum 
posterioren Anteil des Gyrus temporalis medius (pMTG) geleitet. Zusammen mit 
Informationen aus Assoziationskortices erreicht die lexikalische Information über 
das Wort den Gyrus frontalis inferior (IFG) über den ventralen (vp) oder dorsalen 
(dp) Strom. Der Gyrus frontalis inferior intergriert die dargebotene Information in 
den Kontext und sendet diese zurück an den Gyrus temporalis medius. Das 
Resultat ist eine Voraktivierung des Gyrus temporalis medius auf lexikalischer 
Ebene für zukünftige Wörter (Brouwer et al. 2013). 
Zum erfolgreichen Sprachverständnis ist demnach eine dynamische Interaktion 
zwischen inferior frontalen und posterior temporalen Regionen nötig 
(Snijders et al. 2009). 
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Diese Erkenntnisse haben zur Etablierung eines interaktiven dualen Systems der 
Sprachverarbeitung geführt. Demnach gibt es ventrale und dorsale Wege, über die 
der inferiore Frontalkortex mit dem Temporalkortex verbunden ist. Als mögliche 
anatomische Korrelate werden dabei Verbindungen über den Fasciculus arcuatus; die 
Fasciculi longitudinales superiores, mediales und inferiores; die Capsula extrema und 
den Fasciculus uncinatus angesehen (Binney et al. 2012; Zubicaray et al. 2011; 
Hickok und Poeppel 2004; Champfleur et al. 2013; Parker et al. 2005; Rauschecker 
und Scott 2009; Saur et al. 2008; Ueno et al. 2011; Turken und Dronkers 2011; 
Makris und Pandya 2009). Im „dualen Sprachverarbeitungsmodell“ bilden nach 
Meinung der oben genannten Autoren dorsale Verbindungen phonologische 
Verarbeitungswege ab, während ventrale Verbindungen für die Verarbeitung 
semantischer Sprachinhalte zuständig sind. 
Die Interaktion zwischen pMTG und aIFG wird dabei vorwiegend über den ventralen 
Weg vermittelt, der anatomisch der Capsula extrema zugeordnet wird 
(Saur et al. 2008).  
Elektroenzephalographisch konnte gezeigt werden, dass die Höhe der N400-
Amplitude vom präsentierten Kontext beeinflusst wird. Je höher der integrative 
Aufwand, desto höher ist die N400-Amplitude (Kutas und Federmeier 2000). Als 
mögliches Korrelat der N400 ist die temporo-frontale Interaktion denkbar.   
Die in der vorliegenden Studie durchgeführten Analysen der psychophysiologischen 
Interaktionen stützen die These, dass temporale Areale, insbesondere der MTG und 
frontale Areale, insbesondere der IFG bei der semantischen Sprachverarbeitung 
miteinander interagieren.  
Die berechneten psychophysiologischen Interaktionen lassen keine Rückschlüsse 
darüber zu, welchen Einfluss die genannten frontalen und temporalen Regionen 
aufeinander haben und aus welcher Richtung dieser Einfluss kommt.  
Die Aussagekraft der berechneten psychophysiologischen Interaktionen ist damit 
begrenzt. Für die Verwendung dieser Konnektivitätsanalyse spricht, dass dieser keine 
Modellannahmen zugrunde gelegt werden müssen. Ausgehend von einer vorab 
definierten Ausgangskoordinate wurde das gesamte Gehirn auf erhöhte funktionelle 
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Konnektivitäten untersucht. Die in dieser Arbeit präsentierten Interaktionen zwischen 
frontalen und temporalen Hirnarealen sind rein funktioneller Art und korrelieren 
nicht zwangsläufig mit anatomischen Strukturen.  
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5.3 Fazit und Ausblick  
Ziel der vorliegenden fMRT-Studie war die Identifizierung neuronaler Netzwerke, 
die die Integration semantischer Informationen auf Satzebene beim auditiven 
Sprachverständnis vermitteln. In der angewandten lexikalischen 
Entscheidungsaufgabe wurden die Versuchspersonen nicht explizit aufgefordert, die 
Sinnhaftigkeit eines Satzes zu bewerten, sondern sie sollten zwischen Wörtern und 
Pseudowörtern differenzieren, um die Aufgabenstellung möglichst einfach zu halten. 
Dabei zeigte sich, dass der Grad der Vorhersagbarkeit des letzten Wortes eines 
Satzes Einfluss auf die Reaktionszeiten und Hirnaktivierung hat (der sogenannte 
implizite Priming-Effekt). Es wurden vier experimentellen Bedingungen 
unterschieden: „erwartete“, „unerwartete“, „anomale“ und „Pseudowort“-Satzenden. 
Die „Pseudowort“-Satzenden fungierten als Kontrollbedingung. Die Verhaltensdaten 
zeigten graduell steigende Reaktionszeiten von der „erwarteten“ zur „Pseudowort“ 
Bedingung. Parallel dazu verstärkten sich die BOLD-Signaländerung in frontalen 
und temporalen Kernarealen für Sprachverarbeitung, je weniger schlüssig sich ein 
Satzende in den Satzkontext einfügen ließ. Ausgehend von der Annahme, dass ein 
Vergleich von „unerwarteten“ und “anomalen“ zu „erwarteten“ Stimuli erhöhte 
Anforderungen an die semantische Verarbeitung stellt, lagen diese Kontraste im 
Fokus dieser Arbeit. Beide Vergleiche zeigten ausgeprägte links-temporale 
Aktivierungen, vor allem des Gyrus temporalis medius und links-frontale 
Aktivierungen, vor allem des Gyrus frontalis inferior.  
In Einklang mit anderen Studien wird diesen Regionen eine wesentliche Rolle bei 
der semantischen Sprachverarbeitung zugeschrieben (z.B. Gow 2012; Jefferies 2013; 
Hagoort 2005). Es wurden ferner Interaktionen zwischen frontalen und temporalen 
Arealen mithilfe von psychophysiologischen Interaktionen nachgewiesen. Auch 
wenn die Direktionalität dieser Interaktionen noch nicht geklärt ist, kann man davon 
ausgehen, dass die Interaktion frontaler und temporaler Hirnareale wesentlich zum 
auditiven Sprachverständnis beiträgt. Vieles deutet daraufhin, dass sie Teil eines weit 




Der vorliegende Datensatz könnte in Zukunft hinsichtlich seiner effektiven 
Konnektivität untersucht werden, um die Einflüsse der einzelnen Regionen 
zueinander differenziert analysieren zu können. Die effektive Konnektivität 
beschreibt dabei den Einfluss, den eine neuronale Einheit auf eine andere ausübt und 
könnte zum Beispiel mithilfe des sogenannten „Dynamic causal modelling“ (DCM, 
Friston et. al. 2003) berechnet werden.  
Die in dieser Studie gewonnenen Erkenntnisse wurden aus Daten mit gesunden 
Versuchspersonen abgeleitet. Dank der leichten Aufgabe ist eine Anwendung des 
fMRT-Paradigmas auch bei Patienten mit Defiziten bei der semantischen 
Verarbeitung, zum Beispiel infolge eines Schlaganfalls, denkbar. Interessant hierbei 
ist insbesondere der Aspekt der Reorganisation des Gehirns nach einem Schlaganfall 
mit Wiederherstellung des Verständnisses für auditive Sprachinhalte. Die so 
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Hintergrund 
Wesentlich für das Verständnis von Sprache ist der Kontext, in dem diese 
wiedergegeben wird. Ein Wort kann als Knoten innerhalb eines assoziativen 
Netzwerkes gesehen werden, welches selbst ein Konzept darstellt und gleichzeitig 
die Aktivierung weiterer Konzepte auslösen kann (Collins und Loftus 1975). Eine 
solche Voraktivierung von Konzepten, die semantisch untereinander verbunden sind, 






„semantisches Priming“ bzw. „semantische Bahnung“. 
Entsprechende Studien auf Satzebene zeigten, dass insbesondere die Integration des 
letzten Wortes eines Satzes vom zuvor präsentierten Kontext abhängt (Hagoort 2005; 
Hagoort und Indefrey 2014; Rogalsky und Hickok 2009; Obleser und Kotz 2010; 
Zhu et al. 2013). Dabei wird die Erwartung an den Satzausgang umso größer, je mehr 
Wörter zuvor verarbeitet wurden (Kutas und Hillyard 1984). Die vielfältigen 
Möglichkeiten, einzelne Wörter zu einem Satz zu kombinieren sowie deren 
Mehrdeutigkeiten erschweren das Verstehen von gehörten Sprachinhalten. Diese 
Situationen erfordern zusätzliche Prozesse, um den erschwerten lexikalischen 
Zugang zu ermöglichen (Franzmeier et al. 2012).  
Eine der wenigen Bildgebungsstudien, die sich bisher mit der Integration 
kontextabhängiger Informationen beschäftigt hat, zeigte, dass erhöhte semantische 
Anforderungen zu Aktivierungen frontotemporaler Regionen der linken Hemisphäre 
führen (Baumgaertner et al. 2002). In dieser Studie hatten gesunde Versuchspersonen 
die Aufgabe zu entscheiden, ob es sich bei dem jeweils letzten Wort des Satzes um 
ein echtes Wort oder um ein Pseudowort (Kunstwort) handelt. Die Stimuli wurden 
visuell präsentiert und bestanden aus „erwarteten“ Satzenden („Der Bauer bestellt 
das Feld“), „unerwarteten“ Satzenden („Der Bauer bestellt das Bier“), „anomalen“ 
(semantisch inkorrekten) Satzenden („Der Bauer bestellt das Herz“) und 
„Pseudowort“-Satzenden („Der Bauer bestellt das Kerg“). Es fanden sich verlängerte 
Reaktionszeiten bei Wörtern, die nicht durch den Kontext gebahnt worden waren und 
somit nicht zur generierten Erwartung passten. Auf neuronaler Ebene zeigten sich 
verstärkte Aktivierungen des linken posterioren Anteils des Gyrus temporalis medius 
(MTG) und des linken anterioren Anteils des Gyrus frontalis inferior (IFG) für 
„unerwartete“ im Vergleich zu „erwarteten“ Satzenden sowie für „anomale“ im 
Vergleich zu „erwarteten“ Satzenden. Die Ergebnisse legen nahe, dass der MTG und 
der IFG an Prozessen beteiligt sind, die erhöhte Anforderungen an die Integration 
visuell präsentierter Informationen stellen. Ungeklärt blieb, ob ähnliche Vorgänge 
auch auf die Verarbeitung auditiv präsentierter Informationen zutreffen und wie 







In der vorliegenden Arbeit sollte untersucht werden, welche Hirnareale an 
lexikalischen Entscheidungsprozessen auf Satzebene beteiligt sind. Ein weiteres Ziel 
bestand in dem Nachweis möglicher Interaktionen zwischen den am stärksten 
involvierten Hirnregionen und der Beschreibung dieses neuronalen Netzwerkes. Zur 
Beantwortungen dieser Fragestellungen wurde von uns ein von Baumgaertner et. al. 
(2002) etabliertes fMRT-Paradigma für visuelle Stimuli in ein auditives Paradigma 
umgewandelt.  
Methoden 
Mittels funktioneller Magnetresonanztomographie wurden Aktivierungsmaxima 
einzelner Hirnregionen während einer lexikalischen Entscheidungsaufgabe 
untersucht.  
In dem Experiment wurde die Vorhersagbarkeit des letzten Wortes eines Satz 
moduliert. Das letzte Wort eines Satzes konnte dabei entweder “erwartet“ (z.B. „Der 
Bauer bestellt das Feld“.), “unerwartet“ (z.B. „Der Bauer bestellt das Bier“), 
„anomal“ (semantisch inkorrekt, z.B. „Der Bauer bestellt das Herz“) oder ein 
„Pseudowort“ sein (Kunstwort, z.B. „Der Bauer bestellt das Kerg“). Die Stimuli 
wurden 17 gesunden, rechtshändigen Versuchspersonen auditiv präsentiert. Die 
Versuchspersonen wurden aufgefordert, so schnell wie möglich per Tastendruck zu 
entscheiden, ob es sich bei dem jeweils letzten Wort des gehörten Satzes, um ein 
Wort oder um ein Pseudowort handelt.  
Die Verhaltensdaten wurden statistisch ausgewertet. Die Datensätze der 
funktionellen Bildgebung wurden auf Gruppenebene auf Haupteffekte und 
differentielle Effekte untersucht. Anschließend wurden die funktionellen MRT-Daten 
mittels der Berechnung psychophysiologischer Interaktionen auf funktionelle 
Konnektivitäten geprüft. 
Ergebnisse 
Die Versuchspersonen zeigten graduell steigende Reaktionszeiten von der 






„Pseudowort“-Bedingung. Es zeigten sich signifikant längere Reaktionszeiten für die 
Bedingungen „unerwartet“ im Vergleich zu „erwartet“, „anomal“ im Vergleich zu 
„erwartet“, „Pseudowort“ im Vergleich zu „erwartet“, „anomal“ im Vergleich zu 
„unerwartet“, „Pseudowort“ im Vergleich zu „unerwartet“ und „Pseudowort“ im 
Vergleich zu „anomal“. Die Fehlerraten waren gering.   
Ziel der fMRT-Datenanalyse war die Identifizierung neuronaler Korrelate, die die 
semantische Integration ermöglichen. Die Auswertung fokussierte sich deshalb auf 
Kontraste „unerwartet“ gegen „erwartet“ und „anomal“ gegen „erwartet“, da diese 
höhere Anforderung an die Integration semantischer Information abbilden.  
Für den Kontrast „unerwartet“ im Vergleich zu „erwartet“ zeigten sich die stärksten 
Aktivierungen im linken temporalen Kortex, vor allem im posterioren Anteil des 
MTG, im Sulcus temporalis superior und in anterioren Teilen des Temporallappens. 
Zusätzlich ergaben sich links-frontale Aktivierungsmaxima im IFG, vor allem in der 
Pars triangularis und orbitalis. Signifikant höhere Aktivierungen fanden sich auch in 
prä-supplementär-motorischen Arealen (prä-SMA). 
Für den zweiten Kontrast, der „anomale“ mit „erwarteten“ Satzenden vergleicht, 
zeigten sich ähnliche Aktivierungen wie beim Vergleich von  „unerwarteten“ mit 
„erwarteten“ Satzenden. Die stärksten Aktivierungen waren links-frontal im IFG, vor 
allem posterior in der Pars opercularis und anterior in der Pars orbitalis zu erkennen. 
Außerdem fanden sich auch hier wieder signifikante Aktivierungen in der prä-SMA 
und links temporal vor allem im MTG und im Sulcus temporalis superior.  
Ausgehend von den frontalen und temporalen Aktivierungsmaxima der Vergleiche 
unerwartet > erwartet und anomal > erwartet wurden in einem zweiten Schritt 
psychophysiologische Interaktionen berechnet, um eine funktionelle Konnektivität 
zwischen diesen Arealen nachzuweisen. Bei dem Vergleich von „unerwarteten“ und 
„erwarteten“ Satzenden zeigten sich Konnektivitäten von anterioren Teilen des 
linken IFG zum linken MTG und vom linken MTG zum rechten und linken Gyrus 
präcentralis. Der Vergleich zwischen „anomalen“ und „erwarteten“ Satzenden ergab 
Verbindungen des linken IFG zum rechten Gyrus temporalis superior sowie vom 






Schlussfolgerungen und Ausblick 
Die Ergebnisse der vorliegenden Arbeit bestätigen unsere im Vorfeld aufgestellten 
Hypothesen: 
i. Der Grad der Vorhersagbarkeit eines Satzendes hat Einfluss auf die 
Reaktionszeit bei der lexikalischen Entscheidung und folgt dem Schema: 
erwartet < unerwartet < anomal < Pseudowort 
Je mehr ein Wort von dem erwarteten abweicht, desto schwieriger ist die 
Einordnung in den Satzkontext und desto länger sind die Reaktionszeiten. 
ii. Bei Betrachtung der differentiellen Effekte, die „unerwartete“ bzw. „anomale“ 
Satzenden mit „erwarteten“ Satzenden vergleichen, zeigen sich vermehrte 
Aktivierungen des linken IFG und des linken MTG. Diese Areale vermitteln 
demnach die Einbettung unvorhersagbarer Satzenden in den Satzkontext und 
bilden die Verarbeitung semantischer Informationen unter „erschwerten“ 
Bedingungen ab. 
iii. Der linke IFG und der linke MTG weisen eine erhöhte funktionelle 
Konnektivität auf, wenn ein unvorhersagbares Satzende in den Satzkontext 
integriert werden muss. Die Direktionalität und der Stellenwert dieser 
Interaktionen bleiben ungeklärt. 
Das verwendete fMRT-Paradigma ist ein valides Instrument für die Untersuchung 
des auditiven Sprachverständnisses auf Satzebene. Weitere Untersuchungen, 
insbesondere Berechnungen zur effektiven Konnektivität, könnten in Zukunft 
Aufschluss über die genaue Beziehung der hier genannten frontalen und temporalen 
Areale geben. Dank der leichten Aufgabe ist eine Anwendung des fMRT-Paradigma 
auch bei Patienten mit Aphasie und Defiziten bei der semantischen Verarbeitung, 
zum Beispiel infolge eines Schlaganfalls, denkbar. Die so gewonnenen Erkenntnisse 
könnten das Verständnis für die Verarbeitung von auditiven Sprachinhalten erweitern 
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Anhang A Stimuliliste 
Training 
Der Polizist regelt…  
erwartet: den Verkehr 
unerwartet: den Konflikt 
anomal: den Schimmer 
Pseudowort: den Borsting / den Strillen 
Der Schiedsrichter zeigt…  
erwartet: die Karte 
unerwartet: den Weg 
anomal: den Ast 
Pseudowort: die Datze / den Ark 
Der Lehrer unterrichtet… 
erwartet: die Schüler 
unerwartet: den Direktor 
anomal: die Stiefel 
Pseudowort: die Dürel / den Pinergon 
Der Detektiv verfolgt…  
erwartet: die Spuren 
unerwartet: den Bericht 
anomal: die Birnen 
Pseudowort: die Trusa / den Reginst 
Der Professor hält…  
erwartet: die Vorlesung 
unerwartet: den Tesafilm 
anomal: das Morgenrot 
Pseudowort: die Rolteruch / den Keralich 
Der Pastor hält…  
erwartet: die Predigt 
unerwartet: die Wache 
anomal: die Zäune 
Pseudowort: die Lesink / die Farse 
Der General gibt…  
erwartet: die Befehle 
unerwartet: die Auskunft 
anomal: die Reklame 
Pseudowort: den Gelente / die Sprenke 
Der Tenor übt…  
erwartet: das Singen 
unerwartet: den Salto  
anomal: das Schwimmen 




Der Spediteur transportiert…  
erwartet: die Güter 
unerwartet: die Keime 
anomal: die Elfen 
Pseudowort: die Süren / die Peine 
Der Pianist spielt…  
erwartet: das Stück 
unerwartet: die Karte 
anomal: die Decke 
Pseudowort: das Prüst / die Priga 
 
Experiment 
Die Erzieherin beaufsichtigt…  
erwartet: die Kinder 
unerwartet: die Babies 
anomal: die Wolken 
Pseudowort: die Risken / die Pariel 
Der Hacker knackt…  
erwartet: den Code 
unerwartet: die Nuss 
anomal: die Bar 
Pseudowort: den Pobe / die Mur 
Die Schneiderin näht…  
erwartet: das Kleid 
unerwartet: die Wunde 
anomal: die Berge 
Pseudowort: das Spein / die Hurke 
Der Dompteur dressiert…  
erwartet: die Löwen 
unerwartet: die Pferde 
anomal: die Bilder 
Pseudowort: die Möver / die Klenke 
Der Elektriker verlegt…  
erwartet: die Leitung 
unerwartet: die Brille 
anomal: den Garten 
Pseudowort: die Neiguch / die Plisse 
Der Makler vermittelt…  
erwartet: die Häuser 
unerwartet: den Kontakt 
anomal: den Husten 




Der Optiker reinigt…  
erwartet: die Brille 
unerwartet: den Mantel 
anomal: den Muskel 
Pseudowort: die Klisse / den Basta 
Der Kellner bringt…  
erwartet: die Getränke 
unerwartet: die Pakete 
anomal: das Aroma 
Pseudowort: die Beklerge / die Ramege 
Der Metzger schneidet…  
erwartet: das Fleisch 
unerwartet: den Stoff 
anomal: den Teich 
Pseudowort: das Pleinst / den Plorr 
Der Richter fällt…  
erwartet: das Urteil 
unerwartet: die Bäume 
anomal: die Nasen 
Pseudowort: die Reune / das Unseit 
Der Postbote bringt…  
erwartet: die Briefe 
unerwartet: das Essen 
anomal: die Löcher 
Pseudowort: die Plige / das Efter 
Der Dieb stiehlt…  
erwartet: den Schmuck 
unerwartet: die Zeit 
anomal: das Meer 
Pseudowort: den Strung / die Seik 
Die Tagesmutter betreut…  
erwartet: die Kinder 
unerwartet: die Kunden 
anomal: die Koffer 
Pseudowort: die Fisten / die Justa 
Die Putzfrau wischt…  
erwartet: den Boden 
unerwartet: die Augen 
anomal: die Wehnen 
Pseudowort: den Moser / die Auser 
Die Friseurin schneidet…  
erwartet: die Haare 
unerwartet: die Nägel 
anomal: die Beine 




Der Autor schreibt…  
erwartet: das Buch 
unerwartet: die Rede 
anomal: die Nacht 
Pseudowort: das Kurk / die Fahre 
Der Hirte hütet…  
erwartet: die Schafe 
unerwartet: das Bett 
anomal: das Spiel 
Pseudowort: die Sprate / das Lenn 
Der Arzt untersucht…  
erwartet: den Patienten 
unerwartet: den Sträfling 
anomal: den Planeten 
Pseudowort: den Bralene / den Scheschpilt 
Der Schreiner baut…  
erwartet: den Tisch 
unerwartet: den Turm 
anomal: den Wein 
Pseudowort: den Kirst / den Wurt 
Das Model präsentiert…  
erwartet: die Kleider 
unerwartet: das Gewehr 
anomal: den Donner 
Pseudowort: die Preilen / das Weseck 
Der Fußballer schießt…  
erwartet: das Tor 
unerwartet: das Reh 
anomal: den Ort 
Pseudowort: das Dott / das Kehl 
Der Gärtner verpflanzt…  
erwartet: die Bäume 
unerwartet: die Niere 
anomal: die Kerze 
Pseudowort: die Leure / die Lieme 
Der Bauer bestellt…  
erwartet: das Feld 
unerwartet: das Bier 
anomal: das Herz 
Pseudowort: das Kerg / das Piehl 
Der Küchenchef plant…  
erwartet: die Menüs 
unerwartet: das Spiel 
anomal: die Sonne 




Der Konditor verziert…  
erwartet: die Torte 
unerwartet: den Pokal 
anomal: den Krach 
Pseudowort: die Songe / den Ropan 
Der Kapitän steuert…  
erwartet: das Schiff 
unerwartet: das Auto 
anomal: den Nebel 
Pseudowort: das Strimm / das Aulo 
Der Torwart hält…  
erwartet: den Ball 
unerwartet: die Rede 
anomal: den Wind 
Pseudowort: den Rass / die Tere 
Der Gourmet genießt…  
erwartet: das Essen 
unerwartet: die Sicht 
anomal: die Rohre 
Pseudowort: das Egger / die Finch 
Der Pilot fliegt…  
erwartet: das Flugzeug 
unerwartet: den Drachen 
anomal: die Heizung 
Pseudowort: das Spukeul / den Plasa 
Der Poet schreibt…  
erwartet: die Gedichte 
unerwartet: die Rechnung 
anomal: die Scherben 
Pseudowort: die Ferinke / die Berkluk 
Die Marktfrau verkauft…  
erwartet: das Gemüse 
unerwartet: die Geräte 
anomal: die Heimat 
Pseudowort: das Behüge / die Reläge 
Die Kosmetikerin pflegt…  
erwartet: die Haut 
unerwartet: die Oma 
anomal: das Tal 
Pseudowort: die Bauss / die Ofa 
Die Laborantin untersucht…  
erwartet: die Proben 
unerwartet: das Gepäck 
anomal: die Reisen 




Der Feuerwehrmann löscht…  
erwartet: den Brand 
unerwartet: das Licht 
anomal: die Milch 
Pseudowort: den Flast / das Misch 
Die Hebamme holt…  
erwartet: die Babies 
unerwartet: die Zeitung 
anomal: die Wälder 
Pseudowort: die Rasin / die Leinurk 
Der Journalist schreibt…  
erwartet: den Artikel 
unerwartet: die Briefe 
anomal: das Futter 
Pseudowort: den Angiten / die Pliere 
Der Dealer verkauft…  
erwartet: die Drogen 
unerwartet: das Ticket 
anomal: die Ferien 
Pseudowort: die Bloke / das Pistel 
Der Architekt entwirft…  
erwartet: das Haus 
unerwartet: die Mode 
anomal: das Tier 
Pseudowort: das Laum / die Nome 
Der Wirt zapft…  
erwartet: das Bier 
unerwartet: das Benzin 
anomal: das Boot 
Pseudowort: das Piehl / das Gestier 
Der Juwelier verkauft…  
erwartet: den Schmuck 
unerwartet: das Obst 
anomal: den Sturm 
Pseudowort: den Strugen / das Ompf 
Der Pastor tauft…  
erwartet: die Kinder 
unerwartet: das Schiff 
anomal: den Schirm 
Pseudowort: die Filken / das Striss 
Der Bürgermeister verwaltet…  
erwartet: die Stadt 
unerwartet: das Erbe 
anomal: den Text 




Die Masseurin knetet…  
erwartet: die Muskeln 
unerwartet: den Teig 
anomal: den Saft 
Pseudowort: die Burgist / den Peik 
Der Chauffeur fährt…  
erwartet: den Wagen 
unerwartet: den Bagger 
anomal: den Karton 
Pseudowort: den Fakel / den Garell 
Die Bibliothekarin sortiert…  
erwartet: die Bücher 
unerwartet: den Abfall 
anomal: den Hunger 
Pseudowort: die Kürgel / den Aspatt 
Der Direktor leitet…  
erwartet: die Schule 
unerwartet: die Reise 
anomal: den Gummi 
Pseudowort: die Schprune / die Seire 
Der Winzer presst…  
erwartet: die Trauben 
unerwartet: die Blätter 
anomal: die Lieder 
Pseudowort: die Plausen / die Kretten 
Der Maler streicht…  
erwartet: die Wände 
unerwartet: die Flüge 
anomal: die Biene 
Pseudowort: die Relte / die Krüse 
Der Mönch liest…  
erwartet: die Bibel 
unerwartet: die Post 
anomal: den Stau 
Pseudowort: die Siegen / die Loms 
Der Industrielle verdient…  
erwartet: das Geld 
unerwartet: das Lob 
anomal: den Pol 
Pseudowort: das Mest / das Nohl 
Der Müller wiegt…  
erwartet: das Mehl 
unerwartet: das Kind 
anomal: das Haus 




Die Floristin bindet…  
erwartet: die Sträuße 
unerwartet: die Krawatte 
anomal: die Gebäude 
Pseudowort: die Scheule / die Starasse 
Der Matrose schrubbt…  
erwartet: das Deck 
unerwartet: die Haut 
anomal: das Gras 
Pseudowort: das Benk / die Pautz 
Der Wilderer stellt…  
erwartet: die Falle 
unerwartet: die Frage 
anomal: die Töne 
Pseudowort: die Dasse / die Plate 
Der Sanitäter versorgt…  
erwartet: die Verletzten 
unerwartet: die Familie 
anomal: die Minute 
Pseudowort: die Regrescher / die Manisie 
Die Königin beherrscht…  
erwartet: das Reich 
unerwartet: den Markt 
anomal: den Fleck 
Pseudowort: das Feils / den Gark 
Der Pirat überfällt…  
erwartet: das Schiff 
unerwartet: die Bank 
anomal: den Pelz 
Pseudowort: das Spriss / die Fank 
Der Jäger schießt…  
erwartet: die Hasen 
unerwartet: die Tore 
anomal: die Musik 
Pseudowort: die Baga / die Mone 
Der Athlet treibt…  
erwartet: den Sport 
unerwartet: den Handel 
anomal: den Regen 
Pseudowort: den Pronk / den Fanta 
Der Portier öffnet…  
erwartet: die Türe 
unerwartet: die Akte 
anomal: die Wand 
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