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Abstract—In Bitcoin entity classification, results are strongly
conditioned by the ground-truth dataset, especially when ap-
plying supervised machine learning approaches. However, these
ground-truth datasets are frequently affected by significant
class imbalance as generally they contain much more infor-
mation regarding legal services (Exchange, Gambling), than
regarding services that may be related to illicit activities
(Mixer, Service). Class imbalance increases the complexity of
applying machine learning techniques and reduces the quality
of classification results, especially for underrepresented, but
critical classes.
In this paper, we propose to address this problem by using
Generative Adversarial Networks (GANs) for Bitcoin data
augmentation as GANs recently have shown promising results
in the domain of image classification. However, there is no
“one-fits-all” GAN solution that works for every scenario.
In fact, setting GAN training parameters is non-trivial and
heavily affects the quality of the generated synthetic data.
We therefore evaluate how GAN parameters such as the
optimization function, the size of the dataset and the chosen
batch size affect GAN implementation for one underrepresented
entity class (Mining Pool) and demonstrate how a “good” GAN
configuration can be obtained that achieves high similarity
between synthetically generated and real Bitcoin address data.
To the best of our knowledge, this is the first study presenting
GANs as a valid tool for generating synthetic address data for
data augmentation in Bitcoin entity classification.
Index Terms—Generative Adversarial Network, class imbal-
ance, data augmentation, Bitcoin classifier, address behaviour
I. INTRODUCTION
Bitcoin (or BTC) is a cryptocurrency
based on a publicly shared ledger called
blockchain [23]. All transactions are stored
in blocks of the blockchain that cannot be
manipulated or changed [4]. The access to
this information is free for each user be-
longing to the Bitcoin network, while Bit-
coin user identity is protected by anonymity.
Decreasing anonymity in the Bitcoin net-
work has become a challenge when trying
to discover new entities in the network [11],
or when aiming to detect entities related
to illicit or abnormal activities in order to
improve the trustworthiness within the net-
work.
For Bitcoin entity classification, results
are strongly conditioned by the ground-truth
dataset, especially when using supervised
machine learning approaches. Usually, pub-
lic datasets or data generated by scraping
forums and web-sites are used. Neverthe-
less, due to the complexity of the Bitcoin
network and its anonymity policy, these
datasets are typically characterized by heav-
ily imbalanced classes of Bitcoin entities
- with some classes being highly under-
represented compared to others. Such class
imbalance affects the quality of a learning
system because, once trained using imbal-
anced classes, learning algorithms are con-
ditioned to resolve complicated classifica-
tion problems based on a skewed class dis-
tribution and thus fail to detect underrepre-
sented classes well [6].
The class imbalance problem becomes
even more relevant for restricted datasets for
which it is difficult to detect and add new
information, such as the Bitcoin blockchain.
In fact, there is generally much more infor-
mation available pertaining to legal services
that do not need to obscure their information
(such as Exchanges or legal Markets) than
for entities that intend to mask the traces
of their services (such as Mixers or Ran-
somware), which are often related to illicit
activities. This calls for novel approaches
that can augment the dataset of such crit-
ical services with synthetically created in-
stances, ultimately aiming to improve clas-
sification results. The most common tech-
nique currently adopted to address the im-
balance problem is to not consider certain
classes [33], or to apply various types of
sampling methods, like over-sampling for
the least represented classes [11] or under-
sampling for the most represented ones [18].
To the best of our knowledge, this is the
first work that addresses Bitcoin class im-
balance by introducing address data aug-
mentation using generative adversarial net-
works (GANs). The key idea behind GANs
is to create synthetic data that cannot be
distinguished from real data. The “adver-
sarial” aspect is introduced by using two
algorithms/networks working against each
other in order to improve their ability to
learn and reproduce a real input dataset. The
potential to learn and copy almost every
dataset distribution has led researchers to
apply GANs predominantly in the domain
of image processing. Further, GANs can
work with multi-modal outputs and can be
trained to predict missing data [9].
Here, these concepts are leveraged in or-
der to take a step forward towards resolving
the imbalance problem related to Bitcoin
entity classification. Setting GAN training
parameters is non-trivial and heavily affects
the quality of the generated synthetic data
[9]. Therefore, the aim of this paper is to
study how GAN configuration parameters
affect the produced synthetic data and which
configuration should be used for achieving
”best” data augmentation i.e. for generat-
ing synthetic data as similar as possible
to real data. To investigate the impact of
GAN configurations, several tests changing
three important GAN parameters were car-
ried out: the optimizer function, the size of
the real input dataset and the batch size.
In this manner, we were able to evaluate
how each variable affects the training and
the generation phase. Moreover, we present
how a “good” GAN configuration can be
obtained that allows for efficient generation
of synthetic address data.
The initial Bitcoin blockchain dataset used
in this work was composed by entities from
6 distinct Bitcoin classes: Exchange, Gam-
bling, Marketplace, Mining Pool, Mixer and
Service. Here, our experiments are predom-
inantly focused on one critical Bitcoin class
- the one that presented with the small-
est number of samples in the address be-
havioural dataset - the Mining Pool.
The rest of the paper is organized as
follows. Section II describes related work.
Section III introduces GAN concepts and
how they were implemented in this paper.
Section IV shows an overview of the used
datasets and presents our experiments. Sec-
tion V describes the obtained results and
finally, in Section VI, we draw conclusions
and provide guidelines for future work.
II. RELATED WORK
A. Bitcoin entity recognition and class imbalance problem
To date, analysis of the Bitcoin network
is predominantly focused on entity classi-
fication with the aim of detecting illicit or
abnormal activities and relating them with
cyber-security threats. However, often there
is only little information available regarding
certain actors of the Bitcoin network and
critical classes are underrepresented mak-
ing robust classification of all known en-
tities difficult. Generally, imbalanced class
distributions are known to hinder classifier
learning [6].
Harlev et al. [11] applies a supervised ma-
chine learning algorithm to predict the type
of yet-unidentified entities, resolving the
imbalance problem by using Synthetic Mi-
nority Over-Sampling Technique (SMOTE)
to over-sample underrepresented classes.
However, results show that the model strug-
gles with classes that have a low number of
samples. In [24], a single entity (exchange)
is detected by extracting features related to
the transaction directed hypergraph. In this
case, the authors randomly sample an equal
number of labeled and unlabeled addresses
for training and testing their model, repeat-
ing the process 10 times. Zola et al. [34]
implements a cascading machine learning
model to detect Bitcoin entities belonging
to 6 classes, but does not consider the un-
balance of the data. In [17], new features for
Bitcoin address classification are introduced
addressing the imbalance problem using
stratified random sampling. The best results
show a general increase in entity classifica-
tion except for two classes (Faucet and Mar-
ket). Liang et al. [16] present an algorithm
based on network representation learning
to train their address multi-classifiers with
imbalanced data. Bartoletti et al. [1] exper-
iment with several machine learning algo-
rithms to detect the Bitcoin Ponzi scheme
using two literature approaches to solve the
class imbalance problem: a cost-sensitive
[32] and a sampling-based approach [3].
Since GANs have recently shown very
promising results in the image processing
domain [30], we sought to investigate their
potential for solving the class imbalance
problem in Bitcoin entity classification by
generating additional synthetic data.
B. Generative Adversarial Network (GAN) applications
Generative Adversarial Networks (GANs)
are an approach of generative modelling
using deep learning methods such as con-
volutional neural networks (CNN). In [10],
the potential of a GAN estimation approach
is presented through a qualitative and quan-
titative evaluation of the generated samples.
The majority of GAN studies use images
as input data, for example, in [13] a new
training methodology for creating a GAN
that can generate realistic photographs of
human faces is presented. Minaee et al.
[21] presents a machine learning framework
based on GANs, which is able to generate
fingerprint images; while in [12], authors
investigate conditional adversarial networks
as a solution for the image-to-image trans-
lation problem transferring style from one
image to another. An interesting application
is presented in [25], where a model able
to transform detailed textual descriptions
of birds and flowers into images is imple-
mented.
Recently, GANs have been used to per-
form data augmentation as well. In [15] and
in [5], GANs, respectively the Imbalanced
Fusion GAN (IGAFN) and a conditional
version (cGAN), are designed to approxi-
mate the true data distribution and to gen-
erate data for the minority class of vari-
ous imbalanced datasets. In [19], the pre-
sented Balancing GAN (BAGAN) method-
ology aims to generate realistic minority-
class images, for example. In [28], a method
to generate synthetic abnormal magnetic
resonance images (MRI) with brain tumors
using a GAN approach is presented. Simi-
larly, Frid et al. [8] apply GANs to show that
a classifier trained with synthetic images of
liver lesions achieves better values of sensi-
tivity and specificity than a classifier imple-
mented with an imbalanced dataset. Other
examples include breast cancer classifica-
tion as shown in [31], where a conditional
GAN is implemented in order to synthesize
lesions from real mammogram images.
In the field of cyber-security, Merino et
al. [20] suggest that GANs are a viable
approach for improving cyber-attack intru-
sion detection systems. They generate new
cyber-attack data from existing data with the
goal of balancing the datasets.
Based on the promising results in the im-
age processing domain and - recently - in
other domains, we propose here to inves-
tigate how GANs can be applied to gener-
ate synthetic behavioural data of a specific,
typically underrepresented Bitcoin entity. In
particular, several GAN configurations are
tested in order to determine the parame-
ter setting that should be used to generate
”good” quality synthetic samples with high
similarity between synthetic and real data.
To the best of our knowledge, this is the
first work that explores the use of GANs for
Bitcoin data augmentation.
III. METHODOLOGY
A. GAN overview
Generative modelling is an unsupervised
learning task in the field of machine learning
introduced by [10]. A GAN is composed of
two networks that compete with each other,
thereby increasing their ability to learn from
each other. The aim of GANs is to discover
and learn regularities and patterns present in
input data and generate new synthetic sam-
ples with high similarity to the original/real
dataset.
A GAN is composed by two concurrent
neural networks: a Generator (G) and a Dis-
criminator (D). The task of the first network
G is to generate synthetic samples while the
second one D evaluates their authenticity. In
particular, a generative model G captures the
input data distribution, and a discriminative
model D estimates the probability that a
sample came from the training data rather
than from G. This procedure is repeated for
a certain number of times, named epochs.
During each epoch, cost functions are cal-
culated, and according to these values the
weights of the two networks are changed.
The idea is to minimize discriminator mis-
takes increasing the similarity between the
synthetic (fake) and real (original) samples.
As introduced by Goodfellow et al. [10],
GAN training is characterized by a game
between two loss functions: one that in-
volves the discriminator D and the other
that involves the generator G. This problem
is typically represented as a min-max opti-
mization problem (Equation 1).
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)]
+ Ez∼pz(z)[log(1−D(G(z))]
(1)
During the training phase, using gradient
descent optimization, both G and D are
updated simultaneously through stochastic
gradient updates. Yet, this method could be
affected by several issues that can cause
non-convergence of the solution. Local min-
ima and saddle points, for example, can
stall the training and pathological curvature
can slow down training without finding the
solution. This problem has already been ad-
dressed by many authors [27], [22], [14],
where each one proposes and analyzes sev-
eral optimization functions. These studies
conclude that each scenario has its own suit-
able optimization function, and that there is
no “one-fits-all” solution that works in every
situation.
For the implementation of GANs in this
paper, we thus aimed to find a suitable GAN
configuration and compare two standard
optimization methods called Root Mean
Square Propagation (RMSProp) and Adap-
tative Moment Optimization (ADAM). Root
Mean Square Propagation tries to diminish
oscillations that can slow down the opti-
mization [29] and automatically adjusts the
learning rate - it is able to choose a dif-
ferent learning rate for each parameter. In
RMSProp, updates are done according to
Equation 2 [26].
νt = ανt−1 + (1− α) ∗ g2t
∆ωt = − η√
νt + ǫ
∗ gt
ωt+1 = ωt +∆ωt
η : Initial Learning rate
νt : Exp. Avg. of squares of gradients
gt : Gradient at time t along ω
j
α : Hyperparameter
(2)
In Equation 2, νt represents the exponen-
tial average of the square of the gradient.
The exponential average is useful as it helps
weigh more recent gradient updates more
than the less recent ones. Then, step size
∆ωt is calculated, moving in the direction of
the gradient. This step size is affected by the
exponential average and two parameters η
(Initial Learning rate) and ǫ. Finally, the step
(ωt+1) is updated. The α hyperparameter is
typically chosen to be 0.9 and ǫ is chosen to
be 1e−10.
ADAMwas introduced for the first time in
[14] and, similar to RMSProp, has the aim
to diminish oscillations during the gradient
descent process. However, ADAM also ac-
celerates the optimization in the direction of
the minimum.
Equation 2 and Equation 3, show the simi-
larity between RMSProp and ADAM. How-
ever, for ADAM (Equation 3), an additional
equation is considered and the step size
computation has a small variation. The addi-
tional equation is the exponential average of
gradients. This equation tries to avoid zig-
zag directions. ADAM computes step size
by multiplying the exponential average of
the gradient as well. Regarding the hyper-
parameters, β1 is typically chosen to be 0.9,
β2 is kept around 0.999 and ǫ is chosen to
be 1e−10.
For training the GAN, it is important fix
the size of the initial dataset and choose the
size of the batch. This batch size, in fact,
represents the number of elements of the
real dataset and the synthetic dataset used at
once to update the weight of the generator
and discriminator network [9].
B. GAN implementation
The aim of this study is to determine
the adequate configuration of a GAN able
to recreate synthetic Bitcoin address be-
haviour. The proposed approach may be
used to resolve Bitcoin class imbalance
problems for improved entity classification.
As described in Section III-A, the GAN
is composed of two networks. For the pur-
pose of this study, a neural network with
three hidden layers was used as generator
G. In particular, each layer was composed
by respectively 512, 256 and 128 neurons,
all using the Rectified Linear Unit (ReLu)
activation function. For the discriminator D,
a neural network with three hidden layers
was implemented. Each layer was created
by respectively 256, 512 and 256 neurons.
νt = β1 ∗ νt−1 + (1− β1) ∗ gt
st = β2 ∗ st−1 + (1− β2) ∗ g2t
∆ωt = −η νt√
st + ǫ
∗ gt
ωt+1 = ωt +∆ωt
η : Initial Learning rate
νt : Exp. Avg. of gradients along ωj
st : Exp. Avg. of squares of gradients alongωj
gt : Gradient at time t along ω
j
β1, β2 : Hyperparameters
(3)
The objective of the two networks during
the training phase is to optimize and min-
imize the generation loss and the discrim-
ination loss as explained in Section III-A.
The tested optimization functions were RM-
SProp and ADAM. Both of the functions
were configured with equal learning rate
(0.001).
In order to improve the GAN learning
skills, each feature belonging to the original
input dataset was normalized. This normal-
ization allowed us to limit all feature dis-
tributions in the range of 0 to 1. For each
feature, the maximum and minimum were
computed and Equation 4 was applied.
Xnorm =
x−Xmin
Xmax −Xmin (4)
When the training phase starts, in each
epoch, a set of N samples coming from
a random normal distribution were used as
input to G in order to create a first version of
synthetic samples. In our implementation,
we decided to keep the N input values fixed
and equal to 100. Once the synthetic sam-
ples were generated, D was trained in order
to distinguish the synthetic samples and the
real samples. D was trained with a labelled
dataset composed of 2xM elements:M syn-
thetic data with the 0−label andM real data
with the 1 − label. During training, each T
epochs, the process was stopped in order to
evaluate the respective solution. Only if the
solution satisfied the conditions indicated in
Algorithm 1, the training was stopped. For
our purposes, T was chosen equal to 1, 000
epochs.
As indicated in Algorithm 1, during eval-
uation, G creates a set of M synthetic sam-
ples G(N,M) that subsequently was used
as input for the discriminator D(Z). Once
D finished the classification, the number of
synthetic samples detected as real samples
with an accuracy greater than a threshold
value (thr1) was normalized. This operation
is reflected in Algorithm 1 by count(C >
thr1) / len(C), where thr1 was fixed to
0.90. This test was repeated n (5) times
and the training process was stopped if in
each of the 5 tests the number of samples
with accuracy higher than thr1 was more
than 90% of the population (thr2 = 0.90). If
this condition was not verified, the GAN re-
sumed training until the next test (in 1, 000
epochs).
Algorithm 1: GAN evaluation phase
epoch = 0;
training GAN ;
epoch = epoch+ 1;
if epoch % T == 0 then
test = 0 ;
accuracy = 0 ;
for i=0 to n do
Z = G(N,M) ;
C = D(Z) ;
accuracy = count(C > thr1) / len(C) ;
if accuracy > thr2 then
test = test + 1;
end
end
if test == n then
exit training;
else
resume training;
end
end
G = Generator network
D = Discriminator network
N = 100 (size of input Gaussian samples)
M = batch size
T = 1, 000 (epochs for test)
n = 5 (number of the test repetition)
thr1 = 0.90 (threshold for synth. classification)
thr2 = 0.90 (threshold for similarity real/synth.)
IV. EXPERIMENTAL FRAMEWORK
A. Blockchain data
The first step was to extract a Bitcoin
address dataset from the Bitcoin mainnet1.
The whole blockchain was downloaded,
from the beginning until block number
570,000, corresponding to blocks mined un-
til April 3rd 2019, 09:20:08 AM. The Bit-
coin blockchain data were downloaded us-
ing the Bitcoin Core2.
The second dataset used in our analysis
was obtained from WalletExplorer3. This
platform represents a database where in-
formation about known entities and their
1https://bitcoin.org/en/glossary/mainnet
2https://bitcoin.org/en/download
3https://www.walletexplorer.com/
related addresses are stored. This database
is continuously updated and has been used
as a “ground truth” for many Bitcoin-related
studies, such as [2], [33], [24]. Here, Wallet-
Explorer data were divided into six classes:
• Exchange: entities that allow their cus-
tomers to trade among cryptocurrencies
or to change cryptos for fiat currencies
(or vice-versa);
• Gambling: entities that offer gambling
services based on Bitcoin currency
(casino, betting, roulette, etc.);
• Mining Pool: entities composed of a
group of miners that work together shar-
ing their resources in order to reduce the
volatility of their returns;
• Mixer: entities that offer a service to
obscure the traceability of their clients’
transactions;
• Marketplace: entities allowing to buy
any kind of goods or services using
cryptocurrencies. Some of them poten-
tially related to illicit activities [7];
• Service: entities that allow users to lend
Bitcoins and passively earn interests, or
allow them to request a loan.
Class
# Address
WalletExplorer
# Entity
WalletExplorer
Exchange 9,947,450 144
Gambling 3,050,899 76
Marketplace 2,349,111 20
Mining Pool 85,887 27
Mixer 475,781 37
Service 250,788 23
Total 16,159,916 327
TABLE I: Overview of used WalletExplorer data
As shown in Table I, 327 different enti-
ties and more than 16, 000, 000 addresses
were downloaded from WalletExplorer. The
WalletExplorer data were combined with
the whole blockchain in order to restrict
the following analyses to properly labelled
data only. This new, labelled ”ground truth”
dataset allowed us to create the Bitcoin
address dataset and implement supervised
machine learning based on known data.
Following indications provided in [34],
features related to each distinct addresses
were extracted from the Bitcoin address
dataset. The created address dataframe was
composed of 7 features: the number of
transactions in which a certain address was
detected as receiver/sender, the amount of
BTC received/sent from/to this address, the
balance, uniqueness (if this address was
used in one transaction only) and the num-
ber of siblings.
Fig. 1: Address Classifier (AC) schema
We then split the address dataframe into
two parts, as indicated in Figure 1 - the
train and test dataset with a proportion of
50/50 keeping class distributions unchanged
(stratified). The training set was used to train
a machine learning model based on a Ran-
dom Forest classifier creating our baseline
classifier, called Address Classifier (AC).
Then, the testing set was used to compute a
first evaluation of how the baseline classifier
trained with real data predicts the entity
classes related to a certain address, as shown
in Figure 1.
Table II shows a summary of accuracy,
f1-score and number of real samples used
for testing the baseline model (AC). The
created AC model yielded generally higher
Class
Accuracy
%
F1-score
Number of
testing samples
Exchange 97.44 0.96 4,975,431
Gambling 87.61 0.90 1,523,652
Marketplace 96.46 0.98 1,174,643
Mining Pool 74.16 0.81 42,622
Mixer 79.32 0.82 238,056
Service 65.68 0.73 125,257
Total 8,079,661
TABLE II: Address dataframe: obtained testing accuracy
with real data
accuracies for detecting samples belonging
to the most populated classes. In fact, the
Exchange and Marketplace classes were de-
tected with an accuracy over 96%, while
the Service class (having overall the fewest
number of samples) was detected with
65.68% accuracy only. Table II highlights
how underrepresented classes resulted in
overall weak classification results.
In this study, we conducted experiments
focusing only on the most underrepresented
class - the Mining Pool class - and tried
to generate respective synthetic samples for
data augmentation. We opted to consider
only the Mining Pool class as it represented
the “worst case” in terms of data due to its
few number of samples (distinct addresses).
The Mining Pool population was more than
100 times smaller than the Exchange pop-
ulation, and almost 3 times smaller than
the Service population, and was detected
with an accuracy of 74.16% by the baseline
classifier AC. Note that in the following
sections, each time we talk about a dataset
(or training dataset) we refer to a dataset
composed of Mining Pool samples only.
B. GAN experiments
The following experiment sought to inves-
tigate the effects of different GAN configu-
rations. The configuration for each test was
obtained by changing three relevant GAN
parameters: the optimization function, the
size of the input (ground-truth) dataset and
the batch size used for training the net-
work. The two optimization functions tested
in our setting were the Root Mean Square
Propagation (RMSProp) and the Adaptative
Moment (ADAM) as explained in Section
III-A.
The ground-truth dataset formed the actual
input of the GAN and represented a part of
the training dataset which was too big and
variable to be used entirely (> 42, 000).
In the following experiment, this dataset
was generated starting from the training
dataset considering Mining Pool samples
only, and was normalized as described in
Section III-B. In particular, three ground-
truth datasets were considered, each one
starting from row 0 of the Mining Pool
training dataset, respectively with 10, 000,
5, 000 and 1, 000 samples. For the batch
size, values of 400, 200, 100 and 50 samples
were chosen.
Fig. 2: Experimental schema for calculating confidence val-
ues, used as measure of similarity between synthetic and real
data
Each configuration was tested three times
in order to check the repeatability of the
respective configuration. According to these
pre-requisites, we generated 72 different
GANs, each one trained as explained in
Section III-B.
As the real dataset was composed of some
non-independent features, the 7 initial fea-
tures were reduced to 5, as explained in Sec-
tion IV-A. In fact, the total amount of BTC
received, the total amount of BTC sent and
the balance are non-independent variables,
so we decided to train the GAN such that it
only learns two of them, while the third one
was calculated. Thereby, the GAN learned
the distribution of the amount of BTC re-
ceived and the balance, and the amount
of BTC sent was computed a-posteriori. In
the same way, the uniqueness and the total
received transactions are related, since one
address is unique (1) when it is used ex-
actly once for receiving money, otherwise
is not unique (0). Following this rule, the
total received transaction was used to train
the GAN, and the uniqueness values was
computed a-posteriori.
For each implementation, the number of
epochs needed to train the GAN, the accu-
racy from D and the confidence value gen-
erated from the baseline classifier AC were
calculated, as shown in Figure 2. The con-
fidence value represents the accuracy cal-
culated via the baseline classifier, and was
used here as a metric for similarity between
synthetic and real samples. The accuracy
from D shows the GAN’s ability to cheat
the discriminator D, while the confidence
value evaluates the quality of the generated
samples during the classification. In order
to compute the confidence value, 10, 000
synthetic samples were generated from each
GAN after training. Then, these samples
were de-normalized. In fact, G learned to
create a distribution in the range of 0-
1, as explained in Section III-B. This de-
normalization was done by inverting Equa-
tion 4 for each feature value. In this man-
ner, the 0-1 distribution was expanded to
the real range of the single feature. Once
the de-normalization was computed, the 2
dependent features were computed (total
amount of BTC sent and uniqueness), the
obtained dataset was used to feed the AC,
and to ultimately compute the confidence
value (Figure 2).
V. RESULTS
Figure 3 shows that the number of epochs
for training a GAN using the ADAM op-
timizer was generally less than 200, 000
epochs. More unstable results were gener-
ated for the RMSProp optimizer, where it
was not possible to establish a fixed range.
Moreover, in terms of training time, the RM-
SProp configuration showed low repeatibil-
ity, which was reflected by its high values of
standard deviation (Figure 3a). Meanwhile,
the ADAM optimizer presented high vari-
ability only for the combination of batch
size = 50 and dataset size = 5, 000, which
can be considered as an outlier (Figure 3b).
Generally, the GANs implemented with
the ADAM optimizer reached a solution
faster than the ones using the RMSProp
optimizer, no matter what values of batch
size and dataset size were chosen, as shown
in Figure 3.
Dataset
10,000
Dataset
5,000
Dataset
1,000
# Test set
Batch
size
Acc.
D
Acc.
AC
Acc.
D
Acc.
AC
Acc.
D
Acc.
AC
1 400 1.0 0.48 0.99 0.03 1.0 0.95
2 400 1.0 0.23 1.0 0.08 0.99 0.44
3 400 0.92 0.06 0.96 0.13 0.97 0.63
1 200 1.0 0.07 1.0 0.23 1.0 0.18
2 200 1.0 0.07 0.99 0.56 1.0 0.12
3 200 1.0 0.09 1.0 0.04 1.0 0.26
1 100 1.0 0.06 1.0 0.07 1.0 0.08
2 100 1.0 0.09 0.99 0.04 1.0 0.13
3 100 0.98 0.08 1.0 0.73 1.0 0.13
1 50 0.97 0.13 0.99 0.01 1.0 0.04
2 50 1.0 0.86 1.0 0.01 1.0 0.06
3 50 1.0 0.12 0.95 0.14 0.92 0.05
TABLE III: Comparison between the accuracy computed by
the discriminator D and the respective accuracy from the
AC classifier fed with 10,000 samples generated from GANs
with RMSProp optimizer
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1,
00
0
RMSProp optimization
Dataset 10,000
Dataset 5,000
Dataset 1,000
(a) Epoch average for training GANs with
RMSProp optimization function
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(b) Epoch average for training GANs with
ADAM optimization function
Fig. 3: Epoch average and variance with respect to batch size
in training GAN
Dataset
10,000
Dataset
5,000
Dataset
1,000
# Test set
Batch
size
Acc.
D
Acc.
AC
Acc.
D
Acc.
AC
Acc.
D
Acc.
AC
1 400 0.99 0.05 0.91 0.57 1.0 0.77
2 400 0.97 0.03 0.99 0.18 0.98 0.98
3 400 1.0 0.40 0.95 0.86 0.98 0.60
1 200 0.95 0.34 0.94 0.13 0.99 0.74
2 200 0.99 0.32 0.94 0.79 1.0 0.54
3 200 1.0 0.21 1.0 0.63 0.99 0.66
1 100 1.0 0.13 0.93 0.36 0.95 0.67
2 100 1.0 0.52 0.91 0.13 1.0 0.57
3 100 0.93 0.06 0.95 0.32 0.98 0.87
1 50 0.93 0.20 1.0 0.03 0.91 0.09
2 50 1.0 0.06 1.0 0.01 1.0 0.06
3 50 0.98 0.16 0.98 0.06 1.0 0.12
TABLE IV: Comparison between the accuracy computed
from the discriminator D and the respective accuracy from
the AC classifier fed with 10,000 samples generated from
GANs with ADAM optimizer
Table III shows the discriminator D ac-
curacy and the baseline AC accuracy com-
puted based on an input of 10, 000 sam-
ples generated by each configuration of
GANs that use RMSProp, whereas Table
IV shows classification results of 10, 000
samples generated by GANs implemented
using the ADAM optimizer.
It is evident from Table III that although
RMSprop implementations presented high
values of discriminator D accuracy, they
showed generally poor confidence values
computed with the baseline classifier (AC)
based on real data. This situation is high-
lighted in Figure 4a-4c, which shows that
the similarity between the generated syn-
thetic data and the real data used for training
AC is very low. In fact, Figure 4a-4c shows
only a few high values but with low repeat-
ibility. The best configuration for the RM-
SProp optimizer was obtained with dataset
size = 1, 000 and batch size = 400, reaching
confidence values of 0.95, 0.44 and 0.63
(respectively with discriminator D accuracy
of 1.0, 0.99 and 0.97).
Figure 4d-4f highlights the benefit of us-
ing the ADAM classifier. In fact, in this case,
more solutions presented high confidence
values and good repeateability. From Fig-
ure 4d-4f it becomes clear that the dataset
size was crucial - the solutions with the
best confidence values were obtained with a
small dataset size (1, 000). For the ADAM
implementation, the configuration that en-
sured high accuracy and repeateability was
obtained with the same configuration that
achieved best results for RMSProp (dataset
size = 1, 000 and batch size = 400). With
these settings, the GAN showed respectively
0.77, 0.98 and 0.60 for AC accuracy, and
1.0, 0.98 and 0.98 for discriminator D ac-
curacy.
It is to be noted that there seemed to be
a relation between the number of training
epochs and the result with the best con-
fidence values. In Figure 3, the best con-
figuration with RMSProp was obtained by
training the model in about 500, 000 epochs,
meanwhile for the ADAM optimizer, the
best configuration was achieved with only
150, 000 epochs, which is more than 3.3
times faster. The number of training epochs
for the best ADAM configuration repre-
sented also the lowest value among the
ADAM configurations with the same batch
size.
VI. CONCLUSIONS AND FUTURE WORK
This paper analyses how GAN configu-
ration parameters - optimizer function, size
of the dataset and batch size - affect the
training of a GAN able to generate synthetic
Bitcoin address samples for data augmenta-
tion. Our approach allowed us to determine
the best setting for the GAN, thus ensuring
high similarity between synthetic and the
real samples of a critical Bitcoin class that
typically presents with few samples (Mining
Pool).
Our results showed that GANs imple-
mented with the ADAM optimizer found
solutions faster than GANs using the RM-
SProp optimizer. Moreover, GANs using the
ADAM optimizer presented high repeatibil-
ity in terms of training epochs and in terms
of confidence value (baseline model accu-
racy testing with synthetic data; our measure
for similarity between synthetic and real
data), which were used as a metric for simi-
larity between synthetic and real samples. It
is to be noted that decreasing the dataset size
for GANs with the ADAM optimizer helped
find solutions with high confidence values,
while smaller batch size negatively affected
confidence values.
Results of this study demonstrate that with
the correct configuration, GANs represent a
robust and efficient tool allowing for gen-
erating good synthetic data that is similar
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Fig. 4: Confidence values (measure for similarity between synthetic and real data) calculated with the baseline model AC
fed with 10, 000 synthetic samples from GANs. X-axis shows influence of dataset size; Y-axis shows influence of batch
size.
to real Bitcoin address data. In this way,
GANs could be used to resolve the im-
balance problem related to Bitcoin address
datasets. In future work, we aim to demon-
strate that the found settings generate high-
quality synthetic data for other classes that
are affected by the class imbalance prob-
lem (such as the Service and the Mixer)
as well. Ultimately, it will be interesting
to use these synthetic data to train a new
general classifier and test it with real data
across several classes in order to measure
the effect of Bitcoin data augmentation with
GANs. Based on our results, we expect
a significant improvement of classification
results for underrepresented classes, which
could eventually improve anomaly detection
within the Bitcoin network.
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