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L’analisi vibrazionale di fenomeni transienti a durata molto breve viene 
oggi  effettuata attraverso tecniche classiche basate sullo studio degli spettri e più 
in generale a mezzo varianti della Fast Fourier Transform (FFT). 
Il limite di queste tecniche è che sono applicabili a fenomeni vibrazionali 
periodici. La maggior parte dei fenomeni vibrazionali di origine meccanica 
oggetto della presente ricerca, che interessa vari  campi, non sono periodici.  
Per poter analizzare tali tipologie vibrazionali si ricorre, quindi,  ad un 
artificio numerico che presuppone che tali fenomeni siano lentamente variabili nel 
tempo oppure quasi-stazionari.  
Per fenomeni, però, di durata molto brevi, non è possibile applicare questa 
ipotesi di lavoro. 
L’obiettivo di questa ricerca è, quindi, lo studio, la messa a punto e la 
verifica di metodi e tecniche alternative di analisi che possano essere adoperate 
nelle condizioni appena descritte. 
Pertanto, per lo studio del sistema meccanico, sottoposto ad un eventuale 
monitoraggio,  si procederà, preliminarmente, con l'impiego di una tecnica di 
analisi dei fenomeni vibrazionali impulsivi attraverso la Trasformata Wavelet. 
Impiegata nell'analisi di fenomeni vibrazionali complessi, la Trasformata 
Wavelet viene distinta in Trasformata Wavelet Continua (CWT) e Discreta 
(DWT), e quest'ultima, in sistemi ridondanti discreti (frames) e basi wavelet 
ortonormali. 
È sufficiente ricordare che lo spazio in cui sono "ambientate" le wavelet è 
quello multidimensionale di Hilbert, cioè uno spazio pre-hilbertiano completo. Per 
i nostri fini lo spazio nR  soddisfa le proprietà di uno spazio di Hilbert, in esso, è 
stata definita, nel prosieguo della presente ricerca, una funzione particolare, 
adattativa, che costituisce un sistema ortonormale completo (base). Essa, al pari di 
quanto viene fatto dalle funzioni cosinusoidali a mezzo la trasformata 
trigonometrica di Fourier, ha permesso di studiare il fenomeno vibrazionale con 
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un’accuratezza, una risoluzione ed un’affidabilità a cui, attualmente, non è 
possibile pervenire con altri metodi. 
Inoltre, l’impiego della trasformata Wavelet, consente non soltanto la 
identificazione di eventuali "anomalie" (spike, transitori molto rapidi, istantanee 
variazioni di frequenza, ecc.) sempre presenti in fenomeni vibrazionali anomali, 
ma anche la loro esatta collocazione temporale.  
Nella presente ricerca, tale tecnica di analisi è stata integrata con altre 
tecniche ed idee che afferiscono alla teoria del caos. E ciò, sia perché qualsiasi 
sistema meccanico, in realtà, è non-lineare e sia per la particolare attitudine che 
tali sofisticati test diagnostici presentano nell’evidenziare l’evoluzione dinamica 
di sistemi rotanti (motori, ruote dentate, camme, ecc.) e di agevolare 
l’identificazione precoce di particolari eventi quali, ad esempio, la usura e/o 
rottura di alcuni componenti meccanici o di parti di essi. 
Infine, il ricorso all'analisi statistica multivariata dei dati (regressione, 
discriminante, fattoriale) condotta su particolari indicatori con cui verrà 
individuato il fenomeno vibrazionale, consentirà di classificare l’eventuale 
anomalia in esso presente. 
Nella prima parte della presente relazione di tesi sono stati esposti i 
presupposti matematici e statistici su cui poggiano le suddette teorie. Nella 
seconda parte sono stati approfonditi e sviluppati alcuni aspetti specifici 
soprattutto dal punto di vista metodologico. Nella terza parte sono state presentate 
alcune interessanti applicazioni nel campo meccanico che meglio di ogni altro 
possono dare un’idea di come è possibile sfruttare la potenza di elaborazione 
offerta dall’integrazione di queste due teorie. 
Lo svolgimento dell'attività scientifica ha avuto luogo in seno al gruppo 
afferente al Dipartimento di Meccanica ed Energetica della Facoltà di Ingegneria 
dell'Università degli Studi di Napoli, Federico II, sotto il tutoraggio del Prof. 
Vincenzo Niola ed il coordinamento del Prof. Fabio Bozza, ai quali va un sentito 
ringraziamento per la fiducia accordatami nello svolgimento del presente lavoro di 
ricerca nonché per i loro preziosi consigli. Infine, una particolare gratitudine va 
all'Ing. Vincenzo Avagliano per la pazienza, profesionalità e cura che ha profuso 
nell'approntamento del presente documento in formato digitale. 
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Introduzione 
Wavelet e caos deterministico 
 
Un segnale ovvero una serie numerica temporale ovvero una funzione 
analitica possono essere trasformati in un altro insieme numerico costituito da 
coefficienti wavelet ciascuno rappresentativo di una particolare frequenza 
corrispondente ad una scala prefissata. Tale tecnica di trasformazione fornisce una 
mappa molto utile se dobbiamo indagare le caratteristiche presenti  nel segnale 
vibrazionale d’origine.  
Monitorare un sistema dinamico non lineare significa prima di tutto 
individuarne le eventuali variazioni o meglio firme dinamiche che non possono 
essere ascritte ad eventi puramente aleatori. Indagare in tal senso, però, comporta 
un grosso problema metodologico: stabilire se quello che si sta osservando è 
dovuto al caso ovvero è determinato dal caos deterministico. Decidere in un senso 
o nell’altro non è cosa sempre facile e possibile. Obiettivo di fondo è quello di 
presentare una serie di metodi, ideati e verificati in occasione di questa ricerca, 
che possano aiutare i tecnici, i progettisti, i ricercatori ad orientarsi in questa terra 
di nessuno dove spesso le sfumature  sono molto labili. Il tentativo è stato, 
pertanto, quello di rappresentare anche con l’aiuto di modelli semplificati, 
deterministici o stocastici, i fenomeni che si presentano nei vari campi di 
applicazione dei sistemi meccanici complessi. 
A tal fine si è fatto ricorso a spazi funzionali nei quali fosse possibile 
introdurre basi funzionali che possano essere "traslate e scalate". 
Nella figura che segue è rappresentato l’effetto dell’operazione di 
discretizzazione temporale che si verifica ogniqualvolta si esegue una misurazione 
su di un sistema dinamico attraverso un qualsivoglia strumento (accelerometro, 
termocoppia, estensimetro, ecc.). Più alto è il tasso di campionamento (sampling 
rate) più informazioni si possono raccogliere nell’unità di tempo1.  
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Ugualmente la figura bene mette in evidenza l’ipotesi di costanza a tratti, 
relativamente all’ampiezza dell’intervallo temporale del segnale campionato. I 
metodi numerici presentano errori grandi quando vengono applicati per 
determinare soluzioni che cambiano rapidamente (ad esempio per la presenza di 
una sequenza di spike).    
Per tale ragione è utile campionare con tassi dell’ordine di 410 Hz, 
possibilmente con potenze naturali di base 2. 
Si osservi ancora che se si intendono indagare le variazioni che un sistema 
dinamico esibisce nel tempo (è il caso del monitoraggio), allora certamente, a 
meno di casi particolari, questo non può essere fatto adoperando metodi che si 
avvalgono di macro parametri, né tantomeno è praticabile la via che porta ad 
analisi stocastiche. Il campo di indagine di cui si tratta nella presente ricerca è 
rappresentato da minime variazioni dinamiche, molte volte costitute da brevi treni 
di spike che, il più delle volte, sono precursori di danni irreversibili di natura 
cineto-elasto-dinamica causati da usure, rotture, lesioni, fratture, ecc., di un 
componente del sistema meccanico monitorato  
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Essi, proprio perché sono precursori di potenziali gravi danni futuri, vanno 
immediatamente rilevati e, se possibile, classificati.  
Per fare ciò, però, si deve necessariamente spostare il campo di osservazione 
dalla bassa all’alta frequenza. È, infatti, in questo campo dello spettro di frequenza 
che si annidano gli spike che, per come si innescano, esibiscono piccole ampiezze 
ad alta frequenza.  
Allora, il problema è quello di poter impiegare metodi che consentano di 
rilevare tali spike e nello stesso tempo di distinguerli tra eventi aleatori ovvero 
caotici deterministici. 
Il primo problema, il rilevamento, può essere affrontato con l’impiego di 
opportune basi funzionali (trasformate wavelet). Il secondo, invece, è un po’ più 
complesso infatti occorre analizzare molto attentamente la sequenza numerica con 
metodi afferenti alla teoria del caos deterministico e con strumenti di analisi quali 
lo spazio delle fasi, l’embedding, la dimensione frattale, ecc. Da qui la necessità di 
integrare questi due stadi del processamento dei dati: trasformata wavelet e teoria 
del caos. 
Osserviamo che i fenomeni transitori e gli eventi rari (singolarità), sono 
sempre presenti nei segnali monodimensionali. Pertanto, la loro identificazione ha 
riscosso un interesse via via crescente in molti campi come la biomedicina, la 
geofisica, il riconoscimento del linguaggio, pattern recognition, ecc. Le 
metodologie proposte in tale ambito hanno fatto storicamente riferimento a 
modelli globali di segnale, ovvero alle proprietà analitiche di funzioni di una (1-
D) o due (2-D) variabili indipendenti scelte a rappresentare tali segnali.  Di 
conseguenza le procedure di identificazione hanno fatto ricorso a problemi di 
ottimizzazione di funzionali continui su spazi funzionali. Nella presente ricerca 
viene proposto un metodo basato su un processamento dei dati con wavelet con 
valori di scala decrescenti scelti in modo da filtrare il rumore ed evidenziare la 
presenza dei salti.  Sulla base quindi di un modello delle discontinuità e della 
parte regolare del segnale, le posizioni dei salti vengono identificate mediante una 
procedura ottima di stima che si potrebbe definire di massima verosimiglianza. 
 




La Trasformata Wavelet 
1.1 Introduzione 
 
La parola Wavelet, ondina, ha origine nei primi anni ottanta ed è dovuta a 
Morlet e Grossman che infatti usavano la parola francese ondelette - "piccola 
onda". Poco più tardi la parola venne convertita in inglese traducendo "onda" 
("onde" in francese) in "wave" - ottenendo Wavelet. 
Lo sviluppo delle Wavelet può essere collegato a diverse correnti di 
pensiero separate, che hanno origine dal lavoro di Haar all'inizio del ventesimo 
secolo. 
Contributi importanti alla teoria delle Wavelet si possono attribuire alla 
formulazione, da parte di Goupillaud, Grossman e Morlet di quella che ora è nota 
come CWT (1982), ai lavori preliminari di Strömberg sulle Wavelet discrete 
(1983), alle Wavelet ortogonali a supporto compatto di Daubechies (1988), alla 
struttura a multirisoluzione di Mallat (1989), all'interpretazione in tempo-
frequenza della CWT da parte di Delprat (1991), alla trasformata Wavelet 
armonica di Newland e molti altri ancora. 
La scomposizione Wavelet, di una funzione, è analoga alla scomposizione 
effettuata a mezzo Fourier. Pertanto il sistema che meglio si presta a questo 
confronto, sia per evidenziarne le analogie e sia per metterne in evidenza le 
specifiche differenze, è quello comunemente denominato sistema base di Haar. 
Esso consente di descrivere i concetti dell’analisi della multirisoluzione e di 
generalizzarli ad altri tipi di basi Wavelet. 
 
La Trasformata Wavelet 
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1.2 Considerazioni sulla trasformata trigonometrica discreta 
 di Fourier 
 
Di seguito verranno considerate soltanto funzioni reali definite 
nell'intervallo [ ],pi pi− + . In ogni caso, una funzione f definita su un intervallo 
generico [ ],a b , può sempre essere ricondotta nell’intervallo [ ],pi pi− + . 
Poiché le basi funzionali trigonometriche adoperate, seno e coseno, sono 
definite in tutto R  ed hanno periodo 2pi , la scomposizione a mezzo trasformata 
discreta di Fourier (DFT) può essere pensata estesa  a tutto R  ovvero al solo 
intervallo [ ],pi pi− + .  
Ricordiamo che, una funzione appartiene allo spazio delle funzioni 





dxxf )(2  
 
ciò significa anche che la funzione è ad energia finita. 
In generale, definiamo l’energia associata al segnale ( )f x come 
 





purché l’integrale risulti convergente (cioè ( )f xE < ∞ ) . La definizione di 
energia, benché meno intuitiva, viene banalmente estesa anche ai segnali a tempo 
discreto come segue 
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Per tutti i segnali fisici (cioè effettivamente osservabili), l’integrale (o la 
sommatoria) che definisce l’energia risulta convergente, poiché ogni segnale 
proveniente da un sistema fisico reale è ad energia finita. 
Per la maggior parte dei problemi pratici è sufficiente che siano soddisfatte 
le seguenti condizioni, dette "condizioni di Dirichlet": 
 
- ogni funzione f  oltre che periodica di periodo T deve essere univoca; 
- in ogni periodo T  la funzione f  deve avere al massimo un numero finito 
di massimi e minimi ed un numero finito di punti di discontinuità e di 
punti all’infinito. 
 
La scomposizione a mezzo trasformata di Fourier può essere espressa come 
una somma di infinite funzioni trascendenti, dilatate/compresse (a frequenza 










jj jxbjxaaxf  (1.1) 
 
per appropriati valori dei coefficienti { }0 1 1, , ,a a b K . 





1( ) cos( ) sin( ) 0
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∑∫ . (1.2) 
 
A tal proposito osserviamo che è possibile che la scomposizione di Fourier 
differisca dalla (1.2) nel caso f presenti un numero finito di punti di discontinuità 
all’infinito ed inoltre che la somma in (1.1) è intesa estesa all’infinito, ma una 
funzione può essere bene approssimata (in 2L ) da  una somma finita di termini: 
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 Nel caso che la funzione sia ad energia finita, cioè [ ]2 ,f L pi pi∈ − . 















La rappresentazione in serie di Fourier è estremamente utile in 2L  in quanto, 
ogni funzione, può essere descritta tramite la composizione di funzioni molto 
semplici: seno e coseno. Questo è dovuto al fatto che il set di funzioni 




, forma una 
"base" (nel senso di quanto verrà definito in seguito) nello spazio in cui la 
funzione è definita: [ ]2 ,L pi pi− . Nella Fig. 1.1 che segue è ben visibile come 
l'incremento dell’indice j produce l’effetto da un lato di incrementare la frequenza 























































Fig. 1.1 - Andamento delle basi seno e coseno per j=0, 1, 2 in [ ],pi pi−  
 
La Fig. 1.2 mostra la capacità di ricostruzione della DFT applicata ad una 
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Fig. 1.2 - Un esempio di funzione e sua ricostruzione a mezzo DFT 
 
In Fig. 1.2 è riportato il processo di ricostruzione della (1.4), applicando la 
(1.3) per j=1, 2, 3. 
In particolare la Fig. 1.2 mostra la funzione originale e tre ricostruzioni di 
essa: all'incrementarsi del limite superiore J della somma in (1.3), più termini 
(armoniche) vengono inclusi nella ricostruzione, così che il risultato della somma 
fornisce una buona approssimazione della funzione (1.4). Naturalmente, anche 
questa buona ricostruzione della (1.4) può migliorare se si incrementa  J. 
Esaminando i coefficienti di Fourier riportati in Tab. 1.1, per prima cosa, 
notiamo che tutti i coefficienti jb  (corrispondenti alla base seno) sono pari a 
nullo. La ragione di ciò è che, nell’esempio, la funzione (1.4) è una funzione pari, 
pertanto il prodotto interno di  f con ciascuna delle funzioni dispari (seno) è zero. 
Continuando l’analisi della Tab. 1.1, notiamo che i coefficienti ja , relativi al 
coseno, di pedice pari sono pure uguali a zero (per 4≥j ) e che i coefficienti di 
pedice dispari,  dati da )/(2 2pija j = , decrescono rapidamente appena  j cresce.  
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0 3 4pi  - 5 2 25pi
 
0 
1 2 pi  0 6 0 0 
2 1 pi−  0 7 2 49pi
 
0 
3 ( )2 9pi  0 8 0 0 
4 0 0 9 2 81pi
 
0 
Tab. 1.1 - Coefficienti di Fourier per la funzione (1.4) 
 
Ciò sta a significare che molto del contenuto in frequenza, relativo alla 
funzione di questo esempio, è concentrata a basse frequenze, il che può essere 
anche visto nella ricostruzione riportata in Fig. 1.2. I coefficienti 0 1 2 3, , ,a a a a , 
presentano valori relativamente più grandi, cosicché la  ricostruzione della 
funzione (1.4) a mezzo la DFT rappresentata dalla (1.3) al livello j=3 appare già 
molto buona. Incrementando ancora J, l’approssimazione migliorerà sempre, nel 
senso della (1.2), ma la percentuale di miglioramento diverrà sempre minore. 
Notiamo che, pur se la funzione mostrata in Fig. 1.2, presenta delle 
discontinuità nelle sue derivate, la ricostruzione  a mezzo DFT converge su tutti i 
punti. In pratica questo significa che molte funzioni si possono ricostruire 
impiegando soltanto un numero limitato di coefficienti (o di componenti 
armoniche). 
I coefficienti ja  e jb  in un certo qual modo è come se "misurassero" il 
"contenuto in frequenza" della funzione f  al livello di "risoluzione" j. 
Inoltre, in corrispondenza dei punti di discontinuità, in base anche alla già 
richiamata condizione di Dirichlet (numero finito di punti di discontinuità), il 
segnale approssimante presenta delle leggere fluttuazioni (ripple) attorno al reale 
andamento del segnale  f. 
Per il segnale assegnato, indipendentemente dal numero di armoniche che si 
usano nella ricostruzione di f, si ottiene comunque un segnale approssimante che 
ha esattamente un valore massimo (nei pressi della discontinuità) pari a circa 
1.09a, avendo indicato con a l’ampiezza del segnale. Questo fatto è noto come 
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fenomeno di Gibbs, e la sua presenza fa intuire che la successione di funzioni 
{ }( )kf x  non converge uniformemente al segnale ( ).f x  
Ritorniamo al sistema base di Fourier, composto dalle funzioni trascendenti 
seno e coseno. Esso gode di una importante proprietà: è una base ortogonale.  
 
Definizione 1.1  Due funzioni [ ]baLff ,, 221 ∈  sono dette ortogonali se  il loro 
prodotto scalare è nullo, 0),( 21 =ff . 
 
La ortogonalità delle basi di Fourier può essere provata attraverso le 
proprietà presentate dalle funzioni seno e coseno 
 
0,(sin( ),sin( )) sin( )sin( )
, 0
m n









∫  , 
0,
(cos( )cos( )) cos( )cos( ) , 0
2 , 0
m n








= = = >

= =
∫  , 
(sin( ) cos( )) sin( )cos( ) 0, , 0mx nx mx nx dx m n
pi
pi−
= = ∀ ≥∫ . 
 
Segue una seconda definizione più generale. 
 
Definizione 1.2: Una sequenza di funzioni { }jf  è detta essere ortonormale 
se le { }jf  sono a coppia ortogonali ed inoltre jf j ∀= ,1  (3). 
 
Abbiamo verificato che il requisito di ortogonalità è oltremodo soddisfatto 
con le funzioni seno e coseno. 
                                                 
3
 La norma in 2L  di una funzione è definita essere: ∫== dxxffff )(,
2
, cioè nello spazio 
di Hilbert il prodotto scalare genera la funzione norma.  
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Inoltre, definendo 1( ) sin( )jg x jx
pi
= , 1, 2,j = K e 1( ) cos( )jh x jx
pi
= , 
1, 2,j = K nonché la funzione costante 
pi2
1
0 =h  su [ ]pipi ,−∈x , si rende 
l'insieme delle funzioni { }0 1 1, , ,h g h K  ortonormali. 
Tale normalizzazione ci consente di riscrivere la scomposizione (1.1) a 








jjjj xhhfxggfxhhfxf . (1.5) 
 
A tal proposito, un rapporto da considerare è quello che lega la 
determinazione dei coefficienti { }K,,, 110 baa  della (1.2) con le espressioni riportate 
nella (1.5). 
Infatti, i coefficienti di Fourier possono essere calcolati attraverso il 
prodotto interno (o prodotto scalare) della funzione f e delle corrispondenti basi 
funzionali (individuate dalle funzioni seno e coseno) 
 
 
1 1( ,cos( )) ( )cos( ) , 0,1, 2,ja f j f x j dx j
pi
pipi pi −
= ⋅ = ⋅ =∫ K (1.6) 
 
1 1( , ( )) ( )sin( ) , 1, 2,jb f sen j f x j dx j
pi
pipi pi −
= ⋅ = ⋅ =∫ K  . (1.7) 
 
Dimostriamo le (1.6) e (1.7) nel caso più generale esemplificato in Fig. 1.3, 
in cui  




Fig. 1.3 - Scomposizione vettoriale attraverso basi funzionali 
 





 tali che 21 vvs
rrr











dove 1c  e 2c  sono due costanti opportune da determinare. Verifichiamo che 
 






1 1 1 2 2 1 1 1 1 2 2 1( , ) ( , ) ( , ) ( , )s w c w c w w c w w c w w= + = +
r r r r r r r r r
. 
 




, il primo 
prodotto scalare risulterà uguale all’unità, mentre il secondo si annulla. 
La importanza della condizione di ortonormalità è stata bene messa in 
evidenza dalla precedente semplice dimostrazione vettoriale. 
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Definizione 1.3: Una sequenza di funzioni { }jf  è detta essere un sistema 
ortonormale completo (CONS) se: 
 
- { }jf  sono a coppie ortogonali;  
- jf j ∀= ,1 ; 
- la funzione ortogonale a ciascuna { }jf  è rappresentata dalla funzione zero. 
 
Quest’ultima proposizione la possiamo anche interpretare dicendo che ogni 
funzione 2 ( )f L R∈  può essere bene approssimata tramite una combinazione 
lineare delle sue basi (come lo è di fatto la (1.5) ). 
Oltre alle funzioni basi di Fourier, esistono anche altre funzioni che possono 
costituire un sistema ortonormale completo, secondo la Definizione 1.3 alcune 
forme polinomiali di Legendre ed, in particolare, le Wavelet.  
 
1.3 Funzioni a supporto compatto 
 
Sia ( )x t  una funzione, se consideriamo l’insieme dei punti in cui la 
funzione è diversa da zero, si chiama supporto di ( )x t  e lo indichiamo con 
supp( )x , la chiusura di tale insieme. 
Quindi supporto di una funzione x  è la chiusura dell’insieme dei punti dove 
la funzione è diversa da zero. 
Se Ω  è un insieme aperto allora il supporto è un insieme che deve essere 
contenuto in Ω , pertanto dovrà essere anche limitato. Ne consegue che poiché 
deve essere chiuso e limitato lo chiamiamo compatto. La totalità delle funzioni 
che presentano questa proprietà costituiscono uno spazio vettoriale. Notiamo che 
nella fascia che circonda il supporto la funzione è identicamente nulla.  
Questo insieme è in realtà un sottospazio vettoriale di 0C  che generalmente 
è indicato con ( )00C Ω   dove l’apice indica che la funzione è continua ed il pedice 
invece ci ricorda, che, in una fascia della frontiera, la funzione è identicamente 
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nulla. Tali insiemi si indicano anche con ( )0cC Ω  dove il pedice ci richiama alla 
memoria che sono funzioni a supporto compatto. 
Infine si dimostra che se ,u v  sono funzioni a supporto compatto allora 
anche u v+  è una funzione a supporto compatto. Ovviamente ,u v  avranno i loro 
rispettivi supporti. Si verifica anche che il supporto di u v+  è contenuto in uno 
dei due supporti. 
Analogamente moltiplicando per una costante una funzione a supporto 
compatto otteniamo ancora una funzione a supporto compatto. 
Infine ricordiamo che una funzione continua identicamente nulla nell’area al 
confine con il suo supporto, conserva la continuità anche delle sue derivate. 
Inoltre essa ha anche le derivate identicamente nulle. 
  
1.4 Il sistema base di Haar 
 
L'estensione dall'analisi di scomposizione a mezzo Fourier a quella a mezzo 
Wavelet  può avvenire attraverso lo studio della base costituita dalla funzione di 
Haar. Per la sua semplicità analitica, la funzione di Haar4 consente un approccio 
semplice e chiaro alle basi funzionali costituite dalle Wavelet. 
 
Essa è una funzione a supporto compatto5, rappresentata in Fig. 2.1, è 


























:)(ψ  (1.8) 
 
                                                 
4 Tale funzione è stata proposta nel 1909, epoca in cui non era ancora stata introdotta l’analisi 
Wavelet, dal matematico inglese Alfred Haar. 
5
 Ricordiamo che un sottoinsieme di nR è compatto se e solo se è chiuso e limitato. 
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Fig. 1.4 – Funzione Haar 
 
La funzione ψ  di Haar definita in precedenza, viene comunemente 
denominata Wavelet madre. 
Essa "genera" intere famiglie di Wavelet per mezzo di due operazioni: 
dilatazione/compressione diadica e traslazione intera. D’ora in poi indicheremo 
con "j"  l’indice di dilatazione/compressione e  con "k"  l’indice di traslazione. 
La funzione (1.8) in forma parametrica, si scrive come 
  
 Zkjkxjjkj ∈−= ,),2(2 2/, ψψ . (1.9) 
 
Da questo punto in poi, indicheremo, per brevità, indifferentemente con il 
termine Wavelet o semplicemente funzione, la funzione di Haar sopra definita. 
 
Analizziamo più in dettaglio il comportamento della (1.9) al variare di uno 
degli indici. In particolare  nella Tab. 1.2 è rappresentato il comportamento della 
Wavelet al variare del parametro k , fissato j=0. Notiamo che se k si incrementa, la 
Wavelet trasla verso destra, viceversa al decrescere di k la funzione trasla verso 
sinistra. In tale spostamento, la funzione rimane costante per quanto riguarda la 
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forma. L’ampiezza del supporto6 è pari ad 1. Il supporto invece varia passando da 
[ )0,  1 per k 0= , a [ )1,  2  per k 1=  e [ )1,  0−  per k 1= − . 
Il comportamento della funzione è quello di una compressione o di un 
allungamento se, questa  volta,  proviamo  a mantenere  costante il parametro 
k 0=  e poniamo j 1=  ovvero j 1= − . In questi ultimi casi l’ampiezza del supporto 
passa da 0.5  per j 1=  a 2  per j 1= − . Mentre il supporto varia da [ )0,  0.5  a 
[ )0,  2  rispettivamente per j 1=  e j 1= − . Pertanto una combinazione dei due 
parametri j e k comporterà sia traslazioni che compressioni o allungamenti della 
funzione.  
Tali proprietà risulteranno molto utili allorquando si tratterà di utilizzare tale 
funzione come base per scomporre una qualsiasi altra funzione. 
 
Funzione Supporto Amp. 
Supp. 
Shape 
( ) ( )0,0 x xψ ψ=  [ )0,  1  1 
 
( ) ( )0,1 1x xψ ψ= −  [ )1,  2  1 
 
                                                 
6
 Ricordiamo che supporto di una funzione definita in X R⊆  è l’intervallo in cui la funzione è 
diversa da zero: supp { }0)(::)( ≠∈= xfXxxf . 
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( ) ( )0, 1 1x xψ ψ− = +  [ )1,  0−  1 
 
( ) ( )1,0 2 2x xψ ψ=  [ )0,  0.5  0.5 
 







 [ )0,  2  2 
 
Tab. 1.2 – Proprietà della funzione di Haar 
 
 
Passiamo a dimostrare il seguente importante Teorema 
Teorema 1.1: L’insieme { }Zkjkj ∈,,,ψ  costituisce un sistema 
ortonormale completo in 2 ( )L R . 
Diagnostica avanzata in sistemi meccanici complessi 
 
 24 
Per stabilire il risultato del teorema, è necessario mostrare due condizioni: 
 
1. l’insieme { }Zkjkj ∈,,,ψ  è ortonormale; 
2. ogni funzione 2 ( )f L R∈  può essere approssimata arbitrariamente 
bene tramite una combinazione lineare delle { }Zkjkj ∈,,,ψ . 
 





∈∀= Zkjdxxkj ,,0)(,ψ . 
 
Per dimostrare la condizione (1), notiamo che il supporto della funzione 
Wavelet )(
,
xkjψ  è dato da 
 
),supp ( ) 2 , ( 1)2j jj k x k kψ − −= +  
 
e che l'ampiezza dell’intervallo è pari a j−2 . 
Dall’analisi anche della Tab. 2.1, notiamo che due Wavelets aventi lo stesso 
indice j ma differenti k non avranno mai un supporto che si sovrappone e perciò 
sono ortogonali. Se due Wavelets hanno differenti indici di dilatazione, diciamo 
jj <' ma uguali k, allora supp kj ,ψ  individua una regione in cui una delle due 
funzioni Wavelet è costante, così esse sono ancora ortogonali. Dal momento che 
Zkjkj ∈∀= ,,1,ψ , l’insieme è anche ortonormale. 
 
Per dimostrare la condizione (2), per prima cosa osserviamo che ogni 
funzione in 2 ( )L R  può essere approssimata per mezzo di una funzione avente il 
supporto compatto.  



















per 1J → ∞ , possiamo approssimare f arbitrariamente bene in 2 ( )L R  
scegliendo un intero 1J  opportunamente grande; la prima approssimazione di  f è 
così legata alla restrizione di  f sull'intervallo )1 12 , 2J J− , che può essere denotata 
come )1 12 , 2J Jf− . La prima approssimazione può essere ulteriormente approssimata 
da una funzione che è continua a tratti su tutti gli intervalli del tipo 
( ) )0 02 , 1 2J Jl l − +  dove l’intero 0J  è scelto grande tanto da rendere 
l’approssimazione buona quanto si vuole.  
Questa ricostruzione approssimata di una funzione per mezzo di una 
funzione continua a tratti è illustrata nella Fig. 1.5. Poiché queste ricostruzioni 
approssimate possono essere fatte per ogni funzione in 2 ( )L R , restringiamo 
l’attenzione su tali funzioni definite costanti a tratti con supporto compatto. 
 
 
Fig. 1.5 - Ricostruzione approssimata di una funzione per mezzo di una funzione 
continua a tratti 
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Omettiamo una dimostrazione rigorosa ed analitica del Teorema, in quanto 
ciò esula dagli obiettivi di questa relazione. 
Sia 0Jf  una funzione continua a tratti su intervalli di lunghezza 02 J− . 
Allora 0Jlf  rappresenterà il valore della funzione nell'intervallo 
0 02 , ( 1)2J Jl l− − +   
 
0 0 0 0( ) , 2 , ( 1)2J J J Jlf x f x l l− − = ∀ ∈ +  . 
 
E’ possibile scrivere 0Jf  come somma di due funzioni 
 
 
0 0 01 1J J Jf f g− −= +  (1.10) 
 
dove  0 1Jf −  rappresenta una approssimazione di 0Jf  nell’intervallo di 
lunghezza 0( 1)2 J− − , due volte più grande del primo 02 J−  . 
La funzione 10 −Jg , definita di dettaglio, rappresenta quella parte che deve 
essere aggiunta a quella di approssimazione 10 −Jf  per ottenere un affinamento 
della  0Jf . La scomposizione rappresentata dalla (1.10) è riportata nella Fig. 1.6. 
 
Fig. 1.6 – Scomposizione rappresentata dalla (1.10) 
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La funzione di approssimazione 10 −Jf  può a sua volta essere scomposta, 
ottenendo 
 
12211 000000 −−−−− ++=+= JJJJJJ ggfgff . 
 
Notiamo che 0 2Jf −  ha lo stesso supporto di 0Jf ma essa è continua a tratti su 
un intervallo più ampio: )0 0( 2) ( 2)2 , ( 1)2j jl l− − − − + .  
 




























j k j k
k
d f f x x k dxψ ψ
+
= = −∫ . (1.12) 
 
La posizione (1.12) tanto può essere scritta in quanto la funzione )(xψ è una 
base ortonormale. La (1.11) dimostra la condizione (2) e pertanto il teorema. 
 
Inoltre la (1.11) mette in evidenza una importante proprietà delle Wavelet, 
vale a dire l’analisi della multirisoluzione, discussa nel prossimo paragrafo. 
 
1.5 Analisi della multirisoluzione 
 
Consideriamo il rapporto: 87/7. Esso, in notazione decimale, può essere 
riscritto come: 12.4285714… 
Possiamo anche rappresentare il valore della frazione 87/7 come: 10; 12; 
12.4; 12.42…, dipendendo la scelta soltanto dal livello di accuratezza desiderato. 
La risoluzione tra 10 e 12 presenta una differenza di 2; tra 12 e 12.4 la differenza 
è di 0.2; tra 12.40 e 12.42 essa scende a 0.02 e così di seguito. Al pari della 
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Wavelet in cui il fattore di risoluzione varia di un fattore 2, nella rappresentazione 
della frazione 87/7 la risoluzione varia di un fattore 10.  Più si scende nel livello 
di dettaglio e minore è l’approssimazione. Viceversa se volessimo approssimare la 
frazione 87/7 di un fattore 100, perderemmo di vista il valore reale della frazione. 
Pertanto possiamo scrivere il valore della frazione 87/7 come ε+= 127/87  
(avendo indicato con ε  l’errore di approssimazione) o con notazione simbolica 
afferente alla potenza in base 10 
 
L+×+×+×+×+×= −−−− 43210 10510810210410127/87  
 



















=⇒+++= PP . 
 
Così come il nostro sistema di numerazione decimale permette di 
approssimare qualsiasi numero senza ridondanza e con la precisione desiderata, 
così l’analisi in multirisoluzione può fare lo stesso per un qualsiasi segnale, 
purché siano soddisfatte alcune condizioni. 
Per rendere questo argomento più rigoroso, definiamo una funzione nello 
spazio Ζ∈jV j , , tale che 
 
{ )}2 2( ) :       , ( 1)2 ,j jjV f L R f è continua a tratti su k k k− −= ∈ + ∈ Ζ . 
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Nella dimostrazione del Teorema 1.1, si è visto che ogni funzione 
2 ( )f L R∈  può essere approssimata da una funzione continua a tratti (Haar) e che, 
come j cresce, migliora la sua approssimazione in 2L .   
Questa approssimazione può essere scritta, secondo la (1.10), come somma 
della approssimazione grossolana 1−jf  ed una di dettaglio 1−jg . 
All'incrementarsi dell'indice j, la corrispondente ricostruzione passa da grossolana 
a fine.  Inoltre, ciascuna funzione di dettaglio, jg , può essere scritta come una 
combinazione lineare delle corrispondenti funzioni kj ,ψ . 
Al pari della (1.13), usando la notazione fP j  per denotare la "proiezione" 
di una funzione  f  sullo spazio jV  si ha:  
 
 
11 −− += jjj gPfP . (1.14) 
 
La funzione di dettaglio 1−jg  rappresenta il "residuo" (o errore ε ) tra due 
approssimazioni successive. Esso può essere scritto in termini di wavelet (dilatate 













∑+= ψψ . (1.15) 
 
dove   ⋅  rappresenta il prodotto scalare tra funzioni discrete. 
La sequenza degli spazi ( )
Ζ∈jjV  rappresenta un insieme di sottospazi di 
risoluzione crescente (al crescere di j). Ciascun sottospazio jV  consiste di 
funzioni che sono continue a tratti sugli intervalli di lunghezza esattamente doppia 
di quelli di 1−jV  (e metà della lunghezza per 1+jV ). 
Questa sequenza di sottospazi possiede le seguenti proprietà: 
 
1. KK 21012 VVVVV ⊂⊂⊂⊂⊂ −−   
2. { } 20 , ( )j j j jV V L R∈Ζ ∈Ζ∩ = ∪ =
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3. 1)2( +∈⋅⇔∈ jj VfVf  
4. Ζ∈∀∈−⋅⇒∈ kVkfVf ,)( 00 . 
 
In particolare, la terza proprietà mette in evidenza che ciascuno spazio jV  è 
una versione "scalata" dello spazio originale 0V .  
Il concetto dell’analisi in multirisoluzione ci porta ad affermare che 
allorquando ci sia una sequenza di spazi  jV  che soddisfa le quattro proprietà 
precedenti allora 
 
5. Esiste una funzione 0Vϕ ∈  tale che l’insieme 
 
( ){ }0, ,k k kϕ ϕ= ⋅ − ∈ Ζ  
 
costituisce una base ortonormale per 0V . Pertanto esiste una funzione ϕ  tale 
che la (1.12) è vera. Nel caso della funzione di Haar considerata è chiaro che si 
può scegliere perϕ  
 
 [ )0,1( ) ( )x I xϕ =  (1.16) 
 
dove )(⋅AI  è la funzione indicatore dell’insieme A. La funzione ϕ  è detta 
funzione di scaling poiché essa dilata e trasla le basi ortonormali per tutti gli spazi 
jV , che sono semplicemente versioni scalate di 0V .  
Poiché faremo largo uso di questa proprietà nel seguito, occorre una più 
rigorosa definizione 
 
Definizione 1.4: Sottospazi chiusi ( )
Ζ∈jjV  che soddisfano le proprietà 
( ) ( )1 5−  sopra richiamate formano una analisi multirisoluzione (MRA) in 2 ( )L R . 
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Se una funzione ϕ  può essere usata per formare spazi  
 
{ }Ζ∈= kspanV kjj ,,ϕ  
 
tale che ( )
Ζ∈jjV  costituisce una MRA, allora la funzione (scaling) ϕ  è detta 
generare una analisi multirisoluzione. 
 
1.6 La rappresentazione Wavelet 
 
Nell’esempio della funzione di Haar, è chiaro che la sequenza dei sottospazi 
( )
Ζ∈jjV  generata dalla funzione ϕ  definita in (1.16) soddisfa le proprietà ( ) ( )1 5−  
riportate in precedenza.  
La funzione Haar definita in (1.16), al pari della ψ , può essere espressa in 





2 (2 ),j jj k x k kϕ ϕ= − ∈ Ζ . (1.17) 
 
Essa definisce uno spazio jV , e, a sua volta, risulta essere uno span
7
, con 
l’insieme di funzioni { }Ζ∈kkj ,,ϕ , dello spazio jV . 
Così come fatto per la funzione ψ , notiamo che la (1.18), rappresentata in 
















                                                 
7
 Se ogni vettore in uno spazio vettoriale V può essere scritto come combinazione lineare di un 
insieme di vettori { }nxxx ,,, 21 K , allora si dirà che questi vettori costituiscono uno span di V. 
Inoltre se l’insieme di vettori { }nxxx ,,, 21 K  oltre ad essere uno span di V , risultano anche 
linearmente indipendenti, allora costituiranno una base di V. 




Fig. 1.7 - La funzione Haar di scala 
 
Il supporto di ϕ  è dato da 
 
( ) ),supp 2 , 1 2j jj k k kϕ − −= + , 
 
mentre la sua ampiezza è data da 
 
,
amp supp 2 jj kϕ −= . 
 
Nella Tab. 1.3 che segue sono riepilogate le caratteristiche delle due 




11,    0
2
1
: 1,    1
2














 ( ) [ )[ )
1,    0,1
:




ϕ  ∈=  ∉
 
( ) ( )2, 2 2 ,    j jj k x x k kψ = + − ∈ Ζ  ( )2, 2 2 ,    kj jj k x kϕ ϕ= − ∈ Ζ  
( ) ( ) ),supp 2 , 1 2j jj k x k kψ − −= +  ( ) ( ) ),supp 2 , 1 2j jj k x k kϕ −= +  
,
amp supp 2 jj kψ −=  ,amp supp 2 jj kϕ −=  
Tab. 1.3 - Caratteristiche funzioni ,ψ ϕ  
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Per completezza si riporta di seguito (Fig. 1.8 e Tab. 1.4) il comportamento 
di 
,j kϕ  al variare degli indici ,j k . 
 
 
Fig. 1.8 - Proprietà della funzione di Haar 
 
 




( )0,0 xϕ  [ )0,1  1 1 
( )1,0 xϕ  [ )0,0.5  0.5  2  
( )1,1 xϕ  [ )0.5,1  0.5  2  
( )2,0 xϕ  [ )0,0.25  0.25  2  
( )2,1 xϕ  [ )0.25,0.5  0.25  2  
( )2,2 xϕ  [ )0.5,0.75  0.25  2  
( )2,3 xϕ  [ )0.75,1  0.25  2  
Tab. 1.4 
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Come è facilmente rilevabile la funzione ϕ  "copre" lo spazio relativo a 
metà supporto della funzione ψ , dove essa è definita non negativa, più lo spazio 
di sinistra o di destra a seconda del valore assunto dall’indice j . 
 
Si è già stabilito che le funzioni 
,j kψ  sono mutuamente ortogonali. Così che 
è possibile definire uno "spazio di dettaglio" per il quale l’insieme delle Wavelet 
con singolo indice di dilatazione formi una base ortonormale 
 
{ }, ,j j kW span kψ= ∈ Ζ . 
 
Si può dimostrare che la funzione di scaling e la Wavelet (dilatazioni e 
traslazioni) sono ortogonali. 
Possiamo, pertanto, ritenere che la proiezione di una funzione in 2 ( )L R , su 
uno spazio vettoriale jV , può essere fatta semplicemente utilizzando la funzione 







ϕ∑= . (1.19) 
 
Poiché, l’insieme { }Ζ∈kkj ,,ϕ , è una base ortonormale per jV , i coefficienti 







== ϕϕ .  (1.20) 
 
Infine, la relazione base, che consente di integrare i concetti su esposti in 





, , 0 1 2, ,( ) ( ) ( ), , 0, int(log )
j
j k j kj k j k
k j j k
f x c x d x k j j Nϕ ψ
=
= + ∈ Ζ = =∑ ∑∑ (1.21) 
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nella quale N  rappresenta il numero di punti costituenti la sequenza del 
segnale. 
 
1.7 Obiettivi dell’analisi multirisoluzione 
 
Obiettivo delle Wavelet e dell’analisi multirisoluzione nel campo 
dell’analisi dei segnali è quello di ottenere una rappresentazione di una funzione 
(segnale) in una  sintesi che comunque preservi le sue caratteristiche salienti, 
utilizzando un insieme limitato di coefficienti. 
Una Wavelet (la quale opportunamente compressa/dilatata, forma la base 
per spazi in cui il fine è lo studio del dettaglio del segnale) deve essere localizzata 
nel tempo, nel senso che 0)( →xψ  rapidamente appena x  cresce. La Wavelet 
dovrebbe anche oscillare intorno allo zero in modo tale che ∫
∞
∞−
= 0)()( xdxψ  ed i 





mkxdxx k Kψ . 
 
La proprietà oscillatoria rende la funzione un’onda, ma poiché è localizzata, 
essa diviene una Wavelet (piccola onda limitata nel tempo). 
Così una Wavelet madre ψ , quando è compressa, è molto più capace ad 
individuare dettagli "fini" del segnale. Si noti che poiché )(
,
xkjψ  è localizzata 
intorno al punto kx j−= 2  ne consegue che il coefficiente Wavelet 
),(
,, kjkj fd ψ=  misura l’ammontare della fluttuazione intorno al punto kx j−= 2 , 
con una frequenza determinata dall’indice j. In una applicazione di signal 
processing, è tipico partire da un basso livello di approssimazione per poi 
raggiungere un alto livello di scomposizione della Wavelet. 
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Un primo approccio alla Trasformata Wavelet può essere fatto considerando 
un vettore di soli quattro elementi in modo da focalizzare l'attenzione su quelle 
che sono le funzioni 
,j kφ 8 e ,j kψ . 
Consideriamo la funzione  
 
( ) [ ]5,  1,  1,  11f x = − −  
mostrata in Fig. 1.9. 
 















Ricordando che le funzioni  
,j kφ  fissato j  e le ,j kψ  sono tutte linearmente 
indipendenti, possiamo ricostruire il segnale prelevando solo quattro di queste 
funzioni, sicuri che rappresentano una base. 
Scegliamo una primo set di basi funzionali: 
 
( ) 1 00 2 00 3 10 4 11f x c c c cφ ψ ψ ψ= + + +  
 
si ottiene banalmente la base B in forma matriciale 
 
                                                 
8
 Per ragioni tipografiche, conveniamo di indicare da ora in poi la funzione di scaling con il 
simbolo φ  
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1 1 1 0
1 1 1 0
1 1 0 1











Andiamo quindi alla ricerca di quelli che sono i coefficienti della 
combinazione lineare scritta prima, con un'operazione matriciale 
 
1 ( ) ' 1.5   4.5   2   5B f x− × = − − − , 
 
avendo indicato con l'apice il simbolo di trasposizione. Osserviamo che 
questa non è l'unica base di 4 vettori linearmente indipendenti che possiamo 
utilizzare per ricostruire il segnale origine. 
Un'altra base potrebbe essere, ad esempio 
 
( ) 1 10 2 11 3 10 4 11f x c c c cφ φ ψ ψ= + + +  
 
anche in questo caso la base V in forma matriciale è data da 
 
1 0 1 0
1 0 1 0
0 1 0 1











I nuovi coefficienti della combinazione lineare sono dati da 
 
1 ( ) ' 3    6   2   5V f x− × = − − − . 
 
Infine possiamo prendere in considerazione la cosiddetta base banale o 
canonica 
 
( ) 1 20 2 21 3 22 4 23f x c c c cφ φ φ φ= + + +  




dove la forma matriciale della base A è una matrice diagonale unitaria 
 
1 0 0 0
0 1 0 0
0 0 1 0










I coefficienti banalmente coincidono con gli elementi del vettore origine 
 
1 ( ) ' 5   1    1    11A f x− × = − − . 
 
Proviamo adesso a cercare quelle che sono le relazioni che possono leggere 
i coefficienti delle combinazioni lineari viste, in modo da evidenziare quelle che 
sono le caratteristiche tra le funzioni 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )







      1    11
    6   2     
5 1
5
1.5 4.5   2
3

















Notiamo che i coefficienti evidenziati in rosso sono legati tra di loro, e più 





= −  
 
Di conseguenza possiamo dire che anche le funzioni sono correlate. In 
particolare la 10φ  genera la 20φ  e la 21φ . Questa caratteristica non è casuale, la 
ritroviamo prendendo in considerazione anche altri coefficienti 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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Anche qui trovata la relazione tra i coefficienti possiamo dedurre che la 11φ  
genera la 22φ  e la 23φ . 
A sua volta la 00φ  genererà la 10φ  e la 11φ , infatti 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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Fig. 1.10 - Struttura piramidale della funzione φ  
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Andiamo alla ricerca delle relazioni che intercorrono tra le 
,j kψ  e le 
,j kφ sempre attraverso i coefficienti. Il legame che si osserva è la differenza dei 
coefficienti: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )









    1   1    11
    6       5














− −  
 
5 ( 3) 2− − − = −  
 
Di conseguenza possiamo affermare che anche le funzioni  10φ  e 20φ  sono 
correlate alla 10ψ . Cambiando i coefficienti ritroviamo la medesima proprietà per 
altre funzioni: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )










5     1      11
3       2     


















+ −  
 
1 6 5− = −  
 
In particolare la 11ψ  è generata dalle 11φ  e 22φ  e allo stesso modo notiamo 
che la  00ψ  è generata dalle 00φ  e 10φ  
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )




00 00 0 11
5     1   1    11
    6  3
1.
 2     5
  2     55 4.5
φ
φ










3 1.5 4.5− − = − . 
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Concludendo le relazioni viste tra le 
,j kψ  e le ,j kφ  mostrano che un 
qualunque segnale può essere completamente ricostruito sommando una funzione 
di approssimazione al livello j  e tutte le funzioni di dettaglio fino al j  massimo. 





Fig. 1.11 - Modello di ricostruzione funzionale 
 
1.8 Smoother Wavelet Bases 
 
Fino ad ora si è trattato soltanto della funzione Wavelet Haar. L'estensione 
ad altre basi Wavelet  consiste principalmente nel fatto di cambiare le funzioni φ  
e ψ , fermo restando i principi fondamentali esposti in precedenza.  
Negli ultimi anni sono state sviluppate molte famiglie di basi ortonormali: 
Stromberg (1982), Meyer (1985), Battle (1987) e Lemarié (1988).  
Ingrid Daubechies introdusse nel 1988 una nuova famiglia di Wavelet che 
non soltanto sono ortonormali, ma hanno anche il supporto compatto, cioè si 
annullano al di fuori del dominio di definizione. Questa nuova famiglia determinò 
un profondo impatto e queste Wavelet sono impiegate intensivamente nella 
pratica del processamento dei segnali. Alcuni componenti di questa famiglia sono 
rappresentati nella Fig. 1.12 
 




Fig. 1.12 - Tre esempi di funzioni scaling e Wavelet del tipo Daubechies, definite su 
supporti compatti 
 
Ciascuna di esse è individuata da un intero N; la oscillazione delle funzioni 
cresce al crescere di N, come pure la loro continuità. 
Con una tale varietà di famiglia di Wavelet c’è da chiedersi quale è da 
preferire nei problemi di signal processing. In molti casi, nelle applicazioni 
statistiche, una importante qualità che una base Wavelet deve  possedere è quella 
della ortonormalità che, spesso, deve essere rappresentata in un intervallo 
compatto [ ]1,0 .  
In applicazioni pratiche, la scelta della famiglia di Wavelet e dell’indice N 
non è così importante, provato che la corrispondente base è ortonormale. 
Negli esempi che seguono  sono state impiegate, per la ricostruzione della 
funzione, definita in (1.4), famiglie Daubechies, con N=5. I risultati sono mostrati 
nella Fig. 1.13. 
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Fig. 1.13 - Un esempio di funzione e di rappresentazione Wavelet impiegando una 
Daubechies con N=5 
 
I coefficienti della funzione di scaling (calcolati per integrazione numerica) 
sono riportati nella Tab. 1.5. 
 
k j=-2 j=-1 j=0 
7 0 0 0.0078 
6 0 0.0006 0.0243 
5 0.0214 0.0006 0.0749 
4 0.1226 0.0296 0.3756 
3 0.4581 0.1030 1.3702 
2 1.5109 1.8404 1.6069 
1 2.4652 2.5179 1.5847 
0 0.1536 0.8906 1.6640 
1 0 0.0155 0.9159 
2 0 0 0.0950 
Tab. 1.5 - Coefficienti della funzione di scaling per una Daubechies con N=5 
 
Si noti che l'effettivo supporto della Wavelet Daubechies N=5 è 
approssimativamente [0, 5] (il supporto teorico è, invece,  [0, 9], ma la funzione è 
molto vicina allo zero al di fuori di [0, 5]). Pertanto ci sono circa 10 funzioni di 
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scaling non dilatate (j=0) con un effettivo supporto in sovrapposizione con 
[ ]pipi ,− , il supporto della funzione esempio, e di conseguenza 10 coefficienti a 
questo livello. 
Comunque, soltanto una parte di questi coefficienti sono grandi abbastanza 
da partecipare alla ricostruzione. Ovviamente, simili considerazioni possono 
essere fatte se ci si riferisce ai due livelli inferiori. 
Sia ora ( )x t  una funzione continua definita in uno spazio 0V  cioè 





La funzione (2 ),jx t j Z− +∈  è una funzione continua a tratti in intervalli di 
ampiezza 2 j− . Essa pertanto appartiene ad uno spazio jV delle funzioni continue a 
tratti. Se 0j >  allora 0jV V⊂ .  Nello spazio 0V supponiamo di definire una base 
funzionale 
 
{ }0( ) ( ) k Zt V t kφ φ ∈∈ → − . 
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Una tale funzione è detta anche di traslazione. 
Essendo jV  un sottospazio di 0V  esso è anche chiamato sottospazio 
approssimazione di 0V . 













una tale funzione può traslare variando k e può scalare attraverso j . 
Ebbene, stante la (1.10), dati i due spazi di approssimazione 1,j jV V − , esiste 
un sottospazio jW chiamato di dettaglio tale che  
 
1j j jV V W− = ⊕ . 
 
Anche nello spazio di dettaglio jW possiamo definire una base funzionale 













dove { }( ) k Zt kψ ∈−  sia una base funzionale dello spazio di approssimazione 
0W . 
Abbiamo detto che la funzione (2 )jx t− è una funzione continua a tratti in 
uno spazio jV . Essa opera una trasformazione di una qualunque funzione 
continua 0( )x t V∈  "lavorando" sulla variabile t . Possiamo da ora in poi 
individuare nella variabile t , la costante temporale. Nella Fig. 1.15 che segue è 
rappresentato l’effetto dell’operazione di discretizzazione temporale che si ottiene 
ogniqualvolta si effettua una misurazione su di un sistema dinamico attraverso 
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qualsiasi dispositivo. Più "denso" è il tasso di campionamento (sampling rate) più 





1.9 Equazioni alle differenze 
 
Per la soluzione delle equazioni differenziali si fa ricorso, come è ben noto, 
a metodi numerici quali ad esempio, quello di Runge-Kutta, di Sympson, Adams, 
ecc.   
Qui, vogliamo presentare il metodo più semplice, quello di Eulero, per 
meglio evidenziare le caratteristiche possedute dagli altri metodi  più complessi e 
su quali principi essi si basano. 
Premettiamo che una corretta rappresentazione di una qualunque 
funzione/segnale sia quella riportata nella Fig. 1.15 precedente, che bene mette in 
evidenza l’ipotesi di costanza a tratti della funzione/segnali campionati. 
D’altronde tale ipotesi è anche alla base del metodo di Eulero per quanto attiene la 
soluzione numerica di equazioni differenziali. L’approssimazione di cui sopra 
                                                 
9
 Nel rispetto del Teorema del campionamento di Nyquist-Shannon. 
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consiste nel ritenere la funzione/segnale costante nell’intervallo di tempo 
( , )t t t+ ∆ .  
Senza perdere in generalità si consideri la seguente equazione differenziale 
lineare ordinaria 
 




con ( )x t  funzione assegnata o comunque nota. Ebbene dalla definizione di 




( ) ( )lim
t





.  (1.22) 
 
Se ipotizziamo un incremento di tempo molto piccolo allora la (1.22) può 
essere approssimata come 
 
 
0 ( ) ( )tdy y t t y t
dt t





Se sostituiamo la (1.23) nella (1.22) otteniamo 
 









 ( ) ( ) ( ) ( )y t t y t y t x t t+ ∆ = + ∆ . (1.24) 
 
La (1.24), che costituisce una equazione alle differenze, bene mette in 
evidenza il limite di tale tecnica di risoluzione di un sistema di equazioni 
differenziali: i metodi numerici presentano errori grandi quando vengono applicati 
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per determinare soluzioni che cambiano rapidamente (ad esempio per la presenza 
di spike)10.    
Ora, non v’è dubbio che una ipotesi forte che dobbiamo fare quando 
ricorriamo a questo metodo di risoluzione è che il secondo membro della (1.24) 
resti costante nell’intervallo di tempo  ( , )t t t+ ∆ . Pertanto i metodi  numerici 
applicati con un passo di integrazione piuttosto grossolano portano 
immancabilmente ad errori gravi allorquando le soluzioni cambiano molto 
rapidamente. Infine facciamo notare che la (1.24) può essere scritta anche in una 
forma iterativa che la rende più simile a quelle che abitualmente si usano in questi 
tipi di problemi: 
 
 1( ) ( ) , ( )k k k ky t y t f t y t t+  = + ∆   (1.25) 
 
dove abbiamo posto 
 
 1k kt t t+ = + ∆ . (1.26) 
 
Per meglio evidenziare quanto testé affermato e soprattutto per meglio 
mostrare le capacità intrinseche di una base funzionale della famiglia delle 
wavelet, ci sembra utile riportare il caso rappresentato da un sistema come in Fig. 
1.16, costituito da una massa variabile nel tempo, con legge predefinita, collegata 




                                                 
10
 Per tale ragione è utile campionare con tassi dell’ordine di 410 Hz, possibilmente con potenze 
di 2. 
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Il sistema è descritto dalle equazioni: 
 












 = = & &
 
 
dove la legge di variazione della massa è:  
 




quando 0 1   e   0a b< < = , ( )m t  risulta una legge lineare decrescente. 
Per risolvere la seguente equazione differenziale 
 
2







( ) ( ) ( )
( ) ( ) ( )
x t z t v t
k











dove ( )v t  è una velocità. 
Si ha quindi che 
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Discretizzandola e ponendola sotto forma iterativa, abbiamo 
 
( ) ( ) ( )1x k x k v k t+ = + ∆ . 
 
Analogamente 
( ) ( ) ( )
k







( )z t  è anche esso una velocità, per cui 
 
( ) ( ) ( ) ( ) ( )
z t t z td k
z t z x t
dt t m t
+ ∆ −





da cui si ottiene 
 
( ) ( ) ( ) ( )
k
z t t z t x t t
m t





( ) ( ) ( ) ( )1
k
z k z k x k t
m k




 ( ) ( ) ( ) ( )1
k
z k z k x k t
m k
+ = − ∆ . (1.28) 
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A tal punto siamo in grado di tracciare la legge del moto della massa 
variabile (Fig. 1.17) 
 



















Effettivamente questa è la legge del moto che ci aspettiamo di ritrovare. 
C’è, però, un problema: la legge della variazione della massa è illustrata in Fig. 
1.18 
 



















E’ ben evidente la presenza di uno spike nell’intervallo temporale 
[ ]300, 400 . Evidentemente l’ipotesi di costanza euleriana in questo caso non è 
Diagnostica avanzata in sistemi meccanici complessi 
 
 52 
applicabile. Il problema potrebbe essere risolto ricorrendo ad un rapporto ottimo 
tra tasso di campionamento del segnale e tasso di incremento temporale t∆ . 
Questo fatto, però, a priori non è sempre facilmente risolvibile. 
Il ricorso alla trasformata wavelet (WT) ci consente, però, di esaminare più 
in dettaglio la legge del moto ottenuta dall’analisi differenziale. Mostriamo nelle 
Fig. 1.19 e Fig. 1.20 seguenti i coefficienti di approssimazione e di dettaglio, 
rispettivamente, che si ottengono applicando alla legge del moto, ricavata 
iterativamente, un filtro wavelet opportuno. 
Sottolineamo che da ora in avanti ogniqualvolta facciamo riferimento al 
diagramma dei coefficienti Wavelet (approssimazione, dettaglio), l'ordinata 
rappresenta l'ampiezza adimensionale di tali coefficienti, mentre l'ascisse, salvo 
avviso contrario, indica il numero di punti costituenti il segnale e cioè, in modo 
equivalente l'intervallo temporale di osservazione. 
 
































Questa volta è ben evidenziata la presenza di uno spike all'istante 350t ≈ . 
Esso, in realtà era nascosto dagli errori di arrotondamento generati dal metodo di 
risoluzione alle differenze finite impiegato per la soluzione del sistema di 
equazioni differenziali relativo al modello in oggetto. 
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Questo esempio ci permette di affermare che se si intendono indagare le 
variazioni di un sistema dinamico nel tempo (è questo il caso del monitoraggio), 
allora certamente, a meno di casi particolari, questo non può essere messo in atto 
adoperando metodi che si avvalgono di macro parametri, né tantomeno è 
praticabile la via che porta a indagini stocastiche. Il campo di indagine di cui 
parliamo è rappresentato da minime variazioni dinamiche, molte volte costituti da 
brevi treni di spike che il più delle volte, come già detto, sono precursori di danni 
irreversibili di natura elasto-cineto-dinamica causati da usure, rotture, lesioni, 
fratture, ecc. 
Esse, proprio perché sono precursori di potenziali gravi danni futuri, vanno 
immediatamente rilevati e classificati.  
Per fare ciò, però, dobbiamo necessariamente spostare il nostro campo di 
osservazione dalla bassa all’alta frequenza. È, infatti, in questo campo dello 
spettro di frequenza che si annidano gli spike: piccola ampiezza e alta frequenza.  
Allora, il problema è quello di poter impiegare metodi che consentano di 
rilevare tali spike e nello stesso tempo di distinguerli tra eventi aleatori ovvero 
caotici deterministici. 
Il primo problema, il rilevamento, può essere affrontato con l’impiego di 
opportune funzioni wavelet. Il secondo, invece, è un po’ più complesso infatti 
occorre analizzare molto attentamente la sequenza numerica con metodi afferenti 
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alla teoria del caos deterministico e con strumenti di analisi quali lo spazio delle 
fasi, l’embedding, la dimensione frattale, ecc. Da qui la necessità di integrare 
queste due fasi di processamento dei dati: trasformata wavelet e teoria del caos. 
Pertanto una base funzionale che possa essere utilmente impiegata nei 




3. supporto compatto 
4. scala temporale 
5. adattativa 
 
1.10 Base Hilbertiana 
 
Quando ci riferiamo alle serie di Fourier, la loro somma, che abusivamente 
chiamiamo combinazione lineare, è formata da infiniti termini. Eppure, una tale 
combinazione restituisce proprio la funzione11. Questa base in realtà è chiamata 
base hilbertiana. Essa richiama il fatto che è ambientata in uno spazio di Hilbert, 
dove essendo definita una topologia  ha senso parlare di limite della serie e di 
combinazione lineare di infiniti termini. 
Ricordiamo che in algebra, ogni spazio vettoriale, non costituito da un solo 
elemento, è dotato di base. Il numero di addendi della base è dato dalla 
dimensione dello spazio. Ad esempio, uno spazio vettoriale di dimensione 5 avrà 
infinite basi formate da 5 vettori. 
Pertanto, se esiste un sistema ortonormale completo in uno spazio di Hilbert 
esso è chiamato base Hilbertiana (non è una base in senso algebrico), e sarà 
formata da infiniti termini. 
Supponiamo, ora, che il sottospazio H di Hilbert abbia dimensione finita. 
Allora la proiezione su H di un elemento x H∈ è data da 
 
 1 1 2 2( , ) ( , ) ( , )H n nP x x e e x e e x e e= + + +L , (1.29) 
                                                 
11
 Ciò perché la chiusura del sottospazio è proprio lo spazio. 
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dove i vettori { } , 1, ,ie i n= K , sono a due a due ortogonali. Ciò premesso la 
norma in uno spazio pre-hilbertiano, assegnati due vettori 1 2,y y , è dato da 




1 2 1 2y y y y+ = + . (1.30) 
 
Notiamo che la (1.30) è vera. Infatti 
 
( )21 2 1 2 1 2,y y y y y y+ = + + . 
 
Se i vettori sono ortogonali allora 
 
( ) 21 1 1,y y y=  mentre  ( )1 2, 0y y =  
 
perché ortogonali. Da cui ricaviamo la (1.30). 
Il T. di Pitagora si estende anche al caso di n  vettori a due a due ortogonali 








P x x e e
=
=∑  (1.31) 
 
da cui per il T. di Pitagora  
 






P x x e e
=
=∑ . (1.32) 
 
Il prodotto scalare che compare nella (1.32), poiché per definizione è un 
numero,  può essere portato fuori dalla norma, per cui la (1.32) può riscriversi 
come 
 










P x x e e
=
=∑ . (1.33) 
 
Poiché il secondo fattore vale 1 in quanto tutti i vettori hanno norma unitaria 










P x x e
=
=∑ . (1.34) 
 
Abbiamo così ricavato una proprietà che riguarda la norma della proiezione. 
Abbiamo non soltanto l’espressione della proiezione ma anche quella della norma 
al quadrato. 
A questo punto ci chiediamo cosa succede se la (1.29) fosse una successione 
ortonormale? Osserviamo che la (1.29) deve valere per qualunque n . Allora se 
n → +∞  la (1.29) è ancora valida? Se il limite della successione esiste ed è finito 







P x x e
+∞
=
=∑ . (1.35) 
  
Questa espressione molto importante ci assicura l’esistenza del limite della 
successione a patto che X  appartenga alla sua chiusura X . Infatti 
nH
P x  tende 
alla proiezione ortogonale sulla chiusura di X . 











=∑  (1.36) 
 
nota anche come uguaglianza di Parseval. 
Notiamo che la (1.36) è anche condizione necessaria e sufficiente affinché  
il sistema ortonormale sia completo. 
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P x x e
+∞
=
≤∑  (1.37) 
 
nota anche come disuguaglianza di Bessel. 
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Capitolo 2  
La Teoria del Caos 
2.1 Caos 
 
Non è facile dare una definizione esaustiva del termine caos. Ci sembra, 
comunque, molto appropriata la seguente: "un comportamento aperiodico a lungo 
termine di un sistema deterministico non lineare che manifesta elevata sensibilità 
alle condizioni iniziali". 
Già nel 1908 Poincaré12 osservava a proposito: "... it may happen that small 
differences in the initial conditions produce very great ones in the final 
phenomena. A small error in the former will produce an enormous error in the 
latter. Prediction becomes impossible and we have the fortuitous phenomenon."  
Ebbene, sistemi siffatti vengono chiamati "caotici". Per essi è impossibile predirne 
l'evoluzione che oltre che dipendere dalle condizioni iniziali (anche minime 
variazioni comportano variazioni imprevedibili nella loro evoluzione)  in alcuni 
istanti sembrano avere un comportamento apparentemente stocastico. Tale 
casualità è però solo apparente a causa della loro intrinseca "natura". In quanto 
segue vedremo come, alla luce delle più moderne tecniche di analisi, tali segnali 
complessi, possono essere studiati. Vedremo quante e quali informazioni si 
nascondono in una sequenza temporale di tal tipo. 
Una successione temporale di valori numerici è la tecnica comunemente 
impiegata per acquisire la "mappa" di un determinato sistema dinamico. 
Osserviamo, preliminarmente, che comportamenti caotici sono, il più delle volte, 
generati da particolari condizioni dinamiche in cui viene a trovarsi il sistema 
oggetto di studio. Da un punto di vista prospettico l'identificazione e la 
                                                 
12
 Poincarè H., Science et Méthode, Paris, Flammarion, 1908. 




caratterizzazione di processi non lineari eventualmente presenti in segnali 
complessi, renderebbe più affidabili i modelli impiegati per descrivere il 
comportamento dinamico di tali sistemi. A tal proposito, scriveva Palus13, con 
riferimento ai segnali eegrafici: "...the chaotic measures do not measure chaos 
any more, but reflect macroscopic statistical properties of the studied data." 
Si sottolinea l’importanza della precedente riflessione di Palus: la 
macroscopicità di una misurazione di un evento definibile caotico.  
Ancora, a proposito del problema della non-stazionarietà di alcuni dati. La 
non stazionarietà può essere dedotta da cambiamenti osservati durante la 
misurazione della dinamica di un sistema, quantunque non esiste, ad oggi, un 
accordo circa la definizione di stazionarietà per serie temporali reali; infatti un 
segnale potrebbe essere considerato stazionario per alcune applicazioni e non 
esserlo, invece, per altre. Pertanto il concetto di stazionarietà oltre ad essere 
relativo è anche difficile da verificare14. 
Inoltre, poiché in natura i fenomeni sono intrinsecamente non lineari, non è 
da trascurare la differenza sostanziale che esiste tra un sistema lineare ed uno non 
lineare. Nel primo caso vige il "principio di additività degli effetti" nel senso che 
un sistema, per quanto complesso, può sempre essere risolto tramite un sistema di 
equazioni lineari. Si tratta, cioè, di scomporre qualsiasi sistema dinamico 
complesso in modelli elementari. La composizione lineare delle loro singole 
soluzioni consente di ricavare la soluzione dell'intero sistema complesso. Lo 
stesso principio non è applicabile ai sistemi non lineari e né tantomeno caotici. 
Eppure in natura sono più evidenti sistemi di quest'ultimo tipo. Non esiste in 
questi casi un approccio analitico generale che ci consente una soluzione, infatti 
equazioni non lineari possono generare sia ordine che caos. In quest’ultimo caso 
non esistono soluzioni analitiche utili. 
 
Si è detto che un sistema, per essere definito caotico, deve presentare 
elementi o proprietà non-lineari. Un assunto di base è che un sistema lineare non 
                                                 
13
 Palus, M. (1999). Nonlinear dynamics in the EEG analysis: Disappointments and Perspectives. 
Nonlinear dynamics and brain functioning. Pradhan, N., Rapp. P. E. & Sreenivasan, R. (Eds.), 
Novascience, NewYork. 
14
 Schreiber, T. (1999). Interdisciplinary application of nonlinear time series methods. Phys. Rep. 
308, 2. 
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può esibire vibrazioni caotiche. Di conseguenza, in un sistema lineare, ingressi 
periodici produrranno uscite proporzionalmente periodiche, trascorso il 
transitorio. 
E’ pur vero che, per vari motivi, i sistemi cosiddetti lineari sono una 
eccezione da qui l’esigenza di estendere lo studio ai sistemi meccanici non-lineari. 
Comportamenti elastici di tipo non-lineare possono essere indotti sia dalle 
proprietà del materiale che dalla particolare geometria di un componente 
meccanico che può assumere più posizioni o stati di equilibrio critici determinati, 
ad esempio, da fenomeni di usura precoce ed anomala. 
Nel campo delle vibrazioni caotiche, non vi sono ingressi assunti come 
random; cioè, le forze applicate o le eccitazioni sono assunte essere 
deterministiche. 
Per definizione, le vibrazioni, cosiddette caotiche, nascono da sistemi fisici 
deterministici o da equazioni differenziali o alle differenze (che comunque sono 
deterministiche).  
In genere, la vibrazione anomala non mostra un pattern visibile ovvero 
periodicità particolari, tanto più se l’osservazione si riferisce ad una lunga 
sequenza temporale. Inoltre, molti sistemi a comportamento non lineare, mostrano 
vibrazioni quasi-periodiche in cui sono presenti due o più segnali periodici 
incommensurabili, cioè che presentano un rapporto irrazionale delle loro rispettive 
frequenze. In tal caso segnali non-periodici possono sempre scomporsi nella 
somma di funzioni armoniche periodiche del tipo  
 








 è un numero irrazionale. 





2.2 Sistemi dinamici 
 
Un qualsiasi sistema fisico che evolve temporalmente sulla base di una ben 
definita regola è chiamato sistema dinamico. Esso è costituito dal fatto che il tasso 
di variazione delle sue variabili è determinato dai valori assunti da funzioni, che 
identificano ciascuna variabile, in un ben definito istante temporale. 
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Per studiare e comprendere la dinamica del sistema dovremmo poter 
misurare l'evoluzione nel tempo di tutte le sue variabili. A ciò facciamo notare che 
a volte non esiste un modello e pertanto tale indeterminazione comporta 
l'impossibilità di stabilire quali sono le variabili che partecipano alla descrizione 
del sistema. Se ipotizziamo di aver determinato n  variabili di stato 
( ) ( )1 ,..., nx t x t , le cui misure siano tecnicamente ed economicamente possibili 
poter rilevare, allora possiamo immaginare un funzionale il cui dominio è dato 
dallo spazio nR  delle n  variabili di stato ed a valore in R  tramite la sola variabile 
( )y t . Si vengono così a determinare gli insiemi: 
 
  T : tempo, con 0t ≥  
 X : stati ammissibili in ogni istante t  
 Y : uscite ammissibili in ogni istante t . 
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È chiaro che T  è invariante, mentre sia X  che Y  sono a loro volta funzioni 
degli ingressi ( )i t  ammissibili in ogni istante t . Questi, a loro volta, costituiscono 
un insieme che chiameremo I . Infine, per generalizzare il problema, chiamiamo 
Ω  l'insieme costituito da tutte le funzioni di ingresso ( )i t  ammissibili. 
Rimanendo nel campo della generalizzazione possiamo pensare ad esempio, alle 
funzioni di ingresso come ad una decisione, una scelta politica, una ben definita 
azione, mentre l'uscita può essere interpretata come una conseguenza, un effetto di 
una ben determinata scelta politica, decisioni operate a monte. 
In Fig. 2.2 è schematizzato il modello di un sistema dinamico in cui 
abbiamo evidenziato una funzione φ  e g  definite rispettivamente  
 
( ) ( ) ( ) ( )( ) [ [, :  0 , , ,x t x i t t o tφ φ⋅ ⋅ = ∈  
e 
( ) ( ) ( ) ( )( ), :  , , 0g y t g x t i t t⋅ ⋅ = ≥ . 
 
( )
( ) ( )( ) ( ) ( ) ( )( )0
0
            ,       g      ,
x
x i t y t g x t i t
i t




La prima funzione risente dello stato iniziale ( )0x  in cui si trova il sistema 
dinamico e della funzione di ingresso ( )i t  che agisce sul sistema stesso. La 
funzione g  invece determina l'uscita ( )y t  in base alla funzione di ingresso 
applicata/prescelta ed allo stato assunto dal sistema per effetto dell'ingresso 
applicato. 
Un modello come quello esemplificato in Fig. 2.2, in genere è quello 
adoperato per "modellare" un sistema reale. Esso potrà essere più o meno 
accurato. 
Notiamo che se t N∈  allora i sistemi si chiamano discreti, se invece t R∈  
parliamo di sistemi continui. 




Inoltre diciamo che il sistema è a dimensione finita n  se ( )n nX R C⊆ . E’, 
inoltre, regolare, di dimensione n , se la funzione φ  può essere implicitamente 
descritta da un sistema di n  equazioni del tipo 
 
( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
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se 0i ≡ . 
 
Il sistema può essere, però, anche descritto da un insieme di equazioni 
differenziali ordinarie: 
 
( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
1 1 1 2
1 2
, ,...,
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se 0u ≡ . 
 
Nel nostro caso è di interesse conoscere sui tempi lunghi (asintotici) qual è 
il comportamento del sistema dinamico per diverse condizioni iniziali. Ebbene i 
comportamenti possibili (chiamati anche regimi) possono essere di quattro tipi 
Fig. 2.3 (attrattori). 








Nella Fig. 2.3a è illustrato il comportamento asintotico che definisce un 
attrattore stazionario (o di equilibrio). La Fig. 2.3b mostra un tipico attrattore che 
chiamiamo ciclico. La Fig. 2.3c illustra un attrattore definito toro mentre in Fig. 
2.3d è riportato un tipico comportamento che chiamiamo attrattore strano. 
 
2.3 Spazio delle fasi o spazio di stato (phase space) 
 
Da quando precede sembra evidente che un insieme dinamico può essere 
rappresentato in uno spazio nel quale su un asse riportiamo la posizione e 
nell’altro asse le velocità da esso assunte. Una tale rappresentazione è chiamata 
spazio delle fasi. Pertanto in un sistema dinamico ad n  gradi di libertà la 
dimensione dello spazio delle fasi è 2n . 




L’evoluzione di un suddetto sistema può essere rappresentato riportando, 
istante per istante, la posizione di ogni suo punto rappresentativo. In tal caso 
chiamiamo traiettoria o orbita una tale rappresentazione. L’insieme di tutte le 
possibili orbite che si originano da tutte le possibili condizioni iniziali danno 
luogo ad un "flusso" il quale è governato da 2n  equazioni differenziali del primo 
ordine 
 
 ( )1 2 1 2, ,..., ; , ,..., ,     1,...,i n ndx F x x x v v v i ndt = =  (2.1) 
 ( )1 2 1 2, ,..., ; , ,..., ,     1,...,i n ndv F x x x v v v i ndt = =  (2.2) 
 
avendo indicato con n  il numero di gradi di libertà del sistema.  
Pertanto, per rappresentare un punto del sistema nello spazio delle fasi, 
dobbiamo calcolare i valori di posizione e velocità nei vari istanti cioè 
 
 ( )1 1 2 1 2, ,... ; , ,...,t t t n nx x F x x x v v v+ = +  (2.3) 
 
per la posizione e 
 
 ( )1 1 2 1 2, ,... ; , ,...,t t t n nv v F x x x v v v+ = +  (2.4) 
 
per la velocità; avendo indicato con t  la variabile temporale, supposta 
discreta. In quanto segue indicheremo più semplicemente la (2.3) e la (2.4) 
rispettivamente come segue 
 




 ( ) ( )( )1x t f x t+ =& .  (2.6) 




Poiché faremo spesso riferimento a termini quali stazionario, deterministico, 
random ecc., al fine di evitare equivoci brevemente diamo alcune definizioni in 
merito. 
Parlando di sistemi dinamici, le regole che li governano possono essere 
funzioni di una sola o più variabili, nel primo caso si dicono monodimensionali 
nel secondo multidimensionali. La variabile indipendente in generale è di tipo 
temporale, pertanto  chiameremo a tempo continuo o a tempo discreto le classi di 
sistemi dinamici con riguardo alla variabile tempo. 
Spesso rappresenteremo l'evolversi di un sistema dinamico tramite sequenze 
numeriche a tempo discreto. In tal caso la variabile indipendente viene indicata 
con la notazione ( )x n . Una sequenza (discreta o continua) si dice deterministica 
se è completamente descritta da una espressione matematica ovvero da un 
diagramma ovvero da una regola di qualunque tipo. 
Si chiama aleatoria una sequenza che è collezione di sequenze ognuna delle 
quali corrisponde ad un singolo risultato di un esperimento casuale. Si dirà, infine, 
stazionaria una sequenza invariante rispetto al tempo. 
Abbiamo detto, dunque, che un sistema dinamico si dice deterministico se 
nota la "legge" che lo governa è possibile predire gli stati di evoluzione futura. In 
quanto segue ci riferiamo a sistemi in cui la variabile temporale è discretizzabile. 
D'altronde i sistemi continui, se studiati con tecniche di calcolo numerico di 
discretizzazione, vengono ricondotti a sistemi discreti. Pertanto, l'estensione, di 
fatto, alle continuità temporali è legata al concetto di densità di campionamento di 
un determinato fenomeno o sistema dinamico che dir si voglia.  
Allora supponiamo che un sistema dinamico discreto evolva ad uno stato 
definito da un operatore che chiameremo Φ  cioè 
 
 : a zΦ × → Ω  (2.7) 
 
dove con nA R⊆  abbiamo indicato un insieme chiuso e limitato e con Z  
uno spazio vettoriale degli stati in cui un vettore nnz A R∈ ⊆  consente di definire 
lo stato del sistema. Per quanto ipotizzato avremo 





 ( ),n n tz t z +Φ =  (2.8) 
 
cioè se è possibile determinare tramite la (2.8) lo stato (posizione e velocità) 
del sistema per qualsiasi 0t > , allora il sistema dinamico descritto da ( ),A Φ  è 
detto deterministico e lo sarà anche l'operatore Φ . 
Inoltre se dato m n≠  si ha 
 
 ( ) ( ), ,n m n mx x x x= ⇒Φ ⋅ = Φ ⋅  (2.9) 
 
allora il sistema dinamico si dirà stazionario. 
L'insieme A  lo abbiamo supposto chiuso e limitato, ebbene se esso inoltre 




- indecomponibile o minimo 
 
allora lo chiamiamo attrattore. 
 
È noto che se nA R⊆  allora può essere definito chiuso e limitato cioè 
compatto. Ricordiamo che in R  limitato significa dotato di minoranti e 
maggioranti e nel far questo si utilizza l'ordinamento ( R è un insieme totalmente 
ordinato). Nel piano ( )2R  un insieme si dice limitato quando esiste un cerchio o 
un intervallo che lo contiene. Ad es. l'insieme X  rappresentato in Fig. 2.4 è 
limitato in 2R .  
 






Ricordiamo che l'intervallo di 2R  è il prodotto cartesiano R R×  ( R  è un 
insieme numerico ordinato). I cerchi sono, invece, particolari sottoinsiemi che 
utilizzano un altro concetto di distanza tra due punti. Un cerchio di centro C  e 
raggio r  è un insieme di tutti i punti che hanno distanza da C r<  (cerchio aperto) 
o r≤  (cerchio chiuso). Ricordiamo che in nR , 
 
 Compatto     chiuso e limitato, se nX X X R⇔ ⊆ . 
 
Infine ricordiamo che un insieme si dice chiuso quando l'insieme 
complementare è aperto. 
Tornando alle tre condizioni a cui deve soddisfare un insieme per chiamarsi 
attrattore, chiariamo che nA R⊆  è invariante se ( ) ( )0 ,   x A x t A t∈ ⇒ ∈ ∀ . La 
seconda condizione si può esplicitare dicendo che deve esistere intorno ad 
nA R⊆  un insieme aperto che chiameremo Bacino di Attrazione B  tale che  
 
( ) ( )0 ,  per x B A x t A t∈ ⊃ ⇒ → → +∞ . 
 
Se esiste un tale insieme B  allora diremo che A  è immerso in B . 




La condizione precedente si può esplicitare dicendo che non esiste un 
sottoinsieme proprio che gode delle proprietà di essere un compatto e né tanto 
meno rispettare le due prime condizioni. Una particolarità di A   è che esso è 
denso nel senso che da qualunque punto di A  si parte prima o poi si passa 






Il bacino di attrazione è quindi un particolare insieme costituito da punti tali 
che  
 
 ( ) ( ){ }: ,B A x x t A= Φ → .  (2.10) 
 
2.4 Punto fisso 
 
Indichiamo con g  la corrispondenza che associa la rotazione di un piano 
supposto rigido rispetto ad un determinato punto 0P  del piano stesso (Fig. 2.6).  
 
2 2:g R R→  






 Il punto 0P  coincide con la propria immagine (o corrispondente):  
 




( )g P P= , 
 
nell’incognita P , ammette una ed una sola soluzione: il punto 0P . Infatti, 
esso è l’unico punto del piano che non ruota. Allora possiamo dire che un punto 
che coincide con il suo corrispondente si chiama punto fisso. 
Questo concetto lo abbiamo esteso al caso di una funzione di una sola 
variabile f , nel piano, definita nell’intervallo ( ),a b : 
 
[ ] [ ]: , ,f a b a b→ . 
 
Il diagramma è esemplificato nella Fig. 2.7 seguente.  
Ebbene  il diagramma della funzione, per come è stata definita, è contenuto 
nel rettangolo [ ] [ ], ,a b a b× . 
 







Consideriamo la bisettrice del primo quadrante; notiamo un punto del 
diagramma che interseca la bisettrice. Se diciamo 0x  la sua ascissa, allora 
abbiamo che 
 
0 0( )f x x= . 
 
Per quanto detto in precedenza la corrispondenza  
 
 ( )f x x=  (2.11) 
 
quindi presenta un punto fisso ( 0x ). 
Se la funzione avesse esibito un diagramma, come ad esempio quello 
riportato in Fig. 2.8, allora avrebbe avuto tre punti fissi e la (2.11) avrebbe 
ammesso tre soluzioni.   






Naturalmente la funzione potrebbe anche non ammettere alcun punto fisso, 
così come ne potrebbe ammettere infiniti. 
Osserviamo che nel caso della traslazione o rotazione del piano abbiamo 
parlato di funzioni del tipo 2 2R R→  (punti del piano), successivamente abbiamo 
parlato di funzioni del tipo [ ] [ ], ,a b a b→  (intervalli del piano).  
Consideriamo ora il seguente  problema di Cauchy costituito da una 
equazione differenziale del primo ordine con condizione iniziale nota: 
  
 
0 0        .
' ( , )
( )







Per quanto da noi sviluppato nella presente ricerca, a proposito della 
integrazione tra la trasformata Wavelet e la alcuni principi afferenti alla teoria del 
Caos, è molto importante convertire la (2.12) in un problema di punto fisso. 
La funzione ( )y y x=  deve essere tale che: 
 
, ( ) ( , ( ))x I y x x y x A∀ ∈ = ∈  (I condizione) 
 




dove con A  abbiamo indicato l’insieme di definizione della funzione 





Inoltre deve accadere che  
 
, '( ) ( , ( ))x I y x f x y x∀ ∈ =  (II condizione) 
 
cioè la derivata della funzione incognita deve essere uguale a ( , ( ))f x y x . 
Ovviamente per fare in modo che sia verificata la seconda condizione deve 
accadere che il punto ( , ( ))x y x A∈  (Fig. 2.10). 






Di conseguenza il diagramma della funzione incognita ( )y y x= deve essere 
contenuto in A . Cioè il problema è quello di trovare una funzione 
( )y y x= definita in un intervallo I  ( x I∈ ) il cui diagramma sia contenuto in A . 
Inoltre la derivata di questa funzione in un qualunque punto dell’intervallo I  deve 
essere uguale al valore di f  in quel punto. 
Tutto questo è sintetizzato nel simbolismo della (2.12). 
Il problema di Cauchy si completa con le condizioni iniziali, cioè tra le 
infinite soluzioni c’è ne sarà una in particolare il cui diagramma deve passare per 
il punto di coordinante 0 0( , )x y A∈ . 
Ammettiamo che questo problema ammetta una soluzione  
 
 ( )y y x= , (2.13) 
 
con condizioni iniziali 0 0( )y x x= . 
Dovendo essere la (2.13) soluzione del problema avremo che:  
 
 [ ]'( ) ( , ( )), ,y x f x y x x I a b= ∀ ∈ = .  (2.14) 
 




Quindi il punto iniziale è un punto dell’insieme A : 0 0( , )x y A∈ . 
Allora il problema sta nella ricerca di un integrale il cui diagramma sia 
contenuto nell’insieme A  ed inoltre debba passare per il punto 0 0( , )x y  
(condizione iniziale). 




'( ) ( , ( )) , ,
x x
xx
y t dt f t y t dt x a b= ∀ ∈∫ ∫ . 
 
















0( ) ( , ( ) , ,
x
x
y x y f t y t dt x a b= + ∀ ∈∫ . (2.15) 
 
Allora se ( )y x  è una soluzione del problema di Cauchy, esso deve verificare 
la (2.15) e viceversa. 
La (2.15) si chiama equazione di Volterra15. Notiamo che nella (2.15) la 
funzione incognita compare sotto il segno di integrale mentre la variabile x  è 
nell’intervallo di integrazione. 
Ebbene questo è un problema di punto fisso. Infatti, supponiamo di 
ambientare il problema espresso dalla (2.15) nello spazio [ ]0 ,C a b , cioè uno 
spazio vettoriale, costituito da funzioni continue in un intervallo [ ],a b . Le 
funzioni inoltre sono limitate, per cui ad esse è applicabile il Teorema di 
Weierstrass. In questo spazio introduciamo una norma, pertanto esso diventa uno 
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 Vito Volterra, matematico e fisico italiano, 1860-1940. 
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spazio normato. Inoltre supponiamo che tale norma generi una metrica e che tale 
metrica, a sua volta, generi una topologia. Allora lo spazio che abbiamo ipotizzato 
è uno spazio normato, metrico, vettoriale, topologico. 
In tale spazio una corrispondenza è data da: 
 
[ ]0: ,F y C a b ϕ∈ → . 
 
Quindi F è una funzione continua che associa un’altra funzione continua: 




0( ) ( , ( )) , ,
x
x
x y f t y t dt x a bϕ = + ∀ ∈∫ . (2.16) 
 
Pertanto, poiché ϕ  è il corrispondente di F  , allora 
 
 ( )F yϕ = . (2.17) 
 
Notiamo che F  parte da [ ]0 ,C a b  e va a finire in [ ]0 ,C a b . All’inizio di 
questo paragrafo abbiamo fatto una traslazione ed una rotazione di piani 2 2R R→  
ora invece abbiamo che 0 0C C→ . Allora la (2.15) la possiamo anche scrivere 
come segue: 
 
 [ ]( ) ( ), ,y x x x a bϕ= ∀ ∈ ,  (2.18) 
 
cioè il problema di Cauchy si sintetizza nella (2.18). Ma stante la (2.17),  la 
(2.18) la possiamo anche scrivere come 
 
y ϕ=   e cioè  ( )y F y= . 
 




Quindi la soluzione che cerchiamo, relativamente al problema di Cauchy, si 
riduce a determinare il punto fisso della funzione F , cioè, trovare un elemento y  
di  [ ]0 ,C a b  che coincida con la sua immagine ( ( )F y ), sempre in [ ]0 ,C a b . 
Generalizziamo, ora, il problema. A tal fine consideriamo un insieme 
qualunque S . 
Consideriamo una funzione F  di S , cioè una funzione 
 
:F S S→ . 
 
Il problema, allora, è quello di stabilire se esiste un elemento di S , diciamo 
0x , la cui immagine coincida con se stesso: 
 
0 0( )F x x= .                                             (2.18a) 
 
Ebbene, se esiste un tale elemento diremo che esso è il punto fisso di F . 
La soluzione della (2.18a) la si affronta con un procedimento iterativo. 
Ovviamente dobbiamo supporre che sia nota la funzione F . In tal caso scelto un 
punto iniziale 0x S∈  possiamo calcolarci 0( )F x S∈ , cioè una corrispondenza 
di S S→ . Poniamo, pertanto 
0 1( )F x x= . 
 
Successivamente calcoliamo il corrispondente di 1x , cioè 1 1( )x F x⇒   
otteniamo  1 2( )F x x=  e così di seguito, 2 3( )F x x= L . 
Otteniamo così una successione che verificherà l’uguaglianza: 
 
{ }1( ) , ,n n nF x x n N x S− = ∀ ∈ ∈  
con  { }nx  successione di elementi di S . 
Questo metodo lo chiamiamo Metodo delle Approssimazioni Successive.  
Ricordiamoci che il nostro scopo è quello di risolvere il seguente problema di 
punto fisso 




( )F x x= . 
 
Supponiamo, allora, che la successione { }nx  sia convergente, cioè  
   
 
*lim nx x=  nello spazio topologico ( , )S T 16. (2.19) 
 
Stante la (2.19), per la definizione di limite, avremo che da un certo indice 
ν  in poi, gli elementi della successione ricadranno nell’intorno, fissato, di *x . Se 
la topologia è provvista di una metrica, l’approssimazione relativa alla 
convergenza può essere quantizzata ricorrendo al cerchio di raggio ε . Cioè, deve 
avvenire che la distanza d  tra nx  ed 
*x  sia minore di un valore ε  piccolo a 
piacere prefissato: 
 




 1lim ( ) lim ,n nF x x n N− = ∀ ∈ . (2.20) 
 
Poiché F  è supposta continua possiamo scambiare l’operazione di limite e 
stante la (2.19) possiamo scrivere la (2.20) come segue 
 
*




* *( )F x x= , 
 
dove *x è il punto fisso cercato per F . 
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 Ricordiamo che un limite ha senso soltanto se esso è riferibile ad una topologia. 




Pertanto possiamo concludere che se siamo in presenza di una funzione 
continua convergente in uno spazio topologico allora il limite della funzione è 
proprio il suo punto fisso. 
 
2.5 Wavelet e caos 
 
Si procede ora con una descrizione degli strumenti utilizzati per il 
monitoraggio di sistemi dinamici oggetto della presente ricerca.  
 
2.6 Mappa di Poincaré 
 
Una tecnica impiegata quando si ha a disposizione una sola variabile 
misurata (nel nostro caso il segnale accelerometrico) è quella di rappresentarla 
nello spazio di embedding o pseudo-fasi. Sebbene questa tecnica di rappresentare 
le orbite è molto impiegata, il plot di sistemi continui finisce col fornire poca 
informazione. In tal caso occorre ricorrere ad una tecnica di rappresentazione del 
piano delle fasi modificata chiamata mappa di Poincaré. 
Ricordiamo che l’analisi diretta dello spettro di Fourier non è di grande 
aiuto se non si possono osservare cambiamenti nella sua composizione al variare 
dell’ampiezza e/o della frequenza dell’azione forzante generatrice indiretta delle 
vibrazioni. 
Pertanto, quando il moto è forzato di periodo T , una regola naturale di 
campionamento per ottenere una mappa di Poincaré è quella di scegliere 
0τ+= nTtn . Questo consente di distinguere tra moti periodici e non-periodici. 
Per esempio, se il moto armonico campionato, è sincronizzato con il suo 
periodo la mappa sarà formata da un solo punto fisso (Fig. 2.11).   
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run11 sc cmb segnale(350000-360000) - Periodo:16 tau=3 scala=1 - db4 - frequenza:2926Hz
 
Fig. 2.11 - Moto armonico campionato e sincronizzato con il suo periodo 
 
Un’altra mappa di Poincaré non-caotica è mostrata in Fig. 2.12 dove il moto 
consiste di 2 frequenze tra loro incommensurabili. 
 









run32 sc cmb segnale(515000-525000) - Analisi del periodo 101 tau=3 scala=1 - db4 - distanza: 0.049298
 
Fig. 2.12 – Esempio di mappa di Poincarè dove il moto consiste di due frequenze 
incommensurabili 
 
Infine, se la mappa di Poincaré non mostra o un insieme finito di punti fissi 
o un’orbita chiusa  il moto può essere considerato caotico. 




2.7 Proprietà del piano delle fasi 
 
Le proprietà geometriche della rappresentazione delle fasi di un sistema 
dinamico può essere espressa quantitativamente utilizzando misure che riflettano 
in ultima analisi la dinamica del sistema stesso. Più grande è la dimensione di un 
attrattore più complicato esso appare nello spazio delle fasi. E’ importante 
distinguere tra la dimensione dello spazio delle fasi (embedding dimension) e la 
dimensione dell’attrattore. La embedding dimension ( p ) è la dimensione dello 
spazio delle fasi che contiene l’attrattore ed è sempre un intero positivo. La 
dimensione dell’attrattore  ( D ) può non essere un intero. D  è direttamente 
correlato al numero di variabili del sistema ed inversamente correlato 
all’eventuale relazione che le lega. 
Secondo Takens17 la embedding dimension p  può essere calcolata come  
 
( )2 1p D= +  
 
al fine di racchiudere un attrattore in uno spazio delle fasi. 
La misura più impiegata per stimare D  è la dimensione di correlazione 
dello spazio delle fasi (ν ). 
Metodi per calcolare la dimensione di correlazione sono descritti da Mayer e 
Kostelich 18,19. 
Un attrattore caotico è un attrattore dove, mediamente, orbite che si 
originano da condizioni molto simili (punti molto vicini nello spazio delle fasi) 
divergono esponenzialmente molto rapidamente (expansion process); essi 
rimangono vicini solo per un breve periodo di tempo. Se queste orbite provengono 
                                                 
17
 Takens, F., Detecting strange attractors in turbulence, in Dynamical systems and turbulence, 
Lecture notes in mathematics, Eds. D.A. Rand & L.S. Young, Springer-Verlag, Hidelburg, pp. 
366-381, 1981. 
18
 Mayer-Kress, G. editor, Dimension and entropies in chaotic systems, Springer-Verlag, Berlin, 
1986. 
19
 Kostelich, E.J., Problems in estimating dynamics from data, Physica D, vol. 58, pp. 138-152, 
1992. 
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da un attrattore di dimensione finita, esse collasseranno man mano che il processo 
evolve (folding process). Il risultato di questi due processi  è una struttura a strati. 
Le misure che quantizzano la caoticità di un attrattore sono la entropia ( K ) 
di Kolmogorov e gli esponenti di Lyapunov20,21 . Un attrattore per essere definito 
caotico dovrà avere l’entropia K  o il massimo degli esponenti maxL di Lyapunov 
positivi. L’entropia di Kolmogorov (Sinai o metrica) misura l’incertezza circa il 
futuro stato del sistema nello spazio delle fasi nota l’informazione circa gli stati 
precedenti (le posizioni o i vettori nello spazio delle fasi). Gli esponenti di 
Lyapunov misurano il tasso medio di espansione e collassamento che si registra  
lungo le auto-direzioni locali all’interno di un attrattore nello spazio delle fasi. Se 
lo spazio delle fasi ha dimensione p , possiamo stimare teoricamente fino a 
p esponenti di Lyapunov. Comunque, soltanto [ ]( )1+D  di essi saranno reali.  
Vari metodi sono stati proposti al fine di misurare tali parametri. La stima 
del più grande valore degli esponenti di Lyapunov in un sistema caotico è stato 
dimostrato essere il più affidabile e riproducibile rispetto agli altri esponenti in 
particolar modo quando D  cambia nel tempo in caso di dati non stazionari.  
 
2.8 Esponenti di Lyapunov22 
 
Consideriamo la seguente equazione iterativa 
 
 ( )1 1n n nx kx x+ = − . (2.21) 
 
Essa genera una successione non lineare di termini che appartengono ad una 
parabola. La (2.21) tecnicamente rappresenta, in ambito geometrico, una mappa 
funzionale23 cioè una corrispondenza di tipo non lineare tra lo stato di un sistema 
all’istante n  e nell’istante successivo 1n + . Se intendiamo verificare l'esistenza di 
                                                 
20
 Oseledec, A., A multiplicative ergodic theorem-Lyapunov characteristic numbers for dynamical 
systems, IEEE Int. Conf. ASSP, vol. 19, pp. 179-210, 1992. 
21
 Walters, P., An introduction to ergodic theory, Springer graduate text in Mathematics, vol. 79, 
Springer-Verlag, Berlin, 1982. 
22
 Alcuni autori lo riportano con il nome Liapunov. 
23
 In ambito matematico si chiama funzione o applicazione mentre quando si trattano spazi 
vettoriali si preferisce parlare di mappa. 




almeno un punto fisso, chiamiamolo *x , dobbiamo imporre la condizione, per 
quanto detto in precedenza,   
 
* * *(1 )x kx x= −  
 






= . (2.22) 
 
Allora ritorniamo alla mappa funzionale (2.21) :F R R→
 
monodimensionale ponendo 4k = : 
 
1 4 (1 )n n nx x x+ = − . 
 
Essa, stante la (2.22), così come è anche verificabile geometricamente,  
presenta un punto fisso in * 0.75x = .  Ci chiediamo se esso è asintoticamente 
stabile, cioè intendiamo verificare se da qualunque punto del suo intorno si parta 
la traiettoria tende asintoticamente ad un equilibrio in * 0.75x = . 
Per verificare quanto sopra, consideriamo un semplice sistema discreto di 
ordine unitario (mappa mono-dimensionale) definita come segue: 
 
 1 ( )n nx f x+ = . (2.23) 
 
Inoltre, supponiamo di conoscere una sua possibile traiettoria  e quella 
descritta da un punto vicino (Fig. 2.13). 
 






Se i punti considerati appartengono ad un intorno molto piccolo e se 
consideriamo due istanti molto vicini allora possiamo indicare nell’istante n  i 
punti come ,n n nx x dx+  mentre nell’istante 1n +  come 1 1 1,n n nx x dx+ + ++ . Ci 
proponiamo di valutare il tasso medio di convergenza o divergenza esibito dai due 
punti nel passare da n  ad 1n + . 
Avendo ipotizzato differenze infinitesime possiamo scrivere, stante la (2.23) 
 





( ) ( ) ( )
( ) ( )
( ) ( )
1 1 1
        .




x x dx f x f x dx
f x f x dx
x x dx
x x dx
+ + +− + = − + =
− +
= − +  




Ora, in forma differenziale, la (2.24) può anche essere scritta come segue: 
  




 1 1 1( ) '( ) ( )n n n n n n nx x dx f x x x dx+ + +  − + = − +  . (2.25) 
 
Ne segue che ( )' nf x  può essere inteso come il tasso di espansione o 
contrazione esibito dalle due traiettorie passando da n  ad 1n + . 
Il ragionamento può essere reiterato al fine di trovare una legge generale che 
valga per un qualsiasi numero consecutivo di istanti. Proviamo a vedere cosa 
succede se prendiamo in considerazione gli istanti che vanno da n  ad 1n +  fino 
ad 2n + . 
 
La (2.25) con riferimento agli istanti 1n + , 2n +  sempre per spostamenti 
infinitesimi diventa  
 
 2 2 2 1 1 1 1( ) '( ) ( )n n n n n n nx x dx f x x x dx+ + + + + + + − + = − +   (2.26) 
 
che, stante la (2.25), può essere riscritta come 
 
 2 2 2 1( ) '( ) '( ) ( )n n n n n n n nx x dx f x f x x x dx+ + + +  − + = − +  .  (2.27) 
  
La (2.27) può, pertanto, essere generalizzata scegliendo un numero m n>  di 
istanti infinitesimi: 
 




Ebbene, il tasso medio di espansione o contrazione delle traiettorie è dato 











n m n m n n m j
j
f x f x f x f x+ − + − + −
=
 
 Λ = =   
 
∏L . (2.29) 
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La (2.29) può essere estesa anche sui tempi lunghi, in tal caso essa diventa, 









n m jx m j




Λ =  
 
∏ . (2.30) 
 
Infine, nell’ipotesi di spostamenti infinitesimi la (2.30) diventa 
 








 ( ) ( )
m
xn
n m nx e x






λ = Λ  (2.33) 
 
rappresenta l’esponente di Lyapunov relativo alle traiettorie infinitamente 
vicine che partono da un istante qualsiasi n  fino all’istante m 24. 
Tale importante parametro consente di stabilire il comportamento medio di 




λ < , le traiettorie prossime a quella che parte da 
n
x  mediamente 
tendono ad avvicinarsi ad essa. Siamo in presenza di un punto fisso e l’orbita 




λ > , le traiettorie prossime a quella che parte da 
n
x  mediamente 
tendono ad allontanarsi da essa. L’orbita oltre ad essere instabile è anche caotica 
                                                 
24
 I simboli qui utilizzati non sono unificati o standardizzati come anche la base logaritmica.  







λ = , esiste un punto fisso. Gli esponenti nulli sono tipici di sistemi 
conservativi. 
  
Ora stante la (2.30), possiamo anche riscrivere la (2.33) come segue 
  
 
1 2ln '( ) ln '( ) ln '( )lim
n
n m n m n
x m
f x f x f x
m







osserviamo che l’esponente di Lyapunov ha la dimensione dell’inverso 
dell’unità di tempo (nel caso che m  indichi il tempo). In realtà il parametro in 
oggetto misura la velocità media di divergenza o di convergenza di orbite che 
sono inizialmente molto vicine nello spazio delle fasi 
La (2.34) è l’espressione che ci siamo imposti di cercare ad inizio di questo 
paragrafo.  
Vediamo con alcuni esempi il suo impiego per la determinazione tra punto 
di equilibrio e punto di equilibrio asintoticamente stabile. 
 
Riprendiamo l’esempio della mappa funzionale (2.21) e che qui 
richiamiamo avendo posto 4k = : 
 
 1 4 (1 )n n nx x x+ = − . (2.35) 
   
Abbiamo già verificato che esiste un punto di equilibrio * 0.75x = . 
Procediamo ora a determinare l’esponente di Lyapunov. Osserviamo 
preliminarmente che il problema è comunque mal condizionato avendo un fattore 
di amplificazione dei dati 2C = .  Inoltre la derivata della (2.35) nel punto di 
equilibrio è data da 
 
* *
'( ) 4 8 '( ) 4 8 2f x x f x x= − ⇒ = − = −  
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ne consegue, stante la (2.34), che * 0.75 0.1844xλ = = . Pertanto il sistema 
esibisce orbite instabili e caotiche, vale a dire che il punto * 0.75x =  pur essendo 
un punto fisso per la mappa in oggetto, non è stabile asintoticamente. 
La tabella che segue sintetizza le condizioni dinamiche della mappa in 









L’esempio che segue illustra, invece, il caso di un punto di equilibrio 
asintoticamente stabile. La sua equazione è identica a quella dell’esempio 
precedente, ora, però, poniamo 2.5k = . Pertanto la mappa monodimensionale è la 
seguente: 
 
 1 2.5 (1 )n n nx x x+ = − .  (2.36) 
 
Il punto fisso, stante la (2.22), è rappresentato da * 0.6x = . La Fig. 2.14 che 
segue illustra il diagramma della mappa in oggetto e quello della retta bisettrice 
y x=  che consente di individuare graficamente il punto fisso . 
 























Per l’esempio proposto  abbiamo che la derivata della mappa calcolata nel 
punto fisso vale 
 
*
'( ) 2.5 5 '( ) 0.5f x x f x= − ⇒ = −  
 
da cui immediatamente segue che * 0.6 0.6931xλ = = − . Pertanto questo punto 
fisso è asintoticamente stabile. La Fig. 2.15 che segue esemplifica quanto testé 
affermato e cioè che da qualunque punto dell’intorno di * 0.6x =  ci si incominci a 
muovere la traiettoria tende asintoticamente ad un equilibrio, rappresentato 
proprio da * 0.6x = . 
 






L’esempio che segue, invece, esemplifica il caso  in cui la traiettoria non 
tende mai ad un punto di equilibrio. La mappa a cui facciamo riferimento è 









































                                                 
25
 Essa è anche denominata mappa a "tenda" per la sua particolare forma che ricorda appunto una 
tenda. 




Il punto fisso stante la (2.22) è dato da * 0.6667x =  mentre, poiché la 
derivata è sempre pari a 2, l’esponente di Lyapunov risulta 
( )ln 2 0.6931 0λ = = > . Essendo [ ]00, 0,1xλ > ∀ ∈  allora qualunque traiettoria 
scegliamo non tenderà mai ad un punto di equilibrio così come bene esemplificato 





Concludiamo il paragrafo con alcune osservazioni: 
sulla bisettrice y x=  di fatto si genera, per ogni traiettoria prescelta, una 
successione numerica che certamente tende ad un limite (punto di equilibrio 
asintotico) se la successione rispetta la condizione di sufficienza secondo Cauchy. 
Segue dalla (2.32), dovendo essere ( ) ( )mxnn m nx e xλδ δ+ → , che la distanza tra 
due orbite, dopo un intervallo m , è cresciuta o meno mediamente secondo un 




. Inoltre, il tasso medio di espansione o 
contrazione delle orbite, Λ , è funzione del prodotto delle derivate nel punto nx . 
Questo fatto indica la velocità con cui i punti vicini ad nx  si allontanano o si 
avvicinano dopo m  iterazioni. Ne consegue che la migliore approssimazione 
lineare di una funzione differenziabile vicino ad un punto assegnato è 
rappresentata dalla matrice jacobiana. Se la traiettoria tende asintoticamente ad un 
punto di equilibrio allora 
n
m
xλ  coincide con il logaritmo del modulo dello 
jacobiano. 
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Tutto ciò premesso possiamo ora procedere ad illustrare una serie di metodi 
per determinare se, assegnato un sistema dinamico, esso possa essere classificato 
come caotico. Una caratteristica di una tale famiglia di sistemi è quella che è 
legata alla dipendenza dalle condizioni iniziali.  Il che significa che se due 
traiettorie in un determinato istante sono molto vicine, dopo un brevissimo 
intervallo di tempo, stante la  (2.32) possono in media muoversi 
esponenzialmente, nel senso che possono allontanarsi ovvero avvicinarsi. Pertanto  
per un sistema tempo continuo possiamo dire che la (2.32) può anche scriversi in 
maniera più sintetica come segue: 
  
 0 0( ) ( ) ,tt t e t Rλδ δ += ∈  (2.38) 
 
dove con ( )0tδ  abbiamo indicato la distanza iniziale tra le due traiettorie. 
 
La (2.38) può essere scritta con notazione analoga ma con riferimento a 












= . (2.39) 
 




Osserviamo che la divergenza di un sistema caotico, se esso presenta una 
mappa limitata, non può procedere all’infinito. Pertanto quando ci riferiamo alla 
(2.38) ovvero alla (2.39) dobbiamo intendere che esse hanno valore locale cioè 
per brevi intervalli temporali. Ebbene selezionata una traiettoria possiamo 










nell’intervallo prescelto ( )0t t− , piccolo a piacere. Possiamo in tal modo 
procedere, selezionando opportuni intervalli consecutivi, a determinare una 














K . (2.41) 
 
Dalla successione rappresentata dalla (2.41) possiamo ricavare la stima 
















∑ . (2.42) 
  
Possiamo a questo punto affermare, almeno in prima battuta, che il sistema 
dinamico esaminato presenta caratteristiche caotiche se 0λ > , viceversa, se 0λ <   
allora il suo andamento è regolare. 
Riprendendo la mappa parametrica funzionale discreta 
 
 ( )1 1n n nx kx x+ = − , (2.43) 
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la determinazione degli esponenti di Lyapunov in funzione del parametro 





In base alla densità di punti calcolati possiamo dire che il primo valore 
positivo  dell’esponente di Lyapunov lo abbiamo per 3.575k =  in corrispondenza 









Abbiamo visto come possiamo quantizzare la proprietà posseduta da alcuni 
particolari sistemi dinamici in merito alla forte sensibilità alle condizioni iniziali. 
Con riferimento ad uno spazio delle fasi n-dimensionale si definiscono n 
esponenti di Lyapunov che in genere si ordinano in senso decrescente di "peso": 
1 2 nλ λ λ≥ ≥ ≥K . 
Se gli esponenti sono tutti negativi allora siamo in presenza di un sistema 
dinamico n-dimensionale dotato di un punto fisso detto anche attrattore. 
Se almeno uno degli esponenti è positivo allora siamo in presenza di un 
regime caotico. 
Diremo che siamo in presenza di un ciclo limite se il primo esponente è 
nullo e i restanti sono negativi, cioè 1 0λ =   e 0.1i i nλ < < ≤ . 
Viceversa, un sistema dinamico avrà una evoluzione quasi-periodica e 
l’attrattore nello spazio delle fasi si chiama toro k-dimensionale, cioè 
0.1i i kλ = ≤ ≤  e 0,  j k j nλ = < ≤ . 




2.9 Il calcolo degli esponenti di Lyapunov attraverso il 
 problema degli autovalori ed autovettori 
 
Abbiamo già sottolineato che un  processo dinamico che evolve nel tempo 
in maniera caotica o non, comunque può essere analizzato attraverso lo studio 
delle distanze delle sue traiettorie a partire da un istante qualsiasi. Generalmente la 





Un sistema dissipativo n-dimensionale, ad esempio, tende a contrarre e a 
deformare l’iniziale ipersfera. In uno spazio tridimensionale una sfera si deforma 
in un ellissoide, in uno spazio bidimensionale un cerchio in un’ellisse. 
Ad esempio, in uno spazio tridimensionale, un sfera inizialmente di raggio 
ρ  dopo n  unità di tempo diventa un ellissoide con assi principali rispettivamente 
di lunghezza ( )1 2 3, ,n n nε ρ ε ρ ε ρ   di talché possiamo concludere che ad ogni sistema 
dinamico è associabile uno spettro di esponenti di Lyapunov { } , lni i iλ λ ε= . 
Sappiamo che in uno spazio monodimensionale le lunghezze variano con la 
seguente legge 
 
 ( ) 10 td t d eλ≈ , (2.44) 




in  uno spazio bidimensionale le aree variano con legge del tipo 
 
 ( ) ( )1 20 tA t A e λ λ+=  (2.45) 
 
mentre in uno spazio tridimensionale i volumi variano con legge 
 
 
 ( ) ( )1 2 30 tV t V e λ λ λ+ +=  (2.46) 
 
e così di seguito. 
Pertanto volendo generalizzare il problema possiamo dire che il 
cambiamento nel tempo dell’ipersfera dipende dalla derivata locale, cioè, se 
consideriamo una mappa m-dimensionale 
 
 1 ( )n nx F x+ =  (2.47) 
 
allora sarà fondamentale studiare la matrice Jacobiana associata al sistema 
dinamico. Ad esempio se 
 
( )( , , ), ( , , ), ( , , )F f x y z g x y z h x y z=  
 
possiamo ricavare il seguente gradiente locale (o Jacobiano), supposto che 









 ∂ ∂ ∂
 ∂ ∂ ∂ 
 ∂ ∂ ∂
=  ∂ ∂ ∂ 
 ∂ ∂ ∂
 ∂ ∂ ∂ 
. (2.48) 
 
Dopo n  iterazioni della mappa la ipersfera assumerà una forma che 
dipenderà dal prodotto dei primi n  Jacobiani: 






nJ J J J




Se ipotizziamo che gli intervalli temporali siano infinitamente piccoli tali 
cioè da poter ritenere linearizzabile il sistema dinamico allora posiamo ritenere lo 
Jacobiano un operatore  lineare e quindi procedere a calcolare gli autovalori ad 
esso associati  
Ciostante, gli autovalori di nJ  saranno ( ) ( ) ( )1 2 mj n j n j n≥ ≥ ≥K . Da cui 
possiamo ricavare gli esponenti di Lyapunov 
 
 
1lim ln ( ), 1, ,i i
n




= = K . (2.50) 
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In un generico processo manifatturiero in cui siano presenti organi e alberi 
rotanti parte dell’investimento di capitale è indirizzato alla loro manutenzione. 
Spesso alcuni componenti meccanici vengono sostituiti senza aver 
identificato la causa del danneggiamento, lasciando quindi aperta la possibilità a 
future e analoghe rotture non previste. 
La misura sistematica delle vibrazioni del macchinario, inserita in un 
adeguato programma di manutenzione predittiva, consente di ottenere benefici 
quali: annullamento o drastica riduzione delle fermate non programmate, utilizzo 
dei componenti fino al tempo economico di sostituzione, eliminazione o riduzione 
di rotture dei componenti che fermano la produzione. Per ottenere questi benefici 
è però necessario riuscire a distinguere l’insorgere del danno in un tempo utile 
all’intervento manutentivo. L’analisi di spettri complessi come quelli generati da 
sistemi meccanici è difficoltosa e complicata dalla possibile sovrapposizione di 
altri segnali provenienti dalla macchina o dai suoi componenti in movimento. La 
loro analisi e la diagnostica può essere semplificata dall’uso di una procedura di 
identificazione delle frequenze principali e delle loro armoniche, calcolandone la 
somma e la differenza e considerando nello spettro soltanto i picchi prodotti da 
queste frequenze. 
Questa procedura ha però utilità limitata perché la contaminazione dei 
segnali provenienti dal resto della macchina riduce enormemente l’affidabilità e 
l’identificabilità dei rilievi. Tecniche più idonee sono quelle basate su filtraggi 
selettivi o sull’individuazione di opportuni campi di frequenza in cui il rapporto 
segnale/rumore risulti idoneo alla misura. In ogni caso l’interpretazione dei difetti 
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dei sistemi meccanici complessi passa spesso attraverso l’analisi FFT (Fast 
Fourier Transform) dei segnali in bassa frequenza, ottenuti mediante 
demodulazioni e inviluppi di segnali associati a campi di frequenze più elevate. 
L’obiettivo è allora sviluppare e rendere disponibile per applicazione in 
ambito industriale una metodologia di indagine in grado di identificare i difetti 
presenti.  
Perché la metodologia sviluppata sia bene adattabile alla realtà industriale si 
sono scelte tecniche di indagine che consentano misurazioni le meno intrusive 
possibili nei macchinari limitando le acquisizioni di segnale in due o tre direzioni 
ortogonali rispetto, ad esempio, all’asse di rotazione dell’albero. Pertanto, 
l’obiettivo allora è quello di individuare le tecniche più sensibili alle variazioni 
dello stato di salute dei sistemi dinamici e tra queste scegliere quelle che 
richiedono un minore carico computazionale. Per confrontare le potenzialità delle 
diverse tipologie di analisi del segnale (valore di picco, Crest Factor, valore 
globale o quadratico medio (RMS), Curtosi, Cepstrum, inviluppo spettrale, ecc.) 
utilizzate per identificare il loro danneggiamento difettato ad hoc, è stato 
realizzato un banco prova dedicato, simile a una macchina di tipo industriale e 
quindi in grado di combinare più sorgenti di vibrazione. Tra le varie tecniche 
sperimentate, il metodo dell’analisi a mezzo trasformata wavelet si è dimostrato 
particolarmente adatto, in combinazione con la teoria del caos, per 
l’identificazione dei difetti. 
 
3.2 Wavelet e caos deterministico 
 
Come abbiamo anticipato, un segnale ovvero una serie temporale ovvero 
una funzione analitica possono facilmente essere trasformate in un insieme 
composto da coefficienti wavelet ciascuno rappresentativo di una particolare 
frequenza corrispondente ad una scala prefissata. Tale tecnica di trasformazione 
fornisce una mappa molto utile se dobbiamo indagare le caratteristiche presenti  
nel segnale origine. Che i due mondi (quello della Wavelet e quello del caos 
deterministico) si dovessero prima o poi integrare era ormai scontato. In questo 
paragrafo vogliamo soltanto tratteggiare quest’ultimo sviluppo e presentare alcune 
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interessanti simulazioni che meglio di ogni altro possono dare una idea di come è 
possibile sfruttare la potenza di elaborazione offerta da essi. 
 
 Monitorare un sistema dinamico non lineare significa prima di tutto 
individuarne le eventuali variazioni dinamiche che non possono essere ascritte ad 
eventi puramente aleatori. Indagare in tal senso, però, comporta un grosso 
problema metodologico: stabilire se quello che stiamo osservando è dovuto al 
caso ovvero è determinato dal caos deterministico. Decidere in un senso o 
nell’altro non è cosa sempre facile e possibile. Scopo di questo paragrafo è quello 
di presentare una serie di metodi che possono aiutare il ricercatore ad orientarsi in 
questa terra di nessuno dove spesso le sfumature  sono molto labili ed il nostro 
tentativo è quello di rappresentare con modelli semplificati deterministici o 
stocastici  i fenomeni che si presentano in natura. 
 
3.3 Il problema del malcondizionamento dei dati 
 
Prima di affrontare i problemi afferenti alla teoria del caos non possiamo 
non richiamare ed introdurre alcuni concetti di base necessari per poter 
discriminare tra falsi o veri fenomeni caotici. 
Un segnale non è altro che una sequenza numerica che se è descrivibile 
tramite una funzione allora esso è chiamato deterministico, altrimenti è chiamato 
aleatorio. 
Per tali sequenze numeriche si presenta spesso un dilemma legato al buono 
o cattivo condizionamento dei dati. Cioè, ci chiediamo se è possibile trovare una 
relazione che leghi la variazione dei dati in ingresso x∆  con quelli in uscita 
( )f x∆ , su di un sistema dinamico elementare quale può essere un black-box. Un 
tale tipo di problema si presenta, ad esempio, ogniqualvolta effettuiamo 
misurazioni affette da errori e/o da arrotondamenti. 
Introduciamo l’errore assoluto per i dati in ingresso e quelli che di 
conseguenza si ripercuotono sui dati in uscita:  
ˆ




dove i termini col segno ^ indicano le quantità affette da errori di 
misurazione di qualunque natura essi siano. 
L’errore assoluto, però, non è sensibile alla "significatività" della variazione. 
Ad esempio, consideriamo le due differenze: 0.374 0.372 0.002− =  e 
10000.137 10000.135 0.002− = . 
Non v’è dubbio che, pur esibendo lo stesso risultato, il secondo errore ha 
certamente un peso relativo minore rispetto al primo.  
Pertanto, conviene definire una quantità che tenga conto anche dei valori in 
gioco, da qui l’esigenza di introdurre il cosiddetto errore relativo definito come 
appresso rispettivamente per le variazioni dei dati di ingresso (dominio)  e per le 















= . (3.1) 
 
Ciò premesso, ci proponiamo di determinare una legge che possa mettere in 
relazione gli errori in (3.1). 
Cominciamo con l’osservare che, poiché una eventuale modificazione dei 
dati di ingresso si ripercuote anche sui dati di uscita, allora deve essere: 
 




( ) ( ) ( ) ( )x x x x f x f x x f x∆ = + ∆ − → ∆ = + ∆ − . 
 
Moltiplicando ambo i membri per x x∆ otteniamo 
 
( ) ( )( ) f x x f x xf x x
x x
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Passando al limite per x∆  tendente a zero, considerando inoltre la (3.1) e 
passando ai moduli si ha  
 
' '( ) ( ) xf x f x E∆ = . 
 
Dividendo ambo i membri per il modulo di ( )f x  e ricordando ancora la 





( )f x x
f x x
E Ef x= .       
 
Dunque l’errore relativo che eventualmente commettiamo sui dati di 






C f x=   
 
chiamato per l’appunto fattore di condizionamento dei dati. Questo significa 
che l’errore in uscita è una funzione del fattore di amplificazione C. Ad esempio, 
se la funzione di trasferimento (ingresso →  uscita) è del tipo ( ) ,nf x x n N= ∈ , il 






= = . 
Ciò porta ad una facile interpretazione geometrica. 
In Fig. 3.1, per 1n = , 1C =  e per 2n = , 2C = , si vede chiaramente che a 
parità di x∆ , la variazione dell’uscita è tanto più grande quanto più C  è grande 
quindi quanto più grande è l’esponente n della funzione considerata.  
Dunque il mal condizionamento è un fattore da tenere in grossa 
considerazione quando si affrontano problemi numerici soprattutto se questi 
possono implicare conseguenze di tipo caotico per le quali piccole variazioni in 
ingresso possono determinare nei sistemi coinvolti evoluzioni non soltanto 
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imprevedibili ma praticamente molto diverse tra loro. Pertanto occorre ben 





3.4 Metodo pratico per il calcolo di λ1 
 
Come già sottolineato nel Capitolo 2, degli n esponenti di Lyapunov, nel 
caso di una mappa n-dimensionale, il più discriminante, ai fini della definizione 
dello stato di un sistema dinamico, è il primo. Pertanto, durante la presente 
ricerca, sono stati messi a punto una serie di algoritmi che permettono di 
calcolarlo con una buona approssimazione. Uno dei più semplici è quello che 
illustriamo di seguito. 
Assegnata una mappa si possono estrarre da essa, in modo iterativo, due 
successioni numeriche con la condizione che la seconda abbia come punto iniziale 
un valore prossimo a quello della prima successione.  Chiamiamo  
  
 ( ) ( ) ( )0 0 0x x xδ ′= −  (3.2) 
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la loro distanza, avendo indicato con ( )0x  il valore iniziale della seconda 
successione e con ( )0x′  quello relativo alla prima. 
Dopo un tempo t  le due successioni avranno distanza 
 
 ( ) ( ) ( )x t x t x tδ ′= − . (3.3) 
 
Per quanto detto in precedenza il primo esponente di Lyapunov lo possiamo 
determinare come segue 
 
 1 (0) 0









Il metodo approssimato che illustriamo parte da questa semplice 
considerazione e cioè che la distanza al tempo t  mostrato dalle due successioni è 
proporzionale, a meno di una costante di amplificazione, alla distanza da essa 
esibita nell'istante iniziale, cioè, stante la (3.4) 
 
 ( ) ( ) 10 tx t x eλδ δ≈  (3.5) 
 
da cui applicando ad ambo i membri il logaritmo naturale otteniamo il 







δ λδ = . (3.6) 
 
La variabile t  che compare nella (3.6) può essere assunta come parametro 
temporale per il diagramma iterato delle due successioni. Il grafico che così si 
ottiene interpolato con una retta ai minimi quadrati fornisce il coefficiente 





3.5 Trasformata wavelet adattativa 
 
Notiamo che per molti segnali dinamici di origine meccanica, le 
caratteristiche dei componenti sono di carattere impulsivo. Molti degli odierni 
metodi presenti in letteratura non sono affidabili se l’operazione è quella di 
identificare componenti impulsive ricoperte da rumore. 
Pertanto abbiamo approntato una nuova metodica (denominata wavelet 
adattativa) utile per il denoising. Essa può trovare applicazione in special modo 
per la estrazione di componenti impulsive. 
 
Abbiamo più volte messo in evidenza che il calcolo dei coefficienti wavelet 
si basa sulla convoluzione tra il segnale, ad esempio accelerometrico, ricavato dal 
sistema dinamico monitorato e la funzione wavelet. 
Questo implica che la wavelet che deve essere impiegata per "scoprire" le 
caratteristiche del segnale deve essere quanto più simile alle caratteristiche 
evidenziate dal segnale accelerometrico. La discretizzazione diadica  
( Zkjkba jj ∈== ,,2,2 ) è uno dei metodi più impiegati, tale metodo, però, non 
è impiegabile con successo se il segnale accelerometrico presenta un  SNR26 
molto basso. 
Pertanto, la trasformata wavelet che presentiamo in questo paragrafo 
consente di adattarsi alle caratteristiche che vogliamo ricercare in un segnale. Essa 
è chiamata wavelet continua (CWT) adattativa. 
Pertanto, l’obiettivo è quello di progettare una wavelet che sia quanto più 
simile ai segnali impulsivi dinamici solitamente monitorati sui sistemi meccanici, 
per tale ragione l’abbiamo definita adattativa, per la sua principale caratteristica di 
"adattarsi" al segnale in studio. 
La funzione madre è definita come segue 
 
 )cos()( )2/( 22 tet t piψ β−= .  (3.7) 
 
                                                 
26
 Signal to Noise Ratio. 
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Notiamo che la funzione presenta le seguenti caratteristiche: non è 
ortogonale, le griglie di campionamento sono piuttosto sparse ed è tempo 
invariante a supporto compatto. 
Possiamo ricavare funzioni "figlie" agendo sulla dilatazione a e sulla 



















   − 
=   
.  (3.8) 
 
La Fig. 3.2 mostra la forma di tale wavelet. Essa è una funzione coseno che 
decade esponenzialmente su entrambi i lati. 














Funzione ψ adattativa (madre)
 
Fig. 3.2 – Wavelet adattativa (madre) 
 
Nella (3.8) compaiono tre parametri: a, b e β . Differenti definizioni dei 
domini di a e b corrispondono a differenti segmentazioni del piano tempo-scala 
della CWT. 
Ricordiamo che poiché per un determinato segnale digitale, il tasso di 
campionamento segue sempre il Teorema di Nyquist-Shannon,  il campionamento 
(sampling rate) deve sempre essere molto alto (dell’ordine dei kHz). In tal modo 
avremo sufficiente risoluzione temporale se l’unità di traslazione dovesse 
coincidere con il periodo di campionamento. Ne consegue che la lunghezza della 
griglia tempo-scala lungo l’asse temporale è uguale al periodo di campionamento. 
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Notiamo anche che la lunghezza della griglia tempo-scala lungo l’asse della 
scala può essere diversa a seconda dei casi monitorati dipendendo ciò anche dalla 
distribuzione e risoluzione delle caratteristiche delle componenti frequenziali. 
A questo adattamento provvede il parametro β  che, agendo sia sulla 
risoluzione temporale che su quella frequenziale, ne modifica la forma.  
Se β  decresce si incrementerà la frequenza di risoluzione ma decresce la 
risoluzione temporale. Quando β  tende a zero la CWT diviene una funzione 
coseno che mostrerà la più fine risoluzione frequenziale (Fig. 3.3) e quando β  
tende all’infinito la CWT diviene una funzione di Dirac e quindi avrà una più alta 
risoluzione temporale (Fig. 3.4). 
 
 
Fig. 3.3 - β → 0 
 
 
Fig. 3.4 - β → ∞  
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Così ci sarà sempre un β  ottimo che determinerà la migliore risoluzione 
tempo-frequenza per una famiglia di segnali localizzati nel piano tempo-
frequenza. 
Il processo di ottimizzazione della base wavelet fa riferimento alla 
"rarefazione" dei coefficienti wavelet. Perciò, il valore di β  può essere 
determinato quando i coefficienti wavelet sono più "sparsi". Tale proprietà può 
essere misurata con  la Entropia di Shannon. 
Sia { } Miic ,,1K=  la classe dei coefficienti wavelet. Dopo un processo di 









/ , (3.9) 
 









log .  (3.10) 
 
Per verificare la validità del metodo entropico proposto si è proceduto ad 
una simulazione. 
Supponiamo di avere un segnale definito come segue: 
 
 
[ ] [ ]
[ ] [ ]











































Fig. 3.5 - Funzione di prova (primi 160 punti) 
 
Incrementando β  da 0.1 a 20 e calcolando la entropia dei coefficienti 
wavelet normalizzati, si determina un minimo valore della entropia quando 
β =0.5. Tale valore è quello ottimale. 
Infatti la simulazione con la funzione prima definita assumendo β  pari a 
0.2, 1.5 e 0.5 rispettivamente consente di notare la differenza. Osserviamo che la 
funzione include tre componenti impulsive; per β =0.5 i tre fenomeni  impulsivi 
sono ben visibili (Fig. 3.6 e Fig. 3.7). 
 
 
Fig. 3.6 – CWT del segnale quando β =0.2, β =1.5 e β =0.5 
 
È importante sottolineare che la regola di ottimizzazione non è basata su un 
threshold, cioè su una soglia, ma sulla densità entropica dei coefficienti Wavelet: 
il minimo esibito dalla (3.10) in funzione di β  (Fig. 3.8 e Fig. 3.9) corrisponde 
alla migliore risoluzione tempo-frequenziale per far sì che i coefficienti wavelet 
ottenuti misurino al meglio la "similarità" tra il segnale e la CWT. Di conseguenza 
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più la CWT esibisce caratteristiche tempo-frequenziali simili al segnale più 
grande è il corrispondente coefficiente Wavelet. 
 












Fig. 3.7 - Segnale simulato 
 
 







































Fig. 3.9 - Particolare del minimo entropico in funzione di β  
 
La Fig. 3.10 mostra un raffronto della shape relativa alla funzione (3.11) e 
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3.6 Fonte di errori 
 
In generale lo stato dinamico di un evento temporale discreto all’istante 
( 1)t +  è dato da: 
   
( 1) ( ( )) ( ) ( ) ( )x t f x t t t tε η γ+ = + + +  
 
dove abbiamo indicato con ( ( ))f x t  lo stato dinamico del sistema al tempo 
t , con ( )tε  l’errore di misurazione, con ( )tη  le inevitabili perturbazioni che 
agiscono sul sistema da parte dell’ambiente e con ( )tγ  gli errori di 
arrotondamento generati da parte di qualsiasi sistema di elaborazione. A questi 
andrebbe aggiunto anche l’errore sistematico di campionamento ovvero di 
misurazione chiamato bias. 
Quanto ci sia di aleatorio nelle perturbazioni di cui sopra e soprattutto 
quanto queste possano incidere sullo sviluppo temporale del sistema dinamico 
stesso non è sempre facile stabilirlo. 
Vogliamo, ora, mettere in evidenza alcune peculiarità degli errori di 
misurazione su una successione numerica non lineare. 
Pertanto, procediamo ad esemplificare quanto fin qui detto con un esempio. 
































Diagrammata (Fig. 3.11), sembra che la successione esibisca una certa 
stazionarietà. Infatti l’andamento dei primi 10 elementi sembra descrivere un 





Ebbene se proviamo ad andare avanti, ad esempio riportando i primi 20 
elementi della serie temporale, ci accorgiamo che a partire dal decimo elemento il 
diagramma perde la sua regolarità esibita dai tre periodi (Fig. 3.12). Se 











L’andamento della successione diventa del tutto imprevedibile se proviamo 





Come si spiega tutto questo? Possiamo affermare che ci troviamo di fronte 
ad un tipico esempio di modello caotico? A dire il vero mai come in questo caso 
l’apparenza inganna. Infatti se proviamo a rappresentare su un piano i primi 100 
elementi della serie temporale però accoppiando i valori  come ascisse ed ordinate 







Ci accorgiamo facilmente che gli elementi della successione sono tutt’altro 
che quelli generati da un sistema caotico. Il sistema che li genera è rappresentato 
da una semplicissima equazione deterministica di secondo grado: una parabola la 
cui equazione è 4 (1 )y x x= − . 
La equazione la possiamo scrivere anche in modo ricorsivo nella forma 
seguente:  
  
( )1 4 1n n nx x x+ = − .  
 
Così scritta l’equazione meglio si presta ad essere interpretata. Infatti, la 
prima coppia di coordinate è data da (0.116997, 0.4132). La successiva sarà data 
da (0.4132, 0.9699) e così di seguito. Quello che però lascia molto meravigliati è 
il fatto che se proviamo a cambiare il valore del primo elemento (seed) da 
0 0.116997x =  a 0 0.116998x =  e diagrammiamo i primi 10 elementi non notiamo 
alcunché di diverso nell’andamento delle due successioni (Fig. 3.16). Invece, se  
proviamo ad estendere la successione ai primi 30 elementi notiamo che le due 
successioni già dal loro 12° elemento incominciano ad assumere valori diversi 
(Fig. 3.16). 
 





Eppure abbiamo agito soltanto sulla 6a cifra decimale del seed. Questo 
esempio bene mette in evidenza una proprietà del caos deterministico: la 
"contraffazione del caso" generata dalla serie27. Ci chiediamo a questo punto 
quale è il reale andamento della successione che stiamo studiando? La risposta 
non la possiamo fornire. Possiamo soltanto ritenere che, ad esempio, il millesimo 
elemento della successione apparterrà alla parabola da cui esso viene generato. 
Non possiamo aggiungere altro! E’ l’indeterminatezza dei sistemi caotici; essi 
sono fondamentalmente instabili nel senso che piccoli scarti iniziali conducono 
molto rapidamente a grandi deviazioni nella evoluzione temporale del sistema.  
A tal proposito vogliamo ricordare quanto detto a proposito del mal 
condizionamento di un sistema. Il fattore di amplificazione per la successione in 
studio, dopo semplici passaggi, è uguale a 2. Pertanto l’errore (ε ) che 
commettiamo a partire dal seed si ripercuote con un fattore doppio e così andando 
avanti reiterando il procedimento. La Fig. 3.17 che segue illustra la differenza 
esibita dai primi 30 elementi delle due serie.  Osserviamo che l’errore rimane 
quasi nullo per i primi 15 elementi per poi esplodere improvvisamente a partire 
dal 17° elemento in poi. Se proviamo a calcolare il logaritmo dell’errore possiamo 
meglio renderci conto del suo "tasso di crescita" (Fig. 3.18) soprattutto nei primi 
istanti di vita delle due serie, laddove sembra che le differenze siano nulle. 
                                                 
27















Ciò premesso, ci proponiamo di identificare la presenza di eventuali punti 
fissi. Se consideriamo quanto detto in precedenza da un punto di vista geometrico 
sull’argomento, si tratta di  tracciare la bisettrice del primo quadrante per poter 
agevolmente rilevare l’eventuale esistenza di un tale punto del diagramma. 
Diciamo 0x  la sua ascissa. Allora deve essere  
 
0 0( )f x x= . 
 
La Fig. 3.19 sopra riportata mostra la presenza di 2 punti fissi aventi ascissa  
rispettivamente 1 0x =  e 2 0.75x = . Se scegliamo come seed uno dei due punti 
fissi allora la traiettoria che otteniamo è stazionaria (Fig. 3.20). Cosa succede se 
anziché scegliere ad esempio come seed 0 scegliamo un numero prossimo ad esso, 
0.116997 ovvero 0.116998, è stato già ampiamente illustrato. 
Di seguito vogliamo illustrare un metodo molto semplice di tipo grafico che 
consente di valutare le conseguenze relative alla scelta del primo valore della 
serie, cioè del seed. Per fare ciò riferiamoci alla Fig. 3.21 che mostra sovrapposti i 
















Ebbene, se tracciamo partendo dalla condizione iniziale individuata con 
( )0x , presa sull’asse delle ascisse, un segmento verticale fino ad incontrare il 
diagramma della parabola in A avremo individuato il corrispondente valore di 
( )0x  cioè ( )( )0f x . Se si vuole procedere nella iterazione allora dobbiamo 
riportare sull’asse delle ascisse il nuovo argomento in modo che applicando la 
funzione in oggetto possiamo ricavare il secondo elemento della serie, cioè ( )2x . 
Per fare ciò dobbiamo individuare ( )1x  sull’asse delle ascisse, utilizzando la 
bisettrice, luogo dei punti tali che ( )f x x= , cioè luogo di punti fissi. 
La bisettrice consente di individuare ( )1x  sull’asse delle ascisse mediante 
uno spostamento orizzontale verso destra (B) e successivamente verso il basso. Il 
procedimento può essere ripetuto per quante volte si vuole. 





Osserviamo subito che se scegliamo come seed un valore negativo e 
prossimo allo zero, la successione tende rapidamente ad espandersi, assumendo, 
cioè, valori via via crescenti. Nella Fig. 3.22 che segue è illustrato l’andamento 







Facilmente notiamo che le ampiezze assumono rapidamente valori molto 
ampi dell’ordine di 
27510
. La successione ovviamente è divergente. Notiamo che 
sulla bisettrice possiamo in realtà leggere i valori che assumono gli elementi della 
successione durante la sua evoluzione. Un sistema che presenta queste 
caratteristiche lo chiamiamo in equilibrio instabile o repulsivo e per estensione 
diremo che ( )0x  è un punto di equilibrio instabile o repulsivo. 
Orbene, poiché la funzione (parabola) che abbiamo utilizzato per questo 
esempio è di tipo non lineare, ci chiediamo allora se cambiando il valore del seed 
possiamo assistere ad altre evoluzioni. La Fig. 3.23 che segue mostra l’andamento 
nel caso ( )0 0.1x = . La successione esibisce una dinamica che possiamo definire 
mista, composta cioè da espansioni a cui seguono contrazioni più o meno regolari, 
ma comunque sempre instabile. Tecnicamente queste trasformazioni si chiamano 
rispettivamente folding e stretching. Tale è un’altra proprietà del caos 
deterministico: l’alternanza più o meno regolare di processi di allungamento 





La Fig. 3.24 che segue esemplifica, nel piano ( ) ( ), 1x n x n + , quanto detto 
nel caso particolare in cui il seed valga ( )0 0.55x =  e 0.25k = .  
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La successione converge rapidamente al punto fisso di ascissa 0x = . 
Infine la Fig. 3.25 bene descrive la complessità della serie temporale in 


























Durante le applicazioni, illustrate in dettaglio nel Capitolo 4, ci siamo 
spesso imbattuti in sistemi meccanici la cui dinamica vibratoria era determinata 
principalmente dal moto rotatorio di un complesso di ruote dentate. 
Esistono diverse metodiche attualmente impiegate per monitorare in modo 
affidabile lo stato delle ruote dentate. 
Facendo riferimento alla tipologia del dominio di analisi, generalmente esse 
possono essere classificate:  
 
- frequenza (cepstrum analysis) 
- tempo (analisi statistica) 
- tempo-frequenza 
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3.7 Frequenza (cepstrum analysis) 
 
La classica metodica di analisi è quella spettrale. Dal confronto di uno 
spettro generato da un ingranaggio danneggiato con uno in buono stato possono 
essere individuate diverse condizioni di danno. 
Per esempio, se l’ingranaggio è composto soltanto da un paio di ruote 
dentate è possibile individuare il danno di un dente ispezionando la modulazione 
delle sidebands  nell’intorno della frequenza di ingranaggio (meshing frequency) e 
delle sue armoniche. 
Per cepstrum si intende l’inverso della trasformata di Fourier del logaritmo 
dello spettro di potenza. Poiché nello spettro è possibile individuare la periodicità, 
la presenza di una caratteristica ricorrenza causata dal danneggiamento di un dente 
può essere facilmente individuata. Osserviamo che una tale metodica è applicabile 
soltanto se il rapporto SNR, segnale-rumore, non è fortemente inquinato da 
rumore, in caso contrario, infatti, è praticamente impossibile rilevare anomalie 
vibratorie incipienti determinate da cedimenti meccanici. Inoltre per sistemi di 
ingranaggi complessi, però, è molto difficile identificare i danni soltanto dallo 
spettro o dal cepstrum a causa del numero enorme di componenti che sono 
contemporaneamente coinvolti. 
 
3.8 Tempo (analisi statistica) 
 
La media sincrona temporale (Time Synchronous Average, TSA) è un 
procedimento che media il segnale su un numero abbastanza grande di cicli, 
sincronizzati con la velocità di rotazione di uno specifico albero/ingranaggio. Tale 
metodica permette di rimuovere non soltanto il rumore di fondo ma anche tutti 
quegli eventi che non sono esattamente sincroni con la ruota dentata monitorata. 
Inoltre, con le tecniche di interpolazione e di ricampionamento è possibile ridurre 
gli effetti dovuti alle fluttuazioni della velocità eliminando la necessità di ricorrere 
al blocco delle fasi multipli delle frequenze. 
Danni molto avanzati possono facilmente essere identificati dall’ispezione 
delle TSA. Alcuni ricercatori [P. D. McFadden, 1986 Journal of Vibrations, 
Acoustics, Stress and Reliability in Design, 108, 165-170. Detecting fatigue 
Metodiche Applicative 
 126 
cracks in gears by amplitude and phase demodulation of meshing vibration] 
suggeriscono l’impiego della fase e della demodulazione di ampiezza del residuo 
della meshing frequency dominante. In alcuni casi, può essere impiegata la curtosi 
della modulazione di fase e le sue derivate per la diagnosi del danno [P. D. 
McFadden, 1986 Journal of Vibrations, Acoustics, Stress and Reliability in 
Design, 108, 165-170. Detecting fatigue cracks in gears by amplitude and phase 
demodulation of meshing vibration., G. Dalpiaz a U. Meneghetti, 1991, NDT&E 
International, 24, 303-306. Monitoring fatigue cracks in gears].  
Altri autori [F. Ismail, H. Martin e F. Omar, 1995, Proc. of  the ASME 
Biennal Cinferebce on Vibration and Noise, Vol. DE-84-1, 1413-1418. A 
statistical index for monitoring tootcracks in a garbo. Boston, MA] hanno 
impiegato la curtosi della funzione beta per amplificare i transitori generati dalla 
rottura di un dente. Hanno proposto, a tal fine, anche l’uso di un indice statistico. 
Ancora, altri autori [F. Colnaraghi, D. Lin e P. Fromme, 1995, ASME Biennal 
Conference on Vibration and Noise, Vol. DE-81-1,121-127. Gear] hanno 
introdotto analisi da dinamiche caotiche e non lineari al fine di individuare 
cambiamenti generali di particolari sistemi dinamici. Infine, altri ricercatori [D. 
Lin, F. Colnaraghi e F. Ismail, 1997, Journal of Sound and Vibration, 208, 664-
670. The dimension of the gearbox signal] hanno studiato gli effetti che la rottura 
di un dente ha sulla correlazione dimensionale di un segnale vibrazionale di un 
cambio. Purtroppo le evidenze sperimentali sono limitate e gli stessi autori 
raccomandano ulteriori approfondimenti. 
 
3.9 Analisi tempo-frequenza 
 
L’analisi in tempo-frequenza è divenuto un approccio sempre più 
importante per la diagnosi dei danni alle ruote dentate. 
L’analisi classica è la trasformata cosiddetta Short-Time Frequency Fourier  
(STFT). Una forma diversa della STFT è la cosiddetta distribuzione Wigner-Ville 
che è ottenuta studiando il segnale attraverso la auto-correlazione ed il processo 
della trasformata di Fourier. Sebbene non sia sempre affidabile essa comunque è 
molto utilizzata per l’individuazione dei danni di ruote dentate. Recentemente 
sono state fatti notevoli passi avanti con l’impiego della trasformata wavelet 
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(WT). Al contrario della STFT la WT consente di indagare sia in alta che in bassa 
frequenza  e contemporaneamente nel dominio del tempo. Pertanto è una analisi 
molto affidabile per la individuazione di transitori e di segnali non-stazionari. 
Molti sono i ricercatori che hanno fatto proposte metodologiche in tal senso [G. 
Strang e T. Nguyen, 1996, Wavelets and Filter Banks. Wellesley: Cambridge 
Press, W.J. Wang e P.D. McFadden, 1996, Journal of Sound and Vibration, 192, 
927-937. Application of wavelets to gear box vibration signals for fault detection, 
W.J. Wang e P.D. McFadden, 1995, Mechanical Systems and Signal Processing, 
9, 497-507. Application of orthogonal wavelets to early gear damage detection]. 
Essi comunque mettono in evidenza il fatto che pur fornendo una 
rappresentazione efficiente e senza ridondanze le mappe tempo-frequenze non 
forniscono utili dettagli.  Inoltre, alcuni ricercatori [S.T. Lin e P.D. McFadden, 
1995, Institute of Mechanical Engineers 2nd Intern. Conf. on Gearbox, Noise, 
Vibration and Diagnostics, 59-72. Vibration analysis of gearbox by linear wavelet 
transform. London, U.K.], hanno introdotto il concetto di WT lineare, in cui la 
mappa è normalizzata secondo l’ampiezza del segnale invece che con la sua 
energia. Ancora, [D. Bollahbal, F. Golnaraghi e F. Ismail, 1999, Mechanical 
Systems and Signal Processing, 13, 423-436. Amplitude and phase wavelet maps 
for the detection of cracks in geared systems], alcuni hanno usato l’ampiezza della 
WT e la fase simultaneamente per indagare rotture ed usure dei denti. Essi hanno 
proposto una rappresentazione polare che potrebbe essere impiegata per 
localizzare il danno dei denti con una particolare rappresentazione dei coefficienti 
wavelet. 
Ciò premesso esistono molte metodiche non integrate tra loro ognuna 
capace di fornire informazioni parziali circa l’assessment di ruote dentate.   
Il nostro obiettivo è consistito nel mettere a punto una metodica che 
integrando le due teorie (Wavelet e Caos) e tecniche diverse possa consentire di 
fornire affidabili sistemi di monitoraggio in particolare sulla evoluzione dinamica 





3.10 Dimensione frattale 
 
Osserviamo che fino ad ora abbiamo sempre fatto riferimento a sistemi 
dinamici a comportamento non lineare. Di conseguenza per essi non è valido il 
teorema della sovrapposizione degli effetti. Molti modelli afferenti al caos e 
soprattutto quelli che tentano di descrivere i fenomeni della realtà che ci circonda 
presentano comportamenti e dinamiche non lineari. Laddove è possibile si cerca 
di aggirare l’ostacolo  rappresentato dai sistemi di equazioni differenziali 
ordinarie non lineari rendendole lineari con opportuni artifizi matematici. Ma non 
sempre ciò è possibile. Allora conviene affrontare il problema, sia esso a tempo 
continuo che a tempo discreto con o senza la presenza di un modello, da un altro 
punto di vista: se il sistema funziona su un attrattore allora può essere utile tentare 
di ricostruirlo facendo ricorso ad altre tecniche.  
Dapprima, però, dobbiamo chiederci se quello che stiamo osservando 
attraverso la serie di numeri che in un qualche modo misurano il sistema dinamico 
in esame sia attribuibile realmente ad un caos deterministico ovvero a fenomeni 
puramente aleatori. Molte volte il confine tra i due fenomeni è molto sfumato ed 
occorrono abilità ed esperienza per la sua definizione. Potrebbe essere il caso, ad 
esempio, di  un sistema dinamico che presenti un esponente di Lyapunov massimo 
prossimo a zero: 0.001.  La prima cosa che verrebbe da chiedersi è se esso è frutto 
di una media statistica, se ciò fosse vero allora è opportuno verificare quanto 
valga la deviazione standard. Se questa fosse, ad esempio, pari a 0.1 allora 
avremmo molti dubbi sulla conclusione a cui pervenire: caos o aleatorietà. A ciò 
dobbiamo aggiungere che il più delle volte le serie numeriche di cui disponiamo 
sono affette da errori di misurazioni ed inoltre le elaborazioni sono affette a loro 
volta da errori di arrotondamento. Sappiamo quanto sia importante la definizione 
di questi fenomeni ai fini dello studio sul caos. Infatti questi sistemi sono per 
definizione estremamente sensibili alle condizioni iniziali ed a tutto ciò che può in 
qualche modo perturbare la loro evoluzione temporale. In realtà una qualunque 
funzione, ad esempio tempo discreta, dovrebbe contemplare queste 
considerazioni.  
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Per tener conto di tali fonti di errore, abbiamo già evidenziato che lo stato 
dinamico di un evento temporale discreto all'istante 1t +  è dato da 
  
 ( 1) ( ( )) ( ) ( )x t f x t t tε η+ = + + . (3.12) 
 
A questi errori dovremmo aggiungere gli errori di arrotondamento generati 
da parte di qualsiasi sistema di elaborazione. Quanto ci sia di aleatorio nelle 
perturbazioni di cui sopra e soprattutto quanto queste possano incidere sullo 
sviluppo temporale del sistema dinamico stesso non è sempre facile stabilirlo.  
Per poter risolvere tale ambiguità dobbiamo fare ricorso a metodi che ci 
possano consentire la ricerca di strutture comuni a tutti i fenomeni caotici che 
possiamo definire invarianti e che possano essere misurati. A tal fine si rivela 
essenziale collocare il sistema dinamico nel cosiddetto spazio delle fasi nel quale 
è possibile rappresentare la sua evoluzione. Ovviamente in tale spazio saranno 
impiegate tante variabili quanto sono quelle strettamente necessarie per 
rappresentare compiutamente la dinamica. Di conseguenza una volta definite tali 
variabili risulteranno definite anche le dimensioni dello spazio in cui si presuma 
debba essere collocato il sistema. Una prima osservazione generale riguarda il 
fatto se il sistema presenta evoluzioni comunque limitate e circoscritte ad un 
determinato spazio, in quanto un andamento per quanto caotico comunque deve 
presentare una proprietà: essere comunque limitato nello spazio, qualunque 
dimensione esso abbia. Per tale ragione l’evoluzione del sistema, non potendosi 
estendere all’infinito, dovrà presentare un naturale meccanismo di stiramento  e di 
ripiegamento delle traiettorie, senza che si presentino intersezioni, molto sensibile 
alle condizioni iniziali.  E ciò anche se siamo in presenza di un sistema di 
equazioni che descrivano il fenomeno nella sua dinamica (caos deterministico). 
Come abbiamo più volte ricordato, se dovessimo studiare l’evoluzione 
temporale di un semplice sistema dinamico non caotico, allora le inevitabili 
approssimazioni che sempre accompagnano le rilevazioni fisiche, probabilmente 
non giocherebbero un ruolo così determinante come accade invece se siamo in 
presenza di un sistema dinamico caotico. 
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Pertanto dobbiamo introdurre una serie di parametri che meglio ci 
consentano di stabilire se siamo in presenza o meno di un sistema caotico ovvero 
la indeterminatezza della sua evoluzione possa essere frutto della aleatorietà anche 
ascrivibile alla precisione delle misurazioni. In Appendice C è riportato un elenco 
completo e dettagliato degli indicatori messi appunto o adattati, necessari per 
monitorare i sistemi dinamici presentati nel Capitolo 4. 
Oltre alla determinazione del massimo esponente di Lyapunov, un altro 
importante parametro molto impiegato nello studio dei sistemi caotici non lineari 
è la dimensione frattale intesa come misura della struttura geometrica 
dell’attrattore. 
A tal proposito osserviamo che quasi sempre è più conveniente ridurre la 
dimensione del sistema  ricorrendo ad un sistema equivalente, che però conservi 
tutte le caratteristiche e proprietà del sistema a cui esso fa riferimento. In tale 
ottica si colloca lo studio condotto con la tecnica nota come time delay 
embedding.  
La dimensione m  che ne segue, meglio nota come dimensione di 
embedding o dimensione dello spazio delle fasi ricostruito, è tale che, detto 
{ }1 2, , , nx x x x= L  una serie temporale, dove il pedice ne indica i vari istanti28, se 
assumiamo m  come ritardo temporale allora avremo definito due serie: quella 
costituita dagli elementi { }1, , ,t t t n mx x x x+ −= L , cioè la serie che è compresa tra 
gli istanti t  ed n m− , e l’altra serie composta dagli elementi 
{ }1, , ,t m t m t m nx x x x+ + + += L  cioè tutti gli elementi compresi tra gli istanti t m+  ed 
n . Ebbene il diagramma costruito attraverso t m tx vs x+  è chiamato pseudo - 
spazio di fase con ritardo temporale m  e dimensione di embedding pari a 2 . 
Notiamo che tx ed t mx +  sono due sottoinsiemi di x  ed entrambi contengono 
1n t m− − +  elementi. Per poter creare uno pseudo - spazio occorre definire due 
parametri: la minima dimensione di embedding ed il ritardo temporale ottimale 
m . 
                                                 
28
 Tale potrebbe essere, ad esempio, una serie ottenuta attraverso una indagine accelerometrica 
relativa ad un sistema vibrante. 
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Purtroppo i vari teoremi che esistono sull’argomento non forniscono la 
possibilità di operare delle scelte ottimali per quanto riguarda i suddetti due 
parametri. Ad esempio una scelta di m  molto piccola non aggiungerebbe alcuna 
informazione aggiuntiva alla serie x . Viceversa un suo valore molto grande 
genererebbe due serie del tutto casuali.  
Ad oggi sono stati proposti due metodi per la scelta ottimale di m : il primo 
è basato sulla ricerca del primo minimo locale esibito dalla funzione di mutua 
informazione ed il secondo basato sulla ricerca del primo zero assunto dalla 
funzione di autocorrelazione. 
La determinazione delle effettive dimensioni del sistema può essere 
effettuata con il metodo dei "falsi vicini". Il metodo si basa sulla identificazione di 
una correlazione dimensionale di tipo funzionale, la quale dà la probabilità che 
due punti, arbitrariamente scelti su una orbita, siano nella stessa posizione (intesa 
come distanza) dopo un intervallo di tempo t . Una tale funzione può essere come 








C r r x x
n n
= = +
= Θ − −
−
∑∑  (3.13) 
  
una funzione di correlazione, dove r  è la distanza radiale rispetto a ciascun 
punto ix , n  è il numero totale di punti nello spazio delle fasi, Θ  è la funzione di 
Heaviside (Fig. 3.26)  
 
 






















= . (3.15) 
 
Nelle applicazioni pratiche si è soliti calcolare corrD  per vari valori della 
dimensione di embedding. Dopodiché, una loro rappresentazione grafica consente 
di definire con una buona approssimazione la dimensione cercata, che dovrebbe 
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Ora consideriamo il seguente problema: data una misurazione di una serie 
temporale ( )x t , quanti suoi elementi ( )x t τ+ possono essere mediamente predetti 
dopo un tempo τ ? La risposta a questo interrogativo ce la fornisce la cosiddetta 
funzione di mutua informazione. Per vero in questo caso più che di funzione 
sarebbe più opportuno parlare di funzionale della distribuzione della probabilità 
congiunta sqP  avendo posto [ ] [ ], ( ), ( )s q x t x t τ= + . In sostanza siamo interessati a 
misurare quanto siano dipendenti i valori di ( )x t τ+  noti i valori ( )x t . Per poter 
rispondere a queste domande dobbiamo dapprima assicurarci che la serie 
temporale sia formata da un numero significativo di punti tali da garantirci che 
tutte le regioni dello spazio in studio siano visitate almeno una volta. Assunta tale 
ipotesi allora possiamo affermare che la probabilità di trovare un punto i-mo della 








=  (3.16) 
 









Sappiamo che l’ammontare medio della informazione acquisita dalla 
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avendo indicato con ( )s iP s  la probabilità associata alla serie is 29. 
Indichiamo brevemente la (3.17)  come segue: 









= −∑ . (3.18) 
 
                                                 
29
 Notiamo che se la base del logaritmo è due allora H si esprime in unità di bits. 
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Per piccoli valori di ε  la (3.18) si può anche scrivere come segue: 




























Osserviamo che se facciamo riferimento ad una distribuzione di 0N  punti 
appartenenti ad una linea o ad un’area come mostrato in Fig. 3.28 , allora il 
numero minimo di punti capaci di coprire la linea ovvero l’area è una funzione 





≈  (3.21) 
 





≈ . (3.22) 
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Generalizzando la (3.22) ad un sistema d-dimensionale abbiamo 
 
 
1( ) dN ε ε≈ . (3.23) 
 


















La (3.24) è chiamata anche capacità dimensionale se ammettiamo che il 
numero 0N di punti che compongono la serie sia infinitamente grande.  
Pertanto si conviene di chiamare frattale una serie di punti la cui dimensione 
non sia intera (da qui il termine di dimensione frattale). 
In generale è 
 
 corr I cD d d≤ ≤ . (3.25) 
 
3.11 Modalità di esecuzione 
 
Per lo sviluppo e l'analisi degli esempi finora illustrati nonché delle 
applicazioni riportate nel seguito, ci si è avvalsi dei seguenti Software e Toolbox: 
MATLAB della The MathWorks Inc., Toolbox Wavelet Analysis, Toolbox 
Simulink;  SPSS per l'analisi multivariata dei dati; Mathematica della Wolfram 
Research per la risoluzione di sistemi di equazioni differenziali.  
 
3.12 Attività  
 
Nel seguito verranno riportate le principali considerazioni ed osservazioni 
annotate durante gli sviluppi della presente ricerca che ha il preciso obiettivo di 
consentire l’identificazione, in tempo reale, di oscillazioni/vibrazioni anomale 
determinate da sistemi meccanici con particolare riguardo a tutti quei fenomeni 
vibrazionali che si generano durante l’ingranamento di ruote dentate. 
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Le osservazioni riportate di seguito riguardano sviluppi delle idee afferenti 
alla teoria del caos e della Trasformata Wavelet presentate nei primi due capitoli  
della presente relazione. La capacità di identificare e, successivamente, di 
classificare la natura delle oscillazioni anomale, ad esempio con l’ausilio di 
sistemi esperti, può fornire utili indicazioni su cosa fare per controllarle e 
prevenire le conseguenze negative ad esse legate. 
E’ noto, ad esempio, che se un sistema è descritto da un modello di tipo 
lineare, forti oscillazioni possono essere riferite a fenomeni di risonanza.  Se il 
sistema è non-lineare, un ciclo limite può essere generato, ad esempio, da una 
vibrazione non-periodica che la si può ricollegare a forme di instabilità dinamica 
del sistema stesso. 
L'attività scientifica si è incentrata su aspetti metodologici e applicativi della 
ricerca nel campo del "Noise, Vibration and Harshness (NVH)". Le metodologie 
utilizzate e messe a punto verranno puntualmente illustrate nel Capitolo 4. 
Durante la presente ricerca è stata svolta una intensa attività sperimentale 
che costantemente affiancata all'investigazione metodologica sin qui messa a 
punto, è risultata essere un elemento caratterizzante del cammino di ricerca 
perseguito; infatti, l'attività di laboratorio ha rappresentato un importante 
momento di verifica delle metodologie sviluppate e, allo stesso tempo, ha 
consentito nuovi orientamenti e percorsi di investigazione.  
 
I segnali vibratori relativi a macchinari sono spesso impiegati per la 
diagnosi di anomalie meccaniche, ciò perché essi portano informazioni dinamiche 
prodotte dalle  stesse macchine. Comunque, queste vibrazioni anche se ben 
campionate contengono sempre molto rumore. Se il rumore è molto forte allora 
anche le informazioni più importanti possono essere corrotte al punto tale che non 
si riesce a riconoscere  il reale stato del sistema meccanico o addirittura si rischia 
di arrivare ad errate conclusioni. 
Perciò, sono stati messi a punto molti metodi per l’estrazione di 
caratteristiche da segnali rumorosi. 
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L’analisi wavelet è uno di tali potenti tool. Esso rappresenta un avanzato 
sistema di signal processing impiegabile soprattutto se il segnale da analizzare è 
non stazionario. 
Nel campo della diagnosi di problemi meccanici l’analisi wavelet è 
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Incominciamo con la descrizione del set-up sperimentale, della acquisizione 
dei dati ed i metodi di pre-processing impiegati. 
Per le sperimentazioni condotte presso il DiME e per le applicazioni 
eseguite presso Enti esterni, sono state utilizzate le seguenti strumentazioni: 
3 accelerometri (B&K Type 4395), 3 amplificatori di segnale (B&K, 
DeltaTronTM power supplier WB 1372), notebook completo di programma di 
acquisizione dati (LMS), sistema Yokogawa (DL750), termocamera Fluke, 
sensore per acquisizione segnale tachimetrico. In particolare, nelle Appendici A e 
B sono riportate le schede tecniche relative al sistema di acquisizione LMS, agli 
accelerometri, agli amplificatori di segnale ed al PC impiegati. 
 
4.2 Durability Test  
 
- Luogo: ELASIS 
- Sistema meccanico: Cambio a 5 marce di serie 
- Scopo della prova: monitorare il sistema cambio per rilevare con largo 





4.3 Descrizione della prova di durata 
 
Le vibrazioni di un sistema di trasmissione ad ingranaggi sono prodotte non 
soltanto dagli urti che si generano tra i fianchi dei denti durante la loro fase di 
ingranamento ma anche dalla variazione periodica della rigidezza 
d’ingranamento; inoltre le inevitabili variazioni della forma rispetto al profilo 
ideale, del passo e della concentricità della primitiva rispetto all’asse di rotazione, 
contribuiscono a produrre effetti sul comportamento vibratorio dell’ingranaggio. 
Quest’ultimo normalmente viene rilevato mediante accelerometri 
posizionati sui supporti dei cuscinetti di sostegno degli alberi. 
La localizzazione dei sensori è un aspetto a cui deve essere dedicata molta 
attenzione; essi devono essere collocati ovviamente il più vicino possibile alla 
ruota in esame, ma anche in questo modo il segnale rilevato è soggetto al 
filtraggio della struttura circostante che ne determina un’attenuazione non 
trascurabile. 
Nel campo della Noise, Vibration and Harshness (NVH) di una trasmissione 
meccanica, tali tecniche, per esempio, oltre che per tutti i casi in cui i fenomeni 
sono impulsivi, si  potrebbero adottare, per esempio, per analisi: 
 
1. di rumorosità in accensione e spegnimento; 
2. di rumorosità durante l’attuazione del meccanismo di frizione; 
3. vibrazionale rilascio pedale frizione; 
4. vibrazionale rumorosità di innesto manicotti; 
5. analisi puntuale di vibrazione durante ingranamento. 
 
Ricordiamo brevemente che le principali cause di rottura dei denti sono 
quelle per fatica a flessione dei denti (bending), di danneggiamento per fatica 
superficiale (pitting) oppure per grippaggio (scuffing). 
Prima di descrivere i risultati ottenuti, si descrive brevemente la modalità 
con cui è stata condotta la prova di durata, durante la quale è stato eseguito il 
monitoraggio vibrazionale con una nuova metodologia scaturita dalla presente 
ricerca. Al fine di verificare la bontà del metodo proposto, parallelamente sono 
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stati utilizzati alcuni algoritmi approntati impiegando due originali indici di 
"analisi spettrale".  
La prova di durata viene effettuata solo dopo che il cambio ha superato la 
prova di lubrificazione, dopodiché si effettua un rodaggio in tutte le marce durante 
il quale il cambio funziona a basse velocità di rotazione (2000-2500 giri/min) con 
bassi valori di coppia (circa il 10% della coppia massima). Una volta terminata 
questa fase, dopo avere effettuato il "cambio" dell’olio lubrificante, può avere 
inizio la prova di durata. 
Il test prevede che il cambio "percorra" un certo numero di chilometri in 
tutte le marce, sia in condizioni di coppia massima che di potenza massima. La 
coppia e la potenza massima, e le relative velocità di rotazione, sono stabilite in 
base al motore a cui il cambio sarà accoppiato. Nel caso in esame la prova è stata 
eseguita in prima velocità in quanto, proprio in tale manovra era stato riscontrato 
un problema di affidabilità. Per il tipo di cambio monitorato, le velocità di 
rotazione adottate sono state: 
 
- condizione di coppia massima, 2500 giri/min 
- condizione di potenza massima, 4000 giri/min   
 
Nell’ambito di questa prova il banco viene comandato impostando all’uscita 
dei semiassi una coppia pari a 4160 Nm, tale da avere in ingresso al primario del 
cambio una coppia pari a 260 Nm, tenendo conto del rapporto di trasmissione. 




Fig. 4.1 - Schema cambio 
 
La successiva Fig. 4.2  mostra l’attrezzaggio strumentale del cambio che 
prevede l’impiego di tre accelerometri monodirezionali, disposti come in figura, e 
di un pick-up per il rilevamento del segnale tachimetrico. 
 
 
Fig. 4.2 - Set-up cambio 
 
 
Diagnostica avanzata in sistemi meccanici complessi 
 
 142 
Indichiamo con D1 la distanza complessiva, prestabilita, che il cambio deve 
percorrere in prima marcia. Tale distanza non viene percorsa in un unico step, ma 
attraverso N step di uguale lunghezza  d1 = D1/N. Il valore prescelto per N è 100, 
così che se un cambio non presenta alcun tipo di difetto dopo 100 step, si dice che 
ha raggiungo il 100% del ciclo prova.  
Come detto precedentemente, ogni step a sua volta comprende due fasi: la 
prima in cui il cambio lavora nelle condizioni di coppia massima, la seconda in 
cui è nelle condizioni di potenza massima. 
Le distanze previste per queste due fasi, che indichiamo con d1c e d1p, sono 
anch’esse prestabilite, e sono tali che  d1c + d1p = d1.  Poiché si è stabilito che il 
cambio raggiunge il 100% del ciclo prova se percorre, in prima marcia, una 
distanza di 4000 km, si può ottenere la distanza percorsa per ogni step, da cui 
conoscendo d1c e d1p, si ha che la durata della fase nella condizione di coppia 
massima è t1c = 190 secondi, mentre quella in condizione di potenza massima è  
t1p = 61 secondi.  
Di seguito si riporta la sequenza delle operazioni che costituiscono il ciclo 
di durata. Il banco prova aumenta automaticamente la velocità dell’albero 
primario fino al valore corrispondente alla coppia massima; una volta raggiunta 
questa velocità viene gradualmente applicata la coppia, fino al massimo valore 
previsto. Il tempo che il banco impiega per portarsi alla velocità prevista e quello 
impiegato per applicare la coppia sono prestabiliti, e sono detti tempi di rampa 
(ramp time). Il cambio, in prima marcia, percorre i previsti d1C km in condizioni 
di coppia massima, dopodiché la coppia viene portata al 10% circa della coppia 
massima; la velocità aumenta fino a quella corrispondente alla potenza massima, e 
successivamente viene applicata la coppia fino al valore corrispondente alla 
potenza massima. In queste condizioni il cambio percorre i previsti d1P chilometri 
in potenza massima.  
Una volta percorsa questa distanza, è previsto uno step "di riposo e 
lubrificazione" durante il quale il cambio è in sesta marcia. La velocità in ingresso 
all’albero primario è tale che i semiassi, e quindi il differenziale, ruotino ad una 
velocità pari a circa 1000 giri/min. Lo scopo di questa fase è quello di raffreddare 
l’olio lubrificante e, contemporaneamente, di lubrificare tutte le parti del cambio.  
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Terminato lo step di "riposo", ne inizia un altro in condizioni di coppia 
massima e potenza massima  che si svolge con le stesse modalità. Un cambio che 
non presenti difetti è tale da superare senza problemi tutti gli N step programmati.  















D1          D1C/N 
(tempo di 
percorrenza t1C) 






Tab. 4.1 -  Distanze previste dalla prova di durata. 




4.4 Algoritmo di monitoraggio (Primo Indice) 
 
Di seguito si riporta il diagramma di flusso della sequenza dei passi logici 
della procedura di monitoraggio per la costruzione di un primo indice che 





























Per ogni ciclo di prova, sia al regime di coppia massima che al regime di 
potenza massima, si calcola, per ogni marcia, lo spettro del segnale 
accelerometrico mediato sulla durata dell’intero ciclo. 
 
STEP 2 
Si acquisiscono i primi cinque cicli di prova per ogni marcia, dove cinque è un 
valore definito in base alla case history su cui si è fatto il Reverse Engineering. 
 
STEP 3 
Si procede al calcolo della curva limite, di seguito definita "spettro obiettivo", 
calcolata come media degli spettri relativi ai primi cinque cicli di prova. 
STEP 4 
Si procede al calcolo dell’integrale dello spettro obiettivo, di seguito 
denominato "Area_rif". 
STEP 5 
Per ogni ciclo di prova (successivo al quinto) e ad intervalli di 1 secondo si 
procede al: 
calcolo dello spettro del segnale accelerometrico corrente;  
calcolo dell’area sottesa allo spettro corrente, denominato "Area_cor". 
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Il punto di forza del suddetto algoritmo è quello di rendere automatizzato il 
fermo prova attraverso la creazione di un indice, ∆%(Area_cor/Area_rif), basato 
sulla variazione percentuale dello spettro all’istante corrente, Area_cor, rispetto 












Questo è un indice globale che viene monitorato istante per istante. In 
normali condizioni di funzionamento, durante un ciclo di prova, l’area dello 
spettro corrente rimane sostanzialmente stabile; in tal caso tale indice ha un valore 
prossimo allo 0%. Se nel corso della prova si registra un innalzamento 
complessivo dello spettro corrente tale da far risultare l’indice 
∆%(Area_cor/Area_rif) superiore al valore di soglia, impostata al 20%, allora si 
procede al fermo prova. Si fa notare che una possibile variazione dell’ordine di 
ingranamento del 20% non determina il fermo prova in quanto la condizione di 
fermo implica che la variazione deve essere distribuita su tutto il range di 
frequenza. 
Di seguito si riporta lo step successivo al 5°. 
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4.5 Algoritmo di monitoraggio (Secondo Indice) 
 
Si può utilizzare l'analisi spettrale per costruire un nuovo indice di 
monitoraggio. Esso è dato dal rapporto tra lo spettro di riferimento e lo spettro 
corrente. Poiché tale indice monitora quelle che prendono il nome di Side_Band è 
stato denominato proprio Indice SideBand. Tale indice, in condizioni di 
funzionamento normali è atteso intorno al valore 1. Al fine di monitorare una 
prova di durata e ritenerla superata, tale indice non deve superare il valore soglia 
3. L'utilizzo di tale nuovo indice modifica il 5° step dell'algoritmo di monitoraggio 







Nei risultati sperimentali si è visto che tale secondo indice, rispetto al 
precedente è più sensibile e di conseguenza consente di intervenire alcuni Run30 
                                                 
30
 Ricordiamo che la prova di durata è divisa in 100 step, ad ognuno dei quali viene associato per 
brevità e chiarezza il nome Run ed il numero dello step raggiunto. 
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antecedenti. In particolare durante il 31° Run si è verificato che tale indice avendo 
significativamente superato il livello di soglia prestabilito la prova doveva essere 
interrotta (Fig. 4.3). 
Il primo indice, invece, durante il Run 31 mostrava l'area dello spettro 
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L'impiego del secondo indice portando all'arresto più repentino della prova 
di durata consente maggiori possibilità di poter rintracciare la causa della 
difettosità in fase di ispezione del cambio in oggetto. 
In Fig. 4.5 è riportato l'andamento del primo indice. Nella Fig. 4.6 è 
riportato un ingrandimento del suddetto indice nell'intorno del fermo prova. 
Il primo indice ha segnalato la necessità del fermo prova durante il 32° Run 
(Fig. 4.5), cioè soltanto pochi secondi prima che il cambio si rompesse. Troppo 
poco il tempo di preavviso; ricordiamo che è fondamentale in questo tipo di test 
sospendere la prova quanto prima possibile, in modo da poter indagare circa le 






Fig. 4.6 - indice della variazione percentuale dell’Area_cor  rispetto all’Area_ rif  (in 
alto); uno zoom nella zona di fermo prova (in basso) 
 
Come visto, l’analisi spettrale realizzata per il monitoraggio di un cambio 
automobilistico ha un limite sostanziale inerente alla realizzazione real-time del 
processo di monitoraggio ed alla definizione di una soglia limite per decidere 
l'interruzione della prova. Inoltre abbiamo verificato che la sensibilità degli indici 
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impiegati non è tale da consentire un margine sufficientemente ampio per sfruttare 
appieno la prova stessa. 
 Per sopperire a tale lacuna, si è pensato di introdurre una metodica ed una 
tecnica che oltre a garantire una specificità elevata fornisca una sensibilità ancora 
maggiore. Infatti, il nuovo tipo di approccio, come sarà illustrato in seguito, 
rileverà un’anomalia all’interno del cambio precocemente, consentendo uno 
studio di monitoraggio non più necessariamente real-time ma nearly real-time 
garantendo comunque un fermo prova in largo anticipo rispetto a quelli ottenuti 
dalle procedure precedentemente descritte. 
Pertanto, lo studio di tecniche di monitoraggio di firme vibrazionali che 
sfruttano l’analisi Wavelet strettamente correlate alla teoria del caos hanno 
consentito di mettere a punto un algoritmo che permette di interrompere la prova 
precocemente, consentendo un’ispezione più significativa all’interno della scatola 
cambio. 
La condizione di fermo prova è evidenziata molto bene dalle seguenti figure 
dove è riportato il confronto dei pattern dell’interpolazione spline dei coefficienti 
Wavelet estratti durante i Run6, Run14 e Run15 (Fig. 4.7 e Fig. 4.8). 
In ascisse sono riportati i punti costituenti un periodo, in ordinate le 
ampiezze dei coefficienti wavelet. 
 
Da una loro osservazione risulta evidente la condizione di fermo prova: 
infatti dal confronto proposto in Fig. 4.7 tra il Run6 (assunto come baseline o 
riferimento) e il Run15 il pattern di quest’ultimo assume una shape 
significativamente diversa. Questo cambiamento non è un fenomeno transitorio 
tant’è che il pattern estratto durante il Run15 continua a mantenere la stessa forma 
riferibile al Run14 (Fig. 4.8) (comunque dissimile da quella che il cambio 
mostrava inizialmente in occasione del Run6). 










Questo significa che sono intervenuti importanti cambiamenti internamente 
al cambio che portano una morfo-dinamicità significativamente diversa dalle 
firme vibrazionali del sistema meccanico monitorato. Di conseguenza sono sorte 
le condizioni per arrestare la prova. Questo consente di poter effettuare 
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un’ispezione accurata che porti a comprendere le ragioni che hanno portato al 
cambiamento della morfologia del pattern vibrazionale. L’indagine precoce 
consente di apportare tutti quegli accorgimenti progettuali o costruttivi necessari 
per eliminare le difettosità relative al cambio automobilistico in oggetto. 
Ciò premesso la Fig. 4.9 mette a confronto le mappe di Poincaré relative ai 
Run6, 14 e 15. 
Esse sono state calcolate nell'intorno della frequenza di meshing 
( 458≈ Hz)31, adoperando una Wavelet db4, scala 6, 488Hz. È ben visibile la 
copresenza di due punti fissi in ognuna delle mappe illustrate. In particolare la 
distanza tra di essi in occasione del Run15 è pari a 0.035021, cioè circa il 17% di 
incremento rispetto alla distanza baseline pari a 0.029 circa. Questo a 
dimostrazione di una variazione della firma vibrazionale. 
 
 
Fig. 4.9 - Confronto Run 6 vs 14 vs 15 – Mappa di Poincaré 
                                                 
31
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 In particolare si osserva un andamento quasi identico dei diagrammi relativi 
ai Run6 e Run14 mentre il Run15 mostra un valore che mediamente è maggiore di 
quelli esibiti dai Run precedenti. Ciò è determinato dalla co-presenza di almeno 
due frequenze tra loro non proporzionali (il cui rapporto è un numero irrazionale), 
causate da impulsi generati da due denti la cui rigidezza presenta caratteristiche di 
eccessiva variabilità (usura eccessiva e/o cedimento elasto-plastico). Inoltre nella 
prima parte del periodogramma si nota un evidente andamento del diagramma 
relativo al Run6 causato molto probabilmente dalla presenza di un dente con 
caratteristiche geometriche ai limiti della tolleranza. Tale anomalia 
dinamicamente viene compensata dopo poco tempo per effetto del normale 
assestamento del profilo (rodaggio). 
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 È ben visibile la sovrapposizione dei valori riferibili ai coefficienti wavelet 
dei Run14 e Run15. L’andamento dei coefficienti wavelet estratti dal Run6 ben 
evidenzia l’evoluzione bifasica a questo punto della prova. Nella prima parte per 
le ragioni riferibili a quanto detto in precedenza l’indice mostra valori 
significativamente superiori a quelli esibiti dal Run14 e Run15. Nella seconda 
parte l’indice dopo l'avvenuto rodaggio si mantiene costantemente e 
significativamente al di sotto dei Run14 e Run15. Ciò si spiega se si considera che 
il Run6, a tutti gli effetti, rappresenta lo stato elasto-cineto-dinamico del rotismo 
al tempo 0t  (baseline).  
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 È ben visibile anche qui un andamento molto simile dei diagrammi riferibili 
al Run6 e al Run15. Ciò è determinato dalla presenza, come già detto (Run6) di 
almeno un dente che presenta caratteristiche iniziali, probabilmente di natura 
geometrica, diverse dagli altri denti. Questo fatto genera una significativa diversa 
dinamica massima (determinata da un dente) rispetto alla media della dinamica 
esibita dal segnale riferibile agli altri denti. Il Run15, invece, esibisce una serie di 
valori temporalmente sovrapponibili a quelli esibiti dal Run6. In questo caso la 
contemporanea presenza della variazione elasto-plastica di uno o più denti (che 
determina l’incremento della dinamica) non è compensato dall’andamento medio 
vibrazionale in quanto esso è causato dall’usura di tutti i denti.  
Il Run14 mostra un miglior fattore di forma determinato da una migliore 
dinamica massima e da un più uniforme livello vibrazionale del rotismo. 
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Il miglior andamento è esibito dal sincronismo tra il Run14 e il Run15 in 
quanto i fenomeni elasto-cineto-dinamici sono molto simili. 
La tecnica testé illustrata consente un monitoraggio più efficiente se 
paragonato ai due indici precedentemente esposti; essa infatti permette di arrestare 
la prova al 15% (RUN 15) e non più al 31% (RUN 31) del ciclo di durata. Questo 
è un vantaggio sostanziale: infatti la trasmissione meccanica può essere 
ispezionata precocemente, cioè prima che cedimenti successivi alterino o 
mascherino i reali motivi che portano al danneggiamento degli organi del cambio.  
Come è evidente si nota già al 15% del ciclo la presenza di anomalie sulla 
ruota dentata. Questo conferma l’affidabilità della tecnica di monitoraggio 
presentata e il vantaggio di poter arrestare la prova prima che il danno alteri 
significativamente le caratteristiche geometriche e non solo del dente. 
Tutto ciò indubbiamente favorisce la ricerca del fenomeno che innesca 
l’anomalia. 
Un ulteriore affinamento dell’indagine consiste nell’utilizzare anche il 
segnale tachimetro laddove esso è presente. Infatti è possibile, in tal caso, 
ricorrere ad un metodo, che si potrebbe definire "naturale", di riduzione del 
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rumore: mediare geometricamente il segnale accelerometrico periodicizzato sulla 
base del segnale tachimetrico per poi analizzarlo ricorrendo alla trasformata 
wavelet. L’estrazione della media geometrica dal segnale accelerometrico 
periodicizzato consente di eliminare o filtrare da esso quei "frammenti" che non 
sono riferibili a ben definiti eventi dinamici del sistema meccanico bensì ad eventi 
spuri ovvero puramente aleatori ovvero occasionali. Questi, in particolare, vanno 
a formare quell’insieme di punti che possiamo definire rumore o con termine 
anglosassone noise. 
Il risultato è mostrato nelle figure tridimensionali seguenti. Nella prima 
(Fig. 4.14) in occasione del Run11 è visibile l’andamento dei coefficienti wavelet 
estratti dal segnale baseline (a sinistra i coefficienti istantanei, a destra quelli 







Non sono visibili particolari anomalie. La figura successiva (Fig. 4.15) 
invece mostra una incipiente anomalia riferibile ad un fatto dinamico non 









Infine la Fig. 4.16 mostra una evidente anomalia rilevata in occasione del 
13°Run. Si può osservare la co-presenza di significative alterazioni in 
corrispondenza anche di scale frequenziali diverse. Ciò è certamente determinato 
dalla esistenza di una firma vibrazionale significativa che interessa un ben 
determinato dente che ciclicamente si ripresenta. Il dente in questione è stato 
individuato impiegando l’indice β , che come già sottolineato in precedenza è 
sensibile alle microalterazioni vibrazionali determinate dall’accoppiamento dei 







In particolare l’analisi effettuata con la funzione β  è stata applicata alla 
ruota dentata di prima marcia che compie 2500rpm ed è dotata di 11 denti, per cui 
il numero di impulsi al secondo è dato da 2500 11 458
60
Hz⋅ ≈ .  Ne consegue che la 
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scelta per quanto riguarda la trasformata wavelet è caduta sulla db4, scala 6, 
488Hz. 
 
Le figure seguenti bene evidenziano il progressivo deterioramento 
inizialmente di un dente e successivamente anche del suo contiguo. La mappa di 
Poincaré che si riporta in Fig. 4.17 mostra la co-presenza durante il Run6 di due 
punti fissi (distanti circa 0.029663), prodotti da problemi legati alla geometria dei 
denti n.1 e n.11 visibili in Fig. 4.18. 
Successivamente (Fig. 4.19) durante il Run14 la co-presenza di due 
alterazioni riconducibili ai denti n.1 ed al contiguo n.2 genera ancora la co-
presenza di due punti fissi aventi la stessa distanza dei precedenti data la loro 
consecutività (0.029571).   
La mappa di Poincaré mostra una maggiore distanza dei punti fissi 
(0.036021) rilevata in occasione del Run15, ciò a dimostrazione del fatto che più 
punti partecipano oramai in maniera più o meno sincrona alla loro generazione 








Fig. 4.18 – Indice β - Run6 
 
 
Fig. 4.19 – Indice β - Run14 
 
 




Fig. 4.20  – Indice β - Run15 
 
Nella  Tab. 4.2 sono riportati i principali parametri statistici ed energetici 
relativi alla funzione β . È evidente lo scarso potere informativo da essi 
presentato (macro-informazione).  
 
Run Mediana Media Deviazione Standard Entropia Energia 
6 3.0021 3.0037 0.0044 112.1848 0.4206 
14 3.0020 3.0062 0.0100 112.2691 0.4210 
15 3.0021 3.0049 0.0060 112.2232 0.4208 
Tab. 4.2 
 
Infine, nella Fig. 4.21 è mostrato il diagramma tridimensionale dello spettro 
di frequenza esibito dal sistema meccanico in occasione del 14°Run. Non si 
notano particolari frequenze sideband ad eccezione di quella principale e di un suo 
multiplo, ciò a dimostrazione dello scarso potere informativo degli spettri di 







Nella Fig. 4.22 che segue è mostrata la ruota monitorata dopo rottura a fine 





Prove condotte successivamente sulla stessa tipologia di cambio sono state 
arrestate con la metodica proposta che consentendo ispezioni precoci hanno 
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4.7 Analisi EGR (Exhaust Gas Recirculation) 
 
Luogo: Laboratorio DiME 
Sistema Meccanico: Motore FIAT 1900 JTD di serie 
Scopo della prova: Quantizzare la "regolarità" di funzionamento del 
 motore, attraverso la identificazione e la classificazione dei cluster generati 
 dagli stati vibrazionali del motore, determinati dall’incremento di inerti in 
 camera di combustione, cioè i gas combusti, agendo sulla elettrovalvola del 
 circuito di ricircolo dei gas di scarico (Exhaust Gas Recirculation). 
 
A tal fine sono stati acquisiti segnali accelerometrici nella direzione x  
parallela all’asse dell’albero motore, y  perpendicolare all’asse dell’albero motore 
e contemporaneamente parallela al basamento ed infine z  perpendicolare al 





La metodologia di prova utilizzata è la seguente: 
• Motore in funzionamento stazionario per tutta la durata della prova 
• Punto di funzionamento 2000 rpm e 2 bar di Pressione Media 
Effettiva (PME) 




La prova si è svolta acquisendo per circa 2 minuti i segnali accelerometrici 
prodotti dal motore nelle condizioni di funzionamento standard (vale a dire 
quantità di gas ricircolati pari a quella normalmente utilizzata dalla mappatura 
della centralina motore). Tali dati sono stati utilizzati per costruire il cosiddetto 





Le successive acquisizioni sono state effettuate variando per 5 volte, 
progressivamente in successivi intervalli temporali, l'apertura dell'elettrovalvola 
che regola l'EGR in modo da aumentare progressivamente la quantità di gas 
combusti in camera di combustione. 
Le suddette acquisizioni accelerometriche relative all'asse z, sono 
esemplificate in Fig. 4.24. In essa sono riportate sequenze equivalenti a circa 121s 
(~ 5000000 di punti) relativi alla baseline ed alle 5 condizioni di funzionamento 
deterimate dalle variazioni di EGR, denominate brevemente EGR1, 
EGR2,...,EGR5. 
Nella Fig. 4.25 è riportato un dettaglio relativo ai segnali di cui sopra 








Da un punto di vista motoristico l’incremento (5 step molto piccoli) 
dell’EGR provoca una combustione meno brusca con picchi di temperatura locale 
meno elevati e quindi una minore formazione degli ossidi di azoto (NOx). Tali 
prove (cioè le sequenze accelerometriche) come già detto sono state denominate 
EGR1, EGR2,…,EGR5. Si precisa che i diversi punti di funzionamento del 
motore si discostano semplicemente perché sono caratterizzati da una 
combustione leggermente diversa che influenza quasi esclusivamente la 
formazione degli inquinanti (diminuzione degli NOx ed incremento del 
Monossido di Carbonio CO) lasciando inalterate le prestazioni ovvero la Potenza. 
Come già sottolineato lo scopo della prova è stato quello di quantizzare il 
"grado di regolarità" di funzionamento del motore utilizzando soltanto segnali 
accelerometrici acquisiti durante le prove. 
L’analisi del segnale ha avuto per oggetto la verifica di una ipotesi di base: 
l’idea è che un motore alimentato con maggiore apporto di inerti dovrebbe esibire, 
rispetto ad una alimentazione standard, una maggiore regolarità di funzionamento. 
Per regolarità intendiamo riferirci alla morfo-dinamica vibrazionale esibita dal 
motore allorquando esso viene alimentato con percentuali di inerti, via via 
crescenti. 
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Per ottenere queste informazioni, molto labili, i segnali, nell’ambito di 
ciascun cluster (baseline, EGR1,…) sono stati "sincronizzati" con il segnale 
tachimetrico anch’esso acquisito durante l’effettuazione delle prove. 
Osserviamo che la regolarità morfo-dinamica del segnale vibrazionale, è via 
via crescente fino ad un punto oltre il quale, un ulteriore afflusso di inerti, tende a 
far regredire il fenomeno. La spiegazione risiede nel fatto che all’aumentare della 
percentuale di EGR la combustione diventa meno brusca e quindi più regolare. 
L’EGR ha come scopo la riduzione dell’emissione di NOx che, come è noto, 
vengono prodotti allorquando la combustione è più veloce e con picchi elevati di 
temperatura locale.  
Per poter in qualche modo "valutare" tale fenomeno abbiamo ricostruito, per 
ogni cluster, per prima cosa, un segnale che abbiamo denominato "surrogato". 
Esso è il rappresentate medio, in termini di spettro (frequenze ed ampiezze), dei 
segnali accelerometrici acquisiti durante le prove (baseline ed EGR).  
Pertanto per la costruzione di un surrogato per ogni famiglia abbiamo messo 
a punto la seguente procedura: 
 
a) Determinazione del numero di punti di acquisizione occorrenti per la 
descrizione di un giro. Ossia 2000rpm (numero di giri del motore) = 
33.33giri/s →  1/33.33=0.03s/giro →  0.03 ×  40960 (sampling rate) 
=1228punti/giro. 
 
b) Estrazione casuale di 51 sequenze accelerometriche sincronizzate 
con il rispettivo segnale tachimetrico (record). 
 
c) Da tali record vengono estratti a mezzo FFT gli spettri di frequenza 
con successiva determinazione di uno spettro medio (geometrico o 
aritmetico). 
 
d) Ricostruzione del segnale medio a mezzo trasformata inversa (IFFT) 




e) Selezione dei parametri della wavelet adattativa. 
 
f) Convoluzione tra surrogato ed i 51 record selezionati casualmente 
nell'ambito di ciascun cluster. 
 
g) Calcolo dei coefficienti Wavelet derivanti dalle convoluzioni e dei 
corrispondenti 23 parametri di regolarità; tra cui il coefficiente di 
correlazione e l'errore di cross-correlazione. 
 
h) Tutti i parametri calcolati sono stati impiegati per la successiva 
classificazione multivariata (analisi discriminante). 
 
Nelle figure che seguono sono mostrati i confronti tra gli spettri baseline, 
EGR1 (Fig. 4.26) e EGR5 (Fig. 4.27) rispettivamente. 
 
Come è facilmente desumibile il confronto tra gli spettri relativi alla 
baseline e l’EGR1 mostra veramente poche differenze e comunque quelle poche 
osservabili poco o niente ci dicono per quanto riguarda la più o meno regolarità 
vibrazionale del motore. Analogo ragionamento può essere fatto confrontando gli 
spettri estratti dalla baseline e dall'EGR5. 
 




































La Fig. 4.28 mostra il confronto tra i surrogati estratti da ciascun cluster. È 
ben evidente, all’aumentare della percentuale di EGR, la loro progressiva 
sfasatura, la variazione dell’ampiezza e della frequenza: ciascuno di essi 
caratterizza i cluster da cui è stato estratto.  
Con essi è stato possibile applicare l’analisi discriminante al fine di 
verificare le ipotesi su cui si basa questa prova.  
Brevemente ricordiamo che l’analisi discriminante si propone di distinguere 
statisticamente due o più gruppi di eventi ottenuti da precedenti osservazioni. Ad 
esempio gli eventi sono le particolari condizioni di funzionamento di un motore a 
combustione interna che possono generare risposte che opportunamente codificate 
e parametrizzate consentono di identificare e classificare una prova dall’altra 
(cluster). 
Per poter distinguere i cluster in genere ci si serve di una collezione di 
variabili che dovrebbero misurare le caratteristiche che consentono di discriminare 
tra i vari gruppi. Ad esempio, sempre con riferimento ad un motore a combustione 
interna, la risposta ad una variazione del numero di giri o del carico applicato 
ovvero a minime variazioni dell’EGR. 
Dal punto di vista matematico l’obiettivo di un’analisi discriminate, è quello 
di pesare e combinare linearmente il set di variabili prescelte per lo studio in 
maniera tale da poter differenziare significativamente, un gruppo dall’altro. In 
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altre parole, si vuole cercare di discriminare i gruppi in modo da poterli 
distinguere. Ad esempio, se sappiamo che una certa manovra può ingenerare in un 
motore una risposta significativa e caratteristica allora le variabili utilizzate 
assumono un ruolo fondamentale nel consentirci di raggiungere l’obiettivo che ci 
siamo prefissati: discriminare i gruppi. 
Pertanto, per raggiungere tale obiettivo si deve cercare di costruire una o più 
combinazioni lineari formate da variabili discriminanti nella forma seguente 
 
 
1 1 2 2i i i ip pD d Z d Z d Z= + + +K
 (4.1) 
 
dove iD è il punteggio (score) della i-ma funzione discriminante, d  sono i 
pesi assunti dalle singole variabili, Z  sono i valori standardizzati delle p  
variabili impiegate nell’analisi. 
Come tali parametri hanno consentito di classificare i 306 record 
accelerometrici prima definiti lo possiamo constatare attraverso l’osservazione 






In essa notiamo la presenza di 6 cluster ben discriminati e soprattutto una 
significativa distanza tra i "centroidi" relativi al cluster della baseline e quello 
relativo all’EGR1, cioè quello generato soltanto da minime variazioni percentuali 
di EGR. Talché se ne deduce anche la sensibilità del metodo adoperato. 
Notiamo ancora  che per la classificazione di tutti i record sono state 
utilizzate soltanto due funzioni discriminanti, composizioni lineari dei due 
parametri: coefficiente di correlazione ed errore di cross-correlazione. 
Il loro andamento, con riferimento a ciascun cluster, è riportato nelle Fig. 
4.30 e Fig. 4.31 seguenti, in cui è visibile, per ogni cluster, l’intervallo di 
confidenza al 95%. In particolare notiamo che il coefficiente di correlazione 
mostra un incremento piuttosto rapido quando si passa dalla condizione di 
baseline a quella di EGR1, per  raggiungere un massimo in corrispondenza della 
condizione EGR4, per poi mostrare una riduzione nella condizione EGR5, 
condizione oltre la quale ogni ulteriore apporto di inerti potrebbe pregiudicare la 
regolarità di funzionamento del motore.  
Ragionamento identico ma invertito può essere fatto per l'altro parametro 
discriminante: l'errore di cross-correlazione, che misura la simmetria dei record 
con il rispettivo surrogato. Qui il minimo corrisponde al cluster EGR4, a conferma 
del comportamento del primo parametro. 
 
Fig. 4.30 




      
Fig. 4.31 
 
La significatività del "potere discriminante" di ciascuna funzione è 
valutabile in base al valore assunto dai rispettivi autovalori (Tab. 4.3). Le prime 




Function Eigenvalue % of Variance Cumulative % 
Canonical 
Correlation 
1 179,356a 91,6 91,6 ,997 
2 14,142a 7,2 98,8 ,966 
3 1,161a ,6 99,4 ,733 
4 ,784a ,4 99,8 ,663 
5 ,386a ,2 100,0 ,528 
a. First 5 canonical discriminant functions were used in the analysis. 
Tab. 4.3 
 
Successivamente è stata eseguita una ulteriore indagine statistica estesa a 
612  record estratti casualmente da ciascuna prova, ripetendo la metodologia dai 
punti b ad h.  
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Il risultato della classificazione è visibile nella Fig. 4.32. E’ sempre ben 
evidenziato il cluster riferito alla baseline rispetto agli altri 5 cluster. L’analisi 
multivariata ha consentito di aggregare meglio i cluster in base alla loro 
caratteristica proprietà che si estrinseca indirettamente in una quantizzazione del 
grado di regolarità di funzionamento del motore in funzione delle quantità di gas 
di scarico ricircolate. 
In pratica le aggregazioni consentono di limitare ai primi due cluster una 
buona regolarità di funzionamento mentre molta attenzione andrebbe posta 
allorquando si raggiungono quantità di gas di ricircolo tali da modificare il 
surrogato come quelli riportati nella Fig. 4.32. 
Anche con questo campione gli autovalori confermano la bontà dell’analisi, 
spiegando, cumulativamente, con le prime due funzioni discriminanti quasi il 99% 
della varianza (Tab. 4.4). 
È interessante, infine, notare che gli andamenti dei due parametri con 
maggiore potere discriminante è molto simile a quello ottenuto con un campione 
di ampiezza minore. Inoltre, anche l’intervallo di confidenza esibisce una minore 
variabilità a conferma della bontà dell’analisi condotta.  
La regolarità di funzionamento del motore si evince dalle variabili 
selezionate per il modello discriminante: il coefficiente di correlazione e l’errore 
di cross-correlazione. Il primo conferma che un motore se alimentato anche con 
gas di ricircolo esausti genera una firma vibratoria molto simile al suo surrogato e 
di conseguenza molto ripetitiva (circa +40%) di converso il motore non 
alimentato con gas esausti presenta maggiore irregolarità (circa -25%). 
Ovviamente vi è un limite al ricircolo di EGR oltre il quale il motore diventa 
molto più irregolare: il miglior rapporto si concentra introno al quarto cluster (Fig. 
4.34), dove raggiunge il minimo la variabile che misura l'errore di cross-
correlazione. 
 









Function Eigenvalue % of Variance Cumulative % 
Canonical 
Correlation 
1 87,465a 90,9 90,9 ,994 
2 7,457a 7,7 98,6 ,939 
3 ,668a ,7 99,3 ,633 
4 ,597a ,6 100,0 ,612 
5 ,043a ,0 100,0 ,204 













Stante la risposta e la sensibilità della metodica esposta questa potrebbe 
essere impiegata per ottimizzare, ad esempio, per ciascuna famiglia di motori, la 
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curva di EGR proprio sfruttando la risposta del sistema meccanico dal punto di 
vista vibrazionale. 
Ciò consentirebbe, agendo sulla mappatura della centralina motore, di 
ottimizzare il giusto rapporto tra combustibile e gas inerti di ricircolo con la 
doppia finalità, da un lato la riduzione degli NOx e dall'altro una maggiore 
regolarità di funzionamento del motore soprattutto da un punto di vista 
vibrazionale con grosso giovamamento funzionale e di durata di tutti gli organi 














4.8 PMI Vibrazionale (PMIv) 
 
Luogo: Nave petroliera in navigazione commerciale tra Italia e Spagna 
Sistema meccanico: motore navale diesel con distribuzione a camme 
Scopo della prova: monitoraggio preliminare al tempo 0T  
 
Il monitoraggio vibrazionale è stato condotto su un motore navale di una 










L’acquisizione dei segnali accelerometrici necessari per ricavare le firme 
vibrazionali caratterizzanti, in particolare, ciascun cilindro è stata eseguita 
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avvalendoci di tre accelerometri monodirezionali posizionati sulla testa di ciascun 
cilindro (visibili in Fig. 4.37).  
I rilievi vibrazionali sono stati eseguiti con i seguenti assetti, in occasione di 
un traversata commerciale dall’Italia alla Spagna: 
 
- 40 rpm 75% cargo condition 
- 95 rpm 75% cargo condition 
- 114 rpm 75% cargo condition 
 
In quanto segue abbiamo riportato alcuni risultati ritenuti tra i più 
significativi conseguiti con l’assetto rispettivamente: 114 e 95 rpm 75% cargo 
condition. 
I rilievi accelerometrici sono stati eseguiti posizionando la strumentazione 
su tre livelli verticali:  
 
 1l  - Basamento 
 2l  - Livello collettore recupero olio di lubrificazione 









In particolare, gli accelerometri sono stati applicati sulla struttura posta in 






Nella Fig. 4.39 è riportata un’altra vista della nave durante le operazioni di 
monitoraggio condotte al piano terra. Sono visibili le apparecchiature e la 
strumentazione adoperata e descritta nel precedente paragrafo 4.1 ed in particolare 
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Per procedere alla sincronizzazione periodica dei segnali accelerometrici 
(cioè, allineati con ciascun periodo di rotazione dell’albero motore), è stato 
posizionato un rilevatore tachimetrico su di una ruota dentata calettata sull’albero 





Durante tutta la traversata, la velocità di navigazione era stata contenuta in 
modo da non superare mai i 114rpm pur potendo toccare come massimo valore di 
progetto 127rpm. Questa limitazione era indotta dall’innesco di eccessive 
pericolose vibrazioni, riscontrabili sul sistema motore, al raggiungimento di tale 
numero di giri. 
Il segnale accelerometrico è stato campionato in continuo a 20kHz per una durata 
di circa 5min, in varie circostanze. L’analisi spettrale ha evidenziato l’esistenza di 
varie frequenze caratteristiche del sistema meccanico monitorato ed attribuibili a 
specifici componenti. Ad esempio, 114rpm, asse z (Fig. 4.41): 9.5Hz dovuto al 
propulsore costituito da una unica elica provvista di 3 pale, 11.5Hz causato dal 
motore, 95Hz attribuibile ad una ruota dentata costituita da 50 denti che funge 
anche da volano, 45.5Hz prodotta dal pretensionatore, ecc. 
L’indagine del sistema meccanico si è articolata in varie fasi. Dapprima si è 
proceduto a sincronizzare il segnale accelerometrico con il corrispondente segnale 
tachimetrico con lo scopo di rilevare periodi interi del ciclo termodinamico 
relativo a ciascun cilindro. Successivamente si è preso in considerazione il singolo 
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periodo termodinamico, individuato da un giro completo dell’albero motore. 
Nonostante la nave viaggiasse a velocità costante, le dimensioni dei periodi erano 
differenti. Si è deciso, pertanto, di effettuare un resampling dei singoli vettori 
rappresentativi del periodo rapportandoli alla dimensione minore. In tal modo, si 
sono costruiti segnali periodici di ampiezze costanti rappresentativi dello stato 





Osserviamo che la Fig. 4.41 riproduce un esempio di quello che abbiamo 
denominato working spectrum  al tempo 0T  ottenuto nelle condizioni considerate, 
vale a dire: 114rpm e 75% cargo condition. 
Per working spectrum intendiamo lo spettro delle frequenze tipiche a masse 
concentrate. Lo spettro, in caso di funzionamento corretto del sistema (in questo 
caso dell’intera catena moto-propulsiva), fornisce le frequenze base sia dei singoli 
componenti sia dei loro accoppiamenti con il sistema nave.  
Dall’analisi condotta al tempo 0T  non si evincono frequenze anomale 
nell’intorno dei punti caratteristici. La presenza o la formazione, in futuro, di 
frequenze e/o spike (side-bands) su tale mappa rappresenterebbero, in funzione 
della loro frequenza e/o ampiezza, un’anomalia di funzionamento cui porre 
attenzione. Nel caso il gruppo motopropulsore fosse sottopoto ad interventi di 
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manutenzione allora si ritiene utile effettuare un tale tipo di monitoraggio soltanto 
dopo un opportuno intervallo di tempo in modo da consentire una fase di 
assestamento degli elementi eventualmente sostituiti e/o manutenzionati. 
 
Una fase del monitoraggio molto  importante  e delicata è stata quella di 
rilevare le firme vibrazionali esibite dai cicli termodinamici relativi ai singoli 
cilindri. La scelta è ricaduta sulla wavelet Gauss1. La Fig. 4.42 chiarisce 
l’importanza di poter disporre di una metodica che consenta sia la selezione 
mirata della frequenza di lavoro e sia della riproduzione della evoluzione 
temporale del fenomeno spettralmente selezionato. 
In particolare, la velocità di navigazione tenuta dalla nave corrispondeva a 
95rpm, è stato impiegato un solo accelerometro, relativo all’asse z, posto sulla 
testa del cilindro n.6, 3° piano, per l’analisi wavelet è stata impiegata la 
trasformata Gauss1, scala 2, 2000Hz, 3τ = . La sequenza vibrazionale (costituita 
dai coefficienti wavelet) istantanea, vale a dire non mediata geometricamente, così 
estratta, riferibile al ciclo termodinamico a cui corrisponde l’autoaccensione del 
combustibile, è mostrata in Fig. 4.42. 
Sono ben visibili, rispetto alla scala temporale rappresentata dall’ascissa, la 
successione delle vibrazioni indotte dalle autoaccensioni relative ai 6 cilindri 
regolarmente intervallate (circa 2000 punti, equivalenti ad una fase di circa 60°), 
acquisite dall’unico accelerometro, di cui sopra, posizionato in testa al 6° cilindro. 
Sottolineiamo che la Fig. 4.42 si riferisce ad una rilevazione istantanea, cioè non 
mediata geometricamente. 
 
Si sottolinea che nelle figure che seguono, laddove non riportata, la legenda 
relativa all'asse delle ordinate deve intendersi come "Ampiezza Coefficienti 
Wavelet" che per definizione è adimensionale. Analogamente per l'asse delle 
ascisse laddove non riportata la legenda deve intendersi come il "Numero di 
Punti" costituenti il segnale. 
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RPM 95 carica 20kHz asse z 3I(70000-1000000) - periodo 12 tau=3 scala=2 - gaus1
 
Fig. 4.42 
   
La mappa istantanea di Poincaré (Fig. 4.43), ottimizzata per 3τ = , relativa al 
12° periodo, mostra  una distribuzione proiettata sul secondo e quarto quadrante 
ed un nucleo in cui si concentra la maggior parte dei punti della sequenza 
vibrazionale.  
 








RPM 95 carica 20kHz asse z 3I(70000-1000000) - Periodo:12 tau=3 scala=2 - gaus1 - frequenza:2000Hz
 
Fig. 4.43 
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La mappa di Poincaré equivalente a quella riportata nella Fig. 4.43 
precedente, relativa, però, alla ricostruzione della firma vibrazionale mediata 
geometricamente dopo 12 periodi è illustrata nella Fig. 4.44. È ben visibile la 
distribuzione fortemente asimmetrica del ciclo dinamico-vibrazionale. Questa 
anomalia sarà meglio chiarita ed interpretata di seguito. 
 














Per ora presentiamo la distribuzione accelerometrica che fotografa 
temporalmente le successive fasi di combustione dei vari cilindri, sfasate di circa 
60° l’una dall’altra. 
Per fare ciò, abbiamo illustrato attraverso la Fig. 4.45 la distribuzione di cui 
sopra con un diagramma che riporta i valori assoluti assunti dai coefficienti 
wavelet. 
Il picco maggiore è chiaramente riferibile al 6° cilindro su cui è stato posto 
l’accelerometro. Il diagramma è stato mediato geometricamente, in modo da 
eliminare, naturalmente, artefatti e/o elementi spuri del  tutto occasionali che nulla 
hanno a che vedere con il reale andamento vibrazionale del sistema meccanico 
monitorato. Vogliamo ancora una volta sottolineare l’importanza 
dell’applicazione di una trasformata tipo wavelet: poter osservare un fenomeno 
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dinamicamente durante la sua evoluzione nel tempo dopo averlo spettralmente 
selezionato.  
 














La Fig. 4.46 meglio illustra quanto sopra riportato. In essa è visibile l’ordine 
di accensione dei cilindri: 1-5-3-4-2-6, così come rilevabile dalla figura Fig. 4.36. 
Notiamo che la maggiore ampiezza wavelet (Fig. 4.47) (Y=0.1571) è chiaramente 
riferibile al 6° cilindro sulla cui testa è stato posto l’accelerometro. Dopo 
l’accensione del sesto cilindro segue quella del primo cilindro, che è anche il più 
lontano, che determina di conseguenza anche la minima ampiezza wavelet 
(Y=0.006589). 









Si evince anche come il cilindro identificato con il numero 1, determina in 
assoluto la più piccola ampiezza vibrazionale, relativamente agli altri cilindri, in 
quanto esso è localizzato ad una distanza di circa 7 metri dallo strumento 
accelerometrico. 
 Seguono le accensioni del quinto cilindro, contiguo al sesto (Y=0.02297), 
del terzo (Y=0.01323) in posizione intermedia, del quarto (Y=0.01612) ed infine 
del secondo cilindro (Y=0.01112). Le ampiezze wavelet confermano la 
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correttezza della sequenza temporalmente rilevata delle accensioni attraverso 
l’accelerometro, che ripetiamo, è stato posto sul sesto cilindro. 
Successivamente si è passati ad applicare la metodologia presentata ad ogni 
singolo periodo estratto dal segnale accelerometrico relativo a tutti i cilindri. Per 
ridurre il rumore (noise) presente nel segnale accelerometrico, e quindi nell’analisi 
Wavelet, è stata applicata la media geometrica progressiva dei coefficienti 
wavelet, presi in valore assoluto, per un numero prestabilito di periodi (in genere, 
30, 60 e 120) . 
Naturalmente per esaltare quelli che sono i reali andamenti di questi segnali, 
si sono ricostruiti gli stessi considerando soltanto un numero di armoniche tali che 
la variazione della norma logaritmica ottenuta con l’aggiunta di ulteriori 
armoniche era inferiore ad un ordine di grandezza di 410− .  
In Fig. 4.48 è riportata tale ricostruzione effettuata sui coefficienti wavelet 
di dettaglio, scala 1 (Gauss1, 4096Hz), cioè una scala sensibile a catturare le 
vibrazioni relative al ciclo cinematico e termodinamico dell’intero sistema 
pistone-cilindro monitorato, costituito, cioè, dai sei cilindri. In particolare esso è 
stato estratto dall’accelerometro posizionato sul primo cilindro, terzo piano, 
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In rosso è mostrata la ricostruzione del segnale utilizzando le prime 40 
armoniche. 
Si nota che sull’asse delle ascisse sono riportati gli angoli di manovella 
dell’intero periodo. L’angolo zero è stato posizionato sulla prima gobba 
rappresentativa del PMS del cilindro 1, in nero sono riportati poi i 60° di 
sfasamento dei successivi cilindri. 
In dettaglio viene mostrato (Fig. 4.49) lo stesso segnale vibro-
accelerometrico del cilindro n.1, riferito ai 30° che precedono e seguono il PMS. 
La ricostruzione è stata effettuata prendendo le prime 20 armoniche dopo 120 
periodi geometricamente mediati. 
La Fig. 4.50 mette a confronto le curve vibrazionali geometricamente 
mediate, ricostruite con 20 armoniche dopo 13, 60 e 120 periodi. 
 La stabilità della shape depone per una buona affidabilità del metodo 











Analoga metodica ricostruttiva è stata condotta sul segnale accelerometrico 












Analoga metodica ricostruttiva è stata condotta sul segnale accelerometrico 










Infine, in Fig. 4.55  è mostrato il confronto delle firme vibrazionali relativi 
ai tre cilindri: 1, 3 e 6. E’ ben visibile la significativa differenza sia di forma che 
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Interessante è la somiglianza tra la ricostruzione dell’andamento dello stato 
vibrazionale determinato dal sistema cilindro-pistone effettuata attraverso 
l’impiego di una opportuna scala della trasformata wavelet e quello ricostruito da 
prove a banco effettuate dal maker registrando l’andamento pressorio direttamente 
sulla testa del cilindro (Fig. 4.56)  (nelle stesse condizioni  di carico con cui è stata 





Le due figure che seguono presentano rispettivamente l’andamento reale 
delle PMI fornite dal maker relative a ciascun cilindro ottenute durante le prove di 
collaudo e l’andamento della firma vibrazionale rilevata on-site in occasione dei 
nostri rilievi accelerometrici sul cilindro n°6 e ricostruito, con interpolazione, con 
il metodo proposto. Anche in questo caso è facilmente constatabile la somiglianza 











Una ulteriore analisi condotta, in particolare, sul cilindro n.6 che, come è 
stato dimostrato, presentava evidenti anomalie funzionali se rapportato al 
comportamento termodinamico dei cilindri n. 1 e 3, ha consentito di evidenziare 
inusuali fenomeni causati, molto probabilmente, da combustioni anomale 
Diagnostica avanzata in sistemi meccanici complessi 
 
 194 
particolarmente violente, che sono state bene evidenziate dall’analisi wavelet e 
dalle corrispondenti mappe di Poincaré. 
In Fig. 4.59 è mostrata una tipica sequenza vibratoria istantanea, cioè non 
mediata geometricamente, prodotta dalla successione degli scoppi da parte dei 6 
cilindri riferita al periodo n. 162. L’ampiezza maggiore è relativa al cilindro n.6 su 





 Un’accensione e/o combustione irregolare è ben evidenziata nella Fig. 4.60 
occorsa nel successivo periodo 163. Sono chiaramente visibili le eccezionali ed 
irregolari ampiezze assunte dai coefficienti wavelet relativi in particolare al sesto 
cilindro. 
La sproiezione vibratoria che si è presentata durante il periodo 163 prodotta 
dal cilindro n.6 è altrettanto bene evidenziata dalla mappa di Poincaré di Fig. 4.61. 
Tale anomalia vibratoria è tanto più evidente se confrontata con la mappa di 


















La metodologia presentata ha consentito di evidenziare, attraverso una 
indagine condotta su un intero sistema moto-propulsore navale, un problema di 
natura vibrazionale indotto da uno specifico cilindro probabilmente legata a fattori 
di natura funzionale.  
Comunque, le informazioni ricavate al tempo, cosiddetto, 0T risulteranno 





4.9 Ricostruzione tridimensionale dello stato vibrazionale 
 del Cuscinetto dell'albero porta-elica 
 
Luogo: nave petroliera in navigazione commerciale tra Italia e Spagna 
Sistema meccanico: cuscinetto albero porta-elica 
Scopo della prova: analizzare lo stato vibrazionale del cuscinetto in uno 
 spazio tridimensionale 
 





Le vibrazioni a bordo di una nave possono essere quelle proprie dello scafo, 
quelle prodotte dalle eliche, dai motori, dai gruppi elettrogeni e da tutti gli 
impianti che hanno motori con masse rotanti o alternative. Le principali, per 
entità, sono quelle dello scafo, eliche e motori propulsivi. In questa applicazione 
della metodologia saranno trattate le vibrazioni prodotte in particolare dall'elica.  
Prima di ricostruire tridimensionalmente lo stato vibrazionale del cuscinetto 
della nave petroliera si sono valutati alcuni parametri ricostruiti tramite i 
coefficienti wavelet, adoperando il filtro Gauss1,  scala 1 (4096Hz), 114rpm. 
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Sottolineamo che le ordinate di tutti i diagrammi bidimensionali che 
seguono si riferiscono alle Ampiezze, adimensionali dei Coefficienti Wavelet. 
 
Nella Fig. 4.64  è mostrato l’andamento della funzione β . Trattandosi di un 
parametro molto sensibile alle modulazioni di fase e/o di ampiezza di un segnale, 
esso è praticamente stabile il che conferma che il cuscinetto monitorato è in 
ottime condizioni cineto-elasto-dinamiche. L’andamento del fattore di cresta (Fig. 
4.65) è tale da far ritenere che una leggera dinamica è più marcata lungo l’asse x , 
cioè quello relativo all’asse dell’albero. Probabilmente è proprio questo l’asse che 
riceve i maggiori contraccolpi causati dalle turbolenze generate dalle pale 
dell’elica a contatto con l’acqua. Inoltre tali contraccolpi sono di natura 
fortemente impulsiva così come evidenziato dal diagramma relativo al fattore di 
forma (Fig. 4.66). Infatti il diagramma relativo al’asse x  è quello che assume i 
valori più bassi. 
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Nessuna significativa informazione ricaviamo dall'andamento dell'Indice di 
Oscillazione Quadratico (Fig. 4.67). 
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Perfettamente in linea sono gli indicatori di curtosi per quanto riguarda gli 
assi ,y z , il loro valore è prossimo a quello di una distribuzione normale (vale a 
dire 3), mentre non lo è per l’asse x . Il valore particolarmente alto circa 45 
raggiunto da tale coefficiente conferma l’andamento prevalentemente cuspidato 
della sua firma vibrazionale. Ciò conferma che tale asse è continuamente 
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Notiamo un Periodogramma piuttosto instabile per l'asse z (Fig. 4.70). 
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L’indice RMS mostra un livello energetico via via crescente rispettivamente 




4.10 Caratteristiche parametriche per i coefficienti wavelet 
 scala 13 
 
L’analisi è stata successivamente condotta selezionando la scala 13, 315Hz. 
Questo a dimostrazione del fatto che a parità di wavelet la selezione della scala è 
fondamentale per l’ottenimento delle informazioni selettive di ciascun asse 
monitorato. La maggior parte dei diagrammi, ad eccezione per il fattore di forma, 
non mostrano evidenze dinamiche attribuibili al modo di vibrare di ciascuno degli 
assi monitorati (da Fig. 4.72 a Fig. 4.79).  
Questo conferma il fatto che la maggior parte dei fenomeni impulsivi 
osservabili, innescati da cedimenti meccanici, non sono stazionari. Pertanto essi si 
presentano con le tipiche caratteristiche del rumore: piccole ampiezze ad alte 
frequenze. Da qui la necessità di indagare in un range di alta frequenza (nel nostro 
caso, ad esempio, 4096Hz anziché 315Hz). 
Nelle pagine che seguono verrà illustrato un metodo che consente di 
selezionare la scala più appropriata per il fenomeno dinamico-vibratorio che si 
intende monitorare. 
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Fig. 4.72 
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Per ricostruire lo stato tridimensionale vibrazionale si sono acquisiti i 
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Quella che segue è la ricostruzione tridimensionale istantanea dei 
coefficienti wavelet  Gauss1, scala 1, 4096Hz, 3τ =  (Fig. 4.81). Nella stessa 
figura sono riportate le proiezioni sui tre piani, x-y, x-z e y-z rispettivamente. Sono 
ben visibili molti artefatti oscillatori che molto probabilmente sono stati indotti 
dalla natura oscillatoria del fenomeno monitorato che potremmo definire extra-
meccanico, cioè addebitabile al moto ondoso, a fenomeni di turbolenze prodotte 
dalle eliche e così via. Pertanto tali artefatti possono essere eliminati ovvero 
ridotti, come già più volte sottolineato, ricorrendo ad un metodo di filtraggio 
naturale attraverso la media geometrica progressiva. A questo punto ci preme 
sottolineare il fatto che il ricorso a filtri, software, digitali, ecc., del tipo passa-
basso, passa-banda, passa-alto, può determinare un fatto molto importante: 
l’eliminazione dal segnale di dettagli che potrebbero essere di fondamentale 
importanza nella individuazione di una failure in fase non avanzata del danno. 
Verrebbe in tal caso a cadere il beneficio di poter salvaguardare sia i sistemi 









Quella che segue è la ricostruzione tridimensionale istantanea dei 
coefficienti wavelet in scala 13, Gauss1, scala 13, 4096Hz, 3τ =  (Fig. 4.83). 
Nella stessa figura sono riportate le proiezioni sui tre piani, x-y, x-z e y-z 
rispettivamente. 
Anche in questo caso vale quanto riportato per la rappresentazione 
tridimensionale effettuata ricorrendo ai coefficienti wavelet estratti in scala1: 
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Quella che segue è la ricostruzione tridimensionale con media geometrica 







La ricostruzione tridimensionale con media geometrica progressiva dei 







I benefici di un filtraggio naturale attraverso la media geometrica della 
sequenza accelerometrica sono ben evidenti. In particolare da ciascuna 
rappresentazione possiamo estrarre un diagramma denominato bull-eye. In Fig. 
4.85 è illustrato un esempio ottenuto dal diagramma proiettato sul piano x-y scala 
13, 315Hz. 
Esso consiste nella selezione di un opportuno raggio ρ  al di sotto del quale 
è possibile ritenere "normale" l’andamento dei coefficienti wavelet estratti. Futuri 
monitoraggi potrebbero segnalare l’evoluzione del segnale con lo sconfinamento 
oltre il raggio selezionato dovuto a fenomeni perturbativi non occasionali né 
random. Il tutto è esemplificato nella Fig. 4.86  in cui abbiamo simulato la 
presenza di alcuni fenomeni vibratori anomali. 
 











Infine, vogliamo mostrare la congruenza di quanto esposto con alcune 
considerazioni che possono essere dedotte da metodi afferenti alla teoria del caos. 
Cominciamo con l’osservare che la frequenza base con cui è stato monitorato il 
cuscinetto è pari a 9.5Hz (Fig. 4.87).  Infatti, l’albero porta-elica ruota con un 
numero di giri pari a 570rpm, in rapporto 1:5 con il numero di giri dell’albero 
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motore (114rpm). Il tempo ciclo dell’albero motore è pari a 0.105s. Poiché il 
sampling rate è stato di 20480Hz allora un periodo è composto da 2150 punti. 
 



















Nella Fig. 4.88 è mostrata una sequenza accelerometrica relativa all’asse z  
corrispondente a 4s (81920 punti).  
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Inoltre nelle Fig. 4.89, Fig. 4.90, Fig. 4.91 sono mostrate le cross-
correlazioni dei segnali accelerometrici estratti dagli assi x, y e z rispettivamente.  
 
 
Fig. 4.89 - Cross-correlazione asse x 
 
 





Fig. 4.91 - Cross-correlazione asse z 
 
Da esse si evince l’esistenza di un lag comune, corrispondente a 431. Nella 
Fig. 4.87 è ben visibile una frequenza significativa in corrispondenza della 431ma  
armonica della frequenza base: ( )9.5Hz 431 4095Hz× ≈ . Pertanto, a tale 
frequenza sono state condotte le analisi parametriche e tridimensionali 
precedentemente esposte nonchè lo studio per la determinazione del massimo 
esponente di Lyapunov relativo a ciascun asse, di seguito illustrato.  
Come ci aspettavamo tutti gli assi presentano sequenze accelerometriche 
dell’ordine di 10-5 in particolare 2.73, 1.27, 2.13 rispettivamente (da Fig. 4.92 a 
Fig. 4.94).  
Sono tutti valori tendenti a zero ma comunque positivi, cioè, sequenze che 
esibiscono andamenti sotto certi aspetti stazionari a cui si sovrappongono in modo 
non prevedibile sequenze accelerometriche e quindi oscillazioni non 
deterministiche e quindi puramente caotiche. 
















Ciò è spiegabile in quanto le principali azioni esterne che contribuiscono a 
rendere caotico il segnale sono determinate dalla presenza di turbolenze indotte 
sul sistema monitorato dalle oscillazioni di maggiore ampiezza che si rilevano di 
solito nel piano longitudinale. Quelle che più interessano lo scafo sono: vibrazioni 
flessionali verticali che avvengono nel piano longitudinale di simmetria; 
vibrazioni flessionali orizzontali o trasversali che avvengono in un piano normale 
al piano longitudinale di simmetria. Le cause che eccitano il moto vibratorio dello 
scafo, e quindi provocano la condizione di risonanza, sono l'elica con la relativa 
linea d'asse, i moti di rollio-beccheggio, i motori termici alternativi di propulsione.  
 
La frequenza trasmessa dall'elica allo scafo è data da  
 
60
nNf =  
 
dove 
n è il numero delle pale 
N è il numero di giri al primo dell'asse portaelica. 
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La pala dell'elica in ogni suo giro incontra zone in cui la velocità dell'acqua 
è notevolmente diversa in senso radiale e circonferenziale.  
A causa della disuniformità della scia, l'elica produce tre generi diversi 
d'impulsi che vengono qui di seguito esaminati in ordine d'importanza:  
 
Fluttuazioni della spinta - Le fluttuazioni della spinta agiscono senza 
produrre disturbo sulla nave attraverso la linea d'asse ed il cuscinetto di spinta, 
dato che le loro frequenze sono inferiori alla frequenza propria della linea d'asse 
nella direzione della spinta e lo smorzamento è piccolo.  
 
Fluttuazioni del momento torcente - Le fluttuazioni del momento torcente 
sono notevolmente influenzate sia dal momento d'inerzia dinamico dell'elica 
relativamente elevato che permette solo piccole variazioni angolari, sia 
dall'elasticità alla torsione della linea d'asse. Con un torsiografo si può constatare 
una rapida diminuzione delle variazioni angolari torsionali lungo la linea d'asse 
prodotte dall'elica. Le fluttuazioni del momento torcente, se arrivano fino al 
motore, sono trasmesse alla nave attraverso gli appoggi del motore stesso.  
 
Fluttuazioni di flessione - In seguito alla continua variazione del carico 
sulle pale durante la rotazione, il centro di applicazione della spinta si sposta dal 
centro dell'elica, quindi nascono delle sollecitazioni di flessione sull'asse 
portaelica, anche se piccole in confronto a quelle dovute al peso dell'elica 
immersa nell'acqua di mare. Queste sollecitazioni vengono trasmesse alla nave in 
un piano perpendicolare alla linea d'asse attraverso i cuscinetti e dato che esse 
hanno la stessa frequenza della spinta, si sommeranno gli effetti.  
Poiché le vibrazioni ad alta frequenza e piccola ampiezza si smorzano 
rapidamente allontanandosi dal centro di vibrazione e poiché le vibrazioni in 
esame hanno generalmente una frequenza superiore a quelle di risonanza delle 
strutture di scafo, si comprende come un'elica a maggior numero di pale produca 
nella nave vibrazioni notevolmente inferiori a quelle delle eliche a minor numero 
di pale.  
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La conoscenza delle oscillazioni massime del momento torcente assorbito e 
della spinta fornita dall'elica è importante per il calcolo della robustezza della 
pala. Le frequenze di queste oscillazioni non dipendono dal numero delle pale, 
sono multiple del numero di giri e possono produrre vibrazioni nelle pale e quindi 
sollecitazioni aggiuntive nel materiale.  
Per evitare nelle navi vibrazioni prodotte dall'elica si devono tenere presenti 
i seguenti principali accorgimenti:  
 
1- si deve cercare di ottenere una corrente di scia quanto più possibile 
uniforme nella zona dell'elica, affinando le linee d'acqua poppiere, adottando un 
grande pozzo dell'elica ed una buona distanza di questa dal dritto dell'elica e dal 
dritto del timone 
 
2- le frequenze delle vibrazioni dell'elica e del motore non devono 
coincidere od essere nel rapporto di riduzione del riduttore 
 
3- la frequenza propria e le vibrazioni di parti strutturali della nave, che 
cadono nel campo delle frequenza dell'elica, devono essere annullate rinforzando 
queste parti strutturali.  
 
Oltre alle vibrazioni dello scafo possono verificarsi anche dei rumori che 
dall'elica si trasmettono allo scafo attraverso l'acqua e che vengono amplificati dal 
fasciame di questo, che entra in vibrazione. Questi rumori, che hanno una 
frequenza data dal prodotto del numero di giri dell'albero per il numero delle pale, 
sono causati da formazioni locali di cavitazione e da forti differenze di velocità di 
scia durante il passaggio della pala in corrispondenza del dritto o braccio 
portaelica.  
In conclusione quanto maggiori sono il numero delle pale di un'elica, poiché 
saranno maggiori le frequenze e minori le ampiezze vibratorie, tanto maggiore 
sarà la sicurezza di evitare vibrazioni allo scafo. 
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4.11 Stato vibrazionale indotto da alimentazioni non 
 convenzionali 
 
Luogo: Laboratorio DiME 
Sistema meccanico: Motore FIAT 1900 JTD di serie 
Scopo della prova: analizzare lo stato vibrazionale indotto sul motore 
 alimentato da Gasolio ovvero da Biodiesel  
 





- Punto di funzionamento del motore  2000 rpm – 2 bar Pressione 
Media Effettiva (PME) 
- Acquisizione (sampling rate) a 40960Hz  
- Motore in condizioni normali di funzionamento (baseline). 
- Acquisizione per due diversi combustibili (Gasolio e biodiesel). 
 
4.12 Alcune considerazioni sul biodiesel in autotrazione 
 
Premesso che il funzionamento, l'usura dei motori e prestazioni sono del 
tutto assimilabili a quelle ottenute con gasolio tradizionale in termini di resa ed 
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affidabilità, il biodiesel può essere impiegato puro al 100% od in miscela con 
gasolio in qualunque proporzione, in tutti i mezzi di trasporto dotati di motore 
diesel di recente concezione, i quali possono usufruirne senza particolari 
accorgimenti tecnici; in miscela con gasolio fino al 30-40% su tutti i mezzi di 
trasporto dotati di motore diesel, di qualunque età, senza la necessità di 
accorgimenti tecnici. 
Esso può essere impiegato puro al 100% in tutti i mezzi di trasporto dotati di 
motore diesel di produzione antecedente, con lievi modifiche da eseguire in 
officina (sostituzione di guarnizioni e condotti in gomma, eventuali semplici 
modifiche al circuito di iniezione). 









4.13 Proprietà del biodiesel 
 
Il biodiesel oltre ad essere un prodotto ecologico perché non immette 
ulteriore anidride carbonica (CO2) nell’ambiente, il suo impiego come 
combustibile per autotrazione apporta ulteriori benefici: le sostanze che andiamo a 
bruciare nel biodiesel sono esteri degli acidi grassi, sostanze altamente energetiche 
che hanno in più già presenza di ossigeno nelle molecole per cui la loro 
combustione nel motore è più completa e quindi aumentano il rendimento e 
generano meno incombusti e polveri (particolato carbonioso). È più facilmente 
infiammabile per compressione del normale gasolio essendo costituito 
praticamente da un monocomponente. 
 Non contiene assolutamente composti aromatici nella sua composizione per 
cui contribuisce in minima parte all’incremento degli idrocarburi poliaromatici 
(IPA), cancerogeni, prodotti dai normali combustibili derivati dal petrolio. 
Non contiene zolfo, dunque non contribuisce all’immissione di anidride 
solforosa nell’ambiente che, oltre ad essere tossica ed irritante per la gola, 
contribuisce in modo rilevante all’aumento dell’acidità delle piogge.  
In generale, il biodiesel, ottimizzando la combustione, produce meno 
inquinanti come monossido di carbonio (CO) e Particolato Carbonioso a fronte di 
un lieve incremento degli ossidi d’azoto (eliminabile mediante ottimizzazione del 
timing dell’iniezione).  
 
Contribuisce a mantenere pulito tutto il sistema d’iniezione del motore 
contribuendo ad aumentarne l’efficienza e diminuendo la necessità di 
manutenzione. 
 
In definitiva l'utilizzo del biodiesel (puro o miscelato) quale combustibile 
per l'alimentazione dei motori diesel, oltre a contribuire alla riduzione della CO2 
in atmosfera, produce una combustione che si differenzia da quella provocata dal 
gasolio tradizionale in termini di velocità e regolarità con effetti sia sulle 




Queste caratteristiche dinamiche enunciate a favore dell’alimentazione a 
biodiesel, in un certo qual modo le abbiamo potute verificare sottoponendo i 
segnali accelerometrici estratti dal motore ad un’analisi avanzata basata a mezzo 
trasformata wavelet integrata con alcuni risultati afferenti alla teoria del caos. 
La Fig. 4.96 che segue mostra la mappa di Poincaré ottenuta utilizzando i 
coefficienti wavelet estratti a mezzo la funzione wavelet denominata gauss1, 
1365Hz, 3τ = , media geometrica progressiva. Poiché il motore gira a 2000rpm 
(33.33Hz) e poiché il sampling rate è di 40960Hz, se ne deduce che il numero di 
punti che formano un giro completo è dato da: 1 40960 1229
33.33
× ≈ . Pertanto il 
numero di periodi che possiamo utilizzare per la media geometrica è dato dal 
numero di punti estratti (100000) rapportati al numero di punti contenuti in un 
periodo: 100000 81
1229
≈ . Pertanto la mappa visualizzata in Fig. 4.96 è riferita alla 
media geometrica progressiva dopo 81 periodi. 
Sottolineamo che i 100000 punti estratti casualmente dalla serie temporale 
accelerometrica corrispondono in realtà a circa 2.5s. Ebbene, sono sufficienti 
soltanto pochi secondi per effettuare l'elaborazione che viene di seguito illustrata. 
Notiamo (Fig. 4.96) un duplice punto fisso nel caso di alimentazione a 
biodiesel. Ciò può essere spiegato se consideriamo che l’alimentazione con 
biodiesel è dal punto di vista della cinetica chimica più veloce in quanto è più 
facilmente infiammabile del diesel. Questo comporta la possibilità di apprezzare 
meglio le firme vibrazionali del motore determinate dall’alternarsi della coppia di 
cilindri che entrano in gioco a giri alterni. Tale caratteristica è visibile anche 
attraverso l’analisi del periodogramma dove si apprezza una maggiore distanza tra 
i diagrammi riferibili al biodiesel (Fig. 4.97). 
 










L'Indice RMS è mostrato in Fig. 4.98 mentre i diagrammi riferiti alla curtosi 
(Fig. 4.99) mostrano una distribuzione più uniforme nel caso del biodiesel (circa 
3) contro il diesel (circa 4), a dimostrazione che la vibrazione indotta dal diesel è 
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Il diagramma relativo al Fattore di Forma (Fig. 4.101) relativo al diesel 
mostra valori dell'Ampiezza dei Coefficienti Wavelet maggiori rispetto al 
biodiesel: la shape del biodiesel è più "cuspidata" rispetto al diesel. Questo 
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conferma il fatto che la combustione del biodiesel oltre ad avvenire in tempi più 





La Fig. 4.102 relativa al Fattore di Cresta bene discrimina i segnali estratti 
dalle due alimentazioni. L'errore di cross-correlazione (Fig. 4.103)  è minore nel 
caso del biodiesel (1.9054) a conferma della migliore simmetria della firma 
vibrazionale rispetto a quella determinata dall'alimentazione a gasolio (2.0299). 
 





































4.14 Mappe tridimensionali costruite con l'acquisizione 
dell'asse z, (x(n), x(n+1), x(n+2)) 
 
 
Nelle Fig. 4.104 e Fig. 4.105 seguenti non si osservano particolari 
morfometrie delle mappe relative all’asse z. 
 
Nella Fig. 4.106 che segue è mostrato il confronto tra le mappe 
tridimensionali ottenute con il metodo dei ritardi tra le vibrazioni indotte sull’asse 
z del motore alimentato una volta con diesel e successivamente con biodiesel. 


















4.15 Analisi con gli esponenti di Lyapunov 
 
Nella Fig. 4.107 sottostante sono posti a confronto gli spettri ottenuti 
dall’analisi vibrazionale relativo al motore alimentato con diesel e biodiesel 
rispettivamente. 
 















































In particolare la Fig. 4.108 mette a confronto i diagrammi relativi alla 
definizione del coefficiente di Lyapunov con motore alimentato a diesel ed a 
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biodiesel rispettivamente. Notiamo che nel caso del diesel l’ordine di grandezza 
del coefficiente è di 10-5 mentre nel caso del biodiesel è di 10-4.  
L'interpretazione di questa informazione, che si ricollega alla rapidità ed 
uniformità della combustione del biodiesel rispetto al diesel, potrebbe essere la 
seguente: la coppia erogata dal motore alimentato a biodiesel, a parità di 
condizioni (ovvero a parità di combustibile bruciato), è leggermente inferiore a 
quella con alimentazione convenzionale (il Potere Calorifico Inferiore del 
biodiesel è più basso di quello del gasolio). Ciò viene compensato da un maggiore 
contributo derivante dalle inerzie delle masse in gioco. Infatti l’esponente di 
Lyapunov di un ordine di grandezza più grande nel caso del biodiesel dimostra la 
maggiore tendenza che ha il motore a perdere potenza. La qual cosa, invece, non 
avviene nel caso di alimentazione con diesel, a causa della maggiore durata della 
combustione. 
Quanto sopra, ai fini pratici, si riflette nel fatto che il consumo su lunghe 
distanze dei motori alimentati con biodiesel è leggermente maggiore a quello che 
lo stesso motore avrebbe se fosse alimentato con diesel (a parità di potenza 
bisogna bruciare più biodiesel che gasolio). 
 






Obiettivo di questa ricerca è stato lo studio, la messa a punto e la verifica di 
metodi e tecniche alternative di monitoraggio ed analisi di sistemi meccanici 
complessi che possono esibire fenomeni  vibratori anomali transienti, prodotti da 
incipienti cedimenti di natura elasto-cineto-dinamici di loro organi o componenti, 
di durata molto brevi ed in alta frequenza. Tali caratteristiche vibrazionali non 
consentono di applicare metodiche e tecniche classiche basate, ad esempio, sullo 
studio degli spettri e più in generale a mezzo varianti della Fast Fourier Transform 
(FFT).  Infatti, il limite di queste metodologie è che sono applicabili a fenomeni 
vibrazionali periodici.  
Per sopperire a questo presupposto si ricorre, quindi,  ad un artificio 
numerico che congettura che tali fenomeni siano lentamente variabili nel tempo 
oppure quasi-stazionari.  
Per fenomeni, però, di durata molto brevi, non è possibile applicare questa 
ipotesi di lavoro 
Da qui, la proposta metodologica  scaturita dalla presente ricerca, di 
integrare la teoria afferente alle funzioni a supporto compatto chiamate wavelet 
con alcuni risultati afferenti alla teoria del caos. La prima, infatti,  presenta 
spiccate proprietà di individuare non soltanto l’esistenza di eventuali “anomalie” 
(spike, transitori molto rapidi, istantanee variazioni di frequenza, ecc.), sempre 
presenti in fenomeni vibrazionali anomali, ma anche la loro esatta collocazione 
temporale.  La seconda è necessaria sia perché qualsiasi sistema meccanico, in 
realtà, è non-lineare e sia per la particolare capacità che tali sofisticati test 
diagnostici presentano nell’evidenziare l’evoluzione dinamica di sistemi rotanti 
(motori, ruote dentate, camme, ecc.) e di agevolare l’identificazione precoce di 
particolari eventi quali, ad esempio, la usura e/o rottura di alcuni componenti 
meccanici o di parti di essi. 
Monitorare un sistema dinamico non lineare significa prima di tutto 
individuarne le eventuali variazioni dinamiche che non possono essere ascritte ad 
eventi puramente aleatori. Indagare in tal senso, però, comporta un grosso 
Conclusioni 
 233 
problema metodologico: stabilire se quello che stiamo osservando è dovuto al 
caso ovvero è determinato dal caos deterministico. Decidere in un senso o 
nell’altro non è cosa sempre facile e possibile. Pertanto, lo scopo di questo lavoro 
di ricerca  è stato quello di presentare una serie di metodi che possono aiutare il 
ricercatore ad orientarsi in questa terra di nessuno dove spesso le sfumature  sono 
molto labili. Ciò stante, l’intento è stato quello di sviluppare e rendere disponibile 
per applicazione in ambito anche industriale e non soltanto in laboratori di ricerca 
una metodologia di indagine in grado di identificare i difetti presenti.  
Affinché la metodologia sviluppata sia bene adattabile alla realtà industriale 
si sono scelte tecniche di indagine che consentono misurazioni le meno intrusive 
possibili nei macchinari limitando le acquisizioni di segnale in due o tre direzioni 
ortogonali rispetto, ad esempio, all’asse di rotazione dell’albero. Notiamo che le 
metodiche proposte, nonostante siano più sensibili alle variazioni dello “stato di 
salute” dei sistemi dinamici, non richiedono maggiori carichi computazionali. 
Infine, sottolineiamo l’importanza di aver potuto applicare tali metodologie 
in diversi ambiti ed in varie condizioni ambientali. Ciò ha consentito di perseguire 
almeno due obiettivi: da un lato la verifica della sensibilità e l’affidabilità di 
quanto sviluppato in ambito scientifico e dall’altro la messa a punto e 
l’integrazione tra le diverse tecnologie impiegate e gli applicativi software 
sviluppati. 
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Appendice A  
Sistema di elaborazione 
  
Computer:  
Tipo computer ACPI x64-based PC 
Sistema operativo Microsoft Windows 7 
DirectX 4.09.00.0904 (DirectX 9.0c) 
  
Scheda madre:  
Tipo processore QuadCore Intel Core i7 920, 2800 
MHz (21 x 133) 
Nome scheda madre Asus P6T  (2 PCI, 1 PCI-E x1, 3 PCI-E 
x16, 6  DDR3 DIMM, Audio, Gigabit 
LAN, IEEE-1394) 
Chipset scheda madre Intel Tylersburg X58, Intel Nehalem 
Memoria di sistema 8182 MB  (DDR3-1333 DDR3 
SDRAM) 
  
Scheda video:  
Adattatore video NVIDIA GeForce 9800 GT (Microsoft 
Corporation -  WDDM v1.1)  (1024 
MB)) 








Periferica audio Realtek ALC888/1200 @ Intel 




Unità floppy Unità disco floppy 
Unità disco STM3500418AS ATA Device  (500 
GB, 7200 RPM, SATA-II) 
Unità disco WDC WD3000HLFS-01G6U1 ATA 
Device  (279 GB, 10000 RPM, IDE) 
Unità ottica HL-DT-ST DVDRAM GH22NS50 
ATA Device (DVD+R9:16x, DVD-






C: (NTFS) 279.4 GB (194.1 GB disponibili) 
E: (NTFS) 465.8 GB (392.9 GB disponibili) 









Periferiche di input:  
Tastiera Tastiera PS/2 standard 
Mouse Mouse Microsoft PS/2 
  
Periferiche:  
Stampante Adobe PDF 
Stampante Brother MFC-215C USB Printer 
Stampante Brother PC-FAX v.2.1 
Stampante Brother PC-FAX v.2 
Stampante CutePDF Writer 
Stampante Fax 
Stampante HP Color LaserJet 2600n 
Stampante Microsoft XPS Document Writer 
Stampante Printer Driver Type 104 PCL 6 
Stampante SmarThru PC Fax 
Controller FireWire VIA OHCI Compliant IEEE 1394 Host 
Controller (PHY: VIA VT6307) 
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B.3 LMS SCADAS Mobile SCM01 
 
 












B.4 Modulo di Ingresso a 8 canali 
 





Diagnostica avanzata in sistemi meccanici complessi 
 254 
Appendice C  
 
Alcune Considerazioni Operative per l’Analisi di Segnali 
monodimensionali 
C.1 Introduzione 
Uno dei problemi più rilevanti tutt'oggi oggetto di ricerca riguarda la 
determinazione di tutti quei dati sperimentali necessari per procedere alla 
progettazione di organi rotanti e non di sistemi meccanici, soprattutto nelle 
condizioni estreme di esercizio (alte velocità, elevate temperature, ecc.) tanto più 
se vengono impiegati nuovi materiali. 
A tal fine per ottenere utili informazioni si procede a prove sperimentali 
condotte allo scopo di rilevare il manifestarsi di incipienti rotture o di 
deterioramento superficiale. In questi casi è prevista la registrazione delle 
vibrazioni posizionando opportunamente una serie di accelerometri. Fatta salva la 
frequenza minima di campionamento dei segnali accelerometrici, che deve essere 
almeno il doppio della sua frequenza massima (T. di Nyquist-Shannon) (ad es., 
toingranamendifrequenza×2 ), purtroppo ogni registrazione è affetta da rumore 
provocato da fenomeni casuali non correlati al problema da indagare. Per ridurre il 
rumore, sarebbe opportuno effettuare delle medie temporali "sincronizzate'', 
eseguite cioè in modo che l'inizio di ogni serie temporale di campioni corrisponda 
ad una stessa posizione angolare del componente oggetto di indagine. Tale tecnica 
di analisi è possibile effettuarla se oltre agli accelerometri, viene impiegato anche 
un pick-up per la rilevazione del segnale tachimetrico. Un pick-up magnetico 
grazie al passaggio di opportuni marcatori posti, ad esempio, sull’albero 
dell'organo monitorato, permettendo di misurare la velocità di rotazione dello 




individuato fra due marcatori successivi la velocità angolare può essere 
considerata costante. Tale ipotesi è tanto più realistica quanto più fitte sono le 
divisioni previste per il singolo giro, ovvero, quanto più numerosi risultano i 
marcatori rilevati dal pick-up. Pertanto, poiché il segnale tachimetrico acquisito 
insieme a quello accelerometrico, consente di suddividere quest’ultimo in 
"finestre" relative ad un giro completo dell'organo monitorato, in ogni finestra 
sono presenti un numero costante di punti campionati. 
In assenza di un dispositivo dedicato a sincronizzare l’inizio 
dell’acquisizione con una ben precisa posizione angolare si può considerare 
costante e nota la velocità angolare. Quindi fissata la frequenza di 
campionamento, possiamo calcolare la durata e la dimensione di ciascuna delle 
tracce da mediare, tutto questo nell’ipotesi che non vi siano significative 
fluttuazioni della velocità angolare.  
E’ altresì noto che possiamo ottenere informazioni importanti sul 
comportamento meccanico, ad esempio, delle ruote dentate e segnali precursori 
della loro rottura attraverso l’osservazione dell’ampiezza dello spettro 
nell’intervallo che corrisponde alla frequenza di ingranamento della ruota 
monitorata. In tal caso è possibile verificare la eventuale presenza di bande 
laterali, che corrispondono a modulazioni prodotte da un difetto che si presenta ad 
intervalli di tempo regolari.  
In alcuni casi può essere utile agire sul segnale campionato filtrando le 
ampiezze dello spettro corrispondenti a frequenze ben determinate (una volta nota 
la frequenza di rotazione ed il numero dei denti). In altri casi può essere utile 
selezionare regioni spettrali "piatte" per controllare l'insorgenza di rumore a largo 
spettro nelle bande prive di picchi.  
Molto impiegato è il metodo che consiste nell’ ottenere una successione di 
trasformate di Fourier relative a intervalli di tempo consecutivi, dopo avere 
applicato al segnale una finestra temporale di durata opportuna di convoluzione 
(box, triangolare, Hamming, Hanning). 
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Si possono utilizzare anche altri tipi di trasformate, anch'esse adatte 
all'analisi di segnali digitalizzati, quali la trasformata di Wigner-Ville o altre 
distribuzioni tempo-frequenza.  
È possibile anche eseguire un'analisi in frequenza con tecniche stocastiche 
per la determinazione della densità spettrale di potenza.  
Nell'ambito della presente ricerca informazioni importanti sono state 
ricavate dall’applicazione della trasformata wavelet integrata anche con tecniche 
afferenti alla teoria del caos. Osserviamo che, poiché all'asse dei tempi 
corrisponde (a velocità angolare costante) la posizione dei vari denti, una 
variazione dell'ampiezza della trasformata wavelet potrebbe dare indicazioni sul 
cedimento di un ben determinato dente.  A tal proposito si è verificato che 
l'indicatore β  potrebbe essere una tecnica molto affidabile per effettuare una 
diagnosi tempo-dominio. Infatti la modulazione di fase, da essa generata, è molto 
sensibile alle imperfezioni del rotismo. 
Ricordiamo che lo spettro in frequenza di un ingranaggio (Meshing 
Frequency) sano risulta dominato dalla presenza della frequenza di ingranamento 
e delle sue armoniche (ad es., se una ruota dentata è provvista di 11 denti e la sua 
velocità massima di rotazione è di 41.67Hz (2500rpm) allora la frequenza di 
ingranamento è data da 11 41.67 458× ≈ Hz, la II armonica è data da 916Hz, la III 
armonica è data da 1374Hz e così di seguito). 
In genere, si osserva un certo numero di bande laterali attorno a queste 
frequenze caratteristiche (frequenza ingranamento, armoniche, ecc.). Esse sono 
originate da fenomeni di modulazione in ampiezza e fase, originate da difetti 
introdotti in fase costruttiva e di montaggio. Poiché queste rappresentano delle 
componenti regolari dello spettro, non possono essere utilizzati per la diagnostica. 
Pertanto è indispensabile ricorrere a tecniche di filtraggio di tali frequenze in 
modo da eliminarle dallo studio. 
L’operazione di filtraggio consiste nel porre uguali a zero le componenti 




al filtraggio, il segnale viene riportato nel dominio del tempo e analizzato con 
metodi statistici (in genere vengono selezionate regioni spettrali inizialmente 
piatte), meglio se tale filtraggio viene compiuto sulla media sincrona del segnale. 
Infatti, la presenza di un difetto localizzato su un singolo dente di una ruota 
(es. fessura), introduce una variazione di breve durata nel segnale raccolto dagli 
accelerometri, mentre danneggiamenti maggiormente distribuiti (imperfezioni 
geometriche ed usura) danno luogo a modifiche del segnale che si estendono su 
un intero periodo di rivoluzione della ruota in esame. 
Le metodologie di analisi applicabili al segnale raccolto dai sensori per 
evidenziarne lo sviluppo di un danno possono essere eseguite nel dominio del 
tempo, della frequenza o di entrambi.  
In ogni caso esse vengono svolte sul segnale opportunamente "mediato" e 
non su quello "grezzo" uscente dagli accelerometri al fine di eliminare il rumore e 
le vibrazioni aperiodiche . 
La tecnica che viene effettuata per eseguire tale operazione è detta media 
sincrona. Essa consiste nell’effettuazione della media aritmetica ovvero 
geometrica dei valori campionati del segnale rilevati ad ogni giro della ruota 
dentata a mezzo segnale tachimetrico. 
In questo modo, all’aumentare del numero dei campioni, si può annullare il 
contributo delle fluttuazioni della velocità di rotazione attorno al valore in esame e 
ciò rende possibile ottenere sia l’andamento temporale del segnale 
accelerometrico mediato, sia gli eventuali spettri nel dominio della frequenza. 












dove RT  è il periodo di sincronizzazione ed N  il numero delle medie 
eseguite. 
Diagnostica avanzata in sistemi meccanici complessi 
 258 
Tale metodologia consente di eliminare l’influenza del rumore e permette di 
evidenziare alcune componenti del segnale con una frequenza pari ad un valore 
prefissato o ad un suo multiplo consentendo l’individuazione di una loro 
eventuale modifica. 
Operando un filtraggio sul segnale prodotto dalla media sincrona è possibile 
ottenere un segnale, detto "residuo", che ha la caratteristica di essere depurato 
della frequenza di ingranamento e delle sue armoniche. In questo modo risulta più 
semplice evidenziare le variazioni di segnale prodotte dallo sviluppo di un danno. 
Il segnale residuo ( )r t  è ottenuto come 
( ) ( ) ( )r t y t g t= −  
dove ( )g t  è la parte relativa alla frequenza che si vuole eliminare. 
C.2 Descrizione dei principali indicatori 
Generalmente si impiegano tre tipologie di segnali: raw (grezzi), residual 
(residuo) e difference o differential (differenza). 
C.3 Nota Generale 
Nel prosieguo si definiscono i seguenti segnali sincroni mediati 
temporalmente (TSA - Time Synchronous Average): 
1. Residuo ( r ), ottenuto tramite filtraggio della frequenza di 
ingranamento (gear mesh frequency) e di tutti i suoi multipli (armoniche di 
ordine superiore), nonché della frequenza di rotazione dell’albero (driveshaft 
frequency) e dei suoi multipli (seconde armoniche); 
2. Differenza ( d ), ottenuto tramite filtraggio delle frequenze di 
ingranamento, di tutti i suoi multipli e di alcune bande laterali (sidebands). 
Comunque, alcuni autori, lasciano le seconde armoniche relative alla 
driveshaft frequency nel segnale residuo ovvero rimuovono dal segnale differenza 




Infatti, è stato dimostrato come, l’effetto di modulazione introdotto da difetti 
localizzati, si manifesti con bande laterali di ampiezza limitata ma in una banda 
larga, mentre la modulazione introdotta dai difetti distribuiti, si manifesta con 
poche coppie significative di bande laterali di ampiezza maggiore.  
In genere le due componenti che costituiscono il segnale raw, uniforme e 
residua, forniscono informazioni su anomalie/danni non localizzati, o sulla 
generica "rumorosità" del segnale (scuffing), mentre la componente residua dà 
informazioni su anomalie/danni localizzati (bending, spalling).  
C.4 Indicatori morfo-dinamici 
 
Gli indicatori che seguono sono applicabili sia al segnale differenza e/o 
residuo sia, in generale, ai coefficienti wavelet relativi alle varie scale estratti da 
qualsivoglia tipologia di segnali, al limite anche quelli grezzi. Ricordiamo che, 
nella presente ricerca, ogni segnale è assimilabile ad una successioni di punti 
(detta anche serie temporale). 
 
C.5  Periodogramma 
 
Si è costruito un indice ad hoc, che indichi la co-presenza di due o più 
frequenze tra loro non proporzionali nell’ambito del periodo di osservazione. Il 
relativo diagramma è stato chiamato periodogramma. 
Per il calcolo di tale indice si procede in tale maniera 
 

















  (C.2) 












,  (C.3) 
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dove 
n ,  numero di punti costituenti la successione  
ix , elementi della successione 
T , lunghezza del periodo. 
 
L’andamento del diagramma consente di stabilire in prima approssimazione 
l’esistenza o meno di un periodo significativo, "resistente", cioè, alla varianza del 
segnale. 
 
C.6 Fattore di forma 
 





K media  (C.4) 
 
dove 
max minH H H= − , distanza del picco più alto dalla valle più profonda  
mediaH  è la retta media di compenso, cioè quella retta che scelta come asse 
delle x  rende minima la somma dei quadrati delle deviazioni del profilo del 






ydx , (C.5) 
 









Il metodo dei minimi quadrati consente di approssimare mediante una serie 
di funzioni una serie di dati con errore quadratico minimo; quando la serie di 
funzioni utilizzata impiega polinomi di grado non superiore al primo si afferma 
che la curva di regressione è lineare.  
Sia la serie di n  punti 
 
 ( ) ( ){ }1 1, ,..., ,n nx y x y  (C.6) 
 
vogliamo determinare la retta y mx q= +  tale che la somma degli scarti 
quadratici dai punti della serie sia minima. 
Lo scarto quadratico è definito pari a ( )( )2i iy y x− , ovvero la differenza tra 
il valore reale della serie e quello stimato dalla retta di regressione. 
Il residuo è definito come la somma degli scarti quadratici medi: 
 




i i n n
i
y y x y mx q y mx qε
=
= − = − − + + − −∑  (C.7) 
 
Diagnostica avanzata in sistemi meccanici complessi 
 262 
ed ( )i iy x mx q= +   è  il valore stimato dalla retta di regressione lineare nel 
punto xi. 
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nq m x y













dove  le uniche variabili sono m e q, mentre tutti gli altri termini sono 
numeri calcolabili dai dati in ingresso. 
 
Nella (C.8) 





























∑ , somma dei prodotti delle ascisse per le ordinate dei punti noti. 
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Da qui la retta di regressione cercata: 
 
 y mx q= + .  (C.10) 
 
C.7 Indice quadratico di oscillazione 
 




















Tale indice fornisce indicazioni circa il fenomeno oscillante, cioè la 
dinamica  esibita dal segnale, che è compreso in un intervallo di ampiezza finita in 
quanto, per ipotesi, è limitato. Ne consegue che tutta la dinamica si riduce a 
movimenti oscillatori più o meno ampi, più o meno regolari; da ciò discende la 
ragione principale dell’impiego di tale indice per l’analisi dei segnali 
accelerometrici, cioè vibrazionali. Al di là dei fatti contingenti che lo fanno 
variare con una certa dinamica, il fenomeno oscillatorio possiede una sua 
"potenza" oscillatoria che è legata alla strettezza del legame autoregressivo tra i 
valori della successione. Un valore dell’oscillazione particolarmente elevato fa 
pensare ad un sistema in cui tutte le energie dinamiche disponibili vengono 
"sfruttate" al massimo. Le conseguenze di un tale assetto dinamico sono diverse a 
seconda del caso cui si riferiscono che possono riguardare situazioni di massimo 
pericolo o meno. In altre parole è come se ogni fenomeno temporale, avesse un 
particolare ritmo interno che produce in modo sufficientemente stabile e 
caratterizzante  movimenti oscillatori. Questo fatto potrebbe consentire, se esteso 
ad un gran numero di osservazioni, di individuare classi di fenomeni tipicizzati da 
una particolare misura dell’indice. Tale misura, per la sua notevole stabilità al 
variare delle osservazioni, potrebbe suggerire un sistema di classificazione per 
insiemi di fenomeni di natura quanto mai eterogenea che vengono unificati dai 
responsi ottenuti dall’indice. Vale a dire che ogni fenomeno ha una sua intima 
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ragione d’essere, che si manifesta poi nella sua dinamica oscillante, che potrebbe, 
nell’indice studiato, trovare interessanti spiegazioni. 
   
 
C.8 Indice di sincronia 
 
 Siano due segnali ,x y , si è definito indice di sincronia e lo si è indicato 




















dove si è supposto un sistema di ascisse comune tale che 
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La curtosi (kurtosis), nel linguaggio della statistica, è un allontanamento 
dalla normalità distributiva, rispetto alla quale si verifica un maggiore 
"appiattimento" (distribuzione platicurtica) o un maggiore "allungamento" 




ottenuto facendo il rapporto tra il momento centrato di ordine 4 ( 4m ) e la varianza 
al quadrato ( 22m ) 








è l’indice di curtosi, in cui 4m  e 2m  sono rispettivamente il momento 
centrale di ordine 4 e 2. 


























N è il numero di punti del segnale s  
is è l’i-mo punto del segnale. 
 
Possiamo dire che la curtosi è il quarto momento centrale del segnale, 
normalizzato rispetto al quadrato della varianza. 
Nel caso di una variabile casuale normale, 32 =β , così che il coefficiente di 
curtosi 2γ  risulta pari a zero. 
Allora, in sintesi, se il coefficiente di curtosi è (Fig. C.2) 
- >3 la curva si definisce leptocurtica, cioè più "appuntita" di una 
normale; 
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- <3 la curva si definisce platicurtica, cioè più "piatta" di una normale; 
- =3 la curva si definisce normocurtica (o mesocurtica), cioè "piatta" 
come una normale. 
 
Fig. C.2 
Il calcolo del coefficiente di curtosi ha senso solo nelle distribuzioni 
unimodali. 
Siccome 2β e 2γ vengono calcolate facendo lo scarto dalla media alla quarta 
potenza, valori equidistanti dalla media (simmetrici rispetto alla media) 
contribuiscono con lo stesso peso mentre valori distanti dalla media sono molto 
più "pesanti" di quelli prossimi alla media, cosicché distribuzioni "larghe" 
producono 2β e 2γ  elevati. 
Il coefficiente di curtosi (così come quello di simmetria), non rappresenta 
una buona stima del corrispondente parametro della popolazione se calcolato su 
piccoli campioni. Ciò nonostante, anche in presenza di piccoli campioni, valori 
elevati di tali indicatori devono far insorgere nel ricercatore il dubbio che le 
eventuali ipotesi di normalità non siano verificate. 
Il valore dell'indice corrispondente alla distribuzione normale (gaussiana) è 




poiché viene sottratto 3). E’ possibile che alcuni indici non siano centrati sullo 
zero e quindi il valore ottenuto nel caso di normalità è 3 (così come mostrato nella 
figura precedente). 
Come già detto, l'indice di curtosi è uno degli indici relativi alla forma di 
una distribuzione, che costituisce una misura dello "spessore" delle code di una 
funzione di densità, ovvero il grado di "appiattimento" di una distribuzione. 
L'interesse per questo indice è dato dal fatto che lo "spessore" delle code influenza 
il comportamento di diverse statistiche. 
Benché sia stato evidenziato che non c'è una relazione tra il grado di 
appiattimento e l'indice di curtosi (si veda oltre), (Irving Kaplansky, nel 1945 in 
"A common error concerning Kurtosis") è rimasto in uso tale terminologia. 
Pertanto la curtosi è un indicatore statistico che permette di definire il 
carattere impulsivo di un segnale operando in corrispondenza di un determinato 
campo di frequenza. 
E’ un parametro adimensionale che confronta la distribuzione dei dati in 
esame con una di tipo Gaussiana in modo da quantificare l’appiattimento della 
densità di probabilità del segnale attraverso la misura dei picchi della 
distribuzione. In assenza di segnali impulsivi, cioè con una distribuzione 
Gaussiana, l’indice ha un valore di 3 (se non è zero centrato) mentre può 
raggiungere un valore molto più elevato in presenza di tali eventi. 
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C.10 RMS (Root Mean Square value) 










= ∑  
dove 
is è l’i-mo elemento del segnale s  
N è il numero di punti che compongono il segnale s . 
Dalla definizione dell’indice RMS si desume che il suo valore non si 
incrementa significativamente per la presenza di picchi isolati nel segnale. Di 
conseguenza questo parametro non è sensibile ad incipienti rotture ad esempio di 
un dente. Il suo valore si incrementa con il progressivo deterioramento del 
segnale. 
In generale, il parametro RMS è un buon indicatore dello stato generale di 
un sistema dinamico. 
Tale parametro è sensibile ai cambi di carico e velocità del sistema.  
Nella Fig. C.3 che segue è riportato un esempio relativo alla storia 
vibrazionale di un segnale relativo ad un test di durabilità di un rotismo (L è la 






Nella Fig. C.4 sottostante, è riportato un esempio di segnale stazionario con 
evidenziati i relativi valori di ampiezza (VP), dell’indice RMS (VRMS) e del valore 
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C.11 Fattore di cresta (CF)  
 
Questo parametro segnala il danneggiamento, ovvero la evoluzione di uno 
stato vibrazionale, già nei suoi stadi iniziali.  
Esso è definito come il rapporto tra il valore di picco-picco, esibito dal 











pps  è il valore picco-picco esibito dal segnale 
rmss  è la radice media quadratica della vibrazione del segnale. 
 
Allorquando soltanto un dente è danneggiato, non vi è alcuna variazione nel 
valore di RMS durante una rotazione dell’albero su cui è calettata la ruota 
danneggiata, mentre il valore di picco aumenta. Perciò, l’indice si  incrementa. Se 
il danneggiamento progredisce allora il valore di RMS aumenta e necessariamente 
si riduce il valore di CF. 
 
C.12 Energy Ratio (ER) 
 
Il rapporto energetico (ER) è definito come rapporto tra energia del segnale 











)(dσ  è la deviazione standard del segnale differenza 





Non tutti gli autori usano la stessa definizione per questi segnali. La regular 
meshing frequency è generalmente definita come la mesh frequency e le sue 
armoniche. Di conseguenza, il segnale differenza è ricavato dal segnale raw dopo 
che sono state rimosse le componenti della regular meshing. L’idea di base è che 
l’energia è trasferita dalla componente della regular meshing al resto del segnale 
sotto forma di usura progressiva. Questo parametro, perciò, è una buona misura 
per usure profonde, dove più di un dente della trasmissione è danneggiato. 
 
C.13 FM4 (figure of merit) 
 
Il parametro FM4 è una semplice misura dell’ampiezza della distribuzione 
(peaked o flat), applicato al segnale differenza. Esso è dato dal rapporto fra il 
momento statistico del quarto ordine applicato al segnale differenza e la sua 
varianza al quadrato. E’ un parametro statistico che  misura l’entità dei picchi in 
una distribuzione di campioni. 
Effettuando il calcolo sul segnale differenza la sensibilità dell’indicatore 



























con ovvio significato dei simboli. 
Il parametro, se il segnale è regolare (dinamica buona) ha un valore simile 
ad una distribuzione gaussiana. Viceversa, in caso di dinamiche anomale, per la 
presenza di picchi di grossa ampiezza ma concentrati esso assume valori crescenti. 
Se i picchi sono distribuiti allora il valore di FM4 decresce. 
FM4 è un indice che rileva le variazioni dello spettro di frequenza di una 
ruota con un numero limitato di denti danneggiati. 
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Esso è ottenuto dal segnale mediato nel tempo a cui vengono sottratte le 
componenti principali di frequenza relative alla rotazione dell’albero, 
all’ingranamento e alle bande laterali del primo ordine. 
 
 
C.14 Sideband level factor 
 
Questo parametro è definito come la somma del primo ordine delle bande 
laterali relative alla frequenza fondamentale di gear meshing rapportata alla 
deviazione standard della media del segnale raw. 
L’idea è che un dente rotto produce una modulazione di ampiezza del 





Questo indicatore è stato sviluppato per migliorare la risposta di FM4 
allorquando più di un dente è danneggiato. 
Il segnale residuo è ottenuto filtrando la frequenza di rotazione dell’albero e 
la frequenza di ingranamento con le sue armoniche. 
Le bande laterali si lasciano inalterate. L’operazione di filtraggio è analoga a 
quella effettuata per il segnale differenza. Anche in questo caso, la forma d’onda 
ottenuta viene analizzata tramite tecniche statistiche. 
NA4 è un parametro simile a FM4 ma si contraddistingue da esso per il fatto 
che le bande laterali non vengono sottratte al segnale mediato e la Kurtosis viene 
divisa per la varianza del segnale mediato nel tempo )(σ . In questo modo, fino a 
quando la varianza si mantiene costante, è possibile monitorare costantemente il 
segnale residuo ed avere indicazioni sull’andamento del danno. Sia il parametro 
NA4 che FA4 hanno un valore attorno a 3 per un ingranaggio sano ed assumono 
valori maggiori con l’avanzamento del processo di deterioramento. 
La prima differenza con FM4 risiede nel fatto che NA4 impiega il segnale 

































ir è i-mo punto del segnale residuo 
ijr è l'i-mo punto del j-mo record del segnale residuo 
j è il record corrente  
i è il punto del segnale 
M è il record corrente dell’insieme dei record 
N è il numero di punti che costituiscono il segnale (record). 
 
La seconda differenza è nel fatto che si impiega una media del valore della 
varianza. 
Così se il segnale esibisce un incremento di anomalie la media della 
varianza cresce più lentamente consentendo così al parametro NA4 di crescere. La 
seconda ragione affinché NA4 cresca è che il segnale residuo contenga le 
sidebands di primo ordine, le quali crescono quando intervengono 
danneggiamenti. 
Quando il danneggiamento procede, la media della varianza può crescere 
rapidamente il che comporta una riduzione di NA4. Per superare questo problema 




Differisce dal precedente poiché il valore della varianza media viene 
bloccato  quando eccede un limite prestabilito. Confrontando i diversi valori che 
assume la Kurtosis relativa alle due σ  , bloccata e non, si ottengono indicazioni 
circa il trend del parametro in esame e quindi sullo sviluppo del danneggiamento.  
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Il momento del quarto ordine centrato del segnale residuale è normalizzato 
tramite la media della varianza relativa al segnale al tempo zero (baseline). Ciò 




















)var( OKτ è la varianza del segnale al tempo zero (baseline). 
Il valore del segnale standard è assunto come pattern di riferimento per un 
buon funzionamento. 
 
C.17 Parametro NB4 
 
 Il parametro NB4 è stato ricavato dal parametro NA4. Il parametro NA4 è 
calcolato a partire dal segnale residuale il parametro NB4 invece è calcolato a  
partire dal segnale inviluppo.  
Il segnale raw vibrazionale è filtrato in passa banda intorno alla gear 
meshing frequency.  
Alcuni autori suggeriscono di usare un filtro passa banda con larghezza di 
banda che cattura il massimo delle sidebands, mentre altri autori usano un filtro 
con larghezza di banda limitata alla prima armonica diversa della ger mesh 
frequency.  
Filtrato il segnale, viene impiegata la trasformata di Hilbert per creare un 




















)(~ ta è la trasformata di Hilbert 
)(ta è il segnale analogico di ingresso reale. 
Dal segnale analitico l’inviluppo è calcolato secondo la equazione seguente 
 
)(~)()(ˆ 22 tatata +=  
 
dove 
)(ta  è il segnale analogico di input 
)(~ ta è la trasformata di Hilbert del segnale. 
 
L’inviluppo di un segnale rappresenta il suo contorno o profilo (può essere 
pensato come il luogo dei punti relativi ai picchi presenti nel segnale). 
Un segnale analitico è un segnale complesso dove la parte reale è 
rappresentata dal segnale originale e la parte immaginaria è la trasformata di 
Hilbert del segnale originale. 
La trasformata di Hilbert è successivamente moltiplicata per "i" e sommata 
al segnale originale. Infine il segnale inviluppo è calcolato estraendo il valore 
assoluto del segnale analitico. 
 
Con tale funzione si utilizza soltanto una parte del segnale residuo che viene 
filtrato in corrispondenza delle frequenze principali che sono quella di rotazione e 
quella di ingranamento. 
In questo modo è possibile valutare la modulazione di ampiezza del segnale 
in corrispondenza delle frequenze esaminate, che è dovuta principalmente alle 
variazioni di carico nel transitorio legate allo sviluppo di danneggiamenti anche di 
piccola entità. 
 
C.18 L’indice di oscillazione β  come strumento di analisi 
 
L’indice β  è il quarto momento della funzione β . Sia x  una variabile 
random continua normalizzata tra 0 e 1, allora la funzione di probabilità β ,  è 
definita come la co-funzione della funzione 
Diagnostica avanzata in sistemi meccanici complessi 
 276 
 
( ) ( ) ( )
111 1
,













, 1B x x dxβαα β −−= ⋅ −∫
 
e 
α  e β  costanti numeriche positive. 
 
Il mok  momento intorno alla media µ , può essere espresso come 
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Ricordando l’espansione binomiale 
 
















la (C.11) diventa: 
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Ricordando la relazione tra le funzioni β  e Γ  

















α β= − =+   (il primo momento riferito alla media è nullo) 
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La curtosi relativa alla modulazione di fase come pure le sue derivate può 
essere usata per effettuare una diagnosi di guasto, infatti la curtosi della 
funzione β  può essere usata per amplificare gli spike generati, ad esempio, dalla 
rottura di un dente. 
Nella nostra ricerca abbiamo verificato che l’indicatore β  è una tecnica 
molto affidabile per effettuare una diagnosi tempo-dominio. Infatti la 
modulazione di fase è molto sensibile alle imperfezioni del rotismo. Comunque, 
noi abbiamo integrato questa informazione con altri indicatori (periodogramma, 
fattore di forma,  indice quadratico di oscillazione e indice di sincronia). 
Nella Fig. C.5 seguente è bene rappresentata una sintesi relativa al data-
processing testé riportato [Estratto da: P. Vecer, M. Kreidl, R. Smid, Condition 
Indicators for Gearbox Condition Monitoring Systems, Acta Polytechnica, Vol. 
45, No. 6/2005]. 
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"…nella storia della scienza… il progresso dipende sempre dallo studio di 
un dettaglio che permette di modificare la teoria generale di riferimento…"  
(M. Butor) 
 
 
 
 
 
 
 
 
