Abstract. We prove the first conjecture of Bar-Natan, Garoufalidis, and Khovanov on the Khovanov invariant for alternating knots.
Introduction
In [4] , Khovanov constructed an invariant of (relatively) oriented knots and links from the cohomology of a complex over resolutions of a link diagram. His invariant is a sequence of graded abelian groups which specializes to the Jones polynomial by taking Euler characteristic of ranks of those cohomology groups for each grade. In [1] and [2] , Bar-Natan computed this invariant for the prime knots of up to 11 crossings. From his data, BarNatan, Garoufalidis, and Khovanov formulated two conjectures on the values of Khovanov invariant for alternating knots in [1] and [3] .
Their second conjecture was proved in [6] . Theorem 1.1 (Conjecture 2 in [1] and [3] ). For any alternating knot L, Kh(L)(t, q)
is supported in two lines deg(q) = 2 deg(t) − σ(L) ± 1. In other words, Kh(L)(t, q) = q −σ(L) (q −1 · A(tq 2 ) + q · B(tq 2 ))
for some polynomials A and B. σ(L) is the signature of a knot L.
H(L) denotes the Khovanov invariant of L.
Theorem 1.1, in fact, holds for any (relatively) oriented nonsplit alternating link L. Theorem 1.2 (Conjecture 1 in [1] and [3] ). For an alternating knot L, its Khovanov invariants H i,j (L) of degree difference (1, 4) are paired except in the 0th cohomology group.
More precisely, in terms of the polynomial Kh(L), the equality Kh(L)(t, q) = q −s (q −1 + q) + (q −1 + tq 2 · q) · C(t, q)
holds for some integer s and some polynomial C. 
As it is discussed in [1] and [3] , theorems 1.1 and 1.2 imply that the Khovanov invariant, or equivalently the associated polynomial Kh(L), of an alternating knot L is completely determined by the Jones polynomial and the signature of L.
Fortunately, that is not the case for nonalternating knots. A counterexample can be found in [2] : 10 136 and 11 n 92 both have signature −2 and the same Jones polynomial, but their Khovanov invariants do not agree.
For notations and terminologies related to Khovanov invariant, we follow [4] and [6] . We will concentrate only on a specialized case with coefficients in Q. We only need a relative orientation to define Khovanov invariant, so an orientation and oriented should be read as a relative orientation and relatively oriented from now on.
2. The map Φ Theorem 1.2 states that there is an almost pairing of cohomology groups of degree difference (1,4), so it is natural to think of a map of degree (1,4) on the cohomology groups.
On chain level, the map Φ is defined in the same fashion as the coboundary map. Instead
Φ's assignment is as follows.
Khovanov's idea of categorification ( [4] ) ensures that Φ 2 = 0 if the following statements are true.
• Multiplication m Φ is commutative and associative.
• Comultiplication ∆ Φ is also cocommutative and coassociative.
• They also satisfy the following identity. 3.1. Anticommutativity with d. As is in the previous section, we only need to check the following identities.
Proof. The following is a table for (2) .
Both (A, m, ∆) and (A, m Φ , ∆ Φ ) are self dual, so (2) implies (1).
A table for (3) follows.
Invariance under the Reidemeister moves. We also want Φ to commute with the isomorphisms in chapter 5 of [4] , summarized in the following subsection.
3.2.1. Isomorphisms. Define
and
C(D ′ ( * 0)) was identified with C(D) ⊗ A.
complex, X 2 is acyclic, and
As before, the crossings of D ′ are ordered as the crossings of D are, then followed by a and b.
This time,
where
is a direct sum of its subcomplexes X 1 , X 2 , and X 3 , X 2 and X 3 are acyclic, and
induces an isomorphism between H(D) and H(D ′ ).
[Type III ]
Again, a, b, c and a ′ , b ′ , c ′ are the last three elements in I and I ′ , and the others are in the same order.
C(D) and C(D ′ ) can be decomposed into their subcomplexes as below.
3.2.2. Type I. The isomorphism was given by
Then,
In C(D),
(1) is from
Similarly, in C(D ′ ),
Φ + d and change of variables

Change of variables. Let us forget the grading and make a change of variables as
follows. 
Invariance of H(D) under the Reidemeister moves. It would not be interesting if we can define only H(D), but not H(L).
C(D ′ ) is decomposed asX 1 ⊕X 2 as chain complexes,X 2 is acyclic, and
induces an isomorphism between H(D ′ ) and H(D).
4.2.2.
Type II. This time,
as chain complexes,X 2 andX 3 are acyclic, and
induces an isomorphism.
4.2.3.
Type III. Letα,β,α ′ ,β ′ be maps of complexes given bỹ
C(D) and C(D ′ ) can be decomposed as below. 
Hodge theory.
We can give an inner product on a chain complex so that monomials in a, b form an orthonormal basis, then the adjoint (Φ + d) * of Φ + d is defined as follows.
By Hodge theory, 
The claim is that these are all, i.e., others are linear combinations of these.
for an oriented link L of n components equals to 2 n .
Proof. As is in [6] , we have a long exact sequence of cohomology groups.
Let us prove for knots and two component links first, using induction on the number of 
If not, choose a crossing so that D( * 0) and D( * 1) are knot diagrams. Then,
An n component link diagram D is either a disjoint union of link diagrams of less components or can be resolved to two link diagrams of n − 1 components. Proof of dim H(D) = 2 n goes the same as above.
We can tell exactly to which H i (L) those generating monomials belong.
Proposition 5.2. Let L be an oriented n component link, S 1 , · · · , S n be its components, and ℓ jk be the linking number of S j and S k . Then, Since a resolution in orientation preserving way is resolving + crossings to its 0-resolutions and − crossings to its 1-resolutions, those two monomials corresponding to O ′ appear in
On the other hand, the number of negative crossings among the crossings between S j and S k does not change if none or both of the orientations of S j and S k are reversed, and if only one of them is reversed, the number is changed by 2 · ℓ jk = y − x among the crossings between S j and S k = x ′ − x among the crossings between S j and S k .
Therefore,
6. Proof of theorem 1.2
In the previous section, we have computed H(L). [3] or [1] .) This can be extended to oriented alternating links.
Let L be a link satisfying the hypothesis in proposition 5.2 and nonsplit alternating. We already know that two monomials corresponding to an orientation O ′ belong to H j∈E,k ∈E 2ℓ jk (L). for some polynomial Kh ′ (L).
