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ANALYTIC PROPERTIES OF OHNO FUNCTION
KEN KAMANO AND TOMOKAZU ONOZUKA
Abstract. Ohno’s relation is a well-known relation on the field of the multiple zeta values
and has an interpolation to complex function. In this paper, we call its complex function
Ohno function and study it. We consider the region of absolute convergence, give some
new expressions, and show new relations of the function. We also give a direct proof of the
interpolation of Ohno’s relation.
1. Introduction
For positive integers k1, . . . , kr with kr ≥ 2, the multiple zeta values (MZVs) are defined
by
ζ(k1, . . . , kr) :=
∑
1≤n1<···<nr
1
nk11 · · ·n
kr
r
.
We say that an index (k1, . . . , kr) ∈ Z
r
≥1 is admissible if kr ≥ 2. For an index k = (k1, . . . , kr),
wt(k) := k1 + · · ·+ kr and dep(k) := r are called weight and depth of k, respectively. It is
known that MZVs satisfy many algebraic relations over Q. Ohno’s relation is a well-known
relation among MZVs.
Definition 1.1. For an admissible index
k := (1, . . . , 1︸ ︷︷ ︸
a1−1
, b1 + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
ad−1
, bd + 1) (ai, bi ≥ 1),
we define the dual index of k by
k† := (1, . . . , 1︸ ︷︷ ︸
bd−1
, ad + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
b1−1
, a1 + 1).
Theorem 1.2 (Ohno’s relation; Ohno [5]). For an admissible index (k1, . . . , kr) and m ∈
Z≥0, we have ∑
e1+···+er=m
ei≥0 (1≤i≤r)
ζ(k1 + e1, . . . , kr + er) =
∑
e′1+···+e
′
r′
=m
e′i≥0 (1≤i≤r
′)
ζ(k′1 + e
′
1, . . . , k
′
r′ + e
′
r′),
where the index (k′1, . . . , k
′
r′) is the dual index of (k1, . . . , kr).
For an admissible index k = (k1, . . . , kr) and s ∈ C with ℜ(s) > −1, Hirose-Murahara-
Onozuka [1] defined the Ohno function Ik(s) by
Ik(s) :=
r∑
i=1
∑
0<n1<···<nr
1
nk11 · · ·n
kr
r
·
1
nsi
∏
j 6=i
nj
nj − ni
.(1)
This is a sum of special cases of ζsl(r+1)(s) which is called the Witten multiple zeta func-
tion associated with sl(r + 1). The Witten multiple zeta function was first introduced in
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Matsumoto-Tsumura [4], which is also called the zeta function associated with the root
system of type Ar (for more details, see Komori-Matsumoto-Tsumura [2]), and continued
meromorphically to the whole complex space Cr(r+1)/2. Hence Ik(s) can be continued mero-
morphically to C.
When s = m ∈ Z≥0, the Ohno function is the Ohno sum, that is,
Ik(m) =
∑
e1+···+er=m
ei≥0 (1≤i≤r)
ζ(k1 + e1, . . . , kr + er),
and by Theorem 1.2, we have
Ik(m) = Ik†(m).
In [1], Hirose-Murahara-Onozuka gave an interpolation of Ohno’s relation to complex func-
tion.
Theorem 1.3 (an interpolation of Ohno’s relation). For an admissible index k and s ∈ C,
we have
Ik(s) = Ik†(s).
In this paper, we study the Ohno function Ik(s). In Section 2, we give a precise region of
absolute convergence of the series (1).
Theorem 1.4. The series (1) converges absolutely only for
max
1≤j≤r
{r − 2j + 2− (kj + · · ·+ kr)} < ℜ(s).
In Section 3, we give the following integral expression of the Ohno function;
Theorem 1.5. For an admissible index
k := (1, . . . , 1︸ ︷︷ ︸
a1−1
, b1 + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
ad−1
, bd + 1) (ai, bi ≥ 1)
and s ∈ C with ℜ(s) > −1, we have
Ik(s) =
1
(a1 − 1)!(b1 − 1)! · · · (ad − 1)!(bd − 1)!Γ(s+ 1)
×
∫
0<t1<···<t2d<1
dt1 · · · dt2d
(1− t1)t2 · · · (1− t2d−1)t2d
×
(
log
1− t1
1− t2
)a1−1(
log
t3
t2
)b1−1
· · ·
(
log
1− t2d−1
1− t2d
)ad−1(
log
1
t2d
)bd−1(
log
t2 · · · t2d
t1 · · · t2d−1
)s
.
In Section 4, we give a new proof of Theorem 1.3. In the original proof, we assume Ohno’s
relation, but our new proof gives Theorem 1.3 directly. Our method is based on Theorem
1.5 and the proof given by Ulanskii [6]. In Section 5, we consider an interpolation of T -
interpolated sum formula. Finally, in Section 6, we show another expression of the Ohno
function.
Theorem 1.6. For an admissible index k = (k1, . . . , kr) and s ∈ C with max1≤j≤r{r− 2j +
2− (kj + · · ·+ kr)} < ℜ(s) < 0, we have
Ik(s) =−
sin(pis)
pi
∑
0<n1<···<nr
1
nk1−11 · · ·n
kr−1
r
∫ ∞
0
w−s−1
(w + n1) · · · (w + nr)
dw.
By applying this theorem, we can deduce linear relations among Ohno functions.
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Theorem 1.7. Let l be a positive integer with l ≤ r and an admissible index k = (k1, . . . , kr)
satisfy
max
1≤j≤r
|e|=m
e1,...,er≤1
el=0
{r − 2j + 2− (kj + ej + · · ·+ kr + er)} < −m
for all m = 0, . . . , r − 1. For s ∈ C, we have
r−1∑
j=0
(−1)j
∑
|e|=j
e1,...,er≤1
el=0
Ik+e(s− j) = ζ(k1, . . . , kl−1, kl + s, kl+1, . . . , kr).
By theorem 1.6, we can deduce the following corollary.
Corollary 1.8. For an admissible index k = (k1, . . . , kr) and a negative integer n with
max1≤j≤r{r − 2j + 2− (kj + · · ·+ kr)} < n < 0, we have
Ik(n) = 0.
2. Region of absolute convergence
We give a precise region of absolute convergence of the series (1). It is enough to consider
a region of absolute convergence of the Dirichlet series
Ik,i(s) :=
∑
0<n1<···<nr
1
nk11 · · ·n
kr
r
·
1
nsi
∏
j 6=i
nj
nj − ni
=(−1)i−1
∞∑
m1,...,mr=1
1
mk1−11 (m1 +m2)
k2−1 · · · (m1 + · · ·+mr)kr−1
×
1
(m1 + · · ·+mi)s+1
∏
j<i
1
mj+1 + · · ·+mi
∏
j>i
1
mi+1 + · · ·+mj
,
for all 1 ≤ i ≤ r. Since the above series is a special case of the zeta function associated
with the root system of type Ar for each i, we can apply the result given by Zhao-Zhou [8,
Proposition 2.1].
Theorem 2.1 (Zhao-Zhou [8]). The series
∞∑
m1,...,mr=1
∏
i⊆[r]

lg(i)∑
j=1
mij

−σi
converges if and only if for all l = 1, . . . , r and i = (i1, . . . , il) ⊆ [r]∑
j contains at least one of
i1,...,il
σj > l,
where the product
∏
i⊆[r] runs over all nonempty subsets of [r] = (1, 2, . . . , r) as a poset and
lg(i) is the length of i.
Proof of Theorem 1.4. In the case l = r for Theorem 2.1, since i = (1, . . . , r), we obtain the
following condition of absolute convergence
k1 + · · ·+ kr + ℜ(s) > r.(2)
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In the case l = r − 1, we obtain the following conditions for Ik,i(s):{
k2 + · · ·+ kr + ℜ(s) > r − 2 (i 6= 1, i = (2, . . . , r)),
k2 + · · ·+ kr > r − 1 (i = 1, i = (2, . . . , r)),
k1 + · · ·+ kr + ℜ(s) > r (i 6= 1, i = (1, . . . , i− 1, i+ 1, . . . , r)) or (i = (1, . . . , i, i+ 2, . . . , r)),
and
k1 + · · ·+ kr + ℜ(s) > r − 1 (otherwise).
The second and the third conditions are contained in (2), hence only the case i = (2, . . . , r)
deduces the region of absolute convergence when l = r−1. (In general, it suffices to consider
the case i = (j, j + 1, . . . , r) when l = r − j + 1.) By the similar way, considering all
l = 1, . . . , r − 2 for Theorem 2.1, the series Ik,i(s) converges absolutely only for
k1 + · · ·+ kr + ℜ(s) > r,
k2 + · · ·+ kr + ℜ(s) > r − 2,
· · ·
ki + · · ·+ kr + ℜ(s) > r − 2i+ 2
and
ki+1 + · · ·+ kr > r − i,
ki+2 + · · ·+ kr > r − i− 1,
· · ·
kr > 1.
Hence, the series (1) is absolutely convergent for
k1 + · · ·+ kr + ℜ(s) > r,
k2 + · · ·+ kr + ℜ(s) > r − 2,
· · ·
kr + ℜ(s) > −r + 2
and
k2 + · · ·+ kr > r − 1,
k3 + · · ·+ kr > r − 2,
· · ·
kr > 1.
Since the index k is admissible, we obtain Theorem 1.4. 
3. New integral expression
We need the following lemma to prove Theorem 1.5.
Lemma 3.1. For r ∈ Z≥1, ci > 0 (1 ≤ i ≤ r) with ci 6= cj (i 6= j) and s ∈ C with ℜ(s) > −1,
we have
r∑
i=1
(
1
cs+1i
∏
j 6=i
1
cj − ci
)
=
1
Γ(s+ 1)
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + · · ·+ xr)
s dx1 · · · dxr.
(3)
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Proof. First we prove the integral in the right-hand side of (3) converges for ℜ(s) > −1. Let
σ := ℜ(s). When −1 < σ < 0, we have∣∣∣∣
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + · · ·+ xr)
s dx1 · · · dxr
∣∣∣∣
≤
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + · · ·+ xr)
σ dx1 · · · dxr
≤
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxrxσr dx1 · · · dxr
≤
1
c1 · · · cr−1
∫ ∞
0
e−crxrxσr dxr
=
1
c1 · · · cr−1
1
cσ+1r
Γ(σ + 1).
Hence the integral in the right-hand side of (3) converges. When σ ≥ 0, we have∣∣∣∣
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + · · ·+ xr)
s dx1 · · ·dxr
∣∣∣∣
≤
∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + 1)
σ · · · (xr + 1)
σ dx1 · · · dxr
= ec1 · · · ecr
∫ ∞
1
· · ·
∫ ∞
1
e−c1x1−···−crxrxσ1 · · ·x
σ
r dx1 · · · dxr
≤ ec1 · · · ecr
1
cσ+11 · · · c
σ+1
r
Γ(σ + 1)r.
Hence the integral in the right-hand side of (3) also converges in this case.
Next we prove the equation (3) by induction on r. When r = 1, the right-hand side of (3)
equals
1
Γ(s+ 1)
∫ ∞
0
e−c1xxs dx =
1
cs+11
and the equation (3) holds. Suppose r ≥ 2 and (3) holds for r−1. By the change of variables

x1 + · · ·+ xr = y1,
x2 + · · ·+ xr = y2,
...
xr = yr,
we have∫ ∞
0
· · ·
∫ ∞
0
e−c1x1−···−crxr(x1 + · · ·+ xr)
s dx1 · · · dxr
=
∫
· · ·
∫
y1>···>yr>0
e−c1y1e(c1−c2)y2 · · · e(cr−1−cr)yrys1 dy1 · · · dyr
=
∫
· · ·
∫
y1>···>yr−1>0
e−c1y1e(c1−c2)y2 · · · e(cr−2−cr−1)yr−1
e(cr−1−cr)yr−1 − 1
cr−1 − cr
ys1 dy1 · · · dyr−1
=
∫
· · ·
∫
y1>···>yr−1>0
e−c1y1e(c1−c2)y2 · · · e(cr−3−cr−2)yr−2
e(cr−2−cr)yr−1 − e(cr−2−cr−1)yr−1
cr−1 − cr
ys1 dy1 · · · dyr−1.
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By the induction hypothesis, this equals
Γ(s+ 1)
cr−1 − cr
(
r−2∑
i=1

 1cs+1i
1
cr − ci
∏
j 6=i
1≤j≤r−2
1
cj − ci

+ 1cs+1r
∏
1≤j≤r−2
1
cj − cr
−
r−2∑
i=1

 1cs+1i
1
cr−1 − ci
∏
j 6=i
1≤j≤r−2
1
cj − ci

− 1cs+1r−1
∏
1≤j≤r−2
1
cj − cr−1
)
= Γ(s+ 1)

r−2∑
i=1
1
cs+1i
∏
j 6=i
1≤j≤r
1
cj − ci
+
1
cs+1r
∏
j 6=r
1≤j≤r−1
1
cj − cr
+
1
cs+1r−1
∏
j 6=r−1
1≤j≤r
1
cj − cr−1


= Γ(s+ 1)
r∑
i=1
1
cs+1i
∏
j 6=i
1≤j≤r
1
cj − ci
and this proves that (3) holds for r. 
Proof of Theorem 1.5. We set
k = (1, . . . , 1︸ ︷︷ ︸
a1−1
, b1 + 1, . . . , 1, . . . , 1︸ ︷︷ ︸
ad−1
, bd + 1) = (k1, . . . , kr).
Note that a1 + · · ·+ ad = r. By definition, we have
Ik(s) =
∑
0<n1<···<nr
1
nk1−11 n
k2−1
2 · · ·n
kr−1
r
r∑
i=1
(
1
ns+1i
∏
j 6=i
1
nj − ni
)
.
Because (k1 − 1, . . . , kr − 1) = (0, . . . , 0︸ ︷︷ ︸
a1−1
, b1, . . . , 0, . . . , 0︸ ︷︷ ︸
ad−1
, bd), we have
Ik(s) =
∑
0<n1<···<nr
1
nb1a1n
b2
a1+a2 · · ·n
bd
a1+···+ad
r∑
i=1
(
1
ns+1i
∏
j 6=i
1
nj − ni
)
.
By using the well-known identity
1
nb
=
1
Γ(b)
∫ ∞
0
e−nyyb−1dy (n, b > 0)
and Lemma 3.1, we get
Ik(s) =
1
Γ(s+ 1)(b1 − 1)! · · · (bd − 1)!∑
0<n1<···<nr
∫ ∞
0
· · ·
∫ ∞
0
e−na1y1e−na1+a2y2 · · · e−na1+···+adydyb1−11 · · · y
bd−1
d dy1 · · ·dyd
e−n1x1e−n2x2 · · · e−nrxr(x1 + · · ·+ xr)
s dx1 · · · dxr.
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Set ni = m1 + · · ·+mi (1 ≤ i ≤ r). Then each mi runs over all positive integers and
Ik(s) =
1
Γ(s+ 1)(b1 − 1)! · · · (bd − 1)!∑
m1≥1,...,mr≥1
∫ ∞
0
· · ·
∫ ∞
0
exp
(
−
r∑
i=1
mi(Xi + Yi)
)
(x1 + · · ·+ xr)
syb1−11 · · · y
bd−1
d dx1 · · · dxr dy1 · · ·dyd
=
1
Γ(s+ 1)(b1 − 1)! · · · (bd − 1)!∫ ∞
0
· · ·
∫ ∞
0
r∏
i=1
e−Xi−Yi
1− e−Xi−Yi
(x1 + · · ·+ xr)
syb1−11 · · · y
bd−1
d dx1 · · · dxr dy1 · · ·dyd,
where
Xi = xi + · · ·+ xr (1 ≤ i ≤ r),
Yi =


y1 + · · ·+ yd (1 ≤ i ≤ a1),
y2 + · · ·+ yd (a1 < i ≤ a1 + a2),
...
yd (a1 + · · ·+ ad−1 < i ≤ r).
We apply the following change of variables:

t
(1)
1 = exp(−X1 − Ya1),
...
...
t
(1)
a1 = exp(−Xa1 − Ya1),
u1 = exp(−Xa1+1 − Ya1),


t
(2)
1 = exp(−Xa1+1 − Ya1+a2),
...
...
t
(2)
a2 = exp(−Xa1+a2 − Ya1+a2),
u2 = exp(−Xa1+a2+1 − Ya1+a2),
· · ·


t
(d)
1 = exp(−Xa1+···+ad−1+1 − Yr),
...
...
t
(d)
ad = exp(−Xr − Yr),
ud = exp(−Yr).
Then it can be easily checked that
• 0 < t
(1)
1 < · · · < t
(1)
a1 < u1 < · · · · · · < t
(d)
1 < · · · < t
(d)
ad < ud < 1,
•
r∏
i=1
e−Xi−Yi
1− e−Xi−Yi
=
t
(1)
1
1− t
(1)
1
· · ·
t
(d)
ad
1− t
(d)
ad
,
• y1 = log
t
(2)
1
u1
, . . . , yd−1 = log
t
(d)
1
ud−1
, yd = log
1
ud
,
• x1 + · · ·+ xr = log
u1
t
(1)
1
u2
t
(2)
1
· · ·
ud
t
(d)
1
,
• dx1 · · · dxrdy1 · · · dyd =
1
t
(1)
1 · · · t
(d)
ad u1 · · ·ud
dt
(1)
1 · · ·dt
(d)
ad du1 · · · dud.
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Therefore
Ik(s) =
1
Γ(s+ 1)(b1 − 1)! · · · (bd − 1)!
∫
0<t
(1)
1 <···<t
(1)
a1
<u1<···<t
(d)
1 <···<t
(d)
ad
<ud<1
dt
(1)
1 · · · dt
(d)
ad du1 · · · dud
(1− t
(1)
1 ) · · · (1− t
(1)
a1 )u1 · · · (1− t
(d)
1 ) · · · (1− t
(1)
ad )ud(
log
t
(2)
1
u1
)b1−1
· · ·
(
log
t
(d)
1
ud−1
)bd−1−1(
log
1
ud
)bd−1(
log
u1
t
(1)
1
u2
t
(2)
1
· · ·
ud
t
(d)
1
)s
=
1
Γ(s+ 1)(a1 − 1)! · · · (ad − 1)!(b1 − 1)! · · · (bd − 1)!
∫
0<t1<u1<···<td<ud<1
dt1 · · · dtddu1 · · · dud
(1− t1)u1 · · · (1− td)ud(
log
1− t1
1− u1
)a1−1
· · ·
(
log
1− td
1− ud
)ad−1
(
log
t2
u1
)b1−1
· · ·
(
log
td
ud−1
)bd−1−1(
log
1
ud
)bd−1(
log
u1
t1
u2
t2
· · ·
ud
td
)s
.
Here t
(i)
1 is replaced by ti in the last equation. This completes the proof. 
4. New Proof of Theorem 1.3
In this section, we give another proof of Ik(s) = Ik†(s) by using Theorem 1.5.
Let d be a positive integer. We consider the following change of variables:
1− t2l−1
1− t2l
=
u2(d−l+1)+1
u2(d−l+1)
,
t2l
t2l+1
=
1− u2(d−l+1)
1− u2(d−l+1)−1
(1 ≤ l ≤ d).
Here we set u2d+1 = t2d+1 = 1.
Remark 4.1. The change of variables above is a special case of that of Ulanskii [6]. By using
this change of variables, he gave a direct proof of Ohno’s relation for MZVs.
This change of variables satisfies the following properties (cf. [6, Sect. 2]):
(i) the region 0 < t1 < · · · < t2d < 1 corresponds to the region 0 < u1 < · · · < u2d < 1,
(ii)
dt1 · · · dt2d
(1− t1)t2 · · · (1− t2d−1)t2d
=
du1 · · · du2d
(1− u1)u2 · · · (1− u2d−1)u2d
,
(iii)
t2
t1
· · ·
t2d
t2d−1
=
u2
u1
· · ·
u2d
u2d−1
.
By this change of variables, we have∫
0<t1<···<t2d<1
dt1 · · · dt2d
(1− t1)t2 · · · (1− t2d−1)t2d
×
(
log
1− t1
1− t2
)a1−1(
log
t3
t2
)b1−1
· · ·
(
log
1− t2d−1
1− t2d
)ad−1(
log
1
t2d
)bd−1(
log
t2 · · · t2d
t1 · · · t2d−1
)s
=
∫
0<u1<···<u2d<1
du1 · · ·du2d
(1− u1)u2 · · · (1− u2d−1)u2d
×
(
log
1
u2d
)a1−1(
log
1− u2d−1
1− u2d
)b1−1
· · ·
(
log
u3
u2
)ad−1(
log
1− u1
1− u2
)bd−1(
log
u2 · · ·u2d
u1 · · ·u2d−1
)s
.
By multiplying the gamma factors, we have Ik(s) = Ik†(s).
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5. T -interpolation of Ohno function
For an admissible index k = (k1, . . . , kr), Yamamoto [7] introduced an interpolated multi-
ple zeta value ζT (k) as
ζT (k) =
∑
p
T r−dep(p)ζ(p) ∈ R[T ].
Here the sum runs over all indices p such that
p = (k1k2 · · ·kr),
where each  is filled by the comma , or the plus +. This polynomial in T interpolates
two kinds of multiple zeta values, i.e., ζ0(k) = ζ(k) and ζ1(k) = ζ⋆(k), where ζ⋆(k) is the
multiple zeta-star value defined by
ζ⋆(k1, . . . , kr) :=
∑
1≤n1≤···≤nr
1
nk11 · · ·n
kr
r
.
Yamamoto proved the following sum formula for ζT (k), which is an interpolation of the sum
formulas for multiple zeta and zeta-star values.
Theorem 5.1 ([7, Theorem 1.1]). For integers m, a ≥ 1, we have
∑
wt(k)=m+a+1
k: admissible,dep(k)=a
ζT (k) =
a−1∑
j=0
(
m+ a
j
)
T j(1− T )a−1−jζ(m+ a + 1)
=
a−1∑
i=0
(
m+ i
i
)
T iζ(m+ a+ 1).
For a ∈ Z≥1, let a = (1, . . . , 1︸ ︷︷ ︸
a−1
, 2). We define an interpolated version of Ia(s) as
ITa (s) :=
1
(a− 1)!Γ(s+ 1)
×
∫
0<t1<t2<1
dt1dt2
(1− t1)t2
(
log
1− t1
1− t2
+ T log
t2
t1
)a−1(
log
t2
t1
)s
(ℜ(s) > −1).
When T = 0, we have I0a(s) = Ia(s). When s = m ∈ Z≥0, the value I
T
a (m) is the sum of all
interpolated multiple zeta values for fixed weight and depth:
ITa (m) =
∑
|e|=m
ζT (a⊕ e) =
∑
wt(k)=m+a+1
k:admissible,dep(k)=a
ζT (k).
We can give the following formula, which is an interpolation of the sum formula for T -
interpolated multiple zeta values. In fact, this theorem deduces Theorem 5.1 by setting
s = m. Since the proof is same as that in the last section, we omit it.
Theorem 5.2. For s ∈ C and a ∈ Z≥1, we have
ITa (s) =
(
a−1∑
i=0
(
s+ i
i
)
T i
)
ζ(s+ a+ 1).
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6. New Relations
We first prove Theorem 1.6.
Proof of Theorem 1.6. By the partial fraction decomposition, we have
1
(w + n1) · · · (w + nr)
=
r∑
i=1
1
w + ni
·
∏
j 6=i
1
nj − ni
.
Let B(x, y) be the beta function. Since∫ ∞
0
w−s
w + n
dw = n−sB(s, 1− s) = n−s
pi
sin(pis)
for 0 < ℜ(s) < 1, we have∫ ∞
0
w−s−1
(w + n1) · · · (w + nr)
dw = −
pi
sin(pis)
r∑
i=1
1
ns+1i
∏
j 6=i
1
nj − ni
.
Therefore, the statement of theorem holds for −1 < ℜ(s) < 0.
For −r < ℜ(s) < 0 and 0 ≤ i ≤ r, we have∫ ni+1
ni
w−σ−1
(w + n1) · · · (w + nr)
dw ≤
1
ni+1ni+2 · · ·nr
∫ ni+1
ni
w−σ−i−1dw
≪


(ni+1ni+2 · · ·nr)
−1n−σ−ii+1 (−σ > i),
(ni+1ni+2 · · ·nr)
−1 log ni+1 (−σ = i),
(ni+1ni+2 · · ·nr)
−1n−σ−ii (−σ < i),
≪
{
(ni+1ni+2 · · ·nr)
−1n−σ−ii+1 log(ni+1 + 1) (−σ ≥ i),
(ni+1ni+2 · · ·nr)
−1n−σ−ii (−σ < i),
where n0 = 0 and nr+1 =∞. Hence we can estimate∑
0<n1<···<nr
1
nk1−11 · · ·n
kr−1
r
∫ ∞
0
w−σ−1
(w + n1) · · · (w + nr)
dw
≪
∑
0≤i≤−σ
∑
0<n1<···<nr
(n−k1+11 · · ·n
−ki+1
i )n
−ki+1−σ−i
i+1 (n
−ki+2
i+2 · · ·n
−kr
r ) log(ni+1 + 1)
+
∑
−σ<i≤r
∑
0<n1<···<nr
(n−k1+11 · · ·n
−ki−1+1
i−1 )n
−ki−σ−i+1
i (n
−ki+1
i+1 · · ·n
−kr
r ).
(4)
Note that by Matsumoto [3], the infinite series
∑
0<n1<···<nr
n−σ11 · · ·n
−σr
r converges for
σ1 + · · ·+ σr > r,
σ2 + · · ·+ σr > r − 1,
· · ·
σr > 1.
Thus the first series in the right-hand side of (4) converges when
k1 + · · ·+ kr + σ > r,
k2 + · · ·+ kr + σ > r − 2,
· · ·
ki+1 + · · ·+ kr + σ > r − 2i
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for 0 ≤ i ≤ −σ. These conditions can be simply written as
max
1≤j≤1−σ
{r − 2j + 2− (kj + · · ·+ kr)} < σ.
Similarly the second series of the right-hand side in (4) converges when
max
1≤j≤r
{r − 2j + 2− (kj + · · ·+ kr)} < σ.
Hence by the identity theorem, we obtain the theorem.

Proof of Theorem 1.7. Let Ej be the elementary symmetric polynomial of degree j in
(n1, . . . , nl−1, nl+1, . . . , nr). Then we have
−
sin(pis)
pi
∑
0<n1<···<nr
nl
nk11 · · ·n
kr
r
∫ ∞
0
w−s−1(w + n1) · · · (w + nl−1)(w + nl+1) · · · (w + nr)
(w + n1) · · · (w + nr)
dw
= −
sin(pis)
pi
∑
0<n1<···<nr
nl
nk11 · · ·n
kr
r
∫ ∞
0
w−s−1(wr−1 + E1w
r−2 + · · ·+ Er−1)
(w + n1) · · · (w + nr)
dw.
(5)
The left-hand side in (5) is ζ(k1, . . . , kl−1, kl + s, kl+1, . . . , kr) for −1 < σ < 0. On the other
hand, the right-hand side in (5) is
(−1)r−1
∑
|e|=r−1
e1,...,er≤1
el=0
Ik+e(s− r + 1) + (−1)
r−2
∑
|e|=r−2
e1,...,er≤1
el=0
Ik+e(s− r + 2)
+ (−1)r−3
∑
|e|=r−3
e1,...,er≤1
el=0
Ik+e(s− r + 3)
+ · · ·
+
∑
|e|=0
e1,...,er≤1
el=0
Ik+e(s)
=
r−1∑
m=0
(−1)m
∑
|e|=m
e1,...,er≤1
el=0
Ik+e(s−m).
for
max
1≤j≤r
|e|=m
e1,...,er≤1
el=0
{r − 2j + 2− (kj + ej + · · ·+ kr + er)} < ℜ(s−m) < 0 (m = 0, . . . , r − 1).(6)
If k satisfies
max
1≤j≤r
|e|=m
e1,...,er≤1
el=0
{r − 2j + 2− (kj + ej + · · ·+ kr + er)} < −m
for all m = 0, . . . , r− 1, the inequality (6) holds for −1 < σ < 0. Hence the theorem is valid
for −1 < σ < 0. By meromorphic continuation, we obtain the result. 
12 KEN KAMANO AND TOMOKAZU ONOZUKA
Acknowledgements
This work was supported by JSPS KAKENHI Grant Numbers JP20K03523 and JP19K14511.
References
[1] M. Hirose, H. Murahara, and T. Onozuka, An interpolation of Ohno’s relation to complex functions,
Mathematica Scandinavica 126 (2020), 293–297.
[2] Y. Komori, K. Matsumoto and H. Tsumura, On Witten multiple zeta functions associated with semisimple
Lie algebras II, J. Math. Soc. Japan 62 (2010), 355–394.
[3] K. Matsumoto, On the analytic continuation of various multiple zeta-functions, in Number Theory for
the Millennium (Urbana, 2000), Vol. II, M. A. Bennett et. al. (eds.), A. K. Peters, Natick, MA, (2002),
417–440.
[4] K. Matsumoto and H. Tsumura, On Witten multiple zeta functions associated with semisimple Lie alge-
bras I, Ann. Inst. Fourier Grenoble 56 (2006), 1457–1504.
[5] Y. Ohno, A generalization of the duality and sum formulas on the multiple zeta values, J. Number Theory
74 (1999), 39–43.
[6] E. Ulanskii, A new proof of the theorem on Ohno relations for MZVs, Mosc. J. Comb. Number Theory
7 (2017), 79–88.
[7] S. Yamamoto, Interpolation of multiple zeta and zeta-star values, J. Algebra 385 (2013), 102–114.
[8] J. Zhao and X. Zhou, Witten multiple zeta values attached to sl(4), Tokyo J. Math. Soc. 34 (2011),
135–152.
(Ken Kamano) Department of Robotics, Osaka Institute of Technology, 1-45 Chaya-machi,
Kita-ku, Osaka 530-8568, Japan
E-mail address : ken.kamano@oit.ac.jp
(Tomokazu Onozuka) Multiple Zeta Research Center, Kyushu University 744, Motooka,
Nishi-ku, Fukuoka, 819-0395, Japan
E-mail address : t-onozuka@math.kyushu-u.ac.jp
