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Abstract
The problem of computing differential constraints for a family of evolution
PDEs is discussed from a constructive point of view. A new method, based on
the existence of generalized characteristics for evolution vector fields, is proposed
in order to obtain explicit differential constraints for PDEs belonging to this fam-
ily. Several examples, with applications in non-linear stochastic filtering theory,
stochastic perturbation of soliton equations and non-isospectral integrable sys-
tems, are discussed in detail to verify the effectiveness of the method.
1 Introduction
The method of differential constraints is a well known and general method for deter-
mining particular explicit solutions to a partial differential equation (PDE) reducing
the PDE to a system of ordinary differential equations (ODEs) through a suitable
ansatz on the form of the solution. In particular, given a system of evolution equa-
tions of the form ∂t(u
k) = F k(x, t, u, uσ), where (x
i, uk) ∈ M × N and ukσ are the
derivatives of uk with respect to xj the number of times defined by the multi-index
σ, we can look for solutions of the form
u(x, t) = K(x,w1(z), ..., wL(z)), (1)
where K : M × RL → N and z : M × R → R are smooth functions. Replac-
ing this ansatz in the initial evolution equation, we may obtain a system of ODEs
for the functions wi with respect to the variable z. We remark that, for general
functions K and z, the system of ODEs for wi is overdetermined and has no so-
lutions. When the system for the functions wi admits solutions, the ansatz (1)
is said compatible with the equation and K is called a differential constraint for
∂t(u
k) = F k(x, t, u, uσ). This method appears with different names in several pa-
pers and books (see, e.g., [8, 17, 24, 27, 29, 31, 33]) and is equivalent to append
to the original equation a suitable overdetermined system of PDEs of the form I =
1
{I1(x, t, u, uσ) = 0, ..., IK(x, t, u, uσ) = 0}. Indeed, if I admits a finite dimensional
solution, this can be described by a function of the form (1) and the requirement that
I and ∂t(uk) = F k(x, t, u, uσ) have common solutions can be interpreted as the com-
patibility condition for the ansatz. In that situation the system I is called differential
constraint as well and, in order to distinguish between the two approaches, some
Authors refer to direct differential constraints for the formulation with the function
K and to indirect differential constraints when the system I is considered (see, e.g.
[31, 33]).
In general, checking that the ansatz (1) or the overdetermined system I are compat-
ible with the evolution equations ∂t(u
k) = F k(x, t, u, uσ) is a difficult task. Even in
the simplest caseM = R, in order to verify that I is a differential constraint, we have
to solve a system of strongly non-linear PDEs for the unknown functions Ik. For this
reason many Authors look for differential constraints imposing some restrictions on
the form of the functions K and z, or, equivalently, on the form of the constraints Ik
or, finally, on the form of the equation ∂t(u
k) = F k(x, t, u, uσ).
In this paper we are interested in evolution equations with a particular form of
the functions F k and we make suitable assumptions on the form of the differential
constraints. In particular we deal with the problem of finding differential constraints
for evolution PDEs of the form
∂t(u
k) =
s∑
i=1
ci(t)F ki (x, u, uσ), (2)
where the functions F ki do not depend on t. Furthermore we chose the new variable
z(x, t) = t and we look for differential constraints that are independent of any possible
choice of the smooth functions ci(t).
The choice of equations of the form (2) is not a matter of computational convenience,
but is triggered by many theoretical and applied problems arising in different branches
of mathematics.
First of all, evolution equations of the form (2) appear in the theory of stochastic
processes and in particular in the study of finite dimensional solutions to stochastic
partial differential equations (SPDEs). This topic is discussed in many applications of
SPDEs: see, for examples, [9, 10, 23] for applications to non-linear filtering problems,
[14, 15, 16] for applications to financial problems and [22, 37, 39] for applications to
stochastic soliton equations.
In this framework the problem of finding finite dimensional solutions can be reduced
to the problem of finding differential constraints for evolution equations of the form
(2) for any choice of ck(t). Indeed we can (formally) see the functions ck(t) as the
derivatives1 of some stochastic process which can assume any possible values.
Moreover, equations of the form (2) have applications to integrable system theory,
and our results turn out to be useful for dealing with non-isospectral deformations
of integrable systems (see [4, 7, 19]). In fact the local non-isospectral deformation of
KdV hierarchy can be reduced to the usual isospectral KdV hierarchy by means of
a time dependent transformation (see e.g. [20] and the examples of Subsections 6.2
1The usual stochastic process considered in SPDE theory is Brownian motion that does not
admit derivative almost surely. For this reason we say that the deterministic problem proposed in this
paper is formally equivalent to the stochastic one. A detailed discussion of the possible application of
differential constraints in SPDE theory will be provided in a following paper exploiting the geometric
techniques developed here.
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and 6.5).
Finally, evolution equations of the form (2) can be considered in infinite dimensional
control theory (see [3, 28]). In this framework our method can be interpreted as an
application of usual methods of geometric control theory to the explicit computation
of the reachable sets of some particular point (see [1] for the finite dimensional case
and [25] for the infinite dimensional one).
It is worth to remark that, although the problem of finding differential constraints for
equations of the form (2) has been faced many times, to the best of our knowledge
this is the first time that the abstract form (2) of the problem has been recognized
(since the previous Authors consider particular forms of the functions F ik) and that
the problem has been tackled by using the geometrical framework of differential con-
straints for PDEs. In particular, the use of the differential constraints method permits
to consider, from a theoretical point of view, a very general form for the functions
F ki and allows us to obtain a useful algorithm for the explicit computation of the
solutions to equations (2) (see Subsection 6.1).
On the other hand, the problem of finding differential constraints for PDEs of the
form (2) is an interesting challenge in itself. In order to address this issue we provide
a geometrical framework for the description of differential constraints method which
allows us to simplify the formulation of the problem. In particular, we associate with
any autonomous evolution equation of the form ∂t(u
k) = F ki (x, u, uσ) an evolution
vector field VFi on the space of infinite jets J
∞(M,N) of the functions from M into
N . In this setting the time independent overdetermined system I, or equivalently
the time independent function K, can be described as a particular finite dimensional
submanifold K of J∞(M,N) and we prove that I is a differential constraint for the
system (2) for any ci(t) if and only if VFi ∈ TK ∀i = 1, . . . s.
This geometrical reformulation gives new insight into the problem of finding differen-
tial constraints. First of all it provides a general and powerful method for dealing with
many different evolution equations which have been previously faced with different
techniques and in different frameworks.
The second important result following by our general approach is the derivation of
some necessary conditions for the existence of differential constraints for systems of
the form (2). These conditions form an infinite dimensional analogous of necessary
condition of the well-known Frobenius theorem. Indeed the existence of a differen-
tial constraint for (2) ensures that the functions Fi, restricted on some subset K of
J∞(M,N), form a module with respect to the Lie brackets [Fi, Fj ] induced by the
vector fields Lie brackets [VFi , VFj ]. This imposes severe conditions on Fi: in partic-
ular, if K = J∞(M,N), Fi must form a Lie algebra on J∞(M,N).
Moreover, in order to obtain a sufficient condition for the existence of differential
constraints for systems of the form (2), we introduce the notion of characteristic flow
for a general evolution vector field. In particular this definition, generalizing to higher
order the standard notion of characteristic of a first order scalar evolution equation,
is an infinity dimensional analogous of the flow of a vector field in finite dimensional
framework. Thereafter we divide the functions Fi in two sets Hi and Gj so that the
functions Gj form a Lie algebra and their evolution vector fields VGj admit generalized
characteristic flow. Under these assumptions we prove that, if the vector fields VHi
admit a differential constraint H, then the complete set of VFi admits a differential
constraint K that can be explicitly computed starting from H and using the charac-
teristic flows of Gi. In addition we provide a generalization of this theorem to the
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case of Hi, Gi forming a finite dimensional Lie algebra on a real analytic submanifold
H of J∞(M,N) which is also a differential constraint for VHi .
The proofs of both these results are constructive so that we can compute explicitly
the differential constraints in many interesting examples. In particular some of the
examples have been chosen in order to show the flexibility and the effectiveness of
our geometrical approach with respect to the standard differential constraints method
(see Subsections 6.2, 6.4 and also [12] for other examples on the same topics). Other
examples instead have been proposed for their relevance in applied mathematical
problems such as non-linear stochastic filtering theory (see Subsection 6.3), stochastic
perturbation of integrable equations (see Subsections 6.4 and 6.5) and non-isospectral
deformation of integrable systems (see Subsection 6.2 and 6.5).
The paper is organized as follows: after recalling some basic facts on the geometry
of J∞(M,N) in Section 2, in Section 3 we provide a geometric characterization of
differential constraints for systems of evolution PDEs of the form (2). Hence, in
Section 4, we discuss the problem of characteristics in J∞(M,N) and in Section 5
we apply previous results to the explicit construction of differential constraints (or
reduction functions) for evolution PDEs of the form (2). Finally, in Section 6, we
apply the results of the previous sections to several explicit examples.
2 Preliminaries
In this section we collect some basic facts about (infinite) jet bundles in order to
provide the necessary geometric tools for our aims.
Given the trivial fiber bundle M × N → M , where M,N are open sets of Rm
and Rn respectively, we denote by xi the cartesian coordinate system of M and by
xi, uj the cartesian coordinate system of M × N . The coordinates xi, uj induce
a global coordinate system xi, uj, ujσ on the k-order jet bundle J
k(M,N), where
σ = (σ1, ..., σm) ∈ Nm0 , |σ| ≤ k is a multi-index denoting the number σl of deriva-
tives of uj with respect xl.
It is well known that Jk(M,N) admits a natural structure of finite-dimensional
smooth vector bundle onM and, considering the natural projections pik,h : J
k(M,N)→
Jh(M,N), it is possible to define the inverse limit J∞(M,N) of the sequence
M
pi0←M ×N = J0(M,N) pi1,0← J1(M,N) pi2,1← ... pik,k−1← Jk(M,N) pik+1,k← ...
Unfortunately the space J∞(M,N) is not a finite-dimensional manifold, being the in-
verse limit of a sequence of spaces of increasing dimension. From a topological point
of view J∞(M,N) is a Fre´chet manifold modeled on R∞ (see [35]) and any open set
U of J∞(M,N) contains a set of the form U ′ = pi−1k (V ) for some k ∈ N and some
open set V ⊂ Jk(M,N). This means that, for any σ with |σ| > k, the coordinates uiσ
vary in the whole R.
Furthermore, the differential structure of Jk(M,N) induces a natural differential
structure in J∞(M,N) (see [26, 6] for a complete description).
Hereafter we denote by Fk the algebra of real-valued smooth functions defined on
Jk(M,N) and we deduce the differential structure of J∞(M,N) from the geometric
smooth algebra F defined as the direct limit of the sequence
C∞(M)
pi∗0→ F0
pi∗1,0→ ... pi
∗
k,k−1→ Fk
pi∗k+1,k→ ...
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Let G ⊂ F be a finitely generated subalgebra of F , which means that there are a finite
number of functions g1, ..., gl ∈ G such that any g ∈ G is of the form g = G(g1, ..., gl)
for a unique smooth function G. It is possible to associate with G in a unique way a
finite dimensional manifoldMG (see [30]). For this reason in the following we identify
the subalgebra G with the manifold MG such that G = C∞(MG). The inclusion
i : G → F induces a unique projection p˜i : J∞(M,N)→MG such that p˜i∗ = i.
The algebra F is a graded algebra and a vector field X on J∞(M,N) is a derivation
on the space F which respects the order.
It is well known that the Cartan distribution C on J∞(M,N) generated by the vector
fields
Di = ∂xi +
∑
k,σ
ukσ+1i∂ukσ
defines an integrable connection on J∞(M,N). Hence, for any vector field X on
J∞(M,N), we can write
X = Xv +Xh,
where Xh ∈ C and Xv is a vertical vector field i.e. Xv(xi) = 0 for any i = 1, ...,m.
A vector field X on J∞(M,N) is a symmetry of the Cartan distribution if [X, C] ⊂ C.
We remark that if X = Xv + Xh is a symmetry of C then also Xh and Xv are
symmetries of C.
Definition 2.1 A vertical vector field X that is a symmetry of C is called evolution
vector field. If X is an evolution vector field there exists a unique smooth function
F : J∞(M,N)→ Rn such that
X =
∑
i,σ
Dσ(f i)∂uiσ , (3)
where F = (f1, ..., fn) and Dσ = (D1)
σ1 ...(Dm)
σm . We call F the generator of the
evolution vector field X and we write X = VF .
If VF and VG are two evolution vector fields, then [VF , VG] is also an evolution vector
field and there exists an unique H ∈ Fn = F × ... × F such that [VF , VG] = VH .
Therefore the commutator between evolution vector fields induces a commutator in
Fn and we define [F,G] = H when [VF , VG] = VH .
We conclude this section recalling that a subset E of J∞(M,N) is a submanifold of
J∞(M,N) if for any p ∈ E there exists a neighborhood Up of p such that pih(E ∩ Up)
is a submanifold of Jh(M,N) for h > Hp.
If, for any p ∈ E , all the submanifolds pih(E∩Up) with h > Hp have the same dimension
L, we say that E is an L-dimensional submanifold of J∞(M,N). In particular, given
an L-dimensional manifold B and a smooth immersion K : B → J∞(M,N), for any
point y ∈ B there exists a neighborhood V of p such that K(V ) is a finite dimensional
submanifold of J∞(M,N).
Definition 2.2 A submanifold E of J∞(M,N) such that C ⊂ TE is said canonical
submanifold. Any canonical submanifold E can be locally described as the set of zeros
of a finite number of smooth independent functions f1, ..., fL and of all their differen-
tial consequences Dσ(fi).
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3 Differential constraints and PDEs reduction
In this section we propose a geometric reformulation of differential constraints method
for a family of evolution PDEs. In particular we introduce the notion of reduction
function and we discuss its relation with differential constraints seen as finite dimen-
sional submanifolds of J∞(M,N).
3.1 Differential constraints: from the reduction function to
the submanifold
Let us consider a system of evolution PDEs of the form
∂t(u
k) =
s∑
i=1
ci(t)F ki (x, u, uσ), (4)
where Fi ∈ Fn and k = 1, . . . , n.
Definition 3.1 Given a system of evolution PDEs of the form (4) and an L-dimensional
manifold B, let
K :M ×B → N
be a smooth function. We say that K is a reduction function for (4) if there are
smooth functions f j such that
U(x, t) = K(x, b1(t), ..., bL(t))
is a solution to the system (4) for any c1(t), ..., cs(t) if and only if bj(t) are solutions
to the system of ODEs
∂t(b
j) = f j(t, b, c1(t), ..., cs(t)).
In this framework it is natural to associate with K a function RK : M × B →
J∞(M,N) that is the lift of K to J∞(M,N). In particular, if pi0 : J
∞(M,N) →
J0(M,N) =M ×N denotes the natural projection of J∞(M,N) onto J0(M,N), the
function RK satisfies
pi0 ◦RK(x, b) = (x,K(x, b))
RK∗ (∂xi) = Di,
and in coordinates we have
(uiσ ◦RK)(x, b) = ∂σx (Ki(x, b)).
If RK is an immersion, then K = RK(M × B) is (possibly restricting B) a finite
dimensional submanifold of J∞(M,N). Furthermore the following theorem holds.
Theorem 3.2 Let K :M×B → N be a smooth function and K = RK(M×B). Then
K is a reduction function for the system (4) if and only if VFi ∈ TK, ∀i = 1, . . . , s.
Proof. If K is a reduction function for the system (4), we have
∑
j
f j(x, b, c)∂bj (K
l)(x, b) =
s∑
i=1
ci(t)F li (x,K(x, b), ∂
σ
x (K)(x, b)).
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Choosing ci = δ1,i and applying ∂
σ
x to both sides of the previous equation we get∑
j
f j∂bj (u
l
σ ◦ (RK)) = Dσ(F l1) ◦RK .
Since RK∗ (∂bi) = ∂bi(R
K) ∈ TK and VF1 (ulσ)|K = Dσ(F l1)|K, we have VF1 ∈ TK.
Choosing ci = δp,i we obtain VFp ∈ TK.
Conversely suppose that VFi ∈ TK. Since VFi are vertical and the vertical vector
fields of TK are generated by ∂bi(RK) there exist suitable functions gji :M ×B → R
such that
VFj =
∑
i
gij∂bi(R
K).
It is easy to show that the functions gji do not depend on x ∈M being RK∗ (∂xi) = Di
so the thesis follows choosing
f j(b, c1, ..., cN ) =
∑
i
cigji (b).
Since the submanifold K = RK(M×B) is a finite dimensional canonical submanifold,
K can be locally described as the set of zeros of a finite number of smooth indepen-
dent functions f1, ..., fL and of all their differential consequences D
σ(fi). Therefore
a necessary and sufficient condition for VF ∈ TK is VF (Dσ(fi))|K = 0 but, since Di
and VF commute and Di ∈ TK, it is sufficient to check that VF (fi)|K = 0.
Remark 3.3 In the proof of Theorem 3.2 the hypothesis that K is a submanifold of
J∞(M,N) is not necessary. Indeed we prove that VFi ∈ Image(TRK) even if RK is
not an immersion (and so K is not a submanifold). Even so, for the sake of simplicity,
in the following we always consider submanifolds K of J∞(M,N).
In particular, if K is a real analytic function with respect the xi variables, a necessary
and sufficient condition for K to be a submanifold is that ∂bi(K(·, b)) are linearly
independent as functions from M into N . In the smooth case it can happen that
∂bi(K(·, b)) are linearly independent but RK is not an immersion. However, this
situations can be considered as exceptional: indeed the set of K such that RK is an
immersion is an open everywhere dense subset of C∞(M,N) with respect the Whitney
topology (see [18]).
Remark 3.4 An interesting consequence of Theorem 3.2 is that, if s = 1, any solu-
tion U(x, t) :M ×R→ N to the system (4) for c1 = 1 is a reduction function. Indeed
in this case we have that
∂b(U(x, b)) = F1(x, U, Uσ),
so ∂σ
′
x (∂b(U(x, b))) = Dσ′(F1)(x, U, Uσ). Hence R
U
∗ (∂b) = VF1 and equation (4) with
s = 1 becomes and ODE for b of the form
∂t(b)(t) = c
1(t).
7
3.2 Differential constraints: from the submanifold to the re-
duction function
In this section we discuss the problem of computing the reduction function K starting
from the knowledge of a suitable canonical submanifold K. The resulting algorithm
will be used in the examples of Section 6.
Definition 3.5 A finite dimensional canonical submanifold K of J∞(M,N) is a dif-
ferential constraint for equation (4) if VFi ∈ TK
In order to prove that with any differential constraint K for (4) it is possible to
associate a reduction function K, we need to recall the following technical result.
Theorem 3.6 Let H be an m-dimensional canonical submanifold of J∞(M,N) (i.e.
TH = C). Denoting by pi the canonical projection pi : J∞(M,N) → M , if pi(H) =
V ⊂M , then there exists a unique smooth function U : V → N such that RU (V ) = H.
Proof. A proof of this result can be found in [6], Chapter 4, Proposition 2.3.
Theorem 3.7 Let K be a finite dimensional canonical submanifold of J∞(M,N)
which is a differential constraint for equation (4). Then, for any point p ∈ K, there
exist a neighborhood U ⊂ J∞(M,N) of p and a function K : V × B → N , where
V ⊂ pi(U), such that RK(V × B) = K ∩ U ∩ pi−1(V ) and K is a reduction function
for the system (4).
Proof. The manifold K with respect the projection pi is a finite dimensional fibred
manifold with base M . Moreover, since Di ∈ K, the Cartan distribution C is a
finite dimensional flat connection of (K, pi,M) and, for any p0 ∈ K, there exist a
neighborhood B ⊂ pi−1(x0) of p0 (where x0 = pi(p0)) and a local trivialization R :
V × B → K ⊂ J∞(M,N) of C. Therefore Theorem 3.6 ensures that there exists a
smooth function K : V × B → N such that RK = R and Theorem 3.2 guarantees
that K is also a reduction function for the system (4).
Remark 3.8 There are two obstructions for a global version of Theorem 3.7. The
first one is that, if M is not simply connected, C may admit only a local trivialization
and not a global one and the second is that, if C is a non-linear connection on K, it
may not admit a global trivialization, since non-linear ODEs can blow-up. Obviously,
if M is simply connected and C|K has at most linear grow for some coordinate system
on K, Theorem 3.7 admits a global version.
Given an L-dimensional canonical submanifold K which is a differential constraint for
(4), Theorem 3.7 provides an explicit construction procedure for the function K and
for the system of ODEs for the parameters bi.
Indeed let (xi, yj) be an adapted coordinate system for the fibred manifold (K, pi,M),
which means that xi is the standard coordinate system on M and yj is an adapted
coordinate system for the fiber pi−1(x), with j = 1, ..., L−m. The coordinates yi can
be chosen among the functions uk, ulσ and, in general, it is possible to find smooth
functions fk(x, y), f lσ(x, y) such that u
k = fk(x, y), ulσ = f
l
σ(x, y).
In the coordinate system (xi, yj) the vector fields Di have the form
Di = ∂xi +
∑
j
Ψji (x, y)∂yj (i = 1, . . .m)
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and, ∀x0 ∈M and yx0 ∈ pi−1(x0), the solution yj = K˜j(x, yx0) to the system
∂xi(K˜
j(x, yx0)) = Ψ
j
i (x, yx0)
K˜j(x0, yx0) = y
j
x0
provides the local trivialization of the flat connection C = span{Di}. The explicit
expression of the function K can be obtained by rewriting ul as functions of (xi, yj)
leading to
K l(x, yx0) = f
l(x, K˜(x, yx0)).
Moreover the system of ODEs for the parameters yjx0 can be obtained expressing VFi
in the coordinates (xi, yj)
VFi =
∑
j
VFi(y
j)∂yj =
∑
j
Φji (x, y)∂yj ,
so that
dyjx0
dt
=
∑
i
ci(t)Φji (x0, yx0(t)).
3.3 A necessary condition for existence of differential con-
straints
The main goal of the general theory of differential constraints is to find a reduction
function for a system of the form (4) for s = 1. As proven in [31] (see also Remark
3.4) this problem admits an infinite number of solutions. On the other hand, the
problem of existence of reduction functions (or differential constraints) for s > 1 is
completely different: actually, in the general case, there are no reduction functions at
all.
In this section we address the problem of existence of a reduction function for a system
of the form (4) starting from the following remark.
Remark 3.9 If a system of evolution PDEs of the form (4) admits a differential
constraint K, the set
S = span{VF1 , ..., VFs},
is a finite dimensional module on K.
The following Proposition provides a useful characterization for the vector fields VFi .
Proposition 3.10 Let VF1 , ..., VFs be evolution vector fields in J
∞(M,N) such that S
is an s-dimensional (formally) integrable distribution on a submanifold K of J∞(M,N).
If
[VFi , VFj ] =
∑
h
λhi,jVFh
then Dl(λ
h
i,j) = 0 on K.
Proof. The proof is given for the case N =M = R and H = J∞(M,N); the general
case is a simple generalization of this one.
Since S is s-dimensional, for any point p ∈ J∞(M,N) there exist a neighborhood
U of p and an integer h ∈ N0 such that the matrix A = (Dh+j−1x (Fi))|i,j=1,...,s is
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non-singular. Moreover, since the commutator of two evolution vector fields is an
evolution vector field, there exist some Fi,j ∈ F such that [VFi , VFj ] = VFi,j and, by
the definition of evolution vector field, we have
Drx(Fi,j) =
∑
h
λhi,jD
r
x(Fh). (5)
Deriving with respect to x the previous relations we obtain
Dr+1x (Fi,j) =
∑
h
Dx(λ
h
i,j)D
r
x(Fh) +
∑
h
λhi,jD
r+1
x (Fh) (6)
and combining (5) and (6) we find∑
h
Dx(λ
h
i,j)D
r
x(Fh) = 0.
Since the matrix A is non-singular we get Dx(λ
h
i,j) = 0.
In Section 5 we will consider two particular cases for the functions Fi ∈ Fn.
In the first case VFi form a finite dimensional module of constant dimension on all
J∞(M,N). In this case Proposition 3.10 ensures that VFi form a Lie algebra, since
the only functions f in J∞(M,N) such that Di(f) = 0 are the constants.
In the second case we suppose that VFi form a finite dimensional module on a real
analytic finite dimensional submanifold H of J∞(M,N).
4 Characteristic vector fields in J∞(M,N)
In this section we define the notion of generalized characteristic flow for an evolution
vector field and we discuss the connection with the usual characteristic flow for scalar
first order evolution PDEs. These results will play a central role in the explicit
construction of differential constraints in Section 5.
4.1 Characteristics of scalar first order evolution PDEs
It is well known that, if N = R and F ∈ F \ F0, the evolution vector field VF is not
the prolongation of a vector field on J0(M,N) and does not admit flow in J∞(M,N),
which is why the equation
∂t(u) = F (x, u, uσ) (7)
may not admit solutions even for smooth initial data, or may admit infinite solutions
for any smooth initial data. For this reason the problem of finding solutions to
evolution PDEs is usually solved only in specific situations (for example the linear or
semilinear cases) where it is possible to use the powerful techniques of analysis.
Anyway, a classical geometric approach to scalar first order evolution PDEs (see, e.g.,
[11]) shows that something can be done in order to solve equation (7) even when VF
does not admit flow in J∞(M,N). Indeed given a first order scalar autonomous PDE
∂t(u) = F (x
j , u, ui) (8)
10
it is possible to solve (8) considering the following system of ODEs on J1(M,N)
dxi
da
= −∂ui(F )(xj , u, uk)
du
da
= F (xj , u, uk)−
∑
h
uh∂uh(F )(x
j , u, uk)
dui
da
= ∂i(F )(x
j , u, uk) + ui∂u(F )(x
j , u, uk).
If Φa is flow of the vector field on J
1(M,N) corresponding to the previous system
and we define φia = (Φ
∗
a(x
i)) and ηa = Φ
∗
a(u), the solution U(x, t) to the PDE (8)
with initial data U(x, 0) = f(x) is given by
U(x, t) = ηt(φ¯
−1
t (x), f(φ¯
−1
t (x)), ∂xi(f)(φ¯
−1
t (x)))
where φ¯a(x) = φa(x, f(x), ∂j(f)(x)).
Moreover it is possible to uniquely extend the flow Φa to J
k(M,N) as the solution to
the following system of ODEs
duσ
da
= Dσ(F )(x, u, uσ)−
∑
i
uσ+1i∂ui(F )(x, u, uσ).
Defining ψσ,a = Φ
∗
a(uσ) we have
∂σ(U)(x, t) = ψσ,t(φ¯
−1
t (x), f(φ¯
−1
t (x)), ∂
σ(f)(φ¯−1t (x))),
and the vector field corresponding to the flow Φa on J
∞(M,N) is given by
V¯F := ∂a(Φa)|a=0 = VF −
∑
i
∂ui(F )Di.
We call Φa the characteristic flow of F and V¯F its characteristic vector field.
4.2 Characteristics in the general setting
In this section we propose an extension of the notion of characteristic vector field
and characteristic flow to multidimensional and higher order case. This extension is
based on the geometric analysis of J∞(M,N) presented in [26]. We start by recalling
the definition of one-parameter group of local diffeomorphisms on J∞(M,N) which
reduces to the classical one in the finite dimensional setting.
Definition 4.1 A map Φa : Ua → J∞(M,N) is a one-parameter group of local
diffeomorphisms if Φa are smooth maps, Ua are open sets ∀a (with U0 = J∞(M,N))
and ∀p ∈ Ua+b ⊂ Ub ∩Φ−1b (Ua) (with ab ≥ 0) we have Φa ◦ Φb(p) = Φa+b(p).
The one-parameter group Φa of local diffeomorphisms is the flow of the vector field X
if
∂a(Φ
∗
a(f)(p))|a=0 = X(f)(p)
for any f ∈ F .
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Definition 4.2 Given an evolution vector field VF , we say that VF (or its generator
F ) admits characteristics if there exist suitable smooth functions h1, ..., hn ∈ F such
that the vector field
V˜F = VF −
∑
i
hiDi,
admits flow on J∞(M,N).
If we restrict to the scalar case (N = R), which is discussed in Subsection 4.1, the
following Theorem provides a complete characterization of evolution vector fields ad-
mitting characteristics.
Theorem 4.3 An evolution vector field VF on J
∞(M,R) with generator F admits
characteristic if an only if F ∈ F1.
Proof. The proof that any F ∈ F1 admits characteristic flow is given in Subsection
4.1. The proof of the converse can be found in [26].
Remark 4.4 Theorem 4.3 does not hold if, instead of requiring that V˜F admits flow
on the whole J∞(M,R), we restrict to a submanifold of J∞(M,R). For example if
we consider M = R2 with coordinates (x, y) and F = uxy, Theorem 4.3 ensures that
F = uxy does not admit characteristics on J
∞(R2,R) but, considering the submanifold
E ⊂ J∞(R2,R) generated by the equation uyy = 0, it is easy to prove that VF ∈ TE
and that VF admits characteristics on E.
If we do not restrict to the scalar case the situation becomes more complex and,
to the best of our knowledge, a complete theory of characteristics in J∞(M,N) for
N 6= R has not been developed.
Indeed in this case we can find F 6∈ Fn1 such that VF admits characteristics. For
example if we consider M = R and N = R2 (with coordinates x and (u, v) respec-
tively) and F = (vxx, 0) ∈ F2, the flow of the vector field VF is given by the following
transformation
xa = x
ua = u+ avxx
ux,a = ux + av3
uxx,a = uxx + av4
...
va = v
vx,a = vx
...
In this paper, in order to deal with the general case, we propose a stronger definition
of characteristics that, although imitating in some respects the scalar case, is weak
enough to include many cases of interest.
Given an open subset U ⊂ J∞(M,N) we denote by
F|U =
⋃
k
Fk|U
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the set of smooth functions defined on U , that is the union of the sets of smooth
functions defined on pik(U) ⊂ Jk(M,N).
Given a subalgebra G0 ⊂ F|U , we denote by Gk the algebra generated by smooth
composition of functions of the form Dσ(f), where f ∈ G0 and σ is a multi-index with
|σ| ≤ k.
Definition 4.5 A subalgebra G0 ⊂ F|U generates F|U if xi ∈ G0 and
F|U =
⋃
k
Gk.
Definition 4.6 An evolution vector field VF with generator F admits strong charac-
teristics if there exists an open set U ⊂ J∞(M,N), a finitely generated subalgebra G0
of F|U generating F|U and g1, ..., gn ∈ F such that the vector field V¯F = VF−
∑
i g
iDi
satisfies
V¯F (G0) ⊂ G0.
In the scalar case an evolution vector field admits characteristics if and only if admits
strong characteristics: indeed in this case V¯F (F1) ⊂ F1. Moreover, if we consider
the evolution vector field VF of the previous example (with generator F = (vxx, 0)),
it is easy to check that VF admits strong characteristics. In fact the subalgebra G0
generated by x, u, v, vx, vxx is such that VF (G0) ⊂ G0. Actually we do not know
any example of evolution vector field admitting characteristics which are not strong
characteristics.
Remark 4.7 In Definition 4.6 we consider a general subalgebra G0 generating F in-
stead of restricting to the case G0 = Fk for some k ∈ N. This is a crucial point
because, in the vector case N = Rn (with n > 1), condition V¯F (Fk) ⊂ Fk implies
V¯F (F0) ⊂ F0 (see [26]) and the vector fields V¯F satisfying V¯F (Fk) ⊂ Fk turn out to
be tangent to the prolongations of infinitesimal transformations in J0(M,N).
A well-known consequence of this fact is that, in the vector case, the only infinitesi-
mal symmetries of a PDE which can be defined using finite jet spaces Jk(M,N) are
Lie-point symmetries. On the other hand, if we allow G0 to be a general subalge-
bra generating F , we obtain a larger and non-trivial class of evolution vector fields
admitting strong characteristics.
Theorem 4.8 With the notations of Definition 4.6, if an evolution vector field admits
strong characteristics then it admits characteristics, and V¯F is its characteristic vector
field.
Proof. The vector field V¯F admits flow on the space of functions G0 since G0 is finite
dimensional. In order to show that V¯F admits flow on all F|U and so (since U depends
on a generic point) on F we prove by induction that V¯F (Gk) ⊂ Gk.
By hypothesis V¯F (G0) ⊂ G0. Suppose that V¯F (Gk−1) ⊂ Gk−1. Since V¯F is a symmetry
of the Cartan distribution, there exist some functions hji ∈ F such that
[V¯F , Di] =
∑
j
hjiDj
where hij ∈ G1, being V¯F (G0) ⊂ G0 and xi ∈ G0.
We recall that Gk is generated by functions of the form Di(g) with g ∈ Gk−1. So
V¯F (Di(g)) = Di(V¯F (g)) +
∑
j
hjiDj(g) ∈ Gk
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since V¯F (g) ∈ Gk−1 and hij ∈ G1. Hence V¯F admits flow on Gk and the flow on Gk is
compatible with the flow on Gk−1 being Gk−1 ⊂ Gk.
The problem of the previous construction is that in general the domain Uk of the flow
in Gk depends on k. This means that, if we denote with Ph,k the natural projection
of Gh on Gk with h > k, it might happen that P−1h,k(Uk) 6= Uh. But this is not actually
the case. Indeed since G0 generates F|U , then F0|U ⊂ G0 and so Fk|U ⊂ Gk. In
particular uiσ ∈ Gk if |σ| ≤ k. But by Remark 7.2 and Corollary 7.3 (see Appendix)
Φa(u
i
σ) is polynomial in u
j
σ′ for |σ′| sufficiently large. This means that ujσ′ can vary
in all R and so the domain of definition of Φa in U ⊂ J∞(M,N) is not empty and
is of the form U ′ = pi−1∞,k(Uk) for k sufficiently large. Since U
′ is an open subset of
J∞(M,N) this concludes the proof.
Definition 4.9 Let y1, ..., yl, ... ∈ F|U be a sequence of functions defined in an open
set U . We say that Y = {yi}|i∈N is a local adapted coordinate system with respect
to a subalgebra G0 generating F|U , if there exists a sequence k1, ..., kl, ... ∈ N, with
ki < ki+1, such that y
1, ..., yki is a coordinate system for Gi.
Remark 4.10 The flow of a vector field with strong characteristics solves a triangular
infinite dimensional system of ODEs. Indeed if we consider an adapted coordinate
system with respect to a subalgebra G0 we have V¯F (yi) = f(y1, .., yk1) for i = 1, ..., k1,
V¯F (y
i) = f(y1, .., yk2) for i = k1 + 1, ..., k2 and so on. So we can start by solving
the system for i = 1, ..., k1 and then solve the system for i = k1 + 1, ..., k2, since the
system is of triangular type.
The main trouble when working with a family of evolution vector fields admitting
characteristic flows is that the sum or the Lie brackets of two of them usually do not
admit characteristic flow. In order to overcome this problem we give the following
Definition.
Definition 4.11 A set of evolution vector fields VF1 , ..., VFs with strong characteris-
tics admits a common filtration if ∀p ∈ J∞(M,N) there exist a neighborhood U of p
and a subalgebra G0 ⊂ F|U such that G0 is the subalgebra required in Definition 4.6
for V¯F1 , ..., V¯Fs .
If F1, ..., Fs, correspond to evolution vector fields with strong characteristics admitting
a common filtration, then also cFi + dFj (where c, d ∈ R) and [Fi, Fj ] correspond to
vector fields with strong characteristics. Furthermore cFi + dFj and [Fi, Fj ] admit
the same common filtration of F1, ..., Fk.
5 Building differential constraints
In this section we consider a system of PDEs of the form (4) such that some of the
evolution vector fields VFi admit strong characteristics and a common filtration. In
this setting we show how it is possible to construct a differential constraint for the
system (4) starting from the knowledge of a suitable submanifold of J∞(M,N). The
construction, which is completely explicit, take the cue from of the moving frame
method (see [13]).
Definition 5.1 Let H ⊂ J∞(M,N) be a submanifold and U be an open neighborhood
of p ∈ H. Given a sequence of independent functions f i ∈ F|U (i ∈ N) such that
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H∩U is the annihilator of f i, we say that a distributions ∆ = span{VG1 , . . . , VGh} is
transversal to H in U if there exist r1, . . . , rh such that the matrix (V¯Gi(f rj))|i,j=1,...,h
has maximal rank in U . In the following the sequence f i will be chosen so that rj = j
and f i is a local coordinate system adapted with respect to the filtration Gk for k
sufficiently large.
Lemma 5.2 Let G1, ..., Gh be a subalgebra of Fn admitting strong characteristics
and a common filtration. Let Φi
ai
be the characteristic flow of Gi and H be a canon-
ical finite dimensional submanifold of J∞(M,N) such that the distribution TH ⊕
span{VG1 , ..., VGh} has constant rank and the distribution ∆ = span{VG1 , . . . , VGh} is
transversal to H. Then there exists a suitable neighborhood of the origin V ⊂ Rh such
that
K =
⋃
(a1,...,ah)∈V
Φhah(...(Φ
1
a1(H))...) (9)
is a finite dimensional submanifold of J∞(M,N).
Proof. In the following, for the sake of clarity, we write
Φ∗α(f) = Φ
1∗
a1(...Φ
h∗
ah(f)...),
where α = (a1, ..., ah) ∈ Rh. Given a sequence of independent functions f i (i ∈ N)
such that H is the annihilator of f i, for any point p ∈ H there exists a neighbor-
hood U such that the matrix (V¯Gi(f
j))|i,j=1,...,h has maximal rank in U . Therefore,
considering the submanifold H˜ defined as the annihilator of the functions f i ∈ F|U
(i = 1, . . . , h), the equations
Φ∗α(f
i) = 0 i = 1, . . . h (10)
can be solved with respect to α. This means that, possibly restricting the open set
U , there exist a smooth function A(p) = (A1(p), ..., Ah(p)) defined on U such that
Φ∗
A(p)(f
i)(p) = 0 (for i = 1, . . . h), i.e. Φh
Ah
(...(Φ1A1(p))...) ∈ H˜. In the following we
prove that K is the annihilator of the functions
Kj(p) = Φ∗A(p)(f
j)(p), j > h (11)
and, since Kj are independent and adapted with respect to the filtration Gk for k
sufficiently large, K is a submanifold of J∞(M,N).
We start by proving that if p0 ∈ K∩U , thenKj(p0) = 0 (for j > h). Indeed, if p0 ∈ K∩
U , the point p0 can be reached starting from p ∈ H by means of composition of suitable
flows Φi
ai
. On the other hand, for any p0 ∈ K ∩ U , there exists A(p0) = (A1, . . . , Ah)
such that Φh
Ah
(...Φ1A1(p0)...) ∈ H˜. Since H ⊂ H˜ and the transversality condition
ensures that equation (10) have a unique solution, we have Φh
Ah
(...Φ1
A1
(p0)...) ∈ H.
Therefore
Kj(p0) = Φ
∗
A(p0)
(f j)(p0) = f
j(ΦhAh(...Φ
1
A1(p0)...) = 0
for any j and in particular for j > h. In order to prove the other inclusion we have
to ensure that p0 can be reached starting from a point p ∈ H by means of the flows
Φi
ai
. Given p ∈ H˜ such that Φh
Ah
(...(Φ1A1(p0))...) = p, the definition of A(p0) ensures
that f i(p) = 0 for i = 1, . . . h whereas by hypothesis we have
Kj(p0) = Φ
∗
A(p0)
(f j)(p0) = f
j(p) = 0 j > h.
Hence f i(p) = 0 ∀i ∈ N and p ∈ H.
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Lemma 5.3 In the hypotheses and with the notations of Lemma 5.2, V¯Gj ∈ TK and
Di ∈ TK.
Proof. We recall that a vector field V ∈ TK if and only if V (Kj) = 0, where Kj
are given by (11). Since for any j (with j > h) there exists a suitable k such that
f1, . . . f j ∈ Gk, it is possible to chose as coordinates in K ∩ U ∩ Gk the functions
f i (i = 1, . . . h) and some functions y1, . . . , yr (with r = dim(Gk) − h) such that
V¯Gi(y
l) = 0. In particular, for any j > h, there exists a smooth function Lj such that
f j(p) = Lj(f1(p), ..., fh(p), y1(p), ...yr(p)).
Since f1, . . . , fh vanish on H˜ we have
Kj(p) = Lj(0, ..., 0, y1(p), ..., yr(p)),
and so V¯Gi(K
j) = V¯Gi(L
j(0, ..., 0, y1(p), ..., yr(p))) = 0.
In order to prove that Di ∈ TK, we consider
Dαi = Φ
∗
α(Di).
By definition, being Di ∈ TH, we have that Dαi ∈ TK and, by Theorem 7.1 (see
Appendix), there exist smooth functions Cij(α, p) such that
Dαi =
∑
j
Cji (α, p)Dj .
Moreover, since Φi
ai
are diffeomorphisms, span{Dα1 , ..., Dαm} and span{D1, ..., Dm}
have the same dimension. Hence the matrix Cij is invertible for any α, ensuring that
Di ∈ TK.
Remark 5.4 The functions Kj defined by (11) are a set of independent invariants
for the vector fields V¯Gi . Furthermore, since K is finite dimensional, it is possible
to add a finite number of functions zi such that (zi,Kj) form an adapted coordinate
system with respect the filtration Gk for k sufficiently large.
Theorem 5.5 In the hypotheses and with the notations of Lemma 5.2, let VF be an
evolution vector field such that VF ∈ TH, dim(span{VF , VG1 , ..., VGh}) = h+ 1 and
[Gi, F ] = µiF +
∑
k
λkiGk µi, λ
j
i ∈ R
Then VF ∈ TK.
Proof. Given the (m+ h+ 1)-dimensional distribution
∆ := span{D1, ..., Dm, VG1 , ..., VGh , VF },
we have ∆|H ⊆ TH⊕ span{VG1 , . . . , VGh} ⊆ TK|H and, by hypothesis, [V¯Gi ,∆] ⊆ ∆.
If we prove that
Φia∗(∆) = ∆,
we have ∆|K ⊂ TK and, in particular, VF ∈ TK.
Considering the coordinate system zi,Kj of Remark 5.4 we can suppose, possibly
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relabeling some invariant zi with Kj for some j, that we have exactly h coordinates
zi. Eliminating some element of the form ∂Kj , the sequence VF , V¯Gj , Dk, ∂Kl form a
basis of TJ∞(M,N) and for any vector field X ∈ TJ∞(M,N) there exist suitable
functions b, ci, dj , el depending on a and p ∈ Ua such that
Xa := Φ
i
a∗(X) = b(a, p)VF +
∑
j,k,l
cj(a, p)V¯Gj + d
k(a, p)Dk + e
l(a, p)∂Kl .
From the definition of Xa and using [V¯Gi ,∆] ⊂ ∆ and [V¯Gi , ∂Kl ] ∈ ∆, we obtain that
the functions el must solve the equations
∂a(e
l) = −V¯Gi(el).
Moreover, since X0 = X ∈ ∆, el(0, p) = 0 and, from the previous equation, we get
el(a, p) = 0 for any a, which ensures Xa ∈ ∆ for any a.
Remark 5.6 Theorem 5.5 still holds if we consider r functions Fi ∈ F such that
dim(span{VF1 , ..., VFr , VG1 , ..., VGh}) = r + h, VFi ∈ TH for any i = 1, ..., r and
[Gi, Fj ] =
∑
k,l
(µki,jFk + λ
l
i,jGl)
for some constants λli,j , µ
k
i,j ∈ R.
Theorem 5.7 In the hypotheses and with the notations of Lemma 5.2, if F,Gi
are real analytic, H is defined by real analytic functions and, denoting by L =
〈F,G1, . . . , Gh〉 the Lie algebra generated by F and Gi, we have
L|H ⊂ TH⊕ span{VG1 , ..., VGh},
then VF ∈ TK.
Proof. We note that the functions Ki defined by (11) are real analytic if the vector
fields V¯Gi and the submanifold H are real analytic.
The vector field VF is in TK if for any p0 ∈ K and any Ki we have
VF (K
i)(p0) = 0.
We know that if p0 ∈ K there exists an α = (a1, ..., ah) ∈ Rh and p1 ∈ H such that
p0 = Φ
h
ah(...(Φ
1
a1(p1))...).
Moreover, being Ki invariants of Φj
aj
we have
VF (K
i)(p0) = Φ
∗
α(VF (K
i))(p1)
= Φ∗α(VF )(K
i)(p1).
Since the previous expression is real analytic it is sufficient to prove that any derivative
of any order with respect ai evaluated in (a1, ..., ah) = 0 is zero. It is easy to verify
that
∂k1
a1
(...∂kh
ah
(Φ˜∗α(VF ))...)|α=0 = V¯ khGh (...(V¯ k1G1 (VF ))...),
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where we use the notation
V¯ kGi(X) = [V¯Gi , [...[V¯Gi , X ]...]]︸ ︷︷ ︸
k times
.
By hypothesis V¯ khGh (...(V¯
k1
G1
(VF ))...) ∈ TK|H and so for any p1 ∈ H and any Ki
V¯ k1G1 (...(V¯
kh′
Gh′
(VF ))...)(K
i)(p1) = 0.
Remark 5.8 If V¯Gi , VF are real analytic and H is defined by real analytic equations,
Theorem 5.5 implies Theorem 5.7. On the other hand Theorem 5.5 turns out to be
very useful when we consider smooth (not analytic) invariant manifolds H.
Remark 5.9 It is important to note that Theorems 5.5 and 5.7 hold also if H is a
manifold with boundary. In this case if VG1 , ..., VGh ∈ T (∂H) we obtain that K is also
a local manifold with boundary.
6 Examples
6.1 The general algorithm
For the convenience of the reader we start this subsection describing the general
algorithm we use in the examples. Given a PDE of the form
∂t(u
i) = c0(t)F i(x, u, uσ) +
h∑
k=1
ck(t)Gik(x, u, uσ), (12)
where Gk ∈ Fn admit characteristic flows, the first step is to compute the charac-
teristic flows of Gk integrating the characteristic vector fields V¯Gk and obtaining the
local diffeomorphisms Φia. Then, considering the differential constraint H for F given
by the equations f i(x, u, uσ) = 0 and their differential consequences D
σ(f i) = 0, we
choose h independent functions gi between the functions f i, Dσ(f i) such that the
matrix (V¯Gk(g
i)) is non-singular and we solve the equations
Φ∗α(g
i)(x, u, uσ) = 0, (13)
where α = (a1, ..., ah), obtaining ai = Ai(x, u, uσ). Hence, the new differential con-
straint K is obtained by replacing α with (A1(x, u, uσ), ..., Ah(x, u, uσ)) in the expres-
sion
Φ∗(A1(x,u,uσ),...,Ah(x,u,uσ))(h
i) = 0,
where hi are all the other functions f j, Dσ(fk).
We remark that, in order to integrate the system of ODEs representing the evolution
equation on K and the connection C|K representing the reduction function K(x, b), we
have to compute the coordinate expressions for the vector fields VF , VGk , Di restricted
to K.
For this purpose we choose a coordinate system given by xi, some coordinate system
yi on H and the functions ai = Ai(x, u, uσ).
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Using coordinates (xi, yj , ak) the vector fields VF , VGk , Di have a rather simple ex-
pression. Obviously Di(x
j) = δji , but we have also Di(a
k)|K = 0. Furthermore, if the
hypotheses of Theorem 5.5 hold, VGk(a
k), VF (a
k) depend only on the coordinates ak.
Indeed on H, or equivalently on the submanifold ak = 0 in K, we have ∂ak = −V¯Gk
(the minus sign owing to the fact that we use the pull-back in (13)). This means that
for α = (a1, ..., ah) we have
∂ak = Φ
∗
α(−V¯Gk)
and it is easy to prove that ∂ak =
∑
j C˜
j
k(α)V¯Gj and so
V¯Gk =
∑
j
Cjk(α)∂aj ,
where C is the inverse matrix of C˜.
Since V¯Gk = VGk−
∑
l h˜
lDl (for some functions h˜
l ∈ F) andDi(ak) = 0, the expression
VGk(a
l) depends only on a1, ..., ah. The situation is completely similar for VF .
Remark 6.1 It is important to note that, in the hypotheses of Theorem 5.5, VGk(a
l)
and VF (a
l) do not depend on the choice of H and on the functions gi but only on the
order we choose to apply the pull-back in equation (13).
Once we have the expressions of VF , Di, VGk in coordinates (x
i, yj, ak)
VF =
∑
j
φj0∂yj +
∑
k
ψk0∂ak
VGh =
∑
j
φjh∂yj +
∑
k
ψkh∂ak
Di = ∂xi +
∑
j
φ˜ji∂yj
the reduced system for the unknown functions Y i(x, t), A˜l(x, t) is
∂t(Y
i) =
h∑
k=0
ck(t)φik(Y (x, t), A˜(x, t))
∂t(A˜
l) =
h∑
k=0
ck(t)ψik(A˜(x, t))
∂xj (Y
i) = φ˜ij(Y (x, t), A˜(x, t))
∂xj (A˜
l) = 0.
6.2 A non-linear transport equation with dissipation
Let us consider the following equation
∂t(u) = c
1(t)uux + c
2(t)u. (14)
Since, for c1(t) = 1, c2(t) = 0, equation (14) is a non-linear transport equation ∂t(u) =
uux (see for example [38]), if c
2(t) ≤ 0 and u ≥ 0 the term u can be considered as a
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dissipation factor. Furthermore being equation (14) for c1(t) = 1, c2(t) = 0 the first
equation of an Hamiltonian hierarchy (see, e.g., [32]), the complete equation (14) can
be considered as a non-isospectral perturbation.
We can see (14) as an evolution PDE of the form (12) with
F = 0
G1 = uux
G2 = u.
In this case, since VF , VG1 , VG2 are not linearly independent, Theorem 5.5 can not be
applied. However Lemma 5.2 and 5.3 are enough to provide a differential constraint
K for (14), since VF ∈ TK being VF = 0. The characteristic vector fields for G1 and
G2 are V¯G1 = VG1 − uDx and V¯G2 = VG2 with corresponding characteristic flows
Φ1a(x) = x− au
Φ1a(u) = u
Φ1a(ux) =
ux
1− aux
Φ1a(uk) =
Dx(Φ
1
a(uk−1))
1− aux
Φ2b(x) = x
Φ2b(uk) = e
buk.
In order to construct a differential constraint for (14) we consider the differential
constraint H for VF defined by f1 := u − x2 = 0 and all its differential consequences
f2 := ux − 2x = 0, f3 := uxx − 2 = 0 and fk := uk−1 = 0 for k > 2. From equations
Φ∗α(f
1) = Φ∗α(f
2) = 0 we obtain
a = −ux(xux − 2u)
4(xux − u)2
b = log
(
4(xux − u)2
uu2x
)
and conversely we have
u =
2ax+ 1−√4ax+ 1
2a2eb
ux = −1−
√
4ax+ 1
aeb
√
4ax+ 1
.
Using the previous expressions for a, b in Φ∗α(f
3) = 0 we find that K is defined by the
vanishing of the function
2u2uxx − xu3x + uu2x
and all its differential consequences. Choosing the coordinate system (x, a, b) on K
we have
VG1 = −e−b∂a
VG2 = −∂b
Dx = ∂x.
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Hence the function A(x, t) and B(x, t) have to satisfy
∂t(A) = −c1(t)e−B
∂t(B) = −c2(t)
∂x(A) = 0
∂x(B) = 0
and we get
A(x, t) = A(t) = a0 −
∫ t
0
c1(s)e−b0+
∫
s
0
c2(τ)dτds (15)
B(x, t) = B(t) = b0 −
∫ t
0
c2(s)ds. (16)
Therefore, using the expression of u in terms of x, a, b we obtain
U(x, t) =
2A(t)x + 1−
√
4A(t)x+ 1
2A(t)2eB(t)
.
Indeed Remark 6.1 provides a more general result. In fact, if we consider A(t), B(t)
given by equations (15) and (16), and we chose any manifold H of the form u = H(x)
(with H(x) a non-linear function) we have that any function U(x, t) solution to
U(x, t)− e−B(t)H(x−A(t)eB(t)U(x, t)) = 0 (17)
is a solution to equation (14). Hence in this case the use of the implicit form for the
constraint turns out to be more effective than the direct use of the reduction function
K.
6.3 Modified heat equation
Let us consider the following equation
ut = c
0uxx + c
1(t)xu + c2(t)x2u,
which can be seen as an equation of the form (12) with
F = uxx
G1 = xu
G2 = x
2u.
This equation (with c1, c2 constants) has already been studied in [34, 36] and coincides
with the Zakai equation of the simplest Kalman filter in one dimension if c1 = 1/2
and c2 is the derivative of a Brownian motion process (see [2]).
The vector fields VG1 , VG2 form an abelian Lie algebra and admit strong characteris-
tics. Furthermore F , G1, G2, G˜1 = ux, G˜2 = xux, G˜3 = u form a Lie algebra.
Let H be the submanifold of J∞(R,R) defined by f1 := ux = 0 and all its differ-
ential consequences fk+1 := Dkx(f
1) = 0 for any k ∈ N. It is easy to prove that
VF , VG˜i ∈ TH for any i = 1, 2, 3. In this situation F,G1, G2 satisfy the hypotheses of
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Theorem 5.7 on H and, in order to find the equations of K, we start by computing
the characteristic flows of G1 and G2
Φ1∗a (x) = Φ
2∗
b (x) = x
Φ1∗a (u) = e
axu
Φ2∗b (u) = e
bx2u.
By Theorem 7.1 we obtain the characteristic flows for the derivatives of an order
Φ∗α(ux) = e
ax+bx2((a+ 2bx)u+ ux)
Φ∗α(uxx) = e
ax+bx2(((a+ 2bx)2 + 2b)u+ 2(a+ 2bx)ux + uxx).
and, using equations Φ∗α(ux) = Φ
∗
α(uxx) = 0, we get
ux = −(a+ 2bx)u
uxx = u((2bx+ a)
2 − 2b).
Therefore we can express a, b as functions of ux, uxx as follows
a =
(uuxx − u2x)x − uux
u2
b =
u2x − uuxx
2u2
and equation Φα(uxxx) = 0 defining (together with all its differential consequences)
the manifold K is
uxxx =
3uxuxx
u
− 2u
3
x
u2
.
Since the manifold K is four dimensional, we use coordinates (x, u, a, b) on it and,
computing the components of the vector fields VFi , VGj and Dx, we get
VF = u((2bx+ a)
2 − 2b)∂u − 4ab∂a − 4b2∂b
VG1 = xu∂u − ∂a
VG2 = x
2u∂u − ∂b
Dx = ∂x − u(a+ 2bx)∂u.
Hence the equations for U,A,B are
∂t(U) = U [c
0((2Bx +A)2 − 2B) + c1(t)x + c2(t)x2]
∂t(A) = −4c0AB − c1(t)
∂t(B) = −4c0B2 − c2(t)
∂x(U) = −U(A+ 2Bx)
∂x(A) = 0
∂x(B) = 0.
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The previous system has a unique solution such that U(x0, t0) = u0, A(x0, t0) =
a0, B(x0, t0) = b0. Without loss of generality we can suppose that x0 = 0 and,
in order to simplify computation, we also suppose c1, c2 ∈ R. The equations for
A,B,U in t derivative form a triangular system (linear in A,U and with Riccati form
not dependent on time in B) and can be solved explicitly getting some functions
U0(t) = U(0, t), A0(t) = A(0, t), B0(t) = B(0, t) satisfying U0(t0) = u0, A
0(t0) = a0
and B0(t0) = b0.
Hence we can explicitly integrate the equations for x and we get
A(x, t) = A0(t)
B(x, t) = B0(t)
U(x, t) = e−A
0(t)x−B0(t)x2U0(t).
The function U(x, t) is the well known Gaussian solution for the modified heat equa-
tion.
6.4 An integrable two dimensional system
Let us consider the following system
ut = c
0uxx +
∑
i,j≤N
ci,j(t)vivj
vt = vxx,
where vk = D
k
x(v) for k > 0 and v0 = v. In the case c
i,j = 0 for i, j ≥ 2 and ci,j = cost
for i, j < 2, this system admits an infinite number of higher order symmetries and a
recursion operator (see for example [5]). Furthermore denoting by
F =
(
c0uxx
vxx
)
,
Gi,j =
(
vivj
0
)
,
it is easy to prove that VF , VGi,j form a pro-finite Lie algebra so that this provides
a toy-model for the pro-finite Lie algebras used in non-linear filtering problem (see
[21]). If we consider the submanifold H˜ ⊂ J∞(R,R2) given by the equation
g = vk −
∑
i<k
divi = 0 di ∈ R
and its differential consequences, obviouslyDx ∈ T H˜. Furthermore we have VF , VGi,j ∈
T H˜ and L1 = span{VGi,j} restricted on H˜ is finite dimensional. So putting L˜ =
span{VGi,j |i, j < k}, if H is a finite dimensional submanifold of H˜ such that L˜ has
maximal rank on H, Dx ∈ TH and VF ∈ TH.
The hypotheses of Theorem 5.7 are satisfied: indeed, denoting by L = span{VF , VGi,j},
we have
[L,L]|H˜ = L1|H˜ = L˜|H˜.
Hereafter, in order to simplify computation, we take ci,j = 0 for i, j > 1, c0 = 1
and g = vxx − βv. In this case we choose as submanifold H of H˜ the set of zeros of
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h = ux − γu. Hence, writing V1 = VG0,0 , V2 = VG1,1 , V3 = VG0,1 and denoting by Φi
the corresponding characteristic flows, we have
Φ1a
(
u
v
)
=
(
u+ av2
v
)
,
Φ2b
(
u
v
)
=
(
u+ bv2x
v
)
,
Φ3c
(
u
v
)
=
(
u+ cvvx
v
)
.
So, from Φ∗α(h) = Φ
∗
α(Dx(h)) = Φ
∗
α(D
2
x(h)) = 0, we obtain that K is defined by
u4 = (uxxx − 4βux)γ + 4βuxx.
On K we use the natural coordinate system (x, u, v, vx, a, b, c), where
a =
((2βu − uxx)v2x + 2βuxvvx − 2β2uv2)γ3 + (uxxx − 4βux)v2xγ2+
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
+
((4βuxx − 8β2u)v2x − 2βuxxxvvx + 8β3uv2)γ + (8β2ux − 2βuxxx)v2x
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
+
(2β2uxxx − 8β3ux)v2
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
b = − (2uv
2
x − 2uxvvx + (uxx − 2βu)v2)γ3 + (4βux − uxxx)v2γ2
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
− (−8βuv
2
x + 2uxxxvvx + (8β
2u− 4βuxx)v2)γ + (8βux − 2uxxx)v2x
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
− +(2βuxxx − 8β
2ux)v
2
(2v4x − 4βv2v2x + 2β2v4)γ3 + (−8βv4x + 16β2v2v2x − 8β3v4)γ
c = − (uxv
2
x − uxxvvx + βuxv2)γ2 + (uxxx − 4βux)vvxγ − uxxxv2x
(v4x − 2βv2v2x + β2v4)γ2 − 4βv4x + 8β2v2v2x − 4β3v4
− 4βuxxvvx − βuxxxv
2
(v4x − 2βv2v2x + β2v4)γ2 − 4βv4x + 8β2v2v2x − 4β3v4
In this coordinate system we have
VF =
(
(bv2x + cvvx + av
2 + u)γ2 − (2bβ + 2a)v2x − 4βcvvx − (2bβ2 + 2aβ)v2
)
∂u
+βv∂v + βvx∂vx + 2β
2b∂a + 2a∂b + 2βc∂c
V1 = v
2∂u − ∂a
V2 = v
2
x∂u − ∂b
V3 = vvx∂u − ∂c
Dx = ∂x +
(
(bv2x + cvvx + av
2 + u)γ − cv2x − (2bβ + 2a)vvx − βcv2
)
∂u
+vx∂v + βv∂vx .
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Fixing (t0, x0) and the initial conditions U(t0, x0) = u0, V (t0, x0) = v0..., the functions
U, V, Vx, A,B,C must satisfy the following overdetermined system of equations
∂t(A) = 2β
2B − c0,0(t)
∂t(B) = 2A− c1,1(t)
∂t(C) = 2βC − c0,1(t)
∂t(U) = γ
2U + (BV 2x + CV Vx +AV
2)γ2 − (2Bβ + 2A)V 2x − 4βCV Vx
−(2Bβ2 + 2Aβ)V 2 + c0,0(t)V 2 + c1,1(t)V 2x + c0,1(t)V Vx
∂t(V ) = βV
∂t(Vx) = βVx
∂x(A) = 0
∂x(B) = 0
∂x(C) = 0
∂x(U) = γU + (BV
2
x + CV Vx +AV
2)γ − CV 2x − (2Bβ + 2A)V Vx − βCV 2
∂x(V ) = Vx
∂x(Vx) = βV.
In the part of system with the t derivative, the equations for A,B,C do not depend
on the other variables and are linear and non-homogeneous with respect to A,B,C.
So, considering the matrix
S(t) =

 12 cosh(2βt) β2 sinh(2βt) 01
2β sinh(2βt)
1
2 cosh(2βt) 0
0 0 e2βt

 ,
we have
 A0(t)B0(t)
C0(t)

 = S(t− t0) ·

 a0b0
c0

+ S(t− t0)∫ t
t0
S(−s+ t0) ·

 c0,0(s)c1,1(s)
c0,1(s)

 ds,
where A0(t) = A(x0, t), etc.. Moreover, since the equations in t for V, Vx are linear,
we have
V 0(t) = v0e
β(t−t0)
V 0x (t) = vx,0e
β(t−t0)
and, being also the equation for U linear in U and depending on v0, v0x, ..., we obtain
U0(t) = u0e
γ2(t−t0) + eγ
2(t−t0)
(∫ t
t0
e−γ
2(s−t0)γ2(B0(s)V 0x (s)
2 + C0(s)V 0(s)V 0x (s))ds
+
∫ t
t0
eγ
2(s−t0)(A0(s)V 0(s)2γ2 + (−2βB0(s)− 2A0(s))V 0x (s)2)ds
+
∫ t
t0
e−γ
2(s−t0)((−4βC0(s)V 0(s)V 0x (s)− 2β2B0(s)− 2βA0(s))V 0(s)2)ds
+
∫ t
t0
eγ
2(s−t0)(c0,0(s)V
0(s)2 + c1,1(s)V
0
x (s)
2 + c0,1(s)V
0(s)V 0x (s))ds
)
.
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Finally, integrating the equations for x we get
A(x, t) = A0(t)
B(x, t) = B0(t)
C(x, t) = C0(t)
V (x, t) =
V 0x (t)√
β
sinh(
√
β(x− x0)) + V 0(t) cosh(
√
β(x− x0))
Vx(x, t) =
√
βV 0(t) sinh(
√
β(x− x0)) + V 0x (t) cosh(
√
β(x− x0))
U(x, t) = U0(t)eγ(x−x0) + eγ(x−x0)
(∫ x
x0
e−γ(y−x0)B0(t)Vx(y, t)
2γdy∫ x
x0
e−γ(y−x0)((C0(t)V (y, t)Vx(y, t) + a
0(t)V (y, t)2 − C0(t)Vx(y, t)2)γdy
+
∫ x
x0
e−γ(y−x0)((−2βB0(t)− 2A0(t))V (y, t)Vx(y, t)− βc0(t)V (y, t)2)dy
)
.
6.5 Perturbed KdV equation
Let us consider the following equation
∂t(u) = (uxxx + uux) + c
1(t) + c2(t)(xux + 2u), (18)
corresponding to (12) with
F = uxxx + uux
G1 = 1
G2 = xux + 2u.
If c2 = 0 and c1 is the derivative of a Brownian motion, equation (18) can be seen
as a stochastic perturbation of KdV equation (see [37, 39]) whereas in all the other
cases (18) can be interpreted as a non-isospectral perturbation of KdV equation (see
e.g.[7, 20]). As submanifold H we consider the annihilator of g = uxx + 12u2 − β0u
(where β0 ∈ R+) which contains the one soliton solution to the KdV equation with
velocity β0.
The flows of V1 = VG1 and of V¯2 = VG2 − xDx are given by
Φ1a(u) = u+ a
Φ2b(uk) = e
(k+2)buk,
where uk = D
k(u) and u0 = u. Hence, solving Φ
∗
α(g) = Φ
∗
α(Dx(g)) = 0, we obtain
b =
1
4
log
(
β20u
2
x
u2xxx + 2u
2
xuxx
)
a =
√
u2xxx + 2u
2
xuxx
u2x
− uxxx
ux
− u
and K is given by the zero set of
uxxxx − (uxxxuxx − u
3
x)
ux
.
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In order to simplify computation we introduce the coordinate system (x, u˜, a, β, γ) on
K, where
β = e2b
γ =
1
2
u2x +
1
6
u3 − 1
2
(
β0
β
− a
)
u2 −
(
aβ0
β
− a
2
2
)
u
u˜ =


∫ u
d
1√
2
(
γ− 1
6
z3+ 1
2 (
β0
β
−a)z2+
(
aβ0
β
− a
2
2
)
z
)dz if ux > 0
− ∫ u
d
1√
2
(
γ− 1
6
z3+ 1
2 (
β0
β
−a)z2+
(
aβ0
β
−a
2
2
)
z
)dz if ux < 0
(here d ∈ R is such that γ − 16d3 + 12 (β0β − a)d2 +
(
aβ0
β
− a22
)
d > 0). Using this
coordinate system it is easy to verify that
VF =
(
β0
β
− a
)
∂u˜
VG1 =

± 1√
γ − 16d3 + 12
(
β0
β
− a
)
d2 +
(
aβ0
β
− a22
)
d

 ∂u˜ − ∂a −
(
aβ0
β
− a
2
2
)
∂γ
VG2 =

x± 2d√
γ − 16d3 + 12
(
β0
β
− a
)
d2 +
(
aβ0
β
− a22
)
d
− u˜

 ∂u˜ + 2a∂a − 2β∂β + 6γ∂γ
Dx = ∂x + ∂u˜,
where in VG1 and VG2 we choose the plus sing if ux > 0 and the minus sign if ux < 0.
The equations for U˜ , A,B,Γ are
∂t(U˜) = −c2(t)U˜ +
(
β0
B
−A
)
+
± c
1(t) + 2dc2(t)√
Γ− 16d3 + 12
(
β0
B
−A
)
d2 +
(
Aβ0
B
− A22
)
d
∂t(B) = −2c2(t)B
∂t(A) = 2c
2(t)A− c1(t)
∂t(Γ) = 6c
2(t)Γ−
(
Aβ0
B
− A
2
2
)
c1(t)
∂x(U˜) = 1
∂x(B) = 0
∂x(A) = 0
∂x(Γ) = 0
and this system can be solved as in the previous example.
If we consider the particular case x0 = 0 and A(0, t0) = 0, B(0, t0) = 1,Γ(0, t0) = 0
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we can explicitly compute
B(x, t) = B0(t) = e−2C
2(t)
A(x, t) = A0(t) = −(B0(t))−1
(∫ t
t0
B0(s)c1(s)ds
)
Γ(x, t) = Γ0(t) =
1
2
β0(B
0(t))−1(A0(t))2 − 1
6
(A0(t))3,
where C2(t) =
∫ t
t0
c2(s)ds. Expressing U˜ as a function of A0(t), B0(t),Γ0(t), u we get
U˜(A0(t), B0(t),Γ0(t), u) = ±
∫ u
d
dz√
2
(
− (z+A0(t))36 + β0B0(t) (z+A
0(t))2
2
)
= ∓2
√
B0(t)
β0
(
acosh
(√
3β0
B0(t)(u +A0(t))
)
− acosh
(√
3β0
B0(t)(d+A0(t))
))
and we obtain
U(x, t) = 3β0e
2C2(t)
(
cosh
(
∓
√
β0e
C2(t)U˜(x, t)
2
+ acosh
(√
3β0
B0(t)(d+A0(t))
)))−2
−A0(t).
If we solve the equations for U˜(x, t) we find
U˜(x, t) = x+e−C
2(t)
(∫ t
0
(
β0
B0(s)
−A0(s)
)
ds± 2√
β0
acosh
(√
3β0
B0(t)(d +A0(t))
))
and we have
U(x, t) = 3β0e
2C2(t)
(
cosh
(√
β0
2
(
eC
2(t)x+
∫ t
t0
β0e
3C2(s)ds
+
∫ t
t0
e3C
2(s)
(∫ s
t0
e−2C
2(τ)c1(τ)dτ
)
ds
)))−2
+
+e2C
2(t)
∫ t
t0
e−2C
2(s)c1(s)ds,
where we use the parity of the function cosh to eliminate ∓ sign.
7 Appendix
In this section we discuss the behavior of the Cartan distribution C under the action of
the characteristic flow Φa associated with an evolution vector field VG. An important
consequence of the following Theorem is that Φ∗a(u
i
σ) is a polynomial function with
respect the variable ukσ′ if |σ′| is sufficiently large.
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Theorem 7.1 Let VG be an evolution vector field admitting characteristics and let
Φa be the corresponding characteristic flow. Denoting by A the n× n matrix
A = (Aji ) := (Di(Φ
∗
a(x
j)))|i,j ,
and by B = (Bij) the inverse matrix of A, then
Φ∗a(Di) =
∑
j
BjiDj (19)
and, for any f ∈ F , we have
Φ∗a(Di(f)) =
∑
j
BjiDj(Φ
∗
a(f)). (20)
Proof. Let V˜G = VG −
∑
i h
iDi be the characteristic vector field of VG. Since
[V˜G, Di] =
∑
j
Di(h
j)Dj ,
the vector field Dai = Φ
∗
a(Di) solves the equation
∂a(D
a
i ) = Φ
∗
a([V˜G, Di] =
∑
j
Dai (Φ
∗
a(h
j))Daj . (21)
In order to prove (19) we show that the vector field D˜ai :=
∑
j B
j
iDj solves equation
(21) as well. We start by computing
∂a(A
j
i ) = ∂a(Di(Φ
∗
a(x
j))) = Di(Φ
∗
a(V˜G(x
j))) = −Di(Φ∗a(hj)).
Since B = A−1 the formula for derivative of the inverse matrix gives
∂a(B) = −B · ∂a(A) · B.
This means that
∂a(B
i
j) =
∑
k,r
Bkj (Dk(Φ
∗
a(h
r)))Bir
and we get
∂a(D˜
a
j ) =
∑
i
∂a(B
i
j)Di
=
∑
i,k,r
Bkj (Dk(Φ
∗
a(h
r)))BirDi
=
∑
r
D˜aj (Φ
∗
a(h
r))D˜ar .
Hence both D˜ai and D
a
i satisfy equation (21) and we have D˜
a
i = D
a
i .
Remark 7.2 It is important to note that equation (19) holds in all J∞(M,N) while
equation (20) holds in Fk for k sufficiently large.
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Corollary 7.3 Given an evolution vector field VG with corresponding characteristic
flow Φa, the expression Φ
∗
a(u
i
σ) is a polynomial function with respect the variable u
k
σ′
if |σ′| is sufficiently large.
Proof. If we apply Theorem 7.1 to f = ui we get Φ∗a(Dk(u
i)) =
∑
j B
j
kDj(Φ
∗
a(u
i)).
Since Dj(Φ
∗
a(u
i)) is a linear function with respect the variable uiσ′ if |σ′| is sufficiently
large and Bjk ∈ Fh for some h ∈ N, applying iteratively Theorem 7.1 we obtain the
thesis.
Acknowledgements
This work was supported by National Group of Mathematical Physics (GNFM-INdAM).
References
[1] Andrei A. Agrachev and Yuri L. Sachkov. Control theory from the geometric view-
point, volume 87 of Encyclopaedia of Mathematical Sciences. Springer-Verlag,
Berlin, 2004. Control Theory and Optimization, II.
[2] Alan Bain and Dan Crisan. Fundamentals of stochastic filtering, volume 60 of
Stochastic Modelling and Applied Probability. Springer, New York, 2009.
[3] Alain Bensoussan, Giuseppe Da Prato, Michel C. Delfour, and Sanjoy K. Mitter.
Representation and control of infinite-dimensional systems. Vol. 1. Systems &
Control: Foundations & Applications. Birkha¨user Boston, Inc., Boston, MA,
1992.
[4] Yurij Berezansky and Michael Shmoish. Nonisospectral flows on semi-infinite
Jacobi matrices. J. Nonlinear Math. Phys., 1(2):116–146, 1994.
[5] Frits Beukers, Jan A. Sanders, and Jing Ping Wang. On integrability of systems
of evolution equations. J. Differential Equations, 172(2):396–408, 2001.
[6] Alexei V. Bocharov, Vladimir N. Chetverikov, Sergei V. Duzhin, N. G. Khor′kova,
Iosif S. Krasil′shchik, Aleksei V. Samokhin, Yu. N. Torkhov, Alexander M. Ver-
bovetsky, and Alexandre M. Vinogradov. Symmetries and conservation laws
for differential equations of mathematical physics, volume 182 of Translations
of Mathematical Monographs. American Mathematical Society, Providence, RI,
1999.
[7] Francesco Calogero and Antonio Degasperis. Spectral transform and solitons.
Vol. I, volume 13 of Studies in Mathematics and its Applications. North-Holland
Publishing Co., Amsterdam-New York, 1982. Tools to solve and investigate
nonlinear evolution equations, Lecture Notes in Computer Science, 144.
[8] Peter A. Clarkson and Martin D. Kruskal. New similarity reductions of the
Boussinesq equation. J. Math. Phys., 30(10):2201–2213, 1989.
[9] Michel Cohen de Lara. Finite-dimensional filters. I. The Wei-Norman technique.
SIAM J. Control Optim., 35(3):980–1001, 1997.
30
[10] Michel Cohen de Lara. Finite-dimensional filters. II. Invariance group techniques.
SIAM J. Control Optim., 35(3):1002–1029, 1997.
[11] Richard Courant and David Hilbert. Methods of mathematical physics. Vol. II.
Wiley Classics Library. John Wiley & Sons, Inc., New York, 1989. Partial differ-
ential equations, Reprint of the 1962 original, A Wiley-Interscience Publication.
[12] Francesco C. De Vecchi and Paola Morando. Solvable structures for evolution
pdes admitting differential constraints. arXiv preprint arXiv:1605.03052, 2016.
[13] Mark E. Fels and Peter J. Olver. Moving frames and moving coframes. In Yvan
Saint-Aubin and Luc Vinet, editors, Algebraic Methods in Physics: A Symposium
for the 60th Birthday of Jiˇr´ı Patera and Pavel Winternitz [Montre´al, January
1997], CRM series in mathematical physics. Springer, New York, 2001.
[14] Damir Filipovic´. Invariant manifolds for weak solutions to stochastic equations.
Probab. Theory Related Fields, 118(3):323–341, 2000.
[15] Damir Filipovic´, Stefan Tappe, and Josef Teichmann. Invariant manifolds with
boundary for jump-diffusions. Electron. J. Probab., 19:no. 51, 28, 2014.
[16] Damir Filipovic´ and Josef Teichmann. Existence of invariant manifolds for
stochastic equations in infinite dimension. J. Funct. Anal., 197(2):398–432, 2003.
[17] Victor A. Galaktionov, Svitlana A. Posashkov, and Sergey R. Svirshchevski˘ı.
Generalized separation of variables for differential equations with polynomial
nonlinearities. Differentsial′nye Uravneniya, 31(2):253–261, 366, 1995.
[18] Martin Golubitsky and Victor Guillemin. Stable mappings and their singularities.
Springer-Verlag, New York-Heidelberg, 1973. Graduate Texts in Mathematics,
Vol. 14.
[19] Pilar R. Gordoa and Andrew Pickering. Nonisospectral scattering problems: a
key to integrable hierarchies. J. Math. Phys., 40(11):5749–5786, 1999.
[20] Pilar R. Gordoa, Andrew Pickering, and Jonathan A. D. Wattis. Nonisospectral
scattering problems and similarity reductions. Appl. Math. Comput., 237:77–84,
2014.
[21] Michiel Hazewinkel and Steven I. Marcus. On Lie algebras and finite-dimensional
filtering. Stochastics, 7(1-2):29–62, 1982.
[22] Darryl D. Holm and Tomasz M. Tyranowski. Variational principles for stochastic
soliton dynamics. In Proc. R. Soc. A, volume 472, page 20150827. The Royal
Society, 2016.
[23] Guo-Qing Hu, Stephen S. T. Yau, and Wen-Lin Chiou. Finite-dimensional filters
with nonlinear drift. XIII. Classification of finite-dimensional estimation algebras
of maximal rank with state space dimension five. Asian J. Math., 4(4):905–931,
2000. Loo-Keng Hua: a great mathematician of the twentieth century.
[24] Niky Kamran, Robert Milson, and Peter J. Olver. Invariant modules and the
reduction of nonlinear partial differential equations to dynamical systems. Adv.
Math., 156(2):286–319, 2000.
31
[25] Mahdi Khajeh Salehani and Irina Markina. Controllability on infinite-
dimensional manifolds: a Chow-Rashevsky theorem. Acta Appl. Math., 134:229–
246, 2014.
[26] Iosif S. Krasil′shchik, Valentin V. Lychagin, and Alexandre M. Vinogradov. Ge-
ometry of jet spaces and nonlinear partial differential equations, volume 1 of
Advanced Studies in Contemporary Mathematics. Gordon and Breach Science
Publishers, New York, 1986.
[27] Boris Kruglikov. Symmetry approaches for reductions of PDEs, differential con-
straints and Lagrange-Charpit method. Acta Appl. Math., 101(1-3):145–161,
2008.
[28] Jacques-Louis Lions. Optimal control of systems governed by partial differential
equations. Translated from the French by S. K. Mitter. Die Grundlehren der
mathematischen Wissenschaften, Band 170. Springer-Verlag, New York-Berlin,
1971.
[29] Sergey V. Meleshko. Methods for constructing exact solutions of partial differ-
ential equations. Mathematical and Analytical Techniques with Applications to
Engineering. Springer, New York, 2005.
[30] Jet Nestruev. Smooth manifolds and observables, volume 220 of Graduate Texts
in Mathematics. Springer-Verlag, New York, 2003. Joint work of A. M. Astashov,
A. B. Bocharov, S. V. Duzhin, A. B. Sossinsky, A. M. Vinogradov and M. M.
Vinogradov.
[31] Peter J. Olver. Direct reduction and differential constraints. Proc. Roy. Soc.
London Ser. A, 444(1922):509–523, 1994.
[32] Peter J. Olver and Yavuz Nutku. Hamiltonian structures for systems of hyper-
bolic conservation laws. J. Math. Phys., 29(7):1610–1619, 1988.
[33] Edvige Pucci and Giuseppe Saccomandi. Evolution equations, invariant surface
conditions and functional separation of variables. Phys. D, 139(1-2):28–47, 2000.
[34] Steven I. Rosencrans. Perturbation algebra of an elliptic operator. J. Math.
Anal. Appl., 56(2):317–329, 1976.
[35] David J. Saunders. The geometry of jet bundles, volume 142 of London Math-
ematical Society Lecture Note Series. Cambridge University Press, Cambridge,
1989.
[36] Stanly Steinberg. Applications of the Lie algebraic formulas of Baker, Camp-
bell, Hausdorff, and Zassenhaus to the calculation of explicit solutions of partial
differential equations. J. Differential Equations, 26(3):404–434, 1977.
[37] Miki Wadati. Stochastic Korteweg-de Vries equation. J. Phys. Soc. Japan,
52(8):2642–2648, 1983.
[38] Gerald B. Whitham. Linear and nonlinear waves. Pure and Applied Mathematics
(New York). John Wiley & Sons, Inc., New York, 1999. Reprint of the 1974
original, A Wiley-Interscience Publication.
[39] Yingchao Xie. Exact solutions for stochastic KdV equations. Phys. Lett. A,
310(2-3):161–167, 2003.
32
