



Version of attached le:
Published Version
Peer-review status of attached le:
Peer-reviewed
Citation for published item:
Lambert, N. and Lipstein, A. and Mouland, R. and Richmond, P. (2021) 'Instanton worldlines in
ve-dimensional -deformed gauge theory.', Journal of High Energy Physics, 2021 (9). 086.
Further information on publisher's website:
https://doi.org/10.1007/JHEP09(2021)086
Publisher's copyright statement:
This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits
any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-prot purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom

















Published for SISSA by Springer
Received: May 30, 2021
Accepted: August 22, 2021
Published: September 15, 2021
Instanton worldlines in five-dimensional Ω-deformed
gauge theory
N. Lambert,a A. Lipstein,b R. Moulanda and P. Richmonda
aDepartment of Mathematics, King’s College London,
The Strand, WC2R 2LS, U.K.
bDepartment of Mathematical Sciences, Durham University,
Durham, DH1 3LE, U.K.
E-mail: neil.lambert@kcl.ac.uk, arthur.lipstein@durham.ac.uk,
rishi.mouland@kcl.ac.uk, paul.richmond@kcl.ac.uk
Abstract: We discuss the Bosonic sector of a class of supersymmetric non-Lorentzian five-
dimensional gauge field theories with an SU(1, 3) conformal symmetry. These actions have a
Lagrange multiplier which imposes a novel Ω-deformed anti-self-dual gauge field constraint.
Using a generalised ’t Hooft ansatz we find the constraint equation linearizes allowing us
to construct a wide class of explicit solutions. These include finite action configurations
that describe worldlines of anti-instantons which can be created and annihilated. We also
describe the dynamics on the constraint surface.
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1 Introduction
One of the more interesting predictions to arise from String theory and M-theory is the
existence of a rich spectrum of superconformal gauge field theories above four dimensions.
The possibility of such theories first arose in the classification of Nahm [1]. Much later
physical realisations of these theories were constructed from strongly coupled branes in
String and M-theory, starting with [2–4]. Thus they claim to have a fundamental impor-
tance in M-theory. They also present an important challenge to our general understanding
of quantum field theory and its myriad of applications.
These theories are not expected to have a Lagrangian description, at least not in any
standard sense. In recent work we have obtained a class of five-dimensional Lagrangian
gauge field theories without Lorentz invariance but with up to 3/4 of the maximal super-
symmetry [5, 6]. They were obtained by considering null reductions of six-dimensional

















a conformal compactification of six-dimensional Minkowski space. The hope is that they
can be used to formulate a Lagrangian description of at least a part of the parent six-
dimensional theory. For this reverse construction to work we must interpret the instanton
number of the gauge fields on the spatial sections as the missing null Kaluza-Klein momen-
tum. This is in line with previous DLCQ constructions [7, 8] but with better control [9].
However these theories appear to be interesting in their own right. Indeed the class of
such five-dimensional non-Lorentzian theories is bigger than those that are obtained from
reduction of a parent six-dimensional theory with (2, 0) or (1, 0) superconformal symme-
try. For example these five-dimensional actions place no restrictions on the gauge group
and matter representations whereas these are tightly constrained in the six-dimensional
superconformal field theories. Furthermore, in addition to their supersymmetry, these La-
grangians admit an SU(1, 3) spacetime symmetry [10]. This plays a similar role to the
SO(2, 5) conformal symmetry group of a Lorentzian five-dimensional theory. In particular
the SU(1, 3) symmetry contains the following generators:
• A non-Abelian subgroup of five translations, whose finite action nonetheless can map
between any two points in the five-dimensional spacetime.
• A subgroup of four rotations in the four xi directions.
• A Lifshitz scaling symmetry, under which the fifth coordinate x− scales twice as
quickly as the xi.
• Five ‘special’ transformations, which in the representation theory play a role analo-
gous to the special conformal transformations of the conformal group.
In a recent paper we have shown that this symmetry places non-trivial constraints on the
correlation functions [9].
In this paper we will initiate an analysis of the dynamical aspects of these Lagrangians.
In particular, a first step in this direction is to understand the anti-self-duality constraint
that arises from integrating out a Lagrange multiplier field from the action. Using a
generalised ’t Hooft ansatz we will find a rich class of solutions to the anti-self-duality
constraint and describe how the dynamics of the theory reduces to a theory of interacting
instanton-solitonic particle worldlines. Indeed we are able to use the ’t Hooft ansatz to
solve for many of the dynamical Bosonic fields in the theory.
The rest of this paper is organised as follows. In section 2 we review the action and
Ω-deformed anti-self-dual gauge field constraint. In section 3 we show how to solve this
constraint using a generalised ’t Hooft ansatz. The result is an infinite class of solutions
where the size and position moduli of the undeformed case are allowed to evolve along the
worldline of the anti-instanton, resulting in a modified gauge field which can be viewed as
incorporating the backreaction. We argue that these solutions include worldlines of anti-
instantons that can be created and annihilated and in section 4 we provide a discussion of
topological aspects of the gauge field. In section 5 we discuss the solutions of the scalar
fields in the presence of these anti-instanton worldline solutions. In section 6 we discuss


















2 The action and generalised anti-self-dual constraint





















where i, j = 1, 2, 3, 4. Here Xαm = (Xαm)† are the scalar fields from six-dimensional
hyper-multiplets labelled by m, which can sit in any representation of the gauge group. On
the other hand A−, Ai are components of a five-dimensional gauge field with field strength
F−i, Fij and G+ij = 12εijklG
+
kl whereas φ is a scalar. Altogether A−, Ai, G
+
ij and φ arise as
the Bosonic fields in a null reduction of a six-dimensional tensor multiplet and take values
in the adjoint of the gauge group. Lastly we define











where D−, Di are adjoint gauge covariant derivatives for the gauge field A−, Ai, i.e.
D− = ∂− − i[A−, · ] and Di = ∂i − i[Ai, · ]. Furthermore, Ωij is an anti-self-dual 2-form
such that ΩikΩjk = R−2δij and R is a constant with dimensions of length.
This action is invariant under an SU(1, 3) conformal symmetry [10] and, when fermions
are included, 4 supersymmetries and 8 superconformal symmetries. In special cases, cor-
responding to six-dimensional (2, 0) theory, this is enhanced to 8 supersymmetries and 16
superconformal symmetries [5, 6].
The self-dual field G+ij acts as a Lagrange multiplier imposing the constraint
Fij = − ? Fij , (2.3)
where ? is the Hodge dual on R4. Our task here is to analyse solutions to this constraint
and explore the dynamics arising from the action S.
Let us introduce








Note that ∂̂i has torsion:
[∂̂i, ∂̂j ] = Ωij∂− . (2.5)
It also follows from this that if ∂̂if = 0 then ∂−f = 0 and hence f is constant.
With these definitions we can write the Ω-deformed field strength as
Fij = F̂ij − ΩijA− ,
F̂ij = ∂̂iÂj − ∂̂jÂi − i[Âi, Âj ] . (2.6)

















Note that for x−-independent solutions Âi can be viewed as an ordinary anti-self-dual
gauge field and F̂ij its field strength. Thus every x−-independent solution to the familiar
anti-self-dual gauge field condition, given by the ADHM construction in terms of moduli,
is also a solution to the Ω-deformed anti-self-dual gauge condition.
However, when there is a non-trivial dependence on x−, the Ω-deformed anti-self-
duality condition is more restrictive since it constrains the dependence on x− whereas in
the undeformed theory there are no constraints on the x−-dependence of the moduli. Nev-
ertheless we are able to construct an infinite dimensional space of x−-dependent solutions
to the Ω-deformed anti-self-dual gauge condition using a generalisation of the ’t Hooft
Ansatz. These carry a non-trivial dependence on x− along with a modified dependence on
xi reminiscent of a backreaction effect.
3 Generalised ’t Hooft ansatz
It would be interesting to obtain an ADHM-like construction for the general solution to
F̂ + ?F̂ = 0. In lieu of this we restrict attention to an SU(2) gauge group and make the ’t
Hooft-like ansatz
Âi = ηaij∂jBσa + ΩijηajkCkσa . (3.1)
Here ηaij , a = 1, 2, 3 are a basis for self-dual 2-forms and σa are the Pauli matrices. For a
nice review and some useful formulae see [11].
With this ansatz we find the conditions for F̂ij + ?F̂ij = 0 are












In this case we find that F̂ = −?F̂ only requires the first equation to vanish. This becomes
−2 (∂i∂iB − 2∂iB∂iB) + 2Ωijxj (∂i∂−B − 2∂−B∂iB)−
|~x|2
2R2 (∂−∂−B − 2∂−B∂−B) = 0 ,
(3.4)





































Thus we find that using the ansatz (3.6), the self-duality condition reduces to a linear
second order differential equation for Φ. We note that this ansatz takes precisely the form
of the standard ’t Hooft ansatz,1 with the sole change being the replacement of ∂i with
the Ω-deformed ∂̂i. This suggests that a more general ADHM construction could also
be obtained.
3.1 Spherically symmetric solutions















∂(x−)2 = 0 . (3.8)
This can be written in a nicer form by defining the complex variable
z = x− + i4R |~x|
2. (3.9)
Then we have








= 0 . (3.10)




ϕ+ (z) + ϕ− (z̄)
)
. (3.11)




ϕ+ (z)− ϕ̄+ (z̄)
)
. (3.12)
Furthermore to avoid serious singularities in Âi we also require that Φ > 0. Since
the imaginary part of z is positive definite this requires that Im(ϕ+) > 0 on the upper
half-plane. According to [12] the general solution can be written as









where z0 lies in the complex upper half-plane but α, β, γ and τ are real and µ(τ) ≥ 0 is
arbitrary so long as the integral exists. Note that, assuming γ 6= 0, we can rescale Φ to set
γ = 1 without altering the gauge field Âi. Thus we see that Φ takes the form























In particular, Φ is regular except for at the line of points at xi = 0 when µ(x−) > 0. As we
will see in more detail in section 4, these lines can be seen as the worldlines of single anti-
instantons (i.e. instantons with degree −1), with points at which µ(x−) transitions between
µ(x−) = 0 and µ(x−) > 0 interpreted as their creation or annihilation. Such configura-
tions can be understood in the quantum theory as arising from particular local boundary
conditions in the path integral, or equivalently in terms of instanton operators [13–16].
Finally, it is worth briefly noting that the inclusion of Ωij 6= 0 introduces a preferred
duality relation, which in particular breaks the straightforward symmetry between solutions
of F̂ij = + ? F̂ij and F̂ij = − ? F̂ij that is present when Ωij = 0. To see this, let us firstly
briefly review the case Ωij = 0, where F̂ij = Fij is the usual field strength of the gauge field
Ai. Solutions of Fij = − ? Fij with generic instanton number k < 0 are found in singular
gauge as2 Ai = −12ηaijσa∂j ln Φ for harmonic Φ. To find solutions to the opposite equation
Fij = ?Fij with k > 0, one simply swaps ηaij → η̄aij .
Let us now go back to Ωij 6= 0, and take Ωij anti-self-dual as we do throughout
this paper. In solving F̂ij = ± ? F̂ij , we may in principle consider two different ansätze:





a∂̂j ln Φ. As we have seen, it is the former ansatz
involving ηaij that proves fruitful in solving F̂ij = − ? F̂ij . One might then hope that the
latter ansatz involving η̄aij will be similar useful in solving F̂ij = + ? F̂ij . This is however
not the case. In particular, considering the following two parameterisations,
Φ = gA(z, z̄)
z − z̄
= (z − z̄ + gB(z, z̄))−1 , (3.15)
we find the following constraints depending on which equation we are trying to solve, and
which ansatz we are using:3
η η̄
F̂ = − ? F̂ ∂∂̄gA = 0 ∂∂̄gB = ∂2gB = ∂̄2gB = 0
F̂ = ?F̂ ∂∂̄gB = ∂2gB = ∂̄2gB = 0 ∂∂̄gA = ∂−gA = 0.
The important takeaway is that the top left and bottom right entries are qualitatively
different, and in particular the η̄ ansatz gives only static solutions to F̂ij = ?F̂ij . In this
way, we see that the anti-self-duality of Ωij breaks the symmetry between F̂ij = ?F̂ij and
F̂ij = − ? F̂ij .
3.2 Simple examples
Before we continue let us first look at some simple forms for Φ. If µ = ρ2/4πR is constant,
then we find from (3.14)




2One could alternatively try this ansatz with the anti-self-dual ’t Hooft matrices η̄aij , but would only
find the k = −1 instanton in regular gauge.
3Note, if we had instead chosen Ωij self-dual, we need simply to swap the rows and columns of this table,























(τ − τ0)2 + l2
, (3.17)
which leads to




l(l + 14R |~x|2)
(x− − τ0)2 + (l + 14R |~x|2)2
. (3.18)
Here the small |~x| behaviour is unchanged except that the instanton size grows and then
decays in x−. Note that Φ ∼ 1/|~x|4 as |~x| → ∞. Taking the limit l→∞ leads to the static
instanton. On the other hand taking the limit l→ 0 with ρ2 = ρ20l/4R fixed gives
Φ = 1 + ρ
2
(x− − τ0)2 + 116R2 |~x|4
. (3.19)
Which corresponds to µ(τ) = ρ2δ(τ − τ0) and does not lead to an instanton as Φ is smooth
as a function of xi except at x− = τ0 where it produces a singular gauge field.
We can also consider a simple oscillating anti-instanton by taking µ(τ) = A−B cos(τ)
with A ≥ B > 0:




Note that taking A = B the small |~x| limit gives
Φ = 1 + 4πAR1− cos(x
−)
|~x|2
+ . . . , (3.21)
corresponding to instantons that shrink to zero size and then grow again.
Another x−-dependent example is simply a step function
µ(τ) =

0 τ < τ1
ρ2/4πR τ1 ≤ τ ≤ τ2
0 τ1 < τ
, (3.22)
so that

















Note that in doing so we must choose a branch of the logarithm such that for z in the
upper half-plane, ln(z/z̄) = 2i arg(z), with 0 ≤ arg(z) ≤ π. The logarithms are bounded
and regular everywhere except for (x−, xi) = (τ1, 0) and (x−, xi) = (τ2, 0). As such for





































0 x− > τ2
2πi τ1 < x− < τ2
0 x− < τ1
. (3.25)
Thus we create an instanton centred at the origin at x− = τ1 and destroy it at x− = τ2.
Taking τ1 → −∞ and τ2 → ∞ we recover the static solution. However this solution has
infinite action (at least when A− = 0) arising from the delta-function in dµ/dτ .
A smoother, continuous, example is (τ4 > τ3 > τ2 > τ1)
µ(τ) =








τ1 ≤ τ ≤ τ2
ρ2







τ3 ≤ τ ≤ τ4
0 τ > τ4
.
The resulting Φ takes the rather ugly form

























































































However one can see that, since z̄ = z− i2R |~x|2, the first and last lines are finite as |~x| → 0,
whereas the middle lines behave similarly to the previous case. Thus we find a regular Φ
giving rise to a finite action (at least for A− = 0) solution to the constraint that represents
the creation and then annihilation of an instanton at ~x = 0.
3.3 Allowing general worldlines
We can significantly generalise the spherically symmetric solution (3.14). Since the equation
for Φ is linear we can obtain new solutions by summing over existing solutions. However
any sum over spherically symmetric solutions remains spherically symmetric and hence
just changes the form of the function µ. To find more solutions we can leverage the

















these symmetries is subtle in the presence of instantons. However it turns out that the
constraint equation Fij + ?Fij = 0 is manifestly SU(1, 3) invariant [16].
In particular we can consider translations. These take the form
x′− = x− − y− + 12Ωijx
iyj , x′i = xi − yi . (3.27)
If we let
Φ′(x−, xi) = Φ(x′−, x′i) , (3.28)
then we find that








= ∂̂′i∂̂′iΦ′ . (3.29)
Hence if Φ satisfies (3.5) then so does Φ′. Thus the translations (and also the Lifshitz
scaling) preserve the ’t Hooft form (3.6). Let us use these translations to derive a significant
generalisation of (3.14).
We note that the solution (3.14) is a continuous linear sum over solutions of the form
(z − τ)−1(z̄ − τ)−1, for any τ ∈ R. Indeed, by taking µ(τ) = ρ2δ(τ) we have simply




Using (3.27), we can then translate this solution to find a new solution
Φ = 1 + ρ
2
z(x, y)z̄(x, y) , (3.31)
where here for any pair of points x = (x−, xi), y = (y−, yi) in our spacetime, we define
z(x, y) = x− − y− + 12Ωijx
iyj + i4R |~x− ~y|
2 . (3.32)
In particular z = z(x, 0), and note that z(x, y) = 0 only if x = y. The real and imaginary
parts of z(x, y) constitute the unique translationally-invariant quantities. Indeed, z(x, y)
defines a very useful covariant distance, which appears for instance heavily in the form of
correlation functions [9].
Finally, in order that Φ continues to describe a particle-like configuration, we integrate
over a one-parameter family of the translated solutions, each centred at some point y(τ) =
(y−(τ), yi(τ)). The result is the solution




z(x, y(τ))z̄(x, y(τ)) , (3.33)

















Let us now interpret this solution. We once again find this solution describes a particle-
like (i.e. co-dimension four) object. This is seen by noting that Φ and hence Âi is singular
precisely at any point x such that there exists some τ with x = y(τ) and µ(τ) > 0. We see
that the spacetime curve y(τ) = (y−(τ), yi(τ)) is precisely the worldline of this particle,
with τ providing a local parameterisation along it. We recover the spherically symmetric
solution (3.14) by considering the case yi(τ) = 0 and y−(τ) = τ .
Note that we are free to sum up N disjoint particle-like configurations for Φ. Thus a
yet more general solution is then given by








for any N . Such a solution then describes not one but a swarm of N anti-instanton
particles. Note that such solutions can nonetheless be brought back to the form (3.33) by
connecting each worldline end-to-end with new segments along which µ(τ) = 0. As such,
the form (3.34) is an equivalent rather than generalised form for Φ, which is nonetheless a
useful representation of the solution.
Let us briefly comment on gauge embedding. We can seek a more general class of
constraint solutions by introducing an x−-dependent gauge Lie algebra embedding; in the
standard (i.e. R→∞) picture, doing so gives rise to additional dynamical moduli. So, at
generic R, let us consider the configuration ÂUi = U−1ÂiU , with Âi solving F̂ij = − ? F̂ij ,













The anti-self-duality constraint is then preserved if
Λij = − ? Λij . (3.37)
It is unclear if this constraint has any nontrivial solutions. It would therefore be interesting
to see if the gauge group embedding can be implemented more naturally by generalising
the worldline representation in (3.34).
Finally, as a simple example, let us consider the boosted version of the static solution.




but allow it to move in the x4 direction with velocity v:

















Further choosing Ωij = −R−1η̄2ij for concreteness, we find the covariant distance
z(x, y) = x− − τ + i4R |~x|




and the integral in (3.33) gives
Φ = 1 +
ρ2R
(





4Rv (Rvx− + vx2x4 − 2Rx4) + (vx2 − 2R)2 |~x|2
. (3.41)
This solution looks complicated, but in the limit where the velocity goes to zero we recover
the usual static solution:
lim
v→0








Φ = 1 + ρ
2
x21 + x22 + x23 + (x4 − vx−)
2 . (3.43)
Indeed, we later show in section 6.2 that we generally reproduce the usual ’t Hooft form
solutions in the R→∞ limit, with moduli that are allowed to vary arbitrarily with x−.
4 Gauge topology and instantons
We have already begun thinking of the solutions for Âi corresponding to Φ of the form (3.34)
as anti-instanton particles of the gauge field A = (A−, Ai). Let us now justify this.
We first return to the case of a single instanton centred at the origin, as given by Φ
in (3.14). Here, we will recover almost all of the important qualitative properties of the
much more general solution (3.34), while avoiding many of the more technical details.
We then generalise our analysis, and show that the solution (3.34) describes an ar-
bitrary number of anti-instanton particles, generically travelling between points at which
they are created and annihilated.
4.1 The single, spherically symmetric anti-instanton
Let us consider again the spherically-symmetric solution for Âi given by
















where recall the shorthand z = z(x, 0) = x− + i4R |~x|2. This corresponds to a choice of
y−(τ) = τ and yi(τ) = 0 in the more general solution (3.33).
It is clear then that for suitable behaviour of µ(τ) at large τ (i.e. that it is bounded),
the integral converges when |~x| > 0, and so Φ is regular away from the origin. Indeed,
the solution we will be most interested in are those for which µ(τ) has compact support.

















Now let R4∗ ∼= R4 denote the spatial slice defined by fixing some x− = x−∗ . We can






tr (F ∧ F ) . (4.2)
In our conventions, F = dA − iA ∧ A, and so we have locally tr(F ∧ F ) = dν3(A), where
ν3(A) = tr
(
A ∧ dA− 2i3 A ∧A ∧A
)
is the Chern-Simons 3-form.
It may be that the gauge field A is regular throughout R4∗. Then, Q∗ reduces to an
integral of ν3(A) over the 3-sphere at spatial infinity. However more generically the ’t Hooft
ansatz produces solutions where A is singular at xi = 0, if µ(x−∗ ) > 0. Hence, we generally












where S30 and S3∞ denotes 3-spheres around the origin and at spatial infinity, respectively.
Our key result is that, for suitable boundary conditions on A−, we have Q∗ = 0 if
µ(x−∗ ) = µ̇(x−∗ ) = 0, and Q∗ = −1 if µ(x−∗ ) > 0. In more detail, we find that when
µ(x−∗ ) > 0, the leading order behaviour of Ai near the origin matches that of a single
SU(2) anti-instanton in singular gauge centred at the origin. As such, the integral of
(1/8π2) ν3(A) over S30 is quantised in the integers; it is indeed simply equal to 1. If instead
µ(x−∗ ) = µ̇(x−∗ ) = 0, then Ai is regular at the origin and so the contribution to Q∗ from
S30 vanishes.
Conversely, we show that under reasonable assumptions on µ(τ) as τ → ±∞, the
contribution from the integral at S3∞ vanishes, for any µ(x−∗ ) ≥ 0. There are a number of
steps required to arrive at this result. Firstly, we consider how the asymptotic behaviour
of Âi both near the origin and at infinity is dictated by that of Φ. Secondly, we must
translate these asymptotics to those of the gauge field Ai rather than Âi, for which we
must additionally consider the asymptotic behaviour of A−.
We note that the form of Âi involves both Φ and ∂−Φ. This however does not pose
much of a computational complication, since provided µ(τ) is bounded as τ → ±∞, we







aΩjkxkΦ[µ]−1 (Φ[µ̇]− 1) . (4.4)
Let us now consider the behaviour of Φ[µ], both as |~x| → ∞ and |~x| → 0. Firstly, it is
immediate that as |~x| → ∞, we have Φ[µ] = 1 + O(|~x|−2). However, the corresponding
leading order behaviour of Âi requires that we know the next-to-leading-order behaviour
of Φ, which in turn depends subtly on the global properties of the function µ(τ).

















First suppose that the integral of µ(τ) over τ ∈ R converges, so that in particular
µ(±∞) = 0.5 Then, in the limit |~x|2 →∞, we have












More generally however we may consider profiles for µ(τ) such that the limits µ(±∞) =
limτ→±∞ µ(τ) exist but may be non-zero. Such choices will still give rise to finite Φ away
from worldlines, but now the behaviour as |~x| → ∞ is adjusted. We find6
Φ[µ] = 1 + 2πR
|~x|2





provided that µ converges to µ(±∞) at least as quickly as τ−2 as τ → ±∞.
Next, we can investigate the behaviour of Φ[µ] as |~x| → 0. This is most easily seen by








dτ e−iωτµ(τ) . (4.7)
with reality of µ(τ) implying µ̃(ω) = µ̃(−ω). Note, non-zero µ(±∞) corresponds to allowing
for δ-function profiles for µ̃(ω).
























Both integrals over τ can then be computed by a corresponding contour integral, with the
contour closed in the lower half-plane for the former, and upper half-plane for the latter.








dω µ̃(ω)eiωz , (4.9)
and hence,


















Therefore, we find that as we approach |~x| → 0,
Φ[µ] = 4πR
|~x|2
µ(x−) +O(1) . (4.11)
5Note that this is a sufficient but not necessary condition for Φ to be finite away from the worldline,
which requires only that µ(τ) is bounded as τ → ±∞.
6This can be seen by writing µ = 12 (µ(∞) + µ(−∞)) +
1
2 (µ(∞) − µ(−∞)) tanh(τ) + µ0(τ) where µ0


















With these results in hand, we are ready to write down the asymptotic behaviour of Âi.






assuming that limτ→±∞ µ̇(τ) = 0. Note that this holds even if we allow µ(±∞) to be
non-zero.





jσa +O (|~x|) . (4.13)
In contrast, if µ(x−∗ ) = 0 and µ̇(x−∗ ) = 0, then we have
Âi = O (|~x|) . (4.14)
Before we can say anything about Q∗, we must finally determine the corresponding asymp-
totic behaviour of Ai, determined in terms of Âi and A− by




Then, if A− dies away at least as quickly as |~x|−3 as |~x| → ∞, and is no more singular











jσa +O (|~x|) , as |~x| → 0 . (4.16)
Hence, the contribution to Q∗ from the integral over S3∞ vanishes. Conversely, the be-
haviour of Ai near the origin is precisely that of a single SU(2) anti-instanton in singular
gauge, centred at the origin, and thus the resulting contribution to Q∗ is quantised in the





dΩ3, where dΩ3 is the standard volume form on S3. Hence, the
contribution to Q∗ from the integral over S30 is precisely −1, and so we find Q∗ = −1.
We are of course free to make such a choice of boundary condition for A−, in effect
defining some refined subspace of the total configuration space in which we require A− sits.
However, it is a priori not clear that this subspace intersects with the subspace of solutions
to the classical equations of motion, and thus such a boundary condition may violate any
straightforward variational principle in the theory. However we will see below that there
are solutions for A− which leave the instanton number of Ai intact and curiously that there
are also solutions which precisely cancel the divergent behaviour of Âi near the worldline,

















4.2 Creation and annihilation
We have found that the instanton flux Q∗ on a slice R4∗ of constant x− = x−∗ depends in a
crucial way on whether µ(x−∗ ) > 0 or µ(x−∗ ) = 0. This is indicative of a singularity not just
in the gauge field but in the field strength F itself, located at points at the spatial origin
at which µ(x−) transitions from a zero to non-zero value.
We can understand this as follows. Suppose µ(τ) > 0 on τ ∈ (τ1, τ2), τ1 < τ2, and
identically zero otherwise. We have then that the total instanton flux over a constant x−
slice is −1 if x− ∈ (τ1, τ2), while it is zero for x− ∈ (−∞, τ1) ∪ (τ2,∞). We can thus
interpret the point x1 = (τ1,~0) as the location at which an anti-instanton is created, and
x2 = (τ2,~0) as the point at which it is annihilated.
We can gain further insight into the behaviour of the gauge field at the transition points
x1, x2 by considering the instanton charge over more general four-dimensional submanifolds.
Define Ω4 = (1/8π2) tr (F ∧ F ), and write Q(S) =
∫
S Ω4 for some submanifold S, so that
for instance Q∗ = Q(R4∗). Note, it is clear that away from ~x = ~0, we have dΩ4 = 0. We
in fact have that dΩ4 = 0 everywhere except for at the transition points. This is seen by
considering the integral of Ω4 over generic Gaussian pillboxes: generic cylinders embedded
in our five-dimensional space. Consider in particular Q(P ) where P is a cylinder whose
top and bottom lie transverse to the line ~x = ~0. If such a cylinder does not intersect the
line ~x = ~0, then A is defined globally over P and hence Q(P ) = 0.
Suppose instead that P does intersect the spatial origin, but that it does not contain
a transition point (see figure 1). Then, Q(P ) reduces to a pair of integrals of ω3(A) on the
small 3-spheres surrounding the two points at which the origin intersects P , with a relative
minus sign due to orientation. But these two contributions are equal, and thus Q(P ) = 0.
This is then sufficient to ensure that dΩ4 = 0 everywhere away from transition points.
We can next consider Q(S) for a generic submanifold S. The fact that Ω4 is closed away
from the two transition points implies that Q(S) is topological; we can smoothly deform
S without changing Q(S), provided that such a deformation does not drag S through a
transition point. In particular, if S doesn’t contain either of x1, x2, then S can be shrunk
to a point and Q(S) = 0. Suppose instead that S contains x1 (but not x2). We can then
smoothly deform S to a cylinder of the type described previously (see figure 2). It is clear
then that Q(S) receives a contribution of −1 from the top of the cylinder, but zero from
the bottom, and hence Q(S) = −1. Similarly, for S containing x2, but not x1, we have
Q(S) = +1. Indeed, we can consider S to be some arbitrarily small 4-sphere about either
a creation or annihilation point, for which we will still have Q(S) = −1 or Q(S) = +1,
respectively. One can understand this configuration for A more formally as the connection
on a gauge bundle not over R5 but instead over R5 \ {x1, x2}, whose non-trivialities are
characterised by the integral of the second Chern class — i.e. Q(S) — over such small
4-spheres. Alternatively, we can extend such configurations to include the points x1, x2,
provided we allow for the behaviour dΩ4 = d5x
(
δ(5)(x− x2)− δ(5)(x− x1)
)
.
Note finally that this analysis generalises trivially to the case that µ varies from zero
to non-zero and back not once but a number of times. Such a configuration describes
an anti-instanton being created then annihilated, followed by another being created then

















Figure 1. Pillbox integral with vanishing Q.
Figure 2. Instanton charge around a creation point.
4.3 Moving away from the origin
This analysis generalises easily to describe a single, static anti-instanton sitting not nec-
essarily at xi = 0 but at a generic constant worldline xi = yi. This is not immediate,
due to the unconventional translational symmetries present in the theories from which the

















giving rise to such an anti-instanton can be written as




z(x, y(τ))z̄(x, y(τ)) , (4.17)
for y(τ) = (τ, yi) with constant yi ∈ R. More explicitly, we have
















as in (4.1), except now z = z(x, (0, yi)) = x− + 12Ωijxiyj +
i
4R(xi − yi)(xi − yi). The
important point, however, is that since the instanton is still static, z is independent of τ ,
and hence we can proceed identically as before.
We are again interested in Q∗, the instanton charge on a slice of constant x−∗ . In
particular, the large |~x− ~y| ∼ |~x| behaviour is such that Q∗ receives no contribution from
spatial infinity, for suitable behaviour of A−. Conversely, we can assess the behaviour near
the wordline xi → yi by Fourier transform of µ(τ), which gives us

























+O(|~x− ~y|−1) . (4.20)
This is then enough to ensure that Âi and, for suitable boundary conditions for A−, the
gauge field Ai behaves near the worldline precisely like a single anti-instanton in singular
gauge, provided that µ(x−∗ ) > 0. If this is indeed the case, then Q∗ = −1. If however
µ(x−∗ ) = 0 and µ̇(x−∗ ) = 0, we have Q∗ = 0. Indeed, the interpretation of transition points
between these regions as creation and annihilation points, each carrying non-zero instanton
charge on surrounding 4-spheres, generalises in the obvious way.
4.4 General worldlines
We have seen that in the case that yi(τ) is constant and A− regular, the resulting gauge field
Ai describes an anti-instanton sitting at x− = yi, that is created whenever µ transitions
from a zero to non-zero value, and then annihilated when it returns to zero. These transition
points are then special points in the spacetime, carrying non-zero instanton charge.
This interpretation extends in the natural way to the more general form of Φ,








where we can assume without loss of generality that each of the µA(τA) is strictly non-zero

















throughout R5, except along curves defined by yA(τ) = (y−A(τ), yiA(τ)) for τ ∈ (τA,1, τA,2),
at which it is singular. If we further suppose that each of these curves extends in the x−
direction without turning — more precisely that each of the y−A(τ) is a strictly monotonic
function, which we are free to take as strictly increasing7—then the resulting gauge field
A describes N anti-instantons. Each is created at yA(τA,1), follows the worldline yA(τA),
and then is annihilated at yA(τA,2).
To see this, let us first for simplicity of notation restrict our attention to the case of a
single monotonic worldline and, as we did in the spherically symmetric case, consider the
asymptotic behaviour of Φ at fixed x− as we approach the worldline. We are once again
really interested in the resulting asymptotics of Âi which, for suitable boundary conditions
on A−, dictate the instanton charge Q∗ as measured over the slice R4∗ at constant x− = x−∗ .
We have




z(x, y(τ))z̄(x, y(τ)) , (4.22)
where we have implicitly used the monotonicity of y− to reparameterise the worldline such
that y(τ) = (τ, yi(τ)). The function µ(τ) is strictly non-zero on (τ1, τ2) ⊆ R, and identically
zero otherwise.
Let us first fix x− = x−∗ such that R4∗ does not intersect the worldline, i.e. x−∗ /∈ [τ1, τ2].
Then, Φ is perfectly regular throughout R4∗, and dies away sufficiently fast as |~x| → ∞ to
ensure that for suitable behaviour of A−, we have Q∗ = 0.
Suppose instead that R4∗ cuts through the interior of the worldline, that is x−∗ ∈
(τ−, τ+). Then, as we approach xi → yi(x−∗ ), the integral becomes increasingly divergent,
with the dominant contribution from a neighbourhood of τ = x−∗ . In this neighbourhood,
we can write yi(τ) = yi(x−∗ ) +O (τ − x−∗ ), and thus as |~x− ~y(x−∗ )| → 0,




z(x, (τ, yi(x−∗ )))z̄(x, (τ, yi(x−∗ )))
∼ 4πR
|~x− ~y(x−∗ )|
µ(x−∗ ) , (4.23)
which follows from (4.20). Conversely, noting the sufficiently small behaviour as |~x| → ∞,
and for suitable behaviour of A−, we find Q∗ = −1.
These asymptotics then generalise to the case of N monotonic worldlines, provided
they do not intersect. Indeed, by generalising the arguments of section 4.2, we can learn
how to read off the value of Q(S) for S a 4-dimensional submanifold that does not pass
through a transition point.
This can be summarised as follows. Suppose we have N monotonic, disjoint world-
lines, and let S be some 4-dimensional submanifold that does not pass through any of the
creation or annihilation points. Each anti-instanton is created at a point x = yA(τA,1) and
annihilated at a point x = yA(τA,2), with τA,2 > τA,1 and hence y−(τA,2) > y−(τA,1). Thus,
the x− direction defines an intrinsic direction of each worldline. Then, each time a world-
line passes in this direction through8 S ‘upwards’ in a right-handed sense, Q(S) receives a
7This is because if we have a worldline with y− strictly decreasing, we can simply reparameterise τ → −τ .

















Figure 3. The instanton charge Q(S) = −1 for a closed 4-dimensional surface S, which intersects
some disjoint worldlines. Let M be the region in R5 enclosed by S. Then, the two leftmost
worldlines are those of anti-instantons created in M , and annihilated outside. The third describes
an anti-instanton created outside M , and annihilated inside. The final, rightmost anti-instanton is
both created and annihilated outside M , but has worldline that nonetheless passes through M .
contribution of −1, while each time it passes through ‘downwards’, we pick up a +1. See
figure 3 for an illustrative example. In particular, for S a small 4-sphere surrounding a
creation point, Q(S) = −1, while around an annihilation point, Q(S) = +1.
4.5 Intersections, turning points, and graphs
Once we allow for general worldlines, there are a number of interesting additional features
our worldlines may have that were not present in the static case. These give rise to an
extended space of possible worldline configurations. Then, using the asymptotics we’ve
already found, we can show that such configurations include transition points with not
only Q = ±1, but generic Q ∈ Z.
So suppose we once again start with the N -instanton solution,








but let us go beyond the choice of monotonic, disjoint worldlines. First, we can consider

















Figure 4. Splitting of a turning worldline into several monotonic pieces.
suitably splitting up any worldlines that intersect in their interiors into smaller worldlines
joined end-to-end, we can reformulate this configuration as a set of worldlines that are
disjoint in their interiors, but may share creation and annihilation points.
We could also suppose that one or more worldline has a turning point: a point at which
the corresponding ẏ−(τ) flips sign, and the worldline turns around. However, so long as
we restrict our focus to worldlines for which ẏ− = 0 only at isolated points, we can once
again split up such worldlines into smaller sections, on each of which y− is monotonic. For
example, a worldline with y−(τ) = τ(τ − 1)(τ + 1) and µ(τ) non-zero for τ ∈ (−2, 2) is
split into three monotonic worldlines, forming a graph between four transition points (see
figure 4). It is important here to remember that, due to our freedom to reparameterise, the
only sense of ‘direction’ for a worldline is that which corresponds to increasing x−. Thus,
there is no sense in which such a split-up worldline ‘remembers’ it was once a single worldline
with turning points. So, we are lead to a more general set-up: we still have N monotonic
worldlines, but now they are allowed to share beginnings and ends. A general worldline
configuration is then a graph, whose nodes are a set of transition points, and whose edges are
a set of monotonic worldlines. However, despite this generalisation, our rules for computing
Q(S) for some generic 4-dimensional surface S carry over straightforwardly, as they care
only about the asymptotic behaviour of the gauge field in a neighbourhood of the point
at which a worldline intersects S. In particular, each time a worldline passes through S
‘upwards’ in a right-handed sense, Q(S) receives a contribution of −1, while each time it
passes through ‘downwards’, we pick up a +1. See figure 5 for an illustrative example.
It is also interesting to ask what Q(S) is when S is a small 4-sphere surrounding some
transition point y ∈ R5. It is given simply by the number of worldlines annihilated at y,
minus the number created at y (see figure 6). In this way, we can construct configurations
with arbitrary Q ∈ Z.
Lastly let us make some comments. Firstly it might appear as though there is a little
ambiguity in our analysis: given any graph of transition points and monotonic worldlines,
we can always split any worldline into a pair of monotonic worldlines, in effect introducing
a new transition point. However, such a point has Q = 0 on a small 4-sphere surrounding

















Figure 5. The instanton charge Q(S) = +1 on a closed surface S, amongst transition points joined
with monotonic worldlines. The middle two transition points lie in the region enclosed by S, while
the other two are outside.
Secondly, and we will discuss this in greater detail below, it is not hard to see that
finiteness of the action (at least for A− = 0) requires that the positions y−, ~yA as well as
µA are suitably well-behaved functions of τA. In particular we find finite actions so long
as their derivatives with respect to τA are bounded and vanish as τA →∞.
Finally, note that the interpretation of turning points as transition points, i.e. points
at which tr(F ∧ F ) is singular, is forced upon us. This is seen most simply by considering
Q(S) for S a small 4-sphere surrounding such a point, which following our discussion gives
Q(S) = −2 at a local minimum (the creation of two anti-instantons), or Q(S) = +2 at a
local maximum (the annihilation of two anti-instantons).
It is instructive to look at a simple example. We can consider a worldline with
y−(τ) = τ2 and yi(0) = 0, which has a local minimum when τ = 0 at the spacetime
origin x = (0,~0). Suppose we attempt to calculate Q(S) for S ∼= R4 the spatial slice at
constant x− = 0, which includes the turning point. As we approach |~x| → 0, we have
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Figure 6. A general transition point, with Q(S) = m− n on a small 4-sphere S surrounding it.
infinite action. Thus for µ(0) 6= 0, Q(S) is ill-defined and x = (0,~0) is a transition point.
Conversely, if µ(0) = 0 (but is still non-zero elsewhere), then x = (0,~0) is naturally thought
of as the start of two distinct worldlines. In either case, we find that the turning point
is indeed a transition point. Note further from this form of Φ that boundedness of ∂−Φ,
needed for a finite action, also requires that µ̇(0) = 0.
4.6 Constraints on Q
Despite our freedom in defining worldline configurations with arbitrary Q ∈ Z, the global
structure of such configurations nonetheless give rise to interesting constraints on the in-
stanton charges of each transition point.
Suppose we have a worldline configuration with transition points xa, a = 1, . . . ,m, with
x−a < x
−
a+1 for each a = 1, . . . ,m−1, and suppose further that all worldlines are created or
annihilated at one of these transition points, as opposed to any escaping to or from infinity.
For each a, define na = Q(S4a) ∈ Z, where S4a is a small 4-sphere surrounding xa.
By considering Q(S) for some S surrounding every xa, we have
∑
a na = 0. Indeed,










= Q (Mr) . (4.26)
Here, we smoothly deformed the disjoint union of small 4-spheres into some closed

















mation can always be done without the 4-manifold passing through any transition points,
and as such, Q is invariant under the deformation.
Then, we have Q(Sr) ≤ 0. To see this, note that we can further deformMr to a cylinder
Pr, with top and bottom at x− = y−1 , y−2 respectively, again without passing through any
transition points. We have in particular that the top of Pr lies somewhere between xr and
rr+1 (i.e. x−r < y−2 < x−r+1), while its bottom lies below all transition points (i.e. y−1 < x−1 ).
We can further take the radius of the cylinder to be sufficiently large that the only points
at which a worldline passes through Pr is on its top. Hence, following the rules of the
previous section, and taking note of the orientation of Pr as inherited from that of Mr, we
have Q(Mr) = Q(Pr) ≤ 0.
Figure 7 provides a schematic of this calculation for m = 4 and r = 2, in particular
demonstrating the continuous deformation of S41 ∪ S42 into M2 and then into P2.
Therefore, using Q(Sr) ≤ 0, we find
r∑
a=1
na ≤ 0 for all r = 1, . . .m , (4.27)
or equivalently, ∑ma=r na ≥ 0 for all r = 1, . . . ,m.
Let us finally suppose further that the graph of transition points and worldlines is
connected. In the above discussion, this then implies that Q(Sr) = Q(P ) < 0 for all
r = 1, . . . ,m − 1, i.e. that the bound (4.27) is saturated only for r = m. Therefore, we
have the strengthened statement,
r∑
a=1
na < 0 for all r = 1, . . . ,m− 1 (4.28)
or equivalently, ∑ma=r na > 0 for all r = 2, . . . ,m.
Each of these results (4.27), (4.28) is a straightforward application of the fact that
on any spatial surface we will always have Q(R4x−) ≤ 0 for any x−, provided there are no
transition points lying precisely on R4x− . This is strengthened to Q(R4x−) < 0 in the case
that the worldline graph is connected, and x−1 < x− < x−m.
Let us briefly compare these results to results on the correlation functions of SU(1, 3)
theories [9]. One finds that the modes of a particular conformal compactification of a CFT
on six-dimensional Minkowski space are precisely described by theories in five-dimensions
with an SU(1, 3) spacetime symmetry. There is then hope that such a theory in fact
captures the full spectrum of six-dimensional operators, through the inclusion of isolated
points carrying non-trivial instanton charge on small spheres surrounding them [16]. These
are precisely the ‘transition points’ of this paper. In a quantum treatment, such points
correspond to the insertion of instanton operators as in [13–15].
One can then find further constraints on such a six-dimensional interpretation to work
by dimensionally reducing correlation functions from six dimensions. In more detail, let
On denote the nth Kaluza-Klein mode of some six-dimensional operator O, corresponding
in the five-dimensional theory to a local operator dressed with an instanton operator of

















Figure 7. A schematic showing the continuous deformation of a pair of small 4-spheres S41 ∪ S42 ,
to a single surface M2 that encloses x1 and x2, and finally to a cylinder P2 that is only pierced by
worldlines on its top. The arrows represent orientation. Indeed, we can read off Q(S41) +Q(S42) =
−3 + 1 = −2 = Q(M2) = Q(P2).
as well as broader results on generic higher point functions. Strikingly, one finds that, at
least at 2- and 3-points, the correlator9 〈Onm(xm) . . .On2(x2)On1(x1)〉 is non-zero only if∑r
a=1 na < 0 for each r = 1, . . . ,m− 1, and for r = m the sum vanishes [9].
Remarkably, this rule is precisely that which is satisfied for all connected worldline
graphs (4.28), which suggests that it should apply to higher-point correlators. It would be
interesting to investigate if this holds for the dimensional reduction of 4-point correlators
of protected operators in the 6d (2, 0) theory, which can be computed in the large-N
expansion [17–24].
5 Scalar field solutions
Let us now examine the behaviour of the scalar fields on the constraint surface. In general
there is always one scalar φ in the adjoint representation that comes from the tensor
multiplet. However there can also be additional scalars Xαm in an arbitrary representation
coming from hyper-multiplets. Any such a scalar, which we denote by X, appears in the
























Here X is taken to be an any unitary representation R of the gauge group (which we take
to be SU(2)):
D̂iX = ∂̂iX − iÂai Ta(X) . (5.2)
First look at the classical equation of motion
D̂iD̂iX = 0 . (5.3)
Smooth solutions to this equation are unique up to their behaviour at the boundary by a










Thus if X vanishes on the boundary then
D̂iX = 0 , (5.5)
everywhere and so X = 0. In addition if X is the difference between two solutions which
agree on the boundary then X is also a solution but since it vanishes on the boundary the
two solutions must be equal everywhere.
Let us look more carefully at the boundary term. Since ∂̂i contains derivatives in x−














where dΩ3 is the volume element on a unit 3-sphere. Thus specifying the behaviour
on the boundary means that we must specify the spatial behaviour in the form
X = X0 +X1/|~x|2 + . . . but also the early and late values of X over all of R4. We will
examine these terms in greater detail below.
In the case of the ’t Hooft ansatz we can be quite explicit and compute






ij ∂̂iΦTa(∂̂jX) , (5.7)
where we introduced CR as the quadratic Casimir of the representation:∑
a

















For example in the adjoint representation (Ta)bc = −iεabc and hence Cadj = 2, whereas
for the fundamental representation Ta = 12σa and hence Cfund = 3/4. More gener-
ally CR = s(s+ 1) with s = 0, 12 , 1, . . .. To solve this equation we impose the ansatz
X = X(Φ(x−, ~x)) so that the last term in (5.7) vanishes. In this case we find
D̂iD̂iX = ∂̂iΦ∂̂iΦ
(
X ′′ − CRΦ2 X
)
= 0 , (5.9)

















= X0Φ−s . (5.11)
Note that there may exist other non-singular solutions since the boundary also contains
pieces from x− → ±∞.
6 Dynamics
In this section we will describe how to solve the equations of motion on the constraint























Varying with respect to G+ij , Ai, A−, φ andXαm respectively we find the equations of motion
F̂ij = − ? F̂ij ,
D̂jG
+












0 = D̂iD̂iφ ,






mTa(D̂iXαm)T adja , (6.3)
where Ta are the SU(2) generators for the representation that Xαm belongs to and T adja
are the adjoint generators.
We view the first equation as restricting the dynamics to the constraint surface defined

















is no need to explicitly solve for G+ij as its contribution to the action will vanish on the
constraint surface. Combining the second and third equations we simply find
D̂iF−i = D̂i∂−Âi − D̂iD̂iA− = 0 . (6.4)
Here we find a scalar Laplace equation for A− but now with a source. We can therefore
find a unique solution for A− for a given choice of boundary condition. Let us decompose
A− = a− +A′− , (6.5)
where
D̂iD̂ia− = D̂i∂−Âi , D̂iD̂iA′− = 0 , (6.6)
In particular we choose a− such that a− = 0 when ∂−Âi = 0. Furthermore since ∂−Âi → 0
on the boundaries we expect a− → 0 there whereas Â′− can be non-vanishing. Note that
under a gauge transformation we require
a− → ig∂−g−1 + ga−g−1 ,
A′− → gA′−g−1 , (6.7)
so we can think of A′− as an adjoint valued scalar which satisfies the same equation of motion
as the scalar φ, although it will have a different interpretation. Clearly if we start from a
static ansatz with a− = A′− = 0 can make a− non-zero by considering x−-dependent gauge
transformation while maintaining A′− = 0. In this sense we can think of D̂iD̂ia− = D̂i∂−Âi
as a gauge fixing condition. Thus we expect to find unique solutions for a− as well as A′−,
φ and Xαm given their boundary values.








































The first term gives an action for the gauge field Âi. All the remaining terms are boundary
contributions and as such depend on the choice of the asymptotic values of A′−, φ and Xαm
which are not fixed.
Let us now discuss what this action looks like using the ’t Hooft ansatz. As seen above,
for the scalars, we take
A′− = A0−Φ−1 , φ = φ0Φ−1 , Xαm = Xα0mΦ−sm , (6.9)
from some constants A0−, φ0 ∈ su(2) and Xα0m in the SU(2) representation space of Xαm

















the fields approach constant values as |~x| → ∞ whereas the x− = ±∞ behaviour is
determined by Φ.
However we need to determine a−. This was required to solve D̂iD̂ia− = D̂i∂−Âi such
that it vanishes when ∂−Âi = 0. This seems too complicated to do in general. However
it is important to look at the solution near the instanton worldlines to check that they do
not affect the original Ai gauge field topology, as discussed in section 4. For simplicity we
can consider a static worldline at xi = 0 and take the small |~x| expansion (4.11). We find










+ . . . , (6.10)
where the ellipsis denotes higher order powers of xi. We assume that there are solutions
which remain suitably bounded at |~x| → ∞. In particular a− is finite and does not affect
the singular nature of the Ai gauge field at |~x| → 0. For a moving instanton we expect a
solution similar to that found in [25, 26] which behaves as a− ∼ ηaijxi∂−yj/|~x|2 and leads to
a finite contribution to Ai. We also note that a− = 0 at transition points where µ = µ̇ = 0.
The first term in the action can then in principle be evaluated to give an expression
involving Φ and ∂−Φ given in terms of multiple integrals of µA(τ) over the instanton
worldlines. We leave this as an exercise to the enthusiastic reader.
Next we look at the remaining terms in the action which are all boundary terms arising
from scalar fields which are given by (6.9). For simplicity we set A0− = 0. For a generic
scalar solution of the Laplacian, which we simply denote by X, in a spin s representation










First we consider the component of the boundary at |~x| → ∞. As |~x| → ∞ we found
above that




(µA(∞) + µA(−∞)) + . . . , (6.12)





















Thus to obtain a finite action we require X0 = 0 or µA(±∞) = 0. This latter condition
can be thought of as the requirement that there are no instantons present at x− → ±∞
(although there can be solutions where there are instantons at any finite value of x−, just


















































where the ∂kΦ contribution vanishes since ∂kΦ ∼ xk/|~x|4 + . . .. Thus so long as ∂−Φ→ 0
faster than 1/|~x|4 this contribution will vanish.
Next we consider the contributions from the x− → ±∞ boundary pieces. Note that
0 ≤ Φ−s ≤ 1 so the only divergences in the integrals arise from the |~x| → ∞ region. To
























d4x|~x|2 ∂−ΦΦ2s+1 . (6.15)







+ . . . , (6.16)
where the ellipsis denotes lower order terms in 1/|~x|. So the first term is convergent if
µA(±∞) = 0. The second term will be convergent if ∂−Φ→ 0 faster than 1/|~x|6.



















Again given the form (6.16) with µA(±∞) = 0 at leading order we encounter integrals of
the form ∫
d4xxjxkF (|~x|2) = 14δ
jk
∫
d4x|~x|2F (|~x|2) , (6.18)
for a suitable choice of F , whose contribution will therefore vanish as ηaijΩij = 0.
Thus in summary, if µA(±∞) = 0 and ∂−Φ → 0 faster than 1/|~x|6 then the scalar
field contributions to the action from the |~x| → ∞ boundary component vanish and the
contributions from the x− → ±∞ boundary components are finite. In particular these

















6.1 A curious exact solution
Remarkably, assuming the ’t Hooft ansatz, some trial-and-error produces an exact form







2Ωij [Âi, Âj ]
= 14R
2ΩikηakjσaΦ−1∂̂i∂̂jΦ . (6.19)
In addition we have the option to add zero-modes such as uΦ2 + vΦ−1 where u, v are
constant su(2) matrices. However a non-zero u leads to singular configurations whereas
solutions with v non-zero do not change our discussion below. This solution is notable as
it means that we have explicitly solved all the dynamical field equations in terms of the
function Φ. It would be interesting to know if a similar solution exists more generally,
beyond the ’t Hooft ansatz.







+ . . . (6.20)
The extra contribution to the singularity in the gauge field actually cancels the instanton
number arising from the first term! More precisely, we find that as we approach |~x| → 0,
the Chern-Simons 3-form goes as ν3|S30 = O(|~x|
−2)dΩ3, in contrast to the finite behaviour
found previously. Noting further that this solution for A− dies away as |~x| → ∞ sufficiently
fast to not affect the contribution to Q from the integral at S3∞, we find Q = 0. Note that
the second term on its own does not define a gauge field with instanton number, but adding
it to the anti-instanton removes the instanton. Thus we find exact solutions given by Φ
but all with vanishing instanton number for the original gauge field strength Fij . These
solutions presumably still can be interpreted as some sort of worldline as the energy density
is peaked along a curve (x−(τ), xi(τ)).
Note that in this case A− does not vanish if ∂−Âi = 0. As such it doesn’t represent a
solution for a− that was introduced in (6.6). Rather it must be identified with a− + A′−
for the a− as defined and some A′−. On the other hand we argued above that we also
expect there to exist classical solutions where a− does not affect the gauge field instanton
number. For example if we consider the static case then we see that there are at least two
acceptable solutions for A− (and again we could include the zero-modes). One is simply
A− = 0 in which case Ai = Âi and we indeed find the Ai has a non vanishing instanton
number. However we can also take A− to be given by (6.19) in which case Ai does not
carry any instanton number, although Âi remains the same. For non-static solutions (6.19)
is a valid solution again leading to a vanishing instanton number for the gauge field Ai.
However we have argued that in this case there also exists a solution for a− such that (6.4)
is solved and the instanton number of Ai is non-vanishing.
6.2 Recovering Ωij = 0
Lastly let us consider the Ωij = 0 case, corresponding to R → ∞, which was studied

















on R4. As such it is determined in complete generality by the ADHM construction as
an explicit function of ~x as well as a finite set of moduli mI . As far as the constraint is
concerned these moduli can depend arbitrarily on x−. The action and equations of motion
take the same form but now Âi = Ai and D̂i = Di. We can then write
∂−Ai = ∂IAi∂−mI , (6.21)
and we expand
a− = ωI∂−mI , (6.22)
so that (6.6) becomes
DiDiωI = Di∂IAi . (6.23)
The interpretation is that a− acts as a compensating gauge transformation which en-
sures that
δAi = (∂IAi −DiωI)δmI , δmI = ∂−mIδx− , (6.24)
is orthogonal to a gauge transformation in the sense that:
DiδAi = 0 . (6.25)
In this way δAi can be viewed as a tangent vector to the moduli space of anti-self-dual
gauge fields (see [27]). We are not aware of any closed form expression for a− in the
Ωij = 0 case.10











where the moduli space metric is defined by
gIJ =
∫
d4x tr ((∂IAi −DiωI)(∂JAi −DiωJ)) . (6.27)
















written in terms of the scalar VEVs as in (5.11). In the second line we evaluated the
integral using the standard ’t Hooft ansatz obtained by taking linear combinations of the
solution (3.16) but translated to have poles at points ~yA ∈ R4. In this case only the

















boundary components at |~x| → ∞ arise. Furthermore the ρA are the size moduli. These,
along with ~yA and the gauge embedding moduli, are allowed to be arbitrary functions of
x−. Thus we recover the conventional description of dynamics on the moduli instanton
space. More generally one finds that allowing for a non-vanishing A′− leads to a connection
on the moduli space [25].
Thus for Ωij = 0 the dynamics takes place on the moduli space of anti-self-dual gauge
fields, as proposed in [7, 8]. This space is a disconnected sum with each component labelled
by instanton number and parameterised by a set of positions, sizes and gauge embedding
moduli, which we have denoted by mI , all of which are dynamical. Finite action configu-
rations consist of fluctuations of all the moduli in each connected component subjected to
a potential for their size when the scalars have a vacuum expectation value.
We know that in the R → ∞ limit, the constraint equation reduces to the usual
spatial anti-instanton equation Fij = − (?F )ij . It is worth therefore asking which solutions
to these equations are found in the R→∞ limit of our ’t Hooft solutions at finite R.
So consider the N worldline solution (3.34). As discussed in section 4, we can without
loss of generality take each of these worldlines to be monotonic and disjoint except for
possibly at their endpoints. Then let us consider the R → ∞ limit. Much of our work is
already done, since the R→∞ limit is very similar to the limit in which we approach the
worldline, |~x− ~y| → 0, where the integrals over the τA localise. In particular, one can take
the limit explicitly by making use of the Fourier techniques in section 4. Then, noting that
in the limit Âi = Ai and ∂̂i = ∂i, and further normalising as µA(τ) = (ρA(τ))2/4πR for
some functions ρA(τ), we find that as R→∞,











Thus, we precisely recover the usual ’t Hooft ansatz, in which the size modulus ρ(x−) and
position moduli yi(x−) are allowed to vary arbitrarily with time. The solution therefore
describes a set of N anti-instantons moving arbitrarily. Interestingly, we can still take
any of the ρA to have compact support, resulting in anti-instantons that are created and
annihilated. Indeed, all of the analysis of section 4 persists in the R → ∞ limit, and is
indeed much more immediate due to local form of (6.29).
It is interesting that at finite R, the value of the gauge field at some point x = (x−, ~x)
away from worldlines is determined by the moduli µA(τ), ~yA(τ) at every point along every
worldline, while in the R→∞ limit the solution localises, in the sense that the gauge field
now depends only on the ρA(τ), ~yA(τ) at τ = x−.
Finally, let us consider the fate of our solution (6.19) for A− in the R→∞ (Ωij → 0)
limit. In fact, the solution (6.19) diverges, however R−1A− is finite and becomes harmonic:
∂i∂i(R−1A−)→ 0. Therefore the combination






































where Ω′ = RΩij is a constant non-degenerate anti-self-dual tensor on R4 and Φ is har-
monic: ∂i∂iΦ = 0. The first term is the usual ’t Hooft ansatz solution and carries an
instanton number of minus one from each of the poles in Φ. As we have seen the two terms
together give a solution which does not carry any instanton number. This suggests that
even in the ordinary instanton case there is an Ω′-deformation which removes the instanton
singularities by shifting Ai















is a harmonic function which is not spherically symmetric, even if Φ is. The only difference
is that there is no preferred choice for Ω′ij but rather a three-dimensional family of choices.
7 Discussion and conclusion
In this paper we discussed the dynamics of the Bosonic sector of a class of supersymmetric
five-dimensional non-abelian gauge theories without Lorentz symmetry but which admit
an SU(1, 3) conformal symmetry. In particular we showed that a generalised ’t Hooft
ansatz linearised the anti-self-duality constraint and allowed us to construct a wide class
of solutions. These have a physical interpretation as representing instanton worldlines
where the position and size are allowed to evolve. In particular we presented finite action
examples of configurations where the instantons shrink to zero size. We interpreted these
as the creation and an annihilation of instantons in the gauge theory.
In addition to studying the constraint surface we also examined solutions to the equa-
tions of motion on the constraint surface. This in turn involved solving for a− in (6.6). A
general closed form expression for a− seems out of reach however we argued that there are
solutions to the equations of motion which do not change the nature of the original gauge
field near the worldline. In addition we also found a class of exact solutions given by (6.19)
which modify the singularity of the original gauge field Ai leading to configurations with
zero instanton number. We also showed that the scalar fields can be solved for in the ’t
Hooft ansatz and discussed their contribution to the action.
For Ωij = 0 we recover the familiar results where the constraint surface consists of
anti-self-dual gauge fields and the dynamics reduces to motion on instanton moduli space.
On the other hand for Ωij 6= 0 our ’t Hooft ansatz presents a picture where the constraint
surface consists of dynamical instanton solutions where the size and positions of the in-
stantons evolve along a worldline. The worldlines can take any reasonable form and the

















the gauge embedding moduli will also be allowed to fluctuate along the worldline. In this
case we found that a finite action requires that the instantons all shrink to zero size at
x− → ±∞. Thus it seems as if the action for Ωij 6= 0 describes the dynamics of the
creation and annihilation of instantons, whereas at Ωij = 0, once we reduce the action to
motion on the moduli space, the dynamics takes place on a background of fixed instanton
number. In the usual DLCQ prescription the full theory is captured by considering the
various instanton sectors separately, although in this case too one could introduce instanton
operators. It is also worth noting that for Ωij = 0 the scalars contributed to the action via
a potential arising from a boundary term located at |~x| → ∞. Whereas for Ωij 6= 0 such
boundary contributions lead to a divergent action unless we took the instantons to vanish
at x− → ±∞. Instead we found that the contribution of the scalars to the action comes
entirely from the boundaries at x− → ±∞.
It would be interesting to obtain a complete description of the solutions to the anti-self-
dual gauge field constraint, generalising the familiar ADHM construction, and to explore
a holographic interpretation in the large-rank limit analogous to the analysis for N = 4
super-Yang-Mills [28]. We also need to include the fermions and incorporate the effects
of supersymmetry. In future work [16] we will report on the properties of instanton oper-
ators in the quantum theory that can create and annihilate instantons and which play a
central role in extending the symmetry, following the analysis of [13–15]. It would very in-
teresting if this could provide a systematic way to compute correlators in the Ω-deformed
five-dimensional theory which goes beyond the constraints of superconformal symmetry
and does not rely on dimensional reduction. Indeed, one would hope to go in the reverse
direction by computing general correlation functions in the five-dimensional theory using
path integral methods and then assembling them into a Fourier series corresponding to
six-dimensional correlators. Lastly the large amounts of symmetry along with the lineari-
sation of the anti-self-duality constraint suggests that there maybe a role for integrability
techniques.
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