The forward-walking Green's function Monte Carlo (GFMC) method is used to compute the staggered magnetization m y in the two-dimensional, spin-1=2 Heisenberg Antiferromagnet on L L square lattices, up to L = 12. Unlike previous GFMC calculations, the method is unbiased and projects out the exact, rotationally invariant groundstate. These calculations provide con rmation of the existence of long-range antiferromagnetic order in the groundstate. A known relationship between m y and the leading nite size correction, coupled with high precision groundstate energy calculations, is used to reduce the error in extrapolating to the thermodynamic limit. The data extrapolate to m y = :3075 :0025, only slightly di erent from the spin-wave theory result :3034. Several perfect singlet trial wavefunctions used to reduce the statistical error are discussed. A possible explanation as to why exact diagonalization extrapolations tend to yield low values of m y is presented.
I. INTRODUCTION
In response to the discovery of the high-T c superconducting oxides, the recent urry of theoretical work on the two-dimensional Heisenberg antiferromagnet (HAF) has shown convincingly that its groundstate possesses long-range order (LRO). 1;2;3;4;5;6;7 In this paper I discuss a new method to compute the long-range order parameter, (the staggered magnetization m y ), via quantum Monte Carlo simulation. The results provide con rmation that the LRO does indeed exist, along with a fairly accurate estimate of the value for m y .
The forward-walking method removes some of the drawbacks present in the previous methods of nite temperature path integral Monte Carlo 1;2;8 (PIMC) and of extrapolated Green's function Monte Carlo. 3;4 In the former the calculations are done at non-zero temperature and so one must take care that T is low enough (for a given sized system). It is rigorously known through the Mermin-Wagner theorem 9 that no LRO exists at any T > 0 for the in nite lattice HAF in two dimensions. Some of the problems that may arise are discussed by Gross et al. 2 One has T = 0 quite accurately in the GFMC method, however, there exists a technical problem in that the spin con gurations are not distributed by the groundstate wavefunction squared but rather by the groundstate wavefunction times a known trial wavefunction. Thus, the average of observables (such as spin-spin correlation functions) are biased unless the trial wavefunction is exceedingly close to the exact groundstate. The bias is usually corrected for by extrapolating away to linear order the (presumed small) di erence between the exact and trial wavefunctions. This procedure is potentially dangerous since from variational calculations it is known that one can obtain very low energies from wavefunctions both with and without LRO. 10 The extrapolated GFMC method also produces non-rotationally invariant averages in that the LRO order points primarily in the xy plane, 3;4 while it is known that the exact groundstate has longrange correlations independent of the spin direction. One can test that the extrapolated 2 predictions do not change as one 'de-optimizes' the trial wavefunction but this method is not completely foolproof. The forward-walking algorithm 11 used here avoids these di culties by the brute force production of spin con gurations distributed by the exact, T = 0, rotationally invariant singlet groundstate.
The forward-walking calculations were begun in an attempt to provide additional evidence on the existence of LRO without having the potential pitfalls mentioned in the previous paragraph. By no means do I imply that the numerical predictions from thenite temperature PIMC or the extrapolated GFMC are incorrect, in fact, my results agree with those calculations. The point is that since until recently the very existence of LRO in this system was uncertain, 12 it seems useful to provide veri cation by a more \robust" technique.
A somewhat surprising result that has emerged from all of the work on the 2-dimensional HAF is that the value of m y appears to be very close to the spin-wave theory result m y swt = 0:3034 (the units are those in which the prefectly ordered N eel state has m y = 1=2). The close agreement was unexpected because spin-wave theory should be least accurate for the low spin of 1=2 and also because of the \precarious" nature of the LRO in two dimensions. 13 The value I nd for the staggered order is slightly ( 1:5%) above m y swt . This result is consistent with the prediction of Tang and Hirsch 14 based on the di erence between their sublattice-symmetric spin-wave theory and exact results for small lattices with N 26, and also consistent with the results of long perturbative series expansions about the Ising limit.
5;7
The paper is organized as follows. In sec. II the Green's function Monte Carlo (or \projection Monte Carlo") algorithm is described including the error reduction technique of importance sampling. The exact method of calculating expectation values of operators via forward-walking is discussed in detail in sec. III. Trial wavefunctions used to accelerate the convergence are outlined in sec. IV then followed by the presentation and interpretationof the GFMC results in sec. V.
II. COMPUTATIONAL METHOD
The antiferromagnetic Heisenberg Hamiltonian is: 
for all i residing on one of the two sublattices, the sign of the raising and lowering term in H is reversed. From this one can show that all matrix elements of the operator K = C ?H in the S z basis are positive, where C = (J=4)N bond with N bond = 2N = the total number of bonds on the periodic lattice. Furthermore, the operator K projects out the groundstate j 0 i (in a given total magnetization sector), that is, 
where E 0 is the groundstate energy.
The symbol S will be used to denote a spin con guration of the entire system: S = (S z 1 ; : : : ; S z N ). The positivity of K and of the groundstate wavefunction (6) where the sum is over all possible fS 1 ; : : : ; S M g. The groundstate energy is given by:
where E loc (S) hSjHj G i hSj G i :
The function E loc (S) is called the \local energy": it depends on the instantaneous con guration S and when averaged with respect to f(S) yields the exact groundstate energy.
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The GFMC algorithm may be described as follows.
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A random \walker" is de ned to be a spin con guration and weight pair: (S ; w ), where w is a positive real number.
One starts with an initial population fS g ( = 1; : : : ; N pop ) of walkers drawn (via, say, the Metropolis algorithm) from the known function G (S) T (S) and all of the weights are set to unity. One then stochastically evolves each walker from (S ; w ) to (S 0 ; w 0 ), where w 0 = w , = X SK (S; S );
and S 0 is sampled from the known, normalized transition probability P(S 0 ) =K(S 0 ; S )= : (10) Note that for the present applicationK(S 0 ; S ) is non-zero only when S 0 = S or when S 0 and S di er by at most a single interchange of nearest neighbor + and ? spins.K is therefore very sparse. Updating all members of the population will be referred to as advancing one generation. The steady state limit of the random process is a set of walkers distributed by the function f(S), and so the average of E loc (S) over this set provides an estimate of the groundstate energy.
In the implementation of the above method one nds the weights w quickly get out of hand. Each weight has a tendency to grow or decline exponentially with time, and so after a certain number of generations only a few walkers possess most of the total weight. One wastes computational e ort on the remaining walkers, and so some sort of recon guration should be done. 18;20 What I have done is to split a walker into two copies (each with weight w =2) whenever w exceeds 2. Walkers are combined when their weights get below 1=2. 21 This form of recon guration leads to a uctuating number of random walkers (branching). There, therefore, is a chance that either all of the walkers will die o or the number will exceed the maximum value one desires to keep in computer memory. This drawback may be removed by means of a second recon guration. One scheme is to use at the nth 6 generation the kernelK
rather thanK. The factor g(n) drives the population to the desired base level. This latter recon guration introduces a (usually small) bias to all estimated quantities because the factor g(n) is correlated with the recent history of the walk. The bias may be systematically removed by taking larger base populations or by dividing out a su ciently large number k of factors (i.e., g(n) g(n ? k) for a measurement at generation n) from all estimates. 22 In my calculations I have found there is often a small, but statistically signi cant, bias for N pop as large as 6000. The bias increases with the system size L, evidently because of the reduced e ective number of walkers resulting from longer autocorrelation times. The Appendix contains additional details.
The e ciency of the algorithm can be greatly improved by using better guiding functions. From Eqs. (7) and (8) it is evident that the closer G is to the exact groundstate the smaller will be the uctuations in the local energy. From Eqs. (5) and (9) it can be seen that no branching occurs in the limit G ! 0 .
I have taken the guiding function of the form
that is, a nearest neighbor Gutzwiller wavefunction. 23 The variational parameter b is chosen to give the lowest expectation value of energy h G jHj G i. 24 Positive b induces antiferromagnetic correlations in the z?components of spin. Given the simple form for G it is possible to sample the (importance sampled) kernelK(S 0 ; S) exactly by rejection. This is fortunate because it cuts down on unnecessary branching induced by including a factor such as G (S 0 )= G (S) as an additional weight in . The form in Eq. (12) also allows a straight-forward bookkeeping scheme that enables the of sampling P(S 0 ) and the updating 7 of to be independent of the system size N. Thus, the time to evolve a given number of walkers through a xed number of generations is independent of N. 
where the quantities u ij may be obtained numerically from nite lattice sums. The slow decay of u ij ( 1=r ij ) leads to long range order in the xy plane. The function LR is not rotationally invariant, however. Unfortunately, the extra computational cost (a factor of N) from using LR as a guiding function does not appear to be o set by the gain in e ciency due to diminished branching and shorter projection times.
III. FORWARD WALKING
The quantity we are interested in computing is the staggered magnetization given by m y q h 0 j(M y ) 2 j 0 i: (14) M y = 1 (16) or in the language of the GFMC random walk,
where I have assumed O is an operator diagonal in the S basis and have set O(S) hSjOjSi. W(S) is a factor that accounts for projecting the trial wavefunction, rather than the guiding wavefunction, into the groundstate. The factor is
Eq. (16) This fact reveals the primary drawback of the forward-walking algorithm, namely, since the population is held approximately constant, there will be some amount of time after which all members of the population have sprung from a single predecessor. Thus, all of the measurements of O, save one, are lost from consideration, which leads to large statistical (and often systematic) errors. It is therefore crucial to use a good guiding wavefunction G to minimize branching (and hence the rate at which families may die o ) and to choose a good projecting wavefunction T to minimize the number of iterations M required to reach the groundstate. The system size dependence of the statistical error is discussed in the Appendix. In a single simulation one may investigate a range of projection times M, 9 spread the 'origin of the forward-walk' (where the measurements are made) over the entire run, and investigate a variety of projection trial functions T . In these ways correlated sampling is taken advantage of.
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The program and algorithm were extensively checked against the known m y = 0:525858 result for the L = 4 case. The convergence of the forward-walking projection for L = 6 and 8 and two di erent projection wavefunctions T is shown in g. 1.
IV. CHOICES OF T
In this work three di erent trial wavefunctions have been explored as projection functions. The rst is simply the nearest neighbor Gutzwiller function (Eq. (12) I have also used the long-range wavefunction LR of Manousakis (Eq. (13)). Unfortunately, it proved to be only slightly better than the nearest neighbor Gutzwiller function. This must be due to the fact that although LR has LRO, it lies primarily in the xy plane. Presumably the quantity h LR jK M (M y ) 2 j 0 i would converge much faster than the z-component alone, however, it would be quite di cult to implement this in a forwardwalk because the xy piece of the observable is not diagonal in the S z basis. Perhaps an algorithm in which occasional steps are made with the observable rather than K could be implemented 32 , however such a method was not attempted in this work.
The nal wavefunction used was a perfect singlet N eel state. Let jNeeli denote either of the two N eel states in the S z basis. A perfect singlet (i.e., rotationally invariant) version of this state may be obtained by \spherically averaging": j ns i PjNeeli (18) \ns" denotes N eel singlet. The projection operator P is given by an equal amplitude summation over all possible rotations:
where S tot = P i S i . The integrals may be readily worked out and the result is
The factor in front is simply the Marshall sign, that is, the phase introduced by the unitary transformation of Eq. Since ns is rigorously orthogonal to those states the forward-walking projection time is shorter. The improvement is seen in g. 1. In fact, a factor of L is gained in convergence time since only the spinwave-like excited states (with (E 1 ? E 0 )=N c=L 3 where c is the spin-wave velocity) need to be projected out. The triplet and higher total spin states have (E 1 ? E 0 )=N 1=L 4 . As mentioned above, the error in the forward-walkingmethod increases dramatically with increased projection time since more \families" have died o . Unfortunately, the gain in e ciency from the use of ns was no more than a factor of two over that from G . The poor performance is probably due to the fact that ns , while a perfect singlet, is a relatively poor wavefunction, and so there is much uctuation of the weights in Eq. (17) . It is worthwhile to note that since ns has too much LRO and G has too little, one has a useful check of the algorithm in that they converge to the same value, as g. 1 demonstrates for L = 8.
It would be useful both computationally and theoretically to develop more accurate singlet functions T . It is straight-forward to apply the singlet projection operator P to Manousakis' long range wavefunction LR , however I have not found a way to evaluate hSjPj LR i in a number of operations less than the size of the Hilbert space ( 2 N ). The evaluation of hSjRV Bi is equivalent to a dimer counting problem that may be performed via a Pfa an technique 35 (in other words, it is equivalent to evaluating the determinant of an N N matrix that depends on S). The forward-walking measurements may be spaced at intervals N generations (or more) and so the computation of hSjRV Bi may not be too costly. This possibility is presently being explored. Finally, it would be interesting to explore whether the long-ranged RVB wavefunctions may be implemented. These functions have been shown to yield the most accurate variational representation of the groundstate to date. 10 
V. ANALYSIS OF RESULTS
The staggered magnetization from the forward-walking calculations are presented in Table I . I note that the value for the 4 6 lattice is in agreement with the recently corrected diagonalization result of Dagotto and Moreo. 36 The 4 6 result in table I is close to the 12 average of the 4 4 and 6 6 values, which is quite reasonable. 37;38 What now remains is to extrapolate the data in Table I to the thermodynamic limit.
By mapping the long wavelength properties of quantum antiferromagnets onto the nonlinear sigma model (presumably correct when long-range order does exist), Neuberger and Ziman 37 have derived a result for the leading nite size correction of the staggered magnetization,
where m y is the L ! 1 limit of the nite system groundstate value m y L . is determined from (the large L limit of) various lattice sums and is a function of the aspect ratio. For L L lattices the result is 37 = :6208. is related to the nite size dependence of the groundstate and higher spin excitation energies via, 37 ;39
Neuberger and Ziman's result is = 1=c . In Eq. (22) S denotes the total spin of the system, and re ects the well known fact that the absolute groundstate is a perfect singlet. c is the spin-wave velocity and is the uniform (or perpendicular) susceptibility.
By performing GFMC calculations of the energy for various L and S I have extracted c and and nd that = 9:20 0:26. The details of the computation will be published elsewhere. The calculation of the energy does not involve forward-walking and so in general the the statistical error is smaller than for (m y L ) 2 . The use of the constraint from Eq. (21) reduces the statistical error in the extrapolation L ! 1 by at least a factor of ten because it provides information about very large systems. The intercept of the t, m y , is thus not as free to uctuate as it would without the constraint. A least-squares t of (m y L ) 2 to the form A + B=L + C=L 2 along with the constraint yields m y = :3075 :0025. 40 The t is plotted in g. Fitting the known L = 4 value and the data in Table I term is signi cant, the good agreement is probably fortuitous. 47 Nevertheless, the trend is clear. It is possible that the lattice shape dependent 1=L coe cient ( in Eq. (22)) derived by Neuberger and Ziman 37 would alleviate the problems encountered in using the non-square lattices. However, since the O(1=L 2 ) contribution is fairly large for these lattices, it may also be necessary to have some knowledge of how the higher-order terms depend on lattice shape.
In summary, I have reported unbiased GFMC staggered magnetization data for the square lattice spin-1=2 Heisenberg Antiferromagnet on lattices ranging from L = 6 to 12.
The extrapolation of these data to L = 1 indicates that there is long-range antiferromagnetic order in the groundstate, thereby con rming the conclusions of previous numerical treatments. GFMC estimations of the spin-wave velocity and uniform susceptibility have been used to constrain the nite size t and lead to an accurate value for the staggered magnetization, with m y = :3075 :0025. This value is slightly above the second order 15 spin-wave theory value of m y swt = 0:3034. Although it may be quite di cult to compute 7 , it would be interesting to see whether the prediction of third order spin-wave theory moves closer to the \exact" numerical results or moves away indicating, perhaps, that the spinwave series is actually asymptotic. . is also the time required to project the trial state into the groundstate via forward-walking. Because of the autocorrelation only N gen = of the generations are \independent". At least for the system studied here, and quite possibly generally, it has been shown 32 that the number of distinct families (a family is the set of walkers descended from the same predecessor) is very nearly inversely proportional to the generation time. So during a uctuation lasting of length a walker passes the uctuation on to its successors. Hence the number of independent walkers at any given time is really N pop = (since the family basically \shares" the uctuation). Finally, the forward-walk su ers from diminished statistics due to the death of families (in addition to that described in the previous sentence) and an additional factor of must be included in . For a quantity that does not su er from the forward-walk error enhancement (such as the energy) the error scales as L 3 , due to the removal of one factor of . These forms t the observed errors for L = 4 to 12 very well. The rapid decrease of the number of independent observations N ind with increasing system size suggests that great care should be exercised in the interpretation of simulation results, as they may quickly become meaningless (i.e. biased) when N ind is not su ciently large. The forward-walking 17 algorithm yields good results for the HAF, and so it seems likely that it should be even more e cient for problems with a \larger" gap, for example, anisotropic systems. Work along these lines is presently underway. to the thermodynamic limit using small lattices only. L = 6 is the present GFMC result, while the smaller system sizes are from exact diagonalization. The dotted curve is a quadratic t to all of these system sizes, while the solid curve is a t to the perfect square lattices (L = 2; 4; 6) only. The former extrapolates to m y = 0:255 and the latter to m y = 0:297. The intercept from the larger lattice GFMC simulations is m y = 0:3075 (see Fig. 2 ). 
