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We explore the advantages of using an asymmetric pulse modulation on a two-level system (TLS)
coupled to one or more thermal baths in the context of quantum thermal machines and thermometry.
For a thermal machine constructed by coupling the TLS to two thermal baths, we demonstrate that
the asymmetric pulse provides an extra degree of control over the mode of operation of the thermal
machine. Further, we also show that an asymmetric pulse may provide superior optimality in a
recently proposed protocol for quantum thermometry, where dynamical control has been shown to
enhance the precision of measurement.
I. INTRODUCTION
The last two decades has seen a spurt in research on the
modeling and dynamics of open quantum systems [1–4].
These systems, in general, exhibit dissipative phenomena
and therefore provide natural test-beds for investigating
the quantum origin of dynamical processes such as quan-
tum heat exchanges and quantum heat transport. A cru-
cial ramification of this development has been the revi-
talization of the age-old quest for integrating quantum
mechanics and thermodynamics into a single framework,
thus leading to the emergence of the field of quantum
thermodynamics [5–11]. A major chunk of research in
this field has focused on the building and analysing toy
models of ‘quantum thermal machines’, such as quantum
equivalents of heat engines and refrigerators [12–15]; the
motivation being that understanding the classical version
of these machines had led to the foundation of classical
thermodynamics.
As in classical thermal machines, the design and work-
ing of the quantum thermal machines are also based on
cyclic processes, i.e. the system and the environment
should return to their initial configuration. In this re-
gard, a theoretical framework of periodically driven open
quantum systems has been formulated [16–18]to deal
with quantum systems which, apart from being coupled
with external environment, are described by a periodic
time-dependent Hamiltonian. Importantly, a direct ap-
plication of this framework has been shown in the con-
text of designing continuous quantum thermal machines
[6, 13, 19, 20]. In the simplest of realizations, the working
substance of these machines consist of a quantum system
(with discrete energy levels) which is perpetually coupled
to one or more baths or heat reservoirs in contrast to
reciprocating thermal machines, such as those based on
Carnot or Otto cycles [14, 21–25]. In addition, the Hamil-
tonian of the system is periodically modulated with the
consequent dynamics resulting in exchange of quantum
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‘heat’ and ‘work’. A plethora of works [13, 26–30] have
explored the performance of these quantum machines in
terms of work output and efficiency, which have remark-
ably been found to be consistent with thermodynamic
principles. On the other hand, periodic modulation of a
‘qunatum probe’ coupled to a thermal bath has also been
shown to significantly enhance the precision [31] in low-
temperature quantum thermometry [32–35] by increasing
the relevant quantum Fisher information (QFI) [36, 37],
which in turn lowers the theoretical minimum error set
by the quantum Cramer-Rao bound.
However, all of the works mentioned above are based
on a symmetric form of the periodic modulations. In
other words, the form of the modulation on either side of
the half-cycle are mirror copies of each other, for example
– sinusoidal or square-pulse modulations. In this work,
we explore the consequences of using an asymmetric-
pulse modulation (APM) in the two different but related
applications discussed above, i.e. in designing quantum
thermal machines and enhancement of precision in low-
temperature quantum thermometry. The APM we use is
of the form of a rectangular pulse whose ‘up’ and ‘down’
time within a single time-period are not necessarily equal
(see Fig. 1).
The motivation behind using an asymmetric modu-
lation is as follows. The Floquet-Lindblad approach
[16, 17] to the dynamics of periodically driven quantum
system reveals that the action of a Markovian thermal
bath acting on a periodically driven system can be con-
sidered equivalent to infinite number of ‘sub-baths’ acting
simultaneously on the system. The multiple sub-baths
are artifacts of the infinite number of ‘Floquet side-bands’
or ‘photon sectors’ created as a consequence of the peri-
odic modulation, each of which independently exchange
energies with the ‘physical baths’. It is worthwhile to
note that each of the sub-baths, when acting indepen-
dently on the system, steers the system towards different
Gibbs states determined by the spectrum of the corre-
sponding photon sector. Nevertheless, the final steady-
state is determined by the simultaneous action of all the
sub-baths. Importantly, the contribution of a particular
sub-bath depends on its bath spectral response function
ar
X
iv
:2
00
5.
08
50
9v
1 
 [q
ua
nt-
ph
]  
18
 M
ay
 20
20
2G(ω) and a weight factor Pq. While the former encodes
all the information regarding the physical baths and is
therefore often pre-determined and difficult to tune, the
later depends on the characteristics of the modulation
itself. In this work, we illustrate that in contrast to a
symmetric modulation, an asymmetric pulse can pro-
vide a more flexible control on the final steady state,
either through a ‘renormalization’ of the excitation ener-
gies that are dynamically generated in the steady state,
or by lifting the symmetry of the weight factors Pq about
q = 0.
Let us briefly recapitulate some of the well-known
properties of continuous quantum thermal machines.
A continuous quantum thermal machine usually con-
structed using a two-level system (TLS) perpetually cou-
pled to two thermal baths is known to be capable of work-
ing both as a quantum heat engine and quantum refrig-
erator [6, 13, 19]. The mode of operation is determined
and controlled by the modulation frequency; at the crit-
ical value of the modulation frequency where the system
switches the mode of operation, the system attains the
Carnot efficiency [38], although all heat currents as well
as the power generated vanish. This is similar in charac-
teristic to the classical Otto engine, which also achieves
the Carnot efficiency in the limit of vanishing work out-
put. Apart from engine-like and refrigerator-like opera-
tions, quantum thermal machines are also known to oper-
ate as ‘heat distributors’ where an external work is used
to supply heat energy to both the hot and cold baths,
and as ‘accelerators’ where the heat transfer from the
hot bath to the cold bath is accelerated with the help of
an external power source [39].
Apart from functioning as toy models of quantum heat
engines and refrigerators, simple quantum systems, such
as a qubit (TLS) or a harmonic oscillator, when con-
nected to baths, have also found applications as efficient
‘quantum probes’ in the field of quantum metrology [40–
44]. The idea is to make indirect measurements on the
system which in some cases can be more precise than a
direct measurement of the small parameter to be esti-
mated. As for example, it has been shown that perform-
ing indirect measurements at the Carnot point, where
a thermal machine switches opertion from engine-like to
refrigerator-like operations or vice-versa, can significantly
enhance precision in quantum thermometric and magne-
tometric measurements [34, 45]. Recently, it has been
shown that a measurement on the steady state popula-
tions of a periodically modulated quantum system in con-
junction with a thermal bath of unknown temperature,
provides a more precise estimation of the bath tempera-
ture [31]. Importantly, the quantum Fisher information
(QFI) using this protocol scales as 1/T 2; consequently,
the theoretical lower bound of the relative error, set by
the quantum Cramer-Rao bound, remains finite till ex-
tremely low temperatures.
The rest of the paper is organized as follows. In Sec. II,
we briefly outline the Floquet-Lindblad formalism used
for analyzing dynamical evolution of open quantum sys-
tems modulated periodically with an APM and also de-
rive the general form of the steady state. In Sec. III, we
explore the operation of the thermal machine constructed
by modulating a two-level system with an APM and per-
petually coupled with two thermal baths. In Sec. IV, we
highlight the advantage of using an APM in enhancing
precision in thermometric measurement using dynami-
cal control. Concluding statements and scope for future
research are presented in Sec. V. Necessary calculations
to support the derivations in Sec. II is provided in Ap-
pendix. A, while a short derivation of the heat currents
found in the steady state of the continuous quantum ther-
mal machine is outlined in Appendix B.
II. ASYMMETRIC-PULSE MODULATION OF
OPEN QUANTUM SYSTEMS
Let us consider a two-level system (TLS) coupled to an
arbitrary number of thermal baths which do not interact
with each other. The Hamiltonian of the composite sys-
tem (including the baths) is,
H(t) = Hs(t) +
∑
b
Hb +HI , (1)
where Hs(t) is the periodically modulated Hamiltonian
of the system, Hb is the Hamiltonian describing the b-th
thermal bath and HI denotes the time-independent in-
teraction between the system and the baths. The system
Hamiltonian Hs(t) is of the form (see Fig. 1),
Hs(t) =
1
2
ωs(t)σz =
1
2
(ω0 + µΩ)σz, 0 < t < t0,
1
2
(ω0 − µΩ)σz, t0 < t < τ,
(2)
where Ω = 2pi/τ is the frequency of modulation, µ de-
termines the modulation strength and σz is a Pauli ma-
trix. We note that the above modulation corresponds to
a symmetric pulse when t0 = τ/2; for t0 6= τ/2, it corre-
sponds to an APM. We do not specify any explicit form
of Hb as we are only interested in the reduced dynamics
of the system. As for the interaction HI , the following
form is assumed,
HI = λ
∑
b
σx ⊗Bb, (3)
where λ denotes the strength of system-bath coupling,
which is assumed to be identical in case of all baths while
σx (Pauli matrix) and Bb are Hermitian operators acting
locally on the Hilbert spaces of the system and b-th bath,
respectively.
To analyze the dynamical evolution, we first note that
the Floquet evolution operator which drives the evolution
over one period in the absence of dissipation is given by,
UF = T e−i
∫ τ
0
Hs(t)dt = e−iHF τ , (4a)
3t0 τ 2 τ 3 τ 4 τ 5 τ
ω0 - μΩ
ω0+μΩ
ω0
t
ωs(t)
FIG. 1. Profile of the asymmetric pulse modulation (APM),
with time-period τ = 2pi/Ω and modulation strength µ, ap-
plied on the Hamiltonian of the TLS (see Eq. (2)). Within
a single time-period, the pulse is ‘up’ for a duration t0 and
‘down’ for a duration τ − t0. For t0 = τ/2, the pulse is sym-
metric.
where the Floquet Hamiltonian HF is given by,
HF =
1
2
(
ω0 + µΩ
(
2t0
τ
− 1
))
σz =
1
2
ω¯σz. (4b)
We crucially note here that for symmetric modulation
t0 = τ/2, the Floquet Hamiltonian is simply HF =
ω0σz/2, i.e. the Floquet spectrum is insensitive to the
strength µ or the frequency Ω of modulation. Next,
we rewrite Eq. (3) in the interaction picture (see Ap-
pendix. A for detail) as,
H˜I = λ
∑
b
σx(t)⊗Bb(t), (5a)
where,
σx(t) =
∑
q∈Z
(
ξqe
−i(ω¯+qΩ)tσ− + ξ∗qe
i(ω¯+qΩ)tσ+
)
, (5b)
Bb(t) = e
iHbtBbe
−iHbt. (5c)
For the APM, the coefficients ζq assume the form,
ξq =
µ
(
e−2iµΩt0(1−
t0
τ )+iqΩt0 − 1
)
ipi
(
q − 2µ(1− t0τ )
) (
q + 2µ t0τ
) . (6)
Proceeding as in Refs. [6, 13, and 19], the Floquet-
Lindblad equation (in the interaction picture) governing
the evolution of the reduced density matrix of the TLS
is,
dρ
dt
= Lρ =
∑
b,q
Lbqρ, (7a)
Lbq = Pq
[
Gb(ω¯ + qΩ)
(
σ−ρσ+ − 1
2
{σ+σ−, ρ}
)
+Gb(−ω¯ − qΩ)
(
σ+ρσ− − 1
2
{σ−σ+, ρ}
)]
. (7b)
where,
Pq = |ξq|2 =
4µ2 sin2
[
2µpi t0τ
(
1− t0τ
)− qpi t0τ ]
pi2
[
q − 2µ (1− t0τ )]2 [q + 2µ t0τ ]2 (8)
and Gb is the bath spectral function of b-th bath. The
above equation can be interpreted as follows. The pe-
riodic modulation results in the generation of multiple
copies or harmonics of the system Hamiltonian with spec-
tral width ω¯+ qΩ and are separated by integer multiples
q of the modulation frequency Ω. Each of this harmonics
interacts with the bath and the resulting dissipation is
captured by the Lindblad operators Lbq. The asymptotic
steady state is now easily obtained by solving the eigen
equation Lρ˜ss = 0 as,
ρ˜ss =
1
1 + r
(
r 0
0 1
)
, (9a)
where,
r =
∑
q,b PqG
b (ω¯ + qΩ) e
− ω¯+qΩTb∑
q,b PqG
b (ω¯ + qΩ)
, (9b)
and Tb is the temperature of the b-th bath. It can be
shown that the time-independent steady state ρ˜ss in the
interaction picture translates to a periodic steady state
ρss in the Schrodinger picture which satisfies ρss(t+τ) =
ρss(t). However, in the rest of this work, we will analyze
the relevant quantities only in the interaction picture.
III. APM IN CONTINUOUS QUANTUM
THERMAL MACHINES
We now consider the case where the number of ther-
mal baths is restricted to two. The ‘hot’ bath has a
temperature Th and the cold one has temperature Tc,
such that Th > Tc. In the steady state, energy is contin-
uosly exchanged with between the TLS and the hot and
cold baths, which are identified as the hot current Jh and
cold current Jc, respectively. In addition, the continuous
pumping of energy in or out of the system through the
modulation is identified as the work current or power Jp.
In analogy with classical machines, the thermal machine
is considered to operate as a heat engine when Jh > 0,
Jc < 0 and Jp < 0. In the refrigeration regime of oper-
ation, the quantities reverse their sign. From the steady
state defined in Eq. (9), the currents are calculated as
(see Appendix B),
Jh(c) =
∑
q
ω¯ + qΩ
r + 1
PqG
h(c) (ω¯ + qΩ)
(
e
− ω¯+qΩTh(c) − r
)
(10)
where Jh and Jc are the heat currents flowing from the
hot bath (Th) and cold bath (Tc), respectively, to the
4Jh
Jc
Jp
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FIG. 2. (a) Illustration of the refrigerator to engine transition with parameters chosen as ω0 = 2, Tc = 1, Th = 3, Ω = 1 and
µ = 0.01. The Carnot point, as can be calculated from Eq. (16), is therefore t0/τ = 0.5. At the carnot point, the heat currents
and power vanish simultaneously and the transition is evident from the flipping of signs of all the currents across the point.
(b) An example of refrigerator to heater transition for parameters chosen as Ω = ω0 = 0.1, µ = 0.1 and same temperature of
the baths as in (a). Unlike (a), this transition always occurs at t0/τ = 0.5; across this point, only of sign of the cold current Jc
changes thereby signaling a refrigerator to heater transition.
TLS. Similarly, the power can be calculated using energy
conservation principle as,
Jp = −(Jh + Jc). (11)
We now take a closer look at the coefficients Pq. In this
section, we work within the limit µ  1. Consequently,
Eq. (8) reduces to,
P0 =
[
sin
(
µΩt0(1− t0τ )
)
2µpi t0τ (1− t0τ )
]2
, (12a)
Pq 6=0 =
2µ sin
(
qΩt0
2
)
piq2
2 (12b)
The above equation shows that the value of Pq diminishes
as |q| increases. Therefore, we keep ourselves restricted
to only the leading order coefficients P0 and P±1. Sec-
ondly, we also introduce the following cutoffs for the bath
spectral functions,
Gh(ω) = 0 ∀ ω ≤ ω¯, Gc(ω) = 0 ∀ ω ≥ ω¯ (13)
Using Eqs. (10) and (11), the heat currents and the
power are now found to be,
Jh = K (ω¯ + Ω)
(
e
− ω¯+ΩTh − e− ω¯−ΩTc
)
, (14a)
Jc = K (ω¯ − Ω)
(
e−
ω¯−Ω
Tc − e− ω¯+ΩTh
)
, (14b)
Jp = −2KΩ
(
e
− ω¯+ΩTh − e− ω¯−ΩTc
)
, (14c)
where K is a positive constant given by,
K = 4µ
2 sin2
(
Ωt0
2
)
Gh(ω¯ + Ω)Gc(ω¯ − Ω)
pi2
[
Gh(ω¯ + Ω)
(
1 + e
− ω¯+ΩTh
)
+Gc(ω¯ − Ω)
(
1 + e−
ω¯−Ω
Tc
)] (14d)
We now analyze the different modes of operation as fol-
lows. The thermal machine works as a heat engine if
Jh > 0, Jc < 0 and Jp < 0. Similarly, refrigera-
tion occurs when Jh < 0, Jc > 0 and Jp > 0. Addi-
5tionally, the thermal machine is also capable of work-
ing as a ‘heater’ when Jh < 0, Jc < 0 and Jp > 0.
Let us first assume that ω¯ > Ω. Examining Eq. (14),
it is clear that engine like operation is achieved when
(ω¯−Ω)/Tc > (ω¯+ Ω)/(Th) while refrigerator like opera-
tion is achieved for (ω¯−Ω)/Tc < (ω¯+ Ω)/Th. Therefore,
there exists a critical point, namely the Carnot point,
where the heat currents as well as the power vanish and
the thermal machine switches operation from engine like
to refrigerator like and vice-versa. The Carnot point is
identified by the relation,(
Ω
ω¯
)
cr
=
Th − Tc
Th + Tc
. (15)
Note that for a symmetric pulse t0 = τ/2, the above
equation reduces to Ωcr,sym = ω0(Th − Tc)/(Th + Tc),
which is identical for the case of sinusoidal modulation in
Ref. [19]. In this case, the mode of operation of the ther-
mal machine can only be switched by tuning the mod-
ulation frequency Ω, which provides the only degree of
control over the mode of operation. On the contrary, in
the case of the APM, one can rearrange Eq. (15) as,(
t0
τ
)
cr
=
1
2
[
1 +
ω0
µ
(
1
Ωcr,sym
− 1
Ω
)]
, (16)
which implies that for a fixed modulation frequency Ω,
the transition can also be induced by tuning t0, as shown
in Fig. 2(a). In other words, the degree of deviation from
a symmetric profile of modulation provides an extra de-
gree of control over the mode of operation of the thermal
machine. However, we note that since 0 < t0/τ < 1, a
critical (t0/τ)cr exists only if the following condition is
satisfied, ∣∣∣∣ω0µ
(
1
Ωcr,sym
− 1
Ω
)∣∣∣∣ ≤ 1. (17)
Next, let us further consider the situation Ω = ω0. We
therefore have,
ω¯ + Ω = 2ω0
(
1 + µ
(
t0
τ
− 1
2
))
, (18a)
ω¯ − Ω = 2µω0
(
t0
τ
− 1
2
)
. (18b)
If we now choose t0/τ < 1/2, we have ω¯ + Ω > 0 as
µ  1, while ω¯ − Ω < 0. Consequently, e−(ω¯−Ω)/Tc >
e−(ω¯+Ω)/Th . With this choice of parameters, it can be
easily seen from Eq. (14) that the heat currents satisfy
Jh, Jc < 0 and the power Jp > 0. As already mentioned,
this corresponds to the thermal machine working as a
heater where work is done to supply heat to both the
baths. On the other hand, for t0/τ > 1/2, we have ω¯ −
Ω > 0 but, the condition e−(ω¯−Ω)/Tc > e−(ω¯+Ω)/Th still
holds as ω¯ + Ω  ω¯ − Ω ≈ 0. Hence, only the sign of
Jc is reversed, which corresponds to a refrigerator like
operation. An example of this transition is illustrated in
Fig. 2(b). Thus, we have demonstrated the possibility
of tuning t0 to drive a refrigerator-heater transition if
the modulation frequency is in resonance with the un-
modulated TLS, i.e. Ω = ω0.
IV. APM IN QUANTUM THERMOMETRY
We now illustrate how a TLS modulated with an APM
can be used to measure the temperature of a thermal
bath with a precision higher than that possible with a
symmetric pulse. The advantage of using the APM is
manifested in the form of a higher QFI and consequently
a lower minimum bound on relative error. We briefly
outline the measurement protocol below.
Let us consider a thermal bath whose temperature T
is to be measured. The quantum probe we choose is a
TLS which is coupled to the bath and its energy levels
are periodically modulated using an APM as discussed
in Sec. II, with the number of baths now restricted to
one. The TLS therefore reaches a thermal steady state
ρ˜ss (see Eq. (9)). This steady state can be characterized
through the parameter r given by,
r = e−
ωeff
T =
∑
q PqG (ωq) e
−ωqT∑
q PqG (ωq)
. (19)
where ωq = ω¯+qΩ. First, we note that for given values of
µ and t0/τ , we can always set the modulation frequency
Ω, such that ω−n = ω¯ − nΩ→ 0+. Further, if T ∼ ω−n,
we have e−ω−(n−1)/T , e−ω−(n−2)/T , · · ·  e−ω−n/T . In
addition, the thermal baths satisfy the Kubo-Martin-
Schwinger (KMS) condition, G(−ω) = G(ω)e−ω/T . Con-
sequently, Eq. (19) simplifies to,
r =
P−nG (ω−n) e−
ω−n
T∑∞
q=−n PqG (ωq)
= νe−
ω−n
T , (20)
where Pq is obtained from Eq. (8). The steady state
therefore assumes the form (see Eq. (9)).
ρ˜ss =
(
%1 0
0 %2
)
=
1
1 + νe−
ω−n
T
(
νe−
ω−n
T 0
0 1
)
. (21)
Measuring the steady state populations, one can hence
determine the temperature T of the bath.
However, it is known the minimum error in such a mea-
surement is theoretically lower bounded by the quantum
Cramer-Rao bound which states,
∆T
T
≥ ε = 1
T
√MH , (22)
where M is the number of repeated measurements per-
formed and H is the quantum Fisher information (QFI)
[36, 37]. For our case, the QFI is easily calculated as,
H =
2∑
i=1
1
%i
∣∣∣∣∂%i∂T
∣∣∣∣2 = νe−
ω−n
T ω2−n(
1 + νe−
ω−n
T
)2
T 4
, (23)
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FIG. 3. Weight of the Floquet side-bands for (a) t0/τ = 0.5, µ = 1 and (b) t0/τ = 0.25, µ = 2. One clearly see that in the
later asymmetric case P−1  Pn 6=−1.
.
where T ∼ ω−n.
It is easy to check that the maximum QFI is obtained
for ν = eω−n/T . At T ≈ ω−n, this corresponds to ν =
2.72. However, by definition, ν ≤ 1 and hence optimality
is achieved when the following condition is satisfied.
P−nG(ω−n) P−qG(ω−q), q 6= n. (24)
To demonstrate how this can be easily achieved using the
APM, let us consider the simple case of a nearly flat bath
spectrum,
G(ω ≥ ωmin > 0) = G0; G(ω → 0) = 0, (25)
Recalling Eq. (8), one can check that P−q achieves max-
imum when 2µt0/τ = q, for q > 0. As a simple example,
consider ω−n = ω−1 ≥ ωmin. P−1 is therefore maximum
when µ = τ/(2t0).
To illustrate the advantage of using an APM, let us
first consider the case of a symmetric pulse (t0 = τ/2).
In this case, the maximum value of P−1 is achieved for
µ = 1; however P−1 = 0.25 ≤ P0, P1 as is seen in
Fig. 3(a). This reflects the fact that for a symmetric pulse
Pq = P−q, ∀q. Consequently, the only way to satisfy the
condition given in Eq. (24) in the case of the symmetric
pulse is through careful manipulation of the bath spec-
tral function, for example, by setting a low upper cutoff
for G(ω). We note that the above results obtained for
the symmetric pulse are similar to that obtained for a
sinusoidal modulation analysed in Ref. 31. Let us now
analyze how the scenario changes in the case of APM.
For t0 6= τ/2, one can immediately see that Pq 6= P−q.
This creates the possibility of manipulating the parame-
ters µ and t0 such that P−n > Pq for q 6= −n. We illus-
trate this with an example where we choose µ = 2 and
t0/τ = 0.25 so that the equality µ = τ/(2t0) is satisfied.
As shown in Fig. 3(b), for these choice of parameters, we
have P−1 ≈ (1− t0/τ)2 = 0.563 Pn 6=−1.
To quantify the advantage, let us compare the max-
imum of the QFI achieved for the APM to that of the
symmetric case. In the latter case, the dominant con-
tributions are from P0, P±1, P±2 as can be seen from
Fig. 3(a). However, G(ω−2) is exponentially suppressed
(as dictated by the KMS condition). Therefore, the pa-
rameter ν evaluates to,
νsym =
P−1G(ω−1)∑2
q=−1 PqG(ωq)
≈ 0.263, (26)
which yields a QFI of
Hsym = 0.08
T 2
, (27)
in the limit ω−1T ≈ 1. On the other hand,
for the APM, the dominant contributions arise from
P±2, P±1, P0, P3, P4 and P5. Proceeding as before,
we obtain
νasym ≈ 0.592, (28)
and the corresponding QFI value as,
Hasym = 0.15
T 2
. (29)
Substituting the QFIs calculated above in Eq. (22), we
finally obtain,
εasym
εsym
≈ 0.73, (30)
thereby clearly demonstrating that an APM lowers the
minimum error bound as compared to the case of sym-
metric pulse.
7V. CONCLUSION
In summary, we have highlighted the advantages of
using an asymmetric pulse modulation in the context of
two different applications of periodically modulated two-
level systems coupled to thermal baths. In the first case,
we have explored the consequences of using an APM on
a TLS coupled to two different thermal baths. For a
symmetric pulse, such a system is known to work both
as a quantum heat engine and quantum refrigerator, de-
pending upon the frequency of modulation. We have
shown that tuning the length of up time (or down time)
of an asymmetric pulse also allows switching of the mode
of operation of the thermal machine between heat en-
gine, refrigerator and heater regimes. Thus, an asym-
metric modulation provides an extra degree of control
over the mode of operation, which may be experimen-
tally useful, particularly in cases when the frequency of
the modulation is not easily tunable. Secondly, we have
demonstrated the advantage of the APM over a sym-
metric pulse in quantum thermometry, where the peri-
odically modulated TLS is coupled to a single thermal
bath and its steady state populations are measured to
read off the bath temperature. In particular, we have
shown that the optimality achieved in terms of maximiz-
ing the QFI using the APM is superior to that of the
symmetric case. In future, it might be worth explor-
ing other forms of asymmetric modulations such as in
sinusoidal modulation. The consequences of using APM
in the case of strong system-environment couplings and
non-Markovian dynamics may also lead to exciting re-
sults and applications.
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Appendix A: The interaction Hamiltonian HI in
interaction picture
In this appendix, we outline the steps to rewrite the
interaction Hamiltonian HI of the main text in the inter-
action picture. Noting that [Hs(t), Hb] = [Ha, Hb] = 0
∀ a, b where a, b are bath indices, HI in the interaction
picture is obtained as,
H˜I = λ
k∑
b=1
σx(t)⊗Bb(t)
= λ
k∑
b=1
(
U†s (t)σxUs(t)
)⊗ (U†b (t)BbUb(t)) , (A1a)
where
Us(t) = T e−i
∫ t
0
Hs(t
′)dt′ , (A1b)
Ub = e
−iHbt. (A1c)
To evaluate Eq. (A1a), we first write
Us(t) = P (t)e
−iHF t (A2)
where P (t) = T e−i
∫ t
0
(Hs(t
′)−HF )dt′ satisfies P (t + τ) =
P (t). The periodicity of P (t) subsequently allows a
Fourier decomposition of σx(t) as,
σx(t) =
∑
q∈Z
(
ξqe
−i(ω¯+qΩ)tσ− + ξ∗qe
i(ω¯+qΩ)tσ+
)
, (A3)
where ω¯ is defined in Eq. (4b) of the main text. The
coefficients ξq are given by,
ξq =
1
τ
∫ τ
0
e−i
∫ t
0
(ωs(t
′)−ω¯)dt′e−iqΩtdt. (A4)
Substituting ωs(t) from Eq. 2 of main text, we explicitly
evaluate ξq as,
ξq =
1
τ
(∫ t0
0
e−i
∫ t
0
(ω0+µΩ−ω¯)dt′e−iqΩtdt
+
∫ τ
t0
e
[
−i ∫ t00 (ω0+µΩ−ω¯)dt′+∫ tt0 (ω0−µΩ−ω¯)dt′]e−iqΩtdt)
=
µ
(
e−2iµΩt0(1−
t0
τ )+iqΩt0 − 1
)
ipi
(
q − 2µ(1− t0τ )
) (
q + 2µ t0τ
) . (A5)
Appendix B: Heat currents in continuous thermal
machines
To determine the heat currents, we first note that each
sub-bath in principle can individually take the system to
a Gibbs-like steady state determined by the eigenvalue
equation Lbqρssb,q = 0 where b = h, c. These steady states
are of the form,
ρssb,m =
1
Z exp
(
ω¯ + qΩ
ω¯
βbHF
)
, (B1)
where βb = 1/Tb, Z = Tr
(
exp
(
ω¯+qΩ
ω¯ βbHF
))
and HF
is given by Eq. (4b) of main text. Following [17? ],
8we calculate the rate of change of von-Neumann entropy
S(t) = −Tr (ρ(t) ln ρ(t)),
dS(t)
dt
= −Tr (ρ˙(t) ln ρ(t)) = −
∑
b,q
Tr
(Lbqρ(t) ln ρ(t)) ,
(B2)
where we have substituted Eq. (7a) to obtain the
second equality. Next, we use Spohn’s inequality,
Tr
(
Lbqρ(ln ρ− ln ρssq,b)
)
≤ 0 to arrive at,
dS(t)
dt
≥ −
∑
b,q
Tr
(Lbqρ(t) ln ρssq,b) = ∑
j
Jb(t)
Tb
, (B3)
where the heat currents Jb in the steady state are ob-
tained as,
Jb =
∑
q
(
ω¯ + qΩ
ω¯
)
Tr
(
LbqρssHF
)
. (B4)
Finally, substituting ρss from Eqs. (9) and (9b), the heat
currents assume the form,
Jh(c) =
∑
q
ω¯ + qΩ
r + 1
PqG
h(c) (ω¯ + qΩ)
(
e
− ω¯+qΩTh(c) − r
)
.
(B5)
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