Attractors and symmetries of vector fields: The inverse problem  by González-Gascón, F. & Peralta-Salas, D.
J. Math. Anal. Appl. 335 (2007) 789–807
www.elsevier.com/locate/jmaa
Attractors and symmetries of vector fields:
The inverse problem
F. González-Gascón a, D. Peralta-Salas b,∗
a Departamento de Física Teórica II, Universidad Complutense, 28040 Madrid, Spain
b Departamento de Matemáticas, Universidad Carlos III de Madrid, 28911 Leganés, Spain
Received 14 March 2006
Available online 12 February 2007
Submitted by C. Rogers
Abstract
The inverse problem of constructing dynamical systems X with a prescribed compact attracting set
K ⊂ Rn and non-trivial dynamics on it is solved. The boundaries ∂ of the attracting basins correspond-
ing to different connected components of K and the relationship between the symmetries of K , X and ∂ are
also studied.
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1. Introduction
In this paper we are interested in studying the (local) attractors of Rn-vector fields (v.f. in
what follows), that is, the invariant sets under the flow of X that locally trap all the orbits of the
v.f. X.
Smooth attractors [1] arise in several contexts of science: fluid mechanics [2], nonlinear optics
[3], circuit theory [4], kinetic chemical models [5], cooperative systems [6], road traffic flow [7],
modeling of neurological control systems and the human brain [8,9], mathematical biology [10–
15], etc. A good review of global attractors arising in dynamical systems described by partial
differential equations can be found in [16].
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mon zeros of several analytic (Cw) functions of Rn, although it is not difficult to adapt our
constructions to the differentiable category in some cases (see Section 4). Since fractal sets can
be defined as the zero level of smooth (C∞) functions [17], but not as the zero level of analytic
functions, strange attractors [18–21] are automatically excluded from our study.
For the sake of simplicity only compact (without boundary) attractors will be considered in
this work.
The inverse problem of constructing plane and Rn v.f. X (n > 2) with a prescribed analytic
compact attractor K is discussed in Section 2 (note that K is not necessarily a differential sub-
manifold). While the results in Section 2.1 are known, Section 2.2 (inverse problem in R2 when
K is not a submanifold) and Sections 2.3 and 2.4 (inverse problem when n > 2) are apparently
new. The vector fields constructed in this section are smooth and not trivial when restricted to K ,
that is X|K ≡ 0. The main contribution of this section is that we provide an explicit construction
of vector fields with given attracting set and any given (non-trivial) dynamics on this set.
Our techniques extend certain approaches to the inverse problem (see Refs. [22–24]) in which
only a trivial dynamics on K (that is X|K ≡ 0) is considered. Note, however, that in these works
the set K may possess a bad local behavior and hence it cannot be defined as the common zeros
of analytic functions. The results that we obtain also allow to gain some insight into a question
formulated in Ref. [22]: is it possible to characterize those compacta K that can be attractors
of flows on manifolds such that K contains a dense orbit? We prove that any analytic compact
submanifold K of dimension m< n in Rn, connected or not (the sphere S2 is excluded), can be
a local complete attractor of a smooth v.f. in Rn possessing, at least, a dense orbit on K .
The inverse problem of constructing vector fields with given attracting set and non-trivial
dynamics on it is particularly important in the study of many dissipative evolution equations. It
is known that in many cases these equations possess a finite (Hausdorff) dimensional compact
attractor K . One of the techniques usually employed to understand the asymptotic behaviour
of an evolution equation consists in embedding its attracting set K and its dynamics into RN ,
for some high enough N , and extending the resulting v.f. to the whole RN in such a way that
the image of K , i(K), is a global attractor of the extended v.f. [25]. Although this procedure
generally gives rise to a set i(K) which is not an analytic submanifold and the dynamics on this
set is only Hölder continuous (but generally non-trivial), the techniques of this work could prove
to be useful in this context (note that the results in [22–24] are not useful in this context because
the constructed vector field vanishes on the attractor).
As an application of the constructions in Section 2 we study the symmetries of the attrac-
tors and their attracting basins and boundaries in Section 3. We are not aware of similar results
concerning the relationship between symmetries and attracting boundaries, in the literature.
Finally, in Section 4, some interesting remarks and open problems are discussed.
2. The inverse problem: Construction of vector fields with given attracting set
The inverse problem consists in finding Rn v.f. X whose orbits are asymptotic (see Eq. (3))
to a certain compact subset K of Rn, which is the union of a finite number Nd of compact sub-
manifolds V idd (id = 1, . . . ,Nd) with trivial normal bundle, d standing for the dimension of the
submanifold (d = 0,1, . . . , n − 1). For simplicity reasons the manifolds V idd are assumed to be
disjoint. Under these conditions K is called an attractor of X (for more details see Sections 2.1–
2.4).
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represent each of these submanifolds as follows [26–30]:
f
id
1 (x) = 0,
...
f
id
n−d(x) = 0,
x ∈ Rn,
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(1)
f
id
k (id = 1, . . . ,Nd and k = 1, . . . , n− d) being analytic functions and
rank
(∇f id1 , . . . ,∇f idn−d)∣∣V idd = n− d. (2)
The reader should remember that Eqs. (1) define just the points of V idd . That is, no points of Rn
outside V idd are included in Eqs. (1).
Note that ∇ stands for the standard gradient operator in Rn. Condition (2) prevents of the
existence of peaks or self-intersections in the sets V idd . Recall that it has just been assumed that
any couple of these sets is disjoint.
Consider now the set K =⋃id ,d V idd and let N(K) be a neighbourhood of K . We say that the
Rn vector field X is asymptotic to K in the following sense:
x0 ∈ N(K) ⇒ w+(x0) ⊂ K, (3)
w+(x0) being the set of the positive limit points (t → +∞) of the solutions ϕ(t;x0) of X
through x0.
Via Eq. (3) we can obviously write
A =
( ⋃
x0∈N(K)
w+(x0)
)
⊂ K, (4)
A being the subset of K formed by the union of the w-limits w+(x0), x0 ∈ N(K).
When the strict equality holds in Eq. (4), that is when A = K , K is called [1,31] complete
attractor of X near K . Otherwise K can be called incomplete attractor of X. An example of
incomplete attractor is given in Section 2.2.
Let us now pass to the problem of constructing the v.f. X when the attractor K is known. In
Sections 2.1 and 2.2 we construct X when n = 2 and then for n = 3 (Section 2.3) and n  4
(Section 2.4).
2.1. The inverse problem in the plane
Let V i00 (i0 = 1, . . . ,N0) and V i11 (i1 = 1, . . . ,N1) be a finite numbers of points Pi0(xi0, yi0)
and compact curves defined by f i11 (x, y) = 0, f i11 being analytic functions satisfying the rank
condition (2), that is rank(∇f i11 )|f i11 =0 = 1.
Note that Eq. (2) excludes a bad representation of, say, V 11 = unit circle, in the form f 11 =
(x2 + y2 − 1)2 since (∇f 11 )|f 11 =0 = 0.
Define now, as in the R2 literature on this problem [32–37], a Cw function f (x, y) given by
f (x, y) =
∏[(
x − xi0)2 + (y − yi0)2]f i11 (x, y). (5)i0,i1
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The v.f. X having f−1(0) as an attractor is defined as follows:
X = (fy,−fx)− f∇f, (6)
where the subscripts x and y of f denote partial derivatives.
The v.f. Xt = (fy,−fx), Xn = −f∇f and X = Xt + Xn possess the following properties:
(P1) f is a first integral of Xt = (fy,−fx). In particular Xt is tangent to K on the curves V i11 .
(P2) ( •f 2)= d(f 2)
dt
= −2f 2(∇f )2  0. (7)
(P3) (
•
f 2) = 0 ⇒ {f = 0} or (∇f )2 = 0. In fact, as we now show, the analyticity of f implies:
x ∈ {( •f 2)= 0}∩N(K) ⇒ x ∈ {f = 0}. (8)
Indeed since f is a Cw function the set of points x for which (∇f )2 vanishes is an analytic
set intersecting N(K)−K in a finite number [26–30] of isolated points Si and not accumu-
lating 1-dimensional continua Cj . The isolated points Si and the continua Cj not meeting
K can be excluded by shrinking N(K) conveniently. If some of the Cj , say C1 ⊂ K ,
meets K then ∇f = 0 on C1 implies that f (C1) = 0. But this contradicts the equality
K = {f (x, y) = 0}, since f would vanish on (K ∪C1) ⊃ K .
(P4) Finally, by the continuity of f 2 the level sets of f 2 near K are tubular neighborhoods [17]
around K . This fact and Eq. (7) imply that the positive orbits (t > 0) of X near K are
bounded (the compact sets {f 2  ε}, ε small, are traps, see Eq. (7), for the orbits of X
when t > 0).
(P5) We have at this point all the necessary conditions to apply LaSalle’s theorem [38–40] to the
triple (X, f 2, (
•
f 2) = 0) getting:
∀x0 ∈ N(K) ⇒ w+(x0) ⊂ {f = 0} = K (9)
and therefore:
A =
( ⋃
x0∈N(K)
w+(x0)
)
⊂ K. (10)
Equation (10) proves that K is asymptotically stable under the flow of X. At this stage, proving
that A = K is immediate since:
– x0 ∈ N(Pi0) ⇒ w+(x0) = Pi0 , for any of the isolated points Pi0 ∈ R2 constituting the attrac-
tor.
– x0 ∈ N(V i11 ) ⇒ w+(x0) ⊂ V i11 . Now, w+(x0) is connected, closed and invariant under X [40]
and since X|
V
i1
1
= 0 (see the rank condition in (2)) the only invariant set in V i11 is V i11 itself.
Therefore, in this case if x0 ∈ N(V i11 ) then w+(x0) = V i11 . Accordingly A =
⋃
w+(x0) =
(
⋃
i Pi0)∪ (
⋃
i V
i1) = K , as we desired to prove.0 1 1
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satisfying:
Xt∇f = −p(x, y)f (x, y),
p(x, y) 0,
(Xt)|f=0 = 0
⎫⎬
⎭ (11)
instead of Xt∇f = 0, as before (see Eq. (6)). Anyway we shall not make use of Eq. (11) for
p(x, y) not identically zero.
We next study the case in which K is no longer a submanifold.
2.2. The inverse problem in the plane when the set K is not a submanifold
We now briefly discuss the case in which several of the analytic curves V i11 constituting K (see
the beginning of Section 2.1) meet in a finite number of points (that is we eliminate the condition
of mutual disjointness) and furthermore some of the curves V i11 can have self-intersections and
peaks (the rank condition (2) on a discrete set of points in V i11 is now dropped). The intersection
points of, say, V 11 and V
2
1 are of two types: tangencies and real intersections (that is, ∇f 11 and
∇f 21 are not parallel at the real intersection points). Note that it is assumed that V i00 ∩ V i11 = ∅.
We call S the (singular) subset of K formed by the points of tangencies, intersections, self-
intersections and peaks. Note that Cardinal(S) = finite as a direct consequence of the analyticity
of the functions f i11 [26–30]. We define the function f and the v.f. X as in Eqs. (5) and (6).
It is immediate to prove (by the implicit function theorem) that (∇f )|S = 0 and therefore
X|S = 0.
The reader can easily check that the properties (P1) to (P5) of Section 2.1 also hold in this case
and therefore we can conclude that A = (⋃x0∈N(K) w+(x0)) ⊂ K and hence K is asymptotically
stable under the flow of X. The fact that X is zero at certain (singular) points of the curves implies
that K could not be a complete attractor in some cases.
In order to illustrate the importance of the zeros of X at certain points of the curves defining
K we now give an example for which A = K . Note that in this example Xt = (fy,−fx).
Example. Consider the following v.f.
X = Xt − f∇f = 2xy(−y, x)−
(
x2 + y2 − 1)∇(x2 + y2 − 1) (12)
obtained upon multiplication of (fy,−fx) with the function xy and addition of the term −f∇f ,
f being the function x2 + y2 − 1. The set K is the unit circle x2 + y2 − 1 = 0.
The reader can see (computer package pplane5 for MATLAB, 1997) that the attracting set A
is formed by the four zeros of X in K : (0,1), (0,−1), (1,0) and (−1,0), and therefore A = K .
That is K is not a complete attractor of the v.f. (12).
Nevertheless it is easy to prove that A = K for the plane v.f. of type (6) with f = f1f2, for
which: (i) the closed curves {f1 = 0} and {f2 = 0} meet transversaly at isolated singularities S,
and (ii) (∇f1)|f1=0 = 0, (∇f2)|f2=0 = 0. One has just to check that the v.f. (fy,−fx) is hyper-
bolic at any point P of S.
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write after a convenient rotation of the coordinate axes:
f1 = y +O(2),
f2 = y −mx +O(2),
m = 0,
⎫⎬
⎭ (13)
where the constant m represents the angle of the curves {f1 = 0} and {f2 = 0} at (0,0).
The hyperbolicity of (fy,−fx) at (0,0) now follows immediately. This implies the hyperbol-
icity of the v.f. (6) since the term f∇f is a perturbation of the first term (fy,−fx) due to the
presence of the factor
f = y(y −mx)+O(3). (14)
The reader can check that A = K holds as well in the following example, for which {f1 = 0} and
{f2 = 0} are not differentiable submanifolds at (0,0) and ( 12 ,0), respectively:
f = f1f2,
f1 = y2 − x3(1 − x),
f2 = y2 −
(
3
2
− x
)3(
x − 1
2
)
,
⎫⎪⎪⎬
⎪⎪⎭ (15)
in which K = {f = 0} and S = {(0,0), ( 32 ,0), ( 34 ,± 3
√
3
16 )}.
The computer graphic yields A = K (computer package pplane5 for MATLAB, 1997).
One can be tempted to conjecture that A = K for any (isolated) singularity set S. We have
tried to prove this conjecture without success.
In ending this section note that the proof just given holds when Eq. (6) is replaced by
X = g(x, y)(fy,−fx)− f∇f,
g(x, y) > 0.
}
(16)
2.3. The inverse problem in R3
For R3 v.f. the inverse problem takes the form: A finite number N1 of analytic disjoint cyclic
curves V
i1
1 and a finite number N2 of analytic disjoint compact surfaces V i22 are given and a v.f.
X must be constructed such that K =⋃N1i1=1 V i11 ∪⋃N2i2=1 V i22 is a complete attractor of the orbits
of X (near K).
Note that the attracting set K is now free from isolated points due to the fact that the handling
of them is rather trivial.
2.3.1. Attractors of dimension 1
We first consider that K =⋃N1i1=1 V i11 . The analytic cycles V i11 can be non-trivial knots and
can be linked among them. Since each connected component of K is a global analytic set then,
according to Whitney–Bruhat’s theorem [27], the set K is also a global analytic set and thus there
exist analytic functions f1 and f2 such that we can represent K as follows:{
f1(x) = 0, f2(x) = 0
}
,
x ∈ R3,
fi ∈ Cw,
rank(∇f ,∇f )| = 2.
⎫⎪⎪⎬
⎪⎪⎭ (17)1 2 K
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valid only in a neighbourhood of K) but it can be globalized to R3 by applying to K Watanabe–
Miyoshi’s theory [41,42].
A v.f. X such that the compact set K is a local complete attractor is required (inverse problem).
Let us define X via the formulae:
X = ∇f1 ∧ ∇f2 − ∇f,
f = f 21 + f 22
}
(18)
where ∧ stands for the standard vector product in R3. Note that K = {f = 0} and Xt = ∇f1 ∧
∇f2 is a non-zero tangent v.f. to K .
Under these conditions the set K is asymptotically stable under the analytic v.f. X in Eq. (18).
To prove this we proceed as in Section 2.1, getting:
d
dt
(f ) = −(∇f )2,
∇f = 0 on N(K)−K
}
(19)
and hence we conclude that A ⊂ K . Since the v.f. Xt does not vanish on the curves V i11 (see
Eqs. (17) and (18)) we get (as in Section 2.1) that A = K .
Note that when the rank condition in (17) does not hold on a singular set S ⊂ K (singular
analytic subset of K formed by intersections, self-intersections, tangent points and peaks of the
curves V
i1
1 ) we can conclude that A ⊂ K (but not necessarily A = K), as discussed in Section 2.2.
2.3.2. Attractors of dimension 2
We now study the case K =⋃N2i2=1 V i22 , V i22 being analytic compact surfaces. According to
Whitney–Bruhat’s theorem [27] we can represent the compact set K as follows:
f (x) = 0,
x ∈ R3,
f ∈ Cw,
rank(∇f )|K = 1.
⎫⎪⎪⎬
⎪⎪⎭ (20)
As is well known [17] the surfaces V i22 are h-handles tori (h = 0,1,2, . . .), the number of
handles h depending on the index i2. We shall immediately see that a v.f. X having K as complete
attractor can be constructed when h(V i22 ) > 0.
The v.f. X for which K is asymptotically stable is, as usual, defined by
X = Xt − f∇f. (21)
Xt being a global smooth v.f. satisfying:
(α) Xt∇f = 0. We just need the fulfilment of this equation on a neighbourhood N(K) of K .
(β) There exist orbits of (Xt)|
V
i2
2
which are dense on each V i22 (i2 = 1, . . . ,N2).
Vector fields Xt satisfying conditions (α) and (β) are constructed in this way:
(a) One first constructs a smooth v.f. X∗t on K with orbits dense on each V i22 [43,44]. Such a
vector field always exists assuming that h(V i22 ) > 0.
(b) X∗t being defined on the closed set K , it can be extended to a smooth R3 vector field Xextt
via extension theorems of Whitney type [45–47]. Xextt is analytic in R3 −K .
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X˜t = Xextt −
Xextt ∇f
(∇f )2 ∇f. (22)
This v.f. is smooth on N(K) because ∇f = 0 near K (see Eq. (20)). Finally the smooth v.f.
Xt can be obtained by extending X˜t to R3 via the standard procedures of extension of vector
fields [45–47]. Note that this extension is necessary because the v.f. in (22) is not global: since
K is a compact, codimension 1 submanifold then f will have vanishing gradient at some points.
Due to this, condition (α) will be, in general, only satisfied in N(K), but this is enough to prove
that K is a complete attractor of X, as we show immediately.
Proceeding in the standard way we get, in N(K), from Eq. (21):
( •
f 2
)= −2f 2(∇f )2  0 (23)
and therefore A ⊂ K . Since Xt is ergodic [43] on each connected component of K we finally get
A = K , that is K is a complete attractor.
2.3.3. Attractors of dimensions 1 and 2
We now finally study the case K =⋃N1i1=1 V i11 ∪⋃N2i2=1 V i22 , i.e. the attracting set K is a finite
union of disjoint closed curves V i11 and compact surfaces V i22 , both of them analytic. By appli-
cation of Whitney–Bruhat’s theorem [27] to the constant dimension sets V1 =⋃N1i1=1 V i11 and
V2 =⋃N2i2=1 V i22 , these sets can be represented in the form:
V1 =
{
f1(x) = 0, f2(x) = 0
}
,
V2 =
{
g(x) = 0},
x ∈ R3,
f1, f2, g ∈ Cw,
rank(∇f1,∇f2)|V1 = 2,
rank(∇g)|V2 = 1.
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(24)
It will be shown that the compact set K is a complete attractor of the smooth v.f. X = Xt − ∇f ,
f and Xt are defined as follows:
(1) f is any smooth extension [45–47] of the local function defined by f = f 21 + f 22 on N(V1)
and by f = g2 on N(V2). This definition implies that the zero set of f in N(K) is just the
attractor K , i.e. {f = 0} ∩ N(K) = K . Although f could vanish outside N(K), this would
be irrelevant for what follows.
(2) Xt is a smooth v.f. such that Xt = ∇f1 ∧ ∇f2 on N(V1) and Xt = Xextt − X
ext
t ∇g
(∇g)2 ∇g on
N(V2), where Xextt is constructed as in the preceding subsection. Note that condition (α) in
Section 2.3.2 holds in N(K) = N(V1)∪N(V2). That is, Xt∇f = 0 on N(K).
By restricting our reasonings to N(K) we get that
•
f = −(∇f )2  0 and therefore { •f = 0} ∩
N(K) ⇒ x ∈ K . Finally, since Xt is not zero on each V i11 and possesses dense orbits on each V i22
we can assert that K is a complete local attractor of the flow of X = Xt − ∇f near K .
Let us end this subsection with an example in which K is a 1-handle torus and A = K .
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(i) F−1(0) is just the circle r = 1, z = 0, which is the global minimum of F .
(ii) The level sets of F in the (r, z) plane are topological circles around the point (1,0) of in-
creasing area as r → 0+ and accumulating around the z axis.
Define Xt, X and f by:
Xt = ∂φ + Fz∂r − Fr∂z,
X = Xt − f∇f,
f = F (r2, z)− c,
⎫⎬
⎭ (25)
where c is a positive real number. Obviously Xt is orthogonal to ∇f .
The constant c is chosen such that Xt is ergodic on the level surface f = c, in fact Xt is
ergodic on any level surface verifying that T1/T2 /∈ Q, (T1, T2) being:
T1 = period of the orbits of the v.f. ∂φ = 2π,
T2 = period of the orbits of the v.f. Fz∂r − Fr∂z.
}
(26)
Note that since the image of F is the compact set C = {F(r2,0)/0  r  1}, T2 cannot be
constant on the level sets of F . This is due to the fact that the area A(h) bounded by the curves
F(r2, z) = h and T2(h) are related by the following expression [48]
T2(h) = dA(h)
dh
. (27)
In case of T2 being a constant a ∈ R we would have that A(h) = ah, h ∈ C, which is bounded,
contradicting the fact that the areas enclosed by the level curves of F become unbounded as
r → 0+.
Proceeding as in Section 2.3 it is not difficult to prove that the torus F(r2, z) = c is a complete
attractor of the v.f. X defined in (25).
2.4. The inverse problem in Rn (n > 3)
As in Section 2.3 for the case n = 3, we now show that a smooth global v.f. X can be con-
structed such that K is the union of compact submanifolds of dimension 1 to n − 1 and K is a
complete attractor of X in N(K). The set K has been taken to be free from isolated points, but it
is not difficult to incorporate them into K by a slight modification in the proof that follows. We
use the following notations: K =⋃n−1d=1 Vd , Vd =⋃Ndid=1 V idd and N(K) =⋃n−1d=1 N(Vd), N(Vd)
being a neighbourhood of Vd .
2.4.1. Attractors of constant dimension
We first consider the case K = Vd , i.e. K is constituted by submanifolds V idd of the same
dimension d (1  d  n − 1). Remembering that the sets V idd are analytic (and have trivial
normal bundle), Whitney–Bruhat’s theorem [27] implies that K = Vd can be represented in the
form: {
f d1 = 0, . . . , f dn−d = 0
}
,
f di ∈ Cw,
rank
(∇f d, . . . ,∇f d )∣∣ = n− d.
⎫⎬
⎭ (28)1 n−d K
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is defined as follows:
(i) When d = 1, Xt = [∗(df 11 ∧ · · · ∧ df 1n−1)]i , ∗ standing for the Hodge star operator and i
standing for the index raising operator. In this case the v.f. Xt obtained is analytic.
(ii) When 1 < d  n − 1 first of all construct a smooth v.f. Xextt with orbits dense on each V idd .
This vector field always exists (the case S2 is excluded) and it is easily obtained by extending
to the whole Rn, via Whitney type theorems, the ergodic vector fields on each V idd guaranteed
by Anosov’s theorem [43] (recall that any compact oriented manifold of dimension d  2
admits a smooth ergodic vector field with the exception of S2).
Now Xt is defined on N(K) as X˜t = Xextt −
∑n−d
i=1 λi∇f di , where the functions λi can be obtained
via the n− d linear equations X˜t∇f di = 0 (i = 1, . . . , n− d). This system has smooth solutions
for any x ∈ Rn verifying the rank condition rank(∇f d1 (x), . . . ,∇f dn−d(x)) = n−d . This provides
a smooth v.f. on N(K) which can be extended to the whole Rn via the standard procedures
[45–47].
Summarizing the v.f. Xt just defined verifies conditions (α) and (β) of Section 2.3.2 in a
neighbourhood of K . Proceeding as in the previous sections we conclude that K is a complete
attractor of X = Xt − ∇f .
2.4.2. Attractors of non-constant dimension
The general case is considered in this subsection. A smooth v.f. X with given attracting
set K =⋃n−1d=1 Vd must be constructed. According to Whitney–Bruhat’s theorem each compo-
nent Vd , of constant dimension, can be represented as in Eq. (28).
Consider a smooth function f such that f |N(Vd) =
∑n−d
i=1 (f di )2. This function always exists
and can be constructed via the standard extension procedures for smooth functions [45–47]. The
smooth v.f. X = Xt − ∇f possesses the set K as a complete attractor if we construct Xt as
follows.
First construct the smooth v.f. X∗t on K such that it has dense orbits on each connected com-
ponent of K , the case S2 being excluded. This v.f. always exists as a consequence of Anosov’s
theorem [43]. Then extend this v.f., via Whitney type theorems, to the whole Rn. With this pro-
cedure we get a smooth v.f. Xextt . In order to apply the procedure of preceding sections we must
deform Xextt to a smooth v.f. Xt such that Xt∇f = 0 in N(K).
Indeed, as in Section 2.4.1, the v.f. X˜t is defined as X˜t = Xextt −
∑n−d
i=1 λi∇f di in N(Vd),
where each function λi is obtained by imposing the conditions X˜t∇f di = 0 on N(Vd). Note
that the rank condition in (28) guarantees that the functions λi are smooth on N(Vd). Finally,
extending in a smooth way the v.f. X˜t, defined in the open set N(K) =⋃n−1d=1 N(Vd), we get
the desired vector field Xt. In N(V1) X˜t can be defined as in the previous subsection, that is
X˜t = [∗(df 11 ∧ · · · ∧ df 1n−1)]i .
The above construction provides a v.f. X = Xt − ∇f which is smooth and verifies that
X(f ) = −(∇f )2  0 (= 0 only on K) in N(K). Since f is a Lyapunov function of X then
K is asymptotically stable. The ergodicity of the dynamics of X on K , and its compacity, im-
plies that it is complete attractor of the flow of X in a neighbourhood of K . This solves the inverse
problem.
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section becomes X = −∇f . In this case one immediately gets A = K , since f is a Lyapunov
function of X (see Section 2.1) and the orbits of X = −∇f project onto K [49]. This simplifi-
cation provides a trivial dynamics on K , which is in fact the case considered in Refs. [22–24],
so the construction in these references can be seen as a particular case of our construction. Note
also that when Xt vanishes identically we can allow the presence in K of a singular set S formed
by the intersections and peaks (see Section 2.2) of the sets V idd constituting K .
3. The inverse problem: Construction of vector fields with given symmetries and
attractors
This section consists of two parts: Sections 3.1 and 3.2. In the first one symmetry v.f. S of the
v.f. X = Xt − f∇f is constructed, under certain restrictions, when S is a symmetry of K . In the
second part (Section 3.2) these symmetries are used in order to say something on the boundary
∂ of the attracting basins near the attractors K of Section 2.
3.1. Symmetries
In this paper we always assume that the infinitesimal symmetry S satisfies the condition
[X,S] = 0, [ , ] standing for the Lie–Jacobi bracket of v.f. This kind of symmetry vector fields
usually appear in the literature, see e.g. [50] and references therein.
It is well known that if S is a symmetry v.f. of X, w+(x0) is a compact limit set and ϕ(t;x0)
is the transformation associated to the flow of S, we get:
w+
(
ϕ(t;x0)
)= ϕ(t;w+(x0)) (29)
and therefore A =⋃x0 w+(x0) will be invariant under S.
On the contrary, let f = 0 be the equation defining a compact attractor K ⊂ Rn. Let K be
invariant under the v.f. S, that is
ϕ(t;K) ⊂ K,
t  0.
}
(30)
Our inverse problem in this section is to find S (S ≡ 0) such that (30) holds and S is also a
symmetry of the v.f. X = Xt − f∇f holding the attractor K (see Section 2 for the construction
of such a v.f. X). Therefore we must have
[S,Xt − f∇f ] = 0, (31)
Xt standing for any v.f. orthogonal to ∇f such that (Xt)|K ≡ 0.
Now, when K is a differential submanifold, Eq. (30) implies
S|K is tangent to K, (32)
and therefore Eq. (30) is satisfied by writing S = Xt. In this case after straightforward computa-
tions (note that Xt∇f = 0) Eq. (31) takes the form:
[Xt,∇f ] = 0. (33)
Equation (33) implies in its turn that (LXtL∇f − L∇f LXt)(f ) = 0, LY standing for the Lie
derivative along the streamlines of Y, and since LXt(f ) = 0 we finally get
LXt
(
(∇f )2)= 0. (34)
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equations:
S(f ) = 0,
S
(
(∇f )2)= 0,
}
(35)
that is, Eqs. (35) are necessary conditions in order that the symmetry S of K be inherited by the
v.f. X.
Let us now discuss Eqs. (35) and (33) with some examples.
Example 1. First of all, for planar v.f., we get from Eq. (35)
(∇f )2 = a(f ), (36)
and by Wang’s theorem [51] (note that f is a smooth function in R2) then f (x, y) must be of the
form:
F
(
(x − x0)2 + (y − y0)2
)
or F(ax + by). (37)
According to (37) the level sets of f must be concentric circles or parallel straight lines.
Since K is a compact set it must be a circle and hence, without loss of generality, choose
f = x2 + y2 − 1. Using polar coordinates (r, θ) we get
S = F(θ)∂θ , F (0) = F(2π),
X = F(θ)∂θ − 2
(
r2 − 1)r∂r
}
(38)
and the reader can see that Eq. (33) is trivially satisfied.
Example 2. Let now S and X be R3 v.f. and f = x2 + y2 + z2 − 1. We get in this case (∇f )2 =
4(f + 1). Therefore Eq. (35) is satisfied by any v.f. S = Xt of the form:
S = Xt = A(θ,φ)∂θ +B(θ,φ)∂φ. (39)
Note that Eq. (33) is trivially satisfied by the v.f. S in Eq. (39).
Example 3. A more interesting case, in which {f = 0} is a torus, appears when f is defined by
f = (√x2 + y2 − 1)2 + z2 − 1
4
, (40)
or in cylindrical coordinates (r,φ, z)
f = (r − 1)2 + z2 − 1
4
. (41)
We get in this case
∇f = 2(r − 1)∂r + 2z∂z,
(∇f )2 = 4(r − 1)2 + 4z2 = 4f + 1.
}
(42)
A v.f. satisfying Eq. (33) (and (35)) is S = Xt = A(φ)∂φ , A(0) = A(2π).
The reader can check that the same conclusion holds when the 1-handle torus is defined as
f−1(0), f being analytic and given by(
x2 + y2 − 4)2 + z2 − 1. (43)
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f (x, y, z) = g(x, y)+ z2. (44)
Note that compact surfaces in R3 of any number h  0 of handles can be defined as f−1(0),
f being an analytic function of type (44) [17]. Note also that in this case the C1-singularity of
f (x, y, z) in Eq. (40) for x = y = 0 does not appear.
On account of Eq. (35) the functions f and (∇f )2 are first integrals of the v.f. S = Xt and
therefore S must take the following form:
S = λ(x, y, z)∇f ∧ ∇((∇f )2). (45)
Upon substitution of Eq. (45) (for the sake of simplicity take λ = 1) into Eq. (33) and taking into
account Eq. (44) we get
−4gygxy + 2gxg2xx + 2gygxxgxy − 2gxgxxgyy + 2gygxygyy + 2g2xgxxx
+ 4gxg2xy + 4gxgygxxy + 2g2ygxyy = 0,
−4gxgxy + 2gyg2yy + 2gxgyygxy − 2gygxxgyy + 2gxgxygxx + 2g2ygyyy
+ 4gyg2xy + 4gxgygxyy + 2g2xgxxy = 0.
⎫⎪⎪⎬
⎪⎪⎭ (46)
Therefore we conclude that the function g(x, y) must satisfy Eqs. (46) in order that the symmetry
S of K (see Eqs. (44) and (45)) be inherited by the v.f. X = Xt − f∇f .
Example 5. Assume now that τ is a three-dimensional curve given by
f = f 21 + f 22 = 0 (47)
while S = Xt and X are given by
S = ∇f1 ∧ ∇f2,
X = S − ∇f.
}
(48)
In this case the first of Eqs. (35) is automatically fulfilled. Since S(f1) = S(f2) = 0 the second
of Eqs. (35) implies:
(∇f )2 = G(f1, f2). (49)
This is a necessary condition to be satisfied by the functions f1 and f2 defining τ .
The reader can check that Eq. (49) holds when f1 = x2 + y2 − 1 and f2 = z. In this case
Eq. (33) is satisfied as well since
[∇f1 ∧ ∇f2,∇f ] =
[∇(x2 + y2 − 1)∧ ∇z,2(x2 + y2 − 1)∇(x2 + y2 − 1)+ 2z∇z]
= 0, (50)
and therefore S = −2∂φ is a symmetry of K = {x2 + y2 − 1 = 0, z = 0} and X = S − ∇f .
3.2. An application of the symmetries: Boundaries of attracting basins
Let us begin with some definitions. Consider the v.f. X = Xt − f∇f having K = {f = 0} as
an attractor. Take a connected component Kc of K . A point P ∈ N(Kc) belongs to the boundary
∂ of (the attracting basin of) Kc if for any N(P ) (N(P ) being a neighbourhood of P ) there are
points Q,Q′ ∈ N(P ) such that:
w+(Q) ⊂ Kc,
w+(Q′) ⊂ K .
}
(51)c
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attracting basin of Kc: B(Kc).
Note that the computing of B(Kc) and ∂ is quite difficult [52].
It is easy to prove that ∂ is invariant under X. On the other hand, the following properties of ∂
are useful:
(P1) ∂ compact and LSX = a(x)X ⇒ ∂ is invariant under S. Such an S is called a generalized
symmetry of X. Note that these generalized symmetries of X become the symmetries con-
sidered in this work (see Section 3.1) when a(x) = 0.
(P2) ∂ not necessarily compact and S a complete generalized symmetry of X ⇒ ∂ is invariant
under X.
(P3) Assume that the level sets of f are all compact, then ∂ ∩ {∇f = 0} = ∅ and {∇f = 0} =
∅ ⇒ ∂ = ∅. This property stems from the fact (see Sections 2 and 3.1) that the sets of type
F(ε) = {x: 0  f 2(x)  ε} are contained in B(Kc) when ε is small, but are no longer
contained in B(Kc) when ε reaches a critical value ε0 such that F(ε0) contains at least a
point x0 at which ∇f vanishes. Remember that the basic equation(
d(f 2)
dt
)∣∣∣∣
N(Kc)−Kc
= (−2f 2(∇f )2)∣∣
N(Kc)−Kc < 0 (52)
breaks down at x0.
(P4) P ∈ (∂ ∩ {∇f = 0}) ⇒ ϑ(P ;X,S) ⊂ ∂ , ϑ(P ;X,S) being the leaf (or orbit) through P of
the foliation defined by the pair X, S.
The properties (P1) to (P4) are insufficient in order to compute the set ∂ . Nevertheless these
properties are quite useful, as the following examples show (note that the symmetries of these
examples have been just considered in Section 3.1).
Example 1. Let (r, θ) be the standard polar coordinates in R2. Define
f = r2 − 1, K = {f = 0},
X = ∂θ − 2r
(
r2 − 1)∂r ,
S = ∂θ .
⎫⎬
⎭ (53)
Note that S is a complete v.f. and {∇f = 0} ⇒ {r = 0}. Therefore ∂ = {(0,0)}. ∂ is obviously
invariant under X and S.
Example 2. Let (ρ, θ,φ) be the standard spherical coordinates in R3. Define
f = ρ2 − 1, K = {f = 0},
S = A(θ,φ)∂θ +B(θ,φ)∂φ,
X = S − 2ρ(ρ2 − 1)∂ρ.
⎫⎬
⎭ (54)
Note that S stands for an arbitrary v.f. on the spheres ρ = constant. The v.f. of type S are com-
plete, and since ∂ is invariant under any of these v.f. we can write:
∂ = {ρ = constant}. (55)
It is immediate to see that the invariance of ∂ under X implies ∂ = {ρ = 0, ρ = 1} and since
ρ = 1 is just the attracting set K , we get
∂ = {ρ = 0}, (56)
a result similar to that of Example 1.
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Example 3. Let K be the torus defined by (note that (r,φ, z) stand for the standard cylindrical
coordinates)
f = (r − 1)2 + z2 − 1
4
= 0, (57)
and S, X defined by
S = ∂φ,
X = S − 2f · (2(r − 1)∂r + 2z∂z).
}
(58)
The v.f. S is complete and ∇f = 2(r − 1)∂r + 2z∂z vanishes on the curve r = 1, z = 0.
Since ∂ must contain a point of vanishing gradient and ∂ is invariant under S we readily get
∂ = {r = 1, z = 0}, (59)
which is just the core of the torus.
Example 4. Let K be the R3 curve
f1 = x2 + y2 − 1 = 0,
f2 = z = 0
}
(60)
and f (x, y, z) = (x2 + y2 − 1)2 + z2.
The reader can check that ∇f vanishes on K ∪ {(0,0,0)} and therefore ∂ must be either a
revolution surface or a curve through (0,0,0).
Since ∂ must be invariant under the v.f. S = ∂φ and X = S − f∇f we get that ∂ must be also
invariant under the v.f.
∇f = 4r(r2 − 1)∂r + 2z∂z. (61)
The reader can easily check that all the orbits of the v.f. (61) (except those along the z axis) pass
through the point (r = 1, z = 0) (see Fig. 1). Therefore we get
∂ = {z axis}, (62)
since ∂ must contain the point (r = 0, z = 0) but not the curve (r = 1, z = 0) (remember that the
z axis is invariant under ∇f ).
Example 5. Let K be given by the zero level set of f (in cylindrical coordinates):
f = (r2 + z2 − 4)(r2 + z4 − 1), (63)
that is
K = K1 ∪K2, K1 ∩K2 = ∅,
K1 =
{
r2 + z2 − 4 = 0}, K2 = {r2 + z4 − 1 = 0}.
}
(64)
The v.f. S, X and ∇f are given by
S = ∂φ,
X = S − f∇f,
∇f = 2r(2r2 + z2 + z4 − 5)∂ + 2z(r2 + 3z4 − 8z2 + 2r2z2 − 1)∂ .
⎫⎬
⎭ (65)r z
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Fig. 2. Orbits of the v.f. ∇f in Example 5 (see Section 3.2) on the (r, z) plane. Recall that the boundary curve ∂/∂φ is
the curve passing through the points (r = 0, z = ±1.67), (r = 1.58, z = 0), (r = 1.46, z = ±0.71).
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(r = 0, z = 0), (r = 0, z = ±1.67), (r = 1.58, z = 0), (r = 1.46, z = ±0.71). (66)
The set of points in Eq. (66) is formed (remember that r2 = x2 + y2) by three points with r = 0,
one circle with r = 1.58 and two circles with r = 1.46.
The boundary ∂ must contain one (or more) of these points and circles and must contain the
v.f. ∂φ and X and therefore ∇f .
The quotient ∂/∂φ can be visualized by drawing the orbits of ∇f (see Eq. (65)) on the (r, z)
plane (Fig. 2). We clearly see at this figure that ∂/∂φ is a curve τ passing through all the points
listed in Eq. (66) except the point (0,0). ∂ is obtained by rotating τ around the z axis.
4. Final remarks
In this paper smooth vector fields X with a given compact set K as complete (local) attractor
and non-trivial dynamics on it have been constructed. Although we have required that the set K
is an analytic submanifold (connected or not, of constant dimension or not) all our constructions
work when K is a Ck (k  2) submanifold such that each Vd is defined as in Eqs. (1) and (2).
In this case the v.f. X given by our procedure is Ck−1. Note that this representation is possible
whenever K has trivial normal bundle.
When K is analytic the only case in which our construction gives rise to a Cw v.f. X is when
dim(K) = 1. It remains open to construct analytic vector fields with K as complete attractor and
X|K ≡ 0 when dim(K) 2. A related problem concerns Anosov’s construction [43], that is, can
any compact manifold of d  3 support analytic ergodic vector fields? Note that most of the
constructions in Section 2 depend on matching and extension procedures, which in general can
only be realized smoothly.
A different open problem concerns the construction of smooth v.f. having a fractal compact
set K as complete attractor. Note that K can be defined as the zero set of a C∞ function f [17]
and, since any smooth function can be arbitrarily approximated by a sequence of analytic func-
tions fi [17], the application of the techniques developed in Section 2 and certain approximative
arguments could work.
The inverse problem of constructing vector fields with given symmetry and attracting set has
also been considered. To the best of our knowledge this is the first time that such a problem is
studied and therefore it would be desirable to extend the results in Section 3 to a more general
setting.
The inverse problem for Newtonian fields (that is, v.f. of the kind X = y∂x + g(x,y)∂y in
(x,y) ∈ Rn × Rn, associated to Newton equations in mechanics) merits some comments. Let
I (x,y) be a first integral of y∂x + g(x,y)∂y, i.e. it satisfies the equation yIx + g(x,y)Iy = 0.
Assuming that I (x,y) = 0 is a compact set K , and that ∇I |K = 0, it follows that K is an attractor
(complete or not) of the vector field
X = y∂x +
(
g(x,y)− I · Iy
)
∂y. (67)
Indeed, we get (
•
I 2) = −2I 2I 2y  0, from which the attracting character of K is easily obtained.
Note that the v.f. X of Eq. (67) is not of type Xt + Xn (see Eq. (6)). Therefore attractors of
Newtonian v.f. can be handled via techniques similar to those studied in this paper.
Finally, a study of the structural stability of vector fields of type Xt − f∇f (normal hyper-
bolicity of K), when they are subject to small perturbations, is left for another paper (e.g. note
that the asymptotically stable limit cycles of the vector field defined in Eq. (18) are hyperbolic).
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