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1 はじめに
本稿では,以下の最適化問題に対する近接勾配法を考える.
 \min_{x\in R^{n}} f(x) :=9(x)+h(x) . (1.1)
ここで,  g :  R^{n}arrow R は連続的微分可能な凸関数とし,  h:R^{n}arrow R は凸関数ではあるが,
必ずしも微分可能とは限らないとする.関数  g の勾配  \nabla g はLipschitz 連続であるとする.
すなわち,ある正定数  L が存在して
 \Vert\nabla g(u)-\nabla g(v)\Vert\leq L\Vert u-v\Vert \forall_{u,v}\in R^{n} , (1.2)
が成り立つ.ただし,  \Vert\cdot\Vert は  \ell_{2} ノルムとする.問題 (1.1) は  g を損失関数,  h を正則化項
とすれば以下の例題などの様々なモデルに帰着される.
例題1.1  A\in R^{m\cross n},  b\in R^{m} とし  \lambda>0 とする.以下の問題を LASSO と呼ぶ.
  \min_{x\in R^{n}} \frac{1}{2}\Vert Ax-b\Vert^{2}+\lambda\Vert x\Vert_{1}.
ここで,  \Vert  \Vert_{1} は  \ell_{1} ノルムとする.
例題1.2  b=  (b_{1} , b_{m})^{T}\in R^{m},  w=(w_{1} , w_{m})^{T}\in R^{m} とし  \lambda>0 とする.以下の
問題を Logistic re9ression と呼ぶ.
 x \in R^{n}m\dot{{\imath}}n\frac{1}{m}\sum_{i=1}^{m}\log(1+\exp(-b_{i}x^{T}
w_{i}))+\lambda\Vert x\Vert_{1} . (1.3)
上記の問題に対する数値解法として,近接勾配法 [12] が知られている.近接勾配法は
(1.2) に現れる Lipschitz 定数  L を用いて,任意の初期点  x_{0}\in R^{n} から出発し,反復式
 x_{k+1}= \arg\min_{\in xR^{n}}(g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+\frac{L}
{2}\Vert x-x_{k}\Vert^{2}+h(x))
 = \arg\min_{x\in R^{n}}(h(x)+\frac{L}{2}\Vert x-(x_{k}-\frac{1}{L}\nabla 
g(x_{k}))\Vert^{2}) (1.4)
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により点列  \{x_{k}\} を生成する方法である.ここで近接写像を
  Prox_{h}(\overline{x})\equiv\arg\min_{x\in R^{n}}(h(x)+\frac{1}{2}\Vert x-
\overline{x}\Vert^{2})
と定義すれば,(1.4) は
 x_{k+1}= argm\dot{{\imath}}nx\in R^{n}(\frac{1}{L}h(x)+\frac{1}{2}\Vert x-
(x_{k}-\frac{1}{L}\nabla g(x_{k}))\Vert^{2})
 = Proxt  h(x_{k}- \frac{1}{L}\nabla g(x_{k}))




により点列を生成する反復法である.ここで,  \alpha_{k}>0 をステップ幅,  d_{k}\in R^{n} を探索方向
とする.ニュートン型近接勾配法の探索方向は重み付き近接写像に基づいており,凸関数
 h\ovalbox{\tt\small REJECT}こ対する正定値対称な重み行列  A が付いた近接写像は
  Prox_{h}^{A}(\overline{x})\equiv\arg\min_{\in xR^{n}}(h(x)+\frac{1}{2}\Vert x-
\overline{x}\Vert_{A}^{2}) (1.6)
で定義される.ここで  \Vert x\Vert_{A}=\sqrt{x^{T}Ax} とする.ニュートン型近接勾配法は,重み付き近
接写像と正定値対称な行列  G_{k} を用いて
 x_{k}^{+}=Prox_{h}^{G_{k}}(x_{k}-G_{k}^{-1}\nabla g(x_{k})) (1.7)
を計算し,探索方向を
 d_{k}=x_{k}^{+}-x_{k} (1.8)
で与える.具体的な  G_{k} の選び方として関数  g の  x_{k} でのヘッセ行列  \nabla^{2}g(x_{k}) やその近似
行列を用いることが一般的である.ニュートン型近接勾配法の近接写像の計算において,















配法の探索方向  (1.7)-(1.8) は,反復法を用いて計算される.そのため,探索方向の計算
に時間を要してしまい,全体の計算時間が増大する.このことから,非厳密に近接写像を
計算する非厳密ニュートン型近接勾配法 [4, 6] が提案された.近接写像を厳密に解  \langle (1.7)
の場合,(1.6) の最適性条件より
 0\in\nabla_{9(x_{k})}+G_{k}(x_{k}^{+}-x_{k})+\partial h(x_{k}^{+})
が成り立つ.ここで,  \partial h(x_{k}^{+}) は  x_{k}^{+} での  h の劣微分を表すものとする.  B_{k} を  \nabla^{2}g(x_{k}) の
近似行列,  H_{k}=B_{k}^{-1} として,関係式
 x_{k}^{+}\approx Prox_{h}^{B_{k}}(x_{k}-H_{k}\nabla g(x_{k})) (2.1)
を考える.このとき,上記の関係式は (1.7) の近似であるため,
 r_{k}\in\nabla g(x_{k})+B_{k}(x_{k}^{+}-x_{k})+\partial h(x_{k}^{+}) (2.2)
という残差塩が存在する.非厳密ニュートン型近接勾配法は,この残差  r_{k} が
 \Vert r_{k}\Vert_{H_{k}}\leq(1-\theta_{k})\Vert d_{k}\Vert_{B_{k}}, \theta_{k}
\in[\overline{\theta}, 1] (2.3)
を満たすとき,(1.7) の代わりに (2.1) を用いて探索方向を計算する.条件 (2.3) は硫  =1
のとき  r_{k}=0 となり,近接写像を厳密に解いていることに注意する.
2.2 メモリーレスMBFGS 法





 s_{k}=x_{k}-x_{k-1}, y_{k-1}=\nabla g(x_{k})-\nabla g(x_{k-1})
とする.この公式はセカント条件
 B_{k}s_{k-1}=y_{k-1} , (2.4)
を満たす準ニュートン法の更新式のひとつである.その他の有名な更新式としてはDFP
公式や対称ランクワン (Symmetric Rank‐one; SR1) 公式などがある [8]. 本研究において,
一様正定値かつ有界であるような疏を考える必要がある.そのために,通常のセカント
条件 (2.4) の代わりにLi and Fukushima [5] によって提案された修正セカント条件と Cheng
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and Li [2] によって提案されたスペクトラルスケーリングセカント条件を考える.はじめ
に,Cheng and Li [2] に基づいてスケーリングパラメータ幅  >0 を用いて
  \gamma k9(x)\approx\gamma_{k}(g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+\frac{1}
{2}(x-x_{k})^{T}\nabla^{2}g(x_{k})(x-x_{k}))
という二次近似を考える.ここで上式を  x で微分し,  x=x_{k-1} とおくことで
 \gamma_{k}\nabla^{2}g(x_{k})s_{k-1}\approx\gamma_{k}y_{k-1}
が得られる.次に Li and Fukushima [5] に基づいて,両辺に伽  \nu_{k}s_{k-1} を加えることで
 \gamma_{k}(\nabla^{2}g(x_{k})+\nu_{k}I)s_{k-1}\approx\gamma_{k}(yk-1+\nu_{k}
s_{k-1})





というセカント条件が得られる.本研究では伽として,ある正定数  \underline{\gamma},  \overline{\gamma} が存在するよ
うな
‐î  \leq\gamma k  \leq\overline{\gamma} , (2.6)





0,   if s_{k-1}^{T}y_{k-1}\geq\overline{\nu}\Vert s_{k-1}\Vert^{2},
\overline{\nu}(1-\frac{s_{k-1}^{T}y_{k-1}}{||s_{k-1}||^{2}}) ,   otherwise
\end{array}
とすれば (2.7) が成り立つ.
条件 (2.5) を満たす BFGS 公式は
 B_{k}=B_{k-1}- \frac{B_{k-1}s_{k-1}(B_{k-1}s_{k-1})^{T}}{s_{k-1}^{T}B_{k-1}s_{k
-1}}+\gamma_{k}\frac{z_{k-1^{Z_{k-1}^{T}}}}{s_{k-1}^{T}z_{k-1}}
で与えられる.さらに,メモリーレス準ニュートン法 [10] の考え方に基づいて  B_{k-1}=I
とすれば
 B_{k}=I- \frac{s_{k-1^{S_{k-1}^{T}}}}{s_{k-1}^{T}s_{k-1}}+ ッ k \frac{z_{k-1^{Z_{k-1}^{T}}}}{s_{k-1}^{T}z_{k-1}} (2.8)




で与えられる.以下の命題は行列  (2.8)-(2.9) が一様正定値かつ有界な行列であることを
意味している.
191
命題2.1 行列  B_{k} と  H_{k} はそれぞれ (2.8) と (2.9) で与えられるとする.(1.2) と (2.6), (2.7)
が成り立つとする.このとき,ある正定数  \underline{m} と  \overline{m} が存在して
 \underline{m}\Vert u\Vert^{2}\leq\Vert u\Vert_{B_{k}}^{2}=u^{T}B_{k}
u\leq\overline{m}\Vert u\Vert^{2} \forall_{u}\in R^{n},
 -\overline{m}1\Vert u\Vert^{2}\leq\Vert u\Vert_{H_{k}}^{2}=u^{T}H_{k}




Step  0 : 初期点  x_{0}\in R^{n} を与え,  \delta\in(0,1),  \beta_{k}\in(0,1),\overline{\theta}\in(0,1 ],  k=0 とする.
Step 1: 終了条件を満たすならばアルゴリズムは停止して媒を最適解とする.
Step 2: (2.8) と (2.9) により  B_{k} と  H_{k} を求める.
Step 3:  \theta_{k} を与え,条件  (2.2)-(2.3) を満たす  x_{k}^{+} を求め,探索方向  d_{k}=x_{k}^{+}-x_{k} を計算
する.
Step 4:  \alpha\in\{1, \beta, \beta^{2}, . . .\} の中で Armijo 条件
 f(x_{k}+\alpha d_{k})\leq f(x_{k})+\delta\alpha(\nabla g(x_{k})^{T}d_{k}+
h(x_{k}^{+})-h(x_{k})) , (2.10)
を満たす最も大きな  \alpha の値を  \alpha_{k} とする.
Step 5: 点  x_{k+1} を (1.5) によって更新する.
Step 6:  k=k+1 として Stepl  \ovalbox{\tt\small REJECT}_{\sim}'戻る.  \square 
実際にはStep 2において行列  B_{k},  H_{k} を計算するのではな  \langle,  Prox_{h}^{B_{k}}(x_{k}-H_{k}\nabla g(x_{k})) や





補題2.1 問題 (1.1) について考える.アルゴリズム 1により点列  \{x_{k}\} が生成されるとす
る.このとき






命題2.1より  B_{k} が正定値行列であるため,降下条件
 \nabla_{9(x_{k})^{T}d_{k}}+h(x_{k}^{+})-h(x_{k})<0
が満たされるので,上記の補題は Armijo 条件 (2.10) が適用可能であることを保証してい
る.次の補題は,アルゴリズム 1において,直線探索が実行可能であることを保証して
いる.
補題2.2問題 (1.1) について考える.(1.2) が成り立つとし,アルゴリズム 1により点列
 \{x_{k}\} が生成されるとする.このとき,すべての  k\geq 0 に対して ATmijo 条件 (2.10) を満
たす叫が存在し,さらに




命題2.2 アルゴリズム 1により点列  \{x_{k}\} が生成されるとする.このとき  x_{k} が(1.1) の最
適解であるための必要十分条件は娠  =0 である.
定理2.1問題 (1.1) は少なくとも1つの最適解を持つとする.このとき,アルゴリズム 1
により生成される点列  \{x_{k}\} が有界ならば,点列  \{x_{k}\} は最適解に収束する.
次に,局所的な収束性について考える.そのために  \mu‐強凸関数を定義する.ある正定
数  \mu に対して不等式
 9(u) \geq g(v)+\nabla_{9(v)^{T}(u}-v)+\frac{\mu}{2}\Vert u-v\Vert^{2} 
\forall_{u,v}\in R^{n}
が成り立つ関数を  \mu‐強凸関数という.問題 (1.1) において,関数  g が  \mu‐強凸関数ならば,
最適解  x^{*} は一意に存在する.
補題2.3 アルゴリズム 1により点列  \{x_{k}\} が生成されるとする.このとき
 f(x_{k}^{+}) \leq f(x_{k})+(\frac{L}{2\underline{m}}-\overline{\theta})\Vert d_
{k}\Vert_{B_{k}}^{2}
が成り立つ.さらに  g が  \mu ‐強凸関数であれば




定理2.2問題 (1.1) について考える.  g が  \mu‐強凸関数であり,点列  \{x_{k}\} はアルゴリズム
1により生成されるとする.このとき点列  \{x_{k}\} は  x^{*} に以下の意味で R‐l 次収束する.
 \Vert x_{k}-x^{*}\Vert\leq\rho^{k}\sqrt{\frac{2}{\mu}(f(x_{0})-f(x^{*}))}




実験は MATLAB‐R2017b を用いて行った.問題 (1.3) の  b_{i},  w_{i} はUCI Machine Learning
Repository [11] から選んでおり,  \lambda=0.001 としている.表1はテスト問題の問題名, デー
タ数,次元数を表している.いずれの問題も初期点を  x_{0}=  (0 , 0)^{T} としている.終了
条件は  \Vert d_{k}\Vert_{\infty}<10^{-6} とし,直線探索のパラメータは  \delta=0.0001,  \beta=0.5 としている.こ
こで,  \Vert\cdot\Vert_{\infty} は  \ell_{\infty} ノルムである.また,探索方向を求める際,FISTA [1] を使って (2.1)
を求めている.
表1: テスト問題
問題名 データ数  m 次元数  n
 a9a 32,561 123
leukemia 38 7129
はじめに,条件 (2.3) のパラメータ  \theta_{k} を変化させたときの性能を比較した.具体的に  \theta_{k}
の値を0.  1\sim 1.0 の範囲で0.1刻みで比較した.ただし,  \theta_{k}=1.0 の場合は  (2.2)-(2.3) を
満たす  x_{k}^{+} を求めるのが困難であるため,終了条件を条件 (2.3) の代わりに  \Vert r_{k}\Vert_{H_{k}}\leq 10^{-6}
とした.表2は問題  a9a に対する実験結果を表しており,“外部反復“ がアルゴリズム 1
の反復回数,“内部反復“ は(2.1) を求める際の FISTA の総反復回数,“計算時間 (秒)“ は
アルゴリズム 1が収束するまでに費やした時間を意味している.表2から,  \theta_{k}=1.0 の場
合は近接写像を正確に求めるために計算時間を費やしていしまって内部反復が多くなり,
結果的に一番時間がかかっている.外部反復で比較すると砺  =0.9 が一番良い結果を示




表2: 提案法を用いて問題  a9a を解いた結果
 \theta_{k} 外部反復 内部反復 計算時間 (秒)
0.1 203 37739 5.14
0.2 172 33477 4.39
0.3 171 54014 5.92
0.4 177 48190 5.51
0.5 162 43769 5.02
0.6 160 37521 4.51
0.7 151 45074 4.98
0.8 155 39570 4.62
0.9 140 40090 4.55
1.0 152 99005 8.83
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次に,提案法と既存のニュートン型近接勾配法 (PNOPT [9]) との比較をする.この方
法は Lee et al. [3] で提案されたニュートン型近接勾配法である.表3はBFGS 公式に基
づいたニュートン型近接勾配法で問題  a9a を解いた結果である.この結果から,反復回数
は既存の方法が少ないものの,計算時間は提案法の方が短いことがわかる.
表3: PNOPT を用いて問題  a9a を解いた結果
方法 外部反復 計算時間 (秒)
PNOPT(BFGS) 136 6.87
次に,問題 leukemi を提案法と PNOPT で解いたときの比較を行う.その結果は表3で




ある.一方で PNOPT (  L‐BFGS, mem  =10 ) が一番速く問題を解いている.反復回数では




表4: 問題 leukemia を解いた結果
方法 外部反復 計算時間 (秒)
提案法  (\theta_{k}=0.8) 3300 188.55
PNOPT (  L‐BFGS, mem  =10 ) 1910 79.30
PNOPT (  L‐BFGS, mem  =50 ) 328 106.69
PNOPT (BFGS) — 1800  +
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