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Abstract. Adaptive Business Intelligence (ABI) combines predictive with pro-
spective analytics in order to give support to the decision making process. Sur-
gery scheduling in hospital operating rooms is a high complex task due to huge 
volume of surgeries and the variety of combinations and constraints. This type 
of activity is critical and is often associated to constant delays and significant 
rescheduling. The main task of this work is to provide an ABI based platform 
capable of estimating the time of the surgeries and then optimising the schedul-
ing (minimizing the waste of resources). Combining operational data with 
analytical tools this platform is able to present complex and competitive infor-
mation to streamline surgery scheduling.  A case study was explored using data 
from a portuguese hospital. The best achieved relative absolute error attained 
was 6.22%. The paper also shows that the approach can be used in more general 
applications. 
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 Introduction 
The idea that moves this work is the absence of Adaptive Business Intelligence 
(ABI) approaches in hospitals and other health institutions to improve the quality of 
service through efficient scheduling of surgeries in the decision process. Nowadays, 
decision support systems integrate prediction and optimization capabilities making it 
possible to minimise or maximise a specific goal. Complex processes to be solved by 
humans, can be addressed by computer based decision support systems, in a more 
straightforwardly way, allowing for a better efficiency and effectiveness of the deci-
sions, saving human and financial resources. ABI systems are decision support sys-
tems, capable of predicting, optimising and adapting to external changes.  
Work has been conducted in order to extend the capabilities of an already existing 
hospital business intelligence platform with ABI features. Real data collected from 
the hospital were used as a proof of concept of the platform developed. The hospital 
will benefit from an improvement in the quality of the information they have. The 
platform can help predicting the surgery time and optimisating surgeries scheduling 
along the shifts vailable. This solution allows the minimisation of time wastes of the 
total duration of the necessary shifts and avoid the delays that are generated by the 
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lack of use of shifts. This paper is divided into six sections, beginning with an 
introductory section and fininshing with a section dedicated to conclusions. The 
related concepts and existing ABI solutions are presented in second and third sections 
respectively. The case study and their results are detailed are detailed in the remaining 
sections. 
 Background 
2.1 Adaptive Business Intelligence and Data Mining 
Adaptive Business Intelligence is the combination of a business intelligence sys-
tem, data mining, prediction methods and optimisation techniques, that is, it combines 
prediction, optimisation and adaptability into a system capable of answering two fun-
damental questions [1]: What is likely to happen in the future? And what is the best 
decision right now? This system is used to solve many business problems in the real 
world, ranging from demand prediction, scheduling, fraud detection and investment 
strategies to significant benefits and savings [2].  
  Adaptive Business Intelligence brings together the techniques and tools of the 
database, data warehouse, data mining, prediction, optimisation and adaptability to 
increase versatility. Furthermore, it allows business managers to make better deci-
sions, thus improving efficiency, productivity and competitiveness. The Adaptive 
Business Intelligence System is divided into three components [2]: 1. Prediction (e.g. 
projections of the standard time of the event);2. Decision making - almost perfect 
(e.g. scheduling of surgeries) and 3. Adapting predictions and optimisation of 
external changes. The optimisation is a technique of searching for better parameter 
values. The purpose of this technique is to find the parameter values that minimise the 
prediction error, based on the prediction model data. This technique maximizes the 
number and duration of surgeries allocated to the available shifts based on the pre-
dicted duration of the surgeries [2].  
Data mining is a science of exploring large amounts of data, which aims to find 
consistent standards. With Data Mining it is possible to extract implicit and unknown 
information before exploitation, making it useful to solve problems of various appli-
cations in domains like business, health, science and engineering [4, 7]. Daryl Pregi-
bons described the concept of data mining as a " blend of statistics, artificial intelli-
gence, and database research" [3], is still currently the affirmation. The Exploratory 
Data Analysis (EDA) techniques used in data mining are divided into two parts, 
which are [4-7]: Computational Methods (e.g. statistical, classification, regression, 
others) and Data Visualisation. 
2.2 Modern Optimisation  
Modern optimisation is the name given to the methods known as meta-heuristics, 
and, as mentioned above, they are applied to minimise or maximise a solution to ob-
tain a satisfactory result that solves a problem. The problems that modern 
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optimisation proposes to address are complex and do not have any specialized 
optimisation algorithm. They include problems with discontinuities, dynamic 
changes, multiple objectives or hard and soft constraints that are difficult to 
manipulate [8] is because the hard constraint cannot be violated because of factors 
involving laws and physical, and soft constraint can only be adjusted by multi-
objective optimisation [8], so that optimisation is always useful in several business 
areas. During the implementation of a modern optimisation method the user should 
ever consider the following aspects [2]: representation of the solution; objective func-
tion; evaluation function. 
 Scheduling Optimization Platform 
3.1 Method and Tools 
The platform was built using Weka tool for the prediction block and RStudio tool 
for the optimisation block. The Weka tool is an open source software issued under the 
GNU General Public License, which aims to add algorithms for machine learning for 
data mining tasks, which brings together various techniques, particularly for this case 
is the regression being through this technique that is done to predict the duration (de-
fault time) of the event. RStudio is a more user-friendly tool for the R language, 
which allows the use of modern optimisation methods as a solution to the problem, 
with the purpose of local search optimisation being hill climbing and simulated an-
nealing. 
3.2 ABI Architecture 
This platform was developed based on the Adaptive Business Intelligence architec-
ture. This platform consists of two blocks, namely a prediction block, which predicts 
the duration of each surgery or more generally an event, and an optimisation block, 
which aims to minimise waste of shifts, preventing delays and increasing efficiency 
and effectiveness of schedule. Figure 1 shows the full flow of the scheduling 
optimisation platform wherein the next subchapters (3.3 and 3.4) are explained in 
detail. 
 
3.3 Predicting Block 
The first step is to predict the standard time of each event (surgery), through the 
training of models in data mining, in the Weka tool. In the ABI platform prediction 
block are used algorithms for machine learning regression, predictive modelling in 
Weka tool. The techniques used are as follows: Linear Regression (LinearRegres-
sion); k-Nearest Neighbours (IBk); Decision Tree (REPTree); Support Vector Regres-
sion (SMOreg); Multi-Layer Perceptron (MultilayerPerceptron). 
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Before training these models, it is necessary to identify which variables are more 
correlated to the target variable. The target corresponds to the event that is intended to 
be predicted, in this case the duration of the surgeries. Feature selection is obtained 
through the algorithm "CorrelationAttributeEval", which makes a ranking of the oc-
currences of those, and then used the 10 to 15 most relevant characteristics. After this 
phase, the estimators are trained, to determine which one of them has a lower error 
rate.  
After choosing the model with the lowest error, Weka tool was used to fill the sur-
gery duration for the data set that will be used for optimization. 
 
 
Figure 1 - Platform Architecture Flow 
3.4 Optimisation Block 
The result of the prediction block is a new dataset containing events with the dura-
tion time predicted in the previous block. The methods used in this block are hill 
climbing and simulated annealing, which require the use of a script file containing the 
functions called "hclimbing" and "optim" to obtain the best result, which in this case 
is the less waste between the two methods. The functions of the algorithms and the 
input parameters for hill climbing method and the simulated annealing method were 
set as [8]: hclimbing (par, fn, change, lower, upper, control, type) and optim (par, fn, 
method, gr, control). The initial solution (par) was obtained randomly or sequentially 
shifts through the list of surgeries of specialities matching the shift, assigning each 
dimension index a turn. The lower and upper parameters represent the lowest and 
highest values for each dimension, varying from 1 to the number of shifts of a 
dimension. The evaluation function calculates the wastes of each shift by subtracting 
the total standard time from the assigned shift and returns the total sum of shift wast-
age. It is also in this part of the function that the constraints are defined and the un-
wanted paths are penalized by assigning a high value to the waste so that this solution 
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is not chosen. The constraints found for the proper functioning of the optimisation 
were: Date of the event < Date of shift and Event deadline > Date of shift and Waste 
>= 0 
The method is consists of a finite number of iterations through the control function, 
which contains a list of braking and controls the maximum number of iterations and 
the frequency control information. The simulated annealing method has only the dif-
ference on the trace parameter (set to true), which displays the trace information about 
the optimisation progress only if they are positive. The iteration limit will be the 
number that will go through the optimisation and the control and allows for the pres-
entation of a report containing the solution of each one of the iterations, where each 
following solution is changed through the change function.  
The change function aims to generate the next solution, which will undergo minor 
changes to the previously generated solution, and so on. This function has the follow-
ing input parameters [8]: hchange (par, lower, upper, dist, and round). 
To obtain the optimum value in the hill climbing method is used the minimization 
option since the goal is to minimize the wastage of the shifts of each surgical 
speciality. In order to understand the best model to be used as an optimisation 
method, it will be necessary to compare the two solutions obtained, choosing what for 
each surgical speciality presents the smallest waste, avoiding delays in the surgeries 
and, consequently, expenses in unnecessary shifts. 
 Case Study 
A case study will be presented making use of CRISP-DM methodology [9] and a 
dataset of a Portuguese health institution. 
4.1 Business understanding and  
The first phase of CRISP-DM is a kind of problem statment. Previous works in this 
area [9,10] only adressed the time duration prediction. Did not address the 
optimisation problem and did not solve the wasting of time of the shifts. This can 
result in a great inefficiency. In this work, the immediate goal is to minimise the 
waste of each shift, for each one of the surgical specialities, using only the necessary 
shifts. The estimation of the value for the duration of the surgical specialities is used 
in order to proceed with the optimisation based on this standard time. For this, regres-
sion machine learning algorithms were used to predict the standard time of each sur-
gery, and the satisfactory solution will be achieved using a modern optimisation 
method. This method of optimisation finds the solution through the neighbouring 
settlements, that is, it goes through several iterations, calculating the waste of each 
shift until finding the smallest value for this problem.  
This way, it is avoided that future surgeries are delayed due to the unavailability of 
operating rooms and shifts, since this platform, through the study of the various pos-
sible combinations, will select the most satisfactory solution, in the sense of 
maximising efficiency and effectiveness.  
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4.2 Data Understanding and Preparation 
Due to data set limitations, the tests of each block were performed with different 
datasets. A dataset was used to predict the duration time of the surgeries and a 
different dataset was used for the optimisation . This division happens because the 
table of surgeries available to being used in the optimisation block does not have 
sufficient surgeries for the forecasting process. Nevertheless, and despite the data 
used for the tests being different, the cohesion of the platform is not impaired, since 
the end user has enough data for the forecast result to be used as the standard time for 
the surgeries in the optimisation. Table 1 presents some statistics of the dataset. 
 










OPHTHALMOLOGY 1078 3162 34905600 5307459 29598141 
PEDIATRIC OPHTHALMOLOGY 23 30 909900 116817,8 793082,2 
VASCULAR SURGERY 569 796 19389000 3456938 15932062 
ORTHOPEDICS 875 1440 26650800 9509328 17141472 
PEDIATRIC ORTHOPEDICS 94 163 3187800 848623,6 2339176,4 
 
4.3 Modelling 
Regression models (REPTree, LinearRegression, IBk, MultilayerPerceptron and 
SMOreg) were induced using the Weka tool to predict the operating time in the 
operating room. At this stage, for testing the prediction block, was used data from the 
surgical specialities that included the most significant number of surgeries in the en-
tire dataset, namely the orthopaedic speciality. Tables 2 and 3 identify the variables 
that appear to have a more descriptive power by the occurrence of only a few values, 
selecting the 15 attributes most relevant for the predicting task. 


















Table 3 - Summary of the regression with 15 attributes 
REPTree IBk SMOreg LinearRegression MultilayerPerceptron 
Correlation coefficient 0.9958 0.813 0.9972 0.9955 
Mean absolute error 269.7897 2107.5949 214.699 313.8986 
Root mean squared error 405.5077 2850.6335 332.11 425.2081 
Relative absolute error 7.8189 % 61.0813 % 6.2223 % 9.0973 % 
Root relative squared error 9.2617 % 65.1079 % 7.5853 % 9.7117 % 
Total number of instances 237 237 237 237 
 
For the optimisation task, modern optimisation methods were implemented, as 
mentioned above, to obtain the minimum value of the total wastes of the shifts: 
 hclimbing (par, fn, change, lower, upper, control, type); 
 optim (par fn, method, gr, control). 
 
These methods were used for 32 surgical specialities, allowing annual and monthly 
optimisation, to find the best solution. The first step is to obtain the initial solution, 
given randomly or sequentially, through the necessary shifts and the size of the sur-
geries. Next, the evaluation function is applied, which aims to go through the con-
straints and then add up the total wastes of each shift. Each waste value is obtained by 
subtracting the standard time from the surgeries, considering a turnover time of 17 
minutes (except for the last surgery), at the time of the assigned shift, and at the end, 
the total waste is returned to the solution obtained. For each one of the iterations a 
complete set of waste values is obtained to be compared among alternative solutions. 
The iterations end in the limit assigned in the optimisation method, which will re-
turn the best value of the solutions obtained. In the end, the satisfactory solution is 
chosen from the two optimisation methods tested.  
4.4 Evaluation 
The evaluation phase intends to promote a benchmarking among the obtained 
models. SMOreg and REPTree models, generated with the top 15 attributes, presented 
the lowest relative absolute error, i.e. 6.22% and 7.82% of the occurrences, respec-
tively. The relative root quadratic error percentages are 7.59% and 9.26%, respec-
tively.  
Initially, it becomes evident that a large amount of data made it difficult to reach 
the business objective, since the models obtained were complex and large, despite 
high accuracy values. In this way, two iterations were performed in which only the 
TOP 10 and TOP 15 of the most relevant attributes for the analysis of the Orthopedics 
speciality were tested, with satisfactory results. In these two methods, only the 
characteristics that were documented for the assignment of TEMPO5 (room time) 
were checked, and no significant changes were obtained. Finally, it was possible to 
get a model with the lowest percentage of error, enabling the prediction of the dura-
tion of each surgery. 
In this phase, results of the optimisation methods used to solve the problem were 
also evaluated. The steps performed in the optimisation block were satisfactory, since 
there was a significant reduction of the shifts, allowing the placement of all the sur-
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geries without the occurrence of problems, from the preparation of the data until the 
modelling, being able to minimise the waste of the shift effectively and efficiently. 
The platform is validated by comparing hill climbing and simulated annealing meth-
ods, always choosing the best solution between the two solutions found, namely the 
solution that presents the least total waste of the shifts for each speciality. 
 Results  
5.1 Analysis of the results obtained in the Prediction Block 
Prediction Block includes the trained models as described above. Analysing the er-
ror percentages of each model pemits to conclude that the algorithm of Support Vec-
tor Regression (SMOreg) is more efficient (because it is the one that presents the 
lowest percentage about 6% relative absolute error). Table 4 presents an example 
containing ten surgeries of the orthopaedic speciality, the expected duration time, 
predicted duration and error. 
 
Table 4 - Prediction sample of the duration of orthopaedic surgeries (time in seconds) 
Surgery Actual Predicted Error 
1 8100 8049.027 -50.973 
2 7020 7127.73 107.73 
3 15300 15304.194 4.194 
4 5100 5165.485 65.485 
5 9000 9026.354 26.354 
6 4200 4267.64 67.64 
7 9300 9331.48 31.48 
8 10560 10761.003 201.003 
9 6960 7042.839 82.839 
10 7860 7721.515 -138.485 
5.2 Analysis of the Results obtained in the Optimisation Block 
For the dataset of surgeries and shifts, only the results of two specialities, namely 
the one with the smallest and the one with the highest number of surgeries, will be 
discussed, because it is enough to understand the minimisation of the wastes. The 
speciality with higher duration times of surgery is vascular surgery, which contains 
796 surgeries (3456938 seconds) to be distributed for a total of 19389000 seconds, 
corresponding to 569 possible shifts. Two types of optimisation have been applied to 
solve this problem: global optimisation for one year; and distributed optimisation for 
each month of a year. In this method, the optimisation was performed for each of the 
12 months that have pendent surgeries, using as a dimension the capacity of surgeries 
of a respective speciality for the respective month. For orthopaedic a satisfactory re-
sult has been attained using of the initial solution generated sequentially, yielding a 




Table 5 - Monthly sequential optimisation of waste for vascular surgery 












For this speciality, it can be concluded that the goal was achieved through monthly 
optimisation. It was possible to distribute all surgeries by the available shifts, even if 
they were of a large number and having reduced their shifts by more than half, which 
means that is possible to introduce more surgeries even though within these 
restrictions. After analysing the results, the method of optimisation process would be 
the most profitable for the scheduling of surgeries in the orthopaedic speciality. Nev-
ertheless, for a smaller number of surgeries the optimisation method that offers a bet-
ter result is the annual optimisation method, precisely because of the ability to make 
greater management of all possible combinations along a year (which could never 
happen with large datasets). Despite of these results, it is strongly recommended to 
use monthly optimisation method, precisely because it is the one that would best fit 
any dataset. 
 Conclusions 
The use of an ABI approach combining predictive capacities with modern optimi-
sation methods reduces the unforeseen delays in the events of a given organization or 
institution. To increase the effectiveness of the service, an ABI platform was created 
using the R environment to facilitate the surgery scheduling task. A dataset of a hospi-
tal containing data on surgeries and shifts was used to test the platform. The results 
are promising and make this approach an efficient and effective ABI event scheduling 
platform, adaptable to any organisation or institution that needs to schedule large lists 
of events. It can result in a reduction in unforeseen delays and an increase in the effec-
tiveness of that service, by minimising the waste of shifts. However, and considering 
the temporal limits and the lack of attributes of the dataset it was not able to address 
some relevant points that were left for future work,  namely: the prioritisation of the 
the events; the implementation of a graphical interface;the Implementation of a 
system of analysis of the results through tables, to facilitate the visualisation of the 
distribution of the events. The approach should be tested considering more complex 
and abundant data. 
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