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As in conventional forward regression [4], a Gram–Schmidt proce-
dure is used to construct the orthogonal basis wk in a forward regres-
sion manner. At each regression step, the PRESS statistic can be com-
puted using the algorithm and then used as a regressor selective criteria
for model construction that minimizes the mean square PRESS errors
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Due to the properties associated with the minimization of the PRESS
statistic, afullyautomaticnonlinearpredictivemodelcontructionalgo-
rithm can be achieved. This can be initially explained intuitively. Anal-
ysis of the function J
(k) shows that it is concave with respect to k,
because J
(k) is decremental for small k, while E[￿
2
k(t)] decreases sig-
nificantly. As the model structure grows, and the decrease in E[￿
2
k(t)]
(the contribution toward better model approximation due to the kth re-
gressor) becomes negligible (as the model has achieved sufficient ap-
proximation capability), J
(k) will become incremental due to PRESS
error inflation, for some k>n ￿. n￿ would clearly be the optimal
model size based on the minimization of the PRESS statistic.
This point is clarified via the following analysis. Denote the model
residual ￿(t) for a model with size k as ￿k(t)=y(t)￿
k
i=1 wi(t)gi.
Clearly
￿k(t)=￿k+1(t)+wk+1(t)gk+1: (26)
From(25)and(26),thePRESSstatisticforamodelofsizek isgiven
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by assuming that the model residual sequence is uncorrelated with
model regressors.
The change of J
(k) over the kth regression step, by increasing k to
(k +1 ) , can be written by
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The difference between the first two terms in (27), E[([￿k+1(t)]
2)=
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k(t))], represents the effects of the
PRESS errors inflation (from a model with k regressors to that of (k+
1) regressors). Clearly E[([￿k+1(t)]
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of this property tends to increase J
(k). Alternatively, the last term in
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k(t))], representing the contribution of the
kth regressor in model approximation, tends to decrease J
(k). As the
model achieves sufficient approximation capability at a certain model
size k = n￿ +1 , the last term in (27) becomes insignificant, such
that this term is smaller than the effects of the PRESS errors inflation
of J
(k) (at a level of ￿ O(1=N) per regression step), resulting in
￿J>0. That is, ￿J>0 requires that E[(w
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ward regression model construction algorithm selects significant
regressor (kw
2
k+1(t)k6 =0 )that minimizes the PRESS statistic, with
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Fig. 1. Nonlinear time series modeling problem; (a) phase plot of the noise
free time series; and (b) phase plot of the iterative RBF model output, using the
combined D-optimality and ROLS algorithm with ￿ =1 0 .
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a growing model structure until ￿J>0 at a derived model size n￿,
when the contribution of the kth regressor becomes insignificant.
The proposed algorithm terminates at J
(n ) >J
(n ), where the
model is optimized based on the minimization of the PRESS statistic
at J
(n ).
This property (the sign change of ￿J as k grows) can be applied
to construct the automatic identification algorithm, introduced in
Appendix B. This is based on the forward regression model con-
struction with an incremental k, by simultaneously monitoring J
(k).
The procedure can be automatically terminated at a derived model
with size n￿, when J
(k) >J
(k￿1). Neither a separate criterion to
terminate the selection procedure, nor any iteration of the procedure is
needed (as the procedure does not use any predetermined controlling
parameter to be adjusted via iteration).
The proposed algorithm is based on the standard Gram–Schmidt [4]
Procedureinwhichtheorthogonalbasiswk isconstructedinaforward
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Fig. 3. Modeling results using RBF network with 37 centers (example 2).
Fig. 3. The model MSE and PRESS at n￿ =3 7 ,i s0:0995
2, and 0:11
2
respectively, demonstrating that the model is appropriate.
V. CONCLUSIONS
In this paper, we have introduced some robust nonlinear modeling
techniques by developing algorithms for model construction in
the framework of forward regression. In order to enhance model
robustness, we use combined parameter regularization and new robust
structural selective criteria, including two classes of robust model
selective criteria based on either experimental design criteria that op-
timizes model adequacy, or the PRESS statistic that optimizes model
generalization capability, respectively. In particular, a common feature
of the algorithms is that computational efficiency has been achieved
through the orthogonalization scheme in an orthogonal least squares
or regularized orthogonal least squares algorithm. Significantly, the
power of the well known forward orthogonal least squares (OLS)
algorithm which was originally introduced based on model selection
by maximizing output energy has been greatly exhanced for model
selection based on various robustness objectives.
APPENDIX A
LOCALLY REGULARIZED FORWARD ORTHOGONAL
LEAST SQUARES ESTIMATOR
The LROLS procedure can automatically select a subset of n￿ re-
gressors to construct a parsimonious model with parameter regulariza-
tion. The forward orthogonal least squares estimator involves selecting
a set of n￿ variables pk =[ pk(1);￿￿￿;p k(N)]
T, k =1 ;￿￿￿;n ￿, from
M regressors to form a set of orthogonal basis wk, k =1 ;￿￿￿;n ￿,i na
forward regression manner. The principle of RLOLS algorithm for the
structure determination is as follows.
An orthogonal decomposition of P is
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where A = faijg is an M ￿ M unit upper triangular matrix and W
is an N ￿ M matrix with orthogonal columns that satisfy
W
TW =diagf￿1;...;￿ Mg (35)
with
￿k =w
T
k wk;k =1 ;...;M (36)
so that (2) can be expressed as
y =( PA
￿1)(A￿) + ￿ = Wg +￿ (37)
where g =[ g1;￿￿￿;g M]
T is an auxiliary vector. The LROLS algo-
rithm uses the following error criterion for parameter estimation.
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Because ￿(t) is uncorrelated with past output signals, it may be shown
[4]and [5] that
gk =
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;k =1 ;￿￿￿;M: (39)
The original model coefficient vector ￿ =[ ￿1;￿￿￿;￿ n ]
T can then be
calculated from A￿ = g through backsubstitution. If ￿i =0 ;8i, the
procedure reduces to conventional forward OLS procedure [4], and if
￿1 = ￿￿￿= ￿M = ￿, this is then the regularized OLS algorithm with
a global regularization parameter [5].
The ROLS procedure can use the conventional OLS procedure for
model term selection which maximizes model approximation capa-
bility in a forward regression manner. The principle of the method is
shown below. The number of all possible regressors M can be much
larger than n￿,b u tn￿ significant regressors can be identified using the
forward OLS procedure. As the orthogonality property w
T
i wj =0for
i 6= j holds, (37) is multiplied by itself and the time average is then
taken, and the following equation is easily derived
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The output variance E[y
2(t)] = (1=N)y
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k wk, the output variance explained by the regres-
sors and (1=N)￿
T￿, the part of unexplained variance. The Error Re-
duction Ratio [ERR]k, which is defined as the increment toward the
overalloutput varianceE[y
2(t)] duetoeachregressororinputvariable
pk(t) divided by the overall output variance is computed as
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;k =1 ;￿￿￿;M: (41)
The most relevant n￿ regressors can be forward selected according to
the value of the error reduction ratio [ERR]k. At the kth selection, a
candidate regressor is selected as the kth basis of the subset if it pro-
duces the largest value of [ERR]k from the remaining (M ￿ k +1 )
candidates. By setting an appropriate tolerance ￿, which can be found
by trial and error or via some statistical information criterion such as
Akaike’s information criterion(AIC) [7] that forms a compromise be-
tween the model performance and model complexity, the variable se-
lection is terminated when
1 ￿
n
k=1
[ERR]k <￿ : (42)
This procedure can automatically select a subset of n￿ regressors to
construct a parsimonious model. Equivalently, this procedure can be
expressed as
J
(k) = J
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1
N
g
2
k￿k (43)
where J
(0) = y
Ty. At the kth forward regression stage, a candidate
regressorisselectedasthekthregressorifitproducesthesmallestJ
(k).
Equation (43) is used in the derivation of experimental design criteria
based algorithms in Sections III.A and Section III.B.
APPENDIX B
THREE ALGORITHMS (COMBINED A- AND D-OPTIMALITY OR PRESS
STATISTIC WITH ROLS SUBSET SELECTION ALGORITHMS)
1) At the first step, initialize J
(0) = y
Ty, for 1 ￿ i ￿ M
For combined A-optimality and ROLS, set ￿>0
For combined A-optimality and ROLS, set ￿>0
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2) Use one of the optional block representing one of three different
algorithms. See (45)–(47) as shown at the bottom of the page.
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Combined A-optimality and ROLS
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5) Use one of the optional block representing one of three different
algorithms. See (51)–(53) as shown at the top of the page.
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7) Theprocedureismonitoredandterminatedatthederivedk = n￿
step, when J
(k) ￿ J
(k￿1). Otherwise, set k = k +1 ,g ot o
step 2.
APPENDIX C
PRESS ERROR IN AN ORTHOGONAL WEIGHT REGULARIZED MODEL
Following (39), the parameter vector in an orthogonal weight regu-
larized model is
g =[ W
TW +￿ ]
￿1W
Ty = H
￿1W
Ty (56)
where ￿=diagf￿1;￿￿￿;￿ Mg2<
M￿M. The model residual based
on the orthogonal weight regularized model is
￿(t)=y(t) ￿ g
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If the data sample indexed at t is deleted from estimation data set, the
leave-one-out model parameter vector from the orthogonal weight reg-
ularized model is given by
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where W
(￿t) and y
(￿t) denote the resultant regression matrix, and
output vector respectively. By derivation, it can be shown that
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The PRESS error evaluated at t in an orthogonal weight regularized
model is given by
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From (59), and by using the matrix inversion lemma, yields
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Substituting (60) and (63) into (61), yields
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