There is a long tradition of using mathematical models to generate insights into the transmission dynamics of infectious diseases and assess the potential impact of different intervention strategies. The increasing use of mathematical models for epidemic forecasting has highlighted the importance of designing reliable models that capture the baseline transmission characteristics of specific pathogens and social contexts. More refined models are needed however, in particular to account for variation in the early growth dynamics of real epidemics and to gain a better understanding of the mechanisms at play. Here, we review recent progress on modeling and characterizing early epidemic growth patterns from infectious disease outbreak data, and survey the types of mathematical formulations that are most useful for capturing a diversity of early epidemic growth profiles, ranging from sub-exponential to exponential growth dynamics. Specifically, we review mathematical models that incorporate spatial details or realistic population mixing structures, including meta-population models, individual-based network models, and simple SIR-type models that incorporate the effects of reactive behavior changes or inhomogeneous mixing. In this process, we also analyze simulation data stemming from detailed large-scale agent-based models previously designed and calibrated to study how realistic social networks and disease transmission characteristics shape early epidemic growth patterns, general transmission dynamics, and control of international disease emergencies such as the 2009 A/H1N1 influenza pandemic and the 2014-2015 Ebola epidemic in West Africa.
Introduction
Over the last few decades, mathematical models of disease transmission have been helpful to gain insights into the transmission dynamics of infectious diseases and the potential role of different intervention strategies [1] [2] [3] [4] . The use of disease transmission models to generate short-term and long-term epidemic forecasts has increased with the rising number of emerging and re-emerging infectious disease outbreaks over the last decades. This has highlighted the need to examine the underlying assumptions behind models of disease spread and control as well as understand how these assumptions affect estimates of key epidemiological parameters and associated epidemic predictions. In order to generate epidemic forecasts that are useful for public health decision-making, there is a need to design reliable models that capture the baseline transmission characteristics for specific pathogens and social contexts.
Recent research has renewed interest in identifying signature features of epidemic growth patterns, especially in the first few disease generations, which could help improve our understanding of the transmission dynamics of infectious diseases and inform the design of models of disease spread [5] . Important model ingredients include realistic population structures and their associated contact networks, appropriate heterogeneity configurations in susceptibility and infectivity, as well as the possibility of early reactive behavior changes that blunt the transmission rate. In this article we review how different mathematical modeling approaches incorporating realistic spatial structures [5] [6] [7] , reactive behavior changes or inhomogeneous mixing parameters can yield different epidemic growth profiles ranging from sub-exponential to exponential growth dynamics.
The goals of this review are twofold. First, we describe recent progress using primarily phenomenological models to quantify the early epidemic growth patterns from infectious disease outbreak data. Second, we provide a review of the major mathematical modeling approaches that are useful to capture early epidemic growth profiles. Because mixing within and among populations affect early patterns of epidemic spread in a major way, a focus of this review is on how modelers can incorporate realistic population mixing structures in models ranging from metapopulation models to individual-based network models. In this process, we also examine how realistic social networks and disease transmission characteristics can shape early epidemic growth patterns. To do so, we analyze simulation data derived from detailed large-scale spatial models previously used to study transmission dynamics and control of international disease emergencies such as the 2009 A/H1N1 influenza pandemic and the 2014-2015 Ebola epidemic in West Africa.
Description of early epidemic growth profiles using phenomenological models
In this section, we describe recent progress using primarily phenomenological models to characterize the early epidemic growth profile from infectious disease outbreak data. We also discuss how the presence of a diversity of early epidemic growth profiles has implications for epidemic forecasting and understanding the transmission potential of infectious diseases.
Motivation from empirical outbreak data on Ebola and HIV/AIDS
Because a necessary condition for validating a transmission model is that the model is able to reproduce growth patterns that are consistent with observed epidemiological data, faithful characterization of the profile of early epidemic growth is a useful test of model accuracy. For instance, prior work has highlighted that the initial, seemingly exponential spread of the 2014-2015 Ebola epidemic in West Africa at the national level was in fact a composition of local asynchronous and sub-exponential outbreaks [5, 8] . That is, local district or county-level outbreaks of Ebola show spatial asynchrony and follow a slower growth pattern that can be best approximated by polynomial rather than exponential functions during at least 3 consecutive disease generations (Fig. 1) . To further illustrate this point using simulations, we visually contrast exponential vs. sub-exponential epidemic growth dynamics using two representative transmission trees over 12 generations of disease transmission (Fig. 2) .
Past research has also identified polynomial epidemic growth patterns for HIV/AIDS [9] , a viral disease that is spread largely through close contact via bodily fluids [6, 10] . In particular, it has been well documented that the cumulative number of AIDS cases in the United States in the 1980s followed polynomial rather than exponential growth in time [9, 10] . On a semi-logarithmic scale, exponential growth patterns are visually evident if a straight line fits well several consecutive disease generations of the epidemic curve, whereas a strong downward curvature in semi-logarithmic scale is indicative of sub-exponential growth. In the following subsection, we review a quantitative Fig. 1 . The district level curves of weekly Ebola case counts during the 2014 Ebola epidemic are largely characterized by sub-exponential growth during the early epidemic phase, shown by the strong curvature in the cumulative incidence curves in semi-logarithmic scale. Fig. 2 . Schematic epidemic trees characterized by exponential and sub-exponential growth dynamics with 12 generations of disease transmission where the index case is located in the center. The epidemic tree with exponential growth dynamics was stochastically generated assuming a mean basic reproduction number of 1.5 in the absence of interventions or behavior changes. The epidemic trees with sub-exponential growth dynamics are characterized by an effective reproduction number that declines towards unity over subsequent generations.
framework to characterize the early ascending phase of infectious disease outbreaks from case incidence series, using a phenomenological model [7] :
where C (t) describes the incidence curve over time t , the solution C(t) describes the cumulative number of cases at time t, r is a positive parameter denoting the growth rate and p ∈ [0, 1] is a "deceleration of growth" parameter. If p = 0, this equation describes constant incidence over time and the cumulative number of cases grows linearly while p = 1 models exponential growth dynamics (i.e., Malthus' equation) . Intermediate values of p between 0 and 1 describe sub-exponential (e.g. polynomial) growth patterns. For example, if p = 1/2 incidence grows linearly while Fig. 3 . Simulated profiles of epidemic growth supported by the generalized growth model when varying the deceleration of growth parameter p (Equation (1)) between 0 and 1. The growth rate parameter r is fixed at 0.2 per day and the initial number of cases, C(0) = 1. In semi-logarithmic scale, exponential growth patterns are visually evident if a straight line fits well several consecutive disease generations of the epidemic curve, whereas a strong downward curvature in semi-logarithmic scale is indicative of sub-exponential growth.
the cumulative number of cases follows a quadratic polynomial. For sub-exponential growth (i.e., 0 < p < 1) the solution of this equation is given by the following polynomial of degree m [11] :
where m is a positive integer, and the "deceleration of growth" parameter is given by p = 1 − 1/m. A is a constant that depends on the initial condition, C(0). Specifically, A = m √ C(0). Furthermore, for sub-exponential growth dynamics, the per-case growth rate, [dC(t)/dt]/C(t) ∝ m/t , decreases inversely with time while the doubling time T d ∝ t (ln 2)/m increases proportionally with time ( Fig. 1) [5] . In contrast, exponential growth is characterized by constant doubling times.
Simulations derived from the generalized-growth model display different epidemic growth profiles, as the "deceleration" parameter (p) is varied between zero and one (Fig. 3 ). These profiles include linear incidence (i.e., p = 0.5), concave-up incidence (p > 0.5), and concave-down incidence (p < 0.5) patterns. Moreover, epidemic size is predicted to be highly sensitive to small variations in the deceleration parameter p. This is highlighted in Fig. 4 which displays an 86-fold difference in cumulative incidence between p = 0.9 and p = 1 (i.e., exponential growth) after 2 months with the growth rate parameter fixed at r = 0.2 and C(0) = 1.
Phenomenological approaches for modeling disease spread are particularly suitable when significant uncertainty clouds the epidemiology of an infectious disease including the potential contribution of multiple transmission pathways [12] . In these situations, phenomenological models provide a starting point for generating early estimates of the transmission potential and generating short-term forecasts of epidemic trajectory and predictions of the final epidemic size [12] .
Epidemic growth profiles in infectious disease outbreak data
Previous work has shown that sub-exponential growth dynamics was a common phenomenon across a range of pathogens, as illustrated by empirical data on the first 3-5 generations of epidemics of influenza, Ebola, foot-andmouth disease, HIV/AIDS, plague, measles and smallpox [7] (Fig. 5) . Representative fits of the generalized growth model to outbreak data and the corresponding empirical distributions of the deceleration of growth parameter p are shown in Figs. 6-9. For instance, high values of p above 0.85 were estimated for a major plague epidemic in Bombay Fig. 4 . Simulations of epidemic growth profiles assessing the sensitivity of the cumulative number of cases to small variations in the deceleration of growth parameter p from p = 0.9 to p = 1.0 (i.e., exponential growth-dynamics) using the generalized-growth model (Equation (1)) while fixing parameter r at 0.2 per day and C(0) = 1. The solid red curve denotes the solution curve when p = 0.95. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 5 . Estimates of p and corresponding 95% confidence intervals derived from various infectious disease outbreaks for a range of diseases including influenza, Ebola, foot-and-mouth disease, HIV/AIDS, plague, measles and smallpox [7] . The vertical dashed line separates Ebola and non-Ebola outbreak estimates.
in 1905, the 1918 influenza pandemic in San Francisco, and a smallpox outbreak in Khulna, Bangladesh in 1972. Slower growth profiles were quantified for the foot-and-mouth disease outbreak in Uruguay at the farm level with a low mean estimate of p at 0.4 and the HIV/AIDS epidemic in Japan (1985-2012) at ∼0.5, which is consistent with an approximately linear growth pattern [7] . (1)) to an increasing amount of case incidence data during the initial epidemic growth phase (top panels) and the corresponding empirical distribution of the deceleration of growth parameter, p (bottom panel). (1)) to an increasing amount of case incidence data during the initial epidemic growth phase (top panels) and the corresponding empirical distribution of the deceleration of growth parameter, p (bottom panel). (1)) to an increasing amount of case incidence data during the initial epidemic growth phase (top panels) and the corresponding empirical distribution of the deceleration of growth parameter, p (bottom panel). Fig. 9 . The 2014 Ebola epidemic in Western Area Urban, Sierra Leone. Representative fits of the generalized-growth model (Equation (1)) to an increasing amount of case incidence data during the initial epidemic growth phase (top panels) and the corresponding empirical distribution of the deceleration of growth parameter, p (bottom panel). Fig. 10 . The impact of assuming exponential growth dynamics when forecasting a near-exponential epidemic growth phase. We first calibrated the exponential growth model to the first 3 generations of disease transmission from 500 stochastic simulations of early growth disease transmission derived using the generalized-growth model where each disease generation is fixed at 5 days, the 'deceleration of growth' parameter p (Equation (1)) is set at 0.92, 0.94, and 0.96, just slightly below exponential growth, the true growth rate parameter is set at 0.4 per day, and C(0) = 1. Next, using the calibrated exponential model for each of the stochastic simulations, we forecasted epidemic growth for the following 3 disease generations for each epidemic realization. The gray curves correspond to the ensemble of epidemic forecasts. The red solid and dashed lines correspond to the median and interquartile range computed from the ensemble of stochastic realizations, respectively. The vertical dashed line separates the model calibration period from the forecasting horizon. The stochastic simulations derived from the "true model" using the generalized-growth equation are shown for reference. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
For the district-level Ebola epidemic outbreaks in West Africa, we found that p varied substantially with an overall mean at ∼0.6 [7] . The districts of Margibi in Liberia, and Bombali and Bo in Sierra Leone, displayed near exponential growth (p close to 1), while the districts of Bomi in Liberia and Kenema in Sierra Leone displayed particularly slow growth (p near 0.1). An intermediate pattern of growth for the district of Western Area Urban in Sierra Leone is shown in Fig. 9 . Recently, we have also characterized the early growth dynamics of the mosquito-borne Zika epidemic in Antioquia, Colombia, which displayed sub-exponential growth dynamics, with p estimated in the range 0.44-0.65 [12] . This epidemic growth profile is likely shaped by substantial spatial heterogeneity in the transmission rate, which is significantly associated with heterogeneities in the vector population [12] .
Implications of early sub-exponential growth patterns in infectious disease data
The diversity of epidemic growth profiles observed in real epidemic outbreaks underscores the importance of understanding the underlying mechanisms and their ramifications in the design of epidemic models, and how they affect estimation of key epidemiological parameters and forecasting accuracy. For instance, it is common practice to rely on mechanistic epidemic models largely based on homogeneous mixing assumptions, whereby the initial growth phase is assumed to follow an exponential growth phase during several generations of the disease (e.g. [1, 13, 14] ). This suggests that predictions of final epidemic size based on models that assume early exponential growth will tend to overestimate epidemic size whenever the early dynamics of disease transmission are governed by mechanisms that induce slower transmission patterns. In turn, public health authorities could have more time to implement effective control interventions than forecasted. For instance, the predictions of the expected number of cases of HIV/AIDS in the United States or Ebola in West Africa that relied on models based on exponential growth assumptions greatly overestimated the final epidemic size [15] [16] [17] [18] [19] .
It is often taken for granted that the early growth phase of most biological processes follows exponential growth dynamics. In the context of infectious disease spread, this assumption is often convenient to describe a transmission process with mass action kinetics using differential equations. The impact of assuming exponential growth on short-term epidemic forecasts is illustrated in Fig. 10 , when the underlying growth process is slightly slower than exponential. That is, we first calibrated the exponential growth model to the first 3 generations of disease transmission for each of 500 stochastic simulations of early growth disease transmission derived using the generalized-growth model (Equation (1)) where each disease generation is fixed at 5 days, the 'deceleration of growth' parameter p is set at values 0.92, 0.94, and 0.96, just below the exponential growth regime at 1.0 while the true growth rate parameter is set at 0.4 per day. Using the calibrated exponential growth model, we forecasted epidemic growth for the following 3 disease generations for each epidemic realization. These results shown in Fig. 10 illustrate how rapidly the epidemic forecasts diverge within just a few generations of disease transmission even when the "true" growth dynamics fall only slightly below the exponential growth regime.
Overall, there is a need to consider sub-exponential growth patterns in the design and parameterization of mathematical transmission models. Indeed, past modeling efforts have incorporated mechanisms to account for slower than exponential growth patterns including models that gradually mitigate the transmission rate over time [20] [21] [22] [23] or incorporate phenomenological parameters to capture non-homogeneous population mixing [24, 25] and models with particular spatial network structures [26] [27] [28] [29] [30] [31] [32] [33] [34] . Designing mathematical models and statistical approaches that more flexibly capture the profile of epidemic growth could lead to enhanced model fit, improved estimates of key transmission parameters, and more realistic epidemic forecasts [12] .
The presence of early sub-exponential growth patterns have direct bearing on the definition, estimation and interpretation of the basic reproduction number R 0 , a key quantity for disease control [1, 2, 35] . R 0 is a dimensionless quantity that captures the average number of secondary cases generated by a primary infectious individual in a completely susceptible population. If the case incidence curve follows an early exponential growth phase during the first few disease generations, R 0 is expected to remain invariant during the first few disease generations in the absence of susceptible depletion, control interventions or reactive population behavior changes. That is, the effective reproduction number, R t ≈ R 0 during the early growth dynamics of an epidemic. Yet, empirical observations indicate that 1) the duration of most epidemics, particularly those of rapid dissemination such as influenza and childhood infectious diseases, typically only last for a few disease cycles, and 2) epidemics with an early sub-exponential growth phase are common [7] . In the context of sub-exponential growth dynamics, even with small deviations from the exponential growth assumption, the reproduction number is not invariant during the first few generations of disease transmission, but is a dynamic quantity that declines over time towards 1.0 [35] . In the context of the generalized-growth model [7] , the actual profile of the effective reproduction number is shaped by the 'deceleration of growth' parameter, p [7] . This highlights the fact that R 0 alone could provide limited information about the transmission potential of infectious disease [36] [37] [38] . Further theoretical work is needed to connect sub-exponential growth patterns into classic theoretical results of epidemic theory stemming from decades-old pioneering work including that of Ross [3] and Kermack and McKendrick [4] .
Mechanistic models representing epidemic growth profiles
In this section, we reflect on several mechanisms that have been put forward to explain the sub-exponential epidemic growth patterns evidenced from infectious disease outbreak data [5] [6] [7] . These include spatially constrained contact structures shaped by the epidemiological characteristics of the disease (i.e., airborne vs. close contact transmission model), the rapid onset of population behavior changes, and the potential role of individual heterogeneity in susceptibility and infectivity.
Although attractive to provide a quantitative description of growth profiles, the generalized-growth model described earlier is a phenomenological approach, and hence cannot be used to evaluate which of the proposed mechanisms might be responsible for the empirical patterns. Explicit mechanisms can be incorporated into mathematical models for infectious disease transmission, however, and tested in a formal way. Identification and analysis of the impacts of these factors can lead ultimately to the development of more effective and targeted control strategies. Thus, although the phenomenological approaches above can tell us a lot about the nature of epidemic patterns early in an outbreak, when used in conjunction with well-posed mechanistic models, researchers can learn not only what the patterns are, but why they might be occurring.
In the following sections, we describe a series of mechanistic transmission models that are especially useful for understanding the early spread of an epidemic. In particular, we center our review on structured epidemic modeling approaches, including population-level spatial metapopulation models, and individual-based network and agent-based approaches. Our goal is to describe the basic structure of these types of models and then discuss the epidemic growth profiles that these approaches support. We also discuss two modifications of the standard SIR epidemic model that support early sub-exponential growth dynamics: 1) an SIR model that incorporates reactive behavior changes by modeling a time-dependent transmission rate, and 2) an SIR model that incorporates inhomogeneous mixing through a power-law scaling parameter.
Epidemic transmission models by their very nature focus on the spread of an infectious disease through a population, but this spread can be modeled in two fundamentally different ways: by looking at the entire population as a single group or set of linked subgroups (population-based) or by explicitly considering each individual that makes up the population and how interactions between unique individuals facilitate disease spread (individual-based). In population-based models it is generally assumed that differences among individuals within each modeled group or subgroup in risks for disease or other characteristics are negligible so that everyone can be treated as if they were identical, i.e., that the groups being modeled are homogeneous. It is important to note, though, that heterogeneity among a larger population can be included in models using a population-based framework by dividing the large population into groups that reflect specified types of heterogeneity (e.g., age groups, neighborhoods, behavioral risk groups, etc.). Individual-based models consist of groups of discrete individuals and model the specific interactions between the individuals. Such models usually assume substantial heterogeneity in risks and behaviors among individuals.
The SIR model and derivatives is the framework of choice to capture population-level processes. The basic SIR model, like many other epidemiological models, begins with an assumption that individuals form a single large population and that they all mix randomly with one another [1, 4, 39] . This assumption leads to early exponential growth dynamics in the absence of control interventions and susceptible depletion and greatly simplifies mathematical analysis (note, though, that other assumptions and models can also result in exponential growth). The SIR model is often not a realistic representation of the human behavior driving an epidemic, however. Even in very large populations, individuals do not mix randomly with one another-they have more interactions with family members, friends, and coworkers than with people they do not know. This issue becomes especially important when considering the spread of infectious diseases across a geographic space, because geographic separation inherently results in nonrandom interactions, with more frequent contact between individuals who are located near each other than between those who are further apart. It is important to realize, however, that there are many other dimensions besides geographic space that lead to nonrandom interactions among individuals. For example, populations can be structured into age, ethnic, religious, kin, or risk groups. These dimensions are, however, aspects of some sort of space (e.g., behavioral, demographic, or social space), and they can almost always be modeled in similar fashion to geographic space (see, for example, [40, 41] ).
The means by which a population is structured is of critical importance, because this issue essentially determines how and when susceptible and infectious individuals come into contact with each other and potentially pass on a disease. The earliest structured population models in epidemiology date to at least the 1940s [42] and 1950s [43] , but the number of studies centering on the development and/or analysis of such models has exploded since the late 20th century, and it is now routine for such models to be used for human diseases. Models of the spread of infectious diseases in a spatial or social context have been formulated at both the population-and individual-level. Population-level models can be further subdivided into metapopulation models, which include discrete, identifiable subpopulations, and spatially continuous models, which assume that a population is continuously distributed across space. Individuallevel models are often represented as network models, which summarize disease-causing interactions at the individual scale. In the next section we discuss metapopulation epidemic models in more detail; individual-level models will be discussed subsequently.
Metapopulation spatial models
Metapopulation formulations are used for the vast majority of population-based models that consider the spatial spread of human infectious diseases and that address important public health concerns rather than theoretical model behavior. Consequently, our review of population-based models in this paper will be limited to a description of the metapopulation approach. Readers interested in more details on spatially continuous epidemiological models are encouraged to consult Sattenspiel [44] or Keeling and Rohani [45] . Metapopulation models themselves can be considered as networks with the groups represented by nodes and the interactions among groups represented as the network links [41] .
Incorporating population structure into epidemiological models introduces complications that are not to be taken lightly, however. Population structure adds significant complexity to a model, with corresponding increases in the difficulty of mathematical analyses. For this reason, individual-based computer simulation models are being used more frequently to address the consequence of population and individual heterogeneity. In addition to the difficulties with model analysis, structured models generally require much more extensive and complex sorts of data in order to estimate their parameters, which increase by n times compared to equivalent single population models (n is the number of subpopulations being modeled). In spite of these complications, metapopulation models are still the most common type of model used to explore mathematically how diseases spread across space.
The n subpopulations being modeled using a metapopulation approach are assumed to be discrete groups that are linked together in some way. Usually the individual groups or subpopulations are considered to be well mixed and homogeneous; some sort of coupling mechanism then links groups to one another. The coupling mechanism, which, in spatial models, usually assumes movement of individuals between groups, is what allows an infection to spread from one group to another. However, the actual movement process may be either explicit or implicit, leading to the development of two general classes of spatial metapopulation models: a) cross-coupled models, and b) mobility models [44] . Cross-coupled models generally make use of mathematical structures that simplify the analysis, and in addition, the strength of the interactions (i.e., coupling) between groups is determined by the modeler and explicitly built into the structure of the model. In mobility models, the modeler specifies the rates of travel or mixing between groups, and the strength of the interactions between groups is an outcome of the mixing process among all subpopulations. Because of their greater ease of analysis and less intensive data requirements, until very recently cross-coupled models were more commonly used, but better availability of the data necessary for parameter estimation has resulted in an increasing number of new models that make use of the mobility approach (e.g. [46] [47] [48] [49] [50] [51] [52] [53] [54] ).
Cross-coupled metapopulation models
Cross-coupled metapopulation models, which have been in use since at least the mid-1940s (early examples include [42, 43, 55] ) do not model the process that brings individuals from different groups into contact with one another; rather, they incorporate a contact matrix that represents the strength or sum total of those contacts only. This contact matrix is sometimes referred to as the WAIFW, or "who acquires infection from whom" matrix. In the simplest cross-coupled models, the elements of this matrix represent both the influence of interactions between any two subpopulations and the risk of transmission as a consequence of those interactions; often, however, the transmission parameter is considered separately. Using the SIR framework described above, a simple deterministic cross-coupled epidemic model can be written as follows:
where S i , I i , and R i are the numbers of susceptible, infectious, and recovered individuals, respectively, N i is the total population size in subpopulation i, γ is the recovery rate, and μ is the rate of birth (and death) under the assumption of a non-growing population (total births = total deaths). φ ij is the rate of effective contact between subpopulation i and subpopulation j ; the set of φ ij forms the elements of the WAIFW matrix. Note that in this formulation, the φ ij implicitly include both the rate of contact and the probability of transmission. In a metapopulation consisting of n distinct subpopulations, the WAIFW matrix can have up to n 2 nonzero elements, and sufficient data may not be available to estimate all the parameters. In addition, mathematical analysis may be difficult. Consequently, simplified mixing patterns are often used in such models. Common assumptions are that the contact patterns are symmetric, that between-group contact is less frequent than within-group contact, or that contact between groups is a function of the distance separating them and/or their relevant sizes.
Mobility metapopulation models
Like cross-coupled metapopulation models, mobility metapopulation models incorporate into their structure a matrix to represent the interaction between different groups, but they are mechanistically oriented and do this by considering the actual process by which such interactions occur. Transmission of the pathogen occurs within subpopulations, but the composition of those subpopulations explicitly includes not only residents of the subpopulation, but visitors from other groups.
The majority of mobility metapopulation models that have been developed for human diseases consider short-term or temporary mobility, because the time scale of the disease transmission process is such that long-term or permanent migration can be ignored. The mechanisms that need to be modeled for all time scales are similar, however, and the appropriate time scale to use in the mobility component is disease-and question-specific. We limit our discussion here to short-term human mobility.
In general, the mobility process that links the subpopulations of a metapopulation can be specified by explicitly considering the rates of movement both from one group to another and in the opposite direction. This process can also be modeled by considering first the rates at which individuals leave groups to visit other locations and then the possible destinations and average durations of those trips [56] . As in the cross-coupled models, incorporation of the spatial dimension and the mobility matrix to represent contacts between groups requires the addition of at least n 2 new parameters in the model. Consequently, many mobility models also use simplified matrices to represent the mobility. In recent years, however, a number of new and detailed data sources that provide the information needed to specify these matrices have become available, increasing the feasibility and use of mobility metapopulation models. Examples of these are discussed further below.
An example of a deterministic SIR mobility metapopulation model is the following set of equations:
where S i , I i , and R i are the numbers of susceptible, infectious, and recovered individuals, respectively, and N i is the total population size of subpopulation i, μ is the rate of birth (and death) under the assumption of a non-growing population (total births = total deaths), β i is the transmission parameter in subpopulation i, and θ ij is the rate of movement to subpopulation i from subpopulation j . In this simple model the rates of movement are assumed to be the same for all disease states, although this assumption can be relaxed if desired. Relaxation of the assumption does increase the data requirements for parameter estimation as well as the complexity of any model analyses, however. Because mobility metapopulation models explicitly incorporate the movement of individuals between groups, the individuals making up a group can only be in one group at a time (i.e., they are either at home or they are visiting some other group). This means that they cannot be involved simultaneously in two different epidemic processes-their risk of transmission is a function only of where they are situated at the time transmission occurs. Depending on how the contact matrix is defined, however, this may not be the case for a cross-coupled model, although this problem can be offset by proper scaling of the transmission parameters [44] .
Patterns of contact between groups in spatial metapopulation models
The defining characteristic of spatial metapopulation models is the contact matrix or set of between-group travel rates that determines the frequency of contact and opportunities for interaction between groups. In this section we provide an overview of the types of mixing/coupling patterns that are most prevalent in spatial metapopulation models, including both theoretical patterns and those that are derived from data such as airline travel or mobile phone usage. We also briefly examine recent research on determining the nature of contemporary human mobility.
Both cross-coupled and mobility metapopulation models developed in recent years represent the contact or mobility process by a matrix with parameters derived either from one of two generalized models, the gravity or radiation models, or from data that provide information on actual patterns of interaction within and among groups. The gravity model assumes that the rate of contact between two groups is directly proportional to their sizes and inversely proportional to the geographic distance separating them [57] [58] [59] . A generalized gravity model takes the form
where m jk represents the contact between groups j and k, N j and N k are the population sizes of the groups, d jk is the distance between the two groups, and a, b, and c are parameters derived from fitting the model to existing data on interactions between the groups. Because the data needed to parameterize the gravity model are often not available for regions without regular collection of traffic data, Simini et al. [60] recently proposed a new model, which they call the radiation model. Their model is intended to represent commuting behavior, and they assume that the destinations are determined only by job selection, which is a decision that depends on the size of the location of a specific job opportunity as well as the benefits (e.g., income, working hours, conditions, and other characteristics) of the potential opportunity. Individuals choose the closest job to their home region that has higher benefits than those within the home region. The assigned work locations of all members of a region determine the daily commuter fluxes. The average flux, T ij , from region i to region j at a distance r ij apart is given by
where N i and N j are the population sizes of regions i and j , respectively and s ij is the total population in a circle of radius r ij centered on region i but excluding both the source and destination populations. T i = j =i T ij is the total number of commuters who begin their commute in region i. Simini et al. [60] show that the commuting fluxes, T ij , are independent of the benefits distribution as well as the density of jobs, and the total number of commuters, the remaining free parameter, also does not affect the distribution of the T ij ; consequently, their model is parameter-free. All that is required as input for the model is the population distribution, which is almost always available throughout the world.
The other approach to estimating the contact matrix linking different subpopulations in a spatial metapopulation model is to use actual data that provide direct information on individual movement patterns, and this approach is becoming more and more widespread. A number of large-scale data sets are available from many parts of the world, with the most common sources being mass transportation (e.g., airline, rail, bus) data and mobile phone data. For example, Tizzoni et al. [61] compared the ability of different types of data to effectively represent commuting networks at different spatial scales. They focused on regularly collected census surveys, mobility phone data, and a radiation model calibrated using census data from three European countries-Portugal, Spain, and France. They incorporated the resulting contact matrices into metapopulation models for these countries and compared model results to observed epidemiological data. They found that mobile phone data effectively captured the commuting patterns and were highly correlated with the census-derived patterns, but that the data systematically overestimated the volume of commuting traffic and therefore predicted more rapid spread of epidemics.
Early epidemic growth dynamics from spatial metapopulation models
The use of different spatial structures in transmission models has proven useful to gain greater understanding of how population structures found in the real world may influence the speed of epidemic spread and the clustering of cases. The presence of spatial structure implies that individuals do not mix randomly with others throughout the population and as a consequence, disease cases are likely to show clustering rather than to diffuse smoothly across the space. This clustering can also reduce the speed of epidemic spread throughout the entire population. Recall, though, that a common assumption of spatial metapopulation models is that the subpopulations are homogeneous and randomly mixing. Thus, although epidemic spread throughout the entire population is generally slower in a metapopulation than in a comparably sized homogeneous population, analyses have shown that metapopulation models result in consistently faster spread and higher incidence than analogous individual-based models that do not assume homogeneous populations and random mixing within groups [62, 63] . Even more relevant for this review is the fact that whenever the local (patch) population size is large enough in a metapopulation transmission model, case incidence is expected to follow exponential growth dynamics in the absence of control interventions or behavior changes and depletion of susceptibles. This indicates that metapopulation models may not explicitly provide the right spatial scale to capture specific spatial features (e.g., clustering), which could yield early sub-exponential growth dynamics.
For illustration, Fig. 11 displays the impact of increasing transmission rates of the 4-nearest neighbors on local epidemic simulations using a cross-coupled metapopulation model where 100 local populations each of size 100,000 are spatially arranged in a 10 × 10 square lattice structure. Perhaps not surprisingly, one can observe how the early Fig. 11 . Local epidemics generated using a cross-coupled metapopulation model where 100 local populations are spatially arranged in a 10 × 10 square lattice with periodic boundary conditions. The local dynamics across all patches follow a simple SEIR (susceptible-exposed-infectiousremoved) transmission model with a mean latent period of 2 days, a mean infectious period of 3 days, a local basic reproduction number, R 0 at 1.5, and a local population size in each patch of 100,000 individuals. A constant transmission between the 4-nearest neighbors is modeled as a fraction ρ of the local transmission rate, which takes values of A) 0.1%, B) 0.5%, C) 1% and D) 5%. For reference, the red dotted line corresponds to the curve of total incidence while the dashed black line corresponds to the solution of the homogeneous mixing SEIR model considering the total homogeneously-mixed population in a single patch. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) local epidemic growth dynamics during the first few generation intervals corresponds well to the epidemic growth derived from a simple SEIR transmission model in a homogeneously mixed population. By adding a hub population to this metapopulation structure (e.g., a small and constant transmission rate from all patches to/from a hub population; see e.g., [64, 65] ), the local epidemic dynamics across the population become increasingly synchronized as shown in Fig. 12 .
The Global Epidemic and Mobility (GLEaM) Model, a mobility metapopulation model that uses worldwide airline travel data and a gravity model to approximate the transportation network, has also been used to study early epidemic growth profiles [66] [67] [68] . The GLEaM transportation network is combined with a realistic population distribution to project the spatial spread of an epidemic. The model has been employed to address different policy questions including the potential role of travel restrictions. The early epidemic growth profile of 2009 A/H1N1 pandemic influenza was assessed using simulations derived from GLEaM. Specifically, the epidemic growth pattern was characterized from the incidence curve for Mexico City for the 2009 A/H1N1 influenza pandemic as obtained from GLEaM [66] . In line with our previous discussion about metapopulation models, using the generalized-growth model described in Section 2, we found exponential growth dynamics during the early phase of the 2009 A/H1N1 influenza pandemic in Mexico City as shown in Fig. 13 . These findings are in agreement with the early dynamics of pandemic influenza described in [7] , which suggests that metapopulation models can provide the appropriate baseline spatial structure for modeling the spread and control of infectious diseases that disseminate rapidly, such as pandemic influenza or the spread of childhood infectious diseases in highly naïve populations.
Individual-based network models
With the increasing availability of data, computational power and methodological advancements, the approaches of network models have been increasingly sought for problems of infectious disease dynamics (reviewed in [69] [70] [71] ). Local epidemics generated using a cross-coupled metapopulation model where 100 local populations are spatially arranged in a 10 × 10 square lattice. The local dynamics across all patches follow a simple SEIR (susceptible-exposed-infectious-removed) transmission model with a mean latent period of 2 days, a mean infectious period of 3 days, a local basic reproduction number, R 0 at 1.5, and the local population size is 100,000 individuals. The nearest neighbor transmission rate is modeled as a fraction p of the local transmission rate, which takes values of A) 0.1%, B) 0.5%, C) 1% and D) 5%. In addition to nearest-neighbor transmission, transmission with a single hub population is possible with which all patches interact by modeling a hub-transmission rate which is assumed to be fixed at 1% of the nearest neighbor transmission rate. Fig. 13 . Characterization of the epidemic growth pattern from the incidence curve of the 2009 A/H1N1 influenza pandemic in Mexico City as provided by GLEAM [66] . Using the generalized-growth model described in Section 2, we found near-exponential growth dynamics during the early phase of the 2009 A/H1N1 influenza pandemic in Mexico City, which is in line with the early dynamics of pandemic influenza described in [7] . A contact network model explicitly represents host interactions that mediate disease spread. A node in a contact network represents an individual host, and an edge between two nodes represents an interaction that may allow disease transmission. Network models can thus capture individual-scale variation in vulnerability to infection and potential for infecting others, which may be dictated by an individual's connectivity to other individuals in the network as well as individual susceptibility and infectivity.
Network-based epidemic modeling methods have the power to study the impact of individual-level characteristics and their disease-relevant interactions on the transmission dynamics observed at the population level. Several such methods, both simulation-based and analytical, have been developed in the last thirty years. Simulation methods include discrete-time and continuous-time models, and enable the study of complex network structures without approximation. When tractability is desired, analytical methods provide an alternative through numerical integration. For a comprehensive review of network epidemic modeling methods, we point the reader to [70] .
While little work has explicitly addressed the early growth dynamics using contact network models, individualbased network models are amenable to studies of how specific structural features affect early epidemic growth patterns. In particular, individual-based networks are useful to capture two important mechanisms that are expected to slow down the initial growth dynamics: a) local susceptible depletion, in which the pool of susceptibles available to infectious individuals diminishes even at low rates of prevalence [71] ; and b) risk heterogeneity, which segregates the population into high and low infection risk. Local susceptible depletion mitigates the initial growth rate by limiting local spread; and risk heterogeneity tends to focus early case growth to those at highest risk of infection. In the following subsections, we highlight three key network structural features (contact heterogeneity, clustering, and dynamic contacts) that play an important role in the transmission dynamics of disease spread, and are affected by both mechanisms discussed above. We also briefly review analytical network modeling approaches, including bond percolation, pair approximation, and dynamic networks, which are useful to analyze the impact of individual-based transmission processes on early epidemic growth dynamics. Our analysis of the literature on investigating the impact of individuallevel transmission characteristics on early spread dynamics indicates a clear need for systematic studies that increase our understanding of the impact of different configurations of clustering, contact heterogeneity, and individual-level variation in susceptibility and infectivity on the early epidemic growth dynamics.
Contact heterogeneity
Variation in the number of contacts, or disease-causing interactions, among hosts in a population has been shown to impact disease outcomes and the design of intervention strategies [72] [73] [74] [75] [76] [77] [78] [79] . In network terms, the degree of an individual (node) represents the number of contacts (edges) it has with other individuals, and the degree distribution represents the frequency distribution of node degrees. The degree distribution is a powerful way of characterizing a network as it naturally captures the individual-level heterogeneity in the potential to acquire infection from other individuals and to transmit infection to others. A parsimonious model of contact heterogeneity is the configuration model [80] , which generates networks with a specified degree distribution that is random in all other respects. Volz and others developed an "edge-based compartmental modeling" (EBCM) formalism (based on probability generating functions) for dynamically modeling SIR-type epidemics on configuration model networks [81, 82] ; this was a significant improvement over existing bond percolation methods at the time [83] . This method provides a means of translating between population quantities (total number of contacts) and individual quantities (number of susceptible and infected individuals) to determine epidemic incidence at any time. This approach and others have been used to demonstrate the dramatic effects that the degree distribution can have on disease spread in a population: homogeneous populations (with low variance degree distributions) are characterized by a high epidemic threshold and experience a lag before reaching the expansion phase of the epidemic; heterogeneous populations (with high variance degree distributions) have low epidemic thresholds and accelerate very rapidly [69, 75, 79, 81] . Nevertheless, as we elaborate below, the degree distribution of a contact network is only one of several network features that drive the transmission dynamics of an infectious disease, when spatial structure is relevant. Indeed, in a seminal paper, Watts and Strogatz (1998) [78] devised the "small-world" network model to demonstrate that networks with essentially the same degree distribution could give rise to completely different temporal epidemic profiles when individual nodes were connected in a spatially correlated manner.
The observed polynomial growth of the HIV/AIDS epidemic was first hypothesized to be the result of heterogeneity in the distribution of contacts such that models with extreme contact heterogeneity generated epidemics with slower than exponential growth owing to saturation among the highly connected classes of individuals, which led to a transition to less connected individuals [9] . In fact, Colgate et al. [10] demonstrated that it was likely substantial heterogeneity in contact frequency and a hierarchical spread through connectivity classes that led to the early cubic growth of AIDS in the United States. However, these findings were derived using compartmental models based on differential equations, and it would be very interesting to gain better understanding of these findings using network models guided by realistic sexual contact network datasets or realistic contact structures. Hence, the question: "Can disease spread on realistic individual-level sexual contact networks give rise to polynomial growth epidemics in the absence of control interventions or behavior changes?" is one that remains open.
Multiple factors could interact with the role of contact heterogeneity on disease spread particularly when the latter is correlated with other individual-level heterogeneities such as individual susceptibility and infectivity, both of which affect the transmission process. For instance, Smilkov et al. [84] apply a discrete-time SIS model on networks to investigate the role of susceptibility variation in relation to contact variation on the transmission dynamics. This is an important issue because variation in the susceptibility of individuals is a common phenomenon that can be the result of age, genetics, or socio-economic factors. They find that if there are individual-level correlations between the susceptibility and degree of a node, the early growth and persistence of an outbreak may be under-or overestimated.
Clustering & spatial structure
Empirical networks do not always satisfy the assumption of random or uncorrelated contacts made by the configuration model, as they are expected to have non-trivial structural properties including clustering and degree correlations [85] . Szendroi and Csanyi [6] proposed that polynomial growth in epidemics is driven by network clustering, a property of the contact network that quantifies the level of overlap between an individual's contacts and their contact's contacts. The small-world model [78] implemented in a 2D lattice with no random links gives rise to polynomial growth epidemics (Fig. 14) . Indeed, when high clustering is accompanied by long path lengths in lattice models, spatial saturation leads to asynchrony in infection dynamics, slowing down early growth [86] . However, Watts and Strogatz showed that the addition of very low levels of random contacts yields an overall transmission process that becomes very similar to that generated on random networks [78] . Here, we briefly examine via simulations the early growth dynamics of disease spread on small-world networks that include a slight amount of randomness (Fig. 15) . These results indicate that the average incidence on 2-dimensional small-world networks with small amounts of randomness can yield polynomial growth during the first few transmission cycles. However, case incidence accelerates as the infection reaches distant population segments through the long-range random links. Indeed, when high clustering is accompanied by long path length, as in lattice models and small world networks with few long range edges, spatial saturation leads to asynchrony in infection dynamics, slowing down early growth [86] .
The role of clustering at the population level has also been studied through pairwise approximation models. Pairwise approximation (PA) models offer a parsimonious means of extending mean-field models to incorporate network structure between hosts by tracking the density of pairs of individuals (e.g. susceptible-susceptible, susceptibleinfected, etc.) rather than single individuals (susceptible, infected, etc.) [87] . Although more complex versions of the pairwise approximation model have been developed to deal with contact heterogeneity [88] , the simple model particularly captures (low levels of) clustering by approximating the number of triples (e.g. susceptible-susceptible-infected) in terms of the number of pairs [87] . Studies that have investigated epidemic dynamics using pair approximation models include those of Keeling [89] and Eames [90] . Because pair-approximation models rely on mass-action mixing as a building block, the early epidemic spread stemming from this type of models is exponential. However, Dangerfield et al. [91] also demonstrate that stochastic pair approximation models show increased variance in early growth dynamics when compared to deterministic mean field models.
Dynamic contacts
Social contacts are neither continuous nor permanent. Various forms of network dynamics are known to be relevant to disease dynamics including school terms, changes in sexual relationships, and host mobility, as well as behavioral changes driven by disease and intervention (e.g., social distancing and school closure) [92] . Traditional static network models predict a direct relationship between the probability of transmission between individuals and the growth rate of an outbreak. The results of Volz and Meyers [93] , however, suggest that the evolution of network structure can produce more complex patterns of disease spread. In particular, they extend the EBCM formalism described above to include contact turnover at a specified rate (assumed to be 1 in mean-field models), and show that contact turnover results in reduced epidemic growth.
Several other studies have also investigated the impacts of such temporal features on epidemiological processes. The work of Smieszek et al. [94] and Eames [90] suggests that higher frequencies of repeated contacts reduces epidemic growth, and that this effect is stronger with low numbers of contacts or a low transmission probability. Using an empirical data set of physical contacts, Read et al. [95] demonstrated that both high regularity and duration of contacts have the same effect. On the other hand, high concurrency of contacts, which has been studied intensely in the context of sexually transmitted infections, leads to faster-growing outbreaks and larger final epidemic sizes [96] .
The impact of network evolution through behavioral changes has also been studied recently using a network approach. Using SIS and SIR epidemic models on configuration model networks, Britton et al. [97] studied the impact of social distancing on the early stages of an outbreak. In particular, they considered preventive rewiring, in which susceptible individuals break off contacts with infectious individuals at a specified rate and replace those contacts with non-infectious individuals. Britton et al. found that preventive rewiring decreases the initial rate of growth as long as only susceptible individuals engage in this behavior (preventive rewiring by exposed individuals increases growth and is more harmful in the long term).
Examining early growth from spatial models
In this section, we illustrate how the generalized-growth model reviewed in Section 2 can be used to gain a better understanding of the dynamics of early epidemic growth arising from simulations of disease transmission on individual-level network models with varying levels of complexity. Specifically, we simulated SIR (susceptibleinfectious-removed) dynamics on small-world networks using networks of size N = 90,000 and node connectivity to the 4 nearest neighbors, and we increased the edge rewiring probability parameter (p sw ) from 0.001 to 0.01 of the small-world network model of Watts and Strogatz [78] . For each value of p sw , we analyzed the early epidemic growth profile comprising 35 days of disease transmission from 200 stochastic realizations. The transmission rate per contact per unit of time b was set at 2 and the infectious period ( 1 γ ) was assumed to be exponentially distributed with a mean of 3 days. Each simulation started with one infectious individual selected at random from the network. For reference, the baseline SIR transmission dynamics on the regular network with node connectivity to the 4 nearest neighbors and without long-range links correspond to a wave of steady case incidence at about 4 cases per day. To assess the early epidemic growth profile, we estimated the deceleration of growth parameter p and the growth rate r of the generalized-growth model [7] during the early epidemic growth phase for each of the 200 stochastic realizations as in prior studies [7] . The corresponding simulations of the early epidemic growth in the small-world network model are shown in Fig. 16 . Interestingly, we found that the deceleration of growth parameter displays a bimodal distribution for low values of the rewiring edge probability (0.001-0.006) with many stochastic curves characterized by almost constant incidence (Fig. 17) . The bimodal shape vanishes as the edge rewiring probability approaches 0.01 (1% of the network edges are rewired at random according to the Watts-Strogatz network model), with the early growth dynamics in the small-world network model quickly approaching the exponential growth regime as p sw increases.
Early epidemic growth dynamics from agent-based Ebola transmission models
It is of interest to analyze the epidemic growth profile of epidemic simulations generated by realistic agent-based models specifically designed to study the transmission and control of infectious diseases. For diseases transmitted via close contact such as Ebola, one could expect sub-exponential growth dynamics during the early epidemic phase in the absence of control interventions or behavior changes and in line with observed epidemic patterns [5, 7] . Here we used the generalized-growth model to quantify the epidemic growth profile stemming from individual-based transmission models previously designed to study the transmission dynamics of the 2014 Ebola epidemic in Liberia. We analyzed 200 stochastic simulations of the early epidemic growth phase derived from the individual-based Ebola model developed by Merler et al. [28] . Their model includes detailed geographic and demographic data from Liberia in order to model the mobility patterns of individuals in the population, which is structured into households based on Demographic Health Survey data. The model was calibrated to the situation in Liberia by estimating the proportion of transmission occurring in households, hospital settings, and via unsafe funerals [28] . Our analysis of the early epidemic growth phase using the generalized growth model is shown in Fig. 18 . We found a deceleration-of-growth parameter p at 0.68 (95% CI: 0.58, 0.75), indicating approximately cubic growth during the first 4-5 generations of disease transmission. Our results also demonstrate substantial variability in the epidemic growth profile across individual epidemic simulations as shown in Fig. 18 .
Another model that incorporated spatial features of the transmission dynamics of Ebola is that of Kiskowski [27] . This is a network-based SEIR transmission model with household-community structure, which was used to systematically analyze the effects of different levels of population mixing on Ebola transmission dynamics. The model was Fig. 16 . SIR-type early growth simulations on small-world networks constructed using the Watts-Strogatz model in Ref. [78] with a low edge rewiring probability parameter (p sw ) varying from 0.001 to 0.01. The baseline SIR early transmission dynamics on the regular network with node connectivity to the 4 nearest neighbors and without long-range links correspond to a wave of steady disease spread at about 4 cases per day. able to fit observed cumulative incidence curves by changing only the community mixing parameter [26, 27] , and it predicted that in the absence of epidemic control, persistent outbreaks would propagate through a community as spatial waves of fixed size [26] . Individuals are organized within households of size H (each household contains H individuals) and households are organized within communities of size C households (each community contains C × H individuals). Network connectivity is identical for every individual. Our analysis of the average epidemic curve generated by the model for the situation in Liberia is shown in Fig. 19 . We estimated the deceleration-of-growth parameter p at 0.82 (95% CI: 0.72, 0.92), which is slightly higher than that obtained from the individual-based model of Merler et al. [28] .
SIR model with reactive behavior changes
Slower than exponential epidemic growth could also be explained by an increasing effect of population behavior changes and control interventions taking hold in the population during the early epidemic phase in such a way that the effective reproduction number declines and approaches 1.0. For instance, in the district of Gueckedou, Guinea associated with the epicenter of the 2014-2015 Ebola epidemic, the rate of spread exhibited sub-exponential growth even before control interventions were put in place [5] . This supports the potential role of behavior changes and population structure on the early transmission dynamics of infectious diseases [5, 98] .
While previous efforts have reviewed transmission models that have incorporated the influence of human behavior on epidemic spread [99] and the challenges in incorporating the dynamics of behavior in infectious disease models [100] , recent findings [5, 7] support the need to develop modeling frameworks that account for the possibility of early sub-exponential growth dynamics to enhance our ability to forecast epidemics. For this purpose, we can build on the well-known SIR (susceptible-exposed-infectious-recovered) transmission model [1] by incorporating flexible early epidemic growth profiles, e.g., sub-exponential and exponential growth dynamics. This is achieved by allowing the effective reproduction number R t to change dynamically in the context of early sub-exponential (e.g., polynomial) growth dynamics [35] . This approach is useful to describe a gradual effect of early behavior change that blunt the
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Fig . 17 . Estimation of the deceleration of growth parameter (Equation (1)) from the early growth phase of SIR simulations on small-world networks with varying edge rewiring probability ranging from 0.001 to 0.01. Findings indicate that the deceleration of growth parameter displays a bimodal distribution for the low values of the rewiring edge probability (0.001-0.006) with many stochastic curves characterized by almost constant incidence. The bimodal shape vanishes as the edge rewiring probability approaches 0.01 (1% of the network edges are rewired at random according to the Watts-Strogatz network model). That is, the early growth dynamics in the small-world network model quickly approach the exponential growth regime as p sw increases.
population transmission rate such that the reproduction number gradually declines towards the epidemic threshold at 1.0 [35] . The standard SIR (susceptible-infectious-removed) epidemic model [1, 102] represents the simplest and most popular mechanistic compartmental model for describing the spread of an infectious agent in a well-mixed population. In this model, the force of infection per unit of time is simply given by the product of three quantities: the transmission rate β(t), and the probability that a susceptible individual encounters an infectious individual, which is given by
Moreover, infected individuals experience a mean latent and a mean infectious period given by 1/k and 1/γ , respectively. The model is based on a system of ordinary differential equations that track the temporal progression in the number of susceptible, exposed, infectious, and removed individuals as follows: In a completely susceptible population, e.g., S(0) ≈ N , the number of infectious individuals increases following an exponential function during the early epidemic growth phase, e.g., I (t) ≈ I 0 e (β−γ )t where the average number of secondary cases generated per primary case, R 0 , is simply given by the product of the mean transmission rate (β) and the mean infectious period ( 1 γ ) as follows:
However, as the number of susceptible individuals in the population declines due to a growing number of infections, the effective reproduction number over time, R t , is given by the product of R 0 and the proportion of susceptible individuals in the population:
During the first few generations of disease transmission, in the absence of control interventions or reactive population behavior changes, the standard SIR model supports a reproduction number that is essentially invariant, e.g., R t ≈ R 0 . By contrast, in the context of epidemics characterized by early sub-exponential growth dynamics, the reproduction number is a dynamic quantity that declines over disease generations towards 1.0 [35] . We can incorporate the possibility of early sub-exponential growth dynamics by modeling explicitly the dynamic behavior of the reproduction number via a time-dependent transmission rate β(t) such that the force of infection becomes: β(t)S(t)I (t)/N. Specifically, we model an exponential decline in the transmission rate β(t) as follows:
Thus, this time-dependent transmission rate β(t) allows the model to capture early sub-exponential growth dynamics whenever R 0 > 1 and q > 0. A special case is the standard SIR modeling framework when q = 0. The time-dependent transmission rate β(t) declines exponentially from an initial value β 0 towards φβ 0 at the rate q > 0. Assuming that R 0 > 1 and the population size N is sufficiently large such that the effect of susceptible depletion on the effective reproduction number due to new infections is negligible, the quantity (1 − φ) models the proportionate reduction in β 0 that is needed to reach an effective stationary reproduction number of 1.0. Hence, φ can be simply estimated as
The decline rate parameter q can be interpreted through the half time value log(2) q , the average time elapsed to achieve a transmission rate
. If q = 0, the transmission rate β(t) = β 0 remains at the baseline value, and we obtain the classic SIR transmission model with exponential growth dynamics and R 0 = β 0 γ . In general, the higher the value of q, the faster the decline of the reproduction number from R 0 > 1 to a stationary reproduction number at 1.0. Importantly, in the context of early sub-exponential (e.g., polynomial) epidemic growth for which q > 0, the basic reproduction number R 0 is no longer the product of the initial transmission rate β 0 and the mean infectious period 1 γ because the transmission rate β(t) is no longer constant, but declines during the duration of the infectious period of primary cases at the onset of the epidemic, yielding a lower R 0 [103, 104] . For this situation, R 0 can be estimated numerically using the following integral equation:
For a given value of β 0 and γ , the basic reproduction number R 0 is expected to decline from β 0 γ as parameter q increases above 0. More generally, the effective reproduction number, R t , during the early epidemic growth phase comprising the first few disease generations of transmission when S t N ≈ 1 can be numerically computed as follows:
Using the above expressions, it is possible to estimate the basic reproduction number R 0 associated to the primary cases at the onset of the epidemic and the effective reproduction number R t defined as the average number of secondary cases generated by cases at time t during the early epidemic growth phase. (2) q , which is the mean half time to achieve a transmission rate
, and D) the basic reproduction number R 0 as a function of the q parameter. If q = 0, the transmission rate: β(t) = β 0 remains at the baseline value and recovers the standard SEIR transmission dynamics with R 0 = β 0 γ . Importantly, whenever q > 0 the basic reproduction number, R 0 , is no longer simply the product of the initial transmission rate β 0 and the mean infectious period 1 γ because the transmission rate β(t) declines during the duration of the infectious period. In general, the higher the value of q the faster the decline of the transmission rate towards φβ 0 where φ = Representative profiles of the time-dependent transmission rate β(t) for different values of the q parameter are shown in Fig. 20 . The decline rate parameter q can be interpreted through the half time value log(2) q , the average time elapsed to achieve a transmission rate
( Fig. 20) . For a given value of β 0 and γ , the basic reproduction number R 0 is expected to decline from β 0 γ as parameter q increases above 0 (Fig. 20) . Finally, representative epidemic simulations of early case incidence patterns ranging from sub-exponential to exponential growth dynamics in case incidence derived from this modeling framework are shown in Fig. 21 .
In the context of HIV/AIDS, prior modeling studies (e.g., [101] ) have incorporated a time changing risk in transmission by modeling an exponential decay in the transmission rate in a similar way, except that the rate of decay is a function of the time-dependent prevalence of HIV/AIDS over time and is not bounded below by a reproduction number at 1.0.
SIR model with inhomogeneous mixing
The SIR model (Equations (5)) with a constant transmission rate (β(t) = β 0 ) is based on mass action kinetics where the incidence rate of the epidemic process is given by β 0 S(t) I (t) N . This assumes homogeneous mixing of the population where every individual in the population has the same probability of contracting the infectious disease. Moreover, the incidence rate increases linearly with the number of infectious individuals, I (t), leading to exponential growth dynamics in the number of infectious individuals at time t , I (t) ≈ I 0 e (β−γ )t . To relax the mass action principle, researchers have incorporated power-law scaling parameters that affect the incidence rate (see e.g., [105] [106] [107] [108] ). For instance, the incidence rate can take the form: β 0 S(t) I α (t) N where 0 < α ≤ 1. Thus, α = 1 models homogeneous mixing while α < 1 captures inhomogeneous mixing that induces slower epidemic growth [108] . The corresponding system of differential equations for this SIR process incorporating inhomogeneous mixing is then given by:
Representative profiles of the transmission rate β(t) (A), the effective reproduction number R t (B), and corresponding simulations of the early epidemic growth phase (C) derived from the SIR modeling framework described in the text (Equations (5)) for different values of the decline rate parameter q, β 0 = 0.4 and γ = 1 5 . The epidemic simulations start with one infectious individual. In semi-logarithmic scale, exponential growth is evident if a straight line fits well several consecutive disease generations of the epidemic curve, whereas a strong downward curvature in semi-logarithmic scale is indicative of sub-exponential growth. Our simulations show that case incidence curves display early sub-exponential growth dynamics even for very low values of q.
Simulation of this model supports the presence of early sub-exponential growth dynamics even for values of α slightly below the homogeneous mixing regime (α = 1) as shown in Fig. 22 . Indeed, the downward curvature in semi-logarithmic scale of the case incidence curve is indicative of early sub-exponential growth dynamics. It is worth noting that a more elaborate version of this model that relies on the power-law scaling parameter α to capture departures from the homogeneous mixing assumption is the well-known TSIR model [24] , which has found applications in diverse infectious disease systems (e.g., measles [24, 109, 110] ), rubella [111] , and dengue [112] ). In order to examine the dynamic behavior of the effective reproduction number for the SIR model incorporating inhomogeneous mixing dynamics via the scaling parameter α, we analyzed the temporal progression in the number of cases according to disease generations g [113] . The system of equations is given by:
where I g is the number of new cases at generation g and S g is the number of remaining susceptibles at generation g. We analyze simulations with I 0 = 1 and S 0 = N where N is a large population size set at 10 8 . Simulations of this model confirm the presence of early sub-exponential growth dynamics for values of α slightly below the homogeneous mixing regime at 1.0 as indicated by a downward curvature in case incidence during the fist few generations of disease transmission and a declining effective reproduction number R g towards 1.0 (Fig. 23) . By contrast, the effective reproduction number remains invariant during the early epidemic growth phase whenever α = 1 (Fig. 24) . The epidemic simulations start with one infectious individual. In semi-logarithmic scale, exponential growth is evident if a straight line fits well several consecutive disease generations of the epidemic curve, whereas a strong downward curvature in semi-logarithmic scale is indicative of sub-exponential growth. Our simulations show that case incidence curves display early sub-exponential growth dynamics even for values of α slightly below 1.0. Fig. 23 . Simulations of the early epidemic growth phase derived from the SIR model based on disease generations described by Equations (7) for different values of the basic reproduction number with a power-law scaling parameter α set at 0.96, just slightly below the homogeneous mixing regime (i.e., α = 1), γ = 1 5 and a large population size (N = 10 8 ). The epidemic simulations start with one infectious individual. Because α < 1, the effective reproduction number according to disease generations, R g , follows a declining trend towards 1.0. The downward curvature of the case incidence curve in semi-logarithmic scale is also indicative of sub-exponential growth dynamics.
Discussion
Early epidemic forecasts consisting of the likely short-term trajectory of an unfolding outbreak can help guide the type and intensity of interventions including healthcare infrastructure needs for diagnosis, isolation of infectious individuals, and contact tracing activities [114] . However, our ability to generate disease forecasts using epidemic models during the initial epidemic phase is not only hindered by a lack of reliable epidemiological information and case incidence data, but also by existing gaps in our understanding of the mechanisms involved in the transmission dynamics across different pathogens and social contexts.
A better understanding of the signature features of epidemic outbreaks from real outbreak data and different mathematical modeling approaches could lead to substantial improvements in our ability to forecast epidemics using mathematical modeling. Recent findings have underscored the presence of a variety of early epidemic growth profiles ranging from sub-exponential to exponential growth dynamics across a number of epidemic outbreaks involving different infectious diseases such as pandemic influenza, smallpox, measles, HIV/AIDS and Ebola [5, 7] . If early sub- Fig. 24 . Simulations of the early epidemic growth phase using the SIR model based on disease generations described by Equations (7) for different values of the basic reproduction number with a power-law scaling parameter α set at 1.0 (i.e., homogeneous mixing), γ = 1 5 , and a large population size (N = 10 8 ). The epidemic simulations start with one infectious individual. Because α = 1, the effective reproduction number according to disease generations, R g , remains invariant during the first few disease generations. As expected, exponential growth during the early growth phase is also evident as a straight line fits well several consecutive disease generations of the epidemic curve.
exponential growth dynamics are driven by a spatially constrained contact structure, then transmission models relying on the mass-action mixing assumption tied to early exponential growth dynamics in the absence of interventions or behavior changes would not be supported. This motivates the need to better understand the mechanisms that give rise to slower epidemic growth profiles during the early transmission stages. For instance, the observation that the HIV/AIDS epidemic was spreading in a polynomial fashion rather than exponentially fast can be traced back to the 1980s [9, 10] . While these observations were deemed important among experts at the time, developing the classic theory of infectious disease to accommodate the possibility of sub-exponential growth patterns has progressed slowly [5, 7, 10, 24, 105, 107, 108] . More recently, the 2014-2015 Ebola epidemic in West Africa has reignited interest in better understanding the processes involved in shaping early sub-exponential growth transmission dynamics of infectious diseases at different spatial scales, their implications in the estimation of key epidemiological quantities, and the development of more accurate models to improve disease forecasting [5] . This review article aims to provide a broad overview of the mechanisms that have been hypothesized to be involved in shaping the early epidemic growth dynamics and to survey relevant results from different mathematical modeling approaches that are available to incorporate such processes in transmission models.
We have briefly reviewed approaches for modeling the spatial or structured spread of infectious diseases using metapopulation models and individual-based models. The analyses of early growth patterns stemming from transmission models can be facilitated by the use of the generalized-growth model which has been recently introduced to characterize profiles of early epidemic growth including sub-exponential and exponential epidemic growth [7] . In addition, both cross-coupled and mobility metapopulation models have proven very useful for generating important insights into how the structuring of human populations and their activities have influenced spatio-temporal patterns of infectious disease spread, and metapopulation or structured models that divide the population into groups can yield early exponential growth of case incidence when the local transmission dynamics are governed by mass-action mixing. Individual-level models provide the modeler with full control over the dynamic interactions of the individuals in the population, however. For instance, individual-based models based on static contact networks provide a way to incorporate explicit measures of clustering, which are known to play a role in slowing down the spread of disease [115] . Indeed, disease spread simulations indicate that a contact network dominated by local (nearest-neighbor) interactions can give rise to early polynomial growth after adding a very small fraction of long-range random links. However, the growth profile quickly approaches an exponential growth regime as the amount of global randomness is slowly increased.
Because disease transmission on "small world" models grounded on static contact networks predict rapid dissemination of disease in the presence of a relatively small fraction of long-range interactions [78] , this highlights the potential role of dynamic rather than static contacts in the spread of disease. Indeed, disease-relevant contacts are not static, but dynamic as they change during the course of the day in response to changing perceived disease risk and local customs, and they are also affected by the actual course of individual illness whereby severe cases tend to be confined to specific social settings (e.g., households, hospitals), and hence, are less likely to initiate long-range interactions. The dynamic nature of the contact network implies that the overall population contact network is composed of a group of subnetworks of different sizes that change over time. In this dynamic context, the probability of disease spreading from one individual to another is not a fixed quantity, but depends on the chances that the individuals make a disease-relevant contact during the period of infectiousness of the infector. Therefore, the use of dynamic contact networks for modeling the spread of individual-level disease spread particularly for diseases that spread via close contact (e.g., Ebola, HIV/AIDS) provides the necessary flexibility to incorporate dynamic contact processes (e.g., contact-dependence on behavior, local customs, mobility, and disease status) that may give rise to specific early growth disease transmission patterns in the absence of other disease mitigating factors (e.g., reactive behavior changes, control interventions).
To illustrate the epidemic growth patterns stemming from individual-based models that incorporate more realistic social contact network structures and individual behavior, we analyzed early growth dynamics of disease incidence generated by the detailed Ebola transmission model of Merler et al. [28] and a less complex spatial (householdcommunity) model developed by Kiskowski [26, 27] . Interestingly, we found that the model by Merler et al. calibrated to the situation of Liberia yields sub-exponential growth patterns which are well-characterized using the generalized growth model while the spatial model by Kiskowski yields slightly faster growth profiles (although still subexponential). These observations suggest that incorporating dynamic contact networks into models of disease spread may be required for modeling more realistic early epidemic growth profiles, while models based on static networks are expected to quickly approach an exponential growth regime in the absence of susceptible depletion or mitigation mechanisms, with the incorporation of a relatively small amount of long-range random interactions even in the presence of substantial levels of clustering [78] . At the same time, our results also underscore substantial uncertainty captured in ensembles of stochastic epidemic realizations.
We have shown that it is feasible to modify the standard SIR compartmental modeling framework to incorporate flexible early epidemic growth profiles ranging from sub-exponential to exponential growth dynamics. This can be achieved, for example, by allowing the effective reproduction number R t to decline dynamically towards the epidemic threshold at 1.0 to capture early sub-exponential (e.g., polynomial) growth dynamics [35] . This approach is useful to describe a gradual effect of early behavior change that blunts the population transmission (Fig. 20) . Moreover, we have also shown that the incorporation of a power-law scaling parameter in the incidence rate of the standard SIR modeling framework (β 0 S(t) I α (t) N ; see e.g., [105] [106] [107] [108] ) yields early sub-exponential growth dynamics for values of the scaling parameter α slightly below the homogeneous mixing regime at 1.0 as indicated by a downward curvature in simulations of case incidence during the fist few generations of disease transmission and a declining effective reproduction number over R g towards 1.0 (Fig. 23) .
The development of infectious disease transmission models guided by qualitative features of observed transmission patterns (e.g., early growth dynamics) is an interesting area ripe for future research that has potential for substantial progress in our ability to generate useful epidemic forecasts for public health decision making. Our review of the literature also indicates an important gap in the classic theory of infectious disease modeling based on compartmental modeling that requires the development of innovative yet tractable mathematical and statistical modeling techniques to incorporate relevant epidemic features such as a flexible spectrum of epidemic growth profiles (e.g., from polynomial to exponential dynamics). At the same time, the increasing availability of computational power provides full flexibility to incorporate dynamic contact processes at the individual level to reproduce particular disease transmission patterns, but their parameterization likely requires datasets whose collection could pose particular challenges. Finally, successful efforts in improving disease transmission modeling towards improved disease forecasting will also have an impact on refining preparedness and contingency intervention plans to confront infectious disease threats. 
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