In other words the problem of generalization of the differential calculus meets the following choise : either a rich algebra but no local analysis, or the preservation of set-values with good local analysis but an unsufficiently rich algebra.
In this paper we introduce a new version of generalized differentiation that has rich enough algebra for derivaves as well as the notions of the (set)-value at a point, hence good local analysis.
We overcome above mentioned dilemma with the help of the following idea : to consider only set-valued functions such that their set-valued part is uniquely determined by the single-valued part. The algebra of theese functions is defined by the rich algebra of their single-valued parts and as soon as one needs the values at points the multi-valued part can be uniquely recovered. Theese "not too much setvalued" functions form a complete metric space and conditionaly complete vector lattice. We denote it by S. The space of continuous functions is dense in S as in a metric space and as in a lattice. In other words the completion of the space of continuous functions with respect to the introduced metric coincides with its completion as a lattice and gives our S-space. Moreover, this metric induces the uniform convergence in the subspace of continuous functions. Thus the constructed space S play the same role for the space of continuous functions with uniforme convergence as the field of reals plays for the field of rationals with respect to usual convergence and order.
In section 2 we introduce the general algebraic scheme of constructing spaces of the S-type. This scheme explains the choise of our metric in the crucial for the sequel example.
In section 3 we consider the representation of this example by the set of set-values maps and investigate its algebraic structure. The gradient is an operator defined on the set of smooth functions, which is dense subset of S. We show in section 4 that this operator is preclosed in S. Its closure is a linear operator in S. For any "differentiable" in the sense of our extension function f and for any point x in the domain of f the value of extended gradient of f at x is a convex subset equal to the Clarke's gradient of f at x.
In view of well-known "nonlinearity" of Clarke's gradient let us explain for a classical exemple the difference between the pointwise Clarke's approach and the "operator" approach of this article. Let x ∈ R, f (x) = |x|, g(x) = −|x|. In the Clarke's theory [2] , as well under our approach one has for every x ∈ R.
The sign + on the both hand sides means the addition in the space S, which is pointwise addition on the left hand side.
While according to Clarke's approach only the following inclusion holds :
where the addition of left hand side is the pointwise addition of functions and the addition on the right hand side is the addition of convex sets. The inclusion (1.2) is strong for x = 0. The inclusion (1.2) can be obtained as a simple corollary of the equality (1.1). But the possibility to obtain the equality (1.1) needs the constructions of sections 2-4.
All notions and notations used in formulations of Theorems and Propositions of this paper can be found either in enumerated definitions or in the following preliminaries.
Preliminaries and Notations
Let C be a partially ordered set. C is called lattice if for every two elements f, g there are the least upper bound (Sup) and the greatest lower bound (Inf). A lattice is called conditionally complete if every bounded family of its elements possess Sup and Inf [1] . Every lattice may be (conditionally) completed by the procedure of completion by sections (or Dedekind-Macneille completion). The result of this procedure is minimal (hence unique) conditionally complete lattice C which contains C as a sublattice. This lattice C is caracterised by the property that every element of C is Sup for some family and Inf for some other family of elements of C.
In R n < ·, · > and || · || mean the usual euclidean scalar product and norm, B(x, r) is the open ball in R n of radius r centred in x. If A ⊂ R n is a subset, then A ε is its ε-neighborhood, i.e. x∈A B(x, ε). The Hausdorff distance between closed bounded subsets A and B in R n is the number Inf {ε ≥ 0 | A ⊂ B ε and B ⊂ A ε }.
By gr f we denote the graph of a map f , if f a set-valued map with the domain
By cl A we denote the closure of a subset A ⊆ R n and by co A the convex hull of A.
We denote by C(X, R) the set of continuous real functions on X endowed with the usual structure of lattice and with the notion of uniform convergence of sequences (but generally not with the uniform metric) and by BC 1 (X, R) the set of continuously differentiable real functions on X with bounded gradient. If f is a locally lipschitzien real function on an open subset X ⊂ R n then it is differentiable on a subset of full measure, denote this subset by D(f).
The Clarke's gradient of f in x is the subset
where ∂ is the notation for classical gradient [2] .
If E 1 and E 2 are two metric spaces and A is a single-valued operator, whose domain ∆ belongs to E 1 and whose values are in E 2 , then A is said to be closed if its graph is a closed subset of 
Inductive limits of complete metric lattices
The results of this paragraph are prooved in details in [6] .
Let C be a such set that C = i∈N C i and C i ≤ C i+1 for every i ∈ N. Suppose that there are a partial order ≤ and a metric ρ in C satisfying the following conditions A1. If a < b, then there exists such c that a < c < b.
A3. Every bounded monotone sequence (a i ) i of elements of C is Cauchy sequence. B. For every i ∈ N the subset C i is a conditionaly complete lattice and a complete metric space with respect to the partial order and the metric induced from C.
It follows from the last condition that the next maps are correctly defined :
The latter condition is the following one. C. For every i ∈ N the maps T f ∈ C k for some k and
Let us introduce in the set C the following partial order
for every i ∈ N and the following metric
It is easy to see that the partial order in C is induced from the partial order in C. Remark that due to the condition B, C is a lattice, generally non complete. Let X be a compact subset of R n which is the closure of its interior, C k be the set of Lipschitzian real functions on X with Lipschitz constant equal to k. (i.e. f ∈ C K ⇐⇒ ∀x ∈ X ∀y ∈ X we have that |F (x) − f (y)| ≤ K||x − y||), C be the set of Lipschitzian real functions on X with usual partial order (f ≤ g if ∀x ∈ X, there is f (x) ≤ g(x)). Let ρ(f, g) be equal to the Hausdorff distance in X × R between the graphs of f and g. It is prooved in [6] that all conditions A1-A3, B and C are satisfied in this example. Moreover the maps T ± k coincides with the following maps (Inf (Sup)-convolutions, often known as Yosida transforms)
Let C(X, R) be the lattice of continuous real functions on X with usual partial order. Obviously this lattice does not complete. If f and g are two continuous functions on X then by means of Yosida transforms (2.2) we pose
It endows C(X, R) with the metric ρ.
Proposition 2.1. The metric ρ on C(X, R) is such that in the completion of C(X, R) by it there is a natural structure of lattice which coincides with the completion of C(X, R) in the sense of lattices. Moreover, the metric ρ generates in C(X, R) the uniform convergence.
Proof. Let us define for every f ∈ C(X, R) the pair of sequences (T 
The convergence of (f i ) i to f in C implies the convergence of (f i ) i in the metric ρ.
Thanks to the uniform continuity of f ∈ C(X, R) this convergence is uniform.
The space S of set-valued functions
Let X be a subset in R n endowed with the topology induced from R n .
Definition 3.1. [3, 4] A single-valued map Φ : X → R m is called to be quasicontinuous in X if for any x ∈ X and any ε > 0 there exists an open subset U ⊂ X such that x ∈ cℓ U and y ∈ U implies ||Φ(x) − Φ(y)|| < ε. Proposition 3.1. Let X be locally compact subset of R n , Φ and Ψ be bounded quasi-continuous maps from X to R m . Then the following properties are equivalent : i) There exists a dense subset X ′ of X such that Φ = Ψ on X ′ ; ii) cℓgrΦ = cℓgrΨ (as subsets in X × R m ) ; iii) For any i ∈ N the following equalities hold :
where T ± i are Yosida transforms, defined by the formula (2.2).
) is less than ε. By changing the roles of Φ and Ψ, we see that for every ε the Hausdorff distance between cℓgr Φ and cℓgr Ψ is less than ε. Then cℓgr Φ = cℓgr Ψ. ii)⇒ i) For every open ball U in X and for every ε > 0 there exists an open ball V ′′ and a closed ball V ′ such that V ′′ ⊂ V ′ ⊂ U and ∀x ∈ V ′ the inequality ||Φ(x) − Φ(y)|| < ε holds (it follows from the quasi-continuity). Let (ε i ) i be a sequence of positive reals tending to 0. Applying the discribed procedure to the pair (U, ε 1 ) we obtain a pair (V ′′ , V ′ ) which we denote by (U 1 , W 1 ). Let us repeat this with the pair (U 1 , ε 2 ) and so on. Finally we obtain a such sequence of closed balls ( 
′ . This contradiction prooves the Proposition.
Corollary 3.1. Let X be locally compact subset of R n . On the set of bounded quasi-continuous maps from X to R m the following relation : "Φ ∼ Ψ iff there exists a dense subset X ′ of X such that Φ = Ψ on X ′ " is an equivalence relation.
Notation 3.1. We denote by S(X, R n ) the set of equivalence classes (for the equivalence from the corollary 3.1) of bounded quasi-continuous maps from X to R m .
Corollary 3.2. Let X be a compact subset of R n , which is the closure of its interior. Then there is a natural bijection between the sets S(X, R) and Lip(X, R) from the previous section. This bijection is given by the rule
where ϕ is any representative of the class f and T ± i are Yosida transforms.
Proof. Note that the Proposition 3.1 show that (T − i ϕ, T + i ϕ) i∈N doesn't depend on the choice of a representative ϕ in f . The rest follows from the following lemma, where the sign *(respectively * ) denotes upper (respectively lower) semi-continuous hull.
Lemma 3.1. [7, proposition 3] . In every class f ∈ S(X, R) there is a unique lower semi continuous representative f * and there is a unique upper semi continuous representative f * . They are connected by the following relation
Conversely, every couple (f * , f * ) of l.s.c. and u.s.c. functions satisfying the relation (3.1) determines an element from S(X, R) by passage to equivalence classes. This correpondence is bijective.
Let us introduce in the set S(X, R) the following partial order : f ≤ g iff T − i ϕ ≤ T − i ψ for every i ∈ N and for some (and hence for any) ϕ ∈ f and ψ ∈ g.
Let us also introduce in S(X, R) the following metric
where ϕ ∈ f , ψ ∈ g, ρ denotes the Hausdorff distance between graphs of functions and T ± i are Yosida transforms. Thanks to the Proposition 3.1 this definition is correct.
The next theorem follows from the Proposition 2.1 and the Corollary 3.2.
Theorem 3.1. Let X be a compact subset of R n , which is the closure of its interior. Then the space S(X, R) endowed with the partial order ≤ and with the metric ρ is a complete metric space, the completion of C(X, R), ρ , and a conditionally complete lattice, the completion of C(X, R) in the sense of lattices. In what follows we identify class f ∈ S(X, R) with set-valued mapping x → f (x).
Let f ∈ S(X, R m ), ϕ be quasi-continuous representative of the class f . Then for every ξ ∈ R m the scalar function x → ϕ(x), ξ is quasi-continuous and it determines a class in S(X, R) which will be denoted by f, ξ because it does not depend of the choice of ϕ ∈ f .
Let us introduce in the set S(X, R m ) the following metric
where in the right part ρ denotes the metric in S(X, R) introduced above.
It may be prooved that S(X, R m ) endowed with the metric ρ is a complete metric space, but we shall not use it.
In order to introduce algebraic structures in S(X, R m ) we need some properties of quasi-continuous mappings. i) If ϕ : X → R m is a quasi-continuous map then its restriction on X ′ is also quasi-continuous. ii) If ϕ : X ′ → R m is a bounded quasi-continuous map then there exists a prolongation Φ of ϕ on X which is also bounded quasi-continuous. All such prolongations are equivalent (in the sense of the corollary 3.1.).
Proof. i) is evident.
ii) For every y ∈ X ′ we put Φ(y) = ϕ(y)
Then due to the construction of Φ for every z ∈ U ε i the inequality ||Φ(y)−Φ(z)|| < 2ε i holds. Hence Φ is quasi-continuous. The proposition is prooved.
Remind, [4] , that for every quasi continuous map ϕ : X −→ R m the subset of all points of discontinuity of ϕ is of first Baire category. Denote by C ϕ the set of all continuity points of ϕ. It is easy to proove the following statement. Definition 3.3. Let X be a locally compact subset of R n , f, g be two elements from S(X, R m ), λ -a real number.
We denote by λf + g the unique element h ∈ S(X, R m ) such that the restriction of h on the subset C f ∩ C g is equal to the single-valued mapping x −→ λf (x) + g(x). Let m = 1. We denote by max (f, g) (respectively by min(f, g)) the unique element h ∈ S(X, R) such that the restriction of h on the subset C f ∩ C g is equal to the single-valued mapping x −→ max f (x), g(x) (respectively x −→ min f (x), g(x) ). The correctness of these definitions follows from the Proposition 3.2 and from the fact that the subset C f ∩ C g is always of second Baire category hence dense in X. The following statement can be verified directly. i) The set S(X, R m ) endowed with addition and multiplication by scalars introduced in the Definition 3.3 is a vector space over R.
ii) The partial order in S(X, R) generated by max and min from the Definition 3.3 coincides with above introduced in S(X, R) partial order ≤. Hence S(X, R) is a complete lattice. in the ρ-metric) . However, in the lemma 4.1 below we proove a more subtle result concerning the "continuity" of the addition. The same is true for the lattice operations.
The following proposition gives an analogue of the well-known property of continuous functions. Proposition 3.3. Let f, g be two elements from S(X, R m ), f = g. Then there exists an open subset U of X and a real α > 0 such that : ∀x ∈ U ∀y ∈ U ∀ξ ∈ f (x) ∀η ∈ g(y) the inequality ||ξ − η|| > α holds.
. f (x) and g(x) are singletons, let ||f (x) − g(x)|| = 3α. There exists an open subset U 1 ⊂ X such that x ∈ U 1 and ||ϕ(y) − f (x)|| < α for some (and hence for every) representative ϕ of the class f and for every y ∈ U 1 ∩ C f . But the values of ϕ on C f ∩ U 1 define completely the set-values of f on U 1 by the passage to limit. Then there exists an open neighborhood U 1 of the point x such that : ∀y ∈ U 1 ∀ξ ∈ f (y) the inequality ||ξ − f (x)|| < α holds. By the same way we obtain that there exists an open neighborhood U 2 of the point x such that : ∀y ∈ U 2 ∀η ∈ g(y) the inequality ||η − g(x)|| < α holds. It remains to pose
The proposition is prooved. Remark 3.3. Contrary to the space of bounded continuous functions we have for the S-spaces the following property. Let X be an open subset of R n , then there is a natural isomorphism (defined by restriction) between S(cℓ X, R m ) and S(X, R m ).
We close this paragraph by proposition concerning the convergence which will be essentially used later.
Proposition 3.4.
Let (f i ) i be a sequence of elements from S(X, R m ) that converges to f ∈ S(X, R m ). Then for every open subset U ⊂ X and every ε > 0 there exist a number N ∈ N and an open subset V ⊂ U such that : ∀x ∈ V ∀n > N ∀ξ ∈ f (x) ∀η ∈ f n (x) the inequality ||ξ − η|| < ε holds.
Proof. Suppose by contradiction that the open subset V annonced in the Proposition does not exist. It means that ∃ε > 0 such that ∀N the subset Ω N = {y ∈ X | ∃n > N ∃ξ ∈ f (y) ∃η ∈ f n (y) such that ||ξ − η|| > ε holds } is dense in U . Let ϕ be quasi-continuous representative of f . Then there exists an open subset U ′ ⊂ U such that for every y ∈ U ′ , w ∈ U ′ the inequality ||ϕ(y) − ϕ(w)|| < ε 2 holds. This inequality also holds in U ′ for every quasi-continuous representative ϕ of the class f . Hence for every y ∈ U ′ , y ′ ∈ U ′ and for every ξ ∈ f (y), ξ ′ ∈ f (y ′ ) the inequality ||ξ − ξ ′ || < ε/2 is true. It means that there are a vector λ ∈ R n and a point y ∈ Ω N ∩ U ′ such that for sufficiently large k ∈ N we have :
Because it is true for every N we obtain the contradiction with our conjecture of convergence of the sequence f n to f in S(X, R m ). It prooves the Proposition.
Generalized gradient
Let X be an open subset R n . Denote by BC 1 the set of differentiable real functions on X with continuous bounded gradient. Then BC 1 is a dense subset of the space S(X, R) and for every f ∈ BC 1 its gradient ∂f is an element of the space S(X, R n ).
Theorem 4.1.
i) The operator ∂ defined on BC 1 ⊂ S(X, R) and with values in S(X, R n ) is preclosed. Les us denote by ∂ S its extension by closure and by S 1 the domain of ∂ S , S 1 ⊂ S(X, R). ii) The subset S 1 is a linear subspace of the linear space S(X, R) and the operator ∂ S : S 1 → S(X, R n ) is linear. iii) Every element f from S 1 is a locally lipschitzien function and for every x ∈ X the subset ∂ S f (x) ⊂ R n coincides with the convex subset ∂ C f (x) which is the value in x of the Clarke's gradient of f .
Proof. i) We argue by reductio ad absurdum. Suppose that there exist bounded sequences of differentiable functions (f i ) i and (g i ) which converge to f ∈ S(X, R), the sequences of their gradients (∂f i ) i and (∂g i ) i converge to F and respectively to G in S(X, R n ) and F = G. Then, according to the Proposition 3.3 there exist an open subset U and a reel α > 0 such that for every x ∈ U , y ∈ U , ξ ∈ F (x), η ∈ G(y) the inequality ||ξ −η|| > α holds. Let x 0 ∈ C F ∩C G ∩U . Then for every ε > 0 there exists an open subset U ′ ⊂ U such that ∀x ∈ U ′ ∀y ∈ U ′ ∀ξ ∈ F (x) ∀η ∈ G(y) we have :
||F (x 0 ) − ξ|| < ε and ||G(x 0 ) − η|| < ε.
Choosing ε sufficiently little we see then there exists λ ∈ R n , ||λ|| = 1 and reels α 1 , α 2 , α 1 < α 2 such that for every x ∈ U ′ , ξ ∈ F (x), η ∈ G(x) the inequalities ξ, λ < α 1 and η, λ > α 2
hold.
According to the definition of the metric in the space S(X, R n ) we have that the sequence ( ∂f i , λ ) i converges to F, λ in the space S(X, R) and the sequence ( ∂g i , λ ) i converges to G, λ . Let ε be equal to (α 2 − α 1 )/4. From the proposition 3.4 it follows that there exist an open U 1 ⊂ U ′ and a natural number N such that for n > N 1 the inequality | ∂f n (x), λ − ξ, λ | < ε holds for every x ∈ U 1 and ξ ∈ F (x). Applying the same proposition to the open subset U 1 and to the same ε we obtain that there exist an open subset U 2 ⊂ U 1 and a natural number N 2 such that for n > N 2 the inequality | ∂g n (x), λ − η, λ | < ε holds for every x ∈ U 2 and η ∈ G(x).
Taking into account the choice of ε we obtain that the inequalities
hold for every x ∈ U 2 and every n > N = max(N 1 , N 2 ). Let x 0 ∈ C f ∩ U 2 . The sequences (f i ) i and (g i ) i converge to f in S(X, R). Then for every δ > 0 we have for every sufficiently large n the inequalities
However the mean value theorem and inequalities (4.1) imply that on the interval {x 0 + tλ/t ≥ 0} ∩ U 2 we have for every n > N the inequalities
Choosing δ sufficiently little we see that the sequence s(f i , g i ) can not tend to zero when i → ∞. This contradiction prooves the part i) of the theorem.
ii) Let f ∈ S 1 , g ∈ S 1 . It means that there exist sequences (f i ) i and (g i ) i of continuously differentiable functions such that f i → f , g i → g (in the space S(X, R)) and ∂f i → ∂ S f , ∂g i → ∂ S g (in the space S(X, R n )) when i → ∞. We want to proove that f + g ∈ S 1 . However we can not to take the sequence (f i + g i ) i as approximations of f + g. Because of the lack of continuity of the addition in the space S(X, R n )) it may be happen that the sequence (∂f i + ∂g i ) i does not converge in S(X, R n ). Then we shall modify the sequences (f i ) i and (g i ) i in order to have "continuity of addition" for the images of the modified sequences.
Lemma 4.1. Let X be a compact subset of R n , which is the closure of its interior. Let f, g be two elements of the space S(X, R). Then the sequence T Proof. Let x ∈ C f ∩ C g . Then for every ε > 0 there exists an open subset U such that x ∈ U and |f (y) − f (x)| < ε, |g(y) − g(x)| < ε for every y ∈ U . Because of the boundness of f and g there exists an open subset V ⊂ U and N ∈ N such that
for every y ∈ V and i > N .
For every ε > 0 and for every open subset W containing the point x, there are two points w − and w + from C f ∩ C g ∩ W such that the inequality 
This inequality together with the inequality (4.2) show that all limit values (when i → ∞) of T − i f + T + i g are determined as limits of the values of f + g or their convex hulls on the subset C f ∩ C g . From the definition of the addition in S(X, R) we have that the Hausdorff distance between the graphs of T − i f + T + i g and the set-valued graph gr(f + g) = ∪ {(x, ξ)|x ∈ X, ξ ∈ (f + g)(x)} tends to 0 when i → ∞. To complete the proof of the lemma we refer to the following statement. Statement 4.1. Let f ∈ S(X, R), (f i ) i be a sequence of continuous functions from X to R. Suppose that the Hausdorff distances between the graphs of f i and the set-valued graph of f tend to 0 when i → ∞. Then (f i ) i converges to f in S(X, R).
Proof. i) Suppose by contradiction that the sequence (f i ) i does not converge in the metric of S(X, R). X is a compact subset, then there exist a subsequence (j i ) i of natural numbers, a point x ∈ X, δ > 0 and a number b ∈ R such that in the δ-neighborhood U of the point x we have either
and simultanely f * (x) < b + δ or these two cases in the same time (here f * (f * ) is as usual lower (respectively upper) semi-continuous representative of the class f ).
We consider the first case, the second case may be treated similarly and the third one is included in one of the preceding case. It is easy to see that j i → ∞ as i → ∞. The function f * is quasi-continuous hence there exist an open subset V ⊂ U such that all values f * (W ) are sufficiently closed to f * (x) for w ∈ V . Then for sufficiently large i we have a contradiction with the convergence of Hausdorff distances declared in the statement. The statement and the lemma are prooved.
Continue to proove the part ii) of the theorem. We suppose by contradiction that there are f ∈ S 1 and g ∈ S 1 such that f + g / ∈ S 1 . It means that there exists such ξ ∈ R n , ||ξ|| = 1, that for every sequence (ϕ i ) i of continuously differentiable functions converging to f + g the sequence of its derivatives with respect to the direction ξ, ( ∂ϕ i , ξ ) i , diverges in the space S(X, R). Let us localize our study. Let us introduce in some open subset U ⊂ X local coordinates (x 1 , x 2 ) which correspond to the product structure
Then we have the equalities
The sequence of continuous functions (F i ) i is increasing and bounded hence it has a limit in the space L 1 (U ), this limit is just the function F * . The decreasing bounded sequence of continuous functions (G i ) i has a limit which is just the function G * (here as usually * denotes semi-continuous representatives). In particular, for every ε > 0 there exists N ∈ N such that for every fixed x 1 and x 2
for every i and j greater then N . It means that the sequences (ϕ i ) i and (ψ i ) i are Cauchy sequences for the uniform convergence in U . Hence they have limits which are f and respectively g (more exact -their restrictions on U ).
Finally the sequence (ϕ i + ψ i ) i converges uniformly to f +g and the sequence, which terms are
converges to F + G in the metric of S(U, R). This contradiction prooves the part ii) of the theorem.
iii) The following statement is well known and easy to proove. Statement 4.2. Let f : X → R be a below semi-continued function, ε > 0 and x ∈ X be such that subderivative ∂ − f (x) of f in x is not empty. Let a ∈ ∂ − f (x). Then there exists a δ > 0 such that for every differentiable function g : X → R satisfying the inequality ρ(f, g) < δ there exists x ′ ∈ X such that
(the metric ρ, as above, is the Hausdorff distance between the closure of graphs of functions).
Let f i → f , ∂f i → F where all convergences are in S(X, R). Then for every closed ball B ⊂ X there exists a constant K such that ||∂f i (x)|| < K for every x ∈ B. Due to the statement 4.2 it implies that for every x ∈ B such that subdifferential ∂ − f (x) of f in x is not empty, the inequality ||a|| < K holds for every a ∈ ∂ − f (x). From [5] it follows that f is lipschitzian in B.
Statement 4.3. Let f ∈ S 1 . Then for every x ∈ X there is the inclusion
The proof follows from the statement 4.2 and from the comparison of the following equality
with the equality (1.3) which defines ∂ C f (x).
Proof. Let (f i ) i be a sequence of continuously differentiable functions which converges to f in the metric of S(X, R) and the sequence (∂f i ) i converges to ∂ S f in the metric of S(X, R n ). Hence (f i ) i converges to f in the uniform metric and (∂f i ) i tends to ∂ S f for the Hausdorff distance between the graphs of functions. Let ξ ∈ R n , ||ξ|| = 1. Let us localize the study in a sufficiently little neighborhood of the point x o . Introduce in this neighborhood local coordinates (x 1 , x 2 ) which correspond to the product structure
o and the nature of the convergence of (∂f i ) i to ∂ S f are such that there exist a decreasing sequence of reals (α i ) tending to zero, an increasing sequence of reals (β i ) tending to zero such that the following inequalities
hold for every τ ∈ I and j > i.
2 ) i is bounded and decreasing, the same is valid for the sequence F 2 ) we obtain the differentiability of the function f in x o in the direction ξ. Because this derivative is equal to F (x o ), ξ we obtain the differentiability of f in x o with the gradient ∂f (x o ) which is equal to F (x o ) = ∂ S f (x o ). The statement is prooved.
Statement 4.5. Let f ∈ S 1 . Then for every x ∈ X there is the inclusion ∂ S f (x) ⊂ ∂ C f (x).
Proof. The set-valued function ∂ S f (·) belongs to the space S(X, R n ). It induced that
From the statement 4.4 if follows that the subset in the right-hand side coincides to the subset
Then using the statement 4.4 we have that
The statement is prooved. The proof of the part iii) of the theorem follows from the statements 4.3 and 4.5. The theorem is prooved.
For the functions from the set S 1 such results as extremum conditions, mean value theorem and others follow from the part iii) of the theorem 4.1 because these results hold in the Clarke's calculus. However they may be obtained immediately as consequences of well known results of the classical differential calculus by the passage to limit. The next statement is usuful for this purpose. Statement 4.6. Suppose that a sequence (f i ) i of elements of S(X, R) converges to f ∈ S(X, R), a sequence (x i ) i of points of X converges to x ∈ X, ξ i ∈ f i (x i ) and the sequence (ξ i ) i of elements of R n converge to ξ ∈ R n . Then ξ ∈ f (x).
(This follows immediately from the inequalities lim inf
where f (x) = [f * (x), f * (x)], f * (f * ) are semi-continuous representatives of f .).
Suppose, for example that f ∈ S 1 has a local extremum in an internal point x 0 ∈ X. Let (f i ) i be a sequence of functions from BC 1 which converges to f in S(X, R) and such that the sequence (∂f i ) i converges to ∂ S f in S(X, R n ). Then every f i has a local extremum in some x i ∈ X, hence ∂f i (x i ) = 0. Choosing a subsequence (x i ) i converging to x and applying the statement 4.6 we obtain that 0 ∈ ∂ S f (x 0 ).
The same way of reasonning is valid for demonstrations of the mean value theorem and of other similar results.
