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Abstract
This paper deals with the problem of existence and uniqueness of a solution for
a backward stochastic differential equation (BSDE for short) with one reflecting
barrier in the case when the terminal value, the generator and the obstacle process
are Lp-integrable with p ∈]1, 2[. To construct the solution we use two methods:
penalization and Snell envelope. As an application we broaden the class of functions
for which the related obstacle partial differential equation problem has a unique
viscosity solution.
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1 Introduction
The notion of nonlinear backward stochastic differential equation (BSDE for short)
was introduced by Pardoux and Peng (1990, [20]). A solution of this equation, associated
with a terminal value ξ and a generator or coefficient f(t, ω, y, z), is a couple of adapted
stochastic processes (Yt, Zt)t≤T such that:
(1) ∀t ≤ T, Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdBs,
where B is a Brownian motion and adaptation is related to the completed filtration of B.
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In their seminal work [20], Pardoux and Peng proved the existence and uniqueness of
a solution under suitable assumptions, mainly square integrability of ξ and the process
(f(t, ω, 0, 0))t≤T , on the one hand, and, the Lipschitz property w.r.t. (y, z) of the gen-
erator f , on the other hand. Since this first result, it has been widely recognized that
BSDE’s provide a useful framework for formulating a lot of mathematical problems such
as problems in mathematical finance (see e.g.[2, 10, 12, 13],... ), stochastic control and
differential games (see e.g. [15, 16],...), partial differential equations (see e.g.[19, 21],... )
and so on.
Another types of BSDEs, the one barrier reflected BSDEs, have been introduced by
El-Karoui et al. [10]. In the framework of those BSDEs, one of the components of the
solution is forced to stay above a given barrier/obstacle process (Lt)t≤T . Therefore a
solution is a triple of adapted processes (Yt, Zt, Kt)t≤T which satisfies:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, 0 ≤ t ≤ T,(2)
Yt ≥ Lt, 0 ≤ t ≤ T and
∫ T
0
(Ys − Ls)dKs = 0., P − a.s.;
here the process K is non-decreasing and its role is to push upwards Y in order to keep
it above the obstacle L.
These types of equations are connected with a wide range of applications especially
the pricing of America options in markets constrained or not, mixed control, partial
differential variational inequalities, real options (see e.g. [7, 8, 10, 12, 14, 17, 18],...and
the references therein). Once more under square integrability of the data and Lipschitz
property of the coefficient f , the authors of [11] show existence and uniqueness of the
solution.
For several years there have been a lot of works which deal with the issue of exis-
tence/uniqueness results under weaker assumptions than the ones of Pardoux-Peng [20]
or El-Karoui et al [11]. However, for their own reasons, authors focus only on the weak-
ness of the Lipschitz property of the coefficient and not on square integrability of the
data ξ and (f(t, ω, 0, 0))t≤T . Actually there have been relatively few papers which deal
with the problem of existence/uniqueness of the solution for BSDEs in the case when the
coefficients are not square integrable. Nevertheless we should point out that El-Karoui et
al. (1997, [10]) and Briand et al. (2003, [3]) have proved existence and uniqueness of a
solution for the standard BSDE (1) in the case when the data belong only to Lp for some
p ∈]1, 2[. Therefore the main objective of our paper is to complete those works and to
study the reflected BSDE (2) in the case when the terminal condition ξ and the generator
f are only p-integrable with p ∈]1, 2[. The main motivation of this work is that in several
applications (finance, control, games, PDEs,...) the data are not square integrable and to
assume them so is somehow restrictive.
In this article we show that if ξ, supt≤T (L
+
t ) and
∫ T
0
|f(t, 0, 0)|dt belong to Lp for some
p ∈]1, 2[, then the BSDE (2) with one reflecting barrier associated with (f, ξ, L) has a
unique solution. We prove existence and uniqueness of the solution in using penalization
and Snell envelope of processes methods. We finally deal with the partial differential
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variational inequality (PDVI in short) associated with the reflected BSDE under consid-
eration in the case when randomness comes from a standard diffusion process. Actually
we show existence and uniqueness of the solution in viscosity sense for that PDVI in some
appropriate space. This result broadens the class of functions for which there exists a
unique solution for this associated PDVI with obstacle.
The paper is organized as follows: the next section contains all the notations and basic
estimates. Uniqueness of the solution is also proved in this section. In Sections 3 and 4
existence is established via two different methods. The first one studied in Section 3 uses
a fixed point argument for an appropriate mapping and based also on arguments related
to the Snell envelope of processes and optimal stopping. The second approximation, given
in Section 4, is constructed by penalization of the constraint Y ≥ L. Finally, in Section
5, we show that, provided the problem is formulated within a Markovian framework,
the solution of the reflected BSDE provides a probabilistic representation for the unique
viscosity solution of an obstacle problem for a nonlinear parabolic partial differential
equation with obstacle or variational inequality.
2 Notations, setting of the problem and preliminary
results
Let (Ω,F , P ) be a fixed probability space on which is defined a standard d-dimensional
Brownian motion B = (Bt)t≤T whose natural filtration is (F
0
t := σ{Bs, s ≤ t})t≤T . We
denote by (Ft)t≤T the completed filtration of (F
0
t )t≤T with the P -null sets of F , therefore
(Ft)t≤T satisfies the usual conditions, i.e. it is right continuous and complete.
From now on stochastic processes will be defined for t ∈ [0, T ], where T is a positive
real constant, and will takes their values in Rn for some positive integer n. Finally for
any x, x′ ∈ Rk, |x| denotes the Euclidean norm of x and 〈x, x′〉 the inner product.
Next for any real constant p ∈]1, 2[, let:
(i) Sp(Rn) be the set of Rn-valued, adapted and continuous processes {Xt}t∈[0,T ] such
that:
‖X‖Sp = E
[
sup
t∈[0,T ]
|Xt|
p
] 1
p
< +∞.
The space Sp(Rn) endowed with the norm ‖.‖Sp is of Banach type.
(ii)Mp(Rn) be the set of predictable processes {Zt}t∈[0,T ] with values in R
n such that:
‖Z‖Mp = E
[(∫ T
0
|Zt|
2dt
)p/2]1/p
< +∞.
Once more Mp(Rn) endowed with this norm ‖Z‖Mp is a Banach space.
Now let Bp be the space Sp(R)×Mp(Rd). Let ξ be an an R-valued and FT -measurable
random variable and let us consider a random function f : [0, T ] × Ω × R × Rd → R
measurable with respect to P ×B(R)×B(Rd) where P denotes the σ-field of progressive
3
subsets of [0, T ]×Ω. Finally let L := {Lt}t∈[0,T ] be a continuous progressively measurable
R-valued process. On the items ξ, L and f we make the following assumptions:
(H1) ξ ∈ Lp(Ω);
(H2) (i) the process {f(t, 0, 0), 0 ≤ t ≤ T} satisfies E
(∫ T
0
|f(t, 0, 0)|dt
)p
< +∞;
(ii) there exists a constant κ such that:
P − a.s., |f(t, y, z)− f(t, y′, z′)| ≤ κ(|y − y′|+ |z − z′|), ∀t, y, y′, z, z′.
(H3) the barrier L is s.t. LT ≤ ξ and L
+ := L ∨ 0 ∈ Sp(R).
To begin with let us define the notion of solution of the reflected BSDE associated
with the triple (f, ξ, L) which we consider throughout this paper.
Definition 1 (of Lp-solutions) : We say that {(Yt, Zt, Kt), 0 ≤ t ≤ T} is a L
p-solution
of the reflected BSDE with one continuous lower reflecting barrier L, terminal condition
ξ and generator f if the followings hold:
1. {(Yt, Zt), 0 ≤ t ≤ T} belongs to B
p;
2. K = {Kt, 0 ≤ t ≤ T} is an adapted continuous non decreasing process s.t. K0 = 0
and KT ∈ L
p(Ω);
3. Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, 0 ≤ t ≤ T a.s.;
4. Yt ≥ Lt, 0 ≤ t ≤ T ;
5.
∫ T
0
(Ys − Ls)dKs = 0, P-a.s..
The following corollary whose proof is given in [3] will be used several times later,
therefore for the sake completeness we recall it.
Corollary 1 (Cor.2.3 in [3]) Assume that (Y, Z) ∈ Bp is a solution of the following
BSDE:
Yt = ξ +
∫ T
t
f˜(t, Ys, Zs)ds+ AT − At −
∫ T
t
ZsdBs, t ≤ T
where:
(i) f˜ is a function which satisfies the same assumptions as f
(ii) P-a.s. the process (At)t≤T is of bounded variation type.
Then for any 0 ≤ t ≤ u ≤ T we have:
|Yt|
p + c(p)
∫ u
t
|Ys|
p−21Ys 6=0|Zs|
2ds
≤ |Yu|
p + p
∫ u
t
|Ys|
p−1YˆsdAs + p
∫ u
t
|Ys|
p−1Yˆsf˜(s, Ys, Zs)ds− p
∫ u
t
|Ys|
p−1YˆsZsdBs,
where c(p) = p(p−1)
2
and yˆ = y
|y|
1y 6=0.
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We are now going to focus on uniqueness of the Lp-solution of the BSDE associated
with (f, ξ, L). However we first provide some estimates, on the one hand, on the bounds of
the solution w.r.t. the data (f, ξ, L), and, on the other hand, on the variation of solutions
of those BSDEs induced by a variations of the data. Actually we have:
Lemma 1 Assume that (Y, Z) ∈ Bp is a solution of the following BSDE:
Yt = ξ +
∫ T
t
f(t, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, t ≤ T
where P-a.s. the process (Kt)t≤T is continuous non decreasing, with K0 = 0. There exists
a real constant Cp,κ depending only on p and κ such that:
E
[(∫ T
0
|Zs|
2ds
)p/2]
≤ Cp,κE
[
sup
t∈[0,T ]
|Yt|
p +
(∫ T
0
|f(s, 0, 0)|ds
)p]
.
Proof. Let α be a real constant and for each integer k let us define:
τk = inf
{
t ∈ [0, T ],
∫ t
0
|Zs|
2ds ≥ k
}
∧ T.
The sequence (τk)k≥0 is of stationary type since the process Z belongs to M
p and then∫ T
0
|Zs|
2ds <∞, P − a.s.. Next using Itoˆ’s formula yields:
|Y0|
2 +
∫ τk
0
eαs|Zs|
2ds = eατk |Yτk |
2 +
∫ τk
0
eαsYs(2f(s, Ys, Zs)− αYs)ds
+2
∫ τk
0
eαsYsdKs − 2
∫ τk
0
eαsYsZsdBs
≤ eατk |Yτk |
2 +
∫ τk
0
eαs{2|Ysf(s, 0, 0)|+ 2κ|Ys|
2 + 2κ|Ys||Zs| − α|Y |
2
s}ds
+2
∫ τk
0
eαsYsdKs − 2
∫ τk
0
eαsYsZsdBs
≤ eατk |Yτk |
2 + 2 sup
s≤τk
eαs|Ys| ×
∫ τk
0
|f(s, 0, 0)|ds
+(2κ+ κε−1 − α)
∫ τk
0
eαs|Ys|
2ds+ εκ
∫ τk
0
eαs|Zs|
2ds
+2
∫ τk
0
eαsYsdKs − 2
∫ τk
0
eαsYsZsdBs
for any ε > 0. Therefore
|Y0|
2 + (1− εκ)
∫ τk
0
eαs|Zs|
2ds ≤ (eατk |Yτk |
2 + (1 +
1
ε
) sup
s≤τk
e2αs|Ys|
2)
+
(∫ τk
0
|f(s, 0, 0)|ds
)2
+ (2κ+ κε−1 − α)
∫ τk
0
eαs|Ys|
2ds
+εK2τk − 2
∫ τk
0
eαsYsZsdBs.
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But there exists a constant Cκ such that:
K2τk ≤ Cκ
(
|Y0|
2 + |Yτk |
2 +
(∫ τk
0
|f(s, 0, 0)|ds
)2
+
∫ τk
0
|Ys|
2ds
+
∫ τk
0
|Zs|
2ds+
∣∣∣∣
∫ τk
0
ZsdBs
∣∣∣∣
2
)
.
Plugging this last inequality in the previous one to get:
(1− εCκ)|Y0|
2 + (1− εκ)
∫ τk
0
eαs|Zs|
2ds− εCκ
∫ τk
0
|Zs|
2ds
≤ {(εCκ + e
ατk)|Yτk |
2 + (1 +
1
ε
) sup
s≤τk
e2αs|Ys|
2}+ εCκ
∣∣∣∣
∫ τk
0
ZsdBs
∣∣∣∣
2
+2
∣∣∣∣
∫ τk
0
eαsYsZsdBs
∣∣∣∣+ (2κ+ κε−1 − α)
∫ τk
0
eαs|Ys|
2ds
+(1 + εCκ)(
∫ τk
0
|f(s, 0, 0)|ds)2.
Choosing now ε small enough and α such that 2κ+ κε−1 − α < 0 we obtain:
E
(∫ τk
0
|Zs|
2ds
)p/2
≤ C(κ, p)
((∫ τk
0
|f(s, 0, 0)|ds
)p
+ sup
t∈[0,T ]
|Yt|
p
)
+C(κ, p)
∣∣∣∣
∫ τk
0
eαsYsZsdBs
∣∣∣∣
p/2
.
Next thanks to BDG’s inequality we have:
E
[∣∣∣∣
∫ τk
0
eαsYsZsdBs
∣∣∣∣
p/2
]
≤ C¯pE
[(∫ τn
0
|Ys|
2|Zs|
2ds
)p/4]
≤ C¯pE


(
sup
t∈[0,T ]
|Yt|
)p/2(∫ τk
0
|Zs|
2ds
)p/4
≤
C¯2p
η
E
[
sup
t∈[0,T ]
|Yt|
p
]
+ ηE
(∫ τk
0
|Zs|
2ds
)p/2
.
Finally plugging the last inequality in the previous one, choosing η small enough and
finally using Fatou’s Lemma to obtain the desired result. 
We will now establish an estimate for the process Y . Actually we have:
Lemma 2 We keep the notations of Lemma 1 and we assume moreover that P -a.s.∫ T
0
(Ys −Ks)
+dKs = 0. Then there exists a constant Cp,κ such that:
E sup
t∈[0,T ]
|Yt|
p ≤ Cκ,p
[
E|ξ|p + E(
∫ T
0
|f(s, 0, 0)|ds)p + E
(
sup
t∈[0,T ]
(L+s )
p
)]
.
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Proof. From Corollary 1 for any α ∈ R and any 0 ≤ t ≤ u ≤ T we have:
eαpt|Yt|
p + c(p)
∫ u
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds
≤ eαpu|Yu|
p − p
∫ u
t
αeαps|Ys|
pds+ p
∫ u
t
eαps|Ys|
p−1sgn(Ys)f(s, Ys, Zs)ds
+p
∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs − p
∫ u
t
eαps|Ys|
p−1sgn(Ys)ZsdBs
where sgn(y) := y
|y|
1y 6=0. But since f is Lipschitz then we have:
eαpt|Yt|
p + c(p)
∫ u
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds
≤ eαpu|Yu|
p + p(κ− α)
∫ u
t
eαps|Ys|
pds+ p
∫ u
t
eαps|Ys|
p−1|f(s, 0, 0)|ds
+pκ
∫ u
t
eαps|Ys|
p−1|Zs|ds+ p
∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs
−p
∫ u
t
eαps|Ys|
p−1sgn(Ys)ZsdBs.
As we have
pκ|Ys|
p−1|Zs| ≤
pκ2
(p− 1)
|Ys|
p +
c(p)
2
|Ys|
p−21Ys 6=0|Zs|
2,
and by Young’s inequality it holds true that:
p
∫ u
t
eαps|Ys|
p−1|f(s, 0, 0)|ds ≤ (p− 1)γ
p
p−1 ( sup
t≤s≤u
|Ys|
p) + γ−p(
∫ u
t
eαps|f(s, 0, 0)|ds)p
for any γ > 0. Then plug the two last inequalities in the previous ones to obtain:
eαpt|Yt|
p +
c(p)
2
∫ u
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds
≤ eαpu|Yu|
p + (p− 1)γ
p
p−1 ( sup
t≤s≤u
|Ys|
p) + γ−p
(∫ u
t
eαps|f(s, 0, 0)|ds
)p
+p
(
κ+
κ2
(p− 1)
− α
)∫ u
t
eαps|Ys|
pds
+p
∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs − p
∫ u
t
eαps|Yt|
p−1sgn(Ys)ZsdBs.
Next let us deal with
∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs. Indeed the hypothesis related to incre-
ments of K and Y − L implies that dKs = 1[Ys≤Ls]dKs, for any s ≤ T . Therefore we
have:∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs =
∫ u
t
eαps|Ys|
p−1sgn(Ys)1[Ys≤Ls]dKs ≤
∫ u
t
eαpsθ(Ls)dKs
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where θ : x ∈ R 7→ θ(x) = |x|p−1 x
|x|
1[x 6=0] which is actually a non-decreasing function. It
follows that: ∫ u
t
eαps|Ys|
p−1sgn(Ys)dKs ≤
∫ u
t
eαps|Ls|
p−1sgn(Ls)dKs
≤
∫ u
t
eαps(L+s )
p−1dKs ≤
(
sup
t∈[0,T ]
(Ls)
+
)p−1 ∫ u
t
eαpsdKs
≤
(p− 1)
p
1
ε
p
p−1
(
sup
t∈[0,T ]
((Ls)
+)p
)
+
1
p
εp
(∫ u
t
eαpsdKs
)p
.
for any ε > 0. Therefore choosing α such that
κ+
κ2
p− 1
≤ α
then put u = T and taking expectation to obtain,
eαpt|Yt|
p +
c(p)
2
∫ T
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds ≤ eαpT |ξ|p + (p− 1)γ
p
p−1 ( sup
t≤s≤T
|Ys|
p)(3)
+
1
γp
(
∫ T
t
eαps|f(s, 0, 0)|ds)p + (p− 1)
1
ε
p
p−1
(
sup
t∈[0,T ]
(L+s )
p
)
+εp
(∫ T
t
eαpsdKs
)p
− p
∫ T
t
eαps|Yt|
p−1sgn(Ys)ZsdBs.
Next we focus on the control of the term
∫ T
t
eαpsdKs. So using the predictable dual
projection property (see e.g. [5]) we have: ∀t ≤ T ,
E [(KT −Kt)
p] = E
[∫ T
t
p(KT −Ks)
p−1dKs
]
= pE
∫ T
t
E
[
(KT −Ks)
p−1|Fs
]
dKs
≤ pE
∫ T
t
[E (KT −Ks)|Fs)]
p−1 dKs, since p ∈]1, 2[.
The last inequality holds true thanks to Jensen’s conditional one. Recall now that
KT −Kt = Yt − ξ −
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
ZsdBs
then
E [(KT −Kt)
p] ≤ pE
∫ T
t
[
E
(
Ys − ξ −
∫ T
s
f(u, Yu, Zu)du
∣∣∣∣Fs
)]p−1
dKs
≤ pE
∫ T
t
[
E
(
2 sup
u∈[t,T ]
|Yu|+
∫ T
s
|f(u, Yu, Zu)|du
∣∣∣∣Fs
)]p−1
dKs
≤
1
2
E [(KT −Kt)
p]
+CpE sup
s∈[t,T ]
[
E
(
2 sup
u∈[t,T ]
|Yu|+
∫ T
t
|f(u, Yu, Zu)|du
∣∣∣∣Fs
)]p
.
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The last inequality is obtained once more through Young’s one. Thus using now Doob’s
maximal inequality to obtain:
1
2
E [(KT −Kt)
p] ≤ Cp sup
s∈[t,T ]
E
[
E
(
2 sup
u∈[t,T ]
|Yu|+
∫ T
t
|f(u, Yu, Zu)|du
∣∣∣∣Fs
)]p
≤ C˜pE
[
sup
u∈[t,T ]
|Yu|
p +
(∫ T
t
|f(u, Yu, Zu)|du
)p]
≤ C¯p,κE
[
sup
u∈[t,T ]
|Yu|
p +
(∫ T
t
|f(u, 0, 0)|du
)p
+
(∫ T
t
|Zu|du
)p]
.
and then by Lemma 1 we have
(4) E [(KT −Kt)
p] ≤ Cp,κE
[
sup
u∈[t,T ]
|Yu|
p +
(∫ T
t
|f(u, 0, 0)|du
)p]
.
Hereafter Cκ,p is a constant which depends on p, κ and possibly T which may change from
a line to another. Now the local martingale (
∫ t
0
eαps|Yt|
p−1sgn(Ys)ZsdBs)t≤T is actually a
martingale, therefore taking expectation in (3) and taking into account of (4) to obtain:
c(p)
2
E
∫ T
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds ≤ eαpTE|ξ|p +
p− 1
ε
p
p−1
E
(
sup
t∈[0,T ]
(L+s )
p
)
(5)
+Cκ,p
{
(γ
p
p−1 + εp)E( sup
t≤s≤T
|Ys|
p) + (
1
γp
+ εp)E(
∫ T
t
eαps|f(s, 0, 0)|ds)p
}
.
Next going back to (3) taking the supremum and then expectation we get after taking
into account (4)
E sup
t∈[0,T ]
eαpt|Yt|
p +
c(p)
2
E
∫ T
t
eαps|Ys|
p−21Ys 6=0|Zs|
2ds ≤(6)
eαpTE|ξ|p + Cp,κγ
−p(E
∫ T
0
eαps|f(s, 0, 0)|ds)p + Cp,κ(γ
p
p−1 + εp)E sup
u∈[t,T ]
|Yu|
p
+
p− 1
ε
p
p−1
E
(
sup
t∈[0,T ]
(L+s )
p
)
+ pE sup
t∈[0,T ]
∣∣∣∣
∫ T
0
eαps|Yt|
p−1sgn(Ys)ZsdBs
∣∣∣∣ .
Next using the BDG inequality we have
E sup
t∈[0,T ]
∣∣∣∣
∫ T
0
eαps|Yt|
p−1sgn(Ys)ZsdBs
∣∣∣∣ ≤ 2E
(∫ T
0
e2αps|Yt|
2(p−1)1Ys 6=0|Z
n
s |
2ds
)1/2
≤ 2E
[(
sup
t∈[0,T ]
eαpt/2|Yt|
p/2
)(∫ T
0
eαps|Yt|
p−21Ys 6=0|Zs|
2ds
)1/2]
≤ ηE
(
sup
t∈[0,T ]
eαpt|Yt|
p
)
+
1
η
E
(∫ T
0
eαps|Yt|
p−21Ys 6=0|Zs|
2ds
)
.
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We now plug this inequality in (6) and we obtain:
E sup
t∈[0,T ]
eαpt|Yt|
p ≤ eαpTE|ξ|p + Cp,κ(γ
−p + εp)(E
∫ T
0
eαps|f(s, 0, 0)|ds)p
+
p− 1
ε
p
p−1
E
(
sup
t∈[0,T ]
(L+s )
p
)
+ {Cp,κ(γ
p
p−1 + εp) + pη}E sup
u∈[t,T ]
|Yu|
p
+
p
η
E
(∫ T
0
eαps|Yt|
p−21Ys 6=0|Zs|
2ds
)
.
≤
(
1 +
2p
c(p)η
)
eαpTE|ξ|p +
(
1 +
2p
c(p)η
)
p− 1
ε
p
p−1
E
(
sup
t∈[0,T ]
(L+s )
p
)
+Cp,κ(γ
−p + εp)
(
1 +
2p
c(p)η
)(
E
∫ T
0
eαps|f(s, 0, 0)|ds
)p
+
{
Cp,κ
(
1 +
2p
ηc(p)
)
(γ
p
p−1 + εp) + pη
}
E sup
u∈[t,T ]
|Yu|
p.
Finally it is enough to chose η = 1
2p
and γ, ǫ small enough to obtain the desired result.

Lemma 3 Assume that (f, ξ, L) and (f ′, ξ′, L′) are two triplets satisfying Assumptions
(H). Suppose that (Y, Z,K) is a solution of the RBSDE (f, ξ, L) and (Y ′, Z ′, K ′) is a
solution of the RBSDE (f ′, ξ′, L′). Let us set:
∆f = f − f ′, ∆ξ = ξ − ξ′ ∆L = L− L′
∆Y = Y − Y ′, ∆Z = Z − Z ′ ∆K = K −K ′
and assume that ∆L ∈ Lp([0, T ]× P). Then there exists a constant C such that
E sup
t∈[0,T ]
|∆Yt|
p ≤ CE
[
|∆ξ|p +
(∫ T
0
|∆f(s, Ys, Zs)|ds
)p]
+C(ΨT )
1/p
[
E sup
t∈[0,T ]
|∆Lt|
p
] p−1
p
,
with
ΨT = E
[
|ξ|p +
(∫ T
0
|f(u, 0, 0)|du
)p
+
(
sup
t∈[0,T ]
(L+t )
p
)
+|ξ′|p +
(∫ T
0
|f ′(u, 0, 0)|du
)p
+
(
sup
t∈[0,T ]
((L′t)
+)p
)]
.
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Proof. Using Corollary 1, we have for all 0 ≤ t ≤ T :
|∆Yt|
p + c(p)
∫ T
t
|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds ≤ |∆ξ|p
+p
∫ T
t
|∆Ys|
p−1sgn(∆Ys)(f(s, Ys, Zs)− f
′(s, Y ′s , Z
′
s))ds
+p
∫ T
t
α|∆Ys|
p−1sgn(∆Ys)d(∆Ks)− p
∫ u
t
|∆Ys|
p−1sgn(∆Ys)∆ZsdBs
≤ |∆ξ|p + pκ
∫ T
t
|∆Ys|
pds(7)
+pκ
∫ T
t
|∆Ys|
p−1|∆Zs|ds+ p
∫ T
t
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds
+p
∫ T
t
|∆Ys|
p−1sgn(∆Ys)d(∆Ks)− p
∫ T
t
|∆Ys|
p−1sgn(∆Ys)∆ZsdBs.
First note that
pκ|∆Ys|
p−1|∆Zs| ≤
pκ2
(p− 1)
|∆Ys|
p +
c(p)
2
|∆Ys|
p−21∆Ys 6=0|∆Zs|
2.
Next if we denote by θ the function (x, a) 7→ |x− a|p−21x 6=a(x− a), we have∫ T
t
|∆Ys|
p−1sgn(∆Ys)dKs =
∫ T
t
|∆Ys|
p−1sgn(∆Ys)dKs
=
∫ T
t
θ(Ys, Y
′
s )1[Ys=Ls]dKs =
∫ T
t
θ(Ls, Y
′
s )dKs.
In the same way dealing with the other term as previously to obtain:∫ T
t
|∆Ys|
p−1sgn(∆Ys)d(∆Ks) =
∫ T
t
|Ls − Y
′
s |
p−21Ls−Y ′s 6=0(Ls − Y
′
s )dKs
−
∫ T
t
|Ys − L
′
s|
p−21Ys−L′s 6=0(Ys − L
′
s)dK
′
s.
But for any x, a ∈ R, the functions a ∈ R 7→ θ(x, a) and x ∈ R 7→ θ(x, a) are respectively
non-increasing and non-decreasing, therefore:∫ T
t
|∆Ys|
p−1sgn(∆Ys)d(∆Ks) ≤∫ T
t
|∆Ls|
p−21∆Ls 6=0(∆Ls)dKs −
∫ T
t
|∆Ls|
p−21∆Ls 6=0(∆Ls)dK
′
s
=
∫ T
t
|∆Ls|
p−1d(∆Ks)
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since Y ≥ L and Y ′ ≥ L′. Thus coming back to (7) to get
|∆Yt|
p +
c(p)
2
∫ T
t
|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds ≤ |∆ξ|p + p
∫ T
t
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds(8)
+
(
pκ+
pκ2
(p− 1)
)∫ T
t
|∆Ys|
pds
+p
∫ T
t
|∆Ls|
p−1d(∆Ks)− p
∫ T
t
|∆Ys|
p−1sgn(∆Ys)∆ZsdBs.
On the other hand the process
{∫ t
0
|∆Yt|
p−1sgn(∆Ys)∆ZsdBs
}
0≤t≤T
is a martingale thanks
to the Burkholder-Davis-Gundy and Young inequalities. With t = 0 and taking the
expectation in (8) we have
c(p)
2
E
∫ T
0
|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds ≤ E|∆ξ|p
+
(
pκ+
pκ2
(p− 1)
)
E
∫ T
0
|∆Ys|
pds
+pE
∫ T
0
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds+ pE
∫ T
0
|∆Ls|
p−1d(∆Ks).
Coming once again back to (8), we also have
E|∆Yt|
p ≤ E|∆ξ|p +
(
pκ+
pκ2
(p− 1)
)
E
∫ T
t
|∆Ys|
pds
+pE
∫ T
0
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds+ pE
∫ T
0
|∆Ls|
p−1d(∆Ks).
With the Gronwall lemma we conclude that
E
∫ T
0
|∆Ys|
pds ≤ CpE
(
|∆ξ|p +
∫ T
0
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds+
∫ T
0
|∆Ls|
p−1d(∆Ks)
)
.
Now with Ho¨lder’s inequality
E
∫ T
0
|∆Ls|
p−1d(∆Ks) ≤
(
E sup
s∈[0,T ]
|∆Ls|
p
)p−1
p
E (|∆KT |
p)
1
p
and since E|∆KT |
p ≤ Cp(E|KT |
p+E|K ′T |
p), using inequality (4) and Lemma 2, we deduce
that
E|∆KT |
p ≤ CΨT .
Therefore we obtain
E
∫ T
0
|∆Ys|
pds+
c(p)
2
E
∫ T
0
|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds
≤ CE
(
|∆ξ|p +
∫ T
0
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds
)
+ C
(
E sup
s∈[0,T ]
|∆Ls|
p
) p−1
p
(ΨT )
1
p .
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But ∫ T
0
|∆Ys|
p−1|∆f(s, Ys, Zs)|ds ≤ sup
s≤T
|∆Ys|
p−1 ×
∫ T
0
|∆f(s, Ys, Zs)|ds
≤ ρ
p
p−1 sup
s≤T
|∆Ys|
p +
1
ρp
(∫ T
0
|∆f(s, Ys, Zs)|ds
)p
for any ρ > 0. Next with (8), BDG inequality, and the two previous inequalities, we
obtain after having chosen ρ small enough:
E sup
s∈[0,T ]
|∆Ys|
p ≤ CE
(
|∆ξ|p +
{∫ T
0
|∆f(s, Ys, Zs)|ds
}p)
+C
(
E sup
s∈[0,T ]
|∆Ls|
p
) p−1
p
(ΨT )
1
p .
The conclusion of the Lemma follows. 
Theorem 1 Under the assumptions [H1]-[H3], there is at most one Lp-solution for the
reflected BSDE associated with (f, ξ, L).
Proof. Using the previous Lemma (since L−L′ = 0 ∈ Lp), we obtain immediatly Y = Y ′.
Therefore we have also Z = Z ′ and finally K = K ′, whence uniqueness of the Lp-solution
of the reflected BSDE associated with (f, ξ, L). 
3 Existence via the Snell Envelope Method
We now focus on the issue of existence. To begin with let us first assume that the
function f does not depend on (y, z).
Theorem 2 The reflected BSDE associated with (f(t), ξ, L) has a unique Lp-solution.
Proof. We are going to proof the existence of a solution in using the Snell envelope of
processes. The Snell envelope of a process X which belongs to class [D] is the smallest
supermartingale of class [D] which is greater than X .
For t ≤ T let us set:
Y˜t = esssup
τ≥t
E
[∫ τ
0
f(s)ds+ Lτ1[τ<T ] + ξ1[τ=T ]|Ft
]
.
Here τ is a Ft-stopping time. The processes Y˜ verifies Y˜T = ξ and is called the Snell
envelope of the process which is inside esssup.
Since the process (
∫ t
0
|f(s)|ds)t≤T and ξ belong to L
p(Ω) and L+ belongs to Sp, then the
process Y˜ exists and belongs to Sp. Furthermore thanks to Doob-Meyer decomposition
there exists an increasing continuous process (Kt)t≤T which belongs to S
p (K0 = 0) and
a martingale (Mt)t≤T which is also in S
p (see e.g. [5], pp.221) such that:
∀t ≤ T, Y˜t = Mt −Kt.
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Next as M ∈ Sp then there exists a process Z ∈Mp such that:
∀t ≤ T,Mt = M0 +
∫ t
0
ZsdBs.
Now for t ≤ T , let us set:
Yt = Y˜t −
∫ t
0
f(s)ds.
Therefore the triplet (Y, Z,K) verifies: for any t ≤ T ,
Yt = ξ +
∫ T
t
f(s)ds+KT −Kt −
∫ T
t
ZsdBs.
Moreover we obviously have Y ≥ L. In order to complete the proof it remains to show
that (Yt − Lt)dKt = 0 for any t ≤ T . So let τ ≤ T be a stopping time and let us set
Lξt := Lt1[t<T ] + ξ1[t=T ] and Dτ the following stopping time:
Dτ = inf
{
s ≥ τ, Y˜s =
∫ s
0
f(u)du+ Lξs
}
∧ T.
Since the process L is continuous on [0, T [ and may have a positive jump at T , then
the stopping time Dτ is optimal after τ . It follows that the process (Y˜s)s∈[τ,Dτ ] is a
martingale and Y˜Dτ = L
ξ
Dτ
+
∫ Dτ
0
f(s)ds (see e.g. [9], pp.129, pp.143). Henceforth we have∫ Dτ
τ
(Y˜s−
∫ s
0
f(u)du−Lξs)dKs = 0 which implies that
∫ T
0
(Y˜s−
∫ s
0
f(u)du−Lξs)dKs = 0. If
not, by continuity we can find a stopping time τ such that
∫ Dτ
τ
(Y˜s−
∫ s
0
f(u)du−Lξs)dKs >
0, which is absurd. Now the definition of Y implies also that:∫ T
0
(Ys − Ls)dKs = 0.
Thus the proof is complete. 
We now deal with the general case of generator i.e. f depends on (y, z) and is Lipschitz
w.r.t. those arguments. So for (U, V ) ∈ Bp we define (Y, Z,K) = Φ(U, V ) where (Y, Z) is
the Lp-solution of the BSDE associated with (f(t, Ut, Vt), ξ, L), i.e.,
(Y, Z) ∈ Bp, K ∈ Sp
Yt = ξ +
∫ T
t
f(s, Us, Vs)ds+KT −Kt −
∫ T
t
ZsdBs, t ≤ T
Yt ≥ Lt and (Yt − Lt)dKt = 0.
The solution of this equation exists and is unique thanks to Theorem 2.
Now for (U ′, V ′) in Bp, we define in the same way (Y ′, Z ′) = Φ(U ′, V ′) and (∆Y,∆Z)
by (Y − Y ′, Z − Z ′), ∆fs = f(s, Us, Vs)− f(s, U
′
s, V
′
s ).
We are now going to prove that there exists a real constant α ∈ R such that Φ is a
contraction on Bp, equipped with the equivalent norm:
‖(Y, Z)‖ = ‖eα.Y ‖Sp + ‖e
α.Z‖Mp.
Actually we have:
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Lemma 4 There exists α ∈ R and a constant Cα such that:
‖eα.∆Y ‖Sp ≤ Cα(‖e
α.∆U‖Sp + ‖e
α.∆V ‖Mp).(9)
Proof. Using Corollary 1, we have for all 0 ≤ t ≤ u ≤ T :
eαpt|∆Yt|
p + c(p)
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds(10)
≤ eαpu|∆Yu|
p + p
∫ u
t
eαps|∆Ys|
p−1sgn(∆Ys)∆fsds− p
∫ u
t
αeαps|∆Ys|
pds
+p
∫ u
t
eαps|∆Ys|
p−1sgn(∆Ys)d(∆Ks)− p
∫ u
t
eαps|∆Ys|
p−1sgn(∆Ys)∆ZsdBs.
Now for ε > 0, using Young’s inequality∫ u
t
eαps|∆Ys|
p−1sgn(∆Ys)∆fsds ≤
∫ u
t
eαps
(
ε−
p
p−1
p− 1
p
|∆Ys|
p +
εp
p
|∆fs|
p
)
ds
≤ ε−
p
p−1
p− 1
p
∫ u
t
eαps|∆Ys|
pds+
κp2p−1εp
p
∫ u
t
eαps (|∆Us|
p + |∆Vs|
p) ds
≤ ε−
p
p−1
p− 1
p
∫ u
t
eαps|∆Ys|
pds+
κp2p−1Tεp
p
[(
sup
s∈[t,u]
eαps|∆Ys|
p
)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
.
Moreover using Fatou’s Lemma∫ u
t
eαps|∆Ys|
p−1sgn(∆Ys)d(∆Ks) =
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Ys − Ls)dKs
+
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Y
′
s − Ls)dK
′
s
−
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Ys − Ls)dK
′
s −
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Y
′
s − Ls)dKs
≤
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Ys − Ls)dKs +
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0(Y
′
s − Ls)dK
′
s
= 0
since dKs = 1[Ys=Ls]dKs and dK
′
s = 1[Y ′s=Ls]dK
′
s, for any s ∈ [0, T ]. Coming back to (10)
we obtain:
eαpt|∆Yt|
p + c(p)
∫ u
t
eαps|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds(11)
≤ eαpu|∆Yu|
p +
(
ε−
p
p−1
p− 1
p
− pα
)∫ u
t
eαps|∆Ys|
pds
+
κp2p−1Tεp
p
[(
sup
s∈[t,u]
eαps|∆Ys|
p
)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
−p
∫ u
t
eαps|∆Yt|
p−1sgn(∆Ys)∆ZsdBs.
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But as in the proof of uniqueness, the process{
Mt =
∫ t
0
eαps|∆Yt|
p−1sgn(∆Ys)∆ZsdBs
}
0≤t≤T
is a uniformly integrable martingale. Therefore with (11), and by choosing α such that
ε−
p
p−1
p− 1
p
− pα ≤ 0, we obtain:
c(p)E
[∫ T
0
eαps|∆Ys|
p−21∆Ys 6=0|∆Zs|
2ds
]
≤
κp2p−1Tεp
p
E
[(
sup
s∈[t,u]
eαps|∆Us|
p
)
(12)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
and
E
[
sup
t∈[0,T ]
eαpt|∆Yt|
p
]
≤
κp2p−1Tεp
p
E
[(
sup
s∈[t,u]
eαps|∆Us|
p
)
(13)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
+ pE
[
〈M,M〉
1/2
T
]
.
For the last inequality we have made use of BDG’s one. But
E
[
〈M,M〉
1/2
T
]
≤ E
[(
sup
t∈[0,T ]
eαpt/2|∆Yt|
p/2
)(∫ T
0
eαps|∆Ys|
p−21∆Ys 6=0|∆Zs|
2
)1/2]
≤
1
2p
E
[
sup
t∈[0,T ]
eαpt|∆Yt|
p
]
+
p
2
E
[∫ T
0
eαps|∆Ys|
p−21∆Ys 6=0|∆Zs|
2
]
.
Plugging now that inequality in (12) and (13) to obtain:
1
2
E
[
sup
t∈[0,T ]
eαpt|∆Yt|
p
]
≤
κp2p−1Tεp
p
E
[(
sup
s∈[0,T ]
eαps|∆Us|
p
)
(14)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
+
pκp2p−1Tεp
2c(p)
E
[(
sup
s∈[0,T ]
eαps|∆Us|
p
)
+
(∫ u
t
e2αs|∆Vs|
2ds
)p/2]
.
Finally it is enough to choose
Cα =
2κp2p−1Tεp
p
(
1 +
p2
2c(p)
)
and ε−
p
p−1
p− 1
p
≤ pα.
Thus the proof is complete. 
We next focus on the same estimate for ∆Z.
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Lemma 5 There exists β ∈ R and a constant C ′β such that
‖eβ.∆Z‖Mp ≤ C
′
β(‖e
β
2
.∆U‖Sp + ‖e
β.∆V ‖Mp).(15)
Proof. For each integer n ≥ 1 let us set:
τn = inf
{
t ∈ [0, T ],
∫ t
0
|∆Zs|
2ds
}
∧ T.
Therefore using Itoˆ’s formula leads to
|∆Y0|
2 +
∫ τn
0
eβs|∆Zs|
2ds = eβτn |∆Yτn |
2 + 2
∫ τn
0
eβs∆Ys∆fsds− β
∫ τn
0
eβs|∆Ys|
2ds
+ 2
∫ τn
0
eβs∆Ysd(∆Ks)− 2
∫ τn
0
eβs∆Ys∆ZsdBs.
But for any s ∈ [0, T ], ∆Ysd(∆Ks) ≤ 0 a.s. On the other hand since f is a Lipschitz
function then for every ν > 0
|∆Y0|
2 +
∫ τn
0
eβs|∆Zs|
2ds ≤ eβτn |∆Yτn |
2 +
(
κ2
ν
− β
)∫ τn
0
eβs|∆Ys|
2ds
+ ν
∫ τn
0
eβs(|∆Us|
2 + |∆Vs|
2)ds− 2
∫ τn
0
eβs∆Ys∆ZsdBs.
Now if κ
2
ν
≤ β we obtain:
∫ τn
0
eβs|∆Zs|
2ds ≤ eβτn |∆Yτn |
2 + (νT )
[
sup
t∈[0,T ]
eβt|∆Ut|
2
]
+ ν
∫ τn
0
eβs|∆Vs|
2ds+ 2
∣∣∣∣
∫ τn
0
eβs∆Ys∆ZsdBs
∣∣∣∣ .
It follows that(∫ τn
0
eβs|∆Zs|
2ds
)p/2
≤ 2(p−1)
{
eβτnp/2|∆Yτn |
p + (νT )p/2
[
sup
t∈[0,T ]
eβtp/2|∆Ut|
p
]
+ νp/2
(∫ τn
0
eβs|∆Vs|
2ds
)p/2
+ 2p/2
∣∣∣∣
∫ τn
0
eβs∆Ys∆ZsdBs
∣∣∣∣
p/2
}
.
But by the BDG inequality we have:
E
∣∣∣∣
∫ τn
0
eβs∆Ys∆ZsdBs
∣∣∣∣
p/2
≤ c¯pE
[(∫ τn
0
e2βs|∆Ys|
2|∆Zs|
2ds
)p/4]
≤ c¯p22
3p/2
E
[
sup
t∈[0,T ]
eβsp/2|∆Ys|
p
]
+ 2−3p/2E
[(∫ T
0
eβs|∆Zs|
2ds
)p/2]
.
17
Therefore plugging this inequality in the previous one to obtain:
1
2
E
(∫ τn
0
eβs|∆Zs|
2ds
)p/2
≤ 23p−1c¯p2E
[
sup
t∈[0,T ]
eβsp/2|∆Ys|
p
]
+
2(p−1)E
{
eβτnp/2|∆Yτn |
p + (νT )p/2
[
sup
t∈[0,T ]
eβtp/2|∆Ut|
p
]
+νp/2
(∫ τn
0
eβs|∆Vs|
2ds
)p/2}
.
Next using Fatou’s Lemma yields:
1
2
E
(∫ T
0
eβs|∆Zs|
2ds
)p/2
≤ νp/22(p−1)E
{
T p/2
[
sup
t∈[0,T ]
eβtp/2|∆Ut|
p
]
+
(∫ T
0
eβs|∆Vs|
2ds
)p/2}
+ 23p−1c¯p2E
[
sup
t∈[0,T ]
eβp/2s|∆Ys|
p
]
Finally choosing β great enough (recall that β > 0) and using Lemma 4, to obtain :
(16) E
(∫ T
0
eβs|∆Zs|
2ds
)p/2
≤ C ′βE
[
sup
t∈[0,T ]
eβtp|∆Ut|
p +
(∫ T
0
eβs|∆Vs|
2ds
)p/2]
with
C ′β = 2
3p c¯p2 Cβ + ν
p/22pmax(T p/2, 1) and
κ2
ν
≤ β.

As a result of Lemmas 1 & 2 we have:
Proposition 1 There exist two constants γ and C < 1 such that:
E
[
sup
t∈[0,T ]
eγtp|∆Yt|
p
]
+ E
(∫ T
0
eγs|∆Zs|
2ds
)p/2
≤ C
{
E
[
sup
t∈[0,T ]
eγtp|∆Ut|
p
]
+ E
(∫ T
0
eγs|∆Vs|
2ds
)p/2}
.
Proof. Recall that in the proofs of Lemmas 4 and 5 we have required that the constants
ε, α, ν and β should satisfy:
ε−
p
p−1
p− 1
p
≤ pα,
κ2
ν
≤ β
Cα =
2κp2p−1Tεp
p
(
1 +
p2
4c(p)
)
,
C ′β = 2
3p c¯p2 Cα + ν
p/22pmax(T p/2, 1).
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So we can choose ε and ν in such a way that Cα < 1/2 and C
′
β < 1/2. Therefore the
inequalities (9) and (15) still valid if we replace α and β with γ = max{α, β}. Also it is
enough to choose C = Cγ + C
′
γ < 1 and the claim is proved. 
We now give the main result of this section.
Theorem 3 Under [H1]-[H3], there exists a unique Lp-solution for the reflected BSDE
associated with (f(t, y, z), ξ, L), i.e., there exists a triple of processes (Y, Z,K) such that:
Y ∈ Sp, Z ∈Mp, K ∈ Sp non-decreasing and K0 = 0
Yt = ξ +
∫ T
t
f(r, Yr, Zr)dr +KT −Kt −
∫ T
t
ZrdBr, ∀t ≤ T ;
Y ≥ L and (Yt −Kt)dKt = 0, ∀t ≤ T.
Proof. Thanks to Proposition 1, the mapping Φ is a contraction in the Banach space Bp
endowed with the equivalent norm
‖(Y, Z)‖pγ,p = E
[
(sup
t≤T
eγs|Ys|)
p
]
+ E
[(∫ T
0
eγs||Zs|
2ds
)p/2]
.
Therefore it has a fixed point (Y, Z) which in combination with the associated K is the
unique solution of the reflected BSDE associated with (f(t, y, z, ), ξ, L). 
4 Existence via Penalization
We are going now to deal with the issue of existence of the Lp-solution for the reflected
BSDE associated with (f(t, y, z), ξ, L) in using the penalization method. Actually for
n ≥ 1 let us consider (Y n, Zn) ∈ Bp the unique solution of the following BSDE:
∀t ∈ [0, T ], Y nt = ξ +
∫ T
t
f(s, Y ns , Z
n
s )ds+ n
∫ T
t
(Y ns − Ls)
−ds−
∫ T
t
Zns dBs.
Indeed thanks to the result by Briand et al. [3], this solution exists and is unique. Next
let us define Kn by:
∀t ∈ [0, T ], Knt = n
∫ t
0
(Y ns − Ls)
−ds.
We first give some estimates for the processes Y n, Zn and Kn. Actually we have:
Proposition 2 There exists some constants α ∈ R and C which do not depend on n such
that:
E
[
sup
t∈[0,T ]
(eαps|Y ns |
p) +
(∫ T
0
e2αs|Zns |
2
)p/2
+ |KnT |
p
]
≤ C.
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Proof. It is obtained thanks to Lemmas 1 and 2, in combination with inequality (4).
Indeed we have∫ T
0
(Y ns − Ls)
+dKns = n
∫ T
0
(Y ns − Ls)
+(Y ns − Ls)
−ds = 0.

We are now going to show that the sequence of processes (Y n, Zn, Kn) converges to
the Lp-solution of the BSDE associated with (f(t, y, z), ξ, L).
First thanks to comparison we have Y n ≤ Y n+1, for any n ≥ 0. Note that here
comparison can be obtained as usual (see e.g. [10]).Therefore there exists a P-measurable
process Y such that for any t ≤ T , Yt = limn→∞ ր Y
n
t . Additionally thanks to Fatou’s
Lemma we have
E[|Yt|
p] <∞, ∀t ≤ T
since E supt≤T |Y
n
t |
p ≤ C,∀n ≥ 0.
We now focus on the following:
Lemma 6 : P -a.s., Y ≥ L, Y ∈ Sp and E[(sups≤T (Y
n
s − Ls)
−)p]→ 0 as n→∞.
Proof. For any n ≥ 0 and t ≤ T , we have:
Y nt − Y
0
t =
∫ T
t
{an(s)(Y ns − Y
0
s ) + b
n(s)(Zns − Z
0
s )}ds+ (K
n
T −K
n
t )−
∫ T
t
(Zns − Z
0
s )dBs
where the processes (an(s))s≤T and (b
n(s))s≤T are P-measurable and uniformly bounded
by the Lipschitz constant of f . But through Proposition 2, there exists a constant C such
that:
∀n ≥ 0, E
[∫ T
0
|ans (Y
n
s − Y
0
s ) + b
n
s (Z
n
s − Z
0
s )|
pds
]
+ E
[∫ T
0
|Zns − Z
0
s |
pds
]
≤ C.
Therefore there exist subsequences and processes (gt)t≤T and (zt)t≤T which are the weak
limits in Lp
R
([0, T ]×Ω, dt⊗ dP,P) of (gns := (a
n
s (Y
n
s − Y
0
s ) + b
n
s (Z
n
s − Z
0
s ))s≤T and (z
n
s :=
Zns − Z
0
s )s≤T . Henceforth for any stopping time τ ≤ T , the following weak convergence
holds : ∫ τ
0
zns dBs →
∫ τ
0
zsdBs and
∫ τ
0
gns ds→
∫ τ
0
gsdBs.
But
Knτ = −(Y
n
τ − Y
0
τ ) + (Y
n
0 − Y
0
0 )−
∫ τ
0
gns ds+
∫ τ
0
zns dBs
thus we have also the weak convergence
Knτ → Kτ := −(Yτ − Y
0
τ ) + (Y0 − Y
0
0 )−
∫ τ
0
gsds+
∫ τ
0
zsdBs and E(Kτ )
p <∞.
Now for any stopping times σ ≤ τ ≤ T it holds true that Kσ ≤ Kτ since K
n
σ ≤ K
n
τ .
It follows that the process (Kt)t≤T is non-decreasing. Additionally we have E[(KT )
p] ≤
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lim infn→∞E[(K
n
T )
p] ≤ C since the norm is lsc with respect to the weak topology. Hence-
forth thanks to the monotonic limit of S.Peng ([22], Lemma 2.2, pp.481) the processes
Y − Y 0 and K are RCLL and so is Y since Y 0 is continuous.
Next from E[(KnT )
p] ≤ C for any n ≥ 0 we deduce, in taking the limit as n → ∞,
that:
E
∫ T
0
(Ls − Ys)
−ds] = 0
and then P -a.s., Yt ≥ Lt for any t < T . As ξ ≥ LT it follows that Y ≥ L. Using now
Dini’s theorem and the Lebesgue dominated convergence one to obtain:
E[(sup
s≤T
(Ls − Y
n
s )
−)p]→ 0 as n→∞.
Now for any t ≤ T we have,
Y 0t ≤ Y
n
t ≤ sup
t≤t
(Lt − Y
n
t )
− + (Lξt )
+.
Taking the limit as n → ∞ to get that Y ∈ Sp since Y 0 and Lξ (see Section 3 for its
definition) are so. 
Remark 1 Note that the process Y is rcll and its jumps are negative since ∆Y = −∆K ≤
0.
Theorem 4 The sequence of processes ((Y n, Zn, Kn))n≥0 converges to the L
p-solution
(Y, Z,K) of the BSDE (2) associated with (f(t, y, z), ξ, L).
Proof. For k ≥ 0, let us set:
τk := inf{t ≥ 0, Yt ≥ k or Y
0
t ≤ −k or |Lt| ≥ k} ∧ T.
The sequence of stopping times (τk)k≥0 is increasing, of stationary type converging to T
since the process Y is RCLL and Y 0, L continuous. Additionally we have:
max{sup
t≤τk
|Lt|, sup
t≤τk
|Yt|, sup
t≤τk
|Y nt |} ≤ k
since L and Y 0 are continuous, Y has only negative jumps and finally Y 0 ≤ Y n ≤ Y .
Next for any k ≥ 0 and n ≥ 0 we have:
Y nt∧τk = Y
n
τk
+
∫ τk
t∧τk
f(s, Y ns , Z
n
s )ds+K
n
τk
−Knt∧τk −
∫ τk
t∧τk
Zns dBs, ∀t ≤ T.(17)
Then for any n,m and t ≤ T , it holds true that:
Y nt∧τk − Y
m
t∧τk
= (Y nτk − Y
m
τk
) +
∫ τk
t∧τk
{f(s, Y ns , Z
n
s )− f(s, Y
m
s , Z
m
s )}ds
+(Knτk −K
m
τk
)− (Knt∧τk −K
m
t∧τk
)−
∫ τk
t∧τk
(Zns − Z
m
s )dBs
= (Y nτk − Y
m
τk
) +
∫ τk
t∧τk
{an,m(s)(Y ns − Y
m
s ) + b
n,m(s)(Zns − Z
m
s )}ds
+(Knτk −K
m
τk
)− (Knt∧τk −K
m
t∧τk
)−
∫ τk
t∧τk
(Zns − Z
m
s )dBs.
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where an,m and bn,m are P-measurable processes uniformly bounded by the Lipschitz
constant of f . Using now Itoˆ’s formula to obtain:
(Y nt∧τk − Y
m
t∧τk
)2 +
∫ τk
t∧τk
|Zns − Z
m
s |
2ds = (Y nτk − Y
m
τk
)2
+2
∫ τk
t∧τk
{an,m(s)(Y ns − Y
m
s )2 + b
n,m(s)(Y ns − Y
m
s )(Z
n
s − Z
m
s )}ds
+2
∫ τk
t∧τk
(Y ns − Y
m
s )(dK
n
t − dK
m
t )− 2
∫ τk
t∧τk
(Y ns − Y
m
s )(Z
n
s − Z
m
s )dBs.
Next using localization and then taking expectation to obtain:
E
∫ t∧τk
0
|Zns − Z
m
s |
2ds
≤ E(Y nτk − Y
m
τk
)2 + CE
∫ τk
t∧τk
(Y ns − Y
m
s )
2ds+ 2E
∫ τk
t∧τk
(Y ns − Y
m
s )(dK
n
t − dK
m
t )
≤ E(Y nτk − Y
m
τk
)2 + CE
∫ τk
t∧τk
(Y ns − Y
m
s )
2ds+ 2E{(Knτk)
p}1/pE{(sup
t≤τk
(Lt − Y
n
t )
+)q}1/q
+2E{(Kmτk)
p}1/pE{(sup
t≤τk
(Lt − Y
m
t )
+)q}1/q
where q is the conjugate of p. Next using dominated convergence theorem and Proposition
2 to deduce that:
E
∫ τk
0
|Zns − Z
m
s |
2ds→ 0 as n,m→∞.
Now thanks to Lemma 1, there exists a constant C such that
E{
∫ T
0
|Zns |
pds} ≤ C.
Therefore there exists a subsequence and a P-measurable process Z which is the weak
limit of that subsequence in Lp
R
([0, T ]× Ω, dt⊗ dP,P). It follows that for any k ≥ 0 we
have:
lim
n→∞
E
[∫ τk
0
|Zns − Zs|
pds
]
= 0.
Further we can argue as in [11] to obtain that:
E
[
sup
t≤T
(|Y ns∧τk − Y
m
s∧τk
|2 + |Kns∧τk −K
m
s∧τk
|2)
]
→ 0 as n,m→∞.
It follows that for any k ≥ 0, the process (Yt∧τk)t≤T is continuous and since (τk)k≥0 is of
stationary type then Y is also a continuous process. Moreover thanks to Dini’s theorem
and monotonic convergence theorem we have:
E[sup
s≤T
|Y ns − Ys|
p]→ 0 as n→∞.
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Finally for any t ≤ T , let us set:
Kt = Y0 − Yt −
∫ t
0
f(s, Ys, Zs)ds+
∫ t
0
ZsdBs.
Then the process K is continuous, belongs to Sp and for any k ≥ 0 we have:
E
[
sup
t≤T
|Kns∧τk −Ks∧τk |
p
]
→ 0 as n→∞.
As Kn is increasing and the sequence (τk)k is of stationary type then K is also increasing.
Now going back to (17) taking the limit as n→∞ to obtain that:
Yt∧τk = Yτk +
∫ τk
t∧τk
f(s, Ys, Zs)ds+Kτk −Kt∧τk −
∫ τk
t∧τk
ZsdBs, ∀t ≤ T.(18)
Additionally we can argue as in [11] to obtain that:∫ T∧τk
0
(Ys − Ls)dKs = 0.
Taking now the limit w.r.t. k in the two previous equalities to obtain that:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, ∀t ≤ T.
and ∫ T
0
(Ys − Ls)dKs = 0.
Henceforth the process (Y, Z,K) is the unique Lp-solution of the BSDE associated with
(f(t, y, z), L, ξ). 
Remark 2 We have also the following result whose proof is classical and then we omit
it:
lim
n→+∞
E
[
sup
t∈[0,T ]
|Y nt − Yt|
p +
(∫ T
0
|Znt − Zt|
2dt
)p/2
+ sup
t∈[0,T ]
|Knt −Kt|
p
]
= 0.
5 Viscosity solutions
Let b : R+ × R
d → Rd, σ : R+ × R
d → Rd×d be two globally Lipschitz functions and
let us consider the following SDE:
dXt = b(t, Xt)dt+ σ(t, Xt)dBt, t ≤ T.
We denote by (X t,xs )s≥t the unique solution of the previous SDE starting from x at time
s = t. Now we are given three continuous functions:
g : Rd → R, f : [0, T ]× Rd × R× Rd → R, h : [0, T ]× R→ R
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such that f is Lipschitz w.r.t. y and z, uniformly w.r.t. t and x. Moreover there exists
p ∈]1, 2[ s.t. for every (t, x) ∈ [0, T ]× Rd,
(19) E
∫ T
0
(
|f(s,X t,xs , 0, 0)|
p + |h(s,X t,xs )|
p
)
ds+ E|g(X t,xT )|
p < +∞.
As said in the introduction, this condition relaxes the standard polynomial growth as-
sumption and will enlarge the class of solutions. It is satisfied if for example σσ∗ is
uniformly elliptic, i.e., there exists λ > 0 such that
∀(t, x) ∈ [0, T ]× Rd, ∀ζ ∈ Rd \ {0}, ζ(σσ∗)(t, x)ζ∗ ≥ λ|ζ |2,
and if for some constant A > 0 (depending on b and σ, and T ) such that uniformly w.r.t.
t ∈ [0, T ]
(20) lim
|x|→+∞
[|f(t, x, 0, 0)|+ |g(x)|+ |h(t, x)|] exp(−A(ln |x|)2) = 0.
The geometric Brownian motion (or Black-Scholes model in finance) is an example for
which such a conditions are satisfied. Note that if we have stronger conditions on b or σ,
we can have weaker growth ones on f , g and h.
From now on we assume that 1 < p < 2 and that for every (t, x) ∈ [0, T ]× Rd let us
define (Y t,xs , Z
t,s
x , K
t,x
s )s∈[t,T ] the unique solution of the reflected BSDE
Y t,xs = g(X
t,x
T ) +
∫ T
t
f(u,X t,xu , Y
t,x
u , Z
t,x
u )du+K
t,x
T −K
t,x
t −
∫ T
t
Zt,xu dBu
with
a.s. ∀s ∈ [t, T ], h(s,X t,xs ) ≤ Y
t,x
s .
Moreover on [0, t], we set Y t,xs = Y
t,x
t , Z
t,x
s = K
t,x
s = 0.
For every (t, x), we will show that Y t,xt is deterministic and we define a function
(21) u(t, x) = Y t,xt .
In a first part we will prove that u is continuous and is a viscosity solution of the following
obstacle problem
min
[
u(t, x)− h(t, x),
−
∂u
∂t
(t, x)−Lu(t, x)− f(t, x, u(t, x), σ(t, x)∇u(t, x))
]
= 0(22)
(t, x) ∈ [0, T [×Rd,
u(T, x) = g(x), x ∈ Rd,
with the second order partial differential operator
L =
1
2
d∑
i,j=1
((σσ∗)(t, x))i,j
∂2
∂xi∂xj
+
d∑
i=1
(b(t, x))i
∂
∂xi
.
In a second part we will prove that this is the unique continuous viscosity solution that
belongs to some class of functions. However first let us recall the following definitions:
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Definition 2 Let u a function that belongs to C([0, T ])× Rd. It is said to be:
(i) a viscosity subsolution of (22) if u(T, x) ≤ g(x), x ∈ Rd, and for any function
φ ∈ C1,2((0, T )× Rd), if u− φ has a local maximum at (t, x) then
min(u(t, x)− h(t, x),−
∂φ
∂t
−Lφ(t, x)− f(t, x, u(t, x), σ∇φ(t, x))) ≤ 0.
(ii) a viscosity supersolution of (22) if u(T, x) ≥ g(x), x ∈ Rd, and for any function
φ ∈ C1,2((0, T )× Rd), if u− φ has a local minimum at (t, x) then
min(u(t, x)− h(t, x),−
∂φ
∂t
−Lφ(t, x)− f(t, x, u(t, x), σ∇φ(t, x))) ≥ 0.
(iii) a viscosity solution of (22) if it is both a viscosity sub- and supersolution.
5.1 Continuity and viscosity solution
We have the following result:
Proposition 3 For every (t, x), Y t,xt is deterministic and the function
u(t, x) = Y t,xt
is continuous and satisfies
(23) lim
|x|→+∞
|u(t, x)| exp(−A(ln |x|)2) = 0.
Proof. It suffices to show that whenever (tn, xn)→ (t, x),
(24) E
(
sup
s∈[0,T ]
|Y tn,xns − Y
t,x
s |
p
)
→ 0.
Indeed, this will show that (s, t, x) 7→ Y t,xs is L
p continuous, and so is (t, x) 7→ Y t,xt . But
Y t,xt is deterministic, since it is F
t
t measurable. Recall that {F
t
s, t ≤ s ≤ T} denotes the
natural filtration of the Brownian motion {Bs − Bt, t ≤ s ≤ T} argumented with the P
null sets of F . Now (24) is a consequence of Lemma 3 and the following convergences
E
∣∣g(X t,xT )− g(X tn,xnT )∣∣p → 0,
E
(
sup
s∈[0,T ]
|h(s,X t,xs )− h(s,X
tn,xn
s )|
p
)
→ 0,
E
(∫ T
0
∣∣1[t,T ](s)f(s,X t,xs , Y t,xs , Zt,xs )− 1[tn,T ](s)f(s,X tn,xns , Y t,xs , Zt,xs )∣∣ ds
)p
→ 0,
which follow from the continuity assumptions and the growth of f , g and h.
The condition (23) follows from Lemma 2 and condition (20). 
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In order to prove that u is a viscosity solution of the obstacle problem (22) we need
a comparison result concerning the solutions of reflected BSDE. For ξ˜, f˜ and L˜, let us
denote by (Y˜ , Z˜, K˜) the unique solution of
Y˜t = ξ˜ +
∫ T
t
f˜(s, Y˜s, Z˜s)ds+ K˜T − K˜t −
∫ T
t
Z˜sdBs
with
P − a.s. ∀s ∈ [0, T ], L˜s ≤ Y˜s and
∫ T
0
(Y˜t − L˜t)dK˜t = 0.
Proposition 4 If a.s. ξ˜ ≥ ξ, f˜ ≥ f and L˜ ≥ L, then a.s. Y˜t ≥ Yt for every t ∈ [0, T ].
Proof. Let (Y˜ n, Z˜n) and (Y n, Zn) be the sequence constructed by penalization (see
Section 4). Using the standard comparison result for BSDE (see for example [19]), then
for every n ∈ N, Y˜ nt ≥ Y
n
t . Since the sequences Y˜
n and Y n converge to resp. Y˜ and Y ,
the conclusion follows. 
Theorem 5 The function u : (t, x) 7→ u(t, x) = Y t,xt defined in (21) is a viscosity solution
of the obstacle problem (22).
Proof. We are going to use the approximation of the RBSDE (2) by penalization, which
was studied in Section 4. For each (t, x) ∈ [0, T ]×Rd, let (Y t,x,n, Zt,x,n) denote the solution
of the BSDE
∀s ∈ [t, T ], Y t,x,ns = g(X
t,x
T ) +
∫ T
s
f(u, Y t,x,nu , Z
t,x,n
u )du
+n
∫ T
s
(Y t,x,nu − h(u,X
t,x
u ))
−du−
∫ T
s
Zt,x,nu dBu.
From [19] it is known that
un(t, x) = Y
t,x,n
t , (t, x) ∈ [0, T ]× R
d,
is the viscosity solution of the parabolic PDE: for every (t, x) ∈ [0, T [×Rd
∂un
∂t
(t, x) + Lun(t, x) + fn(t, x, un(t, x), σ(t, x)∇un(t, x)) = 0
with
fn(t, x, y, z) = f(t, x, y, z) + n(y − h(t, x))
−
and un(T, x) = g(x) for each x ∈ R
d. To be more precise, we have to say that in [19] p is
supposed to be egal to 2. But with straightforward modifications in the proof of Theorem
3.2 in [19], we can show that the result holds also for 1 < p < 2.
However, from the results of the previous section, for each (t, x) ∈ [0, T ]× Rd,
un(t, x) ↑ u(t, x), as n→ +∞.
Since un and u are continuous, it follows from Dini’s theorem that the above convergence
is uniform on compacts.
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We now show that u is a subsolution of (22). Let (t, x) be a point at which u(t, x) >
h(t, x), and let φ be a C1,2 function such that u−φ has a maximum at point (t, x). From
Lemma 6.1 in [4], there exists sequences nj → +∞, (tj , xj)→ (t, x) such that
∂φ
∂t
(tj, xj) + Lφ(tj, xj) + fnj(tj , xj , unj(tj, xj), σ(tj, xj)∇φ(tj, xj)) ≤ 0.
From the assumption that u(t, x) > h(t, x) and the uniform convergence of un, it follows
that for j large enough unj(tj, xj) > h(tj , xj). Therefore in taking the limit as j → +∞,
the above inequality yields:
∂φ
∂t
(t, x) + Lφ(t, x) + f(t, x, u(t, x), σ(t, x)∇φ(t, x)) ≤ 0.
and we have proved that u is a subsolution of (22).
The same arguments (with converse inequalities) prove that u is also a supersolution
of (22). 
5.2 Uniqueness of the solution
In order to establish the uniqueness of the solution of equation result (21), we need
to impose the following additional assumption on f . For each R > 0, there exists a
continuous function mR : R+ → R+ such that mR(0) = 0 and
(25) |f(t, x, r, p)− f(t, y, r, p)| ≤ mR(|x− y|(1 + |p|)),
for all t ∈ [0, T ], |x| ≤ R, |y| ≤ R, |r| ≤ R, and p ∈ Rd.
Theorem 6 Under the above assumptions and (25), the obstacle problem (22) has at
most one solution satisfying (23).
The proof is similar to the uniqueness proof given in [1]. We just have to take into account
the obstacle h.
Let u and v be two viscosity solutions of (22). As in [1], the proof consists in two
steps. We first show that u− v and v−u are subsolutions of a specific partial differential
equation, then we build a suitable sequence of smooth supersolutions of this equation to
show that |u− v| = 0 in [0, T ]× Rd. Hereafter we denote by ‖.‖ the sup norm in Rd.
Lemma 7 Let u be a subsolution and v a supersolution of (22). Then the function
w = u− v is a viscosity subsolution of
(26) min(w,−
∂w
∂t
− Lw − κ‖w‖ − κ‖σ∇w‖) = 0,
where κ is the Lipschitz constant of f in (y, z).
Proof. First remark that (u − v)(T, x) ≤ 0. Next let φ ∈ C1,2((0, T ) × Rd) and let
(t0, x0) ∈ (0, T ) × R
d be a strict global maximum point of w − φ and we suppose that
w(t0, x0) > 0. Our aim is to prove that at (t0, x0)
−
∂φ
∂t
− Lφ− κ|w| − κ|σ∇φ| ≤ 0.
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We sketch the proof of Lemma 3.7 in [1]. We introduce the function
ψε,α(t, x, s, y) = u(t, x)− v(s, y)−
|x− y|2
ε2
−
|t− s|2
α2
− φ(t, x),
where ε and α are positive parameters which are devoted to tend to zero. Since (t0, x0) is
a strict global maximum point of u− v − φ, there exists a sequence (t¯, x¯, s¯, y¯) such that
• (t¯, x¯, s¯, y¯) is a global maximum point of ψε,α in ([0, T ] × B¯R)2 where BR is a ball
with a large radius R;
• (t¯, x¯), (s¯, y¯)→ (t0, x0) as (ε, α)→ 0;
• |x¯−y¯|
2
ε2
and |t¯−s¯|
2
α2
are bounded and tend to zero when (ε, α)→ 0.
Moreover there exists two symmetric matrices X and Y such that since u is a subsolution,
at point (t¯, x¯)
(27) min(u− h, a¯−
∂φ
∂t
−
1
2
Tr (σσ∗X)− 〈b, (p¯+∇φ)〉 − f(t¯, x¯, u, σ(p¯+∇φ))) ≤ 0,
and since v is a supersolution, at point (s¯, y¯)
(28) min(v − h, a¯−
1
2
Tr (σσ∗Y )− 〈b, p¯〉 − f(s¯, y¯, v, σp¯)) ≥ 0,
where a¯ = 2(t¯−s¯)
α2
and p¯ = 2(x¯−y¯)
ε2
. Now we want to substract these inequalities. Then from
the Lipschitz continuity of σ and b we obtain:
Tr (σσ∗(t¯, x¯)X)− Tr(σσ∗(s¯, y¯)Y ) ≤ C
|x¯− y¯|2 + |t¯− s¯|2
ε2
+ Tr (σσ∗(t¯, x¯)D2φ(t¯, x¯));
and
|〈b(t¯, x¯), p¯〉 − 〈b(s¯, y¯), p¯〉| ≤ C
|x¯− y¯|2 + |t¯− s¯|2
ε2
.
We now consider the difference between the nonlinear terms:
f(t¯, x¯, u(t¯, x¯), σ(t¯, x¯)(p¯+∇φ(t¯, x¯)))− f(s¯, y¯, v(s¯, y¯), σ(s¯, y¯)p¯)
≤ ρε(|t¯− s¯|) +m(|x¯− y¯|(1 + |p¯σ(s¯, y¯)|)) + κ|u(t¯, x¯)− v(s¯, y¯)|
+κ|p¯(σ(t¯, x¯)− σ(s¯, y¯)) + σ(t¯, x¯)∇φ(t¯, x¯)|.
Note that
|p¯(σ(t¯, x¯)− σ(s¯, y¯))| ≤ C
|x¯− y¯|2 + |t¯− s¯|2
ε2
and
|x¯− y¯||p¯σ(s¯, y¯)| ≤ C
|x¯− y¯|2
ε2
.
Now let us go back to (27) and (28). We claim that u(t¯, x¯) − h(t¯, x¯) > 0 (taking a
subsequence if necessary). If not, there exists a subsequence such that u(t¯, x¯)−h(t¯, x¯) ≤ 0.
Passing to the limit we get u(t0, x0)− h(t0, x0) ≤ 0. But from the assumption u(t0, x0)−
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v(t0, x0) > 0, we deduce that 0 ≥ u(t0, x0) − h(t0, x0) > v(t0, x0) − h(t0, x0). Therefore
we have v(s¯, y¯) − h(s¯, y¯) < 0, which leads to a contradiction with (28). Henceforth (27)
becomes
a¯−
∂φ
∂t
−
1
2
Tr (σσ∗X)− 〈b, (p¯+∇φ)〉 − f(t¯, x¯, u, σ(p¯+∇φ)) ≤ 0.
Thus we obtain
−
∂φ
∂t
−
1
2
Tr (σσ∗X)− 〈b, (p¯+∇φ)〉 − f(t¯, x¯, u, σ(p¯+∇φ))
+
1
2
Tr (σσ∗Y ) + 〈b, (p¯+∇φ)〉+ f(s¯, y¯, v, σp¯)) ≤ 0.
With all previous estimates we get:
−
∂φ
∂t
−
1
2
Tr (σσ∗X)− 〈b,∇φ〉 − κ|u(t¯, x¯)− v(s¯, y¯)| − κ|σ(t¯, x¯)∇φ(t¯, x¯)|
≤ ρε(|t¯− s¯|) + C
|x¯− y¯|2 + |t¯− s¯|2
ε2
+m(|x¯− y¯|(1 + |p¯σ(s¯, y¯)|)).
Next let first α goes to zero. Since |t¯−s¯|
2
α2
is bounded then |t¯− s¯| goes to zero. We remove
the first term and the term |t¯− s¯|2 of the right-hand side above. Then we let ε→ 0 and
since (t¯, x¯)→ (t0, x0) we finally have
−
∂φ
∂t
(t0, x0)− Lφ(t0, x0)− κ|w(t0, x0)| − κ|σ(t0, x0)∇φ(t0, x0)| ≤ 0.
Therefore w is a subsolution of the equation (26). 
Recall now Lemma 3.8 in [1].
Lemma 8 For any A > 0, there exists C > 0 such that the function
χ(t, x) = exp [(C(T − t) + A)ψ(x)]
where
ψ(x) =
[
ln((|x|2 + 1)1/2) + 1
]2
,
satisfies
−
∂χ
∂t
− Lχ− κχ− κ|σ∇χ| > 0, in [t1, T ]× R
d,
where t1 = T − A/C.
Proof. The proof of this result is given in [1]. Note that here, w.r.t. the setting of
this latter article, we have the same assumptions without the jump process, i.e. B ≡ 0.
Now the function χ is positive therefore it is a supersolution of (22) with f(t, x, y, σz) =
κy + κ|σz| and h ≡ 0. 
The rest of the proof of Theorem 6 is the same as in [1]. For any α > 0,
|u(t, x)− v(t, x)| ≤ αχ(t, x), in [t1, T ]× R
d.
The sketch of the proof is the following.
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• Using the growth condition on u and v, limn→+∞ |u− v|(t, x)/χ(t, x) = 0 uniformly
for t ∈ [t1, T ], for some A > 0. This implies that |u−v|−αχ is bounded from above
in [t1, T ]× R
d. Hence
M = max
[t1,T ]×Rd
(|u− v| − αχ)eK(T−t)
is achieved at some point (t0, x0). Without loss of generality we may assume that
w(t0, x0) = (u− v)(t0, x0) > 0.
• This means that the function w − φ has a global maximum point at (t0, x0), where
φ(t, x) = αχ(t, x) + (w − αχ)(t0, x0)e
K(t−t0).
We use the fact that w is a subsolution of (26), i.e.,
−
∂φ
∂t
(t0, x0)− Lφ(t0, x0)− κ|w(t0, x0)| − κ|σ(t0, x0)∇φ(t0, x0)| ≤ 0.
But since w(t0, x0) = |w(t0, x0)|, the left-hand side is
α
[
−
∂χ
∂t
(t0, x0)−Lχ(t0, x0)− κ|χ(t0, x0)| − κ|σ(t0, x0)∇χ(t0, x0)|)
]
.
• This leads to a contradiction. Then t0 = T and since w(T, x) = 0, we have |w(t, x)|−
αχ(t, x) ≤ 0 on [t1, T ]×R
d. Letting α tending to zero, we obtain u = v in [t1, T ]×R
d.
• Repeat recursively this argument on [t2, t1] with t2 = (t1 − A/C)
+, etc., we obtain
u = v on [0, T ]× Rd.
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