Abstract: Driving through dynamically changing traffic scenarios is a highly challenging task for autonomous vehicles, especially on urban roadways. Prediction of surrounding vehicles' driving behaviors plays a crucial role in autonomous vehicles. Most traditional driving behavior prediction models work only for a specific traffic scenario and cannot be adapted to different scenarios. In addition, priori driving knowledge was never considered sufficiently. This study proposes a novel scenario-adaptive approach to solve these problems. A novel ontology model was developed to model traffic scenarios. Continuous features of driving behavior were learned by Hidden Markov Models (HMMs). Then, a knowledge base was constructed to specify the model adaptation strategies and store priori probabilities based on the scenario's characteristics. Finally, the target vehicle's future behavior was predicted considering both a posteriori probabilities and a priori probabilities. The proposed approach was sufficiently evaluated with a real autonomous vehicle. The application scope of traditional models can be extended to a variety of scenarios, while the prediction performance can be improved by the consideration of priori knowledge. For lane-changing behaviors, the prediction time horizon can be extended by up to 56% (0.76 s) on average. Meanwhile, long-term prediction precision can be enhanced by over 26%.
Introduction
Autonomous vehicles (AVs), as one of the most promising topics in both academia and industry in recent decades, are expected to change the future of the world in various ways [1] . AVs can benefit the next generation of transportation systems due to their safety, mobility, and efficiency advantages [2] . Moreover, AVs are effective test platforms for various advanced technologies, such as artificial intelligence, automation control, machine learning, and so on [1] . Based on efforts from around the world, related technologies have been studied in depth [1, 3] . Considerable related applications have been tested in controlled environments and applied in commercial vehicles [3] . For example, Google's AVs have driven more than 1.2 million miles on public roads [4] . All Tesla vehicles in production are equipped with all the hardware needed for fully autonomous capability and newer applications will gradually be activated [5] . Although preliminary successes have been achieved with AVs, there are still many intractable issues from both a technical and a societal perspective [2, 6] .
Generally, the architecture of AVs can be divided into three layers, i.e., a perception layer, a planning layer, and a trajectory control layer [1] . The perception layer aggregates real-time data from multiple sensors to estimate the surrounding scenarios. The trajectory control layer generates commands to control the vehicle according to the planned trajectory and velocity. As the core module, [19] • Improving the adaptability of existing models.
In the real world, AVs should drive through a diversity of complex urban scenarios. A reliable activation strategy that can select appropriate candidate prediction models for a given scenario will extend the application scope of the traditional prediction models.
•
Combining priori knowledge to improve the quality of prediction.
Priori knowledge information is helpful for driving behavior prediction [9] . For example, it is believed that a moving vehicle has quite a low probability of changing lanes to the right when there is another vehicle abreast in the right lane. Based on the literature review, it is still not possible to describe these relationships clearly without increasing the computation complexity.
Aiming at the aforementioned goals, this study proposed a scenario-adaptive approach to predict driving behaviors on urban roadways. The main contributions of this study are as follows:
• A novel ontology-based model was proposed to represent the traffic scenarios.
This study developed a novel ontology-based model to represent the spatial state of surrounding entities and their inter-relationships. Based on this model, the scenario can be expressed explicitly and semantic inter-relationships can be represented, which makes it more understandable than traditional scenario description approaches.
• A rule-based reasoning system was developed to improve the adaptability of the driving behavior prediction models.
Based on the structured description of traffic scenarios, adaptation rules were edited. In the rules, candidate scenario-specific models, input features, and priori probabilities for candidate models were specified based on the scenario characteristics.
The future behavior of the target vehicle was determined by both a priori and a posteriori knowledge. This is the first study to combine a priori probability and a posteriori probability for behavior prediction. HMM-based probabilistic models were trained off-line and tested on-line to get the a posteriori probability for each possible behavior. A priori probability is provided by a rule-based reasoning system.
In the following sections, the problem formulation and an overview of the proposed approach are presented. The ontology model to describe traffic scenarios and the HMMs to learn continuous features are presented. Then, the approach to predict the future behavior of a target vehicle is given. Finally, the proposed approach is evaluated in real traffic scenarios on urban roadways. The results of the experiments are presented and discussed. We finally conclude this paper with contributions, limitations, and future work in Section 4.
Materials and Methods

Problem Formulation and Method Overview
Problem Formulation
The driving behavior prediction algorithm should be running for each target vehicle at every time step. The prediction process can be divided into three steps: First, for target vehicle i at time t, the characteristics of its current scenario s i need to be extracted and analyzed. Then, pre-trained driving behavior models M i s i , input features F i s i , and a priori probabilities P i s i for M i s i should be specified. Finally, one of the pre-defined maneuvers b i should be assigned for the next time steps by
This process can also be named "behavior tagging," tagging a sequence of observations with a similar driving behavior b i . b i belongs to a finite set of predefined maneuvers: b i ∈ B := {LK, LCL, LCR, TR, TL, GS, SS, ...},
corresponding to lane keeping (LK), lane change to left (LCL), lane change to right (LCR), turn right (TR), turn left (TL), go straight at intersection (GS), stop before the stop line (SS). In this study, we just considered the aforementioned lateral behaviors and more behaviors can be added easily. The candidate driving behavior prediction models M i s i are chosen based on s i from the complete model set: 
where F is a pre-defined feature set, including all the possible input features for all the models in M. In this study, the input features that contribute more prediction power were selected. [14] . For the junction-related maneuvers (TL, TR, GS, SS), the Time to Intersection TTI, and longitudinal velocity v lon , v lat of the target vehicle were chosen [12] . P i s i in Equation (1) is a vector to represent the a priori probabilities for the candidate models. These values are weights to balance the possibility of the candidate behaviors in the given scenario:
where the summary of these weights are equal to one:
P i s i is defined by drivers' experiences or learned from training data. F i s i , M i s i , P i s i are determined by the current scenario s i of the i − th vehicle. Figure 1 presents the architecture of the proposed driving behavior prediction approach, which can be divided into two phases: off-line phase and on-line phase. During the off-line phase, the road elements information was extracted from digital maps and described by the proposed ontology model. In order to learn the continuous features of driving behaviors, field data from typical urban traffic scenarios are collected first. Each type of driving behavior was learned by one HMM, i.e., a set of behavior models M can be trained. Semantic rules are edited based on a priori knowledge (traffic rules, driving experiences) to define the candidate behavior models, input features, and prior probabilities for candidate models using scenario-dependent characteristics. All these rules were stored in the knowledge base. During the on-line prediction phase, all the learned models and semantic rules in the knowledge base were loaded into the working memory during the initialization process. At each time step, the scenario is represented based on a pre-defined ontology model and sensing data.
Overview of the Proposed Approach
are specified by the rule-based reasoning module. Then, each candidate learned model is tested to obtain the likelihood of each corresponding driving behavior p(M j ). Finally, the behavior tag is decided by the behavior tagging model M(·), which considers both model testing results (a posteriori probabilities) and a priori probabilities. From the standpoint of the reasoning mode, the proposed driving behavior prediction system can also be divided into qualitative reasoning modules (enclosed by dotted boxes in Figure 1 ) and quantitative modules (enclosed by solid boxes in Figure 1 Figure 1 . Overview of the proposed driving behavior prediction approach.
Ontology-Based Scenario Description and Reasoning
A Novel Ontological Model for Scenario Description
The traffic scenario can be represented by various methodologies, e.g., an occupancy grid map [7] , Bayesian Network [8, 11, 13] , etc. The representation methods that just consider the entities' spatial locations (like an occupancy grid map) cannot describe the relationships between different entities. Although a Bayesian Network can depict the inter-relations by carefully designed networks, the network usually will become pretty complex when considering a large number of entities. Moreover, it is hard to express the semantic relationships and integrate traffic rules. With the ability to define hierarchical classes and relationships between these classes, ontologies have been used to represent the contextual entities and expert knowledge unambiguously in knowledge-intensive systems [21, 22] . As an interoperable and understandable expression form, ontology was defined as a formal and explicit specification of a shared conceptualization [23] . For different applications, ontology models should be defined based on corresponding domain knowledge. For autonomous driving, this technology has already been applied in some simple traffic scenarios [21, [24] [25] [26] [27] . However, there is still no standard ontology for autonomous driving on urban roadways so far.
In this study, we chose Description Logic (DL) as a formalism to represent the ontology knowledge base and store it with Web Ontology Language 2 (OWL 2) [28] . The DL knowledge base is composed of a terminological box (TBOX) and assertional box (ABOX). TBOX defines concepts (also known as classes) to describe the terminology in the application domain, e.g., Vehicle, Sidewalk. Each concept is defined by its data property axioms (also named attributes), e.g., distanceToVehicle is equal to 100 m. Relationships between these classes are described by object property axioms, e.g., Vehicle isCloseTo Sidewalk. Usually, the defined classes can be structured into a taxonomic topology. In order to describe the hierarchical relations, TBOX defined class expression axioms. These axioms were described by a set of operators such as equivalence operator  , inclusion operator ô , intersection ó , union ò , complement  , etc. Complex descriptions are constructed based on atomic (i.e., basic) concepts ( , )
A B and atomic roles R . For example, the union of the basic classes or the association between concepts and roles can lead to more complex descriptions, e.g.,
The above classes and axioms are usually defined by domain experts based on their domain knowledge. ABOX defines the instances of TBOX, which are also named individuals   , ,... a b
. In addition, concept assertions (a) B and role assertions ( , ) R a b were defined to characterize these individuals' properties and relations, e.g., Vehicle (vehicle001), hasLane (segment001, lane012).
In order to represent the complex traffic scenario characteristics and intricate relationships between entities, this study proposed a novel ontology model to explicitly describe the traffic scenarios. The ontology model was edited by Protégé [29] software and parts of the ontology terminology are graphically represented in Figure 2 . The classes (including Entity branch, Attributes 
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A Novel Ontological Model for Scenario Description
In this study, we chose Description Logic (DL) as a formalism to represent the ontology knowledge base and store it with Web Ontology Language 2 (OWL 2) [28] . The DL knowledge base is composed of a terminological box (TBOX) and assertional box (ABOX). TBOX defines concepts (also known as classes) to describe the terminology in the application domain, e.g., Vehicle, Sidewalk. Each concept is defined by its data property axioms (also named attributes), e.g., distanceToVehicle is equal to 100 m. Relationships between these classes are described by object property axioms, e.g., Vehicle isCloseTo Sidewalk. Usually, the defined classes can be structured into a taxonomic topology. In order to describe the hierarchical relations, TBOX defined class expression axioms. These axioms were described by a set of operators such as equivalence operator ≡, inclusion operator , intersection , union , complement ¬, etc. Complex descriptions are constructed based on atomic (i.e., basic) concepts (A, B) and atomic roles R. For example, the union of the basic classes or the association between concepts and roles can lead to more complex descriptions, e.g.,
The above classes and axioms are usually defined by domain experts based on their domain knowledge. ABOX defines the instances of TBOX, which are also named individuals (a, b, ...). In addition, concept assertions B(a) and role assertions R(a, b) were defined to characterize these individuals' properties and relations, e.g., Vehicle (vehicle001), hasLane (segment001, lane012). In order to represent the complex traffic scenario characteristics and intricate relationships between entities, this study proposed a novel ontology model to explicitly describe the traffic scenarios. The ontology model was edited by Protégé [29] software and parts of the ontology terminology are graphically represented in Figure 2 . The classes (including Entity branch, Attributes branch) are enclosed by rectangles. Their semantic relationships are connected by the hierarchical object properties (dotted lines of different colors). The taxonomy relationships between concepts are plotted by light blue solid lines. The proposed ontology aims to cover all the possible scenarios in the urban environment. The Entity consists of four sub-entities:
1.
MapEntity. The map entity is the most important part to describe the geometric topology of the roadway and road entities. The MapEntity class has two sub-classes: AreaEntity and PointEntity. The former entity represents one area of the road that cannot be simplified by a location point, such as RoadPart, Sidewalk, Junction, Segment, and Lane. PointEntity indicates the remaining road elements that can be considered a location point, e.g., TrafficSign, LaneMarker, StopLine.
The detailed definition of these road entities and the decomposition are shown in Figure 3 (in the figure just one part of the entities are shown with the corresponding identifying number).
2.
ObstacleEntity. This entity indicates the static and moving obstacles around the target vehicle. StaticObstacle, Pedestrian, Vehicle, Animal, DynamicObstacle are included in this entity:
3.
EgoVehicle. The ego vehicle entity was defined to express related attributes for the ego vehicle, including VehicleType, EquippedSensors (e.g., radar, cameral, etc.) and so on.
4.
Environment. This entity considers environmental conditions such as Weather, LightingConditions, and RoadSurfaceConditions. These factors can significantly affect driving behaviors [30] . The variables in this entity usually cannot be easily detected by equipped sensors on the car, but can be acquired from on-line forecast systems (like a weather forecast, etc.). StaticObstacle, Pedestrian, Vehicle, Animal, DynamicObstacle are included in this entity:
3. EgoVehicle. The ego vehicle entity was defined to express related attributes for the ego vehicle, including VehicleType, EquippedSensors (e.g., radar, cameral, etc.) and so on. 4. Environment. This entity considers environmental conditions such as Weather, LightingConditions, and RoadSurfaceConditions. These factors can significantly affect driving behaviors [30] . The variables in this entity usually cannot be easily detected by equipped sensors on the car, but can be acquired from on-line forecast systems (like a weather forecast, etc.). Attributes were defined to represent locations, area range, and restriction types. Three types of attributes were defined, i.e., Position, Perimeter, ConnectionRestriction. Position and Perimeter represent the GPS location and the scope for PointEntity and AreaEntity correspondingly. The ConnectionRestriction represents the connection directions between different segments.
Road elements related object properties were defined to express the semantic relationships between road elements pairs, such as segment to segment, segment to junction, junction to traffic light, etc. All these relationships are represented in Figure 2 and plotted by dash lines. The semantic relationships between different concepts were described by operators, for example, .
.
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The object properties related to the obstacles are also shown in Figure 2 . This study discretizes the direction from the view of the target vehicle (as Figure 4 shows). In this way, their relative position can be described qualitatively by hasFrontLeftObstacle, hasFrontObstacle, and so on [31] .
Data properties are defined to characterize the detailed value of the classes' attributes, such as the distance to the StopLine (distanceToStopLine), type of lane (isLeftMost), and value of position (valueOfPosition). The data type of this property can be double, boolean, or string. In this study, the distance and velocity are discretized (as Figure 4 shows) to achieve a qualitative description. Based on the above definitions, for a given traffic scenario, each entity can be contextualized as one individual. The map-related instances were extracted from the high-resolution digital map [32] and assigned an identification number (as Figure 3 shows). Instances of traffic participants were built based on perception data. Figure 5 shows some example instances for the traffic scenario in Figure 3 . The data attributes for each individual were assigned, e.g., the velocity of vehicle2 is 20 km/h, and the location of junction2 is expressed as a rectangle with four GPS coordinates. Relationships between Attributes were defined to represent locations, area range, and restriction types. Three types of attributes were defined, i.e., Position, Perimeter, ConnectionRestriction. Position and Perimeter represent the GPS location and the scope for PointEntity and AreaEntity correspondingly. The ConnectionRestriction represents the connection directions between different segments.
Road elements related object properties were defined to express the semantic relationships between road elements pairs, such as segment to segment, segment to junction, junction to traffic light, etc. All these relationships are represented in Figure 2 and plotted by dash lines. The semantic relationships between different concepts were described by operators, for example,
Data properties are defined to characterize the detailed value of the classes' attributes, such as the distance to the StopLine (distanceToStopLine), type of lane (isLeftMost), and value of position (valueOfPosition). The data type of this property can be double, boolean, or string. In this study, the distance and velocity are discretized (as Figure 4 shows) to achieve a qualitative description. Attributes were defined to represent locations, area range, and restriction types. Three types of attributes were defined, i.e., Position, Perimeter, ConnectionRestriction. Position and Perimeter represent the GPS location and the scope for PointEntity and AreaEntity correspondingly. The ConnectionRestriction represents the connection directions between different segments.
Data properties are defined to characterize the detailed value of the classes' attributes, such as the distance to the StopLine (distanceToStopLine), type of lane (isLeftMost), and value of position (valueOfPosition). The data type of this property can be double, boolean, or string. In this study, the distance and velocity are discretized (as Figure 4 shows) to achieve a qualitative description. Based on the above definitions, for a given traffic scenario, each entity can be contextualized as one individual. The map-related instances were extracted from the high-resolution digital map [32] and assigned an identification number (as Figure 3 shows). Instances of traffic participants were built based on perception data. Figure 5 shows some example instances for the traffic scenario in Figure 3 . The data attributes for each individual were assigned, e.g., the velocity of vehicle2 is 20 km/h, and the location of junction2 is expressed as a rectangle with four GPS coordinates. Relationships between Based on the above definitions, for a given traffic scenario, each entity can be contextualized as one individual. The map-related instances were extracted from the high-resolution digital map [32] and assigned an identification number (as Figure 3 shows). Instances of traffic participants were built based on perception data. Figure 5 shows some example instances for the traffic scenario in Figure 3 . The data attributes for each individual were assigned, e.g., the velocity of vehicle2 is 20 km/h, and the location of junction2 is expressed as a rectangle with four GPS coordinates. Relationships between different road entities were determined by their spatial relationships, e.g., sidewalk4 and junction2 have the relationship hasSidewalk. Interactions between vehicles can be defined according to pre-defined qualitative relationships, e.g., egovehicle hasBehandRightObstacle with vehicle2. Also, relationships between traffic participants and road entities can also be described, e.g., the currentlane of egovehicle is lane12.
Appl. Sci. 2017, 7, 26 9 of 21 different road entities were determined by their spatial relationships, e.g., sidewalk4 and junction2 have the relationship hasSidewalk. Interactions between vehicles can be defined according to predefined qualitative relationships, e.g., egovehicle hasBehandRightObstacle with vehicle2. Also, relationships between traffic participants and road entities can also be described, e.g., the currentlane of egovehicle is lane12. 
Knowledge Expression and Rule-Based Reasoning
Based on the defined ontology model, the Semantic Web Rule Language (SWRL) rules were designed to assign , ,
F M P based on the scenario characteristics. The SWRL rules consist of antecedent and consequent. The candidate driving behavior models, input features of the models, and a priori probabilities were encapsulated into the consequent. Traffic rules and drivers' experiences were applied to edit the antecedent, which was determined by the traffic scenario characteristics. The interactions between the target vehicle and its surrounding road entities and vehicles were considered with the regulation of traffic rules and driver experiences. The example rules are presented in Table 2 . Rule #1 defined the candidate models when the target vehicle tries to cross the intersection (this rule is applied for vehicle3 in Figure 3 ). When the target vehicle (vehicle3 in Figure 3 ) approaches the stop line (stopline4 in Figure 3 ), the traffic light (trafficLight1 in Figure 3 ) turns green and there is a pedestrian (pedestrian1 in Figure 3 ) crossing the sidewalk (sidewalk4 in Figure 3 ). In this case, in order to yield to the pedestrian, it can be derived that the target vehicle will be more likely to stop or execute turning behaviors. Rules #2 and #3 will be explained in Section 3.2.3. In this study, 58 SWRL rules were edited.
Although the SWRL rules have the advantage of being easy to understand, reasoning on a large amount of SWRL rules is computationally expensive [21] . In this study, considering the inconsistencies of format [33] , the pre-defined ontology and SWRL rules were re-formatted to Prolog, which is a highly effective programming language for symbolic, non-numeric computation [34] . The Prolog language has good logical knowledge representation and reasoning. Furthermore, rich predicates were provided by Prolog, which makes the knowledge storage and reasoning much more convenient. In this study, SWI-Prolog (an open source implementation of Prolog) was applied for its versatile implementation and rich interfaces with other programing languages [35] . 
Based on the defined ontology model, the Semantic Web Rule Language (SWRL) rules were designed to assign F i s i , M i s i , P i s i based on the scenario characteristics. The SWRL rules consist of antecedent and consequent. The candidate driving behavior models, input features of the models, and a priori probabilities were encapsulated into the consequent. Traffic rules and drivers' experiences were applied to edit the antecedent, which was determined by the traffic scenario characteristics. The interactions between the target vehicle and its surrounding road entities and vehicles were considered with the regulation of traffic rules and driver experiences. The example rules are presented in Table 2 .
Rule #1 defined the candidate models when the target vehicle tries to cross the intersection (this rule is applied for vehicle3 in Figure 3 ). When the target vehicle (vehicle3 in Figure 3 ) approaches the stop line (stopline4 in Figure 3) , the traffic light (trafficLight1 in Figure 3 ) turns green and there is a pedestrian (pedestrian1 in Figure 3 ) crossing the sidewalk (sidewalk4 in Figure 3 ). In this case, in order to yield to the pedestrian, it can be derived that the target vehicle will be more likely to stop or execute turning behaviors. Rules #2 and #3 will be explained in Section 3.2.3. In this study, 58 SWRL rules were edited.
Although the SWRL rules have the advantage of being easy to understand, reasoning on a large amount of SWRL rules is computationally expensive [21] . In this study, considering the inconsistencies of format [33] , the pre-defined ontology and SWRL rules were re-formatted to Prolog, which is a highly effective programming language for symbolic, non-numeric computation [34] . The Prolog language has good logical knowledge representation and reasoning. Furthermore, rich predicates were provided by Prolog, which makes the knowledge storage and reasoning much more convenient. In this study, SWI-Prolog (an open source implementation of Prolog) was applied for its versatile implementation and rich interfaces with other programing languages [35] . Table 2 . Example rules that have been used in this study.
ID SWRL Rules
Rule #1 ...
Learning Quantitative Features
The continuous features of each type of behavior were learned by HMMs. In this section, the foundations of HMM are presented and the method of learning the features is provided.
HMMs have been used extensively for sequential data processing in a lot of fields, such as speech recognition, speech tagging [36] , and so on. For the isolated word recognizer, each word was modeled by a distinct HMM, based firstly on the characteristics of this word. Once each word in the vocabulary is learned, for any given unknown word that needed to be recognized, the likelihoods for all the possible models can be calculated. The corresponding word for the model that gains the maximum likelihood will be considered as the result for the unknown word. As with word recognition, HMMs are pretty suitable for modeling driving behavior.
As a two-layer stochastic process, the HMM consists of a set of hidden states (Q), observations (O), transition probabilities (A), emission probabilities (E), and initial state probabilities (Π). They can be represented by the following equations:
For a given time t, the system being modeled is in one of the hidden states q t i , so is not observable. However, this state produces a set of observations with a certain probability (E). The transition probability from the current state to other states at the following time step is represented by A. The initial probability for each state is described by Π, where π i = P(q 1 = s i ). Then, an HMM can be determined by the triple λ(A, E, Π).
Because the selected features of driving behavior are continuous values, the Gaussian Mixture Model (GMM) was applied to model the continuous probability density function (pdf) by
where c jm is the mixture coefficient for the k − th mixture in j − th state, and N is the pdf of Gaussian distribution with mean µ jm and covariance matrix σ jm . The mixture gains satisfy the following constraint:
where c jm ≥ 0, 1 ≤ m ≤ C. C is the total number of mixtures. Then the pdf can be normalized by
Based on the aforementioned formulation, the HMM can be determined by λ(A, E, Π, C, µ, σ).
In this study, field data were collected for different scenarios. The observations for corresponding behaviors were extracted and used to train the HMMs. For each behavior, the K-means algorithm was applied to clustering the training data and estimate the initial distribution of the Gaussian functions. Next, the Baum-Welch algorithm [36] was applied to estimate the maximum likelihood HMM parameters, i.e.,
Then, the HMM λ * (A, E, Π, C, µ, σ) was considered as the driving behavior model for this type of behavior.
Driving Behavior Prediction
This section introduces the approach to predict the behaviors for the target vehicle (as Figure 6 shows). Firstly, a set of HMMs (λ LCR , λ TR , λ LK , · · ·) corresponding to different behaviors were learned off-line based on the method in the last section. All these models were loaded into the memory of the on-line procedure during the initialization process. When given sequential observations for the i − th vehicle are measured, the rule-based reasoning module will generate the candidate models M i s i , corresponding input features F i s i , and a priori probabilities according to the scenario characteristics. Each of the selected models λ i will be tested to estimate how well (P(O|λ i )) the model fits the given observations, using the Forward algorithm [36] . 
Based on the aforementioned formulation, the HMM can be determined by   , , , , ,
Then, the HMM
was considered as the driving behavior model for this type of behavior.
This section introduces the approach to predict the behaviors for the target vehicle (as Unlike existing studies, which just use a posteriori probabilities to find the corresponding behavior for the model with the maximum likelihood Unlike existing studies, which just use a posteriori probabilities to find the corresponding behavior for the model with the maximum likelihood
in our proposed approach the a priori probabilities were combined with the a posteriori probabilities based on Bayes's rule, i.e.,
The behavior corresponding to the model with the highest probability,
will be considered as the behavior for the ith target vehicle. Figure 7 shows the experimental vehicle, "Intelligent Pioneer II", which was developed by our team and won the first prize in the "2010 Intelligent Vehicle Future Challenge of China" sponsored by the Natural Science Foundation of China [37] . Various sensors are equipped on the vehicle to enable its autonomous driving functions. In this study, just parts of the sensors were applied, i.e., the IBEO four-layer laser scanners, one Velodyne HDL-64E LIDAR, one high-resolution camera, and one differential GPS/INS (SPAN-CPT) system. The sensor configuration of the vehicle is shown in Figure 8 . The differential GPS module provides the ego vehicle's location, speed, and heading. The moving obstacles were detected and tracked by the four-layer laser scanners (at the front of the vehicle), based on our previous work [25] . The location, velocity, size, and category of the moving vehicles (e.g., pedestrian, vehicles, etc.) can be measured based on their spatial-temporal relations with the experimental vehicle. All the surrounding situations were recorded by the camera. The perception range of the selected sensors is shown in Figure 8 . We conducted the experiments in Hefei City (roadways are shown in Figure 9 ), which is a large city in China.
Experiments and Discussions
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will be considered as the behavior for the th i target vehicle. Figure 7 shows the experimental vehicle, "Intelligent Pioneer II", which was developed by our team and won the first prize in the "2010 Intelligent Vehicle Future Challenge of China" sponsored by the Natural Science Foundation of China [37] . Various sensors are equipped on the vehicle to enable its autonomous driving functions. In this study, just parts of the sensors were applied, i.e., the IBEO four-layer laser scanners, one Velodyne HDL-64E LIDAR, one high-resolution camera, and one differential GPS/INS (SPAN-CPT) system. The sensor configuration of the vehicle is shown in Figure  8 . The differential GPS module provides the ego vehicle's location, speed, and heading. The moving obstacles were detected and tracked by the four-layer laser scanners (at the front of the vehicle), based on our previous work [25] . The location, velocity, size, and category of the moving vehicles (e.g., pedestrian, vehicles, etc.) can be measured based on their spatial-temporal relations with the experimental vehicle. All the surrounding situations were recorded by the camera. The perception range of the selected sensors is shown in Figure 8 . We conducted the experiments in Hefei City (roadways are shown in Figure 9 ), which is a large city in China. Before field data collection, the high-resolution maps were constructed. The map data were collected based on our experimental vehicle, and then post-processed and checked manually. Finally, the map, with more than 1600 road entities (e.g., stop signs, lane markers, lane lines, etc.) covered about 10 km of roadways (as Figure 9 shows). In the left part of Table 3 , the elements of collected roadways are summarized. 
Experiments and Discussions
Experimental Platform Construction
Experiments and Results Analysis
Data Collection and Model Training
After the construction of the high-resolution map and the knowledge base, field data were collected on the test urban roadways over 15 days. The moving obstacles on the road were tracked at a frequency of 12.5 Hz. The data were recorded into the log files. In the end there were about 1000 events (one event is referred to as one-time tracking of a target vehicle), and 345 target vehicles were acquired. These events are summarized in the right-hand part of Table 3 . The collected trajectories (in the experimental autonomous vehicle's coordinate system) for target vehicles are presented in Figure 10 . The experimental autonomous vehicle has a 750 × 500 rectangular Cartesian coordinate system, in which the heading of the experimental vehicle is the positive direction of the vertical axis and the left direction is the positive direction of the horizontal axis. The size of each cell is 20 cm × 20 cm and the coordinates of the experimental vehicle are (250, 500). Because few events were detected at the junctions, all the events corresponding to junction-related maneuvers (i.e., TR, TL, and GS) are grouped together. Before field data collection, the high-resolution maps were constructed. The map data were collected based on our experimental vehicle, and then post-processed and checked manually. Finally, the map, with more than 1600 road entities (e.g., stop signs, lane markers, lane lines, etc.) covered about 10 km of roadways (as Figure 9 shows). In the left part of Table 3 , the elements of collected roadways are summarized. 
Experiments and Results Analysis
Data Collection and Model Training
After the construction of the high-resolution map and the knowledge base, field data were collected on the test urban roadways over 15 days. The moving obstacles on the road were tracked at a frequency of 12.5 Hz. The data were recorded into the log files. In the end there were about 1000 events (one event is referred to as one-time tracking of a target vehicle), and 345 target vehicles were acquired. These events are summarized in the right-hand part of Table 3 . The collected trajectories (in the experimental autonomous vehicle's coordinate system) for target vehicles are presented in Figure 10 . The experimental autonomous vehicle has a 750 × 500 rectangular Cartesian coordinate system, in which the heading of the experimental vehicle is the positive direction of the vertical axis and the left direction is the positive direction of the horizontal axis. The size of each cell is 20 cm × 20 cm and the coordinates of the experimental vehicle are (250, 500). Because few events were detected at the junctions, all the events corresponding to junction-related maneuvers (i.e., TR, TL, and GS) are grouped together.
For each event, selected features were identified and extracted. In order to evaluate the performance of the behavior prediction models, the Reference Points (RPs) should be defined to represent the moments that the target vehicle executes maneuvers. For the lane-changing behavior, we select the RPs as the moments when the bumper of the target vehicle touches the lane line. Also, any observations from less than 3.2 s before the RPs were considered in this study. Because it is difficult to define RPs for lane keeping events, all the LK samples were considered. Each sample, together with the previous O w samples, was considered as one LK event. For each event, selected features were identified and extracted. In order to evaluate the performance of the behavior prediction models, the Reference Points (RPs) should be defined to represent the moments that the target vehicle executes maneuvers. For the lane-changing behavior, we select the RPs as the moments when the bumper of the target vehicle touches the lane line. Also, any observations from less than 3.2 s before the RPs were considered in this study. Because it is difficult to define RPs for lane keeping events, all the LK samples were considered. Each sample, together with the previous w O samples, was considered as one LK event. The parameters for the HMMs should be selected carefully, i.e., the observation window size w O , the number of the hidden states N , and the number of the mixtures M . In this study, the Monte Carlo testing method was used to test a large set of these parameters' combinations. Each combination was generated with a number between 2 and 20 for N , a number between 5 and 40 for w O , and a number between 2 and 10 for M . For the imbalance of the training data (most events belong to lane keeping), the best combination of HMMs were defined based on the -G mean value, which was computed by
where TPR and TNR are the true positive rate and the true negative rate, respectively. The parameter combination holding the highest -G m ean value was selected for the final HMM. Based on the aforementioned steps, the parameters for the lane-changing behavior models are N = 6, w O = 10, M = 2 with a -G mean of 0.985.
Quantitative Evaluation
During the data collection phase, few turning events were detected at junctions. In order to get more representative results for the evaluation, the proposed approach evaluated non-junction related behaviors, i.e., LK, LCR, and LCL. The proposed approach (referred to in the following as Approach A) was compared with the state-of-art model [12, 16] (Approach B), which is also based on HMMs but selects the most similar behavior whose model holds the maximum likelihood without consideration of background knowledge by Equation (19) . Bearing in mind that most events belong to LK, evaluation measures for the imbalance data [38] were selected to evaluate the performance of Approaches A and B, i.e.,
2prc TPR  The parameters for the HMMs should be selected carefully, i.e., the observation window size O w , the number of the hidden states N, and the number of the mixtures M. In this study, the Monte Carlo testing method was used to test a large set of these parameters' combinations. Each combination was generated with a number between 2 and 20 for N, a number between 5 and 40 for O w , and a number between 2 and 10 for M. For the imbalance of the training data (most events belong to lane keeping), the best combination of HMMs were defined based on the G − mean value, which was computed by
where TPR and TNR are the true positive rate and the true negative rate, respectively. The parameter combination holding the highest G − mean value was selected for the final HMM. Based on the aforementioned steps, the parameters for the lane-changing behavior models are N = 6, O w = 10, M = 2 with a G − mean of 0.985.
During the data collection phase, few turning events were detected at junctions. In order to get more representative results for the evaluation, the proposed approach evaluated non-junction related behaviors, i.e., LK, LCR, and LCL. The proposed approach (referred to in the following as Approach A) was compared with the state-of-art model [12, 16] (Approach B), which is also based on HMMs but selects the most similar behavior whose model holds the maximum likelihood without consideration of background knowledge by Equation (19) . Bearing in mind that most events belong to LK, evaluation measures for the imbalance data [38] were selected to evaluate the performance of Approaches A and B, i.e., prc = TPR TPR + FPR (23)
where TPR, TNR, and the false positive rate (FPR) are calculated by their definitions [38] . Because there are three behaviors for the non-junction road segments, this system belongs to a multi-class classification problem. The measures for each maneuver were calculated against the remaining classes.
The final results are shown in Figure 11 . The results of Approach A are plotted by blue lines and the results of Approach B are plotted by black lines. Different maneuvers are distinguished by different markers. The results for 0.5 s, 1.0 s, and 1.5 s prediction time horizons are also extracted and presented in Table 4 .
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The final results are shown in Figure 11 In general, compared with Approach B, the precision for all the behaviors can be improved obviously by the proposed approach, especially for long-term prediction. Even when the prediction time horizon is 1.5 s, our approach still can maintain precision of 68% for the LK maneuver and around 95% for LCL or LCR maneuvers, which are improved by more than 26%. The significant improvement of 1 F score and -G mean also verified the long-term prediction ability of the proposed approach, i.e., the prediction time horizon can be extended significantly. The developed system can predict the target vehicles' future driving behaviors before 2.1 s for LCR and 1.85 s for LCL, which is 56% longer than Approach B. This is mainly because of the combination of a priori probabilities, which implied multiple interactions with surrounding entities based on the interpreting of traffic scenarios. Based on the results, with consideration of a priori knowledge, the target vehicles' driving behaviors can be predicted more quickly and precisely.
As the prediction time horizon increases, the performance of Approach B will decrease sharply ( Figure 11a) . However, the proposed approach can keep a slower decreasing rate. After 1.5 s, all three measurements are below 90%. This is mainly caused by the stochastic behavior of the target vehicle. It is even harder for a human driver to predict surrounding vehicles' behaviors over such a long term. Most previous studies just try to improve the prediction performance of the lane-changing behavior (LCL, LCR), but the precision of LK was neglected [14, 16] . In this study, we found that LK is pretty hard to predict for the urban roadways (the lowest precision in Figure 11 ). This may be caused by the highly dynamic nature of urban traffic. Compared with freeway traffic, the speed of the target vehicles is lower but more unexpected behaviors occur, like a sharp cut-in. In general, compared with Approach B, the precision for all the behaviors can be improved obviously by the proposed approach, especially for long-term prediction. Even when the prediction time horizon is 1.5 s, our approach still can maintain precision of 68% for the LK maneuver and around 95% for LCL or LCR maneuvers, which are improved by more than 26%. The significant improvement of F 1 score and G − mean also verified the long-term prediction ability of the proposed approach, i.e., the prediction time horizon can be extended significantly. The developed system can predict the target vehicles' future driving behaviors before 2.1 s for LCR and 1.85 s for LCL, which is 56% longer than Approach B. This is mainly because of the combination of a priori probabilities, which implied multiple interactions with surrounding entities based on the interpreting of traffic scenarios. Based on the results, with consideration of a priori knowledge, the target vehicles' driving behaviors can be predicted more quickly and precisely.
As the prediction time horizon increases, the performance of Approach B will decrease sharply ( Figure 11a) . However, the proposed approach can keep a slower decreasing rate. After 1.5 s, all three measurements are below 90%. This is mainly caused by the stochastic behavior of the target vehicle. It is even harder for a human driver to predict surrounding vehicles' behaviors over such a long term. Most previous studies just try to improve the prediction performance of the lane-changing behavior (LCL, LCR), but the precision of LK was neglected [14, 16] . In this study, we found that LK is pretty hard to predict for the urban roadways (the lowest precision in Figure 11 ). This may be caused by the highly dynamic nature of urban traffic. Compared with freeway traffic, the speed of the target vehicles is lower but more unexpected behaviors occur, like a sharp cut-in. 
Field Test
The ontology-based traffic scenario representation and rule-based reasoning module were compiled by SWI-Prolog and integrated with the experimental vehicle's main procedure. The learned HMMs for different driving behaviors were loaded into the memory during the initialization process.
In this section, two representative experimental scenarios (as Figure 12 shows) are illustrated. The first scenario is at an arterial route, where there is a broken-down car parked in the third lane (counted from the right side of the route). A warning triangle is placed at the rear of the broken car. Some vehicles and motorcycles are rushing from the back of the ego vehicle. The white vehicle numbered 56 (vehicle56; the ID was assigned according to the target tracking algorithm) is approaching the warning triangle (staticobstacle101), while vehicle 60 (vehicle60) and vehicle 63 (vehicle63) are moving in the second lane. The driving behavior prediction algorithm can predict all the behaviors for these three vehicles and the motorcycle (dynamicobstacle57). In this paper, we just present the results for vehicle56, which is surrounded by two right-side moving vehicles and a static obstacle at the front. The second scenario is near a supermarket; there are three moving vehicles (vehicle346, vehicle379, and vehicle409), one junction (junction214) with a sidewalk (sidewalk75), and one pavement sign at the front of the ego vehicle. Some vehicles are parked in the rightmost lane. vehicle379 is maintaining a high speed and the proceeding vehicle has a very low velocity. vehicle409 is also keeping a high speed to travel through the sidewalk. This scenario can be considered an overlapped scenario, consisting of a junction scenario and a non-junction scenario. The results of driving behavior prediction for vehicle379 are presented in the following paragraphs.
For Scenario 1, in fact, vehicle56 changed lanes to the right before arriving at the warning triangle. Approach A and Approach B were applied to predict this lane-changing behavior. The results for Scenario 1 are shown in Figure 13 . For Approach A, the relative positions of the moving obstacles and their semantic interrelationships (shown in Figure 13a ) are analyzed first. Then, the rule-based reasoning module generated the candidate models and input features of the models according to the relationships between vehicle56 and the surrounding objects (for vehicle56, Rule #2 in Table 2 is activated). The a priori probabilities were combined with the a posteriori probabilities by Equation (20) and the behavior tag is defined by Equation (21) . Figure 13b shows the results of Approaches A and B. Approach A can predict the LCR intention about 1.64 s before the RP, while Approach B can predict the LCR intention 0.67s before the RP. This means Approach A can extend the prediction time horizon by 0.95 s. The scenario inference interface of the proposed approach is shown in Figure 13c . The non-drivable area is in red and static obstacles are represented by white dots. The moving obstacles are plotted in red color and their centers (yellow dots) are also marked. The behavior generated by the proposed approach for each target is represented by corresponding abbreviations and probability bars. The processed results for Scenario 2 are shown in Figure 14 . Rule #3 in Table 2 is activated for this scenario. According to the scenario description and reasoning module, there are just two segments (segment1010, segment1011) connected to junction214. The restriction between segment1010 The processed results for Scenario 2 are shown in Figure 14 . Rule #3 in Table 2 is activated for this scenario. According to the scenario description and reasoning module, there are just two segments (segment1010, segment1011) connected to junction214. The restriction between segment1010 and segment1011 forbids the vehicle379 to TR or TL. So the candidate models for this scenario are limited to LK, SS, LCL, and LCR. Because this is an uncontrolled intersection and there is no pedestrian crossing sidewalk75, it can be implied that vehicle379 is not intent to stop before the stop line. The existence of the slow-moving vehicle vehicle346 in front leads to vehicle379 having a high probability to LCR. Finally, Approach A extends the prediction time horizon up to 0.44 s (Figure 14b ). The predicted results are shown in Figure 14c . The prediction of future behavior of vehicle379 can increase the autonomous vehicle's reaction time in order to avoid the crash caused by vehicle379's cut-in.
For Scenarios 1 and 2, the candidate models can be selected according to the rule-based reasoning module. Without this reasoning module, it is hard to define the candidate models and input features of the models, especially for overlapped scenarios. The composite scenarios here refer to a scenario consisting of multiple basic scenarios. Like Scenario 2, it can be considered a combination of a junction-related scenario and a non-junction scenario, where both lane lines and a sidewalk can be found. Moreover, based on the background knowledge, the randomness of the target vehicle can be decreased by the restriction of road elements and the relationships with other vehicles. In addition, due to the combination with drivers' experience, the lane-changing behavior can be detected before the variation of vehicle kinemics.
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Based on scenario reasoning and driving behavior prediction, the evolution of the current scenario can be predicted up to some seconds into the future. It should be emphasized that the Based on scenario reasoning and driving behavior prediction, the evolution of the current scenario can be predicted up to some seconds into the future. It should be emphasized that the proposed approach was designed to allow adaptiveness for all possible urban scenarios and is not limited to the two aforementioned scenarios.
Conclusions
In this study, a scenario-adaptive driving behavior prediction approach was proposed for autonomous driving on urban roadways. The scenario-dependent characteristics (road elements, traffic participants, and their inter-relationships) were represented by the proposed ontology model. The continuous features of each driving behavior were learned by HMMs with field data. Based on a priori knowledge (traffic rules, driving experience), a rule-based reasoning method is designed to specify candidate models, input features, and a priori probabilities for different scenarios. The future behavior of each target vehicle was predicted with consideration of both the a priori probabilities and the testing results of trained HMMs (a posteriori probabilities).
Experiments were conducted to evaluate the proposed approach. Based on the experimental results, the driving scenarios on the urban roadways can be described and interpreted by the proposed ontology model. For various urban traffic scenarios, the candidate models, input features, and a priori probabilities can be generated. The target vehicle's lane-changing behaviors can be predicted on average 1.85 s (for LCL) or 2.10 s (for LCR) in advance. Compared with the state-of-the-art driving behavior prediction model, the proposed approach can extend the prediction time horizon by up to 56% (0.76 s) on average, and the precision can be improved by 26% for long-term predictions. The proposed ontology model can improve an autonomous vehicle's scenario understanding ability greatly with the considering of semantic information. The evolution of the scenario can be predicted by the proposed approach, which can serve as the basis for safer decision-making algorithms for AVs.
Even though the proposed approach has advantages for driving behavior prediction, there are still some limitations, such as the time-consuming and tedious work to edit the SWRL rules. In future work, we will apply more advanced methods to generate these rules, such as learning rules from the training data. Furthermore, more field data will be collected and the proposed framework will be verified for more scenarios (e.g., highway entrance, T-junctions, uncontrolled intersections, etc.) with more driving behaviors.
