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As researchers have created ever-smaller solid-state electronic devices 
consisting of ever-purer materials, the ability to precisely control the 
concentration of the elements composing the semiconductors, thus the 
microscopic electronic properties of their devices, has come to be of paramount 
importance. Because atomic hydrogen is ubiquitous in the growth, patterning, 
cleaning, and — in some cases — the operation of semiconductor devices, the 
study of the effects of atomic hydrogen in semiconductors has been, and 
continues to be, an area of high interest. The research summarized in this thesis 
investigated its properties as a passivating agent in indium phosphide, one of the 
III-V semiconductors currently used as a substrate and an active material in 
transistors and diode lasers. 
Motivation 
From a materials science standpoint, the reasons for consideration of the 
effects of atomic hydrogen on semiconductors are twofold. As mentioned 
previously, the omnipresence of hydrogen in the creation of semiconductor 
devices — coupled with their sensitive dependence on material composition — 
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makes an understanding of hydrogen’s interactions crucial to prediction of 
device performance. 
The unintentional incorporation of atomic hydrogen can occur 
throughout the semiconductor device fabrication process, for instance, hydrogen 
is a characteristic impurity in the formation of bulk crystals of Ge, Si, GaAs, and 
other materials by the Czochralski method. In epilayers grown by chemical 
vapor deposition (CVD) hydrogen occurs as a result of the dissociation of the 
carrier molecule. The photoresists used in lithography as well as plasma-based 
or acid-etch techniques to remove them, provide a potential source of hydrogen 
exposure during the patterning step [l]. The designation of hydrogen as a 
contaminant in these processing steps is due to the largely uncontrolled 
manner(s) in which it is introduced. 
More relevant to the work that this paper covers is the second reason for 
the study of hydrogen in semiconductors: the controlled and beneficial use of 
hydrogen’s ability to neutralize charge carriers in both n-type and p-type 
materials. In certain applications this passivation of free (or nearly free) charges 
is desirable. 
In solar cells and other devices that use polycrystalline silicon, the 
addition of hydrogen passivates so-called dangling bonds at crystal boundaries. 
Since these bonds form deep-level electronic carrier traps (i.e., potential barriers 
to current flow), the hydrogenation of the material improves both its carrier 
mobility and photoelectric efficiency [2]. Another example of beneficial 
hydrogenation is its use in the creation of semi-insulating regions in a single- 
3 
crystal semiconductor (in our case indium phosphide, InP). This latter 
example has the possibility of providing a cost and time effective means to 
electronically isolate neighboring electronic components in dense on-chip 
architectures (e.g., an adjacent diode laser and detector/modulator) [3]. 
Possible applications include rapid preparation of prototype devices by 
eliminating the initial need to resort to ion implantation or etch-and-regrowth 
techniques. Compared to the standard isolation technique of ion implantation, 
the equipment and man-hour reductions are considerable. 
The main practical drawback to this use of hydrogenation historically and 
currently is the relatively low activation energy (~ 1 eV) needed to break the 
hydrogen-dopant bond. Previous work has shown that, among the group II p- 
type dopants, cadmium exhibits a higher dissociation (activation) energy than 
the other IIB elements, and beryllium an even higher activation energy in the 
group IIA elements [4]. 
A correlation is sought between dopant electronegativity and the 
activation or dissociation energy of the H-dopant complex in InP. InP substrates 
doped with the group II p-type elements cadmium, Cd, and zinc, Zn, as well as 
one n-type dopant, sulfur, S have been studied. 
Background 
The two salient characteristics of atomic hydrogen in semiconductors are 
its high diffusion constant and its amphoteric nature. The amphoteric tendency 
of the H atom stems from its half-full/ half-empty valence shell, and allows H to 
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neutralize or, more correctly, passivate the charge carrier contribution of all the 
common dopants present in III-V semiconductors. Therefore, it acts as an 
electron acceptor in n-type (electron rich) materials and as a donor in p-type 
materials. Taken together, these effects result in the disactivation of a large 
percentage of the free charge carriers in the affected region [l]. 
Hydrogen in semiconductors will exist in different charge states 
depending on the dopant present. Furthermore, the different states 
preferentially take different positions in the crystal lattice [5]. Silicon, 
germanium and the III-V semiconductors (with the exception of GaN) all 
crystallize in the diamond-tetrahedral or zincblende (tetrahedral with two-atom- 
basis) structure. 
In p-type material atomic hydrogen tends to lose its electron to the half- 
filled bond (i.e., the hole state) between a group V atom and a group II dopant 
atom, thus compensating the charge-carrying hole. The H+ ion finds its lowest 
energy in the electron dense region at the middle of the now negatively charged 
complex consisting of the group II dopant and group V atoms (Figure la). The 
H+ ion is bound strongly to the more electronegative group V atom, but also 
weakly to the group II dopant atom in a three-center bond. The combined total 
binding energy of the end atoms to the hydrogen ion is the 




Figure l: Hydrogen positions in the III-V crystal lattice. 
a) Detail of a hydrogen atom in the bond-centered position showing 
compensated hole state and inactivated group II acceptor. 
b) The III-V zincblende crystal structure with stable sites for various 
hydrogen charge states: ABi = 1st anti-bonding site, AB2 = 2nd anti¬ 
bonding site, BC = bond-centered site, Tm = group III tetrahedral 
interstitial site, Tv = group V tetrahedral interstitial site, H = hexagonal 
interstitial site. 
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This configuration is called the bond-centered (BC) position of the hydrogen 
atom, and, despite the small size of the ion, this configuration may require the 
atoms on either end to shift outward to accommodate it [l]. 
The H-acceptor bonding is usually said to leave the group II dopant 
threefold coordinated (i.e., bound only to three — instead of the previous four — 
group V atoms). In reality, the bonding between the H+ ion and the dopant atom 
means that the group II atom still has a coordination number of four [5]. 
However, the donated electron from the atomic hydrogen has “filled” the hole 
state that the bond previously possessed. This situation eliminates the pathway 
for the microscopic transfer of holes; hence, the macroscopic current flow is 
effectively attenuated [1]. In n-type materials the hydrogen atom passivates by 
capturing the loosely bound “free” electron to become an H" ion. Were hydrogen 
to occupy the BC position in n-type material, both its own electron and that 
acquired as an acceptor impurity would occupy anti-bonding molecular orbitals; 
hence, H- is not stable at the BC site [5]. With its high electron density, it is at its 
lowest energy at the position of least overlap with the electron clouds of the 
atoms of the material. The position affording the greatest room in the crystal 
structure is the tetrahedral interstitial position, T (sometimes denoted Td), which 
lies at the center of the tetrahedron whose corners are the four equidistant group 
III (or group II substitutional dopant) atoms. The H- ion is shifted towards the 
donor atom by the force of its electrostatic interaction with the now positive 
dopant and adopts a position along the line from the T site to the dopant atom. 
Because the donor electron is so loosely bound, its orbital extends over several 
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lattice-bond lengths. Therefore, the lowest energy tetrahedral position may be 
on the far side of the dopant-bulk atom bond. These locations, called the anti¬ 
bonding (AB) positions, are typical of H-donor complexes (Figure lb) [5]. In 
addition to the two cases mentioned above, the neutral H2 molecule — needing 
adequate room for its large size but having no electrostatic charge -- tends to 
occupy the tetrahedral interstitial position. The diffusion rates for each of these 
different charge states are different, a fact which makes the theoretical or 
computational modeling of the motion of hydrogen through semiconductors 
rather difficult even under the simplest approximations. At more physically 
detailed levels of description one should account for the H+ + H' <—> H2 and H° 




The most commonly used method of atomic hydrogen incorporation is 
exposure to a low-power-density plasma. As an alternative, ion implantation has 
the advantages of precise depth and position control, as well as giving the 
operator the ability to precisely control the hydrogen flux at the sample. Those 
positives aside, plasma exposure is the most common method used to study the 
effects of H in semiconductor materials. Typically, hydrogen or, for detection 
purposes, deuterium is capacitively or inductively excited until it dissociates. The 
power sources usually employed operate at radio (13.56 MHz) or microwave 
(2.45 GHz) frequencies. These power supplies provide a greater percentage of 
neutral atomic H than low frequency (approx. 30 kHz) sources [6]. The chief 
advantage of plasma hydrogenation over an ion implant device is, obviously, its 
greatly reduced cost and complexity, thus its wider accessibility, but a second 
significant upside to plasma hydrogenation is that it produces little of the lattice 
damage seen with ion implantation. 
The setup shown schematically in Figure 2 was designed to produce a 
hydrogen plasma that contains a substantial fraction of atomic hydrogen as 
opposed to excited molecular H2 or hydrogen ions. 
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I. Gas supply 
I ) Tylan ™mass flow controller (MFC) ; 
model 2900V 
a) Unit Instruments ® MFC readout; 
model URS-100 
2) Matheson ® Ar gas tank; tank size 7B 
a) Whatman ® hydrogen generator, 
model 75-32NA 
H. Plasma power and monitoring 
3) Oxford Applied Research 
atom/radical beam source; model 
HD25 
4) Optical monitor power supply 
5) Data Precision digital multi-meter 
model 1450 
6) Advanced Energy ® power Generator; 
model RFX 600 
HI. Pressure monitoring 
7) Ion gauge 
a) Riber gauge controller, model 
JBA- 12A 
8) Convection gauge 
a) Granville-Phillips Convectron 
gauge Controller model 275 
IV. Sample monitoring/control 
9) Omega ® thermocouple thermometer 
model 115 KC 
10) Hewlett Packard DC power supply: 
model HP 6282 A 
II ) Lambda electronics corp. ® voltage 
supply; model LS 513 
12) MDC 8 pin feed-through flange 
13) Sample platform 
V. Vacuum creation/maintenance 
14) MDC vacuum products corp. vacuum 
chamber 
15) MDC gate valve 
16) Leybold Vacuum turbo-molecular 
pump; model 1000C 
17) Varian vacuum products scroll pump; 
model 600DS 
18) Leybold frequency converter pump 
power supply; model Turbotronik 
NT20 
Figure 2. Schematic of hydrogenation apparatus 
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The conductance of the turbo-pumped system was approximately 220 
liters/second, with a base pressure of ~io~6 torr. The operational pressure range 
was ~io-4 torr. The radio-frequency source operated at 13.56 MHz and was 
cooled by water flowing through the housing (not shown). The power supply 
produced hydrogen plasma by the excitation of H2 gas in an RF coil. The beam 
aperture was circular, 25 mm in diameter, and perforated with 276 holes of 0.2 
mm-diameter. The aperture-to-sample distance was 32 cm and the internal 
chamber diameter along this length was 9.7 cm. These dimensions gave, at 100 
W applied power, a plasma power density at the sample of 0.3 W cm-2. The 
resulting plasma flowed through the system and over the samples before it was 
pumped out of the chamber. The system was purged with nitrogen from a gas 
generator (not shown) when not in use. Typical operating parameters were 
Pressure: ~(4-io) xio-s torr 
Applied power: 100 - 200 W 
Gas flow rate: 3-4 cm3 min-1 
Hydrogen flux at sample: ~ixio 16 atoms cm -2 s _1 
Temperature: 
In plasma, without external heating: 
@ 100W applied power: ~75°C 
@ 200W applied power: ~ii5°C 
In plasma, with external heating: 
@ 100W applied power: 250 -300 °C ±10 °C 
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The chamber was pumped down to the operating pressure range by starting the 
scroll pump. As the scroll pump reached its ultimate pressure range of ~ixio-3 
torr, the turbopump took over the pumping load, bringing the chamber to its base 
pressure in 10 to 20 minutes. During this time, a filament radiatively heated the 
sample. The plasma was struck using a stream of argon gas flowing at 3 to 4 cm3 
S'1. Argon has both a greater density and a higher dielectric constant than 
hydrogen. In the RF coil in the power source, these two parameters allow argon 
to become a plasma at less stringent pressure and frequency-matching conditions 
than hydrogen [7, 8, 9]. As soon as the plasma struck, the argon valve was closed 
and the valve to the hydrogen opened. Plasma heating increased the sample 
temperature to the final desired level. After the exposure time elapsed, the 
radiant heating power was reduced to zero watts, the gas valve closed, and the 
applied power decreased to a low sustainable setting (typically -50 watts) until 
the plasma fuel ran out. At that point, the sample temperature was typically at or 
below 50 degrees Celsius. 
The samples consisted of commercially obtained InP substrates doped 
with one of two p-type dopants, Zn or Cd, or the n-type dopant, S. TLC Precision 
Wafer of Minneapolis grew lattice-matched 250 nm thick layers of InxGai-x As 
(x=o.53) on the substrates. The layers were n (p)-type doped on the p (n)-type 
substrates to a level of-lxio1? cnr3. In addition, due to the reactivity of 
phosphorus - which leaches out of InP in a pure hydrogen plasma - TLC coated a 
piece of each sample with a protective layer of Si02. An alternative for surface 
protection is to use SixNy [10] as the coating or H3P as the plasma fuel [1, 3]. 
CHAPTER III 
ANALYTICAL TECHNIQUES 
When investigating the electronic and physical properties of impurities in 
semiconductors, one has the option of a wide array of analytic techniques. This 
work investigated the interaction of atomic hydrogen with various p-type dopants 
in InP. When one wants to determine different properties as a function of depth 
in the material, the list of options narrows to exclude those techniques that are 
purely surface sensitive. 
Hydrogen in semiconductors is notable for its large diffusion coefficient. 
For a given time and temperature of exposure, atomic hydrogen will diffuse into a 
material deeper than most elements or compounds. In the case of InP exposed to 
an atomic hydrogen flux for 30 minutes at 250 to 300 °C, the typical diffusion 
depth is on the order of 0.5 micron for charge carrier levels of (1018 to 10cm-3 
[10]. Electronically, hydrogen is able to act as either a donor or an acceptor 
impurity, depending on the chemical properties of the other dopant(s) present in 
the material and the position occupied by the hydrogen atom. 
What is, therefore, required is one or more techniques that allow detection 
of both the concentrations of hydrogen and of the charge carriers in a material to 
a depth of several microns. 
12 
13 
Hall probe, spreading resistance, and two- and four-point probe 
measurements can all give good results for the charge carrier concentration in 
materials, but are limited in terms of depth resolution [n]. To overcome the 
depth-of-sampling limitations, it was decided to use capacitance-voltage (CV) 
dissolution profiling as the method to measure the charge carrier variation in the 
material. 
CV Etch Profiling 
CV profiling gives a precise value for the concentration of free-charge 
carriers in a material as a function of depth, information which allows one to 
calculate the density of carrier contributors (i.e., dopant atoms). 
CV etch (or dissolution) profiling uses a conductive fluid to electrolytically 
etch the material. As the wafer material dissolves, a set of electrodes applies an 
alternating potential across the contact region. Other electrodes measure both 
the resulting capacitance of the fluid/semiconductor junction and the change in 
capacitance for the peak-to-peak change in the AC voltage. In this way, as the 
semiconductor dissolves, a profile of the density of free-charge carriers as a 
function of depth is generated. 
The main operational principle of the CV profiler is the creation at the 
semiconductor-fluid interface of a Schottky barrier. 
Mott, Schottky, and Davydov developed the theory of this effect 
independently and roughly concurrently in 1938-1939 [12]. A semiconductor 
surface has electronic states whose energies lie within the bandgap of the bulk 
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material. When the bulk material is, say, negatively doped, the Fermi level of 
the surface states lies below that of the bulk n-type material. To achieve 
equilibrium, charge relocates from the bulk to the surface, setting up a dipole 
layer that opposes further charge movement. At the surface, one describes the 
Fermi level as being pinned at the level of the surface states (i.e., roughly midgap) 
[13]. Upon contact with a substance possessing free-charge carriers (e.g., a metal 
contact), the charge relocation creates barriers to charge flow in either direction. 
Specifically, the barrier for charge carriers flowing from the source of free-charge 
into the semiconductor is the Schottky barrier [12]. The source of free charge is 
typically a metal, but the theory is applicable to sufficiently concentrated 
conducting solutions (in this case 0.5 molar HC1) [14]. The fact that it is easier 
for electrons to pass in one direction vs. the opposite direction makes this type of 
interface act as a p-n, or rectifying, junction. In addition to the InP samples 
detailed previously in Chapter II, the apparatus used for the CV-etch profiles was 
a Polaron® PN 4100 Semiconductor Profile Plotter, a Hewlett Packard 7015B 
chart recorder, and the conductive etching solution of 0.5 M HC1. 
The potential difference barriers, by retarding charge carrier exchange, 
prevent substantial chemical reaction at the interface. To initiate the reaction, 
one applies a forward potential bias across the sample until one obtains sufficient 
etch current across the interface. 
In the CV-etch profiler unit, this interface or fluid/semiconductor contact 
was confined to the area of a circular hole — approximately 3.2 mm in diameter 
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(area -7.7 mm2) — in a PVC-rubber sealing ring in the cell of the CV profiler 
(Figure 3). 
The lateral part of the cylindrical etch region had area, A, given by 
A = 2TTRD = 27T (1.6 mm)(~io (am) = 0.10 mm2 (1) 
where R is the radius of the contact area and D is the depth of the profile. 
This area amounted to only 1.3% of the total area for a 10-micron-deep etch. The 
profiles examined in this work, which rarely exceeded 2 microns in depth, 
corresponded to a negligible lateral contribution of 0.25%. In addition, the bias 
that initiated the dissolution reaction, was largely parallel to the sides of the 
cylinder, therefore, it induced little etching of the sides themselves. 
The Faraday relation for the electrodes in an electrochemical cell gives the 
relationship of charge transferred to the total amount of substance dissolved, 
(l/n) mol B <--> (l/n) mol Bn+ + 1 mol faraday (2) 
where 1 faraday, F, equals 96 485.4 coulombs mob1. 
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Figure 3. Schematic of CV profiler cell [15] 
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The specific form of the dissolution equation is 
InP(s) + 6H+ (aq)+ 6 Ch (aq) -> InCl3 (aq) + PC13 (aq) + 3 H2 (g) (3a), 
which can be broken into the half reactions 
InP(s) + 6C1- -> InCl3 (aq) + PC13 (aq) + 6e- (at the anode) (3b) 
and 
6 e + 6H+(aq) ->3 H2 (g) (at the cathode) (3c). 
From (3b) and (3c) it is clear that n, the charge transferred per molecule 
dissolved, is 6 e-. The profiler integrates the etching current to find the charge 
transferred by analog processing. Essentially, the etching current is used to 
charge a capacitor. The voltage, V, across the capacitor and its capacitance, C, in 
farads give the total charge transferred, Q, 
Q = CV (4a). 
The total charge transferred during a dissolution step is Q. Dividing this charge 
by the quantity “n times one faraday” gives the total number of moles dissolved. 
Combining this value with the density, p, and molecular weight, M, of InP (4.79 g 
cm-3 and 145.8 AMU, respectively) and the contact area, A, gives a formula for d, 
the depth etched into the sample 




Equation (4b) has as its independent variable Q, the total charge transferred as 
measured by the voltage across the capacitor. As the charge accumulates, the 
plotter travels horizontally a distance directly proportional to the amount of 
charge stored. Since the charge is directly proportional to the depth etched, the 
horizontal displacement indicates the depth of sampling in the material. The 
accumulator is designed so that the charge carrier concentration would be plotted 
300 times at equally spaced intervals over the course of a full profile. Thus, the 
individual profile is composed of up to 300 data points. The depth resolution of 
the profiler corresponds to the horizontal distance between data points which is 
~i/300th of the preset desired profile depth — approximately 0.01 microns (equal 
to 10 nanometers or 100 angstroms) for most of the profiles. 
As the etch proceeds, a platinum electrode (positioned near the interface 
to reduce solution resistance) applies a 3 kHz AC signal to the interface area. In a 
R-C or LRC AC circuit, the voltage across the capacitor lags the current by a 
certain phase difference, <|>, (<{> = 71/2 for purely capacitive impedance). The 
profiler reads this out-of-phase contribution to the total impedance and converts 
it to a value for the capacitance of the interface. 
The form of the basic Schottky equation is [15] 
C = rqN(z)sn£~l1/2 A (5), 
L 2V|/ J 
where C is the junction capacitance, q is the fundamental unit of charge, N(z) is 
the number of charge carriers per cm3 at z, s0 is the permittivity of free space, e is 
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the relative permittivity of the material, A is the contact area and, i\i is the 
potential barrier at the interface. 
The charge transfer that takes place when the interface is reverse biased 
effectively creates a parallel-plate capacitor with a charge of +q in the electrolyte 
separated by a charge of -q in the semiconductor bulk. The separation distance 
is called the depletion width, wa, and appears as the initial horizontal 
displacement of the profile plotter. The profiler measures this depth with the 3 
kHz signal, and its value is given by 
wd = sns A (6). 
~C 
Poisson’s equation in the depletion width gives [12] 
V»E =V2y = d2V = -p/soS = -qN (z)/soe. (7) 
dz2 
Integrating over the limits Wd to Wd + d (wd) gives [15] 
dvp = - qNfwd) Wd dwd = -qN(wd) dfwd2) => N(wd) = 2sfis_ dvy. (8). 
£O£ 2£OS q d(wd2) 
The potential, \p, is modulated at 30 Hz and the variation in potential with 
respect to the variation in depletion width gives the charge concentration at the 
inner edge of the depletion width. The profiler gives these data as logio (charge 
carrier concentration) vs. depth in the material. In this work, materials with an 
as-grown charge carrier concentration of (2 to 4) x 1018 cm -3 were profiled. For 
all of the substrates, regardless of dopant type, dopant level, or profile length, the 
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CV profiler indicated a bulk concentration of almost exactly half of the value 
stated by the supplier. Because the erroneous readings were self-consistent over 
long periods of time, even though several efforts were made to recalibrate the 
profiler, it was assumed that the error was the result of a permanent offset 
inherent in the electronics of the profiler. The profiler indicated the bulk 
concentration of the Cd-doped samples as (1.05 to 1.15) xio18 cnrs and that of the 
Zn-doped samples as (1.30 to 1.4) xio18 cnr3. The vendor-specified as-grown 
concentrations were given as 2xiol8 cnrs and 3.IXIO18 cm-3 for Cd and Zn, 
respectively. The fact that these recorded bulk concentrations were consistent 
within 4 to 5 percent over time periods as long as one year was taken to mean 
that all of the plotted concentrations were scaled by the same factor. That is, both 
bulk and near-surface recorded concentrations were interpreted to be half their 
actual values. The typical initial depletion width for the “bare” (i.e., no InGaAs 
layer) InP samples was approximately 0.05 to 0.10 microns. This width 
corresponds to a capacitance of 9 to 20 nF: and this capacitance to a charge 
concentration on the order of ixiol8 cm'3, in good agreement with the specified 
values. 
Bias Annealing 
The samples were annealed in a stainless steel chamber under a purified 
nitrogen atmosphere at ambient pressure. The sample was contained between 
two flat metal plates spaced approximately four mm apart. We applied a voltage 
bias across the plates to reverse bias the sample during annealing. A loop of 
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heater wire below the bottom plate radiatively heated the sample, and a 
thermocouple lead welded to the bottom plate gave temperature readings. 
The sample was placed with its plasma-exposed face pointing upward 
towards the top plate. This entire apparatus was supported by an eight-pin 
vacuum feed-through to whose outer leads the electronics were connected. After 
positioning the sample between the plates and sealing the chamber, the 
temperature was increased to the desired level, at which time the bias field and 
the timer were simultaneously activated. When the anneal was complete, the 
potentials of the power supplies for the heater and the bias field were 
immediately decreased to zero volts, and the chamber vented with dry, room 
temperature N2 gas. The samples cooled at a rate of 3 to 4 °C/s for the first 15 
seconds and 1 to 3 °C/s over the next 15 to 25 seconds. 
The equations below describe the dissociation and recombination of the 
hydrogen-dopant complexes under a bias field [16]: 
dim = Mffl- PHÔ (E [H]) - 5IHX1 (9), 
dt dx2 dx at 
afHXl = 7CDH RC [H] (NAO - [HX]) - vd [HX] (10) 
at 
where PH is the mobility of the H+ ion, E is the bias electric field, Rc is the H-X 
interaction /collision radius, DH is the H+ ion diffusion constant, NAO is the as- 
grown (i.e., before hydrogenation) acceptor concentration, and, vd is the H-X 
dissociation frequency. Equations (9) and (10) assume that the dissociated 
hydrogen exists solely as H+ ions, and that there is no recombination to form H2 
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molecules [16]. The high E field in the near surface region of the reverse- 
biased diode causes the H+ ions to drift quickly away from the surface. This drift 
causes [H] to be relatively low in this region, thus neglecting the first term on the 
right hand side from equation (10) solving for [HX] one has 
[HX] = [HX]0 exp (-vat) (11a). 
To determine the dissociation frequency, the logarithm of the inactive fraction, 
([HX]/NAO), of carriers 
log([HX]/ NAo) = log([HX]0/ NAO)) - (vat) log (e) (lib) 
was plotted versus the time annealed at constant temperature. Using the inactive 
fraction instead of the absolute inactive dopant concentration compensates for 
sample-to-sample variations in level of passivation, and allows comparison 
between separate samples exposed to plasma under identical conditions. The 
dissociation of the HX complex is fundamentally an event of thermally activated 
desorption from the BC site. The activation energy, Ea, is the energy cost to 
remove the hydrogen ion. The thermal energy is transmitted by the lattice 
vibrations of the solid. Hence, the atoms of the solid are continuously jostled at 
some characteristic frequency that is a function of temperature. A single HX 
complex can be treated as a small system in contact with the heat reservoir of the 
rest of the sample. At thermal equilibrium, the probability of such a small system 
having energy Ea is the Boltzman factor, exp(-Ea/kBT). From the combination of 
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a constant interaction rate and the Boltzman factor, we assumed the 
dissociation rate itself to have Arrhenius-type behavior [5] of the form 
va = vd0exp(-Ea/kBT) (12), 
where vdo is the “attempt” frequency for dissociation, Ea is the activation energy 
for the dissociation of the HX complex, ICB is the Boltzmann constant, and T is the 
anneal temperature in Kelvin. The pre-exponential factor, vdo, corresponds to 
some overall collision/interaction frequency, while the exponential weight gives 
the fraction of such collisions that have sufficient energy to dissociate the 
complex. Another semilog plot of the dissociation frequency vs. l/T (i.e., an 
Arrhenius plot) should yield a straight line whose slope is the dissociation energy 
divided by ICB. A straight-line fit would indicate that the dissociation is a first- 
order process under the anneal conditions. A second-order (or higher) 
dissociation process would indicate retrapping of the liberated H+ ions by the 
group II dopants. The inactive fraction versus anneal time plots for second-order 
dissociation would show less dissociation for a given anneal time and 
temperature. The curves would start out with the same slope as the first-order 
decay curves; but would be concave up on a semilog plot. However, the curves 
would be straight lines if the reciprocal of the inactive fraction were plotted 
versus anneal time. 
CHAPTER IV 
RESULTS 
In Figure 4 one sees a micrograph of the surface of a Zn-doped sample 
after 30 minutes of hydrogen-plasma exposure at 300 degrees Celsius. The dark 
spots on the left are indium droplets left after phosphorus was leached out by 
the action of the plasma. The relatively untouched right half is protected by the 
InGaAs epilayer, which has been shown to offer adequate shielding for InP 
against attack by atomic hydrogen. [17] 
The plot in Figure 5 shows the CV profiles for Cd-doped InP as-grown and 
after hydrogenation for 30 minutes at 250 and 300 degrees Celsius. One can see 
the slight depletion of charge carrier concentration in the sample exposed at 250 
degrees in the region from approximately 0.25 to 1.0 microns, with a minimum 
concentration of ~ 8x10^ cm -3, at about 1.0 microns. 
The area of lowered concentration from 0.1 to 0.25 microns on the 300- 
degree profile is due to the In 0.53Ga 0.47AS layer, which is n-doped to roughly 
IXIO1? cm-3, a factor of ten lower than the InP substrate below. 
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Figure 4. Optical micrograph (200X) of bare Oeft) and protected (right) InP 
surfaces after atomic hydrogen exposure showing In droplet formation 
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Figure 5. CV profiles of representative InP('IOO) samples 
with 2500angstrom InGaAs capping layers 





Instead of the typical factor-of-ten depletion seen in previous work [2,18], the 
observed levels are only 10 - 20 % lower than those of the as grown material. 
Wet Etching 
The CV profiles of the first set of hydrogenated samples showed little in 
the way of both depth of hydrogen in-diffusion and level of passivation. Analysis 
of the available literature and a review of the hydrogenation technique pointed to 
two likely reasons for the lack of hydrogen activity. 
The primary explanation was that InGaAs layer on the indium phosphide 
substrates was too thick. Though an insulating dielectric (typically SixNy) coating 
is usually overlaid to protect the volatile species in the III-V elements, there is 
precedent for the successful use of InGaAs (see Chevalier, et al. [17]) as a 
protective coating on InP. In the work cited, the researchers actually used a 
thicker InGaAs layer than the ones on the substrates in this work (550 nm versus 
250 nm). A difference was that their InGaAs layer was undoped while the layers 
that were used in the work reviewed herein were doped to ~io1? carriers per cm3 
in anticipation of forming a p-n junction to explore device properties. The 
thickness was likely the major reason for the lack of passivation seen in the 
preliminary results. 
Another alternative was that there was not sufficient atomic hydrogen flux 
at the surface to effect substantial passivation. This reason was ranked as less 
likely because, as is shown in Figure 4, there was certainly enough atomic 
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hydrogen present to cause noticeable surface damage. This concentration 
should have produced noticeable passivation, if the H3P were not allowed to 
diffuse out. Figure 4 also shows that InGaAs was — visually at least — unharmed 
by 30 minutes of plasma exposure. Literature data [10] show that SixNy and Si02 
have in-plasma etching rates of ~ 50Â per hour at the power levels which were 
used, with amorphous Si showing similar etching rates. Other possible 
explanations for the discrepancies were uncertainties about the sample 
temperature during hydrogenation, and the lack of a bias voltage during 
hydrogenation. The thermocouple displaying sample temperature was affected to 
moderate-to-high extents by interference from the RF power source. This 
interference caused the displayed temperature to deviate with increasing applied 
power before a plasma struck in the chamber. The plasma had a shielding effect, 
and, through a calibration curve designed to compensate for the deviation, it was 
determined that in-plasma temperature readings were correct to within 5 to 10 
degrees Celsius. It remains unclear how much the lack of a bias voltage on the 
sample during hydrogenation affected the results. The concentration of the work 
was to be the interaction of the H+ ion with the p-type dopants. A bias field 
would have led to a larger concentration of H+ ions at the surface. That greater 
number combined with their increased energy from the bias voltage should have 
lead to a larger level and depth of in-diffusion. Because the procedure of plotting 
the inactive fraction of carriers compensated for variations in level of passivation, 
this absolute concentration was not an issue. It is possible, though unlikely, that 
the higher H+ concentration could have altered the diffusion profile enough to 
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shift the dissociation results, but the ratios of the slopes, hence the activation 
energies, should not have been badly affected. 
Addressing the most obvious problem first, it was decided to etch the layer 
down to a level that would allow sufficient hydrogen into the sample to show 
order-of-magnitude levels of passivation. Typically, only on the order of too Â of 
material provides optimization of both degree of surface protection and amount 
and depth of H diffusion [12]. That thickness gave a target level of approximately 
5 to 10 percent of the original 2500-angstrom depth of the layer. 
Thus, arose the question of what etch solution to use. This inquiry proved 
to be several questions in one: 
1. What are standard etchants for the III-V semiconductors? 
2. How does the crystal orientation affect etching speed and direction? 
3. What solutions preferentially etch InGaAs versus InP? 
4. What temperature, concentration, and other conditions are necessary in order 
to control the etch depth to within 100 angstroms of the target thickness? 
Vossen and Kern [13] provide lists of standard etching solutions and conditions. 
However, there seemed to be not nearly as many data on the wet etching of 
compound semiconductors compared to the data devoted to the etching of 
silicon. What data there were on the compound semiconductors concentrated 
predominantly on GaAs and to a lesser extent the other binary and — a very few — 
ternary compound materials. By process of elimination, those materials that 
etched InP substantially were ruled out, as we wanted to preserve the substrates 
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as intact as possible. This decision eliminated solutions containing HC1. 
Hydrofluoric acid, while effective on both silicon-containing and the III-V 
compounds, was not the lone good option (as it is with Si02), which made it the 
least attractive one due to its toxicity. Those entries that read either as being for 
“general etching” or for etching the (too) face, the orientation of our substrates, 
then, came under scrutiny. A mixture of concentrated sulfuric acid, concentrated 
(30%) hydrogen peroxide, and water was judged to be the best solution. In a 
4:1:1 ratio at 50 °C, this solution etches GaAs at 3 microns/minute, and in a 3:1:1 
ratio it etches GaP at 0.2 microns/minute. Furthermore, while nitric acid is 
recommended for etching of indium-containing compounds, sulfuric acid is not 
mentioned as an etching solution for any of them, and hydrogen peroxide is only 
listed once (in conjunction with HF). 
A ratio of H2S04: H202: H20 of 1:1:38 was used, which, it was thought, 
would etch slowly enough to be both precisely and accurately controllable. To 
test the etch rate, the edge of a Zn-doped wafer was exposed to a depth of 
approximately 4 mm of solution in a 100-ml beaker (about 10 ml of solution). At 
room temperature, 20 °C, the results were as follow: 
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Table l. Etching Depths and Rates of InGaAs for Different Exposure Times. 
Time 
Exposed [s] 




30 439 - 674 15 -22 
60 1064 18 
150 1951 13 
The etch depths were measured with a Tencor ® AS500 surface profiler. Based 
on these results, it was estimated that an etching time of 180 seconds would leave 
a layer approximately 200 angstroms thick. Given the fairly crude dip-and- 
remove procedure that was used, the etching depth could not be controled much 
more than (50 -100) Â. The edge of a piece of each of the three differently doped 
samples was exposed to the same batch of solution. The results were as follow: 
Table 2. Etching Depths of InGaAs on Differently doped Substrates 
for a 180-second Exposure. 
Dopant Etch Depth [À] 
Sulfur 2140 - 2180 
Zinc ~i6oo 
Cadmium -40 
The etchings were performed in the order listed above, and all three in the same 
solution. It is thought that the first etch is representative of the “true” etch depth 
and that the others fall short due to depletion of the active species in the solution 
through reaction. 
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The three-minute etches were repeated, this time using fresh solution for each 
sample: 
Table 3. Etching Depths of InGaAs on Differently Processed Substrates 
for a 180-second Exposure 
(using fresh solutions each time). 
Dopant Etch Depth [À] 
Zn / hydrogenated 30min @ 250 °C 2170 -2390 
Zn 2640 -3140 
Zn/ hydrogenated 30 min @ 300 °C 800 -1380 
The first two entries of Table 3 indicate that a three-minute exposure 
should reduce the InGaAs layer to the desired thickness. The lesser etch depths 
of the first and third entries were interesting. They seemed to indicate that the 
lower the concentration of free charge in the material (i.e., the more insulating it 
was), the less chemically susceptible it was. 
Next, one sample each of Zn-doped and Cd-doped InP (both 
approximately 6 mm by 16 mm) was cleaved. Together these were placed in a 
100-ml beaker with approximately 30 ml of solution, which covered them fully to 
a depth of over 1 cm (difference 1). Worried that the stripping might not proceed 
fully due to the larger etching area involved, the beaker was swirled by hand in 
order to bring fresh solution across the surfaces (difference 2). Observing from 
above, the disappearance of the whitish-green sector on both samples that 
denoted the edge of the InGaAs layer was observed after about 130 seconds of the 
180-second process. After the three minutes passed, the samples were rinsed 
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with distilled water and dried. Half of a different Cd-doped piece was exposed 
to the same batch of solution for another three minutes. The surface profiler 
showed a sharp drop-off of about 900 Â where the liquid’s meniscus made 
contact with the InGaAs layer, then a slope dropping another 1800 angstroms to 
the InP substrate over a distance of 1000 to 2000 microns. From the analysis of 
this sample it was concluded that the InGaAs layers of the two samples 
mentioned above had been completely removed. These results forced a 
refinement of the stripping procedure. It was decided that just enough solution 
to cover the samples to a depth of ~5 mm was sufficient, and that the samples 
should lie still and have any reaction products removed by natural convection 
with no swirling or stirring. 
The two “bare” samples and the half-etched Cd-doped sample were 
exposed to hydrogen plasma for 30 minutes at 275 °C. All three showed a 
noticeable amount of surface damage. The pattern of this damage showed two 
important things. The first was that there was a significant hydrogen atom/ion 
flux at the surface during the plasma exposure. The second conclusion, gleaned 
from the half-stripped sample, is that a not-too-thick InGaAs layer (-200 
angstroms) would prevent any noticeable plasma damage. The CV profiles of this 
group showed much greater passivation than had the previous (full thickness 
coated) samples seen in Figure 5. The charge carrier concentration was 
depressed between one and two orders of magnitude, an amount of depletion 
much more in line with the literature values than the 10 to 20 percent reductions 
from the first batch of samples. The initial depletion width was about 0.5 micron 
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for the Cd-doped sample. The initial depletion width of the Zn-doped sample 
varied between 0.2 and 1.0 micron, but the latter width may have been due to 
poor electrical contact made to the sample. For all of the samples, the 
concentrations returned to their original (i.e., unhydrogenated) levels within 0.15 
to 0.3 microns after the depletion width. 
During the stripping of a new set of samples, per the new protocol, the 
disappearance of the InGaAs layer was once again observed, this time after only 
110 seconds of exposure. The samples were immediately removed and immersed 
in distilled water. A visual inspection found a small, unetched spot (possibly 
covered by a bubble) which the surface profiler showed to be approximately 2700 
Â above the rest of the surface (indicating again full InGaAs layer removal). 
Other than the possibility that the solution was concentrated by distillation due 
to evaporation, there was no clear reason why this etching proceeded so quickly. 
Using the same solution, one more etch was performed using a Zn and a Cd- 
doped sample together, with a planned exposure time of 85 to 90 seconds. 
Despite being slightly weakened from previous use, the solution still etched very 
quickly. The whitish InGaAs layer was observed to grow faint after only one 
minute, and the Zn-doped sample was removed after 65 seconds. The Cd-doped 
sample had a rounded edge that was harder to grasp, and as a result, was exposed 
for about 115 seconds. The surface profiler showed an unetched — or little etched 
— spot on the Cd-doped sample to be 2400 angstroms above the surface at large. 
This measurement indicated that an InGaAs layer 100-300 Â thick remained on 
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the Cd-doped sample. The Zn-doped sample should have had a somewhat 
thicker, yet still substantially reduced, layer. 
After exposure to hydrogen plasma at 300 degrees Celsius for 30 minutes, 
the thinly-coated samples showed some slight surface cloudiness, but nothing 
close to the level of surface damage seen in the bare samples. Comparison of 
heights of surface artifacts before and after hydrogenation indicated that the 
plasma had removed as much as 0.18 microns of InP. To prevent any erroneous 
readings due to surface damage, most of the visible haziness was removed by 
rubbing the Cd-doped sample with a cleanroom cloth and immersing the Zn- 
doped sample in etch solution for about 20 to 30 seconds. 
The CV-etch profiles of these samples (see Figure 6) provided the first 
convincing evidence of hydrogen passivation that was obtained. Each had a 
depletion width of approximately 0.3 microns. The carrier concentration in the 
depletion width of the Cd-doped sample was 5x10^ cm'3, a reduction of between 
two and three orders of magnitude from the as-grown concentration. The carrier 
concentrations went from near fully compensated to their as-grown values in 0.15 
to 0.25 microns for a total extent of hydrogenation effects of 0.5 to 0.6 microns. 
Significantly, the depths of exposure effects were much larger than the extents of 
surface damage. This fact pointed strongly to hydrogenation as their cause. The 
results from a group of anneals on the Cd-doped sample showed limited 
agreement with expectations from theory and were not even self-consistent 
among themselves. For example, for anneals performed at the same temperature 
for differing amounts of time, the CV-etch profile of the sample annealed for 15 
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minutes did not give results intermediate to the five- and 30-minute anneals 
(Figure 7). Though the five- and 30-minute anneals were performed on the same 
piece of the hydrogenated sample, while the 15-minute anneal was on a separate 
piece of the sample, the annealing was under nearly identical conditions for both 
pieces. The only difference other than time was that during the five-minute 
anneal the top plate was initially biased positive. After about 90 seconds the 
polarity was switched to what was thought to be the correct (reverse) bias 
configuration. The anneal then continued for 6.5 minutes. 
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Figure 6. CV profiles of lnP(100) samples exposed to 
hydrogen plasma after thinning of InGaAs capping 
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Figure 7. CV profiles of Cd-doped InP samples annealed - 
incorrectly - under forward bias at ~I20 degrees 





The five-minute anneal sample, thus, received the “backwards” bias for 
the proportionally longest time (19% of its total time), the thirty-minute anneal 
sample for a negligible amount (5%), and the fifteen-minute sample not at all. It 
was, therefore, odd that the five-minute anneal results were the closest to 
expectations from theory and the literature, while the fifteen-minute anneal 
results were least in keeping with expectations. These results led to the 
conclusion -- after referring to the literature for experimental details, checking 
the theory of diode junctions, and re-analyzing some of our own previous data — 
that the initial bias field across the semiconductor (i.e., top positive/bottom 
negative) was the correct polarity. Using this corrected bias configuration, 
anneals were performed on pieces of the Zn-doped sample. The results were 
much closer to expectations in that a longer anneal time produced greater near 
surface recovery of charge carriers. Also, two other anneals were performed 
where the time and temperature were kept constant, but the bias voltage varied. 
The results are shown in Figure 8. 
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Figure 8. CV profiles of Zn-doped InP samples annealed 
under reverse bias at ~ 120 degrees Celsius for 
different times and bias fields. 
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Dissociation Frequency Data 
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The higher bias voltage showed much greater near-surface carrier recovery. 
Figures 9 and 10 show CV profile plots of carrier concentration vs. depth in the 
sample for anneals of the cadmium and zinc- doped samples, respectively. Taking 
the concentrations of the curves at the depth indicated, one can calculate the 
inactive fraction of carriers at this depth (Table 4). 
Table 4. Carrier Concentrations and Inactive Fractions for Cd-doped and Zn- 
doped Samples. 
Cd 150° C anneals 
@ depth 0.15 microns 
Carrier (Inactive 
concentration fraction 
[cm-3] of carriers) 
Zn 1200 C anneals 
@ depth 0.15 microns 
Carrier (Inactive 
concentration fraction 
[cm-3] of carriers) 
As - grown logxio16 (0.000) 14OXIO16 (0.000) 
As-hydrogenated 5.9XIO16 (0.945) 8xio16 (0.943) 
Annealed 3 min. 12X1016 (0.914) 
Annealed 5 min. 14XIO16 (0.872) 
Annealed 15 min. 35XIO16 (0.679) 
Annealed 20 min. 35X1016 (0.750) 
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Figure S. CV profiles of a Cd-doped InP sample annealed at 
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Figure 10. CV profiles of 3 Zn-doped InP sample annealed 
at 120 degrees Celsius for various anneal times 
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The active carriers were assumed to have been passivated by the formation of 
dopant-hydrogen complexes. Thus, the inactive fraction is a measure of the 
density of the H-acceptor complexes. Figures n and 12 give the plots of the 
inactive fraction vs. anneal time for various anneal temperatures of the two 
dopants. As explained previously, we expect the H-dopant complexes to 
dissociate exponentially with time for a given temperature under reverse bias. 
The slopes of the lines of best fit to the data in Figures 11 and 12 give dissociation 
frequencies for various temperatures, which are shown in Table 5 and plotted 
versus iooo/T[K] in Figure 13. The slopes and y intercepts of the exponential fits 
to the data in Figure 13 yield the activation energies and attempt frequencies, 
respectively, for Cd-H and Zn-H (Table 6). 












150 3.62x10-4 5.74x10-4 
180 8.23x10-3 
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Table 6. Activation Energies and Collision Frequencies for Cd-H and Zn-H. 
Cd-H Zn-H 
Ea [eV] 1.33 ± 0.20 1.14 ± 0.45 
Udo [l/s] 4.2X1012 î.ôxio
11 
Inactive fraction of earners 
anneal time [Krs.] 
Figure 1 . The inactive fraction of charge carriers versus 
anneal time for Cd-doped samples annealed at 
various temperatures 
Inactive traction ot carrier; 
anneal time [hr;.] 
Figure 12. The inactive fraction of charge carriers versus 
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Figure 13. Dissociation frequency versus 1000/T for Cd-doped 





DISCUSSION AND CONCLUSIONS 
The activation energies that were obtained (i.i4eV ± o.45eV for Zn-H and 
i-33eV ± 0.20eV for Cd-H) compare favorably with previous results from 
Pearton, et al. [18] (1.20 eV ± 0.10 eV for Zn-H and 1.40 eV ± 0.10 eV for Cd-H). 
Also, Cho, et al. [20] found the strength of the anneal bias field to strongly affect 
the observed Ea. They found values for Zn-H of (1.58 ±0.05) eV and (1.40 ±0.05) 
eV at bias fields of 3 and 7 volts, respectively. We have used bias voltages of 20 
and 30 volts (corresponding to field strengths of approximately 5,000 to 8,000 
V/m). Without knowing details of the anneal configuration of the researchers of 
reference [20], one cannot know for certain the field strengths of their anneals. 
However, on the basis of this work’s lower value for Ea, it was concluded that the 
field employed was higher than theirs, and should give a more accurate value of 
Ea. 
The frequencies of the pre-exponential factors, udo, are within the 1011 to 
1013 s-1 range. These results are also in reasonable agreement with those found by 
Pearton (lxio13 s'1 for Zn-H and 2xio13 s1 for Cd-H) [18]. It has been noted that 
this frequency range corresponds to that of the phonons of thermal excitation in 
the crystal lattice [16) and to the phonon density of states [21]. This correlation 
makes sense if the overall interaction or "attempt" frequency for dissociation is 
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simply the collision frequency of atoms of the crystal lattice with the H- 
acceptor complex. 
The ratio of the activation energy found for Cd to that found for Zn is 1.18. 
The Pauling electronegativities of cadmium and zinc are in the ratio of 1.02. The 
observed difference in these data is probably "real" (i.e., not solely due to 
experimental error). The discrepancy is likely due to such physical factors as 
strain due to the size of the dopant atom relative to that of the In atom whose 
position it occupies and the variation in the diffusion constant of hydrogen with 
the concentration of hydrogen. There were also experimental and analytical 
uncertainties involved in measuring and controlling the temperature (both of 
anneals and of hydrogenation), the protective layer thickness, and the atomic 
hydrogen flux during plasma exposure. Collectively, along with human error and 
human bias in reading and analyzing the data, these uncertainties represent the 
bulk of the procedural error. 
The reason that the inactive fraction of carriers was plotted instead of the 
absolute concentration of inactivated dopants was to cancel out the sample-to- 
sample variations in level of passivation. Thus, the uncertainties caused by 
variations in the protective-layer thickness and the hydrogen flux, as well as those 
from the previously mentioned erroneous concentration readings, were 
minimized. The plasma-exposure temperatures were accurate to within 5-10 
degrees Celsius, a relatively small uncertainty at the 250-to-300-degree 
temperatures of exposure. Annealing temperatures were also accurate to 5-10 
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degrees Celsius. At the annealing temperatures this variation represents a 
larger source of error than at the hydrogenation temperatures. 
In sum, I found activation energies of 1.14 eV and 1.33 eV for Zn-H and 
Cd-H complexes in InP, respectively. I obtained these data through capacitance- 
voltage profiling of as-grown, as-hydrogenated, and as-annealed samples. I 
plotted the inactive fraction of carriers versus time to determine the dissociation 
frequency at various temperatures — assuming a ist-order dissociation of the 
complexes. I plotted the dissociation frequencies in an Arrhenius plot to obtain 
the energies of dissociation. I found the values to be in good agreement with 
previously obtained values in the literature. I observed a weak correlation 
between dopant electronegativity and dissociation energy. 
An interesting complementary experiment would be to correlate the depth 
and amount of hydrogen in-diffusion with the extent and level of hydrogenation 
effects using SIMS or another method. 
APPENDIX 
DIFFUSION THEORY 
Using a simple l-D model for diffusion of H one begins with Fick’s 1st law [22], 
Jx = -D djAI (13) 
dx 
where Jx is the flux of atoms in the x direction, [A] is the concentration of species A, and 
D is the diffusion coefficient for species A. 
This equation states that the flux of atoms at a point is proportional to the concentration 
gradient at that point and in the opposite direction of that gradient. 
Fick’s Second Law uses the relation, -V • J = d fAl. which gives us 
dt 
MAI = -V(-D.V [A]) (14). 
dt 
If one assumes that D does not depend on position (i.e., that the medium is isotropic), or 
on [A] itself, and restrict ourselves to one dimension, then (14) becomes 




For a solid slab extending from x = o to infinity, which initially contains no 
atoms of the diffuser and a constant concentration of the diffusing species at x = 
o, the solution to (15) is given by [1] 
C = Co erfc (xV(i/4Dt)) (16), 
where 
erfc (k) = 1- erf (k) 
and 
erf (k) = (2/VJT) exp (-x2) dx 
In this case one takes D to be a thermodynamic variable (i.e., dependent only on 
the temperature, T, of the system) of the Arrhenius form, 
D = D0exp (-Ed/kBT) (17) 
where Ed is the activation energy for diffusion. 
For hydrogen in real semiconductors, this picture is complicated at the 
most basic level by the presence of the several possible charge states of hydrogen, 
which set up an electric field that alters the diffusion profile. Accounting for the 
presence of dopants — which act as traps for hydrogen -- and the tendency for 
atomic hydrogen to recombine into molecular H2 complicates the picture 
significantly. The result is that D, in general, tends to be a function of the 
concentration of hydrogen, [H], itself. 
In the simple nonquantum picture, charged states of hydrogen introduce 
E, the electric field set up by the hydrogen ion charge density. 
One then has 
54 
d\W = d (D 5[HI -Eqp) (18) 
dt dx dx. 
where -E (equal to V<j)) is the electric field on charge q, <j> is the corresponding 
electric potential, q is the charge of the hydrogen ion and p(equal to D/ 1<BT) is 
the mobility of the ion. 
Absent a source term describing the production of hydrogen through the 
dissociation of H-X complexes, equation (18) is identical with the previous 
equation (9) for the change in the concentration of hydrogen. From equation (9) 
or (18) one sees that the higher the applied electric field, the faster the removal of 
hydrogen from the field region, and the more quickly the concentration of 
hydrogen decreases. Thus, the higher the field, the more valid the assumptions of 
low near-surface hydrogen concentration and ist-order kinetics in equation (10) 
for the dissociation of the H-X complexes. The electric field would need to be on 
the order of a factor of 10,000 greater for E-field-enhanced/induced dissociation 
to be a comparable factor to thermal dissociation. 
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