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Study of static and dynamical properties of two dimensional lattice systems has become an important topic in
nanoscience. Competition between the intrinsic ordering of adsorbed layers and the underlying substrate often leads to
the appearance of spatially modulated structures. Important examples include spin density waves, charge density
waves, vortex lattices in superconducting films with pinning centers and weakly adsorbed monolayers. In addition to
static properties of such systems, their dynamics under external driving force is of great importance in tribology to
understand the microscopic origins of friction.
This Thesis deals with the static and dynamic properties of adsorbed layers under the influence of a driving force using
an extended version of the Phase Field Crystal Model. In the case of periodic potentials, the various commensurate
phases are described in detail and the complete phase diagram is mapped out as a a function of pinning strength and
lattice mismatch. For finite temperatures, Monte Carlo simulations are used to determine the phase diagram as a
function of temperature. For one of the commensurate phases behavior is found consistent with the Ising universality
class. The results concerning the effect of disordered pinning potential are also presented. The nonlinear response to a
driving force on an initially pinned commensurate phase is then studied via overdamped dynamic equations of motion
for different values of mismatch and pinning strengths. For large pinning strength the driven depinning transitions are
continuous, and the sliding velocity varies with the force from the threshold with power-law exponents in agreement
with analytical predictions. Transverse depinning transitions in the moving state are also found in two dimensions.
Surprisingly, for sufficiently weak pinning potential we find a discontinuous depinning transition with hysteresis even
in one dimension under overdamped dynamics. Also, structural changes of the system are characterized in some detail
close to the depinning transitions.
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1 Introduction
Study of static and dynamical properties of 2D lattice systems has become an important
topic in nanoscience. There are many important cases where the behavior of such sys-
tems is determined by interplay between various interactions. For example, competition
between the intrinsic ordering of an adsorbed layer and the underlying substrate often
leads to the appearance of spatially modulated structures. Such systems may exhibit both
commensurate (C) and incommensurate (I) phases [51, 5] characterized by differences
in the spatial ordering of the system. Important examples include spin density waves
[53, 18], charge density waves [47], vortex lattices in superconducting films with pinning
centers [30] and weakly adsorbed monolayers [3, 48] on a substrate. The emerging struc-
tures are characterized by an order parameter (e.g. charge, spin or particle density) that
is modulated in space with a given wave vector q. In particular, for 2D adsorbate sys-
tems, there is competition between the commensurate state which is favored by a strong
periodic pinning potential and the cost of the elastic energy depending on the mismatch
between the intrinsic lattice constant a of the overlayer, and the period as of the pinning
potential.
While the static properties of C and I structures have been extensively characterized [51,
5] much less is known about their dynamics. A particularly interesting case arises when
an initially pinned phase is subjected to an external driving force f . For a sufficiently
large pinning potential, such phase may remain pinned for small forces if there are no
thermal fluctuations present. This means that at zero temperature there is a finite critical
force fc above which the system starts moving. For many systems, it is found that just
above the threshold fc, the drift velocity vd shows a power-law dependence on the force
f
vd ∝ (f − fc)ζ . (1.1)
When this behavior is regarded as a dynamical critical phenomenon, the power-law ex-
ponent ζ of the corresponding driven depinning transition can be argued to result from
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the scaling behavior of the system near the threshold [20] with corresponding divergent
time and length scales and universal behavior. In general, however, the observed value
of ζ may depend on the system and its dimensionality. For a pure elastic medium with
quenched randomness there appears to be a universal value which depends on the dimen-
sionality of the system, provided inertial effects are negligible [41, 1]. For the case of an
initially commensurate phase in a periodic pinning potential without disorder, a power-
law exponent ζ = 1/2 is expected independent of the dimension as the threshold behavior
can be understood from the point of view of single particle behavior [20, 21, 23, 42]. In
the limit of a large force, (f − fc)/fc À 1, the system is moving and the corresponding
relationship between the driving force and the sliding velocity defines the sliding friction
coefficient
ηs = f/vd. (1.2)
In addition to the longitudinal depinning transition where the lattice system is moving
in the same direction as the driving force, a driven two-dimensional lattice on a periodic
potential can also show an interesting behavior for the transverse response in the moving
state. When the lattice is already moving along some symmetry direction of the pinning
potential, the response to an additional force applied in the direction perpendicular to the
longitudinal driving force may lead to a depinning transition for increasing transverse
force [16]. Such transverse depinning has been found in different driven lattice systems
with periodic pinning including vortex lattices [49] and adsorbed layers [27].
The simple Frenkel-Kontorova (FK) model [37, 13] extended to 2D and other similar elas-
tic models have been used to describe the driven depinning transition and the sliding fric-
tion of adsorbed monolayers on crystal surfaces [46, 26]. Although such models take into
account topological defects in the form of domain walls they leave out plastic deforma-
tions of the layer due to other defects such as dislocations. These defects are particularly
important when the CI transition occurs between two different crystal structures, or in the
presence of thermal fluctuations or quenched disorder. Such defects can be automatically
included in a full microscopic model involving interacting atoms in the presence of a sub-
strate potential using more realistic interaction potentials. However, the full complexities
19
of the microscopic model severely limit the system sizes that can be studied numerically,
even when simple Lennard-Jones potentials are used to describe the interactions [45, 27].
For charge density waves, a field theoretical model has been introduced, which allows for
dislocations as well as thermal fluctuations [38] through amplitude and phase fluctuations
and shows both elastic and hysteretic behavior in agreement with experiments [36].
When the depinning transition is discontinuous, there are two different critical forces,
f inc > f
de
c , corresponding to the threshold values for increasing the force from zero and
decreasing the force from a large value, respectively. An interesting example is the driven
adsorbed layer in a periodic potential which can determine the sliding friction between
lubricated surfaces [46]. Hysteresis behavior due to inertial effects can be described by
an underdamped dynamical equation of motion using pure elastic models such as the FK
model but in the overdamped limit hysteresis disappears [26]. In the absence of inertial
effects, hysteresis can be argued to arise from topological defects in the lattice such as
dislocations in two-dimensional systems [21]. One thus expects that overdamped dynam-
ics should be able to describe the hysteretic behavior in two-dimensional models which
incorporate both elastic and plastic deformations. In fact, hysteresis has been observed in
two-dimensional models of driven vortex lattices in a periodic potential, with overdamped
dynamics [9]. On the other hand, in one-dimensional driven systems in a periodic poten-
tial described by overdamped dynamics one would expect the same behavior as for the
pure elastic FK model where the depinning transition is continuous [14].
This Thesis deals with the static and dynamic properties of a two-dimensional lattice sys-
tem under the influence of an external potential and a driving force. These problems were
studied in Refs. [10, 11, 29, 12] by extending the conserved Phase Field Crystal (PFC)
model to incorporate the pinning potential and driving force. The pinning potential was
chosen such that it allows the occurrence of both C and I phases as ground states of differ-
ent symmetries in the model. In Ref. [10] part of the phase diagram as function of pinning
strength and lattice mismatch between the pinning potential and the PFC was mapped out,
for the 2D case, in the absence of thermal fluctuations. Numerical minimization was used
20
to find the minimum free-energy configurations and provide details on the topological de-
fects in the boundary region. In particular, we found that the transition from the I to the C
phase remains discontinuous for all values of the mismatch studied in Ref. [10]. We also
performed a detailed Voronoi analysis of the defects throughout the transition region. In
Ref. [11] the equilibration method was improved and the range of mismatches extended to
include both positive and negative mismatches. The 1D case was presented in Ref. [12].
The transition from I to C phase was found to be discontinuous or continuous depending
the relative mismatch. The influence of the thermal fluctuations was studied via Monte
Carlo (MC) simulations in Ref. [29]. A modified version of the unconserved PFC model
was used to determine the phase diagram as a function temperature and lattice mismatch.
The results reveal a rich phase diagram, which includes commensurate, incommensurate,
and liquid like phases with a topology dependent on the type of ordered structure. In
particular, a finite-size scaling analysis of the melting transition for the c(2×2) commen-
surate phase shows that the thermal correlation length exponent ν and the specific heat
behavior are consistent with the Ising universality class. For the 2D systems preliminary
results regarding the influence of a disordered pinning potential are also presented. We
study the effect of randomly uniform distributed attractive pinning centers. In the pres-
ence of a disordered potential force the system undergoes a transition from a spatially
ordered hexagonal state to a spatially disordered state. A continuous transition is found
for low density of pinning centers. The orientational order parameter describing the local
ordering remains nonzero suggesting the existence of a hexatic phase. The presence of a
peak in the dependence of the susceptibility on the pinning strength suggests a continu-
ous phase transition. In the case of high densities of pinning centers the system exhibits
an additional continuous transition to an orientationally and spatially disordered phase.
Concerning the dynamical properties of driven overlayers, the influence of an external
driving force on a commensurate pinned phase was studied for different values of mis-
match and pinning strengths for 1D and 2D systems in Ref. [12]. Due to the competition
between the pinning potential and the driving force there is a depinning transition at fc
for a finite driving force f . We demonstrated that within a certain range of parameters the
depinning transitions are continuous, and find that both in 1D and 2D the corresponding
21
power-law exponent is ζ = 0.5 in agreement with the expected value [20, 21, 23, 42].
We also characterized structural changes of the system close to the depinning transition.
For large pinning strength transverse depinning transitions in the moving state are also
found. Surprisingly, for sufficiently weak pinning potential we found a discontinuous de-
pinning transition with hysteresis even in one dimension although overdamped dynamical
equations are used.
The Thesis is organized as follows. In Chapter 2 the PFC model is introduced and its basic
properties presented for all dimensions following the calculations done in Refs. [17, 54].
Chapter 3 deals with the elastic properties of the PFC model. First we introduced the
classical theory of a harmonic crystal and the connections to macroscopic elasticity, as
presented in Ref. [4]. Then we show how to calculate the dynamical matrix in the density
functional theory (DFT) of freezing as presented in Ref. [40]. In the last part of the Chap-
ter 3 we present a general way to calculate the elastic constants for the PFC model in all
dimensions and for any type of Bravais lattice. In Chapter 4 the PFC model is extended
to include the effect of external pinning potentials. The static properties of the extended
model are presented for both periodic and disordered external potentials. In the first part
of Chapter 4, an overview of the results from Refs. [10, 29, 12] concerning the 1D and
2D cases in the presence of periodic potential without thermal fluctuations is presented.
The various phases that minimize the free-energy are described in detail and the phase
diagrams in terms of the pinning potential strength and periodicity are shown. Next we
discuss the results from Ref. [29] regarding the finite temperature behavior of the 2D
case of the PFC with external potential. For some of the studied phases, this behavior is
consistent with the Ising universality class. At the end of Chapter 4 preliminary results
regarding the effect of the disordered potential are presented. Chapter 5 focuses on the
results of Ref. [12] regarding the PFC model under an external periodic potential with-
out disorder with an external driving force. The response of the system to the external
force is presented for different values of mismatch and pinning strengths for 1D and 2D
systems. Although overdamped dynamical equations are used, we find for sufficiently
weak pinning potential discontinuous depinning transition with hysteresis in both 1D and
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2D cases, while for large values of the pinning strength continuous depinning transitions
were found. Also the structural changes of the system close to the depinning transition
are presented. In addition, for large pinning strength transverse depinning transitions in
the moving state are found. In Chapter 6 we summarize the main results of the Thesis.
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2 The Phase Field Crystal Model
Our tool of choice for studying the problems presented in Chapter 1 is the PFC model.
The state of the system is described by a continuous density field, Φ(~r), which is constant
for a liquid and forms a periodic pattern in the crystalline phase. Because of this the PFC
model incorporates natively elastic and plastic deformations. In the PFC model [17, 35],
the free energy functional is written as
FSHPFC =
∫
d~r
(
a4T
2
Φ(~r)2 + u
Φ(~r)4
4
+
Φ(~r)
2
G(∇2)Φ(~r)
)
, (2.1)
where G(∇2) = λ (k20q20 +∇2)2 and a∆T represents the mean-field temperature. Eq.
(2.1) describes a crystal with the first reciprocal vector of magnitude k0q0 (k0 is the mag-
nitude of first reciprocal lattice when the distances are measured in units of 1/q0), while
the elastic properties can be adjusted by λ, u and k0q0. The parameters of the model
can be fitted to reproduce the lattice constant and the desire property (elastic constants,
surface energy or the relative solidification miscibility gap) of the material studied.
Version (2.1) of the model is also called Swift-Hohenberg PFC model. The PFC model
can be derived as an approximation of the Density Functional Theory (DFT) of freezing
as demonstrated in Appendix A. The properties of the PFC model for the 1D and 2D cases
were presented in Ref. [17], while the 3D case in Ref. [54]. In this chapter we present
the basic properties of the PFC model in all dimensions, following the calculations done
in Refs. [17] and [54].
For numerical calculations it is convenient to rewrite the free energy in dimensionless
units [17] as
~x = ~rq0, ψ = Φ
√
u
λq40
, r =
a4T
λq40
, τ = Γλq40t. (2.2)
In these units the free energy becomes
F =
F
λ2q8−d/u
=
∫
d~x
[
ψ(~x)
2
ω
(∇2)ψ(~x) + ψ(~x)4
4
]
, (2.3)
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where ω (∇2) = r + (k20 +∇2)2. Since ψ is a conserved field it must obey the equation
of continuity in which the flux term is ∇ ·~j = ∇2(δF/δψ),
∂ψ(~x)
∂τ
= ∇2 δF
δψ(~x)
+ ζ = ∇2 (ω (∇2)ψ(~x) + ψ(~x)3)+ ζ(~x), (2.4)
where ζ has zero mean, 〈ζ (~x1, τ1) ζ (~x2, τ2)〉 = D∇2δ (~x1 − ~x2) δ (τ1 − τ2) and D is a
constant. Equations (2.3) and (2.4) have been used to study a variety of phenomena with
elastic and plastic deformation including grain boundary energies between misaligned
grains, buckling and dislocation nucleation in liquid phase epitaxial growth, the reverse
Hall-Petch effect in nano-crystalline materials and grain growth and ductile fracture [17].
In the absence of an external potential, the state of the system depends on the value
of the average density ψ¯ = 1/Vd
∫
Vd
d~xψ(~x) (Vd is the d dimensional volume) and the
mean-field temperature r. The free energy defined by Eq. (2.3) is minimized by constant
(’liquid’) or period (’solid’) solutions [17]. In the liquid phase the density is constant in
space
ψ(~x) = ψ¯, (2.5)
and the free energy obtained by inserting this solution in Eq. (2.3) is
Fc/Vd =
1
2
(r + k40)ψ¯
2 +
1
4
ψ4. (2.6)
A general solution of the periodic phases can be written expanded in Fourier series as
ψ(~x) =
∑
~G
a ~Ge
i ~G·~x + ψ¯, (2.7)
where the sum is performed over the relevant reciprocal vectors ~G of the crystalline phase.
In a one-mode approximation only the vectors with magnitude equal to the first reciprocal
lattice vector are considered.
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2.1 One dimension
In addition to the constant phase the free energy can be minimized by a periodic phase
which is written in a one-mode approximation as [17]
ψ(x) = Ap cos(kpx) + ψ¯, (2.8)
where kp and Ap must be chosen so that the energy is minimized. The wave number kp
is related to the lattice constant of the periodic phase ap through the relation kp = 2pi/ap.
After inserting this form of the density in Eq. (2.3) we obtain
Fp(Ap, kp, r, ψ¯)/L =
1
4
A2p(3ψ¯
2 + r + (k20 − k2p)2) +
3
32
A4p + Fc/L, (2.9)
where L is the size of the system. In order to minimize the free energy the wave vector
kp must be equal to k0, while the amplitude Ap is given by
A2p = −4(
1
3
r + ψ¯2). (2.10)
We can see that the periodic phase can exist only for r < −3ψ¯2. The free energy of the
periodic phase will then be
Fminp (r, ψ¯)/L = −(1/6)r2 + (1/2)(k40 − r)ψ¯2 − (5/4)ψ¯4 (2.11)
The phase diagram is determined comparing this energy with that of the constant phase,
Fc. The Maxwell equal-area construction rule must be satisfied in order to obtain equilib-
rium states i.e. ∫ ψ¯2
ψ¯1
dψ¯[µ(ψ¯)− µeq] = 0, (2.12)
where µ(ψ¯) = µp = ∂Fminp /∂ψ¯ (µ(ψ¯) = µc = ∂Fc/∂ψ) if F
min
p < Fc (F
min
p > Fc), ψ¯1
is solution of µp = µeq and and ψ¯2 is solution of µc = µeq. The phase transition between
the constant and periodic phases is of first order, i.e. regions of coexistence are present.
The phase diagram of the 1D PFC model calculated in Ref. [17] is shown in Fig 2.1(a).
It is also possible to calculate in the elastic energy using in the one-mode approximation
as a function of the strain u = (ap − a0)/a0, where a0 = 2pi/k0. For a small change of
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(a) (b)
(c)
Figure 2.1: (a) 1D and (b) 2D phase diagrams calculated analytically in Ref. [17] using
one-mode approximation and (c) 3D phase diagram (calculated in Ref. [54]), where the
parameter ² = −r. The solid line is the boundary separating constant different phases.
The hatched section of the plots corresponds to regions of coexistence between the phases.
For the discussion of the 2D and 3D cases see Secs. 2.2 and 2.3.
the lattice constant ap the total energy is
Fp/L = F
min
p /L+K
u2
2
+O(u3), (2.13)
where K = 2A2pk
4
0 is the bulk modulus and A
2
p = −4((1/3)r + ψ¯2).
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2.2 Two dimensions
In 2D systems, there are two periodic phases: stripes and triangular. The free energy of
the stripes is identical to the one-dimensional periodic phase. In Ref. [17] the one-mode
approximation for the triangular phase is obtained from Eq. (2.7) by restricting the sum to
the reciprocal lattice vectors of magnitude kt. For a triangular lattice with lattice constant
at the reciprocal lattice vectors are ~G = n~b1 +m~b2, where
~b1 = kt
(√
3
2
xˆ+
1
2
yˆ
)
, (2.14)
~b2 = ktyˆ,
with kt = 2pi/(at
√
3/2). For the one-mode approximation six pairs (n,m) are taken into
account, namely (0,±1), (±1, 0), (−1, 1) and (1,−1), for which |~G| = kt. Considering
the symmetry of the lattice and the fact that the density is real, all the amplitudes a ~G are
equal for the given pairs (n,m). Thus, the density can be expressed in the one-mode
approximation as
ψt(~x) = At
(
cos
(√
3
2
ktx
)
cos
(
1
2
kty
)
− 1
2
cos (kty)
)
+ ψ¯, (2.15)
where At and kt are to be determined by minimizing the free energy. Substituting Eq.
(2.15) in Eq. (2.3) and integrating in space gives
Ft/S =
45
512
A4t − ψ¯
3
16
A3t +
3
16
(
3ψ¯ + r + (k20 − k2t )2
)
A2t + Fc/S, (2.16)
where S is the area of the system. The free energy is minimized by kt = k0 and At =
(4/5)
(
ψ¯ + sign(ψ¯)
√
−36ψ¯2 − 15r
)
, where sign(ψ¯) = −1 for ψ¯ < 0 and sign(ψ¯) = 1
for ψ¯ > 0. The free energy of the triangular phase is
Fmint /S = −
13
500
ψ¯4 − 1
10
r2 +
1
2
(
7
25
r + k04)ψ¯2 (2.17)
+
4
25
|ψ¯|(4
5
ψ¯2 +
1
3
r)
√
−36ψ¯2 − 15r. (2.18)
To determine the phase diagram, the energies of the different phase (stripes, triangular
and constant) are compared. In addition, since ψ is a conserved field, the Maxwell equal
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area construction must be done in order to find the coexistence regions. The results of
these calculations are shown in Fig. 2.1(b) [17].
The elastic properties of the triangular phase can be obtained by calculating the costs for
deforming the equilibrium state. In two dimensions several types of deformations are
considered by applying modified forms of Eq. (2.15) —i.e. ψt(x/(1 + ²)), y/(1 + ²))
(bulk), ψt(x+ ²y, y) (shear), and ψt(x(1− ²), y(1 + ²)) (deviatoric). In the calculations ²
represents the dimensionless deformation. The results from the calculation performed in
Ref. [17] are:
Fbulk/S = F
min
t /S + α²
2 + . . . , (2.19)
Fshear/S = F
min
t /S + (α/8)²
2 + . . . ,
Fdeviatoric/S = F
min
t /S + (α/2)²
2 + . . . ,
with α = (3A2tk
4
0)/4. Using these results the elastic constants can be calculated taking
into account that, for a two dimensional system [13]
Fbulk/S = F
min
t /S + (C11 + C12)²
2 + . . . , (2.20)
Fshear/S = F
min
t + (C44/2)/S²
2 + . . . ,
Fdeviatoric/S = F
min
t /S + (C11 − C12)²2 + . . . ,
The elastic constants are then given by
C11/3 = C12 = C44 = α/4 (2.21)
These results are consistent with the symmetries of the two dimensional triangular system
—i.e. C11 = C12 + 2C44, but this model is restricted to materials with C11 = 3C12. In
the free energy the parameters can be chosen to produce any C11, but C12 can not be
varied independently. With these results the standard elastic moduli and constants can be
determined:
Bulk modulus B = α/2
Shear modulus µ = α/4
Young’s modulus Y2d = 3α/3
Poisson’s ration σ = 1
3
.
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While these results are consistent with the symmetries of the two dimensional triangular
system and the parameters can be chosen to reproduce the elastic moduli of an experi-
mental systems, it should be noted that in this simplistic model the Poisson’s ration is
always σ = 1/3 (in one-mode approximation). The accuracy of these approximations for
the bulk modulus was tested by numerical calculations and the agreement was found to
be quite good in the limit of small r [17].
2.3 Three dimensions
The properties of the 3D PFC model were presented in Ref. [54]. In 3D the periodic
phases that minimize the free energy are: hexagonal patterns of tubes with an energy
identical to the triangular phase, periodic walls with energy identical to the 1D periodic
phase, and the body centered cubic (BCC) phase, which is expressed in the one-mode
approximation as
ψBCC(~x) = ψ¯ + ABCC(cos(kBCCx/
√
2) cos(kBCCy(
√
2) (2.22)
+ cos(kBCCy/
√
2) cos(kBCCz/
√
2) + cos(kBCCz/
√
2) cos(kBCCx/
√
2),
where V is the volume, the amplitude ABCC is a parameter to be determined and kBCC
is the magnitude of the smallest reciprocal lattice vector. The lattice constant of the BCC
phase is aBCC = 2pi
√
2/kBCC . The energy in the one-mode approximation is
FBCC/V =
135
256
A4BCC +
3
4
A3BCCψ¯+
3
8
A2BCC(3ψ¯
2+ r+(k20 − k2BCC)2)+Fc/V, (2.23)
where ABCC and kBCC must minimize the free energy. The free energy is minimized by
kBCC = k0 and ABCC = −ψ¯(4/15)(2 + sign(ψ¯)
√
−11ψ¯2 − 5r), and thus the solution
for a BCC structure exist only for 11ψ¯2 < −5r. The free energy of the BCC phase is then
FBCC/V =
16
225
|ψ¯|(r + 11
5
ψ¯2)
√
−11ψ¯2 − 5r (2.24)
− 1
15
r2 +
793
4500
ψ¯4 +
47
150
rψ¯2 +
1
2
k40ψ¯
2
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Comparing the free-energies of the different phases (BCC, constant, hexagonal tubes and
periodic walls) and taking into account the Maxwell equal area construction, the phase
diagram was computed. Fig 2.1(c) shows the full phase diagram of the 3D PFC model
calculated in Ref. [54], where the parameter ² = −r.
The bulk modulus can be calculated by considering deformations of the form ψ(~x/(1+²))
and expanding the free energy in ² to obtain
B =
3k40
2
A2BCC . (2.25)
In the next section it will be demonstrated how to calculate the elastic constants of the
PFC model, from the dynamical matrix.
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3 Dynamical matrix and elastic constant tensor in
the PFC model
The PFC free energy depends only on three parameters, which can be fit to reproduce
certain features, such as relative fraction of freezing, surface energy in the liquid-solid
coexistence or elastic constants. In this chapter we will give a brief introduction to the
classical theory of harmonic crystal and show how to calculate the harmonic contribution
to the energy and the connection to elasticity in the harmonic approximation, as presented
in Ref. [4]. Then it is shown how to calculate the dynamical matrix in DFT of freezing
as presented in Ref. [40]. In the last part of this chapter the dynamical matrix and elastic
constants of the PFC model are calculated and results for the hexagonal and BCC lattice
are presented.
3.1 Distortion energy of a mono-atomic Bravais lattice
Many condensed systems form crystalline solid phases which consist of units (atoms,
molecules, or ions) arranged in an orderly repeating pattern extending in all spatial di-
mensions. The periodic pattern in which the units are arranged is called a Bravais lattice
[4, 13]. For a d dimensional crystal, any lattice point can be specified by a linear combi-
nation of d independent translation vectors, ~a1, . . . ,~ad:
~R = n1~a1 + n2~a2 + . . .+ nd~ad. (3.1)
In coordinate space the lattice of points is often called the direct lattice. Reciprocal lattice
is the set of all vectors ~G such that:
~Gi · ~aj = 2piδij, (3.2)
where i, j = 1, . . . , d.
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The potential energy of a crystal consisting of Np particles interacting via a pair wise
potential, in equilibrium with each other, is just the sum of all possible pairs:
U =
1
2
∑
~R,~R′
Φ˜(~R− ~R′). (3.3)
However at finite temperature the atoms are oscillating around the equilibrium positions
~Rj with the typical displacements ~u(~R) = ~r(~R) − ~R (which are are small compared to
the interatomic spacing) and the potential energy (3.3) must be replaced by
U =
1
2
∑
~R,~R′
Φ˜(~R− ~R′ + ~u(~R)− ~u(~R′)). (3.4)
Even for a simple pair potential like the Lennard-Jones case, extracting useful information
from the energy (3.4) is a hopeless task and we must use approximations, based on the
expectation that the atoms will not deviate substantially from the equilibrium positions
[4]. For small displacements ~u(~R) the energy (3.4) can be expanded in Taylor series
around the equilibrium value [4]
U =
1
2
∑
~R,~R′
Φ˜(~R− ~R′) + 1
2
∑
~R,~R′
(~u(~R)− ~u(~R′)) · ∇Φ˜(~R− ~R′) (3.5)
+
1
4
∑
~R,~R′
[(~u(~R)− ~u(~R′) · ∇]2Φ˜(~R− ~R′) +O(u3).
Because the expansion is done around the equilibrium, the coefficient of (~u(~R)− ~u(~R′))
in the linear term, ∇Φ˜(~R − ~R′), must vanish, since there is no net force on any atom in
equilibrium. In the harmonic approximation [4] only the quadratic term is retained from
the expansion and the energy can be written as
U = U eq + Uharm, (3.6)
where U eq is the equilibrium energy (3.3) and
Uharm =
1
4
∑
~R,~R′,α,β=x,y,z
[uα(~R)− uα(~R′)]Φ˜αβ(~R− ~R′)[uβ(~R)− uβ(~R′)]; (3.7)
Φ˜αβ(~r) =
∂2Φ˜(~r)
∂rα∂rβ
.
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Eq. (3.7) can be recast in a more convenient form as
Uharm =
1
2
∑
~R,~R′,α,β
uα(~R)Dαβ(~R− ~R′)uβ(~R′), (3.8)
where Dαβ(~R− ~R′) = δ~R~R′
∑
~R′′(Φ˜αβ(
~R− ~R′′)−Φ˜βα(~R− ~R′)). Regardless of the partic-
ular forms of the interatomic forces there are several symmetries that the matrix Dαβ(~R−
~R′) must obey [4]: Dαβ(~R− ~R′) = Dβα(~R− ~R′) (because Dαβ(~R− ~R′) = ∂2U∂uα(~R)∂uβ(~R′)
and the independence of the order of the differentiation), Dαβ(~R) = Dαβ(−~R) (because
the Bravais lattice has inversion symmetry), and
∑
~RDαβ(
~R) = 0 (if each ion is given
the same displacement, i.e. ~u(~R) = ~d, for all ~R, the crystal is simply displaced without
any internal distortion).
The dynamical matrix Dαβ(~q) is the Fourier transform of the matrix Dαβ(~R),
Dαβ(~q) =
∑
~R
Dαβ(~R)e
−i~q·~R, (3.9)
where ~q is restricted to the first Brillouin zone [13, 4]. The harmonic potential is
Uharm =
1
2
∫
ddq
2pid
∑
α,β
Dαβ(~q)uˆα(~q)uˆβ(~q), (3.10)
where uˆα =
∑
~R uα(
~R)ei~q·~R andDαβ(~q) =
∑
µν Kαµβνqµqν [13]. Kαµβνqµqν is the elastic
constant tensor. By knowing the dynamical matrix and studying the long-wave behavior
we can calculate the elastic constants for different Bravais lattices. The eigenvalues of the
dynamical matrix give the phonon spectrum, ω(~q)
ω2uˆα =
∑
β
Dαβuˆβ(~q). (3.11)
Phonon spectra are known for a large number of materials. Calculating the dynamical
matrix for a specific model gives the possibility to use experimental data as an input,
when elastic properties are relevant.
In the next section we will demonstrate how to calculate the dynamical matrix within the
DFT of freezing starting from the free-energy functional, following the calculations made
in Ref. [40].
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3.2 Distortion energy in the DFT theory of freezing
In the classical DFT of freezing [52] the free energy of the solid phase is written as
perturbation around a reference liquid state at the melting transition
FDFT
kBT
=
∫
d~x [ρ(~x) log(ρ(~x)/ρl)− δρ(~x)] (3.12)
− (1/2)
∫
d~xd~x′δρ(~x)C(~x− ~x′)δρ(~x′),
where C(~x − ~x′) is the direct two point correlation function measured in the reference
liquid and δρ(~x) − ρl. We can write the density, ρ0(~x), that minimizes the free energy
(3.12) for the constraint (1/Vd)
∫
d~xρ(~x) = ρ¯ as
ρ0(~x) = ρ¯+
∑
~G6=0
ρˆ0(~G)e
i ~G·~x. (3.13)
More generally, we can write the fluctuating density [40] in the form
ρ(~x) = ρ¯+
∑
~G 6=0
µˆ~G(~x)e
i ~G·~x. (3.14)
When looking at distances large compared to a lattice spacing, we can assume that the am-
plitude µˆ ~G(~x) in terms of the Fourier amplitude of the equilibrium density and a complex
phase [40],
µˆ~G(~x) = ρˆ0(
~G)ei
~G·~u(~x), (3.15)
where ~u(~x) plays the role of a displacement field. In the case of slowly varying and small
displacement the density ρ(x) can be extended in powers of ~u(~x) [40],
ρ(~x) = ρ0(~x) + (∇ρ0(~x)) · ~u(~x) + . . . ; (3.16)
ρ(~x) ≡ ρ0(~x) + ∆ρ(~x).
The harmonic part of the free energy is
FharmDFT
kBT
=
1
2
∫
d~x1d~x2
δ2FDFT
δρ(~x1)δρ(~x2)
|ρ=ρ0∆ρ(~x1)∆ρ(~x2), (3.17)
where the second order derivative of the free energy is given by
δ2FDFT
δρ(~x1)δρ(~x2)
|ρ=ρ0 =
ρl
ρ0(~x)
δ(~x1 − ~x2)− C(~x1 − ~x2). (3.18)
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Using the Fourier expansion of ρ0(~x) and ~u(r) =
∑
~q ~ˆu(~q)e
i~q·~x, with ~q restricted to the
first Brillouin zone [4], and performing the integration with respect to spatial variables
we obtain
∫
d~x1d~x2∆ρ(~x1)∆ρ(~x2)C(~x1 − ~x2) =
∑
~G~G′~q~q′αβ
ρ0(~G)ρ0(~G
′)cˆ((~G′ + ~q′)2)×(3.19)
× (i ~Gα)(i ~G′β)uˆα(~q)uˆβ(~q′)V δ ~G+ ~G′+~q+~q′,0,
with cˆ((~k)2) =
∫
d~xc(~x)e−i~k·~x. The Kronecker symbol δ ~G+ ~G′+~q+~q′,0 restricts the summa-
tion to the terms ~G′ = − ~G and ~q′ = −~q
∫
d~x1d~x2∆ρ(~x1)∆ρ(~x2)C(~x1 − ~x2) = −V
∑
~G~qαβ
|ρ0(~G)|2cˆ((~G+ ~q)2)× (3.20)
× ~Gα ~Gβuˆα(~q)uˆβ(−~q).
The other term can be easily calculated
∫
d~x1d~x2 ∆ρ(~x1)∆ρ(~x2)
ρlδ(~x1 − ~x2)
ρ0(~x)
(3.21)
=
∫
d~x1∆ρ(~x1)~u(~x1) · ∇ρ0(~x1) ρl
ρ0(~x1)
=
∫
d~x1∆ρ(~x1)~u(~x1) · ∇
[
log
1
ρ0(~x1)
]
=
∫
d~x1∆ρ(~x1)~u(~x1) · ∇1
∫
d~x2C(~x1 − ~x2)ρ0(~x2).
In order to obtain the last line in the equation, it was taken into account that ρ0(~x) mini-
mizes the free energy (3.12). Using the Fourier expansion of the density and the displace-
ment field and integrating with respect to spatial variables gives
∫
d~x1d~x2∆ρ(~x1)∆ρ(~x2)
ρl
ρ0(~x)
δ(~x1 − ~x2) =
∑
~G~G′~q~q′αβ
ρ0(~G)ρˆ0(~G
′)cˆ((~G′)2) (3.22)
× (iGα)(iG′β)uˆα(~q)uˆβ(~q′)V δ ~G+ ~G′+~q+~q′
= V
∑
~G~qαβ
|ρˆ0(~G′)|2cˆ((~G)2)
× GαG′βuˆα(~q)uˆβ(~q′).
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The harmonic contribution to the free energy is by inserting expressions (3.20) and (3.22)
in Eq. (3.18),
FharmDFT
kBT
=
V
2
∑
~G~qαβ
ρˆ0(~G)ρ0(− ~G)GαGβ(cˆ(~G2)− cˆ((~q + ~G)2))uα(~q)uˆβ(−~q). (3.23)
The dynamical matrix is just
Dαβ =
V
2
∑
~G~qαβ
ρˆ0(~G)ρ0(−~G)GαGβ(cˆ(~G2)− cˆ((~q + ~G)2))uα(~q)uˆβ(−~q). (3.24)
The fact that we calculated the dynamical matrix does not mean that the model contains
phonon dynamics in it, because in the DFT of freezing all the short time scales are in-
tegrated out. The simplest way to reintroduce the elastic interactions is to modify the
equation of motion to include the second order time derivative term [43]. In this ap-
proach, the elastic interactions are mediated through wave modes that propagate on time
scales many orders of magnitude slower than atomic vibrations but still much faster than
diffusive time scales.
The phonon energy spectrum is determined by the interaction potential which means it is
contained in the two particle correlation function. This gives the possibility to use it as
input for the theory instead reference liquid two point correlation function a correlation
function that reproduces the experimental phonon spectrum [31]. In the next section a
similar procedure is applied to the PFC model.
3.3 Distortions energy in the PFC model
The effective energy of the phonon modes can be obtained by expanding up to the second
order of the PFC free energy [17],
F =
∫
d~x
[
ψ
2
(
r +
(
k20 +∇2
)2)
ψ +
ψ4
4
]
. (3.25)
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The free energy (3.25) is minimized by the density field ψ0(~x) for the constraint (1/Vd)
∫
d~xψ(~x) =
ψ¯. The distorted density is given
ψ(~x, ~u(~x)) =
∑
~G
ψˆ0(~G)e
i ~G·(~x+~u(~x)), (3.26)
where ψˆ0(~G) =
∫
d~xψ0(~x)e
i ~G·~x. The displacement vectors and the density can be written
in terms of the Fourier components as
uα(~x) =
∑
~q
uˆα(~q)e
i~q·~r, (3.27)
where ~q is restricted to the first Brillouin zone, while the expression of the equilibrium
density, ψ0, in terms of the Fourier components, is
ψ0 =
∑
~G
ψˆ0(~G)e
i ~G·~r. (3.28)
In order to calculate the harmonic part of the free energy we expand it around the equi-
librium density, ψ0(~x), up to the second order in ~u(~x). Up to the second order in ~u(~x) the
distorted density is approximated by
ψ = ψ0 + ψ1 +O(u2), (3.29)
where ψ1 is given by
ψ1(~x) =
∑
α
(
∂ψ0(~x)
∂xα
)
uα(~x) = i
∑
α~q ~G
ψˆ0(~G)Gαuˆα(~q)e
i( ~G+~q)·~x. (3.30)
Inserting (3.3) in the free energy we find the first-order correction to the free energy is
F1 =
∫
d~xψ1
[Lψ0 + ψ30] , (3.31)
where L(∇2) = r + (k20 +∇2)2 is a linear operator with the eigenvalues Lˆ(k2). Because
we expand around the equilibrium state, the first order correction to the free energy given
by Eq. (3.31) is zero.
The harmonic contribution to the free energy is
F harm =
1
2
∫
d~x
[
ψ1Lψ1 + 3ψ20ψ21
]
. (3.32)
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The first term in Eq.(3.32) is∫
d~xψ1Lψ1 =
∑
αβ
∑
~q~q′ ~G~G′
ψˆ0(~G)uˆα(~q)GαLˆ((~q′ + ~G′)2)ψˆ0(~G′)uˆβ(~q′)G′β (3.33)
× (−1)
∫
d~xei(~q
′+ ~G′+~q+ ~G)·~x.
The integration with respect to ~x gives Vdδ~q+~q′,− ~G− ~G′ , where Vd is the integration volume.
Only for ~q = −~q′ we have a non-zero contribution, which gives V δ ~G,− ~G′ and the first term
in the harmonic free energy,
∫
d~xψ1Lψ1 = Vd
∑
~q
∑
α,β
∑
~G
ψˆ0(~G)ψˆ0(−~G)Lˆ(|~q + ~G|2)GαGβ
 uˆα(~q)uβ(−~q).
(3.34)
The second term is∫
d~xψ1(3ψ
2
0)ψ1 =
∑
α,β
∫
d~x3ψ20
∂ψ0
∂xα
∂ψ0
∂xβ
uαuβ =
∑
α,β
∫
d~x
∂(ψ30)
∂xα
∂ψ0
∂xβ
uαuβ. (3.35)
Taking into account that ψ0 minimizes the free energy, the second term in the harmonic
free energy is ∫
d~xψ1(3ψ
2
0)ψ1 = −
∑
α,β
∫
d~x
∂(Lˆ(∇2)ψ0)
∂xα
∂ψ0
∂xβ
uαuβ. (3.36)
This gives ∫
d~xψ1(3ψ
2
0)ψ1 =
∑
αβ
∑
~q~q′ ~G~G′
ψˆ0(~G)ψˆ0(~G
′)Lˆ(~G′2)GαGβ (3.37)
× uˆα(~q)uˆβ(~q′)
∫
d~xei(~q
′+ ~G′+~q+~G)·~x.
The integration with respect to ~x gives Vdδ~q+~q′,− ~G− ~G′ , where Vd is the integration volume.
Only for ~q = −~q′ we have non-zero contribution, which gives V δ ~G,− ~G′ and the first term
in the harmonic free energy is∫
d~xψ1(3ψ
2
0)ψ1 = −
∑
αβ
∑
~q ~G
ψˆ0(~G)GαGβLˆ(~G2)ψˆ0(−~G)uˆα(~q)uˆβ(−~q). (3.38)
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Eqs. (3.34,3.38) added together give us the dynamical matrix,
Dαβ(~q) =
∂2F [ψ]
∂uˆα(~q)∂uˆβ(~q)
(3.39)
=
∑
~G
|ψˆ0(~G)|2GαGβ(Lˆ(|~q + ~G|2)− Lˆ(~G2)).
The summation in the previous equation is over the relevant reciprocal lattice vectors.
In the absence of the pinning potential the summation is done over the reciprocal lattice
vectors of magnitude k0. Close to the first peak of the two point correlation function,
this expression is identical with the one obtained in the previous section for the DFT of
freezing. This implies that we can obtain results only for |~q| close to zero. This is enough
for calculating the elastic constants and for fitting the parameters of the PFC to match the
elastic constants of real materials.
For 1D system the elastic tensor has only one component. Taking into account that all
Fourier components except ψˆ(| ± k0|) are zero, the dynamical matrix is
D1D(q) = |ψˆ0(k0)|2k20(2q4 + 8k20q2). (3.40)
The bulk modulus for 1D systems can be extracted as
K =
1
2
∂2D1D(q)
∂q2
|q=0 (3.41)
= 8|ψˆ(k0)|2k40.
This expression can be compared to the one derived in Sec. 2.1 taking into account that
Aeqp = 2ψˆ0(k0), which gives
K = 2(Aeqp )
2k40, (3.42)
in agreement with the previous calculations done in Sec. 2.1.
In 2D the system forms a hexagonal lattice with six reciprocal lattice vectors of magnitude
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k0
~G1 = k0(
√
3/2xˆ+ yˆ/2); (3.43)
~G2 = −k0(
√
3/2xˆ+ yˆ/2); (3.44)
~G3 = k0yˆ; (3.45)
~G4 = −k0yˆ; (3.46)
~G5 = k0(−
√
3/2xˆ+ yˆ/2); (3.47)
~G6 = k0(
√
3/2xˆ− yˆ/2). (3.48)
The dynamical matrix of the 2D PFC model is
Dxx(~q) = 3|ψˆ0(|~G| = k0)|2k20(k20(3q2x + q2y) + (q2x + q2y)2); (3.49)
Dxy(~q) = Dyx(~q) = 6|ψˆ0(|~G| = k0)k40|2qxqy;
Dyy(~q) = 3|ψˆ0(|~G| = k0)|2k20(k20(q2x + 3q2y) + (q2x + q2y)).
The elastic constant tensor is obtained from the dynamical matrix through the relation
[13]
Dαβ(~q) =
∑
µν
Kαµβνqµqν , (3.50)
where
Kαµβν =
1
2
∂2Dαβ
∂qµ∂qν
. (3.51)
For the hexagonal lattice there are three independent elastic constants [4]
C11 = Kxxxx = Kyyyy; (3.52)
C12 = Kxxyy = Kyyxx;
C44 = Kxyxy = Kyxyx.
Substituting Eq. (3.50) in Eq. (3.52) and taking into account that 4ψˆ(|~G| = k0) = Aeqt
we obtain
C11 =
9(Aeqt )
2
16
k40; (3.53)
C12 =
3(Aeqt )
2
16
k40;
C44 =
3(Aeqt )
2
16
k40,
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in agreement with the calculations presented in Sec. 2.2.
We now turn the attention to 3D systems. In 3D, the configuration that minimizes the
free energy (2.3) forms a BCC lattice with 12 reciprocal vectors that satisfy the condition
|~G| = k0 [4]
2pi
a
√
2
(±yˆ ± zˆ) (3.54)
2pi
a
√
2
(±xˆ± zˆ)
2pi
a
√
2
(±xˆ± yˆ),
where all choices of sign are independent. The dynamical matrix of the BCC crystal is
Dxx(~q) = 4|ψˆ0(|~G| = k0)|2k20(q2x + q2y + q2z)(k20 + q2x + q2y + q2z); (3.55)
Dyy(~q) = 4|ψˆ0(|~G| = k0)|2k20(q2x + q2y + q2z)(k20 + q2x + q2y + q2z);
Dzz(~q) = 4|ψˆ0(|~G| = k0)|2k20(q2x + q2y + q2z)(k20 + q2x + q2y + q2z);
Dxy(~q) = Dxy(~q) = 8|ψˆ0(|~G| = k0)|2k40qxqy;
Dxz(~q) = Dxz(~q) = 8|ψˆ0(|~G| = k0)|2k40qyqz;
Dyz(~q) = Dzy(~q) = 8|ψˆ0(|~G| = k0)|2k40qzqx.
For cubic symmetry there are three independent elastic constants [4]
C11 =
A2BCC
2
k40 (3.56)
C12 =
A2BCC
4
k40
C44 =
A2BCC
4
k40
In last expression we took into account that 4ψˆ(|~G| = k0) = AeqBCC . Using the expression
obtained for the elastic moduli the parameters can be fit to recreate the elastic properties
of real materials and study. The expression (3.39) is a general expression valid for all
dimensions and all symmetries and it can be used also if the correlation function approx-
imation contains additional peaks. This expression can be used also for calculating the
elastic constants of metastable states or the commensurate phases that minimize the free
energy in the presence of a periodic pinning potential.
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In the next section the PFC model is extended to include the effect of external potential
of different lattice constant and symmetry of the original PFC, leading to competition
between the intrinsic ordering of the system and the pinning potential.
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Figure 3.1: The relation between the Bravais lattice vectors ~R, instantaneous position
~r(~R) of the particle that oscillates a round ~R and the displacement, ~u(~R) = ~r(~R) − ~R,
according to Ref. [4].
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4 The PFC model in external potential
In this chapter we present our analysis of the effect of an external pinning potential. This
is relevant to many systems in nature that possess two or more competing length scales.
Such systems may exhibit both commensurate and incommensurate phases [51, 5] char-
acterized by differences in the spatial ordering of the system. Important examples include
spin density waves [53, 18], charge density waves [47], vortex lattices in superconducting
films with pinning centers [30] and weakly adsorbed monolayers [3, 48] on a substrate.
The emerging structures are characterized by an order parameter (e.g. charge, spin or
particle density) that is modulated in space with a given wave vector q usually incom-
mensurate with the underlying lattice. In particular, for 2D adsorbate systems, there is
competition between the commensurate state, which is favored by a strong periodic pin-
ning potential and the cost of the elastic energy depending on the mismatch between the
intrinsic lattice constant a of the overlayer, and the period as of the pinning potential. The
effect of a substrate can be easily taken into account by introducing a linear coupling term
in the free energy,
∫
d~xV (~x)ψ(~x), as shown in Refs. [10, 11, 12]. Two types of external
potentials were studied: a periodic potential and randomly distributed defects.
In the first part of this section the effect of the simple periodic potential is presented. For
the 1D case the periodic potential reduces to V0 cos(ksx), while for 2D a potential with
square symmetry was considered. A potential with square symmetry is usually found
when a layer is adsorbed on a 100 or 110 face of a BCC crystal. The strength of the
coupling is characterized by the pinning strength V0 and the relative mismatch, δm, be-
tween the periodicity of the potential ks and k0. The effect of the periodic potential was
studied in the absence of of thermal fluctuations for both 1D and 2D case, while for the
2D systems also the effect of thermal fluctuations was investigated. We studied the effect
of the thermal fluctuations using MC simulations with a standard Metropolis algorithm in
the grand-canonical ensemble following Ref. [29].
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In the end of the chapter, the effect of randomly distributed defects is presented for 2D
systems in the absence of thermal fluctuations. In this case the effective potential can
be written as a sum of randomly distributed attractive centers. The configuration of the
system will depend on the pinning strength V0, the density of centers and the ratio between
the width of the centers and the lattice constant of the undisturbed hexagonal lattice.
4.1 Periodic potential at zero temperature
In this section we will discuss the effect of periodic pinning potential in the absence of
thermal fluctuations for the 1D and 2D systems. The parameters (ψ¯, r) are set so that the
system is in a solid phase, (ψ¯ = −1/4, r = −1/4). The effect of a substrate is introduced
using a linear coupling term
∫
d~xV (~x)ψ(~x) in the free energy given by (2.3)
F =
1
Vd
∫
d~x
[
ψ
2
(
r +
(
k20 +∇2
)2)
ψ +
ψ4
4
+ V (~x)ψ(~x)
]
. (4.1)
The periodic pinning potentials are characterized by the coupling amplitude V0 and the
lattice mismatch
δm =
k0 − ks
k0
, (4.2)
where ks = 2pi/as and as is the distance between two minima of the potential. It is
expected that in the limit V0 → 0 or a relatively small coupling the system will be in
an I state. In the opposite limit, of large V0, the pinning potential will dominate and the
system will be in a state commensurate with the external potential, i.e. the ratio between
the relevant reciprocal lattice of the system and the reciprocal vectors of the pinning
potential is a rational number.
Numerically, in the absence of the fluctuations, the equilibrium states are obtained by
solving the equation of motion:
∂ψ
∂t
= ∇2 δF [ψ]
δψ
= ∇2 (r + (k20 +∇)2)ψ + ψ4 + V ) . (4.3)
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The limit t → ∞ corresponds to equilibrium (δF [ψ]/δψ = constant). Eq. (4.3) was
integrated explicitly using finite difference on a uniform grids (1D and 2D) with dis-
cretization dx = dy = pi/4 and time step dt = 0.005. For one 1D systems the size of
the grid was varied from 16384dx to 65536dx, but no significant difference was found
in the phase diagrams between different sizes. The energy of the triangular phase in the
absence of an external pinning potential has an oscillating dependence with respect to
the grid size lx × lxdx2 of the order of 5% of the energy because a triangular phase can
not be accommodated on a square grid. Despite this for the case of periodic potentials
there was no difference in results when the system size was varied from 256× 256dx2 to
1024× 1024dx2[10]. The results presented in Sec 4.1 were obtained using a system size
of 65536dx for the 1D case and 1024 × 1024dx2 for the 2D case. Even if the size of the
system does not affect the significantly the positions of the boundary between different
phases (less than 2%), it is important for the study of I phases close to transitions. The
laplacians are evaluated in 1D using a central difference, while for the 2D the ’spherical
laplacian’ is used [17, 44]. Fully periodic boundary conditions have been used, which
limits the value of ks that can be used to the ones that satisfy ks = 2pin/(lxdx), with n in-
teger. Because there are no fluctuations, the system can evolve towards a local minimum
or the global minimum depending on the initial configuration. In order to find the global
minimum different initial configurations where used and after equilibration the one with
the lowest energy is selected. In the case of periodic potentials we have studied the influ-
ence of the potential also analytically. In the analytical approach the equilibrium state was
found using a trial function (2.7), where the relevant terms correspond to commensurate
and incommensurate states. After the integration with respect to spatial variables, the free
energy corresponding to the trial function was minimized with respect to the amplitudes
a ~G.
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4.1.1 One dimensional system
First we present the results regarding the effect of a periodic pinning potential for a 1D
system following Ref. [12]. The external pinning potential is
V (x) = V0 cos(ksx). (4.4)
For V0 = 0 the state that minimizes the free energy is given by (2.8), while in the large V0
limit the system is going to be an state which is an exact match of the pinning potential
(4.4). The trial function used for the analytical calculation is
ψ(x) = Ap cos(kpx) + Av cos(qsx) + Ai cos((2kp − ks)x). (4.5)
This approximation of the density field contains a combination of the terms corresponding
to the free lattice (Ap cos(x)) and pinning potential (Av cos(ksx)) plus an extra term
(Ai cos((2 − ks)x)) which appears due to distortion of the lattice. After inserting this
expression in (4.1) and integrating over space, the free energy is found to be
F pin1D/L =
1
4
A2i (r + 3ψ¯
2 + (k20 − (2kp − ks)2)2) +
3
32
A4i (4.6)
+
1
4
A2v(r + 3ψ¯
2 + (k20 − k2s)2) +
3
32
A4v
+
1
2
V0Av +
3
8
(A2pAvAi + A
2
vA
2
i + A
2
pA
2
v + A
2
pA
2
i ) + Fp/L,
where Fp/L is the energy of the 1D free lattice given by (2.9) and kp = k0. The ampli-
tudes Ap, Av, Ai are found by minimizing Eq. (4.6). All three amplitudes depend on the
lattice mismatch and pinning amplitude. For a fixed δm and large enough V0, Ap = Ai = 0
and the system is in C phase, while for small values of the pinning amplitudes the system
is found in I phase, Ap 6= 0 and Ai 6= 0. The transition point is defined as the values of
(δm, V0) at which the amplitude Ap vanishes. Examples of I phases are shown in Figs.
4.1(a) (for V0 = 0) and Fig. 4.2(a) (V0 = 0.021197, δm = 0.125), while in Fig. 4.3(a) a
C phase is shown for (δm = 0.125, V0 = 0.04608). The corresponding structure factor,
S(k) = ψˆ(k)ψˆ(−k), where ψˆ(k) = (1/L) ∫ dxψ(x) exp(ikx) and the density field ψ(x)
is obtained numerically to minimize the free energy (4.1), for each case is also presented
(Figs. 4.1(b),4.2(b) and 4.3(b)).
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Figure 4.1: (a) Density configuration and (b) the structure factor for δm = 0.125 and
V0 = 0.00.
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Figure 4.2: (a) Density configuration and (b) the structure factor for δm = 0.125 and
V0 = 0.021197.
Within the range of parameters used for the 1D system we found only one C phase,
which was an exact match of the pinning potential (the lattice constant of the system is
equal to the lattice constant of the substrate). Numerically, the order parameter Ap can be
calculated from the Fourier transform of the density field, Ap = ψˆ(kp) + ψˆ(−kp). Fig.
4.4 shows the phase diagram calculated numerically and analytically.
The dependence of the Ap, both in analytical and numerical calculations, suggests a dis-
49
500 510 520 530 540 550 560 570
−0.4
−0.2
0
0.2
0.4
0.6
x
ψ
(a)
0 0.5 1 1.5 2
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
k
st
ru
ct
ur
e 
fa
ct
or
(b)
Figure 4.3: (a) Density configuration and (b) the structure factor for δm = 0.125 and
V0 = 0.04608.
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Figure 4.4: Phase boundary for the 1D system, calculated numerically (continuous line)
and analytically (dashed line). Commensurate regions are denoted by C, while the in-
commensurate regions by I.
continuous I-C transition for−0.375 ≤ δm ≤ 0.6875 (Fig. 4.5(a)), while for δm < −0.375
the type of transition changes to a continuous one (Fig. 4.5(b)).
The energy hysteresis shows that in the range of mismatches, −0.375 ≤ δm ≤ 0.6875,
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Figure 4.5: Dependence of Ap with respect to pinning strength calculated numerically
(dashed line) and analytically (continuous line) for (a) δm = 0.125 and (b) δm = −0.50.
for a given value of V0 there is a local minimum corresponding to C and a local minimum
corresponding I separated by an energy barrier. Depending on the initial configuration,
the system will evolve towards one or the other minima. When V0 is at its critical value,
the C state has a lower energy than the I state (Fig. 4.6(a)) suggesting a discontinuous
I-C phase transition. For δm < −0.375 there is no hysteresis in the energy (Fig. 4.6(b)),
suggesting a continuous transition.
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Figure 4.6: Dependence of the free energy on the pinning strength calculated numerically
for increasing pinning strength (continuous line) and decreasing pinning strength (dotted
line) for (a) δm = 0.125 and (b) δm = −0.50.
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4.1.2 Two dimensional case
The effect of an external potential was also studied for 2D systems in Refs. [10, 11]. The
interaction between the adsorbate and the substrate was chosen to be
V (~x) = V0(cos(ksx) + cos(ksy)). (4.7)
For V0 = 0 the ground state has a perfect triangular symmetry. With increasing amplitude
of the pinning potential the configurations become spatially distorted and eventually the
system undergoes a transition to a square symmetry C phase. Because the pinning poten-
tial has a different symmetry from the free lattice and there are no thermal fluctuations
the transition from a I phase to a C phase is of the first order.
Numerically, the ground state is found by solving the equation of motion (4.3). Several
different initial configurations (hexagonal and C phases) were used. The equilibrium
state for each V0 and δm is the one with the lowest energy. Several states were found
to minimize the free energy. For small values of the pinning strength the system is in a
hexagonal incommensurate phase for all mismatches (Fig. 4.7(a)). If the pinning strength
is large enough, the system will be in one of the commensurate phases. The (1×1) phase
is an exact match with the pinning potential (Fig. 4.7(b)).
In addition to the (1 × 1) phase, higher commensurate phases exist when the relevant
reciprocal lattice vectors are close to k0. One these phases is the c(2× 2) phase in which
every second site of the lattice of the pinning potential is occupied [51] (Fig. 4.7(d)). The
relevant reciprocal vectors have a magnitude of ks/
√
2. This state is favored for mismatch
values close to 1 − √2 (Fig 4.9(a)). Another higher commensurate phase is the (2 × 1)
phase which is generated by a translation of the basis with the reciprocal lattice vectors
of the a c(2 × 1) lattice [51] (Fig. 4.7(c)). The structure factor, S(~k) = ψˆ(~k)ψˆ(−~k)
(ψˆ(~k) = (1/S)
∫
d~xψ(~x)ei
~k·~x) of this phase contains a set of peaks corresponding to the
(1 × 1) phase and a set of peaks located between the first and second order peaks of the
(1× 1) phase. The magnitude of the reciprocal vector which gives the position of this set
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of peaks is ks
√
5/2, suggesting that this phase is favored to exist when the mismatch is
close to 0.1 (Fig 4.9(a)). The (2
√
2×√2) phase is similar to the (2×1) phase. The lattice
is generated by a translation of the basis with vectors which are rotated 45◦ with respect to
the pinning potential and the magnitudes of the vectors are 2
√
2b and
√
2b. The structure
factor contains a set of peaks corresponding to the c(2 × 2) phase, while the position of
the additional peaks is given by a vectors with magnitude ks
√
10/4. This phase is favored
for mismatch values close to −0.27 (Fig 4.9(a)).
(a) (b) (c) (d) (e)
Figure 4.7: The phases that minimize the free energy: (a) hexagonal, (b) square (1× 1),
(c) square (2 × 1), (d) square c(2 × 2), and (e) square 2√2 × √2. The upper panels
represent the density plotted in a gray colormap and the corresponding lattice vectors,
while the lower panels the structure factors and the relevant reciprocal lattice vectors.
The black contours in Figs. 4.7(c) and 4.7(e) show the bases which generate the (2 × 1)
and (2
√
2×√2) lattices.
In addition to the ordered phases mentioned above, for the range of system sizes studied
here, we found that a number of more complex phases, appear in the range δm ∈ [0.2, 0].
These phases are crossover phases between the (2 × 1) and c(2 × 1) or (2 × 1) and
2
√
2×√2 structures. Some typical structures are shown in Fig. 4.8.
The transitions between the different phases were found by investigating the positions
and the heights of the peaks in the structure factor. A complete diagram is shown in Fig.
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(a) (b) (c) (d)
Figure 4.8: Examples of more complex phases: (a) δm = −0.0156, V0 = 0.02516; (b)
δm = −0.1250, V0 = 0.040; (c) δm = −0.1875, V0 = 0.0624 and (d) δm = −0.2188, V0 =
0.0798. The upper panels show the density plotted in a gray colormap, while the lower
panels the corresponding structure factors.
4.9(a) for −0.6 < δm < 0.3.
In the analytical method we consider the density to be a sum of hexagonal and square
modes. The trial density has the form
ψ(~x) = At(cos(x
√
3/2) cos(y/2)− 1
2
cos(y)) + As1(cos(ksx) + cos(ksy)) (4.8)
+ As2 cos(ksx) cos(ksy) + Ac cos(
ks
2
x) cos(
ks
2
x) + ψ¯.
The free energy corresponding to this density is
F pin2D/S = Ft/S +
3
8
As1As2A
2
c +
3
2
A2s1As2ψ¯ +
3
4
As1A
2
cψ¯ +
9
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(a) (b)
Figure 4.9: The phase diagram in terms of pinning strength (V0) and mismatch δm cal-
culated (a) numerically and (b) analytically. The insets show the phase diagram close to
δm = 0. The circles in (b) mark the values for which the approximation for the density
given by Eq. (4.8) breaks down.
where Ft is the free energy of the triangular phase given by Eq. (2.16). The amplitudes
At, As1, As2, Ac are found by minimizing the F
pin
2D . In the density expansion (4.8) the term
Ac cos(
ks
2
x) cos(ks
2
x) corresponds to the c(2× 2) phase and the amplitude Ac is non-zero
only for δm < −0.25. The amplitude Ac is a good order parameter to study the c(2×2)→
(1 × 1) phase transition. Both numerically and analytically it was found that, for a fix
mismatch, Ac goes to zero continuously when the pinning strength is increased which
suggests that c(2 × 2) → (1 × 1) transition is continuous. The phase diagram obtained
with the mode expansion (4.8) is shown in Fig. 4.9(b). Both numerically and analytically,
the transition from the I phase to C phase occurs whenAt = 0. Numerically the amplitude
At is calculated from the Fourier transform of the density field that minimizes the free
energy
At = 4
∑
hex
ψˆ(~G)/6,
where
∑
hex indicates that the summation is performed only over the smallest reciprocal
lattice vectors of the hexagonal phase and ψˆ(~k) = (1/S)
∫
d~x exp(i~k · ~x)ψ(~x). The
dependence of At with respect to V0, when δm is fixed, suggests a discontinuous transition
from an I phase to a C phase, while we expect the phase transitions between any two
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different C phases to be continuous.
4.2 Thermal fluctuations and phase diagrams of the PFC model
with periodic pinning potential
Next, we have studied the effect of thermal fluctuations for the 2D systems in the pres-
ence of the square periodic pinning potential. The MC simulations were performed in the
grand-canonical ensemble. We modified the free energy expression (4.1) to include an ad-
ditional linear term to the free energy containing the chemical potential µ, which controls
the average value of ψ(~x). This leads to a model mean field free-energy functional
Fµ = F0
∫
d~x{1
2
ψ[r + (k20 +∇2)2]ψ +
ψ4
4
+ V ψ − µψ}, (4.10)
where F0 = λ2q8−d/u. This modification allows the use of the MC algorithm with non-
conserved dynamics as described in Sec. 4.2.1, which is more efficient for equilibrium
simulations.
In the absence of the pinning potential, V (~x) = 0, the free energy of Eq. (4.10) can
be minimized by a configuration of the field ψ(~x) forming a hexagonal pattern of peaks
with wavevector of magnitude k0, when the values of the parameters r and µ are chosen
appropriately. This structure of peaks can be regarded as a crystalline system and the free
energy functional of Eq. (4.10) can then be used to describe both elastic and plastic prop-
erties of such a lattice system within a mean field description [35, 17, 34] for temperatures
T below the mean field melting temperature Tm by setting the parameter r ∝ T − Tm.
However, the free energy of Eq. (4.10) does not provide all the information on the system
at finite temperatures and specially does not take into account strong thermal fluctuations
which may lead to the melting of the hexagonal pattern.
To go beyond mean the field theory and take thermal fluctuations into account, we fol-
lowed the usual procedure of introducing a coarse-grained effective Hamiltonian [13, 24]
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where the energy for a particular configuration of the order parameter is given by the cor-
responding mean field free-energy functional. Instead of considering only the minimum
energy, this procedure allows for excitations according to a statistical weight provided
by the free energy functional. In the present case we take as the effective Hamiltonian
H[ψ] ≡ Fµ[ψ] with the corresponding partition function
Z =
∑
{ψ(~x)}
e−H[ψ]/kBT , (4.11)
where T is the temperature and the summation (functional integration) is taken over all
configurations of ψ(~x). Physical quantities are defined in the usual way as thermal aver-
ages over ψ configurations [13, 24]. The parameter r contained in H[ψ] was considered
to be a temperature-independent constant for the region below the mean field transition
temperature Tm in the absence of the pinning potential.
As in the previous section, we consider a pinning potential V (x, y) with square symmetry
V (x, y) = V0[cos(ksx) + cos(ksy)], (4.12)
with ks = 2pi/as.
4.2.1 Monte Carlo simulations
The free energy associated with the partition function of Eq. (4.11), which now takes
thermal fluctuations into account, cannot be obtained directly without approximations. In
order to obtain the equilibration configurations and average quantities it is necessary to
perform numerical simulations and for this purpose we used the MC method. Thermal
averages over configurations of ψ(x, y) were performed using MC simulations on a dis-
crete version of the effective Hamiltonian H[ψ]. The field ψ(x, y) and pinning potential
V (x, y) were defined on a square space grid, x = idx, y = jdy (i, j integers), with grid
size Ldx × Ldx, grid spacing dx = dy and with periodic boundary conditions. The
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laplacians in Eq. (4.10) were approximated by a simple discretization scheme
∂2
∂x2
fi,j =
fi+1,j + fi−1,j − 2fi,j
(∆x)2
. (4.13)
We used the standard Metropolis algorithm for simulations at a given temperature. At
each grid site (i, j), we attempt to change ψi,j by a small amount ∆ψ with probability
min(1, e−∆H/kBT ), using the Metropolis scheme, where ∆H is the resulting change in
the configurational energy. In our simulations, L was typically ranging from 64dx to
224dx, with the grid spacing dx = pi/4, and (4 − 2) × 106 MC passes for equilibration
and equal number of passes for thermal averages. Because of the periodic boundary
conditions, the length of the system L dx has to be a multiple of the lattice constant
of the pinning potential, 2pi/ks. This condition imposes a restriction on the values of
ks when calculations are performed for fixed L and dx. Thus, to be able to change ks
continuously near a commensurate phase while still keeping the same system size L,
we choose a variable grid spacing dx = (k0s/ks)(pi/4), where k
0
s was fixed such that
Lpi/4 = n(2pi/k0s) (n is an integer). The parameters r and µ were set to r = −1/4
and µ = −0.1875, corresponding to the hexagonal crystalline region in the original PFC
model without pinning [35, 17]. The temperature T is measured in units of F0k−1B .
Near the phase transitions, where long equilibration times are required, we used the ex-
change MC method (parallel tempering) [28, 39]. This method is known to reduce sig-
nificantly the critical slowing down near phase transitions. Recently, it has been used to
study glassy incommensurate vortex lattices in 2D superconducting arrays [25]. In this
method, many replicas of the system with different temperatures Ti in a range above and
below the critical temperature are simulated simultaneously and the corresponding con-
figurations are allowed to be exchanged with a probability distribution satisfying detailed
balance. The exchange process allows the configurations of the system to explore the
temperature space, being cooled down and warmed up, and the system can in principle
escape more easily from metastable minima at lower temperatures. Without the replica
exchange step, the method reduces to conventional MC simulations performed at different
temperatures. The method was implemented by performing MC simulations as described
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above for each replica at different temperatures, simultaneously and independently, for
a few MC passes. Then exchange of pairs of replica configurations at temperatures Ti
and Tj and energies Ei and Ej is attempted with probability min(1, exp(−∆)), where
∆ = (1/Ti − 1/Tj)(Ej − Ei), using the Metropolis scheme. We typically used 106 MC
passes for equilibration with up to 30 replicas and an equal number of MC passes for
calculations of average quantities.
4.2.2 Ground-state phase diagram in the grand canonical ensemble
We obtained the ground state ordered structures by simulations of the dissipative dynam-
ical equations for the phase field ψ(~x), as in the previous work [10, 11]. We chose this
method because at very low temperatures, the MC method (Sec. 4.2.1) appeared to be
computationally less efficient due to the low acceptance rate for MC moves. The dis-
sipative dynamics should evolve the system to the lower-energy state for arbitrary initial
conditions. Therefore the determination of the final configurations is equivalent to finding
the ground state for the effective Hamiltonian in Eq. (4.11), since H[ψ] ≡ Fµ[ψ]. For the
free-energy functional of Eq. (4.10) with non-conserved field the dynamical equations
are
δψ
δt
= −δFµ
δψ
. (4.14)
The ground-state phase diagram was obtained, numerically, by finding the final configu-
rations where δψ/δt = 0 starting from different initial configurations, for different misfits
δm and amplitudes of the pinning potential V0. Typically, we start with a hexagonal struc-
ture, which is the minimum energy state in the absence of the periodic potential (V0 = 0)
and then slowly increase V0 to the its final value for fixed δm. The calculations are then
repeated for different initial conditions. The ground state is the final configuration corre-
sponding to the lowest energy. The equation of motion (4.14) was solved on a uniform
square grid of size 128 × 128 with discretization dx = pi/4. Three low-order com-
mensurate structures were obtained as shown in Fig. 4.10: a (1 × 1) commensurate (C)
phase, where the peaks of ψ(~x) coincide with the pinning potential minima; a c(2× 2) C
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Figure 4.10: Density plot of the phase field ψ(~x) showing commensurate (C) and incom-
mensurate (I) structures in the ground state, depending on the amplitude of the pinning
potential V0 and misfit parameter δm. (a) (1×1) C phase; (b) c(2×2) C phase; (c) (2×1)
C phase; (d) hexagonal (full) I phase and (e) I phase with domain walls near the c(2× 2)
C phase.
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phase, where they form a superstructure with periodicity twice that of the pinning poten-
tial along the principal directions and a c(2×1) phase where the superstructure has lattice
periodicity twice the pinning potential along one of the directions. In addition, there are
incommensurate phases, where ψ(~x) forms a hexagonal periodic structures incommensu-
rate with the pinning potential as in Fig. 4.10(d) or a structure of domain walls separating
commensurate regions as in Fig. 4.10(e).
The results of extensive numerical calculations using the dynamical equation (4.14) are
summarized in the phase diagram in Fig. 4.11 for −0.5 ≤ δm ≤ −0.225 and in Fig.
4.12 for −0.2 ≤ δm ≤ 0.4. The transitions between the different phases were determined
from the change in the structure factor. Qualitatively the phase diagrams calculated at
constant average density in Sec. 4.1 and the one calculated at constant chemical potential
µ are similar in the range of mismatches −0.2 ≤ δm ≤ 0.4, though the absolute values
of pinning amplitudes are different. For the range of mismatches −0.5 ≤ δm ≤ −0.225
the commensurate phase (2
√
2 × √2) was not found for the unconserved case. This is
because the range of stability of the c(2 × 1) and (2√2 × √2) phases depends on the
average density, ψ¯.
4.2.3 Finite-temperature phase diagram
We studied the influence of thermal fluctuations and lattice mismatch near the simplest
commensurate structures, the (1 × 1) and c(2 × 2) commensurate phases, using the MC
method described in Sec. 4.2.1. The phase diagrams were obtained by monitoring the
behavior of the structure factor and specific heat as a function of temperature and lattice
misfit. First, the structure factor S(~k) was calculated from the positions ~Rj of the local
peaks in the field ψ(x, y) as
S(~k) = 〈
NP∑
j,j′=1
1
NP
e−i
~k·(~Rj−~Rj′ )〉, (4.15)
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Figure 4.11: Ground state phase diagram in terms of the pinning strength V0 and the
lattice mismatch δm for −0.5 ≤ δm ≤ −0.225
Figure 4.12: Ground state phase diagram in terms of the pinning strength V0 and mis-
match δm for −0.2 ≤ δm ≤ 0.4.
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where Np is the number of peaks. To locate the peak positions ~Rj for each configuration
of ψ(x, y) we implemented a computer algorithm [32] to find the local maxima in ψ(x, y)
based on a particle location algorithm used in digital image processing [15]. Alternatively,
a structure factor can also be defined directly from the field ψ(x, y) as
Sψ(~k) =
1
L2
〈|ψ(~k)|2〉, (4.16)
where ψ(~k) is the Fourier transform of ψ(~x). While the two expressions give similar
results the former expression is better for characterizing a structural phase transition as
it includes only the ordering of the lattice and does not simultaneously include fluctu-
ations in the amplitude of ψ as the latter expression does. The results described here
were obtained using the definition in Eq. (4.15). Second, the specific heat c was calcu-
lated directly from the average energy as c = (1/L2)(d〈H〉/dT ) and from the fluctuation
relation
c =
1
L2T 2
(〈H2〉 − 〈H〉2). (4.17)
We checked that these two different ways of calculating c gave the same results, which
indicates that the system is properly equilibrated at a given temperature.
Figs. 4.13(a) and 4.13(b) show the behavior of the scaled structure-factor peak S(km)/Np
and specific heat c as a function of temperature for the (1×1) and c(2×2) commensurate
phases. Here km is the magnitude of the wave-vector corresponding to the local maximum
in S(~k). For the (1 × 1) phase, S(km)/Np in Fig. 4.13(a) decreases and broadens with
temperature but does not disappear at the highest temperature where a liquid-like phase
is expected. Also, there is no peak in the corresponding specific heat in Fig. 4.13(b).
This indicates that the (1 × 1) phase does not melt into a liquid-like phase via a phase
transition, instead there is a smooth crossover from a low temperature highly ordered
phase to a high temperature phase where the pinning potential still induces some order in
the peak pattern of ψ(~x). This behavior is expected on theoretical grounds [2, 19] since
in this case the pinning potential has the same symmetry as the commensurate phase and
acts as a constant external field on the displacement order parameter. On the other hand,
for the c(2 × 2) commensurate phase, S(km)/Np in Fig. 4.13(a) drops sharply near the
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temperature where there is a peak in the corresponding specific heat in Fig. 4.13(b) and
this behavior is associated with the melting of the ordered structure into a liquid-like
phase.
The phase diagrams obtained near the (1 × 1) and c(2 × 2) commensurate phases as a
function of misfit, strength of pinning potential and temperature are shown in Figs. 4.14
and 4.15, respectively. In addition to the melting transitions, there are also commensurate-
incommensurate transitions from the c(2×2) to I phases and from c(2×2) to (1×1) phases
which are identified by the change in the peak patterns in the structure factor. A striking
feature of the phase diagram is its topology, which is strongly dependent on the type of
C phase. This agrees qualitatively with theoretical predictions from simplified models
[2, 19]. However, the present calculations were not sufficiently accurate to determine the
joining of the transition lines near the incommensurate phases in Figs. 4.15(a) and (b).
Hence, we were unable to investigate the theoretical predictions [19, 50] for the existence
of an intermediate liquid phase between the I and C phases at finite temperature near the
c(2× 2) commensurate phase.
In addition to the topology of the phase diagram, the nature of the phase transitions be-
tween the different phases is of particular interest. We investigated in detail the critical
behavior for the simplest case, corresponding to the melting transition of the c(2 × 2)
commensurate phase as a function of the temperature. From symmetry considerations
and Landau free-energy expansions [51], one expects that the critical behavior should be
in the Ising universality class. To verify if the phase field crystal model provides a correct
description of this behavior, we performed a finite-size scaling analysis of the melting of
the c(2 × 2) phase as a function of temperature, for a fixed value of misfit δm = −0.5.
Calculations were performed for increasing system sizes for the specific heat, structure
factor and a suitable dimensionless Binder ratio [7]. We define the Binder ratio UL(T ) as
UL = 2− 〈|ρ(km)|
4〉
〈|ρ(km)|2〉2 , (4.18)
where the order parameter ρ(km) is the Fourier transform of the of density of local peaks
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Figure 4.13: Temperature dependence of the scaled structure-factor peak S(km)/Np (a)
and specific heat c (b) for the (1× 1) commensurate phase (δm = 0, V0 = 0.10) c(2× 2)
commensurate phase (δm = −0.5, V0 = 0.275). Here km is the wave vector of the
corresponding ordered structure.
Figure 4.14: Phase diagrams near the (1 × 1) commensurate phase. (a) at fixed pinning
strength V0 and (b) at fixed misfit δm.
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in the field ψ(x, y) at ~Rj
ρ(km) =
1
NP
NP∑
j=1
e−i
~km·~Rj , (4.19)
evaluated at the wave vector km corresponding to the local maximum of the structure fac-
tor S(k). The finite-size behavior of UL provides an accurate determination of the critical
temperature Tc and an estimate of the thermal critical exponent ν which characterizes the
divergent correlation length, ξ ∝ |T−Tc|−ν , near the transition [7, 8]. In the high temper-
ature disordered phase, the real and imaginary parts of ρ(km) fluctuate with a Gaussian
distribution leading to UL → 0 while at low temperature there is long-range order with
〈ρ(km)〉 6= 0 and therefore UL → 1 for L → ∞. At the critical temperature Tc, the ratio
UL becomes independent of the system size L and therefore plots of UL(T ) as a function
of temperature for different systems sizes should cross at the same point, corresponding
to the critical temperature Tc of the system in the thermodynamic limit. In the scaling
regime sufficiently close to Tc, the dimensionless UL(T ) should satisfy the scaling form
UL(T ) = U¯((T − Tc)L1/ν), (4.20)
where U¯(x) is a scaling function. Since the slope (∂UL(T )/∂T ) evaluated at Tc is pro-
portional to L1/ν , an estimate of ν can be obtained [8] from a log-log plot of this quantity
against L.
Fig. 4.16(a) shows the temperature behavior of UL for different system sizes. Although
the curves do not cross precisely at the same point, for the three largest system sizes
the curves intersect approximately at Tc ≈ 0.03599(20). The lack of intersection at a
common point should be due to statistical errors and corrections to scaling. Fig. 4.16(b)0
shows a log-log of δUL(T )/δT evaluated at the estimated Tc against L from where we
obtain 1/ν = 1.1(1). This estimate of ν is in agreement with the exact value for the
thermal exponent of the two-dimensional Ising model, ν = 1.
The finite-size behavior of the specific heat c is also consistent with the Ising universality
class, where the specific heat exponent is α = 0. Fig. 4.17(a) shows the temperature
behavior of the specific heat for the different systems sizes. From finite-size scaling,
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Figure 4.15: Phase diagrams near the c(2× 2) commensurate phase. (a) at fixed pinning
strength V0 and (b) at fixed misfit δm.
Figure 4.16: (a) Temperature dependence of the Binder ratio UL(T ) for different system
sizes L, near the melting transition of the c(2 × 2) commensurate phase at δm = −0.5
and V0 = 0.275; (b) Estimate of the thermal critical exponent ν from the log-log plot of
∂
∂T
UL(T ) at Tc against L for the three largest system sizes.
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the maximum of c should scale as Lα/ν , which corresponds to a logarithmic behavior
Cmax ∝ logL, if α = 0. Fig. 4.17(b) shows that the linear-log plot of the specific heat
maximum cmax against L seems to be consistent with a logarithmic behavior for the three
largest system sizes.
The correlation function exponent η can also be estimated from the expected finite-size
behavior of the structure factor, which should scale as S(km) ∝ L2−η at Tc. Fig. 4.18
shows a log-log plot of S(km)/L2 evaluated at the above estimated Tc against L from
where we find η = 0.15. Unlike the above estimates of ν and α, this estimate of η is
much smaller than the known exact value for the Ising model, η = 0.25. This large
discrepancy could be due to corrections to scaling. However, to take such corrections into
account would require more accurate data and larger system sizes, which is beyond the
scope of the present work.
4.3 Random pinning potential in 2D
In the last part of this chapter we present preliminary results regarding the effect of a
random pinning potential. In this case the effective potential can be written as a sum of
randomly distributed attractive centers:
V (~x) = V0
Nc∑
j=1
v(|~x− ~xl|), (4.21)
where V0 represents the coupling amplitude, Nc is number of pinning centers and ~xl is the
position of the l center chosen from a set of uniform distributed numbers. The strength
of the interaction is determined by V0, the density of pinning centers ρc = Nc/S and the
width of the v(|∆~x|), σv. The function v(|∆~x|) decreases very fast to zero for |∆~x| > σv.
For all calculations presented in here, we set σv ' at/7. In order to make sure that there
is only one pinning center per pinned maxima the distance between pinning centers was
not allowed to be less than the lattice constant, at, of the triangular phase.
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Figure 4.17: (a) Temperature dependence of the specific heat c for different system sizes
L, near the melting transition of the c(2 × 2) commensurate phase at δm = −0.5 and
V0 = 0.275; (b) Specific heat maxima cmax in a linear-log plot indicating a logarithmic
behavior as a function of L for the three largest systems sizes.
Figure 4.18: Estimate of the correlation function exponent η from the log-log plot of
S(km)/L
2 at Tc against L for the three largest systems sizes.
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The free energy of the system is given by Eq. (4.1), while the dynamics are conserved
and follow the Eq. (4.3). The numerical calculations were done using the same method
that was used to study the effect of a periodic pinning potential. This model offers a
good description of vortex lattice in type II superconductors and can be connected to real
materials by fitting the elastic constants.
The positional ordering of the system can be characterized by an order parameter defined
as
ζψpos =
1√
S
〈|
∫
d~x exp (i ~Gt · ~x)ψ(~x)|〉, (4.22)
where S is the area of the system, Gt is a inverse reciprocal lattice vector of the trian-
gular phase and the average is done over different realizations of the pinning potential.
Information about the structure of the system can be obtained from the structure factor
Sψ(~k) =
1
S
〈|
∫
d~x exp (i~k · ~x)ψ(~x)|2〉. (4.23)
The point of transition can be found by investigating the behavior of the positional sus-
ceptibility χψ, as a function of the pinning strength when the density of pinning centers
ρc is kept fixed
χψpos = Sψ(~Gt)−
1
S
(
〈|
∫
d~x exp (i ~Gt · ~x)ψ(~x)|〉
)2
. (4.24)
A discontinuity or a divergence of this function indicates a phase transition at V0 = Vc.
We expect a strong dependence of Vc of the system size S = lxdx× lxdx,
|Vc(lx)− Vc(∞)| ∝ lξx. (4.25)
In addition to the positional order parameters ζψpos, an order parameter for orientational
symmetry also has to be defined. There exist phases in which there is orientational sym-
metry but no positional symmetry, for instance, the hexatic phase [13]. The hexatic phase
has a sixfold orientational symmetry, but no positional symmetry. The hexatic phase
would be characterized by the vanishing of the positional symmetry before the orienta-
tional. In the hexatic phase, orientational order decays algebraically while the positional
order decays exponentially.
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The maxima of the field ψ are lattice sites where the real particle spend most of the time;
a lattice site was present at position (i, i′) if ψ(i, i′) was greater than or equal to its nearest
neighbors and ψ(i, i′) was greater than ψ¯. The nearest neighbors of particle j were found
by drawing a circle through particles j, j′ and j′′. If no other particles were inside the
circle, then j′ and j′′ are nearest neighbors of particle j. The bond-orientational order
parameter for the position of the maxima is defined [33] as
ζori = 〈
∣∣∣∣∣∣ 1Np
N∑
j=1
1
NNj
NNj∑
j′=1
e6iθjj′
∣∣∣∣∣∣〉, (4.26)
where the sum on j is over all the particles and the sum on j′ is over the NNj nearest
neighbors of the particle j. θjj′ is the angle between the line connecting particles j and j′
and an arbitrary but fixed reference axis. For the hexagonal phase, ζori is equal to unity.
The orientational susceptibility, χψ, is defined as
χψpos = 〈
∣∣∣∣∣∣ 1Np
N∑
j=1
1
NNj
NNj∑
j′=1
e6iθjj′
∣∣∣∣∣∣
2
> − <
∣∣∣∣∣∣ 1Np
N∑
j=1
1
NNj
NNj∑
j′=1
e6iθjj′
∣∣∣∣∣∣〉2. (4.27)
4.3.1 Order-disorder transition
In the absence of the pinning potential the system will be in a hexagonal phase as de-
scribed in Sec. 2.2. For a fixed ρc and large enough pinning coupling amplitude V0 the
system will lose the ordering and will be in a disorder state. Two different regimes were
investigated, low density of pinning centers, ρc = 0.0032, and high density of pinning
centers, ρc = 0.0095. In comparison the density of maxima in the unperturbed hexagonal
phase is Np/S = 0.0222.
First we present results for low density of pinning centers, ρc = 0.0032. From Fig.
4.3.1 it can be seen that the positional order is lost before the orientational order. This
indicates that the system undergoes a phase transition to an intermediate phase, which has
orientational order but no positional order.
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Figure 4.19: The positional order parameter, ζψpos, the positional susceptibility, χpos, and
the orientational order parameter ζori as a function of pinning strength V0 for low density
of pinning centers, ρc = 0.0032. The size of the system was 512× 512dx2.
The positional susceptibility has a maximum at the transition point. No other transition
was found in the case of low density of pinning centers for the parameters that were
investigated. For large pinning strengths the system remains in a hexatic phases.
Similar behavior was found for the case of high density pinning centers. When the pin-
ning strength is increased the positional order parameter decreases to zero, while the
orientational order parameter remains finite.
At the point of transition the positional susceptibility has a maximum (Fig. 4.3.1). If the
pinning strength is further increased, the local ordering is lost and a phase transition to a
fully liquid-like phase occurs. At the point of transition the oriental susceptibility has a
maximum (Fig. 4.3.1).
The points of transitions have a strong dependence on the system size, but the data were
not accurate enough to perform a finite size scaling. The initial results suggest continuous
phase transition, but more calculations (larger systems and more averages) are needed in
order to find the exact nature of the phases and the universality class to which they belong.
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Figure 4.20: The positional order parameter, ζψpos, the positional susceptibility, χpos, and
the orientational order parameter ζori as a function of pinning strength V0 for low density
of pinning centers, ρc = 0.0095. The size of the system was 256× 256dx2.
In the next section we present the effect of a driving force on a pinned phase.
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5 Driven PFC in external potential
In the present section we focus on the case where the PFC under an external periodic
potential without disorder introduced in Sec 4.1 is driven by an external force in the
absence of thermal fluctuations [12]. The phase diagram of the PFC model with external
periodic pinning potential was mapped in Sec. 4.1. The main focus of the present chapter
is on the influence of an external driving force on the pinned C phase, which we study for
different values of mismatch and pinning strengths for 1D and 2D systems. As expected,
due to the competition between the pinning potential and the driving force there is a
depinning transition at fc for a finite driving force f . We demonstrate that within a certain
range of parameters the depinning transitions are continuous, and find that both in 1D and
2D the corresponding power-law exponent is ζ = 0.5 in agreement with the expected
value [20, 21, 23, 42]. We also characterize structural changes of the system close to
the depinning transition. For large pinning strength transverse depinning transitions in
the moving state are also found. Surprisingly, for sufficiently weak pinning potential we
find a discontinuous depinning transition with hysteresis even in one dimension although
overdamped dynamical equations are used.
5.1 The Phase Field Crystal under a periodic potential and a
Driving Force
The response of the system to a driving force can be obtained by including a convective
derivative, ~f · ~∇ψ, to the of the equation of motion (4.3). Thus, the dynamical equation
of motion for the phase field is given by
∂ψ
∂τ
= ∇2
((
r +
(
1 +∇2)2)ψ + ψ3 + V )+ ~f · ~∇ψ. (5.1)
The equation of motion is integrated numerically using the same procedure presented in
Chapter 4, with mentioning that for t → ∞ we have (∂ψ/∂t) = constant. The results
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do not change qualitatively when the system size is varied, but the value of the critical
force will depend on the size the grid. For the forces considered in this work (typically
~f = fxˆ), convective term does not change the average value of the density field.
In contrast to the usual classical microscopic characterization of particle positions and
velocities, the measurement of an average drift velocity in response to an external driving
force ~f requires some discussion. In the PFC model the maxima of the density field
that defines the lattice structure cannot always be interpreted as individual particles, since
vacancies may be present in the system. The conservation law in the model concerns the
local density field, not the number of maxima in the field. This becomes evident in the
driven PFC model, where the motion of the density field close to depinning may be more
akin to flow in a continuous medium than the motion of discrete particle-like objects.
Thus, defining the drift velocity in terms of the density field maxima is computationally
more demanding to implement. We have found that measuring the drift velocity vd from
the rate of change of the gradient of the density field gives consistent results, in absence
of thermal fluctuations. We have used the following definition
vd ≡
〈〈|∂ψ/∂t|〉~x /〈|∂ψ/∂x|〉~x〉t , (5.2)
where the subscripts ~x and t in the brackets denote averaging over space and time, respec-
tively. Alternative definitions were also considered, 〈〈|∂ψ/∂t|〉~x〉t,
〈√〈
(∂ψ/∂t)2
〉
~x
〉
t
,
and
〈√〈
(∂ψ/∂t)2
〉
~x
/√〈
(∂ψ/∂x)2
〉
~x
〉
t
, but the results were qualitatively identical.
Although the definition of the drift velocity vd according to Eq. (5.2) can be used to
determine the velocity response along the direction of the driving force, it is not particu-
larly useful in the study of the response in the transverse direction since it is not a vector
quantity. In order to study the transverse response it is more convenient to determine the
average velocity directly from the positions of the local peaks in ψ(~x). We used the same
method to locate the peaks as in Sec. 4.2. The drift velocity for the lattice of density
peaks is obtained from the peak velocities ~vi as
~vP =
〈
1
NP
NP∑
i=1
~vi(t)
〉
t
, (5.3)
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where NP is the number of peaks. We find that the definitions of the velocity from Eqs.
(5.2) and (5.3) give consistent results for the longitudinal depinning in the absence of
thermal fluctuations. However, in the presence of thermal fluctuations only the definition
from the peak velocities (5.3) is able to separate the contribution to the drift velocity due
to the driving force from thermal noise.
5.2 Driving in one dimensional systems
Next we investigate the influence of an external force on the 1D commensurate phase.
For this purpose, the parameters are chosen such that r = −1/4, and ψ¯ = 0. Depend-
ing on the values of the mismatch and pinning strength different behavior is found when
the driving force is added. Several values of mismatch between 0.3125 and −0.50 were
investigated. For δm & −0.3 two types of depinning are present, discontinuous and con-
tinuous. For values of the pinning strength close to the I-C phase transition, the depinning
transition is discontinuous. The dependence of the drift velocity as a function of the driv-
ing force exhibits a hysteresis (see Fig. 5.1(a)). The gap ∆fc = f inc −fdec decreases when
the pinning strength increases (Fig. 5.1(b)), which indicates that the transition becomes
continuous for large enough V0.
Note that for δm . −0.3 the depinning transition of a C pinned phase is continuous for all
values of the pinning strength, while for δm & −0.3 only for values of pinning strength
above a certain threshold. In Fig. 5.2, we show the behavior of a continuous depinning
transition for δm = 0.3125, V0 = 0.11. The dependence of the drift velocity on the force
follows a power law vd ∝ (f − fc)ζ , as can be seen in Fig. 5.2. The exponent ζ does
not depend of the pinning strength and it is equal to 0.50± 0.03 in all cases studied here.
This result can be understood as follows. When the pinning potential is periodic and large
in magnitude the neighboring phases are weakly coupled and the system should behave
as a single particle in a periodic potential [20, 21, 23, 42]. This effective single particle
behavior, which is expected to describe the threshold behavior for a commensurate phase
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Figure 5.1: (a) Discontinuous depinning of the commensurate phase for a relatively low
pinning strength (δm = 0.3125, V0 = 0.11). (b) Dependence of ∆fc on V0 for δm =
0.3125.
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Figure 5.2: Continuous depinning transition for relatively high pinning strength (δm =
0.3125 and V0 = 0.250). The arrow marks the value of the critical depinning force. The
triangles represent the numerical data while the continuous line is a fit to (f − fc)ζ . The
best fit is obtained for the exponent ζ = 0.50± 0.03.
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in absence of defects, is independent of the dimension, leading to a depinning exponent
ζ = 1/2 [20, 21, 23, 42]. We also find that the critical force increases with the pinning
strength and for δm & −0.3 has linear dependence on the pinning strength, while for
δm . −0.3 its dependence on pinning becomes sub-linear. Finally, we also note that for
large driving forces f À fc the system is totally depinned and the dependence of the drift
velocity on the force follows Eq. (1.2) with a linear dependence.
5.3 Driving in two dimensional systems
5.3.1 Nonlinear Response of the (1× 1) phase
We now turn to the influence of an external driving force for the pinned, commensurate
(1 × 1) and c(2 × 2) phases. Depending on the values of δm and V0, for both phases
we find both discontinuous and continuous depinning transitions. For δm ≥ −0.2 and
V0 ≥ 0.09 both continuous and discontinuous depinning mechanisms were found for the
commensurate (1 × 1) phase. For smaller values of the pinning strength close to the IC
transition, only discontinuous depinning transitions were found. Similar to the 1D case,
we identify two values of the critical forces for a discontinuous depinning, namely f inc
for when the force is increased and fdec when the force is decreased back to zero. Figure
5.3(a) shows the velocity dependence with respect to the applied force for a discontinuous
transition. We have also tested the effect of thermal fluctuations here and find that for low
temperatures the hysteresis remains unchanged up to some value which depends on the
mismatch and pinning strength. The gap ∆fc = f inc − fdec for a given δm decreases as
the pinning strength is increased (Fig. 5.3(b)). Finally, when the gap ∆fc vanishes the
depinning transition becomes continuous. In this regime we find that the sliding velocity
follows a power low vd ∝ (f−fc)ζ (Fig. 5.4), consistent with ζ = 0.5 in all cases studied
here as in the 1D case. We note that for δm ≤ −0.2 only continuous depinning transitions
were found for all values of the pinning strength.
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The depinning transitions are accompanied by structural changes. In the case of discon-
tinuous depinning the system will be in commensurate (1 × 1) phase, below the critical
threshold, and in a distorted hexagonal just above the critical threshold. (Figs. 5.5). In
the case of continuous depinnig the system will remain in a square phase (Fig. 5.6). In
both cases, for very large forces the system will be totally depinning along driving force
and the velocity is direct proportional to the applied force.
5.3.2 Nonlinear Response of the c(2× 2) phase
Similar to the (1 × 1) phase, the commensurate c(2 × 2) phase also exhibits both dis-
continuous and continuous depinning. For low value of pinning strength discontinuous
depinning transition was found (Fig. 5.7), while for large values of the pinning strength
the depinning becomes continuous (Fig. 5.8) with the exponent ζ = 0.5. In the case of
discontinuous depinning the system will be in commensurate c(2 × 2) phase, below the
critical threshold, and in a distorted hexagonal just above the critical threshold (Figs.5.9).
In the case of continuous depinning the system will remain in a square phase just above
the critical threshold (Fig. 5.10). In both cases, for very large forces the system will be
totally depinned along driving force and the velocity is direct proportional to the applied
force.
While for the cases presented here the structural changes occur when the system starts
to depin, it is also possible for changes to occur for forces below the critical threshold.
For some values of the mismatch and pinning strength, if the force is rotated 45 degrees
the c(2 × 2) phase will change first to a (1 × 1) phase from which the systems depins
continuously as described before. Other force induced transitions between commensurate
phases with no sliding are also possible.
The hysteretic behavior of the depinning transition found for sufficiently small pinning
strength V0 and the critical exponent ξ for the continuous transition are confirmed by
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calculations of peak velocity vp from Eq. (5.3). For large V0 where there is no hysteresis
and the behavior vp show a depinning transition at a critical force fc. A power-law fit
of the velocity near fc gives an exponent ζ = 0.52 ± 0.03 which is consistent with the
estimate using the velocity definition in Eq. (5.2).
The determination of the velocity response from the peak positions allows us also to study
the response to an additional force fy applied perpendicular to the longitudinal force fx.
For fx >> fc the longitudinal velocity vx is proportional to the force since in the moving
state the external pinning potential in the direction of the force appears as a time depen-
dent perturbation in a reference system co-moving with the lattice, with a vanishing time
average [16]. However, the pinning potential remains static in the transverse direction
[16]. One then expects that for sufficiently larger pinning strength, a transverse depinning
transition is possible for increasing force fy while fx is kept fixed. Fig. 5.11(a) shows the
behavior of the transverse velocity component vy, when an increasing fy is applied in the
moving state with fixed fx > fc in Fig. 5.8(a). The transverse critical force fyc decreases
with the longitudinal force fx and vanishes near the longitudinal depinning transition fc,
as shown in Fig. 5.11(b).
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Figure 5.3: (a) The variation of the velocity with respect to the external force for a dis-
continuous transition for the commensurate (1× 1) phase (δm = 0.125, V0 = 0.0350) and
(b) the variation of the gap ∆fc vs V0 for the same mismatch δm = 0.125.
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Figure 5.4: Dependence of the velocity on the external force for a continuous transition
for the (1 × 1) phase (δm = 0.125, V0 = 0.0900). The vertical arrow marks the critical
force fc. The triangles represent the numerical data, while the continuous line is a power-
law fit with ζ = 0.50± 0.03.
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(a) (b) (c) (d)
Figure 5.5: Change of the lattice structure (upper panels) and the corresponding struc-
ture factor (lower panels) with the applied force for δm = 0.125, V0 = 0.0350, where
depinning is discontinuous. Image (b) corresponds to f = 0.11 with a non-moving initial
configuration, while for (c) the applied force is the same but the initial configuration is a
moving one. The case (a) f = 0.07, (d) f = 0.13 are outside of the hysteresis region and
same result is obtained with moving or non-moving initial configuration.
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(a) (b)
Figure 5.6: Change of the structure factor with the applied force for δm = 0.125, V0 =
0.0900, where depinning is continuous. The images correspond to (a) f = 0.3776 (before
the depinning transition marked by the vertical arrow in Fig. 5.4(a)), (b) f = 0.3782
(after the depinning transition).
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Figure 5.7: (a) The variation of the velocity with respect to the external force for a dis-
continuous transition for the c(2 × 2) (δm = −0.50, V0 = 0.099) and (b) ∆fc vs V0 for
δm = −0.50.
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Figure 5.8: The variation of the velocity with respect to the external force for a continuous
transition (δm = −0.50, V0 = 0.207) for the c(2×2) and the corresponding power law fit.
The vertical arrow marks the value of the critical depinning force.The triangles represent
the numerical data, while the continuous line the power law fit with ζ = 0.50± 0.03.
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(a) (b) (c) (d)
Figure 5.9: Change of the lattice structure (upper panels) and the corresponding structure
factor (lower panels) with the applied force for δm = −0.5, V0 = 0.099 for the c(2 × 2)
,where depinning is discontinuous. Image (b) corresponds to f = 0.10504 with a non-
moving initial configuration, while for (c) the applied force is the same but the initial
configuration is a moving one. The cases (a) f = 0.018, (d) f = 0.13 are outside
of the hysteresis region and same result is obtained with moving or non-moving initial
configuration.
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(a) (b)
Figure 5.10: Change of the structure factor with the applied force for δm = −0.50, V0 =
0.207 for the c(2 × 2), where depinning is continuous. The images correspond to (a)
f = 0.1111664528 (right before the depinning transition indicated by the vertical arrow
in Fig. 5.8(a), (b) f = 0.1111672800 (right after the depinning transition).
Figure 5.11: (a) vy as a function of an additional force fy in the transverse direction,
with fx fixed. (b) Critical transverse force fyc as a function of the longitudinal force fx.
Results for V0 = 0.275, δm = −0.5.
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6 Conclusions
In this thesis we have presented a comprehensive study of the static and dynamic prop-
erties of some lattice systems under the influence an external potential and driving force.
These properties were studied using the recently developed Phase Field Crystal model
[17] in the presence of an external pinning potential [10, 11] and a driving force in Ref.
[12]. As the model naturally incorporates both elastic and plastic deformations, it pro-
vides a continuum description of lattice systems such as adsorbed atomic layers or 2D
vortex lattices, while still retaining the discrete lattice symmetry of the solid phase. The
main advantage of the model as compared to traditional approaches is that despite retain-
ing spatial resolution on an atomic scale its temporal evolution naturally follows diffusive
time scales. Thus the numerical simulation studies of the dynamics of the systems can be
achieved over realistic time scales many order of magnitudes over the microscopic atomic
models. In this work we have exploited this method to determine the phase diagram in
one and two dimensions as a function of lattice mismatch and pinning strength. The re-
sults were found be consistent with simulations of atomistic models of pinned overlayers
on surfaces.
The pinning potential was chosen such that it allows the occurrence of both C and I phases
as ground states of different symmetries in the model. The different C phases were pre-
sented in detail and the phase diagrams as function of pinning strength and lattice mis-
match between the pinning potential and the PFC were mapped out for both 1D and 2D
cases analytically and numerically in the absence of thermal fluctuations. Depending on
the mismatch, the transition from I phase to C phase was found to both continuous and
discontinuous in 1D while for the 2D case was found to be discontinuous for all range
of mismatches that were investigated. The transition between different C phases is ex-
pected to be continuous due to the fact that they the same symmetry. The influence of
the thermal fluctuations was also studied. The results revealed that the model has a rich
phase diagram, which includes commensurate, incommensurate, and liquid like phases
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with a topology dependent on the type of ordered structure. In particular, a finite-size
scaling analysis of the melting transition for the c(2 × 2) commensurate phase shows
that the thermal correlation length exponent ν and specific heat behavior are consistent
with the Ising universality class. In the 2D we studied also the effect of randomly and
uniformly distributed attractive pinning centers. The presence of a disordered potential
forces the system to undergo a transition from a spatially ordered hexagonal state to a
spatially disordered one. For both low and high density of pinning centers, we found a
continuous transition from an ordered phase to a hexatic phase in which the orientational
order parameter describing the local ordering remains nonzero. For the high density of
pinning centers the system will also undergo a transition from the hexatic phase to a liquid
like phase when the pinning strength is increased. Regarding the dynamical properties of
driven overlayers, we have presented the nonlinear response to an external driving force
of the most common stable commensurate states, namely the (1 × 1) and the c(2 × 2)
phases presented. These are particularly interesting cases that may be relevant to other
systems such as driven adsorbed monolayers [46, 45, 27], driven charge density waves
[23, 38] and driven flux lattices [22, 49]. In general the results of these studies indicate
both discontinuous and continuous transitions depending on the magnitude of the pinning
strength [38, 36, 6]. For high pinning strengths continuous transitions occurred with the
velocity near the transition scaling as (f − fc)1/2, independent of the dimension of the
system. This is as expected, since for a commensurate state in a strong periodic pinning
potential, each ’particle’ acts independently and the model reduces to an effective single
particle in a periodic potential, with a known depinning exponent of 1/2. Perhaps more
interesting is the observation of discrete transitions and hysteresis loops found at low pin-
ning strengths. While such behavior is expected in the presence of inertial terms both in
1D and 2D, it is quite interesting to see it in 1D, where dislocations are not available, and
dynamics being used is overdamped and purely relaxational. It is interesting to speculate
that this behavior is intimately related to the need for plastic deformations to mediate
the transition from one lattice structure to another. Work on these problems is already in
progress.
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A–1
Appendix A Derivation of the PFC model from the
DFT theory of freezing
In this section it is shown how the free energy of a pure system is obtained as an approx-
imation of the classical DFT of freezing following the calculations done by Elder et al.
[34]. In the classical DFT of freezing [52] the free energy of the solid phase is written as
perturbation around a reference liquid state at the melting transition
FDFT/kBT =
∫
d~x [ρ(~x) log(ρ(~x)/ρl)− δρ(~x)] (A.1)
− (1/2)
∫
d~xd~x′δρ(~x)C(~x− ~x′)δρ(~x′),
where C(~x−~x′) is the direct two point correlation function in reference liquid. In order to
understand basic features of this free energy functional it is useful to expand FDFT around
the average density, ρ¯, using the rescaled density
n(~x) =
ρ(~x)− ρ¯
ρ¯
. (A.2)
Expanding the nonlinear part of FDFT in powers of n gives
FDFT
ρ¯kBT
=
∫
~x
(
n2
2
− n
3
6
+
n4
12
+ · · ·
)
(A.3)
− ρ¯
2
∫
d~xd~x′n(~x)C(~x− ~x′)n(~x′) + F
0
DFT
ρ¯kBT
,
where F
0
DFT
ρ¯kBT
is the free energy of a liquid with average density ρ¯. The contribution
from the correlation function can be written as ρ¯
∑
~k nˆ(
~k)cˆ(~k)nˆ(−~k), with the Fourier
transforms of the rescaled density and correlation function nˆ(~k) =
∫
d~xei
~k·~xn(~x) and
cˆ(~k) =
∫
d~xei
~k·~xc(~x). Next the Fourier transforms of the two point correlation is approx-
imated with a forth order polynomial which has only even powers
cˆ(~k) = Cˆ0 + Cˆ2k
2 + Cˆ4k
4. (A.4)
The coefficients Cˆ0, Cˆ2 and Cˆ4 are fitted then to the position (km), height (cˆm) and second
derivative of the first maximum of the two point correlation function of the material of
interest (see Fig. A.1 for an example).
A–2
Figure A.1: A typical liquid state two-point direct correlation function is sketched. The
dashed line represents one of the possible approximations of the liquid two point correla-
tion function, as presented in Ref. [34].
In real space the approximation given by Eq. (A.4) corresponds to C(~x − ~x′) = (Cˆ0 −
Cˆ2∇ + Cˆ4)δ(~x − ~x′). Taking into account the approximations done and restricting the
expansion of the log term to the forth power, the condensation energy of the system can
be written as
FDFTPFC =
FDFT −F0DFT
kBT
(A.5)
= ρ¯
∫
d~x
(
Bl
2
n2 +
Bs
2
n
(
2R2∇2 +R4∇4)n− n3
6
+
n4
12
)
,
where Bl = 1 − ρ¯Cˆ0 is related to the isothermal compressibility in the liquid phase,
Bs = ρ¯(Cˆ
2
2)/(|Cˆ4|) is related to the bulk modulus of the crystal and 1/R =
√
Cˆ2/(2Cˆ4)
gives the magnitude of the first reciprocal lattice vector and implicit the lattice constant.
A–3
Comparing Eq. (A.5 with Eq. (2.3) it is obvious that they are the same up to some additive
constant. In order to prove we rescale the adimensional density field of the SHPFC model,
ψ(~x) = R1n(~x) + ψ¯. (A.6)
The constant R1 and the relationship between the different parameters of the two forms
of the free energy can be determined by comparing coefficients of each term in Eqs. (A.5)
and (2.3). With the rescaled density and taking into account that
∫
d~xn(~x) = 0 the free
energy of the SHPFC model is
FSHPFC =
∫ (
R21
2
n(r + k40 + 6ψ¯
2)n+
R21
2
n(2k20∇2 +∇4)n+
R41
4
n4 +R31ψ¯n
3
)
+ Fc,
(A.7)
where Fc is the free energy of the liquid given by (2.6). From Eqs. (A.7) and (A.5) it can
be seen that FDFTPFC ≡ FSHPFC − Fc if
ρ¯Bl = R
2
1(r + k
4
0 + 6ψ¯
2)
ρ¯BsR
2 = R21k
2
0
ρ¯BsR
4 = R21
ρ¯/3 = R41
−ρ¯/6 = R31ψ¯
(A.8)
These set of equations can be easily solved and the results are
R1 = − ψ¯
2
, ρ¯ =
3
16
ψ¯4, 1/R = k0, Bs =
4k40
3ψ¯2
, Bl =
4
3ψ¯2
(r + k40 + 6ψ¯
2). (A.9)
