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ABSTRACT
This thesis describes the work using RBS and XPS analytical techniques in 
conjunction with thermodynamic analysis to study buried oxide layers in a Si0^ Ge0^  
alloy produced by ion beam synthesis. The motivation for this research was to 
demonstrate the importance of characterizing the chemical state of multi-element 
or multi-valent compounds by a method which allowed thermodynamic 
interpretation of the equilibrium reached in ion beam processed systems. The Si- 
Ge-O system was so chosen because it is of current technological interest to 
synthesize buried oxide layers in SiGe alloy and theoretical importance to 
understand its oxidation mechanism. This system acts as a good working example 
of what can be achieved in both multi-element and multi-valent compound 
systems and the results obtained from this study may have wide-range 
applicability.
To synthesize the buried oxide layer in a SiGe alloy, three high doses of 
oxygen ions (0.6, 1.2 and 1.8xl018O+cm'2) with an energy of 200keV were 
implanted into samples of a S ^ G e ^  alloy. The alloy was grown by molecular 
beam epitaxy (MBE) on a n-type (100) silicon substrate. Selected samples were, 
subsequently, annealed at different temperatures of 800°C, 900°C and 1000°C for 
one hour. The sample composition and crystal quality, corresponding to each of 
the above treatments were first inspected using RBS and the channelling 
technique. The elemental distribution and chemical bonding of Si and Ge 
associated with their oxides in the sample were then examined in detail by XPS 
depth profiling and spectrum synthesis.
Abstract
It has been observed that the formation of silicon and germanium oxide is 
highly dependent on the dose of oxygen. The implanted oxygen reacts 
preferentially with silicon to form Si02 and this leads to a rejection of germanium 
from the buried oxide layer and its segregation in the Si/Si02 interfaces. GeOz can 
be formed only in the buried layer when the applied oxygen dose is higher than 
the value for stoichiometric S i02 in the alloy.
Based on these results, the changes of Si, Ge and O activities with the 
concentration of oxygen were calculated using the Thermo-Calc program, and 
chemical-potential depth profiles for the three components in the system 
throughout the oxygen projected range from all the as-implanted samples were 
determined. In light of the thermodynamic analysis, oxygen implanted into the 
SiGe alloy results in an increase of the chemical potentials of oxygen and 
germanium in the buried oxide layer, and a significant decrease in that of silicon. 
Transport during implantation and in subsequent annealing then follows the 
gradient of chemical potential: silicon atoms diffuse in the buried layer to form 
Si02 by the replacement of Ge in Ge oxides, and the released germanium atoms 
diffuse out to accumulate at each side of this layer.
Increasing annealing temperature promotes this mutual diffusion process, 
which favours formation of more S i02 and rejection of more germanium from the 
oxide, leading to the system reaching a more stable thermodynamic state. 
However, it has been found that in all the cases there is some Ge and its oxides 
trapped in the Si02 so that after annealing the ultimate thermodynamic 
equilibrium is not achieved in the system. The reason why Ge has a ’snowplough’ 
or ’pile-up’ behaviour in the oxidation of the SiGe alloy is attributed to the fact 
that the driving force given by its gradient of chemical potential is so strong that 
Ge has to diffuse in this direction even if it is against its gradient of concentration.
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CHAPTER 1
INTRODUCTION
Silicon and germanium are most common raw materials for the 
semiconductor industry. Compared with Ge, however, Si has been far more widely 
used for making electronic devices and one of the main reason is found in the 
excellent thermal and chemical stability of its oxide, S i02, which is often used as 
a high quality dielectric. Silicon dioxide has many uses in modern integrated circuit 
manufacture, such as to provide a cap to passivate the surface, to serve as a mask 
to prevent the diffusion of dopant into silicon and to act as a component in metal 
oxide semiconductor (MOS) devices. A new example of its use is as a buried layer 
in bulk silicon, formed by the method of ion beam synthesis (IBS) and used to 
fabricate silicon-on-insulator (SOI) structures [1-3]. The technology involves 
implanting high dose of energetic oxygen ions into a Si wafer, followed by an 
anneal at over 1200°C to remove the residual radiation damage. By this means a 
layer of buried Si02 is achieved, which can be used to eliminate those unwanted 
resistive and capacitive loads produced by the thick slab of silicon underneath. It 
can also isolate one circuit element from another so as to shrink the device size, 
and to protect the electronic circuits from absorbing charged particles.
This technology, also known as Separation by IMplanted OXygen 
(SIMOX), has the strength that ion-beam processing is predictable, transferable 
and free from contamination. The thickness and the depth of buried Si02, 
therefore, can be easily controlled by varying the ion dose and energy. Although 
in practice some improvements have yet to be made [2,4], the benefits of using
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this material have been demonstrated by many research laboratories around the 
world [5-11]. Starting from 1990, commercial SIMOX wafers appeared on the 
market and SIMOX chips were soon also on sale. Inspired by the success of 
fabricating SOI structure using the SIMOX technology, scientists have also been 
dedicating themselves to the study of synthesizing other compounds in silicon, e.g. 
SiC and metal silicides (CoSi2, NiSi2, CaSi2, CrSi2, YSi2, TiSi2 and G ^ N i^ ^ ) ,  and 
forming oxide layers in other materials, such as Ge, SiGe alloy, Ta and A1 by 
applying the IBS technique.
Rutherford backscattering (RBS), in some cases also secondary ion mass 
spectroscopy (SIMS), is a conventional technique employed to analyze these 
materials. In general RBS can provide quantitative information for the distribution 
of implanted ions and the sample composition-depth profile without the need for 
ion erosion. By use in conjunction with the channelling technique, it is capable of 
identifying the impurities in single crystals and measuring the degree of crystalline 
disorder. The detection limit of RBS can reach 10‘4 level, but this is only achieved 
from those samples which contain heave elements in light element matrices. For 
other samples dynamic SIMS analysis combined with high rates of ion sputtering 
is normally used, being a sensitive technique for surface analysis with detection 
limits up to thepartsper billion (10*9) level and having good depth resolution. The 
common weakness of these two techniques lies in that they can not provide 
chemical state information about the sample.
In the previous studies of oxygen implanted into pure silicon, based on the 
fact of the chemical stability of silicon dioxide, it was considered that if the 
concentration ratio of the silicon to the oxygen in the same region detected by 
RBS or SIMS was 1:2, the formed compound could only be S i02 [12-14]. This
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assumption, however, will not hold water for multi-element (e.g. Si-Ge-O, Co-Ni-Si 
and Co-Fe-Si) or multi-valent (e.g. Co-Si, Ni-Si and Cr-Si) system. Taking the 
synthesis of buried oxide layers in SiGe alloys as an example, since both Si and Ge 
have the ability to bond O to form oxides [15] results from RBS/SIMS 
measurement will not be able to show what oxide has formed in the region where 
oxygen, silicon and germanium coexist.
From early reports on the thermal oxidation of SiGe alloy, it has been 
observed, quite commonly, that during oxidation the oxide formed is S i02, whereas 
Ge is rejected completely from the oxide to form a Ge-rich layer at the oxide/alloy 
interface. The phenomenon is described as Ge ’snowplough’ or ’pile-up’ in front 
of oxide and these terms have been cited frequently in the papers [16-21]. The 
oxidation rate of silicon in the alloy, as a consequence of the Ge ’snowplough’, 
increases considerably compared with that of pure silicon. However, because of 
the lack of chemical bonding information in the previous studies, due to the 
limitations of RBS and SIMS analysis, the underlying reason for the Ge 
segregation is still unclear to this day. Words like Ge ’snowplough’ or ’pile-up’ do 
not give any explanation for the phenomenon except as a description. In fact, for 
high pressure oxidation (740°C, 205 atm of dry 0 2) [18], Ge is found to be trapped 
in the oxide while the oxidation rate for silicon is still enhanced. It is believed that 
the observation of Ge segregation or trapping must have some intrinsic relations 
to its chemical states and this information is vital for the understanding of the 
oxidation of SiGe alloys.
In the case of synthesizing other multi-element systems, similar results are 
expected to be observed, in which one element may be rejected from the growing 
layer into the surrounding material during the synthesis process or subsequent
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annealing. For multi-valent systems, the synthesized compound will also become 
much more difficult to determine without knowing its chemical state. Nickel 
silicide, for instance, can exist in a variety of forms such as NiSi, Ni2Si, Ni3Si, 
Ni3Si2, and NiSi2 [22]. It is, therefore, essential to investigate the chemical state 
characterization of the layers produced by ion beam synthesis.
In this work, the use of X-ray photoelectron spectroscopy (XPS) depth 
profiling for chemical state characterization of compounds is explored. This can 
provide chemical state information in the sample throughout the fabricated layers. 
As a working example the Si-Ge-O system is used. This system has been studied 
in collaboration with the Department of Electronic and Electrical Engineering at 
the University of Surrey and the Physics Department at the University of 
Warwick. RBS is used in association with XPS as a means of non-destructive 
measurement for a quick preexamination of the sample. Based on the results 
obtained, thermodynamic analysis is carried out and a model is proposed to 
account for the direction of the diffusion process which has occurred and the 
equilibrium achieved in the sample. It is anticipated that the result obtained from 
this work could explain the reasons for formation of different oxides, element 
redistribution including Ge uphill-diffusion and the effects of implanted oxygen ion 
doses as well as annealing conditions. All of this gives a better understanding of 
the oxidation of Si-Ge materials in thermodynamic terms. The model and 
thermodynamic analysis carried out in this work is capable of being applied to 
many of the other systems now being studied by ion beam synthesis.
4
CHAPTER 2
LITERATURE SURVEY
2.1 Developments and Applications of Ion Beam Synthesis Technology in 
Semiconductor Materials
2.1.1 A Brief Historical Review
The technology of ion implantation was developed in 1960s [23,24]. At that 
time it was used mainly to dope impurities into semiconductors since the 
conductivity of semiconductors can be changed significantly by introducing this 
small amount of dopant, which makes the materials extremely useful for 
fabrication of electronic devices. To attain this goal, the dose of impurity to be 
implanted is generally in a range of 10u-1016 ions/cm2, although the implantation 
energy can be varied from 10 to 300keV. The method of ion implantation, 
compared to the way of conventional diffusion, has many advantages [25]: for 
example, the dopant profile is more precisely controllable and reproducible; the 
dopant concentration is not necessarily limited by consideration of solid solubility, 
which allows a wide choice of impurity elements to be used for different device 
manufacture; and the dopant lateral motion is negligible, making device geometry 
smaller and packing densities higher. Over the past 20 years, ion implantation has 
become one of the major methods to fabricate semiconductor devices.
Starting from the mid-1960’s, ion implantation was employed to alter the 
surface properties of metals and in some cases it happened that new materials
5
Chapter 2 Literature survey
were synthesized due to the chemical reactions generated by the ion implantation 
process [26-28]. Particularly in the last decade great efforts have been made to use 
this technique to produce buried compound layers [29-31]. For this reason, the 
name ’ion beam synthesis (IBS)’ has been given for this special application of ion 
implantation technique. It has now been demonstrated to be a successful tool for 
the synthesis of a variety of compounds, ranging from insulators [32-34], through 
semiconductors [35-38] to conductors [36-38].
2.1.2 Features of the IBS Technology
In order to obtain a layer of compound made by ion beam synthesis, a 
higher dose of ions, compared to the dopants, should be used and normally the 
range of the dose is from 1017 to 2xl018 ions/cm2, depending on the synthesized 
compound [32,38]. In general the implantation energy will be increased relevantly 
as well. A typical applied energy is around 100-200keV but for some special 
purposes energies up to ~MeV have also been applied [39,40]. The target material 
into which ions are implanted, to date, has usually been silicon. Followed the 
implantation a high temperature anneal is necessary, during which the residual 
radiation damage can be removed and a better quality of compound layer with 
abrupt interfaces between this layer and silicon can be formed. The major 
advantages of the IBS method lie in that: it can produce either surface or buried, 
or both, compound layers in silicon; the thickness and depth of synthesized layers 
can be changed easily by varying the ion dose and ion energy, which allows the 
circuit designers more easily to tailor the materials to meet a specific application; 
the quality and performance of the devices fabricated on the materials with this 
technology are superior to those of devices made by other materials; and finally 
the whole process is flexible, controllable and reproducible.
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2.13 Synthesis of Buried Oxide in Silicon
Although the first proposal, made by Smith [41], that certain material 
surfaces could be converted to oxides or nitrides by using very high doses of 
oxygen and nitrogen ions can be traced back to as early as the year of 1956, 
studies of ion beam synthesis of compounds in silicon had not been received much 
attention until the late 1970’s when the prospect of fabricating silicon-on-insulator 
(SOI) structure with this method was recognised. In 1978 Izumi et al. at NTT [42] 
made an exciting breakthrough in the development of this technology. He first 
demonstrated that CMOS (complementary metal oxide semiconductor) devices 
with better performance could be fabricated on an SOI substrate prepared by ion 
beam synthesis of a buried S i02 layer in silicon and subsequent growth of an 
epitaxial silicon layer on the top. He also named this technology as SIMOX, an 
acronym for Separation by IMplanted OXygen, which was widely adopted later 
by other scientists in this field. Since then a comprehensive investigation on IBS 
of buried oxide in silicon has been carried out for over a decade and the quality 
of SOI structure made by this method has been steadily improved.
A typical SIMOX process involves implanting a high dose of energetic 
oxygen ions into silicon and then annealing the sample at high temperature to 
form a silicon dioxide layer buried in bulk silicon. In order to preserve crystallinity 
of the surface layer of silicon, the implantation is performed at an elevated 
temperature to continuously anneal the damage induced by ions penetration and 
collision cascades. Details of a conventional SIMOX processing conditions are 
summed up in Table 2.1 [1,34].
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Table 2.1 Typical SIMOX Processing Conditions
Ion Implantation Anneal
Energy: 150 -  200KeV 
Dose: 1 ~ 2xl018O+cm'2 
Ti*: ~ 600°C
Ta+: 1300 ~1400°C 
Time: 2 ~ 6 hrs
Ts* — Implantation Temperature 
Ta+ -- Annealing Temperature
In the early stages [42-44], ion implantations were normally carried out at 
room temperature and applied ion doses, implantation energies, and annealing 
temperatures were all much lower than the values shown in Tab.2.1. As a result, 
the formed SOI substrate was poor in quality and contained a large amount of 
oxide precipitates and high density of defects. In 1984, Hemment et al [45] 
reported that with higher implantation energy and annealing temperature it was 
possible to form a sufficiently thick silicon overlayer to be used for device 
fabrication. An SOI substrate thus can be made by a single implantation without 
growing an epitaxial silicon layer afterwards. Further, the results obtained by 
Jaussaud and his group [46] indicated that in order to eliminate the oxide 
precipitates from the silicon film, a post-implantation anneal over 1200°C was 
necessary. In 1986 Celler et al. at AT & T Bell Lab [47] developed a special 
technique called lamp annealing, which enabled them to anneal the implanted 
sample just below the melting point of silicon. With this method they reported 
that a precipitate-free top silicon film with Si/Si02 interfaces sharp on an atomic 
scale was obtained. Today, after ten years of improvements, the technology of 
SIMOX is well established and has been employed to produce good-quality SOI 
substrates.
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The success of fabricating SOI structure using SIMOX technology is 
significant because silicon-on-insulator is the material with excellent potential for 
very large scale integrated (VLSI) circuits and radiation hardened devices [47-49]. 
It is well known that to this day silicon has been one of the most dominant 
semiconductors used in the modem electronic industry. The reasons for this are 
that as a raw material it is less expensive than most other semiconductors; its 
high-quality single crystal form is easier to obtain; and more important silicon has 
very good thermal and chemical stability, with which it can be converted into a 
stable high-quality dielectric (Si02) [50].
For modern integrated circuits (ICs), however, the ideal thickness of the 
silicon substrate would be only a few hundred nanometres (typically 100-500nm), 
whereas today silicon wafers prepared for manufacture of ICs components are still 
more than 400/xm thick because of the fragility of this material. The thick slab of 
silicon remaining underneath individual fabricated transistors simply provides a 
mechanical support but from a ICs design point of view it acts as an unwanted 
resistive and capacitive load, which has many disadvantages: (1) It affects 
switching rates and slows down circuits. (2) It consumes more power than 
necessary. (3) It provides a current path for parasitic transistors, which can cause 
catastrophic damage to small CMOS transistors. (4) It slows down and absorbs 
charged particles, e.g. natural radioactive decay and cosmic rays, so creating 
photocarriers that can diffuse to the transistor’s high field regions and corrupt the 
information stored in the memory cells.
The solution to eliminate these drawbacks from the thick silicon slab is to 
replace it with an SOI substrate. As a comparison, Fig.2-1 schematically shows a 
CMOS device fabricated in a conventional silicon wafer and in an SOI substrate
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respectively. It is clear that in the case of SOI substrate, the influences on the 
component coming from the bulk silicon are isolated by the insulating layer. There 
are a quite few of techniques which have been developed to produce good-quality 
SOI substrate, but among them SIMOX has become the mainstream technology. 
As shown in Tab.2.2, compared with other methods SIMOX is the most promising 
one to fabricate SOI wafers which are suitable for various kinds of applications. 
Currently the only weakness of this technique is the high cost due to the 
requirement for long times of implantation. However, it has been predicted [51] 
that in the coming two or three years the costs for SIMOX wafer and SIMOX- 
CMOS circuits (CMOS circuits built in SIMOX wafers) will drop to the level for 
those of bulk silicon (Fig.2-2) and from then on volume production of SIMOX 
wafers will replace conventional bulk silicon substrate to take on a new aspect in 
the performance of CMOS circuits.
2.1.4 Current Status and New Trends of the IBS Technology
The well established SIMOX technology now is moving from the 
development stage into production. Starting from 1990, SIMOX wafers with 
standard sizes from 3" to 6" have appeared on the market. A 4" SIMOX wafer 
product made by IBIS Technology Corporation only cost $150 at that time, much 
lower than the predicted value [51]. Following the first successful demonstration 
of a 16K SRAM (static random access memory) fabricated on a SIMOX substrate 
by Texas Instruments [67], numerous groups including: AT & T Bell Lab, Harris, 
and Honeywell have also fabricated 64K SIMOX/SRAM with excellent yield, 
greatly improved radiation hardness and 20-50% increased speed over bulk silicon 
substrate. Competitions are also being extended to other kinds of devices, such as 
high density memories, bipolar applications and low-power consumption logic for
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Fig.2-1 A schematic view of two transistors comprising a CMOS inverter 
fabricated in (a) a conventional silicon wafer, and (b) an SOI substrate.
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Fig.2-2 Projection of the unit cost for the wafer and for the processing of 
CMOS circuits on SIMOX substrate and on bulk silicon. (After Auberton-Herve 
[51])
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Table 2.2 Competing SOI Technologies
Method Advantages Disadvantages
1. SOS (Silicon on 
Sapphire) [1,52,53]
A heteroepitaxial 
layer of single crystal silicon 
is grown on a thick polished 
dielectric sapphire wafer.
The thickness of silicon, 
normally in the order of 0.2- 
0.6pm, can be easily 
controlled.
2. Silicon Wafer 
Bonding [1,51,54-56]
Two silicon wafers, one 
to be a base wafer and the 
other to be a bonded wafer 
which is preoxidized, are 
bonded through thermal 
processing to form 
Si/SiCySi sandwich 
structure. The bonded wafer 
is then thinned by 
mechanical grinding and 
polishing.
Currently it is still the 
main SOI technology used 
in production of LSI or 
VLSI circuits in military and 
aerospace electronics where 
radiation-hardness is 
essential. The process is 
simple, conventional and 
direct
It is suitable for the 
special requirement of thick 
silicon overlayer and oxide 
layer, such as high voltage, 
high temperature or high 
radiation resistant devices. 
The wafer cost is relatively 
low and only needs 
conventional processing.
High cost for sapphire 
substrate, relatively poor 
quality of silicon and 
sapphire interface due to 
the lattice mismatch 
between Si and A120 3, and 
contamination from Al 
autodoping are the main 
drawbacks of the technique. 
The structure cannot be 
used for three-dimensional 
(3D) device in ICs and 
bipolar applications because 
of low lifetime. For the very 
thin film (0.2pm), an 
improved film quality is 
necessary by solid state 
regrowth.
It cannot be used for 
3D integrated circuit The 
thickness of top silicon 
layer and its uniformity are 
difficult to be controlled. 
Surface roughness and void 
formation are the problems 
to be solved, which is 
currently being studied.
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Table 2.2 (Continued)
Method Advantages Disadvantages
Generally the final 
thickness of the layer can 
be controlled by using 
chemical polishing to about 
1-3 pm.
3. ZMR (Zone Melting 
Recrystallization)
[1,51,56-58]
Poly or amorphous 
silicon is deposited on a 
preoxidized silicon wafer. 
Seed windows are then 
opened for epitaxial growth 
of a crystal from the 
substrate silicon 
underneath by zone 
melting using external 
energy source, such as strip 
heater, electron beam, laser, 
lamp, etc, either pulse 
melting or scanning across a 
wafer. The final SOI 
structure is achieved by 
removing the top oxide and 
the wafer is cleaned and 
shaped.
4. ELO (Epitaxial 
Lateral Overgrowth) 
[52,59,60]
Silicon film grown by 
vacuum evaporation or 
chemical vapour deposition 
(CVD) is seeded in the 
openings of an Si02 mask 
on a silicon substrate.
The technique provides 
high volume production at 
comparatively low cost. 
Wafer sizes are available in 
diameters ranging from 
30mm to 5 inch. It is 
particularly suitable for 3D 
integration applications and 
possible for bipolar circuits 
and CMOS devices.
The method only 
requires conventional 
processing and hence the 
cost is low. Since the 
process is carried out at a 
low temperature (~600°C) 
no impurities in the 
underlying layers
For good quality SOI 
film, seeded growth and 
shaping of recrystallized 
interface are required. 
Horizontal temperature 
gradients may exist in the 
wafer which has been 
heated locally to the 
melting point of silicon. 
This can induce stress, 
defects and decrease the 
mechanical strength of 
silicon. The quality of 
Si/Si02 interface is poor, 
and thin silicon overlayer 
(<0.2pm) is difficult to be 
achieved.
In order to grow the 
epitaxial silicon film, the 
seeding is essential. The 
general thickness of the 
film required to form a flat 
surface is about 2-3 pm, 
therefore thinning is 
necessary for
13
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Table 2.2 (continued)
Method Advantages Disadvantages
Initially the epitaxial 
silicon grows vertically in 
the seed region but once 
reaching the Si02 mask 
level it grows laterally over 
the mask and forms a 
continuous layer of silicon. 
By controlling the process 
the growth also can be 
stopped at any stage, 
giving silicon islands 
defined in the oxide 
windows or partially 
formed over the SiOz.
5. FIPOS (Full
Isolation Porous
Silicon) [1,52,61,62]
Silicon with n type 
islands surrounded by 
layers of p+ resistivity is 
electrochemically etched to 
form a porous structure. 
During this process silicon 
is anodised in a HF 
electrolyte so only the p+ 
layer is removed. In the 
subsequent oxidation, Si02 
is mainly formed 
underneath silicon islands 
because the oxidation rate 
of porous Si is one order 
of magnitude faster than 
that of monocrystalline 
silicon.
will diffuse or redistribute 
during the process, and 
defects remain a low level. 
The wafer is suitable for 
3D ICs and possible for 
bipolar device applications.
The technique can 
provide high quality SOI 
structure with low defect 
density. It is particularly 
suited to bipolar 
application, on which some 
advanced ICs has been 
fabricated.
high speed CMOS circuits.
The processing 
involved electrochemical 
etching is not compatible 
with other ICs fabrication 
procedures. The minimum 
thickness and width of 
silicon islands are around 
a few pm, and therefore 
thinning is necessary for 
CMOS applications. The 
technique cannot be used 
to make 3D integrated 
circuits.
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Table 2.2 (Continued)
Method Advantages Disadvantages
6. SIMOX (Separation by 
IMplanted OXygen) 
[1,34,51,52,56]
Buried Si02 is formed 
by ion beam syntheses.
7. SIMNI (Separation by 
IMplanted Nitrogen) 
[1,63-66]
Buried Si3N4 is formed 
by ion beam syntheses.
Good quality with low 
defect density of SOI film 
ranging from lOOnm to 1pm 
now can be simply produced 
with this technique. The 
thickness of top silicon film 
and buried Si02 can be 
easily changed by varying 
the dose and implantation 
energy. It is particularly 
suitable for high speed 
CMOS circuits and also 
bipolar applications which 
can perform at high 
temperatures. Recent 
developments show that it is 
possible to form buried 
islands and nonplanar layers 
of Si02 by using this 
method, which may lead to 
successfully fabricating 3D 
devices in the future.
Similar to SIMOX with 
the ease in processing and 
the possibility for different 
devices fabrication.
It requires long time 
processing and wafer price 
is currently high.
Compared to SIMOX, 
the interface of Si/Si3N4 is 
rough. Also nitride is not as 
stable as oxide and contains 
nitrogen bubbles leading to 
a poor dielectric.
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telecommunications. Details of the achievements made in the aspect of device 
fabrication on SIMOX wafers can be found in the references [34,51,56,68] and the 
literatures quoted therein.
To meet the demand of device fabrication, further development of IBS 
technology is under way. The two active areas of study which gain most attention 
are (1) to improve SIMOX structures by reducing the number of defects 
associated with implantation [34,68-79]; and (2) to synthesize new compounds in 
silicon, or to synthesize new oxide/nitride layers in other materials. It is in this 
latter context, as has been pointed out in the introduction, that chemical state 
information may be necessary for full understanding of the material.
2.1.4.1 Synthesis of New Compounds in Silicon
Stimulated by the recent achievements of the SIMOX technology, scientists 
have also turned to the research on the formation of other compounds in silicon 
with the method of IBS. A very spectacular development achieved in this area is 
attributed to the fabrication of single crystalline metal silicide layers by 
implantation of transition or rare earth (lanthanide) metals into silicon.
The feature of this technique is that it can produce epitaxial silicide layers 
which not only have the lattice closely matched to silicon substrate but also have 
lower resistivity [80] than those prepared by other conventional methods, e.g. 
molecular beam epitaxy (MBE) and ultra high vacuum (UHV) deposition. The 
technique was first introduced by White et al. at AT & T Bell Lab [81], who 
demonstrated that a buried single-crystal CoSi2 layer in crystalline silicon giving 
a Si/CoSi2/Si heterostructure can be made by high-dose cobalt implantation and
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annealing. Since such a material has the potential to be a metal base transistor 
[82], it has generated increased interest in the study of IBS of transition and rare 
earth metal silicides. Recently it has been reported that it is possible to fabricate 
aligned single crystal films of CoSi2, NiSi2, CaSi2, CrSi2, YSi2, TiSi2 and even 
CoxNilocSi2 on silicon substrate with the IBS technique [37,38,81-87]. Some of 
these metal silicides, e.g. CoSi2 and NiSi2, can be synthesized on both (111) and 
(100) of silicon substrate. The films can either be made aligned with the matrix 
or rotated through 180° with respect to it, whereas up to now no such epitaxial 
metal silicide films have been successfully grown on device compatible (100) 
silicon substrate. Furthermore, it has also been found that the electrical 
characteristics of these films are superior to those of silicide films grown with 
other methods.
The synthesized metal silicides are, normally, analyzed by using RBS and 
hence the evidence of forming such metal disilicides, e.g. CoSi2, NiSi2, FeSi2 and 
CrSi2, is still based on that the ratio of metal to silicon measured in an RBS 
spectrum is close to 1:2 [37,38,81,]. Although some results from X-ray diffraction 
(XRD) and transmission electron microscopy (TEM), employed in conjunction 
with RBS to analyze the materials, did show the cobalt silicide formed was CoSi2 
[37,85], metal silicides are not as stable as Si02 and can form many phases in 
which they are combined with silicon in different valence. According to the 
available phase diagrams [88], in the temperature range within which implantation 
and annealing are performed most of the phases are possible to be formed, 
depending on the composition of metal in silicon. It is well known that the ions 
implanted into silicon generally have a Gaussian distribution. As a result, different 
phases of metal silicides are expected to be observed in the wings of the peak of 
buried metals. Determination of the authentic metal silicides formed in the silicon,
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therefore, will depend on much more the information about their chemical states 
in the silicon.
2.1.4.2 Attempts at Synthesizing Buried Oxide in Germanium
With the development of the IBS technology, a few other compounds 
have been synthesized by high-dose oxygen or nitrogen implantation. In these 
cases metals are used as target materials instead of silicon and the successfully 
synthesized metal oxides or nitrides, such as T a0 2 [89], A120 3 [90,91], TiN [92,93] 
and AIN [94,95], have been reported. However, in a striking contrast with the 
great success achieved in fabricating SOI materials by the SIMOX technique, little 
progress, so far, has been made on ion beam synthesis of buried oxides in 
germanium.
Germanium-on-insulator (GOI) has the potential to be used for integrated 
optoelectronic circuits. Since GaAs is lattice matched to Ge, a dielectric GaAs 
layer can be obtained by the growth of GaAs on a GOI substrate. At present the 
GOI material is made by depositing a Ge layer on a SiOz substrate and 
subsequently crystallizing the Ge using the zone melt technique.
In 1988 Sjoreen et al. [96], wishing to fabricate the GOI with the SIMOX 
method, implanted high dose 0 + ions (180 keV, 2.0x l018/cm 2) into Ge (111) and 
(100) single crystals. During the implantation, the substrate was kept at 250°C, 
330°C and 500°C, respectively. The post-implantation annealing was performed at 
350°C, 450°C, 550°C and 650°C for 30-90min. The samples were then examined 
using RBS and channelling, cross-sectional transmission electron microscopy 
(XTEM) and electron spin resonance (ESR).
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According to their report, however, this attempt seems not to have been 
successful. First of all, no matter which sample, Ge (111) or Ge (100) single 
crystal, was used for the oxygen implantation and at what temperature the 
substrate was maintained during the process, the oxygen implanted Ge only 
contained GeOx (0<x<2) instead of forming G e02. Secondly, it was found that 
the Ge film above the buried GeOx layer consisted of a high density of oxide 
precipitates and its crystallinity became highly defective after the implantation. 
Finally annealing the sample up to 550°C did not bring any significant change in 
its composition and structure, but after the thermal treatment at 650°C for 30min 
the buried oxide layer vanished and all that remains was a damaged Ge substrate. 
Further annealing of the sample simply restored the lattice damage.
It is already known that germanium has a tendency to combine with oxygen 
to form Ge oxides. The value of the free energy of formation for the reaction 
Ge + 0 2 = GeOz remains negative in the range from room temperature to just 
below its melting point [97]. Since there was no chemical bonding information 
reported in the above investigation, the true chemical states of the composition 
in the oxygen buried region are not clear. Accordingly, it is difficult to explain the 
reason for the failure to achieve GOI by using the SIMOX technique and since 
then few improvements have been made in fabrication of GOI structures.
2.1.5 Motivation for Synthesizing Buried Oxide Layers in SiGe Alloy and 
Studying Their Chemical State Characterization
Attention has been paid recently on studies of SiGe alloys and Si/Ge 
heterostructure materials because of their potential applications for high speed 
electronic and photoelectronic devices. To date SiGe alloys or Si/Ge layered 
materials are still prepared on a silicon substrate and generally only a thin top
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layer of the material is directly used for device fabrication. At this stage, there are 
many published papers concerning the preparation of different SiGe alloys or 
Si/Ge heterostructures and studies of their optical and electronic properties [98- 
107]. However, there is no doubt that in the near future, when the materials are 
used for large scale integrated circuits, an essential demand will be a reduction in 
the thickness dimension, just like the SOI structure. This is the motivation for 
applying the SIMOX technique to Si-Ge system. A project has been launched by 
a group in the Department of Electronic and Electrical Engineering at this 
University to implant high-dose oxygen into SiGe alloy to develop the SIMOX 
technique and to explore the possibility of achieving SiGe-on-insulator structure. 
This inspired to present thesis as a source of material and implanted structures 
were available for examination.
Another motive to choose the Si-Ge-O system as a working example based 
on the consideration that the oxidation of pure silicon and pure germanium has 
been studied extensively and all the sensitivity factors, Auger parameters and 
standard XPS spectra for Si, Ge and their oxides are available [108-110]. This 
enables a reliable analysis to be carried out and to obtain quantitative information 
for the chemical bonding of Si-O and Ge-O as well as the elemental 
concentration. Finally, the properties generated in relation to the means of 
oxidation of the SiGe alloy, usually by thermal treatment, are currently of great 
interest. This is because the quality of the oxide is very important for device 
fabrication [16-21], whereas the mechanism of oxidation of the SiGe alloy is still 
not quite clear. The current states and research progress made in this field are 
reviewed in the next section.
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2.2 Oxidation of Silicon-Germanium Alloys
In comparison with the comprehensive investigations made on the oxidation 
of silicon the efforts devoted to the study of oxidation of silicon containing 
germanium, including Ge implanted into bulk Si, SiGe alloys and Si/Ge 
heterostructures (hereafter referred to generalized Si-Ge alloys), are still very few. 
The understanding of the properties of these materials during the oxidation is, 
therefore, limited at this stage. Nevertheless, owing to the unique advantages 
offered by SiGe heterostructures in semiconductor device performance and SiGe 
strained-layer structures in modifying device electronic and optical properties [100- 
107], the number of studies of Si-Ge alloys has been increasing rapidly over the 
last five years. Although most of the work reported in this field is to deal with 
material preparation and device fabrication, a few researches on the oxidation of 
Si-Ge alloys have provided some significant results in both revealing the behaviour 
of the oxidized Si-Ge alloys and exploring their oxidation mechanisms. The main 
achievements made in these two aspects are reviewed in this section.
2.2.1 Studies of the Oxidation Kinetics of Si-Ge Alloys
The results of the oxidation of Si-Ge alloys are generally compared with 
those of the oxidation of silicon, as the latter has been studied extensively and its 
mechanism is now well understood. It has been found that most work in the 
literature concerning the oxidation of Si-Ge alloys is concentrated on studies of 
their oxidation kinetics. The model adopted for the oxidized alloys is simply from 
the previous one proposed by Deal and Grove [111] for the oxidation of silicon, 
which seems, with a little modification, to be agreed with the experimental results 
[16]-
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2.2.1.1 Deal and Grove’s Model for the Oxidation Kinetics of Silicon
For a steady-state thermal oxidation of silicon (temperature ranging from 
700°C to 1200°C), the oxidation kinetics can be described by Deal and Grove’s 
model using two rate-limiting processes [111]. Firstly, in the initial stage a reaction 
of oxygen with silicon at the sample surface forms silicon dioxide. The oxidation 
rate at this stage is controlled by the reaction rate at the oxide/silicon interface 
and hence the oxide growth is in proportion to the oxidation time. In the second 
stage in order to continue the reaction, oxidant must diffuse through the oxide 
layer from the surface and reacts with silicon at the S i02 boundary. In this case 
the oxidation rate is controlled by the diffusion of oxidant through the oxide so the 
oxide growth increases parabolically with the time.
The model can be described with the following equations:
Xq+Ax0=B( t+r)  ( 2 - 1 )
where Xq is the thickness of the oxide, t is the oxidation time, A  and B are 
constants depending on the given oxidation conditions and finally r is defined as
(xj+AxJ  ( 2 -2 )
B
corresponding to the initial condition, where x; represents the oxide thickness 
which has already existed at the time t=0. The two different regimes for the oxide
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growth are obtained by examining the two limiting forms from the solution of 
equation (2-1):
Xo = [1+ j 2 _ ± (2 -3 )
( - § >  A2 4 B
When t<A2/4B it results in Xq * B(t+r)/A, indicating that the oxide thickness 
increases with time linearly; When t»A2/4B and t»r it yields Xq2 * Bt, which means 
that when the oxidation has been carried out for relatively long time the oxide 
growth obeys the parabolic law. Fig.2-3 is a typical example of the oxidation of Si, 
in which the thickness of the Si02 film increasing with the oxidation time at the 
different temperatures agrees well with the model [112].
For the oxidation of Si-Ge alloys, there are two important facts observed 
in the oxidation process: (1) in comparison with the oxidation of Si, the oxidation 
rate for all the Si-Ge alloys is enhanced in wet/steam oxidation; (2) the oxide 
formed is Si02 only, whereas Ge segregates from the oxide and accumulates at the 
oxide/alloy interface.
2.2.1.2 The Oxidation Rate of Si-Ge Alloys
A distinct feature of the oxidation of Si-Ge alloys is that compared with the 
oxidation of silicon, an enhanced oxidation rate for the alloys oxidized in wet 0 2 
or steam ambient has been observed [17,19-21,112,113]. Fig.2-4 is such a typical 
result, which was reported by LeGoues et al. in 1988 [20]. The sample, having a 
structure of 250nm Si86Ge14 on a Si(100) substrate, was oxidized in wet 0 2 at 
800°C for as long as 2h. As shown in Fig.2-4, the oxidation rate for this alloy, in
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Fig.2-3 Typical results for Si oxidation plotted in S i02 film thickness (L) 
against oxidation time (t) (after Irene and Meulen [112]).
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comparison with pure silicon, is enhanced by a factor of 2-3 in the initial, linear, 
oxidation stage. However, the enhanced oxidation rate is limited to this linear 
stage only. Once oxidation reaches the parabolic regime the enhancement is lost 
and the oxide thicknesses for the Si and the SiGe alloy increase with the same 
rate in this region.
By RBS analysis (Fig.2-5) it is found that during the oxidation the oxide 
formed is SiOz only, whereas Ge is rejected completely from the oxide and piles
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up at the S i02/alloy interface. This results in an increase of the Ge concentration 
from 14% to 32.8% in this thin layer. According to Deal and Grove’s model, the 
reason for the enhanced oxidation rate should refer to the mechanism controlled 
by the interfacial reaction, which in this case is related to the presence of Ge-rich 
layer at the Si02/alloy interface, but not the diffusion of 0 2 through the oxide 
layer.
In order to prove their inference, they used another sample containing 
a very thin layer (2.5nm) of Si^Ge^ on the top of Si. The wet oxidation was 
carried out in the same condition as the previous one but this time the thin 
surface Si^Ge^ layer was used as a marker to study its catalytic nature between 
Si and S i02. It was observed again that in the linear regime the oxidation rate for 
the sample with the thin layer of SiGe alloy was about twice as fast as that for the 
Si (Fig.2-6) [113]. Furthermore, the RBS analysis indicates that during the 
oxidation the thin layer of SiGe alloy does behave as a marker: it remains at the 
Si/Si02 interface without any change in sharpness; nor does it diffuse into the Si 
substrate. This can be seen clearly form the RBS spectra shown in Fig.2-7.
Holland and his co-workers [16,17,19,114,115], in their studies of steam 
oxidation of Ge-implanted-Si, have also found an enhanced oxidation rate for the 
Ge-implanted samples by comparing with the oxidation of silicon. They 
investigated a series of Ge-implanted-Si samples with varying doses of Ge ranging 
from 0.086~3.35xl016 Ge+/cm2. The implantation was performed at 35keV and the 
target was Si(100) single crystal. The samples were oxidized in a steam ambient 
with one set at 900°C for 30min and the other set at 1000°C for 20min. The 
comparison of the oxidation rates between the Ge-implanted silicon and the pure 
silicon was made by measuring the oxide thicknesses at the implanted area and
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Fig.2-4 Oxide thickness versus oxidation time at 800°C in wet 0 2 for the Si 
and the Si086Ge014 alloy (after LeGoues et al. [20]).
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Fig.2-5 RBS for the Si086Ge014 alloy oxidized at 800°C in wet 0 2 for 2h 
(after LeGoues et al. [20]).
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Fig.2-6 Oxide thickness vs oxidation time for the Si and the thin Si0 75Ge0^ 5 
marker sample (2.5nm) oxidized at 800°C in wet 0 2 (after LeGoues et al. [113]).
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Fig.2-7 RBS results for the oxidation of the Si075Ge025 sample a t 800°C in 
wet 0 2 at various times (after LeGoues et al. [20]).
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Fig.2-8 Thickness of oxides grown at 900°C in steam on the virgin Si 
compared with the Ge-implanted (160keV, lxlO16 Ge+/cm2) Si (after Holland et
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Table 23 A comparison of oxide thickness in the virgin Si and the Ge- 
implanted Si (after Srivatsa et al. [19]).
Sample
No.
Meas. implanted dose 
(RBS) ( X 10,6)ions/cm2
Oxide thickness (A)
Virgin Implanted Diff.
Oxidation 1 0.086 960 1100 140
900 *C/30 min 2 0.5 1300 2130 830
3 0.86 1130 1850 720
4 1.81 1320 2220 900
5 3.15 1040 1760 720
Oxidation 6 0.106 2020 2150 130
1000’C/20 nun 7 0.485 1980 2440 460
8 0.91 2000 2470 470
9 3.35 1950 2490 540
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the virgin area, respectively. As shown in Tab.2.3 [19], an enhanced oxidation rate 
for all Ge-implanted silicon is clearly evident.
It has been shown from their RBS and TEM results [107] that as the oxide 
grows the implanted Ge also segregates from the oxide and accumulates between 
the oxide and the underlying Si. By calculating the total amount of Ge distributed 
in the thickness of Si consumed for forming Si02, they pointed out that the 
oxidation rate would not be enhanced until a monolayer (ML) of pure Ge piled 
up at the SiO,/Si interface [16]. Fig.2-8 illustrates the measured thicknesses of 
Si02 in Ge-implanted Si and in virgin Si. The sample was implanted with a dose 
of lxlO16 Ge+/cm2 at 160keV and was oxidized at 900°C. The calculation was made 
using the implanted Ge profile and taking account for that 0.44nm of Si was 
consumed for every lnm of oxide grown. According to their calculation, formation 
of 140nm of S i02 would just make 1 ML of Ge pile up in front of the oxide.
2.2.13 Interfacial Reaction Mechanisms
Based on the above studies it is now generally agreed [16,17,19,20,112,113] 
that the oxidation process for the Si-Ge alloys occurs as follows: initially silicon 
dioxide forms at the sample surface; the Si02 formed selectively, leading to 
enrichment of Ge at the SiGe/Si02 interface; as oxidation continues the rejected 
Ge accumulates at the interface and gradually forms either a thin pure Ge layer 
or a thin Ge-rich layer between the Si02 and the SiGe alloy. In order to maintain 
the oxidation reaction under this circumstance silicon must diffuse through the 
pile-up Ge layer and the oxide to reach the top of the S i02 boundary, where it 
can react with the oxidant. Hence the different kinetics between oxidation of Si 
and Si-Ge alloys lies in the presence of this thin Ge layer (or the Ge-rich layer)
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at the S i02/alloy interface. Since the enhanced oxidation rate for the SiGe samples 
is only seen in the linear regime, the dominant effect provided by this Ge layer is 
attributed to the interfacial reaction among Si, Ge and O rather than the 
additional steps caused by the diffusion of silicon through the Ge layer.
Holland et al. [16] indicated that in such a case Deal and Grove’s model 
should be still applicable provided that the reaction constant A in Eq(2-3) was 
modified to account for the different kinetics at the growth interface. The 
modified constant A (=A ’) was determined with Eq(2-1), using the intrinsic 
diffusion rate constant B obtained from the oxidation of virgin Si and the oxide 
thickness at which 1 ML of Ge just piled up at the S i02/Si interface. It was found 
that compared with the intrinsic value of A, the calculated value for A’ was 
reduced by a factor of 50. They then proposed a model to calculate the oxide 
thicknesses for the samples implanted with different doses of Ge and oxidized for 
different times: before the 1 ML pile-up Ge forms, the intrinsic growth kinetics 
is applicable; whereas once this 1 ML of Ge accumulates at the interface the 
modified kinetics governs the oxide growth. Using this model they have calculated 
the oxide thicknesses for a few samples and the results are all consistent with the 
experiment data (Fig.2-9).
However, further studies of the oxidation kinetics of Si-Ge alloys have yet 
to be carried out. Firstly, it is still only an assumption that 1 ML of Ge piled up 
at the oxide/alloy interface would be sufficient to affect the oxidation rate for the 
alloys, as the thickness of this layer is too thin to be determined. Secondly, 
Holland’s model cannot be used to interpret the dry oxidation results of the Si­
Ge alloys, in which no enhanced oxidation rate is observed. In addition, the reason 
for the enhancement of oxidation rate by presence of this Ge layer at the
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Si02/substrate interface is still under studying. Several mechanisms are proposed 
to try to explain the phenomenon but some are found to have contradictions with 
the experimental results obtained recently and others remain to be proved.
Holland [16] and Srivatsa [19] suggested that the effect of the Ge layer on 
the oxidation kinetics was attributed to the reduction of binding energy of Si-Si 
(318.2kJ/mole [116]) by replacing with Ge-Ge bond (binding energy 175.9kJ/mole 
[117]) and Si-Ge bond (binding energy comparable to Ge-Ge bond) at the S i02/Si 
interface. Therefore, it becomes easier for Si to react with oxygen once it reaches 
the Si02 boundary. Fathy et al. [19] in a recently published paper claimed that 
no such a distinct Ge layer was formed at the Si02/alloy interface during the dry 
oxidation. They believed the reason for this was that in the wet oxidation the 
oxidation rate was so fast that Ge had no time to diffuse into silicon substrate. 
The oxidation rate in the dry 0 2, however, was nearly ten times slower than that 
in wet 0 2 and hence Ge had the possibility to diffuse into the bulk silicon. The 
problem is that in this paper they did not give any details about the dry oxidation.
The above points have been strongly challenged recently by LeGoues [21] 
and Nayak [118]. As shown in Fig.2-10 and Fig.2-11, for the dry oxidation of 
various of SiGe alloys in different conditions, the oxidation rates are not affected 
by the presence of Ge, nor do they appear any different from those of pure Si. 
In particular, a comparison experiment was carried out in LeGoues’ group and 
selective oxidation of silicon and an accumulation of Ge at the interface were both 
observed in wet and dry oxidation (Fig.2-12). Using a thin layer of Si0JGe0^  (5nm) 
alloy as a marker, LeGoues et al. reported that during the oxidation the marker 
moved with the formed oxide and remained unchanged at the oxide/alloy
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Fig.2-9 A comparison of the Si02 thickness grown at 900°C in steam with 
that calculated using a model (after Holland et al. [16]).
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Fig.2-10 Oxide thickness vs oxidation time for the Si, the Si085Ge015 and 
the Ge marker samples (5nm Si0^ Ge0^  on Si): (a) wet oxidation, 800°C; and (b) 
dry oxidation, 800 and 1000°C (after LeGoues et al. [21]).
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Fig.2-11 Rapid thermal diy oxide thickness as a function of oxidation time 
for the Si and the SiGe alloys: (a) oxidation of the Si and the Si092Ge008 alloy 
(78nm on Si) at 905°C and 1010°C; and (b) oxidation of the Si0 92Ge008 (78nm), 
the Si08<;Ge015 (22nm) and the Si0g0Ge020 (18nm) alloys at 1010°C (after Nayak et 
al. [118]). '
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Fig.2-12 RBS results for oxidation of the Si0 85Ge015 alloy (200nm): (a) 4 
MeV RBS of wet oxidation at 800°C for 2h; and (b) 1 MeV RBS of dry oxidation 
at 800°C for 24h. The different times were chosen so that about the same amount 
of oxide could be obtained, (after LeGoues et al. [21]).
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interface, in other words Ge did not diffuse down into Si substrate in their dry 
oxidation experiment. Therefore, they concluded that the behaviour of Ge in wet 
and dry oxidation appeared exactly the same. For this reason, they believe that the 
mechanism proposed by Holland [16] that, the enhanced oxidation rate is due to 
Si-Ge bond being weaker than the Si-Si bond at the Si02/Si interface is wrong, 
otherwise similar oxidation enhancement should also be seen in dry oxidation 
where they had shown the pile-up Ge still to exist at the oxide/substrate interface.
According to the above inference it means that in order to maintain the 
steady oxidation reaction Si-Si bonds have to be broken under this Ge-rich layer, 
diffuse through it and combine with the oxygen to form Si02. The function of this 
thin Ge-rich layer at the interface, as LeGoues proposed, is to suppress the 
formation of interstitial silicon when the oxidation is carried out, and it should 
only be the rate-limiting for wet oxidation but not for dry oxidation. A late 
experiment [119], performed by this group, for oxidizing boron-doped Si covered 
by a thin layer of SiGe (~5nm) alloy has demonstrated that the role of the Ge in 
the alloy during the oxidation is to suppress the injection of interstitials down to 
the silicon substrate, but again the reason why, and how Ge could prevent forming 
interstitials remains to be further investigated.
2.2.2 Thermodynamic Studies of the Oxidation of Si-Ge Alloys
2.2.2.1 Germanium Segregation from Silicon Oxide
As mentioned above it has been observed that during the oxidation of Si- 
Ge alloys the main product is found always to be S i02, whereas Ge segregates 
from the oxide and accumulates at the Si02/alloy interface to form a thin Ge layer
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Fig.2-13 Schematic illustration of the germanium redistribution named 
’snowplough’ or ’pile-up’ due to the segregation of Ge in the oxidation of Si-Ge 
alloys.
Oxide
Ge ’snowplough' by the oxide
Ge concentration 
in the SiGe alloy•H Ge concentration 
before the oxidation
(or Ge-rich layer). This phenomenon is generally described in terms of Ge 
’snowplough’ or ’pile-up’ in front of the oxide. A Ge concentration profile in such 
a case is schematically illustrated in Fig.2-13.
The segregation of germanium from the formed silicon dioxide is another 
distinct feature of the oxidation of Si-Ge alloys. As a consequence, the oxidation 
rate of the Si-Ge alloys, comparing with that of pure silicon, has been significantly 
enhanced in wet/steam oxidation by the presence of this pile-up Ge layer at the 
oxide/alloy interface. Unlike the oxidation rate which can be affected by wet or 
dry oxidation, the Ge segregation in both cases appears unchanged. Further, Frey 
et al. [120] in their studies of Ge redistribution during high pressure oxidation on 
Si-Ge alloys has shown that under the high pressure (102 atm) even for a dry 
oxidation performed at 740°C, Ge can be trapped in the oxide rather than 
completely rejected from the oxide (Fig.2-14). Since the oxidation results of the 
Si-Ge alloys, to a great extent, strongly depend on the segregation of Ge, it is very 
important to understand the mechanism to cause this Ge segregation and the way 
to control it. Unfortunately, this literature survey reveals that so far very little
36
Chapter 2 Literature survey
Fig.2-14 RBS results of the Si074Ge026 alloy (50nm on Si) unoxidized and 
oxidized in 102 atm of dry 0 2 at 740°C for lh and 2h (after Frey et al. [120]).
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work has been reported on this aspect. The underlying reason for the Ge 
segregation during the oxidation is remained unclear and the phenomenon is 
simply compared with the behaviour of some impurities redistribution in thermal 
oxidation of silicon which was observed in the previous studies.
2.2.2.2 Impurities Redistribution in Thermal Oxidation of Si
The redistribution of impurities in silicon during thermal oxidation has been 
studied extensively since 1960 [121-124] because of its technological importance 
in device fabrication. Grove et al. [121] from a thermodynamic point of view 
indicated that when a Si sample is thermally oxidized, silicon dioxide will form at 
the Si surface, during which the impurities will redistribute in the oxide and the
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Si substrate until reach an equilibrium, i.e. their chemical potentials in each phase 
become equal. Taking this as a prerequisite, they defined the segregation 
coefficient as the ratio of the equilibrium concentration of impurity in the silicon 
to that in the silicon dioxide:
e q u i l i b r iu m  c o n c e n tr a t io n  o f  i m p u r i t y  i n  S i  
e q u i l i b r iu m  c o n c e n tr a t io n  o f  i m p u r i t y  i n  S i0 2
where m denotes the segregation coefficient. When m < 1, which means that the 
solubility of the impurity in Si02 is higher than that in Si, the situation will be the 
impurity to be taken up by the oxide; when m > 1, corresponding to a low or 
even no solubility of the impurity in Si02, the impurity will be rejected from the 
oxide and to pile up at the Si02/Si interface. In the case of m = 1, the situation 
is a little more complicated. Although from the above equation the concentration 
of impurity under this circumstance is equal in Si and SiOz, considering the 
densities and molecular weights of these two phases the layer of silicon dioxide 
formed during the oxidation would be twice as thick as that of silicon. Hence on 
the premise of m = 1 silicon dioxide, being in larger volume than silicon, will still 
take up more impurities, which could result in a depletion of the impurity from 
the silicon.
In the previous studies [121,125,127-129], results for some impurity : 
redistribution during the oxidation of silicon did show that they were congruent 
to their segregation coefficient values. For example, impurities such as boron was 
found to be depleted from silicon in the normal oxidation condition (i.e. at 1 atm 
and over 1000°C) and its segregation coefficient was determined to be less than 
unity. Likewise, impurities of phosphorus, antimony and arsenic, having their
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segregation coefficients larger than one, were observed to be rejected from the 
oxide and to pile up at the S i02/Si interface.
However, the deficiency of using the value of m as a criterion in 
determining whether an impurity will be trapped in or rejected from the S i02 
during the oxidation of silicon is also obvious. First of all, the defined segregation 
coefficient is merely the ratio of two thermodynamic equilibrium concentration of 
impurity in Si and Si02. Obtaining this coefficient for a specific impurity in the 
oxidation of Si will strongly depend on the experimental measurement. It has been 
found that the m values calculated from a thermodynamic estimate fall far from 
those determined from experimental results [121]. Taking boron as an example 
again, the segregation coefficient obtained from experiment is about 0.32 [125], 
whereas the thermodynamic estimate gives its m value in a range of 10'3~103, 
which is practically meaningless.
Secondly, even in the normal oxidation condition, there are a few 
impurities whose segregation coefficients are found to be in contradiction with 
experimental results. According to Grove, et al. [130] and Thurmond [126], the m 
values for gallium obtained from their oxide masking experiments and 
thermodynamic estimation are around 20 or even larger than 103, respectively. 
This would assume that a snowplough in front of S i02 should be expected. On the 
contrary, Grove and his colleagues [121], the same group who did the oxide 
masking tests, found in their later work that under the similar oxidation condition 
gallium was trapped in Si02, rather than piled-up in front of the oxide. In fact, the 
degree of Ga trapped in the S i02 appears much stronger than that of boron.
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Furthermore, the redistribution of the impurities during the oxidation of 
silicon is not only determined by the segregation coefficient but also affected by 
the diffusivity of the impurity in silicon and the oxidation rate. For instance, in the 
condition of low temperature and high pressure oxidation, if the oxidation rate is 
faster than the diffusion of the impurity in Si the impurity, such as arsenic, can be 
trapped in the oxide even though it is well known that in general As will be 
rejected from the oxide and its segregation coefficient is larger than unity [125]. 
Finally, although Ge ’snowplough’ has been compared to impurities, like As, 
redistribution in the oxidation of Si, the way of using the segregation coefficient 
in explanation of impurities redistribution in Si is not applicable to the Si-Ge 
alloys. This is because the concentration of impurities in Si is normally in the 
range of ppm, whereas Ge concentration, as an element in the alloy, can be 
higher than 50% and hence can not be treated as an impurity. Indeed, up till now 
no single datum about the Ge segregation coefficient, either calculated or 
experimentally determined, has been reported in the literature. In other words, 
Ge segregation from the oxide is only phenomenologically described as 
’snowplough’ or ’pile-up’ without giving a fully explanation in thermodynamics.
2.2.23 The Thermodynamic Properties of the Oxidation of Si and Ge
The values of heat of formation, entropy, free energy of formation and 
equilibrium constant for the oxidation of pure Si and pure Ge at different 
temperature have been reported previously [15,97,]. Among these thermochemical 
parameters the change of the free energy of formation is very important for the 
analysis of oxidation of Si-Ge alloys. Table 2.4 lists a part of these values in a 
temperature range from 25°C to 1000°C, which are calculated from the data in 
reference [97].
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Table 2.4 Free energy of formation for SiOz and Ge02
T(°C) AGsi02(kJ/mole) A GGeG2(k J/mole)
25 -824.9 -491.3
500 -738.7 -402.7
600 -720.3 -385.6
700 -702.9 -373.3
800 -685.5 -351.9
900 -668.2 -335.2
1000 -651.0
-
1050 -642.4
-
From Tab.2.4 it can be seen that in the above temperature range the 
values of free energy of formation for both S i02 (AGsi02) and G e0 2 (AGGe02) are 
negative. This means that the oxidation reactions for Si + 0 2 = S i02 and Ge 
+ 0 2 = GeOz within the given temperature range are thermodynamically possible 
processes. Furthermore, since there is always -AGsi02 > -AGGe02 and in the case 
of oxidizing Si-Ge alloys Si and Ge coexist, it is expected that silicon dioxide will 
form in preference to germanium dioxide. However, the data from table 2.4 are 
not adequate to be used to predict whether Ge oxide can be formed or to what 
extent Ge will be rejected from the oxide without considering other factors in the 
concrete experimental conditions regarding the thermodynamic properties and 
kinetics of oxidation of Si-Ge alloys, such as activities, chemical potentials, 
oxidation rates and diffusion coefficients.
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23  Objectives of this Research
This literature survey has shown that currently, it is technologically 
interesting to synthesize buried oxide layers in SiGe alloy by ion implantation and 
theoretically important to understand the thermodynamics of oxidation of Si-Ge 
alloys. The aim of this research, therefore, is through an investigation of the 
synthesized oxide layers in a Si03Ge05 alloy to demonstrate the possibility of 
building chemical state information into the characterization of material and to 
explore its analysis by thermodynamic means. Clearly the Si-Ge-O system, which 
has been chosen to study, provides such a working example for interpreting the 
thermodynamic behaviour in fabricating multi-element and multi-valent 
compounds by ion beam synthesis in silicon and other materials.
To achieve this goal, a combination of XPS depth profiling with RBS and 
channelling analysis will be carried out in order to obtain comprehensive 
information from the analyzed samples. RBS will be used in the first place for a 
quick diagnostic of the sample, as it is a non-destructive measurement. 
Channelling effect will be applied to the examination of the crystal quality of the 
alloy. XPS depth profiling will be employed in order to provide the most 
important information about chemical bonding as well as composition distribution 
in the sample. Explanations for the results obtained including element 
redistribution, chemical state changes and oxide formation caused by the oxygen 
implantation and the subsequent annealing will be given based on a 
thermodynamic analysis of the Si-Ge-O system. It is the hope that through this 
investigation, the answers for the following questions can be attempted:
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(1) The characterization of SiGe alloy under argon ion sputtering, including the 
etch rate, atomic mixing and preferential sputtering.
(2) The characterization of the alloy oxidation and the chemical state changes of 
Si and Ge induced by the oxygen implantation and the post-implantation 
annealing.
(3) The effects of the dose of implanted oxygen on the alloy oxidation and 
element redistribution within the sample.
(4) The effects of the annealing temperature and time on the alloy oxidation and 
element redistribution within the sample.
(5) The thermodynamic properties of the alloy oxidation under the different 
conditions of the oxygen implantation and thermal treatment.
(6) The true driving force for the chemical state changes and diffusion occurring 
in the sample.
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CHAPTER 3
EXPERIMENTAL
3.1 Rutherford Backscattering Spectrometiy (RBS)
3.1.1 Introduction
The use of alpha particle backscattering for material analysis was first 
reported by Geiger and Marsden in 1909 [131]. The experimental phenomenon 
was explained successfully later by their leader Ernest Rutherford with an atomic 
model [132] so that a new analysis technique, ion backscattering spectrometry, was 
bom and named after Rutherford. Over half a century development, the theory 
and experimental technique pertaining to Rutherford backscattering has been well 
documented [133-136]. As a well established technique, RBS has been widely 
applied to surface analysis in the field of experimental nuclear physics in the past 
of the two decades. Recently it has been also received increasing attention as a 
non-destructive analysis method in many branches of materials science, especially 
the semiconductor materials. For example, it has been used to measure the 
thickness of oxidation layers, eptaxitial layers and deposition layers of various 
kinds of semiconductors; and it has been employed to determine the concentration 
and distribution of implanted ions, impurities as well as other elements in the 
semiconductor alloys. Aassociated with the use of the channelling technique it 
can also provide useful structure information on single crystals.
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RBS analysis employed in this work is for a quick diagnosis of the sample 
as means of non-destructive measurement. XPS depth profiling by ion sputtering 
then can be carried out to obtain quantitative and chemical bonding information 
from the sample because this method is much more time-consuming and after the 
ion etching the sample will be destroyed. This section deals with some essential 
concepts and fundamentals of backscattering spectrometry as they are necessary 
for interpreting the experimental data. Also, the basic instrumentation will be 
briefly mentioned.
3.1.2 Basic Concepts
Although a complete set of modern equipment for Rutherford 
backscattering spectrometry looks huge and complicated, the basic principle of this 
analytical technique is simple and easy to understand. In RBS an analysis beam 
consists of a large number of protons or a particles with high energy (typically in 
a range of l~2MeV). When a sample is exposed to the beam, the incident ions 
bombard the sample and some of them are backscattered if they impinge on the 
target atoms. These backscattered ions characterize the sample in the surface 
region for its composition and element distribution.
Fig.3-1 schematically shows how an incident ion is backscattered and 
detected in RBS. An energetic ion with mass Mx and initial energy E0 is incident 
on the solid sample with an angle 0X to the sample surface normal. The ion travels 
through the target, losing energy inelastically. With an energy E  at a depth x from 
the surface, the ion collides elastically with a lattice atom whose mass is M2. The 
particle is then scatted back (if M2 > Mx) through the sample, again losing energy 
inelastically and into a suitable detector at an angle 02 with an energy E^ In this
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Fig3-1 The trajectories and energies of particles scattered at the surface 
or at a depth x perpendicularly below the surface.
E t = K(E0- A E to) - A E wi
process M1? E0, 0t and 02 are known, E x can be measured, and hence the 
unknown mass of the sample atom, M2, can be determined. Thus when a beam 
of energetic ions is applied to a sample and the sample contains different 
elements, measuring the energy and yield of the scattered ions gives the 
information on the sample composition as a function of thickness.
In addition, if the sample is amorphous the yield of backscattering ions is 
expected to be the same when the direction of the incident beam is changed. If 
the sample is a single crystal, however, an incident beam directed along a major 
crystallographic axis will result in a sharp fall of the backscattering yield due to ion 
channelling effect. This provides a message about the sample microstructure and 
it can be used for determining the lattice damage, and both the location and the 
concentration of impurity atoms in the host.
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3.13 Important Physical Parameters
The interpretation of an RBS spectrum is based on a few important 
parameters and their concepts and physical meaning have been described in detail 
in the literature [133-136]. From each of the parameters, there is a root to the 
overall potentiality or limitation of RBS technique and hence it is necessary to 
summarise them here in order to illustrate how the analysis can be carried out 
and how the useful information can be obtained from the experimental results. 
The specific physical parameters pertaining to RBS analysis which will be 
described below are the kinematic factor (K) for mass analysis, the stopping cross- 
section (e) for depth profile and the scattering cross-section (a) for quantitative 
analysis.
3.13.1 Kinematic Factor K for Mass Analysis
Considering a simple case, if an incident ion with mass and initial 
energy E0 strikes an atom whose mass is M2 at a sample surface and scatters back, 
as shown in Fig.3-1, the energy of the projectile after the collision, E, is in 
proportion to the initial energy E0, which can be written as [135,137-139]
E=KE0 ( 3 - 1  )
where K is a constant, called kinematic factor and it is defined as
( 3 - 2 )
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where 0 is the scattering angle and can be calculated out according to the values 
of 0! and 02, hence the unknown mass of target atom, can be determined.
From equation (3-2) it can be seen that the kinematic factor K is a 
function of the mass of the incident ion M1? the mass of target atom M2 and the 
scattering angle 0. The value of K is always no more than unity and will increase 
with increasing mass of the target atoms M2. If the sample contains two masses 
Ma and Mb, and MA>MB, according to Eq(3-2) each mass will have its own 
kinematic factor, KA and KB, and also KA>KB. The difference between these two 
masses, AM2=(M a-Mb), then can be identified from the projectile energies 
measured after collision: [135]
A E= (Ea-Eb) =AKE0= (Ka-K b) £ 0= ( )  AM2Ea ( 3 - 3  )
Consequently, as shown in Fig.3-2, [136] the energy scale of the 
backscattered particle can be converted into a mass scale through kinematic factor 
K.
3.13.2 Stopping Cross Section e for Depth Profile
As indicated in 3.1.2, when the analyzing particles travel through the target 
they lose energy and hence the signals from larger depths will have lower energy. 
The right edge of each spectrum shown in Fig.3-2 represents the scattering 
occurring at the sample surface. Signals with lower energy on the left hand side 
of that edge are the contribution of those scattered particles having collided with 
target atoms at successively deeper positions below the surface. The RBS
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Fig3-2 Rutherford backscattering from a solid composed of elements of 
mass A and B (after Grant [136])
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H-------
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spectrum, therefore, also contains the depth information of the sample atom 
distribution.
The energy loss by the beam particles on inward and outward passage 
through the sample can be calculated. As shown in Fig.3-1, when a particle
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penetrates to a depth x from the sample surface, the distance that it has travelled 
is x/cos©!. The energy loss within this distance AEIN is given by
A E H J a 6 l ( J £ ) d x  ( 3 " 4 )
Similarly, after the collision when the particle scatters back and passes a length 
x/cos02 the energy loss is given by
( 3 ‘ 5 )
Thus the particle energy at the depth x before the collision, E ’, can be 
obtained:
E'=E0- A E m  ( 3 - 6 )
and immediately after the collision it changes to KE’ according to Eq(3-1). Hence 
when the particle arrives to the detector the energy Ex becomes
E^KE^-AEqq^ K ( E 0- A E tn) -A E out ( 3 - 7  )
The energy difference, AE, between the particle scattered at the surface and the 
particle scattered at the depth x is therefore given by
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A E=E-E1= KE0-E±= KA Ein+ A EOUT ( 3 - 8 )
When RBS is employed to analyze the sample surface layers, the particles only 
travel very short distances into the sample and hence the surface energy 
approximation [139] is applicable. This means that the rate of energy loss on both 
the inward path and the outward path can be considered constant at the value 
dE/dx | go and the value dE/dx | respectively. The integrals in Eqs (3-4) and (3- 
5) then become
It has been reported [134] that for this surface energy approximation, only a 5% 
deviation is found in 0.5/mi thickness of the sample surface layer.
It is common to replace dE/dx with the stopping cross section e, and the 
latter is defined as
( 3 - 9 )
( 3 - 1 0 )
Thus
51
Chapter 3 Experimental
e = < ± ) ^ E  ( 3 - 1 2 )
N d x
where N is the sample atomic density with a unit of the number of atoms per 
cubic centimetre. Equation (3-11) then can be written as
A£=^ (d b r )e(£°)+ (^ )e(J®o)} ( 3 ~ 1 3 )
or
AE=Nx[e]  ( 3  14>
Where
[e] ={(— * ) « < * > + < — ^ - ) e ( 1 C E 0)> COS0! 0 c o s 0 2 0
0 N  d x  l£°
and [e] is called the stoping cross section factor. For a compound containing two 
elements A and B, and the percentage of each element being m and n, its 
stopping cross section is given by
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eAB=meA+neB ( 3 -1 5 )
Since the energy change due to the collision depends on whether the scattering 
occurring with A-type atoms or B-type atoms, two stopping cross section factors, 
one for each element, are given by
As a set of semi-empirical values of the stopping cross section in all 
elements for a 4He+ analyzing particle ranging from 0.4 to 4 MeV has been 
tabulated by Ziegler and Chu [140], by measuring the energy loss AE, the depth 
x, at which the particle is scattered, can be easily calculated according to equation 
(3-14). Thus the energy scale can also be converted into a depth scale as shown 
in Fig.3-2.
3.133 Scattering Cross Section a for Quantitative Analysis
The height and the shape of an RBS spectrum contain the information for 
quantitative analysis. A quantitative analysis in RBS means to determine the 
number of atoms per unit area of the target, usually expressed as Nt, where N is
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the number of atoms per cubic centimetre of the target and t is the thickness, 
over which the scattering occurs. The height of an RBS spectrum, H, represents 
the number of counts per channel. Considering a simple case that the probe beam 
is incident in the direction perpendicular to the sample surface f8t=(H, if the 
number of particles that strike the target is Q, after collision the probability of 
those particles dQ that are scattered at the angle 0 and registered by the detector 
within a differential solid angle dQ is defined as the differential scattering cross 
section da/dQ (see Fig.3-3):
d a  _ f 1 x r f l _ \  dQ-j _ dQ
c?Q N t  dQ Q NtQ ( 3 -1 8 )
In RBS since the solid angle Q for the detector is very small (less than 10'2 sr), the 
average differential scattering cross section a, usually referred to simply as the 
scattering cross section,
can be used to replace the da/dQ as a-do/dQ . Thus if the initial energy of the 
incident particles is E0, the scattering cross section is a(E0), then at the sample 
surface region the height of the spectrum H(E0) is given by
H{E0) =QQo (E0)Nt=  gQ a(£,°)iV 5x=C>Qo {E0) Nbx  ( 3 - 2 0 )
C O S  U ^
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where 6x corresponds to a single channel thickness and cosO ^l. For M2»M1, 
according to Rutherford’s equation [137] the scattering cross section o can be 
written as
respectively, and E is the energy of the ion just before scattering. From this 
equation it can be seen that a will increase as the atomic numbers of the 
projectile and/or the target atoms increase. In other words the sensitivity of the 
spectrometry will be improved when heavier ions are used to analyze a sample 
which consists of the atoms with higher atomic number. On the other hand the 
equation also shows o<*E'2, which means the counts will increase with the decrease 
of the projectile energy immediately before the collision. This is one of the 
reasons why the yield in an RBS spectrum always increases at the lower energy 
side.
The height of the spectrum can also be written in terms of scattering cross 
section and stopping cross section: for
(3 -2 1 )
where Zx and Z2 are the atomic numbers of the incident ion and target atom
or
therefore
H(E0) =QClo {E0)Nhx= QQo(E0)bE (3 - 2 2 )[G]
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Fig.3-3 Schematic of a scattering experiment showing the concept of the 
differential scattering cross section: only those particles (dQ) from the incident 
beam which are scattered a t the angle 0 within a differential solid angle dQ can 
be registered by the detector.
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Fig3-4 The concentration of a heavy impurity in a light-matrix sample can 
be determined by measuring the area AIM(E0) and the surface height HM(E0) in 
their RBS spectrum.
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Where 6E is a single channel of energy width, corresponding to the channel 
thickness 6x.
The area A in counts under the peak is the sum of the height of the 
spectrum per channel within this region. If the total thickness of this region is t, 
then
Since the region that the incident particle travels through is so thin, it is 
deemed that the energy loss of the particle is negligible. By using the surface 
energy approximation (E«E0), equation (3-23) can be simplified to
RBS technique is particularly suitable for the analysis of heavy impurities 
in a light matrix. This is because the signals of the heavy impurities in the 
spectrum can be completely separated from the signal of the matrix. Moreover, 
if there is also no peak overlap in the impurities, then the peak area A for each 
impurity and the height H for the matrix in the spectrum can be easily 
determined. It is, therefore, possible to obtain the concentration of the impurities 
in units of the number of atoms per square centimetre (at/cm2) without precise 
knowledge of the parameters Q and Q (Fig.3-4). According to Eqs (3-22) and (3- 
24), it follows that
A(E0)=QQo(E0)Nt (3 -2 4 )
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„ , s _ OCioM(Ba) 6 B 
H“ lE'a )  ------
I M  ( E q ) ~ Q &  ° I m ( E q )  E f j M ^
where subscripts M and IM represent matrix and impurity respectively. The 
concentration of the impurity then is given by
Nm t=  Af  (f ° ) q ” (i?° )rS f  ( 3 - 2 5 )
m  HM(E0) a m {Ea) [e]„
For a compound sample AJB,,, as mentioned earlier, the energy change for 
the particles after scattering will depend on the collision partner. By applying Eqs 
(3-15), (3-16), (3-17) and (3-22), the height of spectrum for each element can be 
obtained:
, v QQoA(E0)mbE
* °   ( 3 - 2 6 )
[ e ] f
, v QC1<jb (E0) n b E  
HS{E0) = U B\ ° ------- ( 3 - 2 7 )
[ e ] f
Thus the composition of this compound sample can be obtained from the solution 
of the following simultaneous equations
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AB
r
m _ HA(E0) o B(E0) [e ]^  
n Hb (E0) oa (E0) [ G ] f
(3 -2 8 )
<
m+n=l (3 -2 9 )
In a general situation, the probe beam is incident at an angle 0X to the 
sample surface normal and scattering is occurred at a depth x. The heights of the 
spectra from the atoms A or B in this case are given by
Ha (E!> =
QOaA(EA)m6 (KB) 
i e (EA) ] ^ c o s B 1
(3 -3 0 )
Hb {E1) =
QQob (Eb) nh ( KE) 
[ e (EB) l ^cose-L
(3 -3 1 )
For
d (KE) _ € (KE) 
8£i e(£i) ( 3 -3 2 )
Thus Eqs (3-30) and (3-31) can be written as
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( 3 _ 3 3 )
[e(E A) ] f c o s 0 1eAB(£:1)
, , OCla AEK) ntE.e*B(KJSk)Hb (E, ) = —— B B' — i   ( 3 - 3 4 )
[e(EB) ] f c o s & 1eAB(E1)
3.1.4 Channelling Effect
In addition to the factor of scattering cross section o, the counts or the 
scattering yield in an RBS spectrum can also be greatly influenced by the target 
material structure. As mentioned above, for an amorphous material the yield in 
the spectrum will remain the same when the incident angle of the analyzing beam 
to the sample is changed, whereas in the case of analyzing single crystal materials, 
the probe beam incident in a low index crystallographic direction will be 
channelled (see Fig.3-5). Under this circumstance the surface atoms shadow the 
rest of the atoms in the row and the channelled particles do not make close 
encounter collisions with the target atoms. As a consequence, the RBS yield is 
greatly reduced at all depths. This particular RBS yield is called the channelled 
yield or aligned yield Yc. On the contrary, the random yield YR is the RBS yield 
generated by those incident particles which enter the crystal in a far-from-low 
index direction and has much higher value than that of the channelled yield. The 
ratio of these two yields is defined as the minimum yield xmin, where,
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The value of %min is used to evaluate the quality of a single crystal. 
According to Lindhard [141], Mayer and Rimini [142], for certain well studied 
materials, e.g. single crystal silicon, the minimum yield %min can also be obtained 
by theoretical calculation. In this case a sound judgement on the crystal quality for 
the analyzed sample can be made by comparing the experimental result of xmin to 
the value calculated. For example, if the sample has a perfect single crystal 
structure the measured xmin value will be very close to the calculated one, but if 
the sample contains a strain layer or a disorder layer the value of %min from the 
RBS measurement will have a distinct increase. Further, by changing the direction 
of the beam on the crystal it can be determined whether the layer is strained or 
disordered.
Based on the above principle, the channelling technique can be used to 
measure the lattice damage induced by ion implantation and the lattice restoration 
due to the post-implantation annealing. It can also be used for many other 
purposes such as to locate the impurity atoms in the lattice sites of a single crystal, 
to study the surface structures, e.g. surface reconstruction, relaxation and the 
initial stages of epitaxy [135,136,143].
3.1.5 System Outline
As Fig.3-6 schematically shows, a standard instrument of backscattering 
spectrometry is generally composed of a particle accelerator, a beam control
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Fig3-5 Schematic illustration of channelled and dechannelled ion 
trajectories in a single crystal.
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system, a target chamber, a detector and a backscattered ion energy analysis 
system. The accelerator is used to produce protons or a particles and to 
accelerate them to several megaelectron volts. The most widely used electrostatic 
accelerator, to date, is the Van de Graaff accelerator, which has the advantage 
that it can accelerate any charged particles and therefore can be used for the 
purpose of both RBS analysis and ion implantation.
The two main components in the Van de Graaff accelerator are the 
ionization chamber and the acceleration column. Normally hydrogen or helium gas 
is introduced into a glass bottle where it is ionized as ion source by applying 
radiofrequency (RF) energy to the bottle. A plasma is produced and magnetically 
focused at the exit canal of the glass bottle. By applying a potential to the anode 
of the bottle, the positive ions are expelled from the exit canal into the 
acceleration column.
A tube, connecting with the ionization chamber, provides the acceleration 
path for the positive ions. At the far end, the tube also connects with large 
conducting hemisphere named the terminal shell. A rapidly moving insulating belt, 
charged by corona discharge, transports the charge continuously from the belt to 
the terminal shell so that a high voltage between the terminal and ground 
potential is established. Passing through the tube, under such a high voltage, the 
positive ions are accelerated and gain a few MeV in energy. The pressure in the 
accelerator tube is maintained at about 10*6 mbar in order to minimize collisions 
between the accelerated ions and the extraneous gas molecules in the tube. The 
belt-charging system and the terminal shell are mechanically supported by a 
voltage-insulating column. This column provides the electrostatic environment for
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the accelerator tube by holding the precision resistors which maintain the voltage 
gradient along the column. The column and the high voltage terminal are 
surrounded by a tank, which is first evacuated and then filled with a combination 
of dry gases such as N2, C 0 2 or SF6 to provide high-voltage insulation.
The energetic particles are then collimated and focused as a probe beam 
by going through a series of devices in the beam control system. In particular, the 
magnet deflects the beam through a setting angle so that the particles having the 
same momentum move along the same radius. Since the accelerating voltage is 
constant, the particles of identical charge and mass are bent along the same path, 
from which the beam gains a mass resolution. The function of the control slits is 
to maintain the ion beam energy stable (within ±2keV) as it is essential to the 
analysis. This is achieved through a feedback system by controlling the terminal 
voltage via the corona discharge current. Following the control slits, there is a 
beam steering system, which contains a set of X and Y electrostatic deflection 
plates. The system provides a further bean energy analysis and a neutrals trap. By 
going through it the beam is collimated and directed onto the target.
In the target chamber a two-axis goniometer with a multiple-sample holder 
is commonly used, on which samples can be mounted. The goniometer is 
controlled by a stepping motor, allowing 360° rotation of the sample around an 
axis perpendicular to the sample plane. It also allows orientation of the sample 
crystal with respect to the beam direction by tilting the sample around the vertical 
axis so that a channelling spectrum can be taken. The beam current can be 
measured by a Faraday cup (FC), situated at the back of the target chamber, and 
to reach it the beam has to pass through the hole in the two-axis goniometer. Only
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those ions backscattered from the sample into a specific solid angle are detected 
by a solid state detector. After going through a preamplifier and an amplifier, 
their energies are analyzed and stored in a data storage system. By carrying out 
data processing, spectra can be displayed, analyzed and printed out. The vacuum 
in the beam line and target chamber is maintained at about 10'6 mbar with 
diffusion pumps.
3.1.6 RBS Spectra
Fig.3-7 shows a set of RBS and channelling spectra taken from a Si/Ge 
layered sample. The sample has a Si/Ge/Si sandwich structure, which was 
prepared by molecular beam epitaxy (MBE). A 50nm Ge layer followed by a 
lOOnm top Si layer was grown on a p-type (100) Si substrate. RBS random and 
channelled signals, labelled with R and C represent the different layer in the 
sample, which are indicated in the inset on the graph.
According to the sample structure, the silicon spectrum appears from the 
sample surface but it is not continuous. There is an impoverishment in the Si 
signals due to the presence of the thin germanium layer below the top Si film. 
Since the mass of Ge atom (atomic number is 32) is much heavier than that of Si 
atom (atomic number is 14), particles scattered back from the Ge atoms have 
higher energy and yield, and hence the germanium signals emerge at higher 
channel number positions with much higher counts in comparison with those of 
the silicon signals. In addition, because the Ge layer is very thin and locates 
underneath a layer of silicon, as it is shown in Fig.3-7, the germanium signals do 
not start at the surface position and form the sharp peak characterizing an
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Fig3-7 An example of RBS random and channelling spectra, showing a 
composition profile of a Si/Ge/Si layered sample and its ciystal quality.
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isolated layer. Because the signals of Ge and Si are well separated in the 
spectrum, the thickness of the Ge layer and the top Si layer can be easily 
determined according to equation (3-14), which is congruous with the MBE grown 
result.
The channelled yields taken from the <100> direction of the sample for 
both silicon and germanium are high, giving a minimum yield, xmin=0.36 for 
germanium and xmin=0.48 for silicon, respectively. This may be caused by some 
lattice defects formed during the epitaxy process as well as the lattice strain due 
to the mismatch between the Si and the Ge layers. For the Ge layer, its minimum 
yield can also be heightened by those dechannelled ions from the top silicon layer 
passing through this layer. However, at the near surface of the sample, as the Si 
atoms are well separated from the Ge atoms, the degree of the lattice strain 
reduces and the measured minimum yield for the silicon decreases to %min=0.33.
3.2 X-ray Photoelectron Spectroscopy (XPS)
3.2.1 Introduction
Although the origins of XPS can be traced back to Hertz [144] who, in 
1887, made the first investigation using X-rays as the exciting photo source and 
reported the photoelectric effect, it was not until 1954 that Siegbahn and his 
colleagues [145] at Uppsala in Sweden obtained the first X-ray photoelectron 
spectrum from cleaved sodium chloride with high resolution energy spectrometers. 
In 1958 the chemical shift effect was observed also by this group, [146] and as it 
appeared extremely useful for chemical analysis they named this method Electron
68
Chapter 3 Experimental
Spectroscopy for Chemical Analysis (ESCA), [147] which has been used as a 
synonym for XPS. Since then great attention to this technique has been paid by 
scientists in the world and rapid developments have been made in both 
instrumentation and applications. Today XPS has become one of the most 
powerful and valuable methods for surface analysis and has been widely used in 
a large number of areas including metallurgy, corrosion, biology, semiconductor 
materials and organic compounds.
In this work an XPS analysis associated with argon ion sputtering for the 
depth profiling is carried out. This will enable the distribution of implanted oxygen 
and the sample composition profile to be obtained. Further, it will also provide 
the sample chemical bonding information so that the formed oxides can be 
identified. This information is crucial for understanding the chemical state 
characterization of the buried oxide layers in the Si-Ge alloy produced by ion 
beam synthesis. In this way, XPS builds on the basic understanding of the ion 
concentration profile obtained from RBS. This section describes some basic 
principles and methods pertinent to XPS analysis together with a brief 
introduction to XPS instrumentation.
3.2.2 Basic Principles
3.2.2.1 Photoemission Process and Energy Relationships
In XPS X-ray photons, used as a radiation source, are incident on the 
sample. Electrons from the core levels in the sample atoms will be ejected if they 
undergo an interaction with the photons whose energy exceeds that of their bound 
state, i.e. their binding energy. The ejected electrons are termed photoelectrons
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and this process is called photoemission process. As shown in Fig.3-8, an electron 
from the K shell is excited directly by an X-ray photon into a free electron level, 
and this electron is termed a Is photoelectron.
The emitted photoelectron has a specific kinetic energy EK, which 
characterizes the element present in the sample surface. By measuring this E K 
value with a spectrometer, the binding energy ER by which the photoelectron had 
been bound to its parent atom, can be obtained according to the following 
equation:
EB=hv -E k-Wsp ( 3 - 3 6 )
where hv is the energy of incident photon, which depends on the X-ray source 
employed and WSP is the spectrometer work function. For a spectrometer which 
is set up for an experiment the values of hv and WSP are known, and hence the 
binding energy of the electron is easy to be determined.
Equation (3-36) holds only for a conducting sample in good electrical 
contact with the spectrometer. Fig.3-9 shows schematically the energy relationships 
for the photoemission of an electron in such a condition. In the diagram the Fermi 
level is set as a reference for all energy measurements. An electron at this level 
is defined as having a binding energy of zero. During a photoemission process the 
binding energy EB is expended by exciting the electron from its bound state to the 
Fermi level. In order to release the electron from the sample surface, additional 
work is required which is named the sample work function Ws. Having
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Fig3-8 XPS photoemission process: an incident X-ray photon excites an 
electron from the K shell into a free electron level.
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Fig3-9 Energy level diagram in relation to the XPS photoemission and 
measurement of an electron from a conducting sample in good electrical contact 
with the spectrometer.
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surmounted this obstacle, the electron leaves the sample with a kinetic energy EK’ 
into a free electron level, or the vacuum level so named if there is no outside 
interferences such as stray magnetic fields. In the act of measuring EK’ in an XPS 
spectrometer, the electron is accelerated, or retarded, through an electron energy 
analyzer before it reaches an electron multiplier to be counted. This amount of 
work is called the spectrometer work function WSP, and the kinetic energy actually 
measured by the spectrometer is EK. Since the sample can conduct electrons and 
is in good electrical contact with the spectrometer, the Fermi levels of the sample 
and the spectrometer are aligned as shown in Fig.3-9 and hence the EB measured 
by the spectrometer reflects the true E B of the sample.
3.2.2.2 Electrostatic Charging Effect
For an insulating sample, or a sample mounted on a holder that is not in 
good electrical contact with the instrument, the Fermi level of the sample floats 
with respect to the spectrometer. This causes that the binding energy measured 
by the spectrometer is no longer equal to the true EB of the sample. Since in XPS 
there is only electron emission, the sample will charge positively and this induces 
that the photoelectrons emitted afterwards from the sample lose their kinetic 
energy or appear to have higher binding energy.
The positive surface charge buildup due to the loss of photoelectrons varies 
from sample to sample. In order to determine the true binding energy from the 
sample, a standard specimen is needed to give a reference point in the spectrum. 
The Au4f7/2 and Ag3d5/2 peaks, for instance, have been commonly adopted for 
such a purpose. However, if the spectrometer has been well calibrated, the most 
convenient method is to measure the apparent position of the Cls line from
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adventitious hydrocarbon molecules adsorbed on the sample surface. A binding 
energy of 285.0±0.2eV [148,149] is often used for this level and the difference 
between its measured position in the spectrum and the above value gives a precise 
charge shift for the sample analyzed.
In the next subsection X-ray induced Auger process will be reviewed. The 
emitted Auger electrons during this process can be another reason for the positive 
charge accumulating on the sample surface. Consequently the measured kinetic 
energies of the Auger electrons will also appear to have lower values in 
comparison with those measured from the conducting samples because of the 
electrostatic charging effect. Corrections can be made in the similar way as for 
determining the true binding energy of photoelectrons by use of a standard 
specimen or the Ckw Auger line.
3.2.23 X-ray Induced Auger Process
As shown in Fig.3-8, once a photoelectron has been emitted the ionized 
atom must return to its ground state in some way. This can be achieved by filling 
the core hole with an electron from one of the outer shell. The energy released 
during this de-excitation process may result in either the emission of an X-ray 
photon, known as X-ray fluorescence, or the ejection of an electron, termed the 
Auger electron. The Auger electron is named after Pierre Auger who first 
discovered it in 1925 [150], and so does this process. Fig.3-10 schematically 
illustrates an Auger process: the ejection of an electron from L^3 level is caused 
by a transition of another L^3 electron into the K shell vacancy, and this ejected 
electron is termed the K L^L^ Auger electron.
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Fig3-10 Schematic of an Auger process: the emission of KL2r,L2rJ Auger 
electron from the Lw level is caused by a transition of another L2r, electron into 
the K shell vacancy.
KL^L^ Auger electron
Free electron level (Vacuum)
Fermi level
Valence band
electron fills K shell vacancy
K
The released Auger electrons in their way out of the sample will lose their 
energies through inelastic collisions with bound electrons. Only those Auger 
electrons ejected sufficiently close to the surface may escape from the sample 
without energy loss, and they form the characteristic Auger peaks in a spectrum 
after being detected by the spectrometer. Considering a general case, if an Auger 
electron is ejected from the level z by a transition of electron from the level y to 
fill in an inner core hole in the level x, its Auger energy is approximately given by
E ^ E x-B y-E'z ( 3-37)
where Ex, Ey and Ez* are the binding energies appropriate to the atomic levels 
involved in the Auger process. Note that Ez is starred as it is not the binding
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energy of the level z in its ground state but in the presence of a hole in this level. 
Based on an empirical approach [151] which takes into account the interaction of 
the doubly ionised state and the relaxation of the other electrons, a more accurate 
expression can be written as
s xrz=Ex<z ) -"§• U z (Z) +Ey(Z+1) ] —1  [Ez (Z) +Ez (Z+1) ] ( 3 _ 3 8 )
where the letter Z  represents the atomic number of the atom from which the 
Auger electron is emitted. The kinetic energy of this Auger electron measured by 
the spectrometer then can be obtained:
Eka~EXyz~ WSp (3 -3 9 )
where WSP is the work function of the spectrometer.
From the above equations, it is clear that the Auger energy only depends 
upon its atomic energy levels. For each element (Z>2) in the periodic table, there 
is a unique series of Auger energies. Thus elemental identification can be made 
directly from the analysis of its Auger energies. Furthermore, equation (3-37) also 
indicates that the ejection of an Auger electron is independent of the stimulation 
source and its kinetic energy does not related to the energy of incident particles. 
For this reason Auger electrons are always described in terms of kinetic energies 
and they can be generated by all sorts of particles, e.g. photons, electrons or ions. 
It is this feature that makes Auger electron spectroscopy (AES) and scanning 
Auger microscopy (SAM) become possible, which can be used like electron probe
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microanalysis (EPMA) to perform surface analysis at a high spatial resolution and 
to achieve both fine-spot analysis and imaging analysis.
In XPS, X-ray induced Auger electrons, as a consequence of the 
photoemission process, are detected by the spectrometer so that Auger peaks are 
superimposed on an XPS spectrum. Although this kind of spectrum is not used 
as widely as that in AES for Auger electron analysis, the characteristic Auger lines 
in the spectrum do provide valuable elemental and chemical information about 
the sample and therefore useful for the analysis of materials. Unlike the 
photoemission process, however, an Auger process involves three electrons in two 
or three atomic energy levels. Thus elements like hydrogen and helium do not 
have adequate electrons to undergo an Auger transition, and this is why they can 
not be identified by Auger lines. It is also worthy to be aware that the emission 
of an Auger electron or a photon is directly competing process and the sum of the 
probabilities for their occurrence in any particular case is always equal to unity. 
In general, if the initial core hole is in the K shell, the probability in favour of 
Auger electron emission will be for those lighter elements (Z<34). This is also 
true when the initial vacancy is in higher principal shells of the heavier elements.
3.2.2.4 Characteristic X-ray Source
The purpose of using characteristic X-ray sources to generate 
photoelectrons in an XPS analysis is that these radiation sources have well defined 
energy. According to Eq (3-36), this is essential for determining the binding energy 
of an element in a sample. The basic criteria for selecting an X-ray source which 
is suitable for XPS analysis are: the X-ray energy is sufficiently high (typically 
above IkeV) so that it can excite core-level electrons of all elements; the line-
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width of the characteristic X-ray is relatively narrow (less than leV) and therefore 
it can have the energy resolution for identifying different elements and their 
chemical states; the X-ray source itself is clean, with very few satellites of other 
peaks; and finally it is easy to use such a material to fabricate an anode.
The most commonly used characteristic X-ray sources for XPS are 
magnesium and aluminium Ka as they are the only two elements that meet all of 
the above requirements. MgKa has an energy of 1253.6eV and line-width of 
0.7eV, and AlKa has an energy of 1486.6eV and line-width of 0.85eV [152]. There 
are other sources which have been used for XPS such as SiKa (1739.5eV, l.OeV) 
[153] and AgLa (2984.3eV, 2.60eV) [154], but the energy resolutions of these X- 
ray sources compared to MgKa and AlKa are poorer due to their wider line- 
width, and the material like Si, being a semiconductor, is difficult for the 
construction of the anode so that they are only used for special applications 
[153,155].
For most applications of XPS, MgKa and AlKa lines are sufficiently 
monochromatic but they are, in fact, both unresolved doublets, i.e. K a l and Ka2, 
sit on a continuous Bremsstrahlung background and have associated satellites. 
Although a single narrower line can be obtained by letting the X-rays pass 
through a monochromator to remove the background and satellites, the intensity 
of the Ka lines will be greatly attenuated. In this case, the benefits of using a 
monochromator to enhance signal-to-noise ratio and energy resolution may be 
counteracted by dramatically extending the number of scans and dwell times. The 
alternative is to use synchrotron radiation — the radiation emitted by accelerating 
electrons in a storage ring at energies of -lG eV  — which can produce a 
continuous spectrum of photons (energies from a few eV to several keV) with
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much higher beam intensity. Selected by monochromator, characteristic X-rays 
with much narrower line-width are obtainable. For example, the line-width of the 
photons generated by synchrotron radiation whose energy matches the MgKa is 
reduced to 0.4eV or less [155]. An efficient analysis on a sample thus can be 
achieved using this source, giving a result with both high energy resolution and 
signal-to-noise ratio.
3.23 Spectral Interpretation
3.23.1 The Nature of XPS Spectra
In XPS analysis, the kinetic energies of those photoelectrons ejected from 
a sample by the incident X-ray photons are measured by a spectrometer. The 
spectrum obtained generally contains of characteristic peaks on a broad 
background. These characteristic peaks are the contributions of the photoelectrons 
emitted from the particular atoms in the sample without losing their energies on 
the outward path. Based on the discussion in 3.2.2.1, the measured kinetic 
energies can be easily converted into binding energies from Eq(3-36). The 
calculated binding energy of the electron reflects the nature of the detected atom 
because from this value the element and its chemical state can be precisely 
identified. By contrast, the kinetic energy of the electron will change when the 
excitation radiation is changed and therefore is not an intrinsic material property, 
even though it is the only parameter directly measured by the spectrometer. For 
this reason XPS spectra are usually presented in the form of the photoelectron 
intensity versus its binding energy.
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From binding energies, the characteristic peaks relate the photoelectrons 
to their corresponding orbital energy levels in an atom. Fig.3-11 illustrates the 
XPS spectrum of gold which is superimposed on a schematic of the electronic 
structure of gold [156]. The spectrum is, thus, to be viewed as a plan of electron 
orbitals against the yield of photoelectrons in such a small, fixed energy section. 
In addition, Auger electrons emitted in the relaxation process of the ionised atom 
due to the emission of the photoelectron will also form broad characteristic peaks 
in an XPS spectrum. Unlike the photoelectrons, Auger electrons have fixed kinetic 
energies owing to the completely different ejection mechanism as explained 
earlier, and hence their characteristic peaks in the spectrum do not relate to the 
binding energy scale and will shift when the X-ray source is changed. This feature 
can be used to differentiate between photoelectron and Auger peaks, or even to 
resolve these peaks which may otherwise interfere with each other by switching 
one X-ray radiation to another.
The spectrum background is formed by those electrons which are 
inelastically scattered and suffered energy loss on the way out of the sample. In 
particular, there is a series of steps which rise towards the side of higher binding 
energy at those characteristic photoelectron and Auger peaks. This is because 
once the electrons lose their kinetic energies the calculated binding energies will 
consequently have higher values. Since on one hand these characteristic electrons 
form the intense peaks in the spectrum but on the other hand they have more 
probabilities to suffer the inelastic scattering, the step up on the high binding 
energy side of these peaks appear higher.
79
Chapter 3 Experimental
F ig3-ll The XPS spectrum of gold superimposed on a schematic of the 
electronic structure of gold shows how the characteristic photoelectron peaks 
reflect their corresponding orbital energy levels in an atom, and the scattered 
electrons contribute to the background by suffering energy loss, (after Watts 
[156]).
Au 3d jj electrons have a binding energy of 
2206 eV therefore they are not ejected by 
AlKa X-rays of energy 1486.6 eV
4d|
4 p j
5d
Ejected electrons (■ ) contribute to discre; 
peaks in the spectrum [ A u4fetc .) whilst 
inelastically scattered electrons ( 0 )  
contribute to the background features
X-rays
■ Photo electrons 
o Scattered electrons
o o
gold
3.23.2 Elemental Identification
As a general rule for the samples first analyzed with XPS, a survey scan 
will be taken to identify the elements contained on the sample surface. Normally, 
the survey scan ranges over the binding energies of O-lOOOeV which is adequate 
for the identification of all detectable elements. Fig.3-12 is an example of XPS 
survey spectrum taken from the Si0^ Ge05 alloy with an AlKa X-ray radiation. The 
binding energy of this spectrum is in a range of 0-1300eV, and the reason to have 
the survey scan a little wider in this particular case is to view the Ge2p3/2 peak. 
Since the sample has been cleaned by argon ion etch, neither Cls peak nor O ls
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peak can be observed in the spectrum, whereas as indicated on the graph the 
characteristic photoelectron peaks of silicon and germanium as well as germanium 
Auger peaks are distinctly evident, which means that the measured layer of the 
sample only consists of Si and Ge.
Having a kinetic energy higher than 1600eV, the S i ^  Auger process can 
not be generated by either the MgKa, or the AlKa X-ray radiation as these 
photons do not have sufficient energy to excite the Sils photoelectrons. Further 
the energy range covered by this survey spectrum is not large enough to show the 
SijcLL Auger lines, even though they may still be obtained. For example, the 
continuous Bremsstrahlung background from the used characteristic X-ray sources 
can eject the Sils photoelectrons and therefore will result in the emission of S i ^  
Auger electrons [157]. Indeed, if the energy coordinate is extended across the 
origin to negative scales, the S i ^  Auger lines will appear, though their intensities 
are expected to be very low. With high resolution scans in this specific region, 
however, the signal-to-noise ratio can be improved and these Auger peaks can 
provide useful information for determination of the chemical states and Auger 
parameters in the sample analyzed, which will be discussed below.
3.233 Chemical Shifts
In 1958 Nording, Sokolowski and Siegbahn [146] first reported that the 
chemical difference between copper and its oxide can be clearly distinguished by 
using XPS. Since then it has been found that the exact positions of characteristic 
photoelectron and Auger peaks in an XPS spectrum can systematically shift due 
to the changes of the chemical or structure environment of the element and its 
formal oxidation state. This phenomenon, known as chemical shifts, has been
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studied extensively for many elements in a wide range of materials. It is the ability 
to detect chemical shifts that has allowed XPS used for more than just surface 
elemental identification, by which the technique has the distinct advantage 
superior to other surface analysis methods.
A decrease in electronic population of the valence bands of an atom leads 
to an increase in the binding energy of the rest electrons in the atom so that their 
photoelectron peaks will shift toward the higher binding energy side. In addition, 
as the electronegativity of the surrounding ligands increases the binding energy of 
photoelectron peaks from the central atom should also increase. It is this effect, 
which Siegbahn termed the ’chemical shift’, that provides the information about 
the chemical state of elements. As a consequence, it is expected that when a 
formal oxidation state increases its binding energy will increase as well. The 
chemical shifts of photoelectron lines from different compounds can vary 
dramatically from 0.1 up to lOeV and even larger, but unless they are more than 
about one-third of the normal peak width, e.g. 0.3-0.7eV the shifts will be difficult 
to measure and therefore, useless for the line in question.
Although many efforts have been devoted to calculate absolute binding 
energies and chemical shifts (as it would be obviously a simple matter to 
determine the sample chemical state by a comparison of the values of binding 
energy between experiment results and calculated data), unfortunately up to this 
stage no single theory has yet been developed. An interpretation of observed 
chemical shifts, therefore, has to be relied on standard materials and 
accomplished on an empirical basis. However, the measured change in binding 
energy for photoelectron peaks may not always correspond to a chemical shift. 
Electrostatic charging suffered by an insulating sample, for instance, can also
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generate a few eV shift for photoelectron and Auger lines in a spectrum. Under 
these circumstances, a distinction between chemical shift and electrostatic charging 
can be made by measuring the difference between the shifts of photoelectron and 
Auger lines, which is known as the Auger parameter.
3.23.4 Auger Parameters
The Auger parameter is a very useful chemical state indicator. The concept 
was first advanced by Wagner in the early of 1970s [158] and later was described 
in more detail at the Faraday Society meeting in 1975 [159]. It has been found 
that a change in the Auger parameter of any element is directly proportional to 
the change in the extra-atomic relaxation for that element in the compound being 
measured. This relaxation involves the screening of the final state ion in the Auger 
electron emission process by electrons of neighbouring atoms and/or by electrons 
in the conduction band.
The Auger parameter, a, is defined as:
where EK(A) and EK(P) are the kinetic energies of an Auger peak and a 
photoelectron peak respectively, whereas EB(P) and EB(A), each represents the 
binding energy of a photoelectron line and the binding energy of an Auger 
transition. In order to maintain the Auger parameter positive and independent of 
photon excitation energy, Gaarenstroom and Winograd [160] evolved the idea of 
the modified Auger parameter, a ’, having its form as
a =Ek (A) - Ek (P) -Eb (P) -Eb (A) ( 3 - 4 0 )
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a ,=a+hv=EB(P) +Ek(A) ( 3 -41  )
which has been widely adopted.
The Auger parameter data are presented normally in two-dimensional 
plots. The kinetic energies of Auger electrons are on the ordinate, whereas on the 
abscissa the binding energies of the photoelectrons are plotted in the reverse 
direction. On this graph, different chemical states occupy their own positions on 
the grid and the modified Auger parameters are then drawn with a slope of 1, 
parallel each other, to form a group of lines. Fig.3-13 is an example of the Auger 
parameter and chemical state plot of silicon compounds [161]. It can be seen that 
all points on any one of the diagonals of the grid have the same value of the 
modified Auger parameter a ’. Errors in charge referencing introduce uncertainty 
in data points parallel to the Auger parameter lines. Since the plot is made based 
on the values of a ’, the information shown on the graph applies to any XPS data 
from the same material without the knowledge of the X-ray source used.
3.2.4 Quantification of XPS
After accomplishing an analysis of an XPS survey spectrum, high 
resolution scans are often required for further quantitative analysis. The scan 
regions need to be chosen carefully from the survey spectrum in the characteristic 
photoelectron peaks of those elements which are of interest to study, and the 
spectra are taken usually in the mode of lower pass energies (10-20eV), smaller 
energy step (0.1-0.2eV/step) and multiple scans (5-10 times).
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Fig.3-13 Auger parameter and chemical state plot of silicon compounds: 
solid and gases (after Wagner and Joshi [161]).
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The quantification of XPS, in practice, is quite straightforward. The relative 
concentrations of the components detected in the XPS spectra can be determined 
by calculating the integral intensities of those interrelated elemental photoelectron 
peaks with their sensitivity factors. The integral intensity of each elemental 
photoelectron peak is obtained by measuring the peak area based on the 
subtraction of a linear or a Shirley background [162]. The values of the sensitivity 
factors, however, are mutable, depending on the type of the instrument employed, 
the experimental conditions as well as the standard which has been chosen as the 
reference element. For element A in the sample, the fractional atomic 
concentration, CA, is given by
where IA and Ij represent the measured integral intensities of element A  and 
element i, and SA and S; are the atomic sensitivity factors for element A and 
element i.
3.2.5 Sputtering Depth Profiling
Sputtering depth profiling is a very important technique to obtain the 
sample composition information below the surface layers and it has been 
extensively adopted in various kinds of surface analyses, such as AES, XPS and 
SIMS. The technique applied to XPS analysis involves alternately sputtering a 
sample with an inert ion gun (normally using argon ions) and recording a 
spectrum. The process is repeated until a sufficient depth is achieved. Generally
x l O O % ( 3 - 42 )
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lpm  is regarded as the upper limit. The depth resolution of this technique is 
dependent on (1) the escape depth of the electrons, c.a. lnm, and (2) the depth 
of roughening which is usually of the order 0.5% of the depth sputtered. Thus, 
overall, it is generally superior to RBS.
The concentration profile obtained from the spectrum at each level then 
can be plotted as a function of the sputtering time or versus a depth scale if the 
etch rate for this material is known. In addition, changes of the chemical states 
along with the depth can also be found out if a series spectrum syntheses have 
been made. However, as the sample is heavily bombarded by ions and layers of 
material on the top of the sample have been removed during the analysis it is a 
destructive method and a measurement can not be repeated for the same 
specimen. Furthermore the ion bombardment may induce the effects on the 
sample composition, such as preferential sputtering, atomic mixing and interaction 
of the ions with the sample atoms.
Preferential sputtering is caused by the different sputter yields of the 
components on the sample surface. The component with high sputter yield is 
preferentially removed from the surface at the beginning of the sputtering process. 
Accordingly the concentration of that component at the surface will reduce. The 
sputter yields are then altered as a consequence of the change of the sample 
composition until a new equilibrium is achieved. Preferential sputtering can induce 
a depletion of the preferred elements or an enrichment of the unpreferred 
component in the surface.
The atomic mixing and interaction will occur between the sputter ions from 
primary process and the elements underneath the surface layer. The primary ions
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which are implanted, interacted, diffused and segregated in the sample will appear 
in the subsequent spectra. It is also found that the ion sputtering process will lead 
to reduction. For instance, it has been reported that Fe3+ in haematite was 
reduced to Fe2+ and further to Fe° and W6* in tungsten oxides was reduced to W° 
through intermediate states [163].
Nevertheless, ion sputtering depth profiling is still considered as a very 
useful method to study the composition depth profile, and artificial effects due to 
the ion bombardment can be reduced to an acceptable level by careful operation 
and use of a standard sample for calibration.
3.2.6 Basic Instrumentation
A typical XPS spectrometer is composed of a ultra high vacuum (UHV) 
system, a controlled X-ray source, an electron energy analyzer and detection 
system as well as a data recording and processing system.
It is essential for almost every kind of surface analysis technique to carry 
out a sample measurement under UHV. According to gas kinetics a monolayer 
of gas atoms or molecules can deposit on the sample surface within 2 seconds 
even if in a vacuum condition of ~10'6 mbar. For this reason a UHV with 
pressures of the order 10'9 to 10*10 mbar is a fundamental requirement for XPS 
analysis both in a way to reduce surface contamination and to avoid the collisions 
of electrons with other molecules so as to enhance the signal intensity.
In order to achieve UHV, a pumping system is employed generally 
including rotary pumps to provide base vacuum (~10'2-10'3 mbar) and diffusion
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pumps and ion pumps to reach UHV and to maintain it. Samples are inserted 
through the fast entry lock, prepared in-situ in the preparation chamber if 
necessary and analyzed in the analysis chamber. Each chamber is isolated by 
vacuum valves and both preparation chamber and analysis chamber are kept in 
UHV.
The most popular X-ray gun used in an XPS spectrometer contains a twin 
anode which consists of aluminium and magnesium. A separate filament, one for 
each anode, is built in the twin anode assemblies as a heated cathode from which 
electrons are accelerated toward a target anode over a potential of the order of 
5-20 kV to generate X-ray. With such configuration, the X-ray gun can generate 
AlKa and MgKa photons by simply switching the power to the appropriate 
filament. The twin anode X-ray gun has the advantage that it can discriminate 
photoelectron from Auger transitions when these peaks are in question or overlap 
in a spectrum. By changing the source from MgKa to AlKa, photoelectron peaks 
remain constant whereas Auger transitions will shift to a position 233eV higher 
on a binding energy scale.
The electron energy analyzer widely used in XPS is the concentric 
hemispherical analyzer (CHA) which is normally operated in a constant analyzer 
energy (CAE) mode. Fig.3-14 schematically shows a CHA analyzer of a typical 
XPS spectrometer and the process to record an XPS spectrum [156]. In this CAE 
mode operation a constant voltage is applied on the inner and outer hemispheres 
so the analyzer acts as a narrow band-pass filter which only allows those electrons 
whose energy matches the pass energy of the analyzer to go through it. The values 
of the pass energy usually applied are 10, 20, 50 and lOOeV.
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Fig3-14 Schematic of the analysis chamber and CHA analyzer of an XPS 
spectrometer (after Watts [156]).
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The electrons passing the retarding electric field and the hemispherical 
analyzer will reach the detector and signals are then amplified and stored in the 
computer. Through data processing XPS spectra can be either displayed on a 
terminal screen or plotted out. Qualitative and quantitative analysis can be made 
by locating the peak positions and calculating the peak areas, and chemical state 
information can be obtained by synthesizing the peak in the spectrum.
A cold cathode ion gun is generally employed in an XPS instrument for 
sample cleaning or composition-depth profiling. This is because the source can 
produce high-current ion beams (50pA) with a spot size of about 10mm in 
diameter, which is particularly suitable for XPS analysis where broad-area etching 
is necessary.
Fig.3-15 shows an AG21 cold cathode discharge ion source made by VG 
Scientific Ltd. The ion gun uses high-purity argon gas as the ion source to avoid 
interaction between the ions and sample surface in the etching process. The used 
argon gas can be either fed directly into the back of the ion gun or passed through 
a in-line furnace containing titanium granules to remove any residual oxygen in 
the gas before it is admitted to the ion source. A high voltage and an axial 
magnetic field are applied to an ionization chamber in which a discharge is 
induced and positive ions are extracted from the discharge into a focusing region. 
There are two separate high voltage supplies in the control unit. The ion 
acceleration can be operated in a range from 0 to lOkeV, and the ion beam can 
be focused by adjusting the focusing voltage on the lens. The beam current will 
depend on both the accelerating electrode potential and the argon pressure in the 
system, the latter is normally kept at 4xl0‘6~4xl0'7 mbar during the operation.
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Fig.3-15 The AG21 cold cathode discharge ion source (a) and its 
configuration (b).
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3 3  Experimental Procedure
33.1 Sample Preparation
The samples used for this study were first prepared by molecular beam 
epitaxy (MBE) in the Physics Department at the University of Warwick. The 
equipment employed for this MBE growth was a VG Semicon V80 system. The 
Si/Si0^ Ge03 alloy was grown on an n-type (100) silicon (p=5~20Qcm) wafer. 
Initially a lOOnm silicon buffer layer was grown on the Si substrate. On this buffer 
layer a 800nm S i^G e^ alloy layer was deposited, and finally finished with a 75nm 
silicon thin layer on the top of the wafer.
The wafer used has a diameter of three inches and the epitaxial layers are 
restricted within the central area, approximately 50mm in diameter, giving a whole 
area about 19.6cm2. A profile of the sample structure is illustrated in Fig.3-16.
33.2 Oxygen Ion Implantation
Oxygen ion implantation was performed in the Department of Electronic 
and Electrical Engineering at the University of Surrey. Oxygen ions with an energy 
of 200keV were implanted into the wafer. The choice of ion energy and layer 
thicknesses ensure that the majority of the implanted oxygen ions came to rest in 
the layer of Si0jG e0J alloy. The ion beam passed through a 2.5x2.5cm2 aperture 
with a flux of 57/iA to reach the sample. As schematically shown in Fig.3-17, after 
implanting for 1.5 hours a dose of 0.6xl018 0 +cm'2 was achieved in region A+B. 
The wafer was then shifted to the left by 1.25cm for another three-hour
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Fig3-16 The composition and structure of the SiGe alloy as prepared by
MBE.
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Fig3-17 Schematic of the region and area implanted with different dose 
of oxygen ions.
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continuous implantation to give a total dose of 1.2xl018 0 +cm'2 in region B+C. 
Since region B was implanted twice in this process, it contains the highest amount 
oxygen up to a dose of 1.8xl018O+cm'2.
During the implantation the sample temperature rose to about 500-550°C 
as a result of the ion beam heating. Because the wafer was mounted on small 
silicon tips, conductive heat loss was minimized and hence the substrate was 
maintained above 500°C, which is known to be good for lattice restoration. After 
the implantation three regions in the sample, labelled as A, C and B in Fig.3-17, 
were obtained. Each region, in turn, corresponds to the sample implanted with a 
dose of 0.6, 1.2 and 1.8 xlO18 0 +cm'2 respectively, hereafter referred to the low- 
dose, medium-dose and high-dose implanted samples.
After the implantation, the wafer was cleaved into small pieces and all 
these small samples were subsequently cleaned in trichloroethylene, followed by 
acetone and methanol baths and finished with a thorough rinse in de-ionized 
water. The samples were then dried by blowing with nitrogen gas, and some 
retained for analysis and some for further thermal treatment.
3 3 3  Thermal Treatment
Thermal treatment was carried out in a quartz tube furnace. Firstly the 
required temperature was set up, and then the flow of dry nitrogen was started. 
The cleaved small samples were divided into three groups and annealed at 800°C, 
900°C and 1000°C for one hour respectively. Since each group contained the 
samples which had been implanted with different doses of oxygen, the thermal 
treatment produced a 3x3 array samples combining three doses of oxygen and
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three different annealing temperatures. These samples were then used to compare 
the effect of the oxygen doses and the annealing temperatures on the oxidation 
of the Si0JGe03 alloy as well as the formation of SiGe-on-insulator.
33.4 Instrumentation
The Rutherford backscattering (RBS) and channelling measurements were 
performed by using 1.5 MeV 4He+ ions as the probe beam. The ions were 
accelerated in a Van de Graaff accelerator and were incident to the sample with 
an angle of 6° to its surface normal. A scattering angle of 160° was chosen for the 
detection of the backscattered ions to obtain RBS spectra. The channelling 
spectra were recorded in the direction that the sample surface normal was aligned 
to the <100> axis. The pressure of the target chamber was measured at about 
10'6mbar when the samples were analyzed.
The X-ray photoelectron spectroscopy (XPS) analysis was accomplished by 
using a VG Scientific ESCALAB Mkll system equipped with a concentric 
hemispherical analyzer (CHA). An X-ray source of AlKa radiation (1486.6eV) 
was chosen and was run at lOkV and 20mA. The analyzer was operated in the 
CAE mode and the photoelectron beams were analyzed at a pass energy of 50eV 
for a survey spectrum and at 20eV for high resolution spectra of individual 
elements. For quantitative analysis, table 3.1 lists the sensitivity factors used in this 
study which were quoted from VGS 5000 data system.
The analyzed area was restricted to within 5x2 mm2 by the size of the 
aperture used. During the data collection the vacuum in the analysis chamber was 
maintained at better than 3xlO'10mbar. An AG21 cold cathode discharge ion gun
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was employed to carry out sputtering depth profiling using the inert argon gas. 
The ion gun was operated at 3kV in the partially defocussed mode, giving an 
etched area of ~12mm in diameter, and a target current of 15^tA was measured. 
The argon gas pressure during the sputtering was kept at lxlO'7 mbar.
Table 3.1 Sensitivity factors from VGS 5000 data system used for 
quantification of XPS
Element Symbol Peak Sensitivity factor
oxygen O Is 2.850
silicon Si 2p 0.865
germanium Ge 3d 1.551
germanium Ge 2p3/2 21.22
carbon C Is 1.000
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4.1 A List of the Samples Analyzed
Table 4.1 Samples analyzed by RBS and XPS
Sample
Number
Ion Implantation Anneal
Measurement
Method
109-7- Dose
(xl018O+cm'2)
Energy
(KeV)
Ti*
(°C)
TA+/Time
(°C/h)
- MBE-grown _ _ - RBS XPS
a 0.6 200 500-550 - RBS XPS
a-10 0.6 200 500-550 1000/1 RBS XPS
c 1.2 200 500-550 - RBS XPS
c-8 1.2 200 500-550 800/1 RBS XPS
c-9 1.2 200 500-550 900/1 RBS -
c-10 1.2 200 500-550 1000/1 RBS -
b 1.8 200 500-550 - RBS XPS
b-8 1.8 200 500-550 800/1 RBS XPS
b-9 1.8 200 500-550 900/1 RBS XPS
b-10 1.8 200 500-550 1000/1 RBS XPS
Ti* - Implantation Temperature 
Ta+ - Annealing Temperature
Table 4.1 lists the samples which have been analyzed either by RBS or by 
both RBS and XPS depth profiles. The samples can be divided into three groups:
(1) before ion implantation, i.e. the sample analyzed as it is grown by 
MBE, hereafter referred to as the MBE-grown sample:
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(2) after implantation with different doses of oxygen ions, hereafter 
referred to as the as-implanted samples:
(3) after thermal treatment, i.e. after implantation the samples have been 
annealed at different temperatures, hereafter referred to as the annealed samples.
There are two results missing from the XPS analysis: the one for the 
sample c-10 was caused by overload trip of the high voltage to the lens during 
the measurement; and for the sample c-9, XPS analysis was not carried out 
because no essential difference between this sample and the sample c-8 had been 
observed from the RBS results.
4.2 Examination of the MBE-Grown Sample
4.2.1 The Sample Composition and Structure
4.2.1.1 RBS Result
Fig.4-1 shows a random RBS spectrum obtained from the MBE-grown 
sample using an analyzing beam of 1.5MeV 4He+ with an incidence angle of 6° to 
the surface normal of the sample and a scattering angle of 160°. The sample 
structure is illustrated schematically in the inset. The spectrum was calibrated 
using the leading edge (50% of the rise in signal) of the three elements Ge, Si and 
O. The values obtained were 393, 279, and 180 respectively, yielding a value of 
3.08 keV/channel for this specific set up. From this energy width per channel, the 
exact energy of a backscattered ion can be calculated. Based on this scale
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calibration, the composition and structure of the MBE-grown sample can be 
deduced.
In Fig.4-1 the signals between channels 138-267 and 226-380 are 
contributed by the silicon and germanium in the layer of Si03Ge05 alloy 
respectively. Unlike the spectra shown in Fig.3-7 in which the signals of Si and Ge 
are well separated, for this sample the Si signal is partially overlapped on the Ge 
signal between channels 226-267 in the spectrum. This results from the thickness 
of the SiGe alloy, as indicated on the figure by dashed line. Compared with the 
intensity of this part of Si, there is a sudden increase of the counts from the 
channels 138 and lower and this is because the signal here comes from the pure 
silicon substrate. The peak ’A’ between channels 267-279 on the Ge spectrum, 
however, corresponds to the thin silicon film on the sample surface, which is 
indicated by the arrow on the figure. Because of the presence of this top Si layer, 
the front edge of the Ge spectrum does not appear at its surface position (channel 
393) but starts at the channel 380. From this spectrum it can be calculated, based 
on the equation (3-14)~(3-17), that the thickness of this Si cap is approximately 
75nm and the SiGe alloy layer is about 800nm.
The concentration of Si and Ge in the alloy has been confirmed as just 
about 50%/50% (±10%). This result is obtained from the solution of the 
simultaneous equations (3-28) and (3-29), with a modification in equation (3-28). 
This is because for this sample the height of the Si spectrum from the alloy at a 
point corresponding to the surface (the surface height) can not be measured 
owing to the signal overlap in this region. As a consequence the spectrum heights, 
Hsi and H ^, have to be taken at a certain depth in the sample where their values 
can be determined. For this reason, the heights Hsi and HCe are used in the form
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of equations (3-33) and (3-34), and the ratio of these two equations is used to 
replace equation (3-28).
4.2.1.2 XPS Depth Profile
The composition and structure of the MBE-grown sample has also been 
examined by XPS depth profiling. An XPS survey scan with a binding energy 
range from 0-1300eV recorded from this sample has been shown in Fig.3-12 
previously. As indicated on the graph the energy windows for Si2p, Ge3d and 
Ge2p3/2 peaks were also chosen to carry out high resolution scans for qualitative 
and quantitative analysis associated with the ion etch depth profile. The profile 
was accomplished by etching the sample step by step through the top silicon film 
and the whole SiGe alloy layer and a set of high resolution spectra for Si2p, Ge3d 
and Ge2p3/2 plotted in a montage form are presented in Fig4-2~Fig.4-4.
By inspecting these results it has been found that prior to oxygen 
implantation both silicon and germanium exhibited elemental bonding with their 
characteristic photoelectron peaks (Si2p, Ge3d and Ge2p3/2) approximately at the 
binding energy of 99.8eV, 29.6eV and 1217.4eV respectively. The only exception 
is the Si2p spectrum taken from the surface layer, where the peak has split into 
two. The second peak at binding energy about 104eV is, in fact, caused by 
chemical shift and it corresponds to the state in which Si exists in the form of 
SiOz. This silicon dioxide is formed by spontaneous oxidation due to the sample 
exposure in the air. Details concerning chemical shift and chemical state analysis 
will be discussed in section 4.4.
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Chapter 4 Results and discussion
From the above results the sample structure can be directly observed. In 
Fig.4-2 Si2p peaks with high intensity appear from the surface region, whereas no 
germanium signals in the same region, either from Ge3d or Ge2p3/2 spectrum, can 
be seen in Fig.4-3 and Fig.4-4. This indicates that there is a layer of pure silicon 
on the sample surface, which confirms the presence of Si capping layer grown on 
the top of the sample. Once this silicon layer is etched away, the intensity of Si2p 
peaks decreases and at the same time Ge signals start to emerge and very quickly 
reach a maximum, meaning that a SiGe alloy is underneath the Si layer and their 
interface is sharp. As is expected, after etching through the alloy layer, germanium 
signals decrease and disappear at the end of profile, whereas the intensity of Si 
peaks increases again. In order to determine the exact atomic concentration of Si 
and Ge in the sample, a quantitative analysis is carried out by integrating each 
peak intensity layer by layer and calculating the component concentration 
according to equation (3-42). The result, as displayed in Fig.4-5, clearly shows that 
the composition of the MBE-grown alloy is exactly Si0 5Ge0 5 with a sharp interface 
between the alloy and top silicon layer. In addition, by comparing Fig.4-5 (a) with 
Fig.4-5 (b), it is seen that there is no disagreement between the Ge3d and Ge2p3/2 
profile, although the Ge2p3/2 result looks even more close to the alloy 
composition.
4.2.2 A Calibration for XPS Depth Profile by Use of the MBE-Grown Sample
It is essential to carry out an etch-rate calibration for a depth-profiling 
analysis in order to convert the etch time to a real depth scale, and it is also 
important to know, through this calibration, whether there is any artificial effect 
on the profile result. This effect, usually induced by the argon ion etch such as
108
Chapter 4 Results and discussion
preferential sputtering or ion mixing, can seriously alter the outcome of a profile. 
For this purpose, the result of XPS depth profile obtained from the MBE-grown 
sample is also used as a calibration for the analyzed Si0 5Ge0 5 alloy.
As shown in Fig.4-5, the XPS profile is plotted in the form of the 
concentration of the sample component versus the etch time. Since the thicknesses 
of the top silicon layer and the SiGe alloy layer are known and have already been 
confirmed by RBS analysis, the etch rates for these materials are easy to 
determine. There are approximately 1.34nm/min for pure Si and 2.02nm/min for 
Si0 5Ge0 5 alloy respectively with an uncertainty of about ± 10%. For the implanted 
samples, the etch rates vary with sample composition and therefore, an 
average etch rate around 2.0nm/min (±15%) is used in the depth profile analysis. 
In view of the depth of at least 900nm to be profiled for this sample, a long etch 
time with a 15 min interval was chosen and hence the depth resolution was limited 
to ~24nm.
In addition, since the result shows that the alloy is exactly Si0 5Ge0 5, it is 
concluded that there is no preferential sputtering for this material during the Ar+ 
etching, and neither is there any distinct ion mixing effect on this profile, as the 
interface between the top Si and the alloy is nicely sharp. After profiling the 
sample was examined under scanning electron microscope at low magnification, 
covering part of the large area etched in XPS-depth profiling. No surface 
topography could be seen, which means that the effect of ion-induced surface 
roughness is negligible. This is probably because the etching is performed using 
a low energy ion beam (~3keV) in a defocussed mode.
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Fig.4-5 XPS depth profiles (concentration vs etch time) of the MBE-grown 
sample for the calibration of etch rate and preferential sputtering, (a) The 
composition profile calculated basecl on the Si2p and Ge3d signals; (b) The 
composition profile calculated based on the Si2p and Ge2p3/2 signals.
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4.23 The Sample Crystal Quality
Prior to the ion-etch XPS depth profiling, the crystal quality of the 
Si0 5Ge0 5 alloy is examined using RBS ion channelling technique. Fig.4-6 shows an 
ion channelling spectrum (dotted line) in the direction of <100> taken from the 
MBE-grown sample. By comparing this yield with that of the random spectrum, 
as shown in Fig.4-6 in solid line, %min can be calculated and the value is 
approximately equal to 0.45 for the alloy layer. This figure looks quite high for a 
MBE-grown single crystal, which would mean that the crystal quality of the alloy 
is rather poor. However, the fact that the alloy is covered by a thin layer of silicon 
also has to be taken into account, and thus the interpretation of the channelling 
result may not be so straightforward.
It is well known that to prepare a MBE-grown SiGe alloy, one must 
accommodate the 4.2% lattice mismatch between silicon and germanium. This 
lattice mismatch will induce a strain in the crystal structure and produce an array 
of interfacial edge dislocation [99]. Normally strain energy varies as the thickness 
of the deformed layer, and a thin layer will thus more readily grow in a strained 
state. The sample analyzed in this work is such a case. As it is shown above, the 
MBE-grown sample has a Si/Si0 5Ge0 5/Si sandwich structure and in particular, the 
top layer of silicon is rather thin, having a thickness of 75nm only. Therefore, 
when the channelling ions go through this layer they will be dechannelled by the 
strained structure and the interfacial edge dislocation even before they reach the 
SiGe alloy.
Indeed, it can be seen from Fig.4-6 that the minimum yield of this thin 
silicon layer is about 40%. These dechannelled ions then enter the alloy layer as
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the primary channelling beam so that the obtained xmin value will be, not 
surprisingly, higher than that it should be. For the same reason, the spectra in 
Fig.3-7 from the Si/Ge/Si layered sample have shown a similar result. Again from 
this result the limitation of using the RBS technique to analyze this specific 
sample is revealed.
43  Characterization of Oxygen Implantation into SiGe Alloy
43.1 Measuring the Change of Alloy Composition by RBS
Shown in Fig.4-7 is a series of random RBS spectra from samples before 
and after implantation, which are labelled (a), (b), (c) and (d). Spectrum (a) is for 
the MBE-grown sample quoted from Fig.4-1 for a comparison. Spectra (b), (c) 
and (d) are taken from the samples implanted with a low, medium, and high dose 
of oxygen ions respectively. By comparing these spectra with curve (a), it can be 
seen that there is a gradual reduction in the area of peak ’A’ and a movement of 
the high energy edge of the Ge signal to higher channel numbers. This is caused 
by the sputtering erosion of the top Si layer due to the oxygen implantation, and 
the amount of silicon removed depends on the implanted 0 + dose.
For the low-dose implanted sample (spectrum (b)) it is found that about 
30nm of the Si layer on the top has been sputtered away, whereas for the 
medium-dose implanted sample less then lOnm of the Si film remains. In the case 
of the sample implanted with a high dose of oxygen ions, the edge of Ge signal 
is at channel 393, which means that all of the top Si layer has been removed 
during the implantation. The yield deficiency between channels 280-380,
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Fig.4-7 Random RBS spectra from the Si/SiGe/Si samples implanted with 
three doses of 0 + ions at an energy of 200keV: (a) the MBE-grown sample, (b) 
the low-dose implanted sample, (c) the medium-dose implanted sample, and (d) 
the high-dose implanted sample.
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developing with increasing dose, corresponds to the displacement of Ge atoms 
from the oxygen region. Similarly a slight decrease of the intensity of silicon 
signals in this region within channels 116-160 can be observed. Associated with the 
increase of oxygen dose, oxygen signals in the spectra located in channels 18-76 
also heighten. A shift of the back edge of each elemental spectrum to the 
direction of lower channel number as the 0 + dose increases is caused by the 
swelling of the sample which occurs in order that the matrix can accommodate the 
implanted oxygen without introducing excessive stress. Clearly, the change in Ge 
spectrum shown in Fig.4-7 is much more distinct than those in Si and O spectra 
and therefore further discussion is concentrated on the analysis of Ge spectra.
The shape of Ge spectra is similar to that reported previously for the 
oxygen ion implanted into bulk silicon [164], in which the oxygen concentration 
has a skew Gaussian distribution for low doses. Once the dose reaches the value 
for stoichiometric Si02, the oxygen concentration saturates so that a platform 
appears in the oxygen profile. Here, similar results can be observed from the Ge 
spectra in Fig.4-7. In particular, for the high-dose implanted sample a flat bottom 
forms in the Ge spectrum, indicating that corresponding to this region the 
implanted oxygen is saturated as well. Detailed analysis carried out using RBS 
computer simulations shows that the composition ratio for Si:Ge:0 in this region 
is about 1:1:1 when the dose is 0.6xl0180 +cm*2, 1:1:2 when the dose is 
1.2xl018O+cm*2, and 1:1:4 when the dose reaches 1.8xl018O +cm'2. However, since 
the sample’s atomic density varies with the composition ratio but is not equal to 
it so that it is unknown for this oxygen implanted alloy, the simulations performed 
in this condition are entirely empirical and the results are expected with an 
uncertainty of about 15%. Moreover, because the signals of the Si and Ge from 
the alloy are overlapped in the spectra, the true spectrum height cannot be
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measured in this region and hence the sample composition profile cannot be 
determined from these spectra [165]. Quantitative information about the change 
of the alloy composition and the buried oxygen distribution thus has to depend on 
XPS depth profiling results.
43.2 Determination of Elemental Distribution by XPS Depth Profile
Following the RBS analysis, the elemental distribution for the as-implanted 
samples have been examined again in detail by XPS depth profiling. As an 
example, Fig.4-8 shows an XPS survey spectrum taken from the sample implanted 
with a medium dose of oxygen ions (1.2xl018O+cm'2). The spectrum was recorded 
at the depth, during the etch profiling, where the majority of the implanted oxygen 
is located. In comparison with Fig.3-12, a strong characteristic photoelectron peak 
of oxygen, Ols, with its Orw Auger peak is seen in this XPS survey spectrum.
The binding energy and the kinetic energy for the O ls photoelectron peak 
and the Orw Auger peak are measured as 533.4eV and 506.3eV respectively. For 
quantitative analysis, the O ls peak is taken into account this time together with 
the Si2p, Ge3d and Ge2p3/2 peaks and high resolution spectra for these peaks are 
taken. Also, for the examination of the changes of chemical states as a result of 
the oxygen implantation, Auger spectra for S i ^  and G e ^ u  are acquired. The 
depth profiles of three elements plotted in a montage form are given in the Fig.4- 
9~Fig.4-14. From these results the shape and location of the buried oxygen can 
be directly observed and a redistribution of the silicon and the germanium in the 
alloy induced by the implantation are also seen clearly. By quantifying these 
results, a composition-depth profile is obtained. Again, the results calculated based
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on the Ge3d and Ge2p3/2 spectra have no distinct difference. Therefore, in the 
following analysis only the Ge2p3/2 result is used for further discussion.
43.2.1 Oxygen Buried in SiGe Alloy
As it has been shown in Fig.4-9, the implanted oxygen has a Gaussian 
distribution buried in the SiGe alloy. According to the TRIM simulation [166], for 
oxygen ions implanted into SiGe alloy at energy of 200keV the mean projected 
range in the target is about 380nm. Therefore, it is necessary to profile to a depth 
of at least 500nm in order to characterize fully the implanted material. The XPS 
depth profiles performed for the analysis of all the samples in this study range 
over a depth of 600nm. In Fig.4-15 the distributions of buried oxygen, representing 
the low, medium and high dose 0 + implantation, are plotted in one diagram. The 
mean projected ranges measured from these profiles are all around 400nm, which 
are in a good agreement with the TRIM results.
It can be seen from Fig.4-15 that the distribution of buried oxygen in the 
samples implanted with the low and the medium doses of oxygen shows a slightly 
skew Gaussian distribution. The maximum concentration of the oxygen in these 
two samples is measured as about 35% and 58% respectively. It then seems to 
reach saturation in the sample implanted with the high dose of oxygen at a depth 
close to the projected range so that a plateau region is formed. The oxygen 
concentration at this level is determined to be approximately 64%. It is considered 
that the value, falling slightly under the theoretical 66.67% may be caused by 
negative deviation within the uncertainty range. This result, with a much 
clearer format of presentation, demonstrates that the inference made from the 
RBS analysis is correct.
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Chapter 4 Results and discussion
As mentioned above, similar phenomena were observed previously from 
the oxygen implanted Si single crystals and the reason for the distribution of 
oxygen in those samples having such a shape has been referred to the formation 
of silicon dioxide [1,2]. According to this model, once the dose of 0 + ions in the 
peak area approaches the value for stoichiometric Si02 (a volume concentration 
of 2.2xl022O+cm‘3, equivalent to a value about 1.4xl018O+cm'2), a thin layer of S i02 
will be formed. The increasing dose of oxygen afterwards only favours the growth 
of this S i02 film and hence an oxygen saturated region emerges. This leads to the 
distribution of the oxygen becoming top hat in shape and as a consequence, the 
original peak shape cannot be observed.
In this work the high dose of oxygen ions (1.8xl018O+cm*2) used for the 
implantation is also in excess of the value for stoichiometric both Si02 and G e 0 2 
in the alloy within the oxygen maximum region. However, since oxygen has 
different affinities for Si and Ge, the formation of the oxides in this sample is 
expected to be more complicated than that in pure silicon sample. To clarify the 
point at issue, details of the chemical states in the region of oxygen buried layer 
need to be further investigated.
43.2.2 Si and Ge Redistribution Induced by the Implantation
Based on the quantitative XPS analysis, concentration depth profiles of the 
three elements, O, Si and Ge, are obtained and the results are shown in Fig.4- 
16~Fig.4-18. By examining these results, an effect of the implanted oxygen doses 
on the Si and Ge redistribution can be observed. From Fig.4-16 to Fig.4-18, a 
trend is obvious that with the increasing doses the difference of concentration 
between Si and Ge in the oxygen buried region becomes greater. For the sample
1 2 6
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implanted with a low dose of oxygen, shown in Fig.4-16, approximately 40nm thick 
silicon top layer still remains and throughout the oxygen buried region there is no 
distinct difference between the distributions of silicon and germanium. In the case 
of the medium-dose oxygen implantation, the thickness of the top Si layer 
reduces below 20nm owing to the 0 + sputtering. In contrast to the observation 
from Fig.4-16, the redistribution of silicon differs from that of the germanium this 
time. As it can be seen that under the peak of buried oxygen area (Fig.4-17, depth 
350-450nm) the ratio of Si to Ge has changed into about 2:1, whereas beyond this 
region a slight Ge enrichment appears. For the high-dose implanted sample, as 
illustrated in Fig.4-18, the result shows that the thin Si film on the SiGe alloy 
almost has been removed by the implantation. In the oxygen saturated region the 
Si is nearly twice as much as the Ge, and compared with Fig.4-15 this silicon 
enriched region expends to a width of about 300nm. Similarly, outside this area 
a Ge-rich layer can be seen.
In summary, from the above elemental concentration profiles, oxygen 
implanted into this Si0^ Ge05 alloy shows that it has a profound effect on the 
redistribution of germanium rather than that of silicon, which results in a rejection 
of the Ge from the buried oxygen layer. This effect depends on the implanted 
oxygen doses: as the dose increases it becomes remarkable and ends up with the 
region becoming poor in germanium. The critical concentration of the oxygen 
needed to generate a notable Ge segregation is determined to be about 33-34% 
for this specific sample and beyond this region, where the oxygen 
concentration is below this level, the rejected germanium starts to accumulate and 
becomes enriched.
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Chapter 4 Results and discussion
4 3 3  Sample Amorphisation Caused by the Implantation
The crystal structure of the as-implanted samples can be examined by the 
RBS channelling. Again the channelling ions are incident into the specimens in the 
<100> direction and the recorded spectra which have been superimposed on the 
random RBS spectra from the same sample for a comparison are presented in 
figures 4-19 and 4-20. It has been seen that for the low-dose implanted sample 
there is no significant change in crystal structure and the result is similar to that 
of the MBE-grown sample (not shown). The reason for this can be explained 
either because the dose used for the oxygen implantation is relatively low so that 
the damage caused by the implantation is not severe, or because part of the Si top 
layer still remains and therefore, the problem for applying channelling technique 
to inspect this sample will be the same as the MBE-grown sample.
However, for those samples implanted with a medium or a high dose of 
oxygen the lattice damage induced by the implantation is evident. As shown in 
Fig.4-19 and Fig.4-20, the values of %min measured in the surface layer for the two 
samples are around 52% and 60%, much higher than the value of the MBE-grown 
sample, even though the top Si layer has been sputtered away. In the oxygen 
buried layer the channelled yields increase swiftly to match the counts of the 
random spectra. This means an amorphisation has occurred in this region after 
the implantation. According to previous studies of SIMOX materials [32,33], the 
amorphisation in the buried oxygen layer results from the formation of S i02. Since 
in this work oxygen implanted into the SiGe alloy may lead to formation both Si 
and Ge oxide, an explanation of the amorphisation has to depend on the details 
of chemical state in the buried layer which can be obtained only from XPS results.
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Chapter 4 Results and discussion
4.4 Chemical State Characterization of the Implanted Alloy
4.4.1 Chemical Shifts of Si and Ge in XPS Spectra
The interface of Si-Si02 has been studied extensively with numerous 
analytical methods in the over past twenty years. Chemical states of silicon and its 
oxides have been examined particularly by use of XPS technique (including 
synchrotron radiation source), and their chemical shifts in XPS spectra are well 
recorded [167]. Tab.4.2 shows some typical results about the position of the 
characteristic photoelectron and Auger electron peaks of Si and S i02 in an XPS 
spectrum and the values of their Auger parameters. The energies of Cls and O ls 
peaks are also quoted as an internal reference, by which the data in Tab.4-2 can 
be compared each other and with other sources. Obviously, a chemical shift 
between silicon and silicon dioxide states can be observed from this table.
It is now already clear that there are five possible formal oxidation states 
for silicon [168]. As illustrated in Fig.4-21, Si0 and Si4+ represent Si in its elemental 
state and dioxide state respectively. Between them there are another three 
suboxide states characterized by bonding one, two or three oxygen atoms with the 
Si, which are denoted Si1+, Si2+ and Si3+ (see Tab.4.3). These ionized states in the 
Si2p spectrum^respect to the elemental Si have been found to shift gradually 
towards the higher binding energy side, giving a maximum shift around 4eV 
between the Si0 and Si4+. Corresponding to this shift, S i ^  Auger peak has also 
shifted in the direction of lower kinetic energy. For the Si4+ state the shift (~8eV) 
appears much greater than that in Si2p peak and the calculated Auger parameters 
of Si0 and Si4+ show this change as well (Tab.4.2). However, because of the 
complexity of Auger spectra there is no curve synthesis result available in
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Chapter 4 Results and discussion
Fig.4-21 Schematic of five possible formal oxidation states for silicon
the literature and hence the Si suboxide states in its Auger spectrum are not 
identified. For Ge and Ge oxides, a few similar results have also been reported 
and the data are summarized in Tab.4.2~Tab.4.3 [109,167-176].
In this work, the majority of the implanted oxygen ions come to rest in the 
SiGe alloy at a depth of about 400nm underneath the sample surface. From Fig.4- 
10~Fig.4-12, it can be seen that at the surface layer both silicon and germanium 
exhibited elemental bonding with characteristic binding energies of 99.8eV for 
Si2p peak, 29.6eV for Ge3d peak and 1217.4eV for Ge2p3/2 peak respectively. As 
the concentration of oxygen increases with the depth (see Fig.4-9), a shoulder to 
the Si2p peak, with a binding energy in the range 100.8-104.0eV, develops and 
eventually becomes the dominant peak at the depth about 400nm. This means 
that most silicon in this region has converted into silicon dioxide. Similarly, a small 
shoulder emerges gradually at binding energies of 30.6-33.4eV for the Ge3d peak 
or 1218.4-1221.2eV for the Ge2p3/2 peak, indicating that some germanium oxides 
are also formed in this region. Corresponding to the above changes in the 
photoelectron peaks of silicon and germanium, the chemical shifts are also 
observed in their Auger electron peaks as shown in Fig.4-13~Fig.4-14 which give
137
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an average shift of 8eV in the S ij^  spectra and the GeLMM spectra. In order to 
identify the individual chemical states of SiOx and GeOx (0<x^2) from their 
spectra and to determine the amount of each species quantitatively, further curve 
synthesis for these spectra must be carried out.
4.4.2 Correction of Charging Shift
For performing an accurate curve synthesis, it is essential to know the 
genuine peak positions in relation to the different chemical states in a spectrum 
and to eliminate all sorts of effects such as radiation-induced peak overlap or 
sample-caused charging shift, which may seriously alter the shape and peak 
position in the spectrum. In this study it has been found that for the high-dose 
implanted samples, a charging shift in the oxygen buried region for all the 
characteristic photoelectron peaks and Auger electron peaks in the recorded 
spectra is observed. Therefore, a correction of charging shift for these spectra has 
to be made prior to the curve synthesis.
A charging shift normally can be discriminated from a chemical shift by 
using the Cls peak as an internal reference. In this study Cls peak is unable to 
be measured at the oxygen buried layers because the sustained Ar+ erosion has 
removed all the adsorbed hydrocarbon molecules at the sample surface. As an 
alternative, O ls peak is used for such a purpose since it has been calibrated at the 
beginning of the analysis by comparison with the C ls peak. As an example, Fig.4- 
22 shows three sets of spectra for O ls, Si2p, and Ge2p3/2. The spectra drawn in 
solid line are in one set, taken from the medium-dose implanted sample, in which 
the Ols peak is still in the same position as identified in the surface layer, 
whereas the Si2p peak has a normal chemical shift. The dominant Ge2p3/2 peak
138
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looks also in its elemental position, to which a shoulder is attached, indicating that 
a normal chemical shift occurs as well. For this comparison, we only examine the 
dominant peaks in the spectra. Another set of spectra, all drawn in dashed lines, 
are chosen form the high-dose implanted sample in the region where the majority 
of oxygen ions are located. By comparing these two sets of spectra an additional 
shift (~1.5eV), considered due to the charging effect, is seen in all the spectra of 
the high-dose implanted sample.
The use of O ls peak as an internal reference, however, is not a rigorous
way for the correction of charging shift, as it may be arguable that this peak
position can also be changed by formation of different oxides in the sample and
hence is not a stable reference which can always be referred to. Additionally, in
6e.
a more complex case it may notAadequate to prove that a shift in a spectrum is 
caused by charging effect. For instance, Fig.4-22 also shows another set of spectra, 
drawn in centre-line, which are taken from the high-dose implanted sample after 
annealing at 1000°C for one hour. It can be seen that for this sample all the 
photoelectron peaks seem to shift for about 4eV in the spectra. However, since 
the Ge2p2/3 peak is in a position coincident with the Ge4+ state, it is difficult to 
decide whether peaks found in such a position are the Ge° state with a charging 
shift or the Ge4+ state with a chemical shift.
In order to confirm that those peak shifts mentioned in Fig.4-22 are, 
indeed, all caused by the electrostatic charge, it is necessary to calculate the Auger 
parameters of Si and Ge. For this purpose, the Auger peaks of Okvv, S i ^  and 
Gclmm corresponding to the photoelectron peaks of Ols, Si2p, and Ge2p3/2 taken 
from the same sample and at the same depth are presented in Fig.4-23. It can be 
seen that associated with the shifts of the photoelectron peaks, the Auger peaks
139
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have shifted as well. Based on the definition of Auger parameter given in Eq(3- 
41), the values of the Auger parameters of Si and Ge under each condition in 
Fig.4-23 can be determined and the results together with the details of the 
corresponding peak positions are given in the Tab.4.4.
In comparison with the reference data quoted in Tab.4-2, it is clear that 
all the calculated Auger parameters are consistent with the reference data. This 
means that the additional shifts in the spectra of the high-dose implanted samples 
are not caused by formation of other different chemical compounds but can all 
be attributed to the charging effect only. Particularly, the Ge2p2/3 peak in the 
spectrum of the annealed sample has also been demonstrated to be correspondent 
to the Ge° state according to the value of its Auger parameter, although the peak 
position has shifted anomalously due to the charging effect and in coincident with 
that of the Ge4+ state in the normal condition.
The reason for such large charging shifts occurring in the high-dose 
implanted samples is believed to relate to the SiOz or S i02+ G e 0 2 formed in the 
oxygen buried layer. First of all, the charging shifts do not appear in the top layers 
of the sample at the beginning of the analysis and neither will they remain in the 
spectra after the buried oxide layer has been sputtered away. Secondly, the 
charging shifts are only observed in the high-dose implanted sample because in 
this case the implanted oxygen dose is higher than the critical value of 1.4xl018 
0 +cm‘2 so that at the depth close to the oxygen maximum range, most Si and Ge 
is expected to change into Si02 and G e0 2. These oxides are all dielectric and 
hence the sample is charged up by continually emitted photoelectrons and Auger 
electrons during the XPS analysis. Finally, since the charging shifts in the annealed 
sample are greater than those in the as-implanted samples, it means that the
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Fig.4-22 Sets of spectra for (a) Ols, (b) Si2p, and (c) Ge2p3/2 taken from 
the medium-dose implanted sample (solid line), the high-dose implanted sample 
(dashed line) and the high-dose implanted sample after annealing at 1000°C for 
lh  (centre-line), showing the change of peak positions either caused by chemical 
shift or by charging shift.
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Fig.4-23 Sets of spectra for (a) O ^ ,  (b) SiKI I and (c) GeLMM taken from 
the same samples as shown in Fig.4-22. Corresponding to the photoelectron peak 
shifts, their Auger peaks have also shifted. Thus rigorous determination on the 
nature of the peak shift can be made by calculating their Auger parameters.
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Fig.4-24 Auger parameters of silicon calculated based on the Si2p and 
SIrll peaks from the as-implanted samples and the annealed samples.
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Fig.4-25 Auger parameters of germanium calculated based on the Ge3d 
and GeLMM peaks from the as-implanted samples and the annealed samples.
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Fig.4-26 Auger parameters of germanium calculated based on the Ge2p3/2 
and Gclmm peaks from the as-implanted samples and the annealed samples.
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Fig.4-27 Auger parameters of oxygen calculated based on the O ls and Okw 
peaks from the as-implanted samples and the annealed samples.
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dominant factor to arouse the charging shift in these samples can be attributed to 
the formation of SiOz, even if most of the Ge in the alloy still remains in its 
elemental state.
A correction for the charging shifts shown in the spectra taken from the 
high-dose implanted samples has been made by determining the related Auger 
parameters of Si and Ge (including both Ge3d and Ge2p3/2 peaks) in each 
spectrum layer by layer where a peak position is in question. For a comparison, 
the values of oxygen Auger parameters have also been calculated, from which the 
charging shifts can be directly shown. The results summarized in a standard 
format of two-dimensional plots showing the positions of photoelectron peaks, 
Auger peaks, Auger parameters and chemical states are presented in Fig.4- 
24~Fig.4-26.
4.43 Curve Synthesis for Si and Ge
4.43.1 The Curve Synthesis Routine Used for This Study
The curve synthesis routine used for this study is run by VGS 5000 
software for XPS data processing in a PDP11 computer. Spectra are fitted using 
a non-linear least squares method and a mixed Gaussian/Lorentzian function is 
adopted, which allows the shape of the peak used for fitting to change from 100% 
Gaussian to 100% Lorentzian. The background tail following each defined peak 
can be fixed at a constant level; at an exponential decrease; or a mixture of the 
two. Thus the peak function of the synthesis envelope is given by [177,178]
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Y=H[GL+ (1-GL) T] (4-1  )
with H  = peak height,
GL= Gaussian/Lorentzian product function,
T = tail function.
The Gaussian/Lorentzian product function is defined as:
fr M(x-xn) 2 ,GL={ [ 1+---------------] exp [ (1 -M)
P
where M is the mixing ratio, taking the value of 0 for a pure Gaussian peak and 
the value of 1 for a pure Lorentzian peak. In Eq(4-2) Xq is the peak centre and 
p is a parameter that is approximately 0.5 FWHM (full width at half maximum), 
by which the actual FWHM is calculated using an iterative method. The tail 
function has its form
with TM = tail mixing ratio,
CT = constant tail ratio,
ET = exponential tail ratio,
Dx = separation from the centre in channels.
The tail function is considered only suitable for fitting the spectrum at the higher 
binding energy side to the synthesized peak centre and therefore, at the lower
T=TM'CT+ (1 -TM) exp ( -DX'ET) ( 4 - 3 )
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binding energy side to the peak centre the peak function is chosen to have no tail 
and has its form as Y=H*GL (T=0).
A Shirley background is employed and before the fitting is commenced the 
background is subtracted from the spectrum. In all, the parameters associated with 
each peak which are chosen to start the process are: the peak centre (Xq); the 
peak height (H); the peak width (FWHM); the mixing ratio of the 
Gaussian/Lorentzian peak shape (M); and three ratio values for the tail function, 
which are the constant tail ratio (CT); the exponential tail ratio (ET); and the tail 
mixing ratio (TM). All these parameters are allowed to be fixed or floating.
Once the estimated peaks are assigned, the routine runs in an iterative 
manner to calculate all the peaks and fit them to the measured spectrum. During 
the fitting, the routine looks for the ’best fit’ as determined by the minimum in the 
Chi-squared statistic (X2), which is given by
x , .
( 4 _ 4 )
^  Y<i= l •L i
where Yj is the true experimental count at x=xi? F(x/q) is the fitted peak 
envelope, and n is the total number of points in the region of fitted spectrum. The 
routine will continue until the change in the Chi-squared is less than a given value 
or the maximum preset number of iterations has been reached.
150
Chapter 4 Results and discussion
4.43.2 Determination of Fitting Parameters
For effective use of this curve synthesis routine, it is essential to determine 
the fitting parameters properly and to fix as many as possible based on the 
available reference data. In this way the routine can run efficiently by minimising 
the number of free variables in the programme and the fitting results are expected 
to be much more meaningful and reliable. As mentioned above there are seven 
parameters to be determined for this curve synthesis routine. For the tail function 
the values of the three parameters which have been adopted, are 
the tail mixing ratio (TM) = 10% 
the constant tail ration (CT) = 10% 
the exponential tail ratio (ET) =  0.10 
In general, the peak height, (H) and the mixing ratio of the Gaussian/Lorentzian 
peak shape (M) are floated and the routine allowed to search for the ’best fit’, 
although the initial values have to be carefully chosen, and in this case, are 
obtained from the results of standard samples.
The standard samples used for this study are pure silicon, pure germanium, 
silicon dioxide and germanium dioxide, all in the form of wafers provided by the 
Department of Electronic and Electrical Engineering. They are used for 
determining the peak centre (xq) and the peak width (FWHM) as well as the 
value of M. From Tab.4.3 and Tab.4.5, it can be seen that the reported peak 
centres of Si2p, Ge3d and Ge2p3/2 in the elemental and oxidized states spread in 
a range about ± leV , depending upon the instrument employed and the individual 
sample measured. In order to have a set of objective data for the Si, Ge, SiOz and 
GeOz from the specific ESCALAB Mkll spectrometer used for this work, the use 
of standard samples is necessary and the data obtained from these samples can
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then be used as the first-hand reference for the spectra to be synthesized. For this 
purpose, all the fitting parameters are left to float for the synthesis of the spectra 
of the standard samples, as there is only one peak to be fitted in this case. From 
these results, the parameters for the peak centres, the peak widths and the mixing 
ratios of the Gaussian/Lorentzian peak shape for the Si0, Si4+, Ge° and Ge4+ states 
in their XPS spectra are obtained.
The data record from the standard samples are, firstly, applied to those 
spectra from the as-implanted samples which contain a single state only such as 
Si0, Si4+, Ge° or Ge4+. It is found that all the spectra are well fitted with these 
data, except that the peak centres have a small shift (<0.5eV) between one 
sample and another, which is reckoned within a normal drift range. The data thus 
can be used to fit spectra that consist of different chemical states, and during the 
process the peak centres are determined as following: (1) in view of the small drift 
in the peak centre from sample to sample, the centre of a dominant peak in each 
spectrum is left to float and the rest of the peak centres are fixed with reference 
to this peak; (2) let the computer run and look for the peak centre of the 
dominant peak; (3) if there is any disagreement between the values of the input 
and the value from the computer simulation of the peak centres, a correction will 
be made based on the simulation result and all the peak centres will be shifted 
accordingly; (4) the curve synthesis is carried on until the ’best fit’ achieved.
For the Si2p spectrum, the chemical shifts of the Si1+, Si2+, Si3+, and Si4+ 
peaks referred to the Si0 peak are determined as l.OeV, 1.9eV, 2.7eVand 3.8eV 
respectively in this work. For the Ge3d and the Ge2p3/2 spectra, there are only a 
few data available for Ge3d in the reference (see Tab.4-3) which are all obtained 
from synchrotron radiation. However, in view of the fact that the chemical shifts
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Table 4.5 Position and width (in binding energies (eV)) of the Si2p and the 
Ge3d peaks in their elemental and various oxidation states
Ref Si0 Si1+
Peak centre 
Si2+ Si3+ Si4+ Si0
Peak width (FWHM)
Si1+ Si2+ Si3+ Si4+
[168] 99.6 100.6 101.3 102.2 103.4 0.6 0.7 0.9 1.0 1.3
[170] (99.6) 100.6 101.4 102.3 103.1 0.55 0.8 0.8 0.8 >1.1
[179] 99.4 - - - 103.9 1.4 - - 2.0
[173] 98.4 99.3 100.3 101.0 101.8 - - - -
[172] (99.3) 100.3 101.3 102.6 (-103.6) - - - -
[180] (100.3) 100.9 101.8 103.1 (104.8) - - - -
of the Ge4+ peak referred to the Ge° peak from the Ge3d and Ge2p3/2 spectra are 
both about 3.8eV, the shifts of the Ge1+, Ge2+, Ge3+ and Ge4+ peaks by respect 
to the Ge° peak are considered to be the same as in the Si2p spectrum.
The parameters which are the most difficult to determine for the curve 
synthesis in this study are the peak widths for the three suboxide states. The peak 
width is defined as the full width at half maximum (FWHM) AE, which is a 
convolution of three energy contributions:
A^=(AE2P+A£2fl)+A£2JI) T (4 -5 )
Where AEp = the width of the photon source,
AEm = the energy resolution of the analyzer,
AEn = the nature or inherent width of the core level,
153
Chapter 4 Results and discussion
all these three items are expressed as FWHM with a hypothesis that they all have 
a Gaussian line shape. For the VG ESCALAB Mkll XPS spectrometer using 
unmonochromatized A1 Ka radiation, the width of the X-ray line ( AEp) is about 
0.85eV [152]. Taking a high resolution spectrum, the analyzer operated in the 
constant analyzer energy (CAE) mode with a pass energy of 20eV will give an 
energy resolution (AEm) of l.leV  [181]. Thus two items, AEp and AEm, in equation 
(4-5) are already known but the third one (AEn) is uncertain and hence the peak 
width cannot be directly calculated from equation (4-5).
The natural or inherent width of the core level, i.e. the uncertainty in the 
kinetic energy of the emitted photoelectron, is a direct reflection of uncertainty 
in the lifetime of the ion state remaining after photo emission. According to the 
uncertainty principle, it is given by [182]
lsEn=— = 1x10  15 (eV) ( 4 - 6 )
X
Where h is Planck’s constant in the unit of electronvolt-seconds, and x is the 
lifetime in the unit of seconds. For most elements the values of x are not available 
and even if they are known, e.g. the Ag3d core levels have lifetime between 10u 
~ 10'15 s, because of the uncertainty in this value, the peak widths calculated using 
the two extremities of the x value combined with the AEp and AEm from 
equation (4-5) are 1.45eV and 4.33eV respectively. Thus, the calculation in 
practice, is meaningless for determining the peak width of a photoelectron peak. 
For this reason, determination of the peak width has to be by experimental 
measurement from the standard samples.
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The use of the standard samples in this work enables the peak widths for 
the Si2p, Ge3d and Ge2p3/2 peaks in the elemental state and in the dioxide state 
to be obtained. However, since there are no standard samples for determining the 
suboxide states of the Si and Ge peaks and neither are there any reference data 
available for comparison with (the peak widths of the Si suboxides in Tab.4-4are 
narrower than the normal XPS results as they are all obtained from the 
synchrotron radiation which has a narrower photo source), the peak widths of 
these three intermediate oxide states are determined based on the following 
consideration.
The SiOz is in amorphous form and its network structure is long-range 
disorder, permitted by the flexibility of the Si-O-Si bond angle [183]. This structure 
leads to a broadening of the Si4+ peak. At the other extreme, the single crystal 
silicon has an ordered lattice and hence the Si0 peak should have the narrowest 
FWHM. The peaks of the three intermediate oxide states thus should broaden in 
the order Si1+ < Si2+ < Si3+, as the degrees of structural freedom is increased by 
the increasing number of Si-O-Si bridging bonds. Since the peak widths of the Si0 
and the Si4+ peaks are known and the increasing proportion of the FWHM for 
Si1+/Si° , Si2+/Si° and Si3+/Si° can be calculated from the data quoted from 
reference 168 in Tab.4.2, the initial three values of the peak widths for fitting the 
Si1+, Si2+, Si3+ peaks are obtained.
To begin with, these data are input into the computer but allowed to vary 
within a small range of values. The final values of these peak widths are 
determined according to the ’best fit’ achieved in the curve syntheses. The 
resulting FWHM values of the Ge1+, Ge2+ and Ge3+ components are obtained in 
the same way and three examples for the synthesis of the Si2p, Ge3d and
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Ge2p3/2 peaks, each containing the five chemical states, together with all the fitting 
parameters summarized in the data table are presented in Fig.4-28~Fig.4-30.
4 .433 Quantification of Chemical States in XPS Depth Profile
As shown in Fig.4-10~Fig.4-12, associated with the oxygen distribution 
buried in the SiGe alloy, chemical shifts in the Si and Ge spectra are observed, 
giving the evidence that some silicon oxides and germanium oxides are formed in 
the oxygen projected range as a result of the implantation. In order to examine 
the changes of the chemical states in all the as-implanted samples (with three 
different doses of oxygen ions), a series of spectrum fittings for each sample are 
carried out: firstly the Si and Ge spectra are synthesised (using the above fitting 
parameters and the curve synthesis routine) layer by layer through out the whole 
range of the profile to obtain the details of the oxidation states of the Si and Ge 
in the sample; and then quantitative analysis is performed based on the 
information acquired from the curve fitting results to provide a chemical-state 
depth profile. For the as-implanted samples, approximate 270 spectra in the 
aggregate were synthesized and quantified to produce the three chemical-state 
depth profiles, which are given in Fig.4-31~Fig.4-33.
The chemical-state depth profiles are presented in a cumulative format by 
normalizing the concentration of each component within the sample to a total 
100%. The advantage of using this normalized form lies in that it can show the 
chemical states of the different components in one diagram without curve overlap. 
For the same purpose, the three intermediate oxide states are added together and 
counted as a general suboxide state, Six+ (0<x<4), because the individuals make
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up only a few per cent of the total amount and, therefore, are too small to show 
in the profile.
4.4.4 Selective Oxidation
Fig.4-31 is the chemical-state depth profile for the sample implanted with 
the low dose oxygen. It can be seen that following implantation, oxidation occurs 
through the oxygen projected range, even though the dose of oxygen is much 
lower than the value for stoichiometric S i02and G e0 2 in the alloy. The oxidation, 
however, does not occur equally to each component (Si or Ge ) in the alloy, but 
rather favours the formation of silicon oxides. As Fig.4-31 clearly shows, the major 
oxide is found to be in the silicon suboxide form, whereas the silicon dioxide is 
formed only in the region where the greatest number of implanted oxygen ions 
comes to rest. From the previous result for the sample composition profile (Fig.4- 
16), the concentration of O, Si and Ge in the sample has been determined about 
35%, 33% and 32%, respectively. As a consequence, only less than one third of the 
silicon converts to Si02. No germanium dioxide is found in this sample but a little 
amount of GeOx (0<x<2) coexists with the silicon oxides in the oxygen buried 
layer.
Oxides have been found, not surprisingly, to increase when the dose for 
implanted oxygen goes up. However, under these circumstances the oxide most 
benefiting from implantation is silicon dioxide. As shown in Fig.4-32, for the 
medium-dose implanted sample, more than 90% silicon has formed S i02 and the 
range of this phase extends to the whole oxygen buried area. Although the 
amount of germanium suboxide also increases and even some G e0 2 start to 
emerge, compared with silicon oxide formed, the quantity of total germanium
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oxides is much smaller. Since the dose of implanted oxygen for this sample is still 
below the value of 1.4xl018O+cm'2 (for stoichiometric SiOz and G e0 2 in the alloy), 
there is a lot elemental germanium in the buried oxides. This situation, however, 
cannot be seen in the sample implanted with a high dose of oxygen. Fig.4-33 
shows that in the plateau region of the oxygen distribution almost all the silicon 
and germanium have bonded with oxygen as SiOz and G e0 2, no elemental 
germanium remains in the centre of buried oxygen layer and SiOx and GeOx 
locate at the Si/Si02 and the Ge/Ge02 interfaces, respectively. These results also 
indicate that the amorphisation observed from the RBS channelling spectra shown 
in Fig.4-19 and Fig.4-20 for the medium-dose and high-dose implanted samples 
is caused by the formation of oxides in the oxygen buried layer, of which the 
staple oxide has to be S i02 owing to the selective oxidation.
By a careful examination of the above three chemical-state depth profiles, 
a trend becomes obvious, that the distribution of the oxides formed in the SiGe 
alloy in each sample closely matches the distribution of the implanted oxygen, and 
in each case the formation of silicon oxides dominates the oxidation process. The 
quantity of oxide formed in the alloy is controlled by the oxygen dose. Since the 
alloy contains 50% Ge, the oxygen dose needed to achieve the value for 
stoichiometric S i02 in this alloy is reduced to ~0.7xl0180 +cm'2. Thus for the low- 
dose implanted sample, where the oxygen dose is only 0.6xl0180 +cm‘2 the majority 
of the oxides formed in the alloy are the silicon suboxides and SiOz is found only 
within the range where the concentration ratio of oxygen to silicon is larger than 
one. The medium dose used for the implantation is 1.2xl018O+cm'2, much higher 
than the 0.7xl0l80 +cm'2, and hence in the oxygen enriched region, the dominant 
oxide becomes the S i02 and even some Ge oxides (GeOx + GeOz) are formed 
as well. For the high-dose implanted sample, the total dose of the oxygen
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implanted into the sample is sufficient to oxidize all the Si and Ge in the alloy. As 
a result, in the oxygen saturated region the main oxidation products are the Si02 
and GeOz. Interestingly, although the peak of the oxygen distribution 
corresponding to its maximum projected range still cannot be seen in Fig.4-18 
because the oxygen concentration supersaturates, it can be revealed from the 
distribution of the GeOz formed in the alloy, which is another evidence to confirm 
the above inference.
4.4.5 Rejection of Germanium from the Oxides
Previously, it has been seen in Fig.4-16~Fig.4-18 that oxygen implantation 
results in an elemental redistribution in the alloy. As the oxygen dose increases, 
in the region, where the oxygen concentration is greater than -34%, the quantity 
of germanium becomes lower than that of silicon, whereas beyond this region the 
Ge concentration is enriched. By the investigation of the chemical states in the 
depth profiles, it now becomes clear that the redistribution of the Si and Ge in the 
alloy is also controlled by oxidation, leading to a rejection of germanium from the 
oxides.
As shown in Fig.4-32~Fig.4-33, a common feature for the germanium 
redistribution in the medium-dose and high-dose implanted samples, which differs 
from that of the silicon, is that nearly all the Ge located in its enriched region is 
in the elemental state, whereas in the oxygen buried region almost all the Si has 
changed into Si02. Since the enriched Ge at each side of buried oxygen layer can 
only come from the oxygen buried region, this result suggests that the elemental 
Ge diffuses out from this region is a consequence of the oxide formation, which 
can be further explained as following.
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Initially the Si and Ge in the alloy are equally distributed. When oxygen 
ions are implanted into this alloy, the elemental redistribution starts to occur. For 
the low-dose implanted sample, as a result of the selective oxidation the major 
products formed in this process are silicon oxides. In the course of elemental 
redistribution, the silicon bonded with oxygen in the form of oxides is difficult to 
move and hence it remains in the oxygen buried layer, whereas the elemental Si 
and Ge are relatively easy to move so that they redistribute as the consequence 
of the implantation.
In the low-dose implanted sample, because the oxygen dose is inadequate 
to oxidize all the Si in the alloy, about 25% silicon in the oxygen maximum region 
remains in the elemental form and these Si atoms can migrate along with the Ge 
atoms so the redistribution of the Si and Ge in the sample has shown no 
particular difference. When the oxygen dose increases to 1.2xl018O+cm'2, as the 
case for the medium-dose implanted sample, most of the silicon in the oxygen 
maximum region converts into S i02 and, therefore, during the elemental 
redistribution, the majority of the moving species have to be the Ge atoms so that 
they diffuse out from the oxide layer. For the sample implanted with a  high dose 
of oxygen, this situation can be seen even more clearly: in the buried oxygen layer, 
the total Ge concentration decreases to 12.5%, but outside this layer a further 
enrichment of germanium in the alloy is shown. In fact, all the Si and Ge retained 
in the buried layer are in the form of Si02 and GeOz, as the oxygen concentration 
in this sample is sufficiently high. Thus, it is concluded that in the course of the 
elemental redistribution, germanium is rejected from the oxides.
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4.5 Annealing Effects on the Implanted SiGe Alloy
4.5.1 Results from RBS Analysis
4.5.1.1 Changes of the Sample Composition
The samples after the thermal treatment are inspected first by RBS. The 
detailed behaviour of the implanted samples during high temperature annealing 
was found to be highly dependent upon oxygen dose and annealing temperature. 
Fig.4-34(a) and 4-34(b) show the RBS spectra from the medium-dose and high- 
dose implanted samples after annealing at 900°C and 1000°C, respectively. From 
these two figures it is evident that little mass transport of oxygen has occurred 
during annealing up to 900°C, whereas the RBS spectra from the samples 
annealed at 1000°C for one hour show that the samples undergo significant 
reordering at this temperature. This includes the formation of relatively abrupt 
interfaces between SiGe alloy and buried oxygen layer and strong rejection of 
germanium to the alloy above and below this buried layer where the local volume 
concentration of Ge rises above the original 40% atomic.
The effect of doses of implanted oxygen on the Ge segregation is also 
distinct. In the case of higher temperature anneal (1000°C/lh), much more Ge has 
been rejected from the buried oxygen layer and piled up at the alloy/buried layer 
interfaces, which can be observed by comparing Fig.4-34(a) with Fig.4-34(b). The 
presence of a peak labelled ’B’ in the RBS spectra from both the medium-dose 
and high-dose implanted samples after annealed at 1000°C is further evidence for 
Ge segregation within the buried oxygen layer due to the different oxygen doses 
applied during the implantation. However, it is difficult to find out the details of
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Fig.4-34 Elemental redistribution by thermal treatment, (a) RBS spectra 
from the medium-dose implanted sample, (b) RBS spectra from the high-dose 
implanted sample, o — as-implanted; x — annealed at 900°C for lh; •  — annealed 
at 1000°C for lh.
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the composition in the oxygen buried region without further investigation of the 
chemical state of these samples, since this information cannot be obtained from 
the RBS results. As a consequence, the reason for the Ge segregation is unknown 
at this stage.
4.5.1.2 Lattice Restoration
According to the above RBS analysis, pronounced changes in sample 
composition are only observed from those samples annealed at 1000°C. Thus two 
selected samples, the medium-dose implanted sample and the high-dose implanted 
sample both annealed at this temperature, were examined using the channelling 
technique and spectra recorded are given in Fig.4-35 and Fig.4-36. Again, for a 
comparison random RBS spectra taken from the same samples are superimposed 
on the channelling spectra.
The channelling results indicate that annealing up to 1000°C for one hour 
can also dramatically restore the lattice damage in the alloy above the buried 
oxide layer for both of the samples. As it can been seen in Fig.4-35 and Fig.4-36, 
in the top layer of the alloy the channelling yields have greatly reduced, giving %min 
values about 0.43 and 0.47 for the medium-dose and high-dose implanted samples 
respectively. These values are very close to the one measured from the MBE- 
grown sample. This improvement of the sample crystal quality is important as the 
top part of the material on the buried oxygen layer may be used for device 
fabrication. It is worth noting that the lattice in the buried oxygen layer still 
remains amorphous after this high temperature anneal, even though the alloy 
lattice underneath this layer has a certain degree of restoration. Based on the XPS 
results from the as-implanted sample, it is known that the oxygen buried layer
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mainly contains silicon dioxide. The silicon dioxide formed by the oxygen 
implantation normally exists in an amorphous form and this is the reason for 
observing the high yield of dechannelled ions. It is expected that after high- 
temperature annealing more SiOz will be formed in this region so that the 
channelled yield remains high. To confirm this, however, chemical state 
information within the samples must be known, which can only be obtained from 
XPS analysis.
4.5.2 Results from XPS Depth Profiles
4.5.2.1 Elemental Redistribution
The elemental redistribution caused by high temperature annealing in the 
samples implanted with different dose of oxygen has been investigated by XPS 
depth profiling. The results show that the redistribution depends upon both the 
dose of implanted oxygen and the annealing temperature. According to the RBS 
results, very little change is observed from the low-dose implanted sample after 
annealing at 1000°C and this has been confirmed by the XPS depth profile. Fig.4- 
37 shows the elemental concentration profile of the low-dose implanted sample 
after a thermal treatment at 1000°C for one hour. Compared with the as- 
implanted sample in Fig.4-16 it can be seen that annealing up to this temperature, 
there is only a slight change of the elemental distribution in the sample: in the 
oxygen buried layer the concentration of silicon appears a little higher than that 
of germanium whereas outside this layer the Ge concentration becomes slightly 
enriched.
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For the sample implanted with a medium dose of oxygen, Fig.4-38 shows 
that a similar elemental redistribution as observed in Fig.4-37 can occur after a 
thermal treatment at 800°C for one hour. However, in comparison with the as- 
implanted sample shown in Fig.4-17, it is interesting to see that the distribution 
of oxygen in this sample now has also changed into a slight top-hat shape, 
although its maximum concentration is only about 57%. Associated with this 
change, an expansion of the Si-enriched region in the buried oxygen layer is 
revealed as well.
Significant changes in sample composition profile as a result of annealing 
are found in the high-dose implanted sample. In this case the effect of the 
annealing temperature on the elemental redistribution can be seen clearly. Shown 
in Fig.4-39 is the depth profile obtained from the sample after annealing at 800°C 
for one hour. Compared with the as-implanted sample (Fig.4-18), once again, very 
little change can be observed from the sample analyzed. For the sample annealed 
at 900°C for one hour, the sample composition profile has shown (see Fig.4-40) 
a distinct change in the distribution of three elements within the sample, leading 
to more segregation of germanium from the buried oxygen layer and more 
diffusion of silicon into this layer. From Fig.4-40, it is evident that during this 
process the rejected Ge tends to migrate forward to near the sample surface 
side. A small peak in the Ge distribution is seen again, which agrees well with the 
observation in the RBS result. This time, however, it shows more clearly that this 
peak is located in the oxygen buried region and correspondingly the oxygen 
concentration in this area reduces.
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Chapter 4 Results and discussion
Comparing all the above results, a marked change in the sample 
composition profile is only achieved in the sample by performing a thermal 
treatment at 1000°C for one hour. As shown in Fig.4-41 the top-hat shape of the 
distribution of oxygen in this sample becomes very flat with a sharp change on the 
side near the sample surface. The mutual diffusion of Si migrating in and Ge 
moving out from the oxygen buried region continues, resulting in the 
concentration ratio of silicon to oxygen in this region reaching approximately 1:2. 
On the other hand, the concentration of the germanium retained in this oxide 
layer decreases to less than 6%, whereas above and below this layer the Ge 
concentration is higher than the sum of those of silicon and oxygen. Additionally, 
the little peak in the Ge distribution along with a feature in the buried oxygen 
profile has been revealed from this composition profile.
4.5.2.2 Changes of Chemical States
In order to understand the mechanism for the elemental redistribution 
occurring in the annealed samples and to find out the changes of oxides due to 
the annealing effect in the oxygen buried layer, investigations of the changes of 
chemical states in these samples are carried out and detailed information is 
obtained by following the previous analysis procedure: firstly, examining the high 
resolution spectra for each element to correct the charging shift; then fitting the 
Si and Ge spectra layer by layer through out the profile using the curve synthesis 
routine to identify different chemical states; and finally quantifying these data to 
get the chemical-state depth profiles. Approximate 410 spectra were processed for 
this analysis, and altogether, including the as-implanted samples, 680 spectra were 
processed by curve fitting and quantification in this work. The results for each 
annealed sample discussed above are given in Fig.4-42~Fig.4-46. From these
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results it can be seen that consisted with the observation in the as-implanted 
samples, the elemental redistribution is still strongly controlled by the oxide 
formation.
In general, annealing looks to favour the formation of silicon dioxide but 
reduces the amount of germanium oxides, and it is this effect that leads to the 
elemental redistribution being measured as the above XPS composition profiles. 
Fig.4-42 shows the chemical-state depth profile for the low-dose implanted sample 
after annealing at 1000°C for one hour. As discussed previously, the dose of 
oxygen implanted into this sample is inadequate to oxidize all the Si in the alloy, 
and in the as-implanted sample the result shows that the majority of the implanted 
oxygen has already bonded with silicon. Thus annealing up to 1000°C does not 
bring any distinct change in the oxides formed in the sample. In consequence no 
pronounced difference in the composition profiles can be seen either. However, 
by carefully inspecting the chemical-state depth profile in Fig.4-42, it is also found 
that in comparison with the as-implanted sample the oxygen distribution becomes 
smooth and symmetrical; the total amount of silicon dioxide increases slightly, 
whereas silicon and germanium suboxides reduce. As a result, the elemental 
distribution has varied as well. Thus it is believed that these changes result in a 
variation of the elemental distribution observed between Fig.4-16 and Fig.4-37.
For the medium-dose implanted sample having undergone a 800°C anneal 
(Fig.4-43), it has been seen that the buried oxygen becomes a little top-hat shape. 
Correspondingly, the SiOz formed centralizes in this region and its quantity also 
increases slightly by comparison with the as-implanted sample (see Fig.4-38). This 
is believed to be associated with the decrease of germanium dioxide in the oxygen 
buried layer.
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Chapter 4 Results and discussion
The chemical-state depth profiles obtained from the high-dose implanted 
sample after annealing are found to be consistent with the RBS results and the 
XPS composition profiles, showing that significant changes of the sample chemical 
states also occur in this group of samples. In Fig.4-44~Fig.4-46, three chemical- 
state depth profiles for the high-dose implanted samples are presented, each 
corresponding to the sample annealed for one hour at 800°C, 900°C and 1000°C. 
From these results, a trend can be seen that as the annealing temperature 
increases, more and more Si02 is formed in the oxygen buried layer and at the 
same time, the concentration of germanium oxide reduces, which starts from the 
Ge dioxide and then extends to all Ge oxides in the corresponding layer. 
Associated with this change, transport occurring in the sample follows the 
direction in which silicon in the wings of the oxygen distribution migrates into the 
oxygen saturated region, whilst germanium is strongly rejected from the buried 
oxides. By comparing the three results, an effect of the annealing temperature on 
the changes of the sample chemical states can be observed.
By making the comparison with the as-implanted sample (see Fig.4-39), the 
changes in the sample annealed at 800°C for one hour are seen to be very small. 
However, it is worth noting that the change still starts in the oxygen saturated 
region, where some G e02 has reduced to GeOx (0<x<2) and elemental Ge so 
that the layer containing the Si02 and G e02 no longer exists. In the meantime, 
S i02 in this region increases slightly.
Annealing the sample at 900°C results in a pronounced change in the 
sample chemical states. As shown in Fig.4-45, all the silicon in the plateau region 
of buried oxygen converted into silicon dioxide. The reduction of G e02, however, 
continues, leading to less germanium oxide remaining in the oxygen buried layer
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and more elemental germanium segregating above and below this layer, where it 
rests in a transition zone at the Si/Si02 interfaces. From this result it is clear that 
the trend of rejecting Ge is so strong, particularly towards the sample surface 
direction, that even some germanium oxides are excluded from this region.
Fig.4-46 shows the chemical-state depth profile of the high-dose implanted 
sample after annealing at 1000°C for one hour. Significant changes in the sample 
chemical states as well as the composition profile are observed at this 
temperature. Again, all the Si in the oxygen implanted layer is in the form of S i02, 
with a concentration up to about 32%. The transition zones located in the 
interface of Si/SiOz on both sides of the SiOz layer shrink greatly and only a little 
Si suboxides retains. On the other hand, further rejection of germanium from the 
oxygen buried layer occurs during this process. Only 3% of oxidized germanium 
remains in this layer with approximately equal concentrations of G e02 and GeO*. 
A similar percentage of elemental germanium is also found in this region, which 
coexists with the germanium oxides throughout the S i02 layer.
The features observed in the distribution of germanium and oxygen in the 
high-dose implanted sample after annealing at 900°C and 1000°C are very similar 
to the results of SIMOX materials reported previously [ 184 ~ 186]. Based on a 
combination of AES with TEM study, Tuppen and his colleagues [185] have 
concluded that inclusions of crystalline silicon in the wings of the synthesized oxide 
are the cause of the signal changes. They found that in this region a layer of S i02 
containing randomly orientated crystalline silicon is present. The work of Tuppen 
et al and the known tendency of the Si-O system to move towards a two phase 
(Si02 + Si) structure during high temperature processing suggests that the 
redistribution of oxygen is associated with the nucleation of SiOz precipitates,
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which subsequently grow by gettering oxygen from the surrounding material. For 
the samples studied in this work, the results show that in each case, corresponding 
to the reduction of oxygen concentration, there is an increase of germanium 
signal. Since all the silicon in this region has already converted into SiOz and no 
elemental silicon remains, it is suggested that these features are probably caused 
by crystalline germanium trapped in the Si02.
From the XPS depth profiles for the annealed samples, the phenomenon 
of Ge ’snowplough’ as described in the former studies of the thermal oxidation of 
SiGe alloy is revealed again. Particularly in the group of high-dose implanted 
samples, the results show clearly that as the annealing temperature increases the 
major part of the germanium is expelled from the oxygen saturated region to 
accumulate at the above and below this oxide layer, even though its concentration 
in these regions is already enriched. These results are found to be very difficult 
to explain in terms of diffusion following the concentration gradient in the normal 
way, as it is obvious that the Ge diffusion occurring in this sample is against its 
concentration gradient. In order to explain this phenomenon and to understand 
the mechanism of this Ge-uphill diffusion, thermodynamic analysis is carried out 
and detailed results and discussion are given in the next chapter.
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CHAPTER 5
THERMODYNAMIC ANALYSIS
5.1 Theoretical Consideration
Nomenclature
a; activity of component i in the system
G Gibbs free energy of the system
n; the number of moles of the component i in the system
p pressure
R gas constant
S entropy
T temperature
fju° standard chemical potential of the component i in the system
/X; chemical potential (relative to the standard state) of the component i in the
system 
V volume
From thermodynamic point of view, chemical reactions occurring in a 
natural process within a multicomponent system should always follow the direction 
in which the Gibbs free energy of the system decreases and ultimately reaches a 
minimum at equilibrium. Transport of matter within the system is normally driven 
by a gradient of chemical potential arising from this requirement. The Gibbs free 
energy of a multicomponent system can be described by
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G = G(T,p,n1?n2,...) (5-1)
The total differential of G yields
dG = Vdp - SdT + J/Cjdnj (5-2)
where
V =  (3G/aP)TiS„, (5-3)
-S = (<3G/5T)„,2„ (5-4)
I>,dn, = TtfG/aadvM  (j -  9 (5-5)
Thus the chemical potential of component i in the system, /x,i5 is defined by Eq(5- 
5), which corresponds to the change in Gibbs free energy of a multicomponent 
system on the introduction of an infinitesimal amount of a component into the 
mixture at constant p, T and constant amounts of the other components.
The chemical potential is divided into a standard and a relative potential 
according to the following definition:
Mi = Mi° + RTlna; (5-6)
where p  ° is the standard chemical potential and is the activity of component i 
in the system. The standard state is so chosen that
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A, = at aj = 1 (5-7)
According to the definition of Gibbs free energy of a multicomponent 
system by Eq(5-2), if chemical processes take place in such a system at constant 
pressure and temperature, the change of Gibbs free energy for the reactions will 
depend upon the sum of the change of chemical potential of each component in 
the system. As indicated above, a natural process always leads to a reduction of 
Gibbs free energy in the system, and hence the total chemical potentials of the 
system will decrease as well. In theory the chemical reactions and the associated 
matter transport will continue until a thermodynamic equilibrium is achieved, in 
which the Gibbs free energy of the reaction system reaches a minimum and 
remains unchanged, i.e.
(dG)pT = 0 (5-8)
then
IXdn; = 0 (5-9)
Eq(5-9) indicates that at equilibrium the chemical potential of a particular 
component is the same in all phases of the system. This equation is also a general 
formulation of the law of mass action.
Applying the above principles to the Si-Ge-O system studied in this work, 
the selective oxidation of silicon and the rejection of germanium from oxides 
observed in this study should be explicable in terms of changes of chemical 
potential in the system, providing there is enough information so that the values 
of chemical potential for the individual component can be calculated.
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5.2 Determination of Chemical Potential by Use of the Thermo-Calc System
5.2.1 Introduction
The chemical potential is not a physical parameter which can be directly 
measured from an experiment. The method adopted in this work for the 
calculation of chemical potential from measurable parameters is to use the 
Thermo-Calc system [187]. The system is one of most popular computer programs 
for phase diagram calculations that is currently available. The program is designed 
as a general thermodynamic workbench which allows users to obtain important 
information without calculating the whole phase diagram.
To use the program, it is essential to have all the necessary experimental 
data as the input parameters and to choose an appropriate thermodynamic model 
to describe the system. Thermo-Calc program allows users to define any two- 
dimensional section through the system in question. The program will calculate 
unknown parameters according to the chosen model by optimising the fit to all 
known experimental data. The flowchart shown in Fig.5-1 schematically illustrates 
the procedure for assessing thermodynamic data [187].
In this work the Si-Ge-O system was studied using the Thermo-Calc 
program to determine the activities of silicon, germanium and oxygen as a 
function of oxygen atomic concentration. Fig.5-2 shows a schematic ternary phase 
diagram for the Si-Ge-O system in the oxygen-implanted Si0JGe0^  alloy. Based on 
the RBS and XPS results discussed above, it is known that all the chemical 
reactions taking place in the analyzed samples are within the sub-system Si-Si02- 
G e02-Ge, and hence calculations were made in this sub-system instead of the
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complete system Si-Ge-O. All the necessary experimental data (thermodynamic 
parameters, phase boundaries, vapour pressure values, melting points and etc) for 
the component systems Si02-G e02, Si-Ge, Si-O and Ge-O were found in the 
literature [188-197].
Pure solid Si and Ge with V$Oz gaseous (atomic oxygen) at normal 
atmospheric pressure were defined as standard states at the temperature 
concerned. The activity at these standard states is unity and hence /xsi°= /iGe°= 
t^0°= 0. By defining the free energy of formation of Si02 and GeOz in terms of 
y20 2, all derived oxygen activities will then automatically be scaled relative to 
atomic oxygen. According to Eq(5-6), all activities within the system are thus 
derivable from the chemical potentials (partial Gibbs free energies) via the RTlna; 
terms only.
Different thermodynamic models can be adopted for different systems. Two 
particular models were chosen in the Si-Ge-O system to carry out the calculation. 
A two sub-lattice model [198] was used for the solid solution of oxygen in Si and 
Ge, with Si and Ge occupying one sub-lattice in a random manner and oxygen 
(plus vacancies) in the second sub-lattice. The second model, used for the S i02- 
GeOz given binary system, was a sub-regular solution model [198] which takes into 
account the observed miscibility gap. It was assumed that both Si02 and GeOz are 
stoichiometric and therefore, it is not necessary to use a sub-lattice format. A 
detailed mathematical description of the thermodynamic models used for this 
study is given in appendix 1.
On the basis of the chosen models and experimental data, the program 
enabled the free energies of all possible phase mixtures to be established and was
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Fig.5-1 A flowchart showing the procedure for assessing thermodynamic 
data for solutions by use of the Thermo-Calc system (after Sundman [187]).
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Fig.5-2 Schematic of ternary phase diagram for the Si-Ge-O system in the 
oxygen-implanted Si05Ge05 alloy.
o
s i
validated by optimising the fit to all known experimental data. Minimising these 
free energies gives the position of the tangent plane. The activities of any chosen 
composition then can be obtained from the intercepts of the tangent plane on the 
partial free energy axes, leading to the corresponding chemical potentials of the 
three components.
5.2.2 The Activities of Si, Ge and O Calculated as a Function 
of Oxygen Concentration
The thermodynamic analysis of this Si05Ge03 alloy oxidation process is 
carried out based on the sample composition distribution and chemical state
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profile in different experiment conditions obtained from the XPS depth profiling 
results. From the thermodynamic standpoint, oxygen implanted into this Si0JGe0^  
alloy enables the following reactions to occur:
According to the values of free energy of formation for Si02 and G e02 (Table 
2.4), calculated from the reference data for the temperature range 25-1000°C, 
Si02 will be formed in preference to GeOz since there is always -AGsi02>-AGGe02 
within this temperature range. For this reason, no G e02 is seen in the sample 
implanted with a low dose of oxygen. However for the medium-dose and the high- 
dose implanted samples, because the implanted oxygen is greater than the critical 
dose for stoichiometric Si02 in the alloy, the concentration of oxygen in its 
enriched layer is supersaturated and the excess O will then bond with Ge as G e02 
so that Si02 and GeOz coexist in this region.
To simplify the analysis, we assume that it takes two steps to complete the 
redistribution of the sample composition induced by the implantation: firstly, 
oxygen is implanted without changing the proportion of Si to Ge in the alloy; 
secondly, oxidation starts immediately when the implantation is completed and the 
requirement for the thermodynamic equilibrium results in diffusion inside the 
sample, which gives the composition profile illustrated in Fig.4-31~4-33. Based on 
this assumption the activities of Si, Ge and O during the implantation (in step 
one) can be calculated using the Thermo-Calc program, and the results are given 
in Fig.5-3~Fig.5-5. These diagrams show the activities of Si and Ge for oxygen 
levels up to the stoichiometric level of 66.67%. Beyond this point the activity of
Si + 20  = Si02
Ge + 20  = G e02
AGsi02 = -738.7kJ/mole (500°C) (5-10)
A G ^  = -402.7kJ/mole (500°C) (5-11)
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Fig.5-3 Silicon activity as a function of oxygen concentration in the oxygen- 
implanted Si05Ge05 alloy calculated using the Thermo-Calc program.
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Fig.5-4 Germanium activity against oxygen concentration in the oxygen- 
implanted Si0^ Ge0^  alloy calculated using the Thermo-Calc program.
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Fig.5-5 Oxygen activity against oxygen concentration in the oxygen- 
implanted Si0^ Ge0^  alloy calculated using the Thermo-Calc program.
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Ge is expected to decrease abruptly to the value in equilibrium with GeOz. This 
is not shown on the diagram and is outside the range of the present discussion.
As shown in Fig.5-3 -Fig.5-5 the activity of Si drops down whereas those of 
Ge and O go up as the concentration of the implanted oxygen increases. There 
is a very sharp change in the activity curves for both Si and O once the oxygen 
reaches 50 at%. Starting from this point any further increase in the 
concentration of O leads to the sample composition staying in the three-phase 
region (SiOz + G e02 + Ge) in the ternary phase diagram schematically shown in 
Fig.5-2, so the activities of Si, O and Ge are maintained as constants and the value 
of aGe rises to the maximum (aGe= l).
5.23 Chemical-Potential Depth Profile for the Implanted Alloy
The relative chemical potentials of Si, Ge and O (psi, pGe and pQ) are 
calculated from the obtained activity data via Eq(5-6), and further, three chemical- 
potential depth profiles of the as-implanted samples are determined in light of the 
XPS depth profile results (see Fig.5-6~Fig.5-8). Note that here p—RTlna;, because 
P;°=0 (i=Si,Ge,0) in the defined standard states. From these results, it can be 
seen clearly that in the low-dose implanted sample the gradient of chemical 
potential is very low, since the maximum concentration of oxygen in this sample 
is about 35% only. According to Fig.5-2, the sample composition, corresponding 
to this oxygen concentration, is in the region of Si + Ge + SiOz, which means that 
in the buried oxygen layer, there will exist elemental Si and Ge together with S i02. 
This result is in agreement with the chemical-state depth profile shown in Fig.4-31 
and also confirms the inference made in Chapter 4 that because the elemental Si 
and Ge are available in the buried oxygen layer, diffusion can occur easily in this
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sample after the implantation so that thermodynamic equilibrium is almost 
reached in the system. For this reason, annealing has very a little effect on the 
component redistribution in this sample. However in the sample implanted with 
a medium or high dose of oxygen, the maximum concentration of oxygen is over 
50% and hence a high gradient of chemical potential exists in both of these 
samples (Figs.5-7 and 5-8). Since the most distinct Ge ’snowplough’ phenomenon 
is seen in the high-dose implanted sample, the following discussion is focussed on 
the results obtained from the high-dose implanted sample.
According to the chemical-potential depth profile shown in Fig.5-8 there 
will be possibilities for transport based on the three flux equations:
G^e = DogdpGc/dx (5-12)
Jsi = -Dsidpsi/dx (5-13)
JQ = D0dpo/dx (5-14)
where Jsi is in the opposite direction to JGe and JG. Since |Apsi|>  |ApGe| and in 
the atomic size Si < Ge, it yields Jsi > JGe. Moreover, it is expected that Jsi > JG 
as |Apsi| > | A Pol and the concentration of free oxygen atoms is very low. 
Consequently the dominant transport element will be the Si atoms in this Si-Ge-O 
system. As a large number of Si atoms migrate into the buried oxygen region they 
will replace the Ge in the oxides to form SiOz according to the reaction:
Si + GeOz = Ge + Si02 AG = -336.0kJ/mole (500°C) (5-15)
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Fig.5-6 Changes of chemical potential of Si, Ge and O versus the depth in 
the low-dose implanted sample, calculated from the XPS depth profile result and 
the activity data, (a) A diagram of the chemical potentials for the three elements 
in the whole oxygen-projected region, (b) Enlarged part of the above chemical 
potential in the region up to -lO.OkJ/mole.
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Fig.5-7 Changes of chemical potential of Si, Ge and O versus the depth in 
the medium-dose implanted sample, calculated from the XPS depth profile result 
and the activity data, (a) A diagram of the chemical potentials for the three 
elements in the whole oxygen-projected region, (b) Enlarged part of the above 
chemical potential in the region up to -lO.OkJ/mole.
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Fig.5-8 Changes of chemical potential of Si, Ge and O versus the depth in 
the high-dose implanted sample, calculated from the XPS depth profile result and 
the activity data, (a) A diagram of the chemical potentials for the three elements 
in the whole oxygen-projected region, (b) Enlarged part of the above chemical 
potential in the region up to -lO.OkJ/mole.
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The released free Ge, however, must diffuse out of the oxide along its A pGe 
direction because any further Ge-enrichment will maintain its chemical potential 
to the maximum. This mutual diffusion will continue as long as GeOz exists and 
Jsi > Jog. Thus it is clear that the diffusion, which occurred in this sample is, in 
fact, controlled by the gradient of chemical potential and the reason for the uphill 
diffusion of Ge simply lies in its gradient of chemical potential being against its 
gradient of concentration.
53  Mechanism of the Oxidation of the Si0 5Ge0 5 Alloy by Oxygen Implantation
The reason for a redistribution in the sample composition, including the 
rejection of Ge from the oxide, now becomes clear: in the zone in which S i02 first 
forms, the chemical potential of Ge immediately increases because of its 
enrichment in the residual SiGe alloy. In fact if we take away all the oxides in 
Fig.4-33 and replot only the concentrations of unoxidized Si and Ge by 
normalizing them to 100% (Fig.5-9), this trend can be directly observed. In 
comparison with Fig.4-33, starting from the oxygen buried region there is a clear 
Ge-enrichment in the residual alloy shown in Fig.5-9. On the one hand it is the 
consumption of Si during the formation of Si02 which results in the rising pGe but, 
on the other hand, it is the Si02 formed which will act as a barrier to the Ge 
species diffusing through it. As reported in the previous studies of SIMOX 
material [199,200], the implanted silicon sample contains a large number of S i02 
precipitates and their sizes gradually increase from the sample surface to the 
Si/Si02 interface. A layer of continuous silicon dioxide film will be formed if the 
dose of implanted oxygen reaches the value for stoichiometric SiOz. In the case 
of this Si0^ Ge05 alloy more than 90% of Si in the oxygen buried region has
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converted to SiOz, and G e0 2 is only formed in the O-rich area where excess 
oxygen is available. When the mutual diffusion occurs inside the sample the 
reaction indicated in equation (5-15) will begin at the wings of the oxygen 
distribution, causing the growth of S i02 precipitates. As a result, the thickness of 
the barrier is increased and the path for diffusion is narrowed until it is completely 
blocked. Some of Ge oxides, therefore, are trapped in the central area of buried 
oxygen after the implantation as shown in Fig.4-33. The small amount of 
elemental Si existed in this region is probably in the form of island surrounded by 
Si02 precipitates because the diffusivity of Si in Si02 is lower than its oxidation 
rate [201,202]. Since in the centre of the buried oxide there is no elemental Ge 
left this remaining small quantity of Si0 has a high chemical potential, indicating 
that after implantation the system is in the metastable state. Again this trend can 
be observed from Fig.5-9 based on the chemical state results.
In the subsequent thermal treatment the process known as ’Ostwald 
ripening’ occurs [203]: the small S i02 precipitates dissolve whilst the larger ones 
grow up, during which the path for diffusion is open again. Furthermore, high 
temperature (1000°C) annealing also favours the formation of S i02 and reduces 
the amount of germanium oxide. The diffusivities of Si and Ge are enhanced as 
well under this condition. All these factors allow the reaction in equation (5-15) 
to reach a new equilibrium, leading to the migration of Si into the oxygen-rich 
layer to form Si02 and the replaced elemental Ge diffuses out following their 
gradients of chemical potential (see Fig.4-46).
It is also worth noting that near to the sample surface there is a sharp 
change in the shape of redistribution of O, Si and Ge after the annealing as shown 
in Fig.4-46. This is because in the oxygen projected range the sample contains a
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great number of defects, but once a continuous layer of buried oxide forms these 
defects are separated by this oxide layer. During the high temperature annealing 
the defects above the oxide layer migrate easily towards the surface where they 
can be annihilated, whereas the defects below the oxide layer have much more 
difficulty in moving and the annihilation of the defects can only occur when they 
go through the sample substrate and reach the back of the wafer. As a result, the 
process of diffusion in the region above the buried oxide is much faster than that 
below the buried oxide.
The trend of a change in the chemical potential of Si and Ge after this 
thermal treatment also can be viewed from Fig.5-10 plotted in the same way as 
Fig.5-9. As mentioned above the value of pGe in the buried oxide will be kept to 
its maximum as long as there are some remains of germanium and germanium 
oxides. |xsi, however, is now maintained to its minimum since no elemental Si is 
left in this region. This result indicates that the annealing carried out at 1000°C 
for one hour is not sufficient; further thermal treatment, either by increasing the 
annealing time or temperature, or both, may turn this system to a more stable 
state under which the chemical potentials of Si, Ge and O in the sample will be 
maintained at their lowest possible values.
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CHAPTER 6
GENERAL DISCUSSION
The investigation of oxygen-implanted SiGe alloy carried out in this work 
demonstrates that a combination of XPS depth profiling with RBS and channelling 
analysis can provide important information concerning the sample chemical states, 
composition profile and crystal quality, which appears successful and very useful 
for the study of the Si-Ge-O system in the layers produced by the ion beam 
synthesis technology.
RBS is a useful tool for this work, as it can give qualitative information 
about the sample structure and composition without the need for stripping the 
sample. This information is important because the subsequent XPS analysis is not 
only very time consuming but, being destructive, cannot be repeated on the same 
sample, especially for the samples studied in this work on which it is necessary to 
profile to a depth of 600nm. Moreover, the channelling results provide additional 
information for the sample crystal quality, which is complementary with the XPS 
measurements for interpreting the process of elemental redistribution and mutual 
diffusion occurring in the samples. However because of the layered structure of 
the samples, dechannelling effects and signal overlap in the spectra have been 
observed in the RBS results, and hence the ability of RBS to give accurate sample 
structure and composition profile is limited.
XPS depth profiling plays the key role in this study. The sample 
composition profile and its chemical states determined by the quantitative XPS
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analysis turn out to be extremely important for the identification of the oxides 
formed in the alloy. As it has been shown clearly in the foregoing results, oxygen 
implanted into the SiGe alloy leads to formation of both Si and Ge oxides in the 
buried oxygen layer, and the change of the chemical states of Si and Ge in the 
alloy can be found out only from the XPS results. In addition, XPS analysis is also 
important for more ready observation of the component distribution in the 
sample, since this information cannot be obtained from the RBS results. Thus the 
XPS analysis accomplished in this study enables the oxidation mechanism of SiGe 
alloy by oxygen implantation to be understood and hence assists in the process 
control.
On the basis of XPS results, thermodynamic analysis can be performed to 
calculate the change of activities of silicon, germanium and oxygen in the sample 
induced by oxygen implantation so that three chemical-potential depth profiles of 
the three components are obtained. The Ge ’snowplough’ phenomenon observed 
in this study can then be explained successfully in terms of the gradient of 
chemical potential instead of the gradient of concentration. By judging all the 
evidence, the behaviour of the alloy oxidation now can be better understood.
Oxygen implanted into the Si03Ge0^  alloy results in formation of a buried 
oxide layer in the alloy. According to thermodynamic analysis, oxygen has different 
affinities for Si and Ge and therefore silicon oxide will form in preference to 
germanium oxide when oxygen is in limited supply. The extent of oxidation, and 
distribution of oxide depends on the oxygen dose and the annealing temperature 
mediated through the controlling reaction S i+ 20= S i02. This is a general 
observation which governs the oxidation taking place in all the samples, and which 
leads to a different redistribution of silicon and germanium in the alloy.
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In the as-implanted samples, this observation is reflected in the effect of 
different oxygen doses on the oxide formation. Since the alloy contains 50% Ge, 
the oxygen dose for achieving stoichiometric Si02 is 0.7xl0180 +cm'2 (The value 
for pure silicon is 1.4xl018O+cm"2). In the low-dose implanted sample because the 
oxygen dose (0.6xl0180 +cm'2) is below this level, silicon dioxide can only form in 
the oxygen maximum range and other silicon oxides are all in the form of SiOx 
(0<x<2). No germanium dioxide is found in this case (see Fig.4-31).
For the medium-dose implanted sample the oxygen dose (1.2xl018O+cm'2) 
is between 0.7xl0180 +cm'2 and 1.4xl018O+cm'2. This means that the oxygen is 
sufficient to oxidize the entire Si in the alloy but still not enough for all the Ge to 
form G e0 2. As a consequence Fig.4-32 shows that in the buried oxygen layer 
almost all the silicon has bonded with oxygen as Si02, whereas only a part of Ge 
forms Ge oxides (GeOx + G e02). In the case of the sample implanted with a high 
dose of oxygen (1.8xl018O+cm'2), the excess oxygen becomes available so that all 
the Si and Ge in the oxygen maximum range are converted into S i02 and G e02 
(Fig.4-33).
Associated with oxide formation, elements have a redistribution in the 
alloy, each follows its gradient of chemical potential. According to thermodynamic 
analysis, once the Si in the buried oxygen layer forms Si02 its chemical potential 
drops to the minimum. For oxygen, however, its chemical potential maintains the 
lowest as long as it bonds with silicon. In the low-dose implanted sample all the 
oxygen buried in the alloy has the chance to bond with silicon to form silicon 
oxide and therefore, the chemical potential of oxygen remains low. On the other 
hand because through the oxygen projected range there is plenty of unbound 
elemental Si and Ge, free to move, their chemical potentials in the sample can
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research equilibrium after implantation and hence the whole system is fairly 
stable.
For the samples implanted with a medium or high dose of oxygen, silicon 
in the oxygen maximum range becomes inadequate for oxygen since the dose is 
higher than the value required to sweep all the silicon in the region into 
stoichiometric Si02. Any excess oxygen will then bond with Ge to form GeOz and 
any elemental Ge remaining in this layer does so with a sharply increased 
chemical potential. Unlike the low-dose implanted sample, however, gradients of 
chemical potential now exist in the samples. On one hand, in the buried oxygen 
region, almost all the silicon has converted into S i02 so that its chemical potential 
reduces to the minimum, whilst beyond this region there is a large amount of 
elemental silicon of high chemical potential; on the other hand the presence of 
elemental germanium and germanium oxide in the buried oxygen layer also 
heightens the chemical potential for both germanium and oxygen. All this 
determines the subsequent mutual diffusion process, in which elemental silicon 
tends to migrate into this buried oxygen layer to form new S i02 by replacing the 
Ge in the oxide, while elemental germanium tends to move out, giving the sample 
composition profiles as measured in Fig.4-16-Fig.4-18.
Indeed, throughout this investigation an interesting phenomenon has been 
found that a difference of the distribution between Si and Ge in all the samples 
always starts at the oxygen concentration around 33-34%. It now becomes clear 
that this is because oxygen at this level (33.33% in average) just matches the 
concentration of silicon in the alloy. Since the oxidation is in favour of forming 
silicon oxide, increasing oxygen at this level leads to formation of Si02 and 
rejection of germanium. In consequence, silicon will be enriched in the region
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wherever oxygen concentration is higher than this critical level. On the contrary 
a Ge enrichment in the alloy will be seen in the region where oxygen 
concentration is below this level. It then can be concluded that there will be no 
different distribution between Si and Ge in the alloy if the total concentration of 
oxygen in the sample is less than 33.33%. The general implications of this 
observation are returned to later in the discussion.
However, the mutual diffusion occurring in the alloy can carry on to an 
extent that will depends on not only the thermodynamic factors but also on the 
kinetics of the process. It is this latter that is deemed to be the reason for Ge 
trapping in the buried oxide layer, which is the other interesting phenomenon 
observed from all the samples analyzed in this study. As discussed above, although 
from thermodynamic point of view oxygen has a strong tendency to bond with 
silicon instead of germanium, it is always found that some germanium, with its 
oxide, exists in the buried oxide layer, even for the sample implanted with a low 
dose of oxygen in which the oxygen is not sufficient to oxidize the Si in the alloy. 
According to previous studies of SIMOX structures and oxygen precipitation in 
bulk silicon, this result can be explained in terms of the kinetic processes of SiGe 
alloy oxidation.
During implantation, a large amount of oxygen with high energy is 
introduced into the SiGe alloy. Because the dose of oxygen is high (even for the 
low dose, the implanted oxygen enables part of Si in the alloy to be oxidized into 
Si02), the local concentration of oxygen in its maximum range can be far above 
the solubility limit for oxygen in silicon and therefore precipitation takes place. 
The sizes of the Si02 precipitates change from small to large along with the 
distribution of oxygen concentration and in the oxygen maximum range some
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precipitates are large enough to join together so that the passages required for 
elemental diffusion are blocked. In these small regions surrounded by the S i02 
precipitates, if silicon is in short supply the activity of oxygen rises until it can 
bond with germanium. This is why germanium oxide can be formed even in the 
low-dose implanted sample in which nearly one-fourth of the silicon still remains 
in the elemental form. On the other hand in these regions if oxygen is in short 
supply Si and/or Ge will be trapped in these regions to form small Si and/or Ge 
islands and this accounts for the observation of both elements in the buried oxide 
layer. In general because oxygen tends to bond with silicon, the number and size 
of Ge islands formed in the silicon oxide are expected to be larger than those of 
Si ones. This is the reason that the amount of elemental silicon seen within the 
buried oxide layer in both the medium-dose and the high-dose implanted samples 
is much smaller than that of elemental germanium.
Because of the Si02 precipitation the diffusion occurring in the alloy after 
implantation is arrested and hence thermodynamic equilibrium cannot be achieved 
in this three-component system. From the RBS channelling result for the sample 
implanted with a medium or high dose of oxygen (Fig.4-19 and 4-20), evidence has 
been observed that in the buried oxygen region all the channels are clogged and 
the sample suffered amorphisation due to the Si02 precipitation. The action of 
post-implantation thermal treatment promotes the diffusion process by the 
dissolution of the smaller Si02 precipitates in favour of the larger ones, known as 
the ’Ostwald ripening’ behaviour.
The Ostwald ripening process can be also explained by the thermodynamics 
of the oxidation of silicon. It is already known that the oxygen solubility in silicon 
is a function of temperature [204]. When the system reaches equilibrium at certain
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temperature, there is a balance between the oxygen solubility and the Gibbs free 
energy of the system. On increasing the temperature the free energy of the system 
will tend to increase so that a dissolution of the Si02 precipitates must occur. For 
this reason annealing the sample at high temperature can effectively alter the 
oxide formation and the sample composition profiles.
According to the previous studies [205], during the Ostwald ripening 
process dissolving small precipitates releases oxygen atoms in the silicon matrix 
and hence increases the interstitial oxygen concentration around the other 
precipitates. The dissolution will be effective only when oxygen can migrate fast 
enough towards the larger precipitates where it can be absorbed. As indicated 
earlier, in SIMOX the sizes of Si02 precipitates increase from the sample surface 
to the oxygen buried layer. Thus an increase of the temperature or the duration 
of the annealing will lead to formation of larger precipitates and migration of 
oxygen towards the buried layer. Further if a continuous Si02 layer is formed, it 
will act as a precipitate of infinite radius so that this process can carry on until the 
dissolution of precipitates is completed and the oxygen is segregated in the buried 
layer. It has been reported that the complete dissolution of the S i02 precipitates 
can be achieved in SIMOX by annealing the sample at 1405°C for 30 minutes 
[206] or at 1300°C for 4 hours [207].
The results obtained from the annealed samples in this work are seen to 
be congruent with the above observation in SIMOX. For the low-dose implanted 
sample, since the total concentration of oxygen in the alloy is below its solubility 
in the Si and there is plenty of elemental silicon and germanium that can move 
freely in the sample, the system nearly reaches equilibrium after the implantation 
(Fig.5-6). As a consequence the effect of annealing temperature (up to 1000°C)
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on the sample is not distinct. However, evidence for dissolution of the Si02 
precipitates and promotion of diffusion process due to the thermal treatment still 
can be found from the XPS result (see Fig.4-42). For example, in comparison with 
the as-implanted sample (Fig.4-31) it can be seen that after the annealing the 
shape of elemental distribution is also smoothed, with a slight oxygen segregation 
in the buried layer. Based on the above discussion this result can be interpreted 
in the similar way as the result in SIMOX. During the high temperature annealing 
small S i02 precipitates are dissolved. Elemental silicon can then diffuse into the 
region which used to be isolated by the precipitates and replace the germanium 
in its oxide to form new silicon oxide. Associated with this process germanium 
diffuses out and oxygen and silicon migrate towards the buried layer to form 
larger precipitates which are thermodynamically stable. This leads to a result as 
shown in Fig.4-42.
A similar result is observed in the medium-dose implanted sample. 
Comparing Fig.4-43 with Fig.4-32, it is clear that after annealing very little G e02 
remains in the buried layer, whereas more Si02 forms and oxygen also segregates 
towards the buried layer. This can be the reason why the oxygen distribution in 
this sample becomes close to a top-hat shape after annealing, although the 
maximum concentration of the oxygen only reaches 57%, still less than the 
saturated value (66.67%). All these changes imply that the Ostwald ripening 
process has occurred in this sample. However, the annealing temperature (800°C) 
applied to this sample appears relatively low, as after this treatment germanium 
suboxide in the buried layer has not been replaced by Si02 and some elemental 
silicon with silicon suboxide still retains in this layer. A pronounced change can be 
seen from the RBS result (Fig.4-34) for the sample having undergone a 1000°C 
anneal. Compared with the results of the sample annealed at 800°C and 900°C,
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the amount of germanium in the oxygen buried layer is greatly reduced and the 
germanium segregation in the region above and below the buried layer is clear 
evidence. This change can be attributed to the dissolution of more SiOz 
precipitates by increasing the annealing temperature, which gives an impetus to 
the diffusion process in the sample, leading to lowering of the thermodynamic 
state of the system. Although for this sample no further evidence can be provided 
to show the real change in its composition and chemical states owing to the lack 
of XPS results, this inference can be confirmed by inspecting the high-dose 
implanted sample and comparing these two results.
The most significant change in the oxide formation and sample composition 
profile that the thermal treatment has brought to the sample is the one implanted 
with a high dose of oxygen and annealed at 1000°C for one hour. As discussed in 
detail in Chapter 5, during this treatment it is considered that the smaller SiOz 
precipitates would have dissolved and hence mutual diffusion inside the sample 
proceeds to such an extend that in the buried layer the concentration of silicon, 
compared to the as-implanted sample, increased by about 10% and all the silicon 
is converted into Si02. At the same time a large quantity of germanium is released 
from its oxide and expelled from this buried layer to accumulate at each side of 
it. Segregation of oxygen towards the buried layer also occurs so that the top of 
oxygen distribution becomes very flat with an abrupt change on the side near to 
the sample surface. According to the thermodynamic analysis, however, even after 
this treatment the system has not reached the final equilibrium, as the small 
amount of germanium in the buried layer maintains its chemical potential at the 
maximum value. On the other hand since the system in this condition remains 
stable with time, it is concluded that the germanium retained in the buried layer 
must be trapped in the silicon dioxide. Further evidence can be found in the RBS
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channelling result. As Fig.4-35 shows, after annealing, the lattice of the sample on 
the both sides of the buried layer has been restored. In this there will be open 
channels available so that at high temperature elements should be able to diffuse 
through these regions easily. By contrast, in the buried layer the sample still has 
an amorphous structure and with all the channels blocked germanium has to be 
tightly surrounded by the large S i02 precipitates.
It is known from the previous studies of SIMOX structure that by 
increasing the temperature or the duration of annealing , a complete dissolution 
of the Si02 precipitates can be achieved. Thus two additional experiments on the 
high-dose implanted sample were performed: one was annealing the sample at 
1050°C for 7 hours, and the other was annealing the sample still at 1000°C but for 
24 hours. Unlike the case in SIMOX where the annealing temperature can be 
chosen just below the Si melting point, for a SiGe alloy, the melting point varies 
with the composition. According to the Si-Ge binary phase diagram shown in 
Fig.6-1 [191], it can be seen that for the Si03Ge05 alloy the melting point is at 
about 1100°C. However, because of the germanium segregation during the 
annealing, Ge enrichment at both sides of the buried layer has been observed, 
which gives an average concentration of germanium around 60-70% in the 
residual alloy. In consequence the annealing temperature that can be increased 
is restricted to only ~50°C, above the maximum used (1000°C) in the main body 
of the work. In order to see the effect of increasing annealing temperature on the 
sample, this upper limit temperature was applied to this sample.
Fig.6-2 presents the result from RBS analysis for the sample annealed at 
1050°C for 7 hours. For a comparison, a spectrum taken from another sample 
which has been annealed at 1000°C for 7 hours is also shown in this figure. In a
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striking contrast to the latter, the sample having undergone a 1050°C anneal shows 
a dramatic change in the distribution of germanium after this treatment. In the 
buried layer, instead of achieving a complete SiOz layer germanium still remains 
with a very little reduction. Above this layer, however, elemental germanium has 
nearly all escaped from the sample during the annealing, and below this layer it 
also expands into the silicon substrate. This is considered that on one hand in the 
buried layer germanium is surrounded by Si02 precipitates and the applied 
annealing temperature is too low for them to be dissolved, but on the other hand 
for germanium, since it is enriched in the alloy, the annealing carried out at this 
temperature is too high so that in the near surface region germanium is 
evaporated into the furnace and below the buried layer it diffuses into the silicon 
substrate.
For the same reason it is not surprising to see the result from the sample 
annealed at 1000°C for 24 hours (Fig.6-3) also shows that the germanium in the 
buried layer only has a slight reduction because of the difficulty to dissolve the 
S i02 precipitates. Similarly, as the annealing temperature is still sufficient high for 
germanium in the alloy, below the buried layer elemental germanium diffuses into 
the silicon substrate, whereas above this layer germanium has a further 
enrichment in the alloy. In each case, the buried layer acts as a barrier so that 
germanium cannot diffuse through it. From these results it is concluded that the 
germanium trapped in the buried layer is quite stable, although from the 
thermodynamic standard point it should have a strong tendency to diffuse out.
Through this investigation, a general rule-of-thumb can be adduced to 
describe the equilibrium reached in implanted alloy: partial reaction of the 
implanted ions with the more reactive species in the alloys does not give a
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sufficient increase in chemical potential of the less reactive species for significant 
diffusion to occur. Thus the formation of a single phase at 100% concentration 
requires that the ion dose should reach at least a stoichiometric balance in some 
part of the implantation zone.
The significance of this rule-of-thumb is found in the use of annealing 
procedures as a route to the formation of buried barrier (or other) layers. In the 
absence of nearly complete reaction of one of the alloying components it is not 
possible to grow complete layers by very long annealing.
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Fig.6-1 Assessed Si-Ge binary phase diagram quoted from reference 191.
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CONCLUSIONS
The primary objective of this study was, through an investigation of multi­
element or multi-valent compounds fabricated by ion beam synthesis, to 
demonstrate the possibility of building chemical state information into the 
characterization of material and to explore its analysis by thermodynamic means. 
This aim has been attained by studying an oxygen-implanted SiGe alloy using RBS 
and XPS techniques in conjunction with thermodynamic analysis. It has been 
shown that a complete chemical state characterization of the buried oxide layers 
in the Si03Ge03 alloy is achieved. Furthermore, the studied Si-Ge-O system 
appears a good working example that fits in with both multi-element and multi- 
valent compound systems so that the analytical techniques and methods employed 
in this research are capable of being applied to the many other materials 
synthesized by ion beam processing which are currently being studied.
By way of summary, the following points are made as conclusions.
(1) The characterization of the Si0^ Ge0 5 alloy under argon ion etch appears 
unique: during the erosion process no preferential sputtering is observed, neither 
is there any visible atomic mixing occurring in the sample; and the effect of ion- 
induced surface roughness is also negligible.
(2) XPS depth profiling can provide quantitative information of chemical 
state as well as composition profile of the samples, from which the changes of
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oxide species and component redistribution throughout the oxygen projected range 
for both the as-implanted samples and the annealed samples are observed.
(3) Based on the XPS results, applying thermodynamic analysis to this Si- 
Ge-O system enables the activities of three components in the sample associated 
with the implanted oxygen to be calculated so that three chemical-potential depth 
profiles for the as-implanted samples are obtained.
(4) The oxidation process taking place in the alloy is strongly controlled by 
the formation of silicon oxide. Through this reaction the oxygen dose and 
annealing temperature have a prominent effect on the oxide formation and 
element redistribution in the sample. The implanted oxygen tends to bond to Si 
as S i02, depending on the oxygen dose supplied by the implantation. In 
consequence germanium is rejected from the oxide and accumulates at the Si/Si02 
interfaces.
(5) The critical concentration of oxygen in the alloy is determined to be 
33.33%: below this value oxygen implanted into the Si0JGe03 alloy will not induce 
any different distribution between Si and Ge in the alloy, whereas above this value 
the formation of Si02 will result in germanium being expelled from the oxide and 
end up with a deficiency of germanium in this region. Accordingly, beyond this 
region where the oxygen concentration falls below 33.33%, a Ge enrichment in the 
alloy will arise.
(6) Increasing the oxygen dose enables more silicon dioxide to be formed, 
which will further intensify the segregation of germanium in the alloy. Only when 
the oxygen dose is higher than the value of stoichiometric SiOz in the alloy, can
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G e0 2 then be formed in the oxygen maximum range where the excess oxygen is 
available.
(7) The gradient of the chemical potential is revealed as the true driving 
force for the diffusion occurring within the sample and it is also the origin for the 
preferential formation of Si02 and the rejection of Ge from the buried oxide 
layer. The whole process of oxidation and component redistribution taking place 
in the sample as a consequence of implantation and annealing always follows the 
direction to a decrease of the total free energy for the system of Si, Ge and O in 
the sample. This is the key factor to be understood for this oxygen implanted alloy 
since the description of the system in terms of activities and chemical potential 
enables true diffusion profiles to be used in place of phenomenological 
descriptions such as ’snowplough’ or ’pile-up’.
(8) Although the direction of the chemical reaction and the elemental 
diffusion occurring in the sample is governed by the gradient of chemical 
potential, to what extent that they can continue will depend on the kinetics of the 
process, through which thermal treatment can effectively alter the oxide formation 
and the sample composition profiles. It is suggested that during the annealing the 
Ostwald ripening process takes place. As small SiOz precipitates being dissolved 
elemental Si can migrate into the buried layer to form new S i02 by the 
replacement of Ge in Ge oxides, and the released elemental Ge then diffuses out, 
each following its gradient of chemical potential.
(9) Increasing annealing temperature favours the dissolution of S i02 
precipitates so that more SiOz can be formed in the buried layer and more Ge is 
expelled from this layer. The critical condition of the thermal treatment in this
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work is found to be 1000°C/lh, as increasing annealing temperature to 1050°C 
leads to the escape of Ge from the sample to the furnace, while extending 
annealing time to 24 hours does not bring significant improvement in the 
formation of a complete single silicon dioxide buried layer. The small amount of 
germanium retained in the buried layer is considered to be trapped in the Si02, 
which is very difficult to remove owing to the different thermal properties of 
silicon dioxide and SiGe alloy.
(10) A rule-of-thumb is proposed that in the SiGe alloy, if the dose of 
oxygen used in implantation is below the value of stoichiometric SiOz in the alloy, 
the presence of elemental silicon in the buried oxygen layer due to the partial 
reaction of silicon with the implanted oxygen will balance the chemical potential 
between the inside and outside of buried oxygen layer for Si and Ge in the alloy, 
which keeps the gradient of chemical potential for all the components in the 
sample very low. As a consequence, oxygen implantation will not induce a obvious 
redistribution for Si and Ge in the alloy and neither will the annealing do so.
228
CHAPTER 8
SUGGESTIONS FOR FURTHER STUDY
In chapter 6 the discussion on the dissolution of Si02 precipitates by 
increasing annealing temperature is based on both the chemical state and sample 
composition profiles obtained from this study, and the previous observation of 
microstructure from TEM analysis in SIMOX materials from pure silicon. A 
further systematic investigation of oxygen implanted into the SiGe alloy by TEM 
will be able to provide direct evidence to show the Ge with its oxide trapped in 
Si02 and the mutual diffusion promoted through the Ostwald ripening process as 
a function of annealing temperature, so that the oxidation kinetics of this material 
can be better understood. In addition, TEM analysis will also be able to give 
information of defects in the SiGe alloy which is very important for the material 
to be used for any device fabrication.
It is considered that the small amount of Ge and Ge oxide remaining in the 
buried layer is completely surrounded by Si02 and they are very stable even after 
annealing at 1000°C for 24 hours. Thus a layer of insulating barrier may be 
already formed if the electrical properties of the material can be further 
determined, otherwise a complete silicon dioxide layer may be achieved by 
following the experimental procedures below:
(1) By changing the condition of implantation and annealing
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The results from supplementary experiment presented in Chapter 6 have 
shown that the retained germanium cannot be expelled completely from the 
buried layer either by increasing the annealing temperature (up to 1050°C) or 
extending the annealing time (for 24 hours at 1000°C), the former leads to 
evaporating Ge from the alloy into the furnace and in both cases germanium 
underneath the buried layer will diffuse into the silicon substrate. This is attributed 
to the different thermal properties of SiGe alloy and Si02. For this reason, it is 
suggested that Ge trapping should be avoided or minimized in the course of 
implantation rather than attempting to eliminate this by the post-implantation 
annealing alone. The best way to do this is to apply multi-implantation and 
annealing in sequence to the synthesis of buried oxide layer in the SiGe alloy.
The feature of this method is to implant oxygen, each time, with a low dose 
(0.3 ~0.5xl0l80 +cm*2) at a low beam current density (a few pA/cm2). During 
implantation the sample is maintained at about 600°C and after each implantation 
the sample is annealed at 1000°C for one hour. The applied low-dose implantation 
will reduce the possibility of germanium being trapped in SiOz, whereas the use 
of low current density of ion beam will increase the chances for oxygen contacting 
Si or Ge in the alloy so that the probability of formation of SiOz will be enhanced. 
Also, by heating the sample during implantation and annealing it at high 
temperature subsequently, the mutual diffusion in the sample will be expedited. 
This will lead to germanium moving out of the oxide and lowering of the 
thermodynamic state of the system. A layer of insulating barrier consisted of only 
silicon dioxide thus may be obtained by carrying out a sequence of implantation 
and annealing until the essential oxygen concentration in the alloy has been 
reached. According to the success in fabricating SOI structure with this method 
[208-211], the defect density in the materials can also be greatly deceased.
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(2) By changing the sample composition and structure
Unlike the case for making SOI structure, in which the Si wafers used are 
commercial products, more readily available, for fabricating SiGe-on-insulator 
structure, the SiGe alloy has to be prepared first on a silicon substrate. From this 
study the results have shown that as a consequence of the rejection of germanium 
from the oxide, the alloy is enriched with germanium after implantation. Thus a 
careful design of the alloy composition is required, which has to take into account 
the factor of Ge enrichment so that after the ion beam synthesis processing the 
expected structure can be obtained. Clearly in comparison with making SOI 
material, the latter is much more complicated and since the alloy preparation 
needs to be designed pre-implantation, it also reduces the processing flexibility.
In view of this fact, it is suggested that the process may be modified as 
follows: firstly the composition and thickness of the alloy are designed, and then 
the oxygen dose and beam energy are determined to ensure that the majority of 
oxygen ions will be implanted into the sample just at the interface of the alloy and 
the silicon substrate. Owing to the selective oxidation effect, it is expected that 
after high temperature annealing a layer of continuous Si02 will be formed in the 
silicon substrate, underneath the SiGe alloy. In this case, the formation of buried 
oxide layer will not induce severe germanium segregation and therefore, this 
factor is not necessary to be considered in the design of the alloy.
The techniques and methods employed in this work can be directly applied 
to the studies of thermal oxidation of Si-Ge alloys. With a little modification in 
sample composition to suit to the alloy to be investigated, the values of activity 
and chemical potential for the components in the system can be easily determined
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by performing the same thermodynamic analysis. The result will conduce to the 
interpretation of experimental observation, such as the Ge ’snowplough’ 
phenomenon which would be otherwise very difficult to explain. Also, little work 
has been reported so far for the chemical states in the thermal oxidized Si-Ge 
alloy, for example, the chemical state of the Ge trapped in S i02 during high 
pressure oxidation is still unknown [18]. This information can be obtained by 
carrying out XPS analysis in these materials, which will add the knowledge for a 
better understanding the oxidation mechanism of Si-Ge alloy.
As indicated in the introduction and literature survey, currently studies 
of metal silicides produced by ion beam synthesis are of great interest. Most of 
these synthesized metal silicides are belong to multi-valent system or multi­
element system, or both. It is thus considered that investigating the chemical state 
characterization of these materials using the techniques and methods in this work 
will open up a broad research area and throw new light onto the understanding 
of the synthesis mechanism of metal silicides by ion beam processing.
A literature survey shows that some of metal silicides can be easily 
identified from XPS analysis. For instance, the binding energies of Si2p peak for 
Ni2Si and NiSi are found to be 98.9eV and 99.4eV respectively; and the Auger 
parameters (a ’=Si2p+ SiKL^L^) for Fe3Si and FeSi have a different value of 
1716.8eV and 1717.3eV [212]. On the other hand, however, the data of chemical 
states of metal silicides in the literature are very few, probably because these 
materials have never been so important as they are today. Therefore, a systematic 
study of metal silicides is imperative.
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It is essential to establish a database of the chemical states of varieties of 
metal silicides by XPS analysis. An investigation of the synthesized materials then 
can be conducted by comparing the experimental results with the reference data 
to obtain the details of chemical state about samples. At present many 
observations from the synthesized metal silicides are difficult to interpret because 
of the lack of chemical state information. For example, dual implantation of cobalt 
and iron into silicon results in different segregation of the cobalt and iron in the 
silicon after annealing, depending upon the dose of cobalt and iron applied to the 
implantation [213]. Since both Co and Fe can bond with Si to form silicides, the 
situation is quite similar to this study that without chemical state information, it 
is very difficult to explain why the cobalt and iron can segregate differently during 
annealing. Thus it is believed that applying XPS and thermodynamic analysis to 
the synthesized metal silicides will be able to provide valuable information about 
the material analyzed and to produce a notable impact on the study and 
development of these ion-beam synthesized new materials.
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APPENDIX 1
THERMODYNAMIC MODELS
(1) Two sub-lattice model used for the solid solution of oxygen in Si and Ge
In this model the general equation for describing the Gibbs free energy of 
a multicomponent system is given by
G = G’et + Gmh + GE (1)
where the term Gref defines the reference plane of energy and is associated with 
the complete occupation of each sub-lattice by the element mixing on it as a 
function of similar complete occupation on the other sub-lattices. Gref has its form:
Grel=J2 P i ( y) Gj (2 )
I
in which I is a constituent array specifying one constituent in each sub-lattice and
Y is a matrix with all constituent fractions. Thus Pj (Y) is written as
Pl (Y) = HiY;8 (3)
YjS in Eq(3) is the fraction of constituent i on sub-lattice s. In this two sub-lattice
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model, s has the value either 1 or 2, which means that one sub-lattice is occupied 
by Si or Ge and the other one is taken up by oxygen or vacancies.
The term Gj0 in Eq(2) is the Gibbs free energy of formation of a 
compound with the constituents given by I. If the pressure maintains at 1 atm 
during the experiment, G® is only a function of temperature, and each item in Gj0 
can be described by [97]
where a; ( i= l ,  2, ... n) and b are all constants for a given compound within a 
certain temperature range so that Gj0 can be easily determined. Thus for the solid 
solution of oxygen in Si and Ge,
a.i Ti +bTlnT ( 4 )
i
Pl (Y) = [YS> T02 + TSi1yVa2+ yGe% 2 + ^ V a V ( 5 )
( 6 )
and hence
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The term GmK expresses the Gibbs free energy arising from the ideal 
entropy of mixing of the elements on each separate sub-lattice, which is given by
Gaix= R T ^  a sJ2  Y f l n Y f  * 8 *
s  i
where as is the relative number of sites occupied by the constituent i on the sub­
lattice s. In this case,
G-“ = RT {[al(Ya'tnYa1 +  YcJ n Y cJ  + Y j ln Y j  + Yv> V ) /
+  [‘h(Y^lnYs? + YcJlnYcJ  + Y02lnY02 +  Yv> Y Va2) / }  (9)
The excess Gibbs energy, GE, in E q (l) takes into account interactions each 
pair of constituents in a multicomponent system and can be expressed using a 
Redlich-Kister polynomial
GE=L E x i x i Y ,  ( x i - x j ] n L i i  ( 1 0 )
i  j  n
where X* and Xj are the mole fractions of constituent i and j respectively, and 
(n = l,2 ,..) are temperature dependent energy parameters corresponding to the 
pair of constituent i and j. For the solid solution o f oxygen in Si and Ge, it has the 
form:
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G E=XsiXaey£ ,  (Xs i -XGe)"Lsniae
n
+ xs ix o T , - x o) "Lsio  ( 11 '
n
*XGeX ^  (Xae-XQ) "l £ o
(2) A sub-regular solution model used for Si02 - Ge02
The general equation for describing the Gibbs free energy of a 
multicomponent system in this model still consists of three terms
G =  Gref + GmlK+ Ge (12)
but in this case, each term has a different form and the details are given in the 
following:
G ref=V X±Gi
i '  (13)
= X S i o J ^ S iO z + X Ge02G Ge02
G mix= R T y  X .ln X i
i  (14)
RT C xs± o2 J- nXsi q2+ 1  nXGeC>2 ]
nr 11 ' i jG -x ixj±: Ui-x^^L  
n
- X s io X o e o Y ,  (Xs i 02~XGeo2  ^n J^sio i
( 1 5 )
GoO-y
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