Isotope effects in x-ray absorption spectra of liquid water by Zhang, Chunyi et al.
Isotope effects in x-ray absorption spectra of liquid water
Chunyi Zhang,1 Linfeng Zhang,2 Jianhang Xu,1 Fujie Tang,1 Biswajit Santra,1 and Xifan Wu1, ∗
1Department of Physics, Temple University, Philadelphia, Pennsylvania 19122, USA
2Program in Applied and Computational Mathematics,
Princeton University, Princeton, New Jersey 08544, USA
The isotope effects in x-ray absorption spectra of liquid water are studied by a many-body ap-
proach within electron-hole excitation theory. The molecular structures of both light and heavy
water are modeled by path-integral molecular dynamics based on the advanced deep-learning tech-
nique. The neural network is trained on ab initio data obtained with SCAN density functional
theory. The experimentally observed isotope effect in x-ray absorption spectra is reproduced semi-
quantitatively in theory. Compared to the spectrum in normal water, the blueshifted and less
pronounced pre- and main-edge in heavy water reflect that the heavy water is more structured at
short- and intermediate-range of the hydrogen-bond network. In contrast, the isotope effect on the
spectrum is negligible at post-edge, which is consistent with the identical long-range ordering in
both liquids as observed in the diffraction experiment.
I. INTRODUCTION
Water is one of the most important substances to make
life possible on earth1–3. The unique hydrogen (H)-bond
network results in the distinctive properties of water and
has been at the center of scientific interest for decades4–8.
Normal water (H2O) and heavy water (D2O) only differ
slightly in the H-bond network9,10; however, the former
is essential for a living cell, while the latter can be harm-
ful in many ways1,11,12. Moreover, minute distortions
in the H-bond network can cause noticeable changes in
functionalities of numerous biological processes occurring
in aqueous environments13–17. Therefore, a precise pic-
ture of the isotope effect of liquid water is crucial, which
also serves as an important milestone to accurately un-
derstand the intensely discussed microscopic structure of
water8,18–24.
The last decade has witnessed a rapid emergence of the
x-ray absorption spectroscopy (XAS) being applied to
probing the H-bond network of water8,18–24. In the XAS
process, the time scale of the electron-hole interaction
is much shorter than that of the molecular relaxation25.
Therefore, XAS carries out an instantaneous local finger-
print of water structure, which is complementary to the
averaged structural information obtained in diffraction
experiments9,10,26,27. Light and heavy water have been
extensively studied by various experimental techniques,
however their differences in XAS only became available
very recently by the increased spectral resolution in the
transmission-mode spectroscopy technique28. It revealed
that they are similar but not identical. The discernible
spectral difference suggests H-bond networks in H2O and
D2O are affected differently by nuclear quantum effects
(NQEs)28.
With the significant advances in XAS experiment, the
theoretical exploration of XAS spectra is urgently needed
to unambiguously associate spectral features to specific
structural motifs of water, which requires both an ac-
curate molecular structure and a proper treatment of
electron-hole interaction. Based on density functional
theory (DFT)29, Feynman path-integral ab initio molec-
ular dynamics (PI-AIMD)30–34 provide an ideal plat-
form to predict the liquid structure by including the
NQEs. However, for decades, simulation of water has
been a formidable task. Extensive studies have identified
that the van der Waals interaction and exact exchange
are key ingredients to differentiate between water and
ice18,35–42. To accommodate these fine effects, a non-
local exchange-correlation functional should be adopted
in functional construction that requires higher rungs43–45
in the metaphorical Jacob’s ladder46. In this regard,
the modeling of water by SCAN functional43 has shown
great accuracy in comparison to experiment42. In par-
allel, the modeling of electron excitation in the optical
process stands as another major challenge that has been
under active development for years47–55. The excited
electrons need to be treated as quasiparticles to solve
the Bethe-Salpeter equation (BSE)22,56, whose Coulomb
interactions are screened by the electron sea in water.
The proper treatments of the electronic screening, such
as the Slater’s transition state theory57,58 or the more rig-
orous Hedin’s GW approximation59,60 for the self-energy
approach, is found to be crucial to qualitatively repro-
ducing experimental XAS spectra. However, due to the
significantly increased computational burden in solving
BSE as well as in the PI-AIMD simulation, such theoret-
ical studies so far remain elusive.
To address the above issues, we compute the XAS spec-
tra of both H2O and D2O at oxygen K edge based on the
self-energy approximation to the BSE. In particular, the
liquid structures are generated from path-integral deep
potential molecular dynamics (PI-DPMD) using a deep
neural network-based potential energy model61–65. The
PI-DPMD scheme preserves the accuracy of SCAN-DFT
with a computational cost comparable to that of empir-
ical force fields. The resulting isotope effects in XAS
spectra are in good agreement with experiment28, which
shows a stronger influence by NQEs in light water than
in heavy water. The pre-edge of the XAS spectra, a sig-
nature of short-range ordering of H-bond network, shows
a blueshift in the excitation energies and weaker spectral
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2intensities in D2O compared to H2O, which originates
from the shorter covalent bond but a stronger H-bonding
environment in D2O. For intermediate-range ordering,
the light water exhibits an enhanced degree of inhomo-
geneity as revealed by local structure index analysis66–68.
Therefore, a more pronounced main-edge at lower en-
ergy is identified in H2O because a softer liquid struc-
ture promotes the localization and stabilization of the
excitons. The post-edge of XAS as an indicator of long-
range ordering, however, has a negligible isotope effect.
This is consistent with the nearly identical structures be-
yond second shell coordination as observed in the diffrac-
tion experiment9. This work simulates the isotopic dif-
ferences of XAS spectra of liquid water. Our approach,
combining accurate molecular dynamics simulations and
the electron-hole theory, provides an important theoret-
ical lens to understand the fine structures and quantum
fluctuations of water by XAS.
II. METHOD
The PI-DPMD simulations were conducted in an
isobaric-isothermal ensemble at 330 K and 1 bar for
0.3 ns with a 128-molecule supercell. For both H2O
and D2O, one representative snapshot was selected from
PI-DPMD trajectories and was adopted for the cal-
culation of XAS spectra using our recently developed
enhanced static Coulomb-hole and screened exchange
approximation50,54. The XAS spectra of H2O and D2O
were aligned according to the position of the post-edge
because the post-edges of H2O and D2O coincide in
experiment28. More simulation details are described in
the Supplemental Material69.
III. RESULTS AND DISCUSSION
The theoretical XAS spectra of both liquids H2O and
D2O are presented in Fig. 1(a) together with the exper-
imental spectra28. A good agreement can be seen be-
tween the theory and experiment, not only on overall
spectral shapes and all three features of pre-edge (∼535
eV), main-edge (∼538 eV), and post-edge (∼541 eV) in
Fig. 1(a), but also on the more delicate spectral differ-
ences between the two isotopes in Fig. 1(b). (The small
peak at ∼ 533.5 eV in the theoretical results in Fig. 1
is caused by nuclear quantum fluctuation, which can be
eliminated by averaging over more snapshots.) Within
the same excitation energy scale, the spectrum of light
water is slightly broader than that of the heavy water. In
particular, the blueshifts of the peaks of pre- and main-
edge are about 160 and 320 meV, which are close to the
experimental values of 120±20 and 200±20 meV28, re-
spectively. A close inspection of the spectral difference
between H2O and D2O in Fig. 1(b) further reveals that
the isotope effect in XAS is most significant in the pre-
and main-edges, which decays rapidly and is negligible
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FIG. 1. (a) XAS spectra of H2O (red) and D2O (black)
from theory (solid and dashed lines) and experiment28 (circles
and triangles). (b) D2O-H2O difference of the XAS spectra
from theory (line) and experiment28 (circles). (c) First-order
derivatives of the XAS spectra with respect to the energy of
H2O (red) and D2O (black) from theory (solid and dashed
lines) and experiment (circles and triangles).
at the higher excitation energies in the post-edge. Apart
from the XAS spectra and difference spectra, the first-
order derivatives of the XAS spectra obtained in this
work also agree well with experimental results28 as shown
in Fig. 1(c). The successful prediction of the experimen-
tal measurement indicates that the H-bond structures
and their signatures in electronic excitations of H2O and
D2O are both accurately modeled.
In experiment, heavy water is characterized as a more
structured liquid than light water9. The subtle struc-
tural differences are accurately predicted as displayed in
Fig. 2(a). The oxygen-oxygen pair distribution functions,
gOO(r), show more prominent first and second coordina-
tion shells in D2O than those in H2O, which agrees well
with the diffraction measurement by Soper et al.9. Since
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FIG. 2. (a) gOO(r) of liquids H2O (red) and D2O (black)
from theory (solid and dashed lines) and experiment9 (circles
and triangles). The inset shows definitions of proton transfer
coordinate ν and OH· · ·O angle θ. Joint probability distribu-
tions of θ as a function of ν for (b) H2O and (c) D2O. The
red dot located at (−0.84, 161.80) in (b) and the black dot
located at (−0.83, 163.34) in (c) show the θ and ν values with
the highest probability.
both heavy and light water share the same electronic con-
figuration, their structural difference arises entirely from
the NQEs that restructure their H-bond networks by dif-
ferent magnitudes. Under the influence of NQEs, the
protons are more delocalized and are able to probe the
configuration space that is inaccessible to the classical nu-
clei. The delocalized protons along the direction of the
stretching mode promote the formation of H-bonds. As
shown by the proton transfer coordinate70 in Fig. 2, the
tendency of a proton to approach the acceptor molecule
is increased under the larger NQEs in H2O than in D2O.
On the contrary, the delocalized proton along the direc-
tion of the libration mode facilitates the breaking of H-
bonds by perturbing the OH· · ·O angle, θ, further away
from 180◦. The overall NQEs resulting from the two
competing effects are dependent on the anharmonicity of
the potential energy surface34,71. In liquid water, NQEs
actually soften the liquid structure with more broken H-
bonds72,73. Because of the heavier deuteron than proton,
NQEs are suppressed in heavy water, which can be iden-
tified by the narrower distribution of deuteron as func-
tions of ν and θ comparing to that in light water as shown
in Fig. 2(b) and (c). Not surprisingly, the H-bond net-
work in D2O is less destructed by the NQEs compared to
H2O. The slightly stronger H-bond of D2O can be seen
by the more parallelly aligned OH· · ·O angle and a pro-
ton transfer coordinate that is closer to zero than those
of H2O as shown by the red and black dots in Figs. 2 (b)
and 2 (c). The less perturbed H-bond network of D2O
than H2O by NQEs is captured by distinct edge features
in XAS spectra.
The pre-edge is attributed to a bound exciton with a1
characteristic whose origin can be traced back to the first
electronic excitation in water vapor52,54. Once the wa-
ter molecule is excited, a positive oxygen core-hole is left
behind. The core-hole generates a strong potential that
traps excitonic states that are well localized within the
molecule. Therefore, the pre-edge carries out a signature
of short-range ordering of the H-bond network52,54. The
excitation energies are sensitive to the relative position
between proton and oxygen as determined by the cova-
lent bond length, which is under constant thermal and
quantum fluctuations. When the bond length becomes
longer, the proton moves away from the excited oxygen.
As a result, the enhanced electropositivity around the
oxygen atom makes the core-hole Coulomb potential ef-
fectively stronger, which stabilizes the exciton with lower
energy. The opposite trend is true when the bond length
becomes shorter. The above effect gives rise to a nega-
tive correlation between pre-edge excitation energies and
covalent bond lengths as shown by the red areas and
dashed black lines in Fig. 3(a). Moreover, the above neg-
ative correlation matches well with the anticorrelation
between average covalent bond lengths and pre-edge en-
ergies of H2O and D2O as shown by the dashed blue line
in Fig. 3(a) which has a negative slope with tanα=0.006
A˚/160 meV, where 160 meV is the blue-shift of the pre-
edge and 0.006 A˚ is the bond length contraction when
going from H2O (1.005 A˚) to D2O (0.999 A˚). The 0.6%
covalent bond contraction ratio is close to the ratio of
0.5% found in the neutron diffraction experiment of Zei-
dler et al.26 (the 3% contraction found in the experiment
of Soper et al.9 is likely to overestimate the bond con-
traction as stated in Ref.65). At the same time, pre-
edge of D2O has a narrower spectral width than that of
H2O as observed in Fig. 1, which is consistent with the
suppressed quantum delocalization in D2O as shown in
Fig. 2.
Besides the excitation energy, the spectral intensity is
also affected by the isotope substitution. According to
the selection rule, the transition matrix element is deter-
mined by the p character in the excitation19. Based on
symmetry analysis, the intensity of the pre-edge is weak,
but not vanishing even for an intact H-bonding environ-
ment in crystalline ice18,19. Moreover, the pre-edge inten-
sity is rather sensitive to local distortions of the H-bond.
As shown in our analysis in Fig. 3(b), the spectral inten-
sity in pre-edge is largely increased as the water structure
is deviated from the ideal tetrahedron by more broken
H-bonds, which enhances the p character of quasiparti-
cle exciton. As aforementioned, the NQEs weaken the
H-bonding strength compared to classical nuclei. The
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heavy water is, therefore, less influenced by NQEs due
to the heavier nuclei mass as evidenced by the stronger
H-bonding environment as displayed in Fig. 3(c). Con-
sistently, a slightly weaker pre-edge intensity of D2O as
compared to H2O is seen in both experiment and theory.
The main-edge has been assigned to exciton resonance
of b2 characteristic, which originates from the second ex-
cited state in a water monomer52,54. Because it is un-
bound, its quasiparticle can no longer be confined within
excited water molecules. Nevertheless, main-edge is rel-
atively low in energy, and a certain degree of localiza-
tion remains. As schematically plotted in the inset of
Fig. 4(b), quasiparticles of main-edge are largely dis-
tributed on the water molecules in first and second co-
ordination shells, which gives rise to notable spectral in-
tensities determining the main-edge feature. As a result,
the main-edge serves as a probe of intermediate-range
ordering of water52,54.
In the intermediate-range, the softer liquid structure
in H2O is evidenced by both the less structured first and
second coordination shells in the gOO(r) [Fig. 2(a)] and
the slightly larger density of 0.10623 (0.10007) atom/A˚3
of H2O than 0.10581 (0.10000) atom/A˚
3 of D2O. In the
above, the number outside (within) parentheses denotes
the theoretical (experimental9) values. Therefore, more
nonbonded water molecules in H2O will flow into inter-
stitial regions. Indeed, the light water has a slightly less
deep first minimum in the gOO(r), which is observed in
both experiment and theory in Fig. 2(a). With its denser
interstitial regions, the light water is more disordered. In
order to quantify the degree of inhomogeneity, we resort
to the local structure index (LSI) analysis66–68. The re-
sulting distributions of LSI are shown in Fig. 4(a). Based
on the average LSI value (0.0326 A˚2) of H2O, we further
decompose the LSI distributions into low LSI (LSIL) and
high LSI (LSIH) regions in Fig. 4(a), which are used to
qualitatively describe the disordered and structured con-
figurations, respectively. As expected, H2O shows itself
as a more disordered liquid through the more prominent
peak in LSIL as compared to D2O. This structural differ-
ence is responsible for the observed isotope effect in XAS
spectra at the main-edge.
Relative to the structured liquid in LSIH, the mag-
nitude of disorder increases significantly in LSIL, whose
quasiparticle wavefunctions become more localized in real
space simultaneously as shown in Fig. 4(c). The disorder-
promoted excitation localization is a well-known effect
in semiconductors due to the enhanced backscattering
processes74,75. The similar mechanism applies in wa-
ter; the surrounding water molecules, similar to defects
in semiconductors, serve as the scattering center. Be-
sides, the enhanced localizations also stabilize the ex-
citonic states and give rise to larger transition matrix
elements. The above can be clearly seen by the system-
atically red-shifted energies and much stronger spectral
intensities at the main-edge of LSIL than those of LSIH
in Fig. 4(b). The light water is composed of a slightly
larger fraction of LSIL, therefore, the resulting main-edge
of XAS in H2O is located at lower energy with higher am-
plitude relative to that of D2O in Fig. 1(a).
The electronic excitations at the post-edge are exci-
ton resonant states as well, which share the same b2
in orbital characteristic52,54. However, they are much
higher in energy than those in the main-edge. Not sur-
prisingly, the remaining localization in the main-edge is
completely absent. At post-edge, the exciton resonances
become Bloch-like states that distribute over the entire
space of liquids52,54. The above delocalized nature makes
the post-edge an indicator of the long-range ordering of
the H-bond network of water. It can be seen in Fig. 1
that the isotope effect at post-edge is negligible, which is
consistent with the almost identical gOO(r) beyond the
second coordination shell28 [Fig. 2 (a)].
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IV. CONCLUSION
In conclusion, we have studied the isotope effect in
XAS spectra of water by advanced theoretical methods.
The electron-hole excitation was modeled by quasiparti-
cle approach to solving the Bethe-Salpeter equation ap-
proximately. Facilitated by machine learning techniques,
the liquid structures were generated from PI-DPMD sim-
ulations with the accuracy of the SCAN meta-generalized
gradient approximation functional. Our theoretical simu-
lations have reproduced the isotope effect in XAS spectra
of water semi-quantitatively, with the isotopic XAS spec-
tral differences slightly larger than experimental results,
which are expected to be improved in future studies with
more accurate methods in the description of molecular
structure and electron-hole interactions. The observed
blueshifts of spectral energies with weaker intensities, on
pre- and main-edge, indicate that the heavy water has a
slightly more structured H-bond network in short- and
intermediate-range than normal water. This is due to
the intricate competing effects from NQEs that affect
the heavy water slightly less than normal water. The
successful theoretical modeling of the delicate isotope ef-
fect on XAS spectra will provide an important means for
further exploration of the delicate nature of the H-bond
network of water.
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