Let B be an n × n real expanding matrix and D be a finite subset of R n with 0 ∈ D. The self-affine set K = K(B, D) is the unique compact set satisfying the set- and B is a similarity matrix, we relate the Hausdorff measure H s (K), where s is the similarity dimension of K, to a corresponding notion of upper density for the measure µ.
Introduction
Let M n (R) (M n (Z)) be the set of n×n matrices with real (integer) entries. Let B ∈ M n (R) be an expanding matrix, i.e. all its eigenvalues λ i satisfy |λ i | > 1 and let D ⊆ R n be a finite set of distinct real vectors with 0 ∈ D. We call D a digit set and (B, D) a self-affine pair. Let
An important property of these maps is that they are contractive with respect to a suitable norm on R n (see [20] ). The family of mappings {f d (x)} d∈D is called an iterated function system (IFS). It is well-known that there exists a unique non-empty compact set K := K(B, D) satisfying K = Many aspects of the theory of self-affine tiles have been investigated thoroughly. Among them, let us mention the structure and tiling properties, the connection to wavelet theory, the fractal structure of the boundaries and the classification of tile digit sets (see e.g. [20, 21, 9, 22, 10, 23, 12, 18, 19] ). However, there is a basic question remaining unsolved. It is the following:
Question. What is |K(B, D)| with card(D) = |det B| and D ⊂ R n , where |K| denotes the Lebesgue measure of a measurable set K?
Regarding this question, it is well-known [21] that |K(B, D)| is a positive integer when B ∈ M n (Z) is an expanding matrix and D ⊂ Z n is a complete set of coset representatives for Z n /BZ n . Gabardo and Yu [7] provided an algorithm to evaluate the Lebesgue measure of such self-affine tiles. One of our goal here is to relate, for more general D ⊂ R n , the number |K(B, D)| to the upper Beurling density of an associated measure µ, which is defined by µ = lim where δ x denotes the Dirac measure at x. In particular, we will prove the following result. K(B, D) is called a self-similar set if the matrix B = ρR, where ρ > 1 and R is an orthogonal matrix. In this case, the matrix B is called a similarity matrix with scaling factor ρ > 1. We say that the IFS {f d } d∈D satisfies the open set condition (OSC) if there exists a non-empty bounded open set V such that
In the following, we denote the Hausdorff dimension of a measurable set K ⊂ R n as dim H K and the Hausdorff measure associated with its Hausdorff dimension s := dim H K as H s (K). The problem of computing the Hausdorff dimension or the Hausdorff measure of a self-affine set has intrigued many researchers for a long time. A well-known result on this topic was given in [6] .
Theorem 1.3 ([6]
). Let B be a similarity matrix with scaling factor ρ > 1. Suppose that the IFS {f d (x)} d∈D satisfies the OSC. Then the Hausdorff dimension of
The number s = log card(D) ρ in Theorem 1.3 is called the similarity dimension of the self-similar set K(B, D).
Even if we assume that a self-similar set K := K(B, D) satisfies the OSC, it might still be difficult to compute H s (K) exactly. In [1] , Ayer and Strichartz provided an algorithm to compute the Hausdorff measure of a class of linear Cantor sets in dimension one. However, no similar result exists in higher dimension, even for self-similar sets. Some estimates on the Hausdorff measure of Sierpinski carpet and Sierpinski gasket, which are a special class of self-similar sets, can also be found in [28, 15, 17, 30, 29] . We will provide here an analogue of Theorem 1.2 in the form of a relation between the s-Hausdorff measure of a self-similar set and the quantity E + s (µ), which is the upper s-density of the measure µ defined in (1.1) (see Definition 4.1), where s is the similarity dimension of K. Theorem 1.4. Let B be a similarity matrix with scaling factor ρ > 1 and let D ⊂ R n be a finite set with card(D) ≤ |det B|. Suppose that K is the self-similar set determined by the pair (B, D) and s is the associated similarity dimension. Then,
We should remark that the upper s-density of µ, E + s (µ), is not easy to compute in general. As an application of Theorem 1.4, we will show how to compute the Hausdorff measure of a class of Cantor sets at the end of this paper.
The paper is organized as follows. In Section 2, we collect some known results on Beurling densities and Hausdorff measures that we will use in Section 3 and in Section 4. In Section 3, we provide some applications of the notion of Beurling density to the geometric structure of self-affine tiles. In particular, we consider the problem of computing the Lebesgue measure of the self-affine set K(B, D) when card(D) = |det B| and relate it to the upper Beurling density of µ, where µ is defined by (1.1). In Section 4, we consider the case where card(D) < |det B| and B is a similarity with scaling factor ρ > 1. We develop there the main tools to prove Theorem 1.4. Finally, using this last result, we compute the Hausdorff measure of a class of Cantor sets in Section 5.
Preliminaries
In this section, we introduce the notion of upper-Beurling (resp. lower-Beurling) density of a positive measure and recall the definition of Hausdorff measures. We collect some known results on the properties of Beurling densities that we will use in Section 3 and others concerning the OSC and Hausdorff measures.
Let µ be a positive Borel measure in R n . The upper Beurling density, D + (µ), and the lower Beurling density, D − (µ), of µ are defined respectively by
where
, we say that the Beurling density of the measure µ exists and we denote it by D(µ). 
, then we say that Λ has uniform Beurling density and we denote this density by D(Λ) (see [4] ). Gabardo [8] established a connection between certain convolution inequalities for positive Borel measures in R n and the corresponding notions of Beurling density associated with such measures. Let f ∈ L 1 (R n ) with f ≥ 0 and let µ be a positive Borel measure on R n which is finite on compact sets. The convolution f * µ is defined by
where ϕ ∈ C + c (R n ) (the space of non-negative continuous functions with compact support on R n ). In the following, we will list some of the results from [8] for later use. Recall that a positive Borel measure µ on R n is called translation-bounded if, for every compact set
Lemma 2.1 ([8]).
A positive Borel measure µ on R n is translation-bounded if and only if
. Let f ∈ L 1 (R n ) with f ≥ 0 and let µ be a positive Borel measure on R n . If there exists a constant C > 0 such that f * µ ≤ C a.e. on R n , then
If, in addition, µ is translation-bounded and there exists a constant
Let Λ ⊂ R n be a discrete subset, a measurable set K ⊂ R n is said to Λ-tile R n , if {K + λ} λ∈Λ is a partition of R n up to zero Lebesgue measure sets, or equivalently,
The tiling property of a measurable set K ⊂ R n gives some information on the Beurling density of Λ as shown in Lemma 2.3.
Lemma 2.3. Let Λ be a discrete subset of R n . If a measurable subset K ⊂ R n Λ-tiles R n , then the uniform Beurling density D(Λ) of Λ exists and |K| D(Λ) = 1.
Proof. Let µ := ℓ∈Λ δ ℓ , then µ defines a positive Borel measure and we have
Using our assumption that K Λ-tile R n , we obtain from (2.2) that χ K * µ = 1. Theorem 2.2 and Lemma 2.1 then imply that
which yields that |K|D(µ) = 1. This shows that D(Λ) exists and proves our claim.
Theorem 2.4 ([8])
. Let µ be a positive Borel measure on R n . Then
Using Theorem 2.4, the following property of the upper Beurling density of a discrete set is easily obtained.
Proposition 2.5. Let Λ ⊂ R n be a discrete set and let C ∈ M n (R n ) be an invertible matrix. Then
Proof. Define µ = λ∈Λ δ λ and µ = |det C| λ∈Λ δ Cλ . Then, we have
Using the definition of µ and the previous equality, we obtain
where h(x) = |det C| f (Cx). In particular, if f satisfies f ≥ 0 and R n f (x) dx = 1, then so does h and vice versa. Thus,
and it follows from Theorem 2.4 that
If U is a non-empty subset of R n , we denote the diameter of U as diam(U ), which is defined by diam(U ) = sup{ x − y : x, y ∈ U }. Next, let us introduce the definition of s-dimensional Hausdorff measure of a subset E ⊂ R n that we will use in this paper. Let E be a subset of R n and let s be a non-negative number. For δ > 0, define
s-dimensional Hausdorff measure of a subset E ⊂ R n is defined by
Under this definition, the n-dimensional Hausdorff measure of R n is related to the usual Lebesgue measure if n is a positive integer. Clearly, the definitions of Lebesgue measure and H 1 on R coincide. For n > 1, they differ only by a constant multiple, i.e. if E ⊂ R n , then |E| = c n H n (E), where c n = π n /2 n Γ( n 2 + 1) (see [5] ). It has been showed that for a self-similar set, the OSC is equivalent to H s (K) > 0 in Euclidean space, where s is its similarity dimension (see e.g. [2, 25, 27] ). More generally, for a self-affine set, He and Lau proved the following result. 
The Lebesgue measure of self-affine sets
The Beurling density of discrete sets has been used extensively in the study of Fourier frames (see e. g. [24, 11, 3, 26] ). In this section, we will give some applications of the notion of Beurling density to the theory of self-affine sets. 
It follows from (3.1) and Theorem 2.2 that
To prove the converse inequality, use the identity
Thus for any fixed ε > 0, there exists f ≥ 0 with f = 1 such that µ * f ∞ ≤ D + (µ) + ε, which implies that µ * f (x) ≤ D + (µ) + ε a.e. x ∈ R n . Then, using the definition of convolution, we have
On the other hand,
given ε > 0, using the Lebesgue dominated convergence theorem, we have
The fact that |K| > 0 implies that K has a non-empty interior ( [20] ). Thus, for any given
Note that for y ∈ B(0, N ), χ m≥0 B m K (x−y) has the value 1 in the ball B(x N , N ). Therefore, for x ∈ B(x N , N ), we have
We deduce from (3.3) and (3.4) that µ * f * 
Then the element a + B k a ∈ D 2k has at least four distinct representations and more generally,
Hence, for any N > 0, we have that sup
and, in particular,
Let us assume now that D ∞ is not a uniformly discrete set. Then there exists k 1 ≥ 1 and
It follows that µ(I 2 (w M )) ≥ 2 M . Therefore, for any N ≥ 2, we have that sup (ii) The m k expansions in D k are distinct for all k ≥ 1 and D ∞ is a uniformly discrete set.
Proof. The equivalence of (i) and (ii) follows from Theorem 2.6, that of (ii) and (iii) from Theorem 1.1 and that of (iii) and (iv) from Theorem 3. 
The number of elements in D s is 2 s and the largest element in D s is
. Then, using the definition of D + (µ), where µ is defined by (1.1), we have
This shows that |K| = (D + (µ)) −1 .
The Hausdorff measure of self-affine sets
In this section, we will limit our discussion to self-similar sets K := K(B, D), i.e. B will be assumed to be a similarity with scaling factor ρ > 1 and card(D) < |det B|. Our main goal in this section is to extend the results of section 3 concerning the Lebesgue measure of self-affine set. In this section, the Lebesgue measure will be replaced by the s-Hausdorff measure and the Beurling density by an analogous notion of "s-density". Definition 4.1. Let µ be a positive Borel measure on R n . Define the upper s-density of µ to be the quantity
where the supremum is over all compact convex sets U with diam(U ) ≥ r > 0.
We also recall the definition of the convolution of two measures. Let µ be a Borel measure and let σ be a Borel probability measure. The convolution µ * σ is defined by
for any compactly supported continuous function φ on R n . If E is a bounded Borel set, we can define (µ * σ)(E) by replacing φ by χ E , the characteristic function of E, in the previous formula. Lemma 4.1. Let µ and σ be positive Borel measures on R n with σ being also a probability measure. Then E
Proof. By the definition of E + s (µ), we get
where the supremum is over all convex sets U with diam(U ) ≥ r > 0. Since σ is a Borel probability measure, using (4.1), we have lim sup
For the converse inequality, we can assume that E + s (µ * σ) < ∞. Let V be the convex hull of the sets U and U + y, y ∈ D(0, R) for some fixed R > 0. Then U ⊆ V (V − y) and diam(V ) ≤ diam(U ) + R. Furthermore, we have
It follows from (4.2) that, for fixed R > 0,
Thus we have lim sup
Letting R → ∞, we obtain that E + s (µ) ≤ E + s (µ * σ), which yields the converse inequality.
It is well-known ( [14] ) that the IFS {f d } d∈D determines a unique Borel probability measure σ supported on the set K(B, D) satisfying Proof. For any Borel measurable set W ⊂ R n , we deduce from the identity (4.3) that
A subset E ⊂ R n is called an s-set (0 ≤ s ≤ n) if E is H s -measurable and 0 < H s (E) < ∞. The upper convex density of an s-set E at x [5] is defined as
where the supremum is over all convex sets U with x ∈ U and 0 < diam(U ) ≤ r. Note that the upper convex density of an s-set E at x can also be defined by
] s is decreasing with respect to r. The following theorem will be useful later on in this section. is the Hausdorff dimension (similarity dimension) of K. In this case, it has been shown in [14] that the probability measure σ in (4.3) is a multiple of the restriction of the s-Hausdorff measure H s to the set K, i.e.
Combining the formula (4.4) and Theorem 4.3, we obtain the following corollary. 
where s is the Hausdorff dimension of the set K, σ is defined by (4.3) and the supremum is over all convex sets U with U K = ∅ and 0 < diam(U ) ≤ r.
Proof. By assumption, K is an s-set. It follows from (4.4) that
Since for any x ∈ K U , Theorem 4.3 implies that D s c (K, x) = 1, we deduce from (4.5) that
If E is a self-similar s-set, then the upper convex density of E at x can also be computed as
where the supremum is over all convex sets U with x ∈ U and 0 < diam(U ) ≤ r. The following lemma clarifies this fact.
Lemma 4.5. Let K := K(B, D) be a self-similar set, where B is a similarity matrix B with scaling factor ρ > 1. Then
where the supremum is over all convex sets U with U K = ∅ and 0 < diam(U ) ≤ r.
Proof. Obviously, 
This proves our claim.
Let σ be defined by (4.3) . If the IFS {f d } d∈D satisfy the OSC, then, using Lemma 4.5, we have
Schief [25] proved that the IFS {f d } d∈D satisfy the OSC if and only if H s (K) > 0, where
is the similarity dimension, in Euclidean space. However, this is no longer the case in general complete metric spaces. Combining the result provided by Schief and Theorem 3.2, we have the following representation for the Hausdorff measure of self-similar sets. Proof. Let us assume first that H s (K) > 0 and thus that the OSC holds (by [25] ). By Corollary 4.4, it is enough to prove that lim sup
where the supremum is over all convex sets U with U K = ∅ and 0 < diam(U ) ≤ r. It follows from Lemma 4.5 that lim sup
and both quantities are thus finite by Corollary 4.4. Then, for any given ε > 0, there exists a convex set U 0 with U 0 K = ∅ such that 
It follows from (4.6) and (4.7) that lim sup
For any given convex set U , using Lemma 4.2, we have,
Using Lemma 4.1 again, we have thus that
On the other hand, if H s (K) = 0, then the IFS {f d } d∈D does not satisfy the OSC by Schief's result [25] . Thus by Theorem 3.2, we have D + (µ) = ∞. Since s ≤ n by our assumption, we obtain Proof. By the proof of the previous theorem, the condition D + (µ) = ∞ implies that E + s (µ) = ∞. On the other hand, if E + s (µ) = ∞, then H s (K) = 0 by Theorem 4.6. Thus the IFS {f d } d∈D does not satisfy the OSC by Schief's result [25] , which is equivalent to D + (µ) = ∞ by Theorem 3.2.
5 The Hausdorff measure of a class of Cantor sets Proof. 
) for any k ≥ 1, which we will do next using
. Assume the claim is true for k. It follows from (5.1) that
In the following, we will divide our proof into eight cases.
In this case, we have
Case 2:
N is the similarity dimension of K.
Proof. For this set K, the corresponding digit set D = {0, d} and the similarity dimension s = log 
