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Abstract: Cloud computing is evolving as a key technology for sharing resources and it has more advantages  such as large scale
computation, data storage, virtualization of resources, high expansibility, high reliability and lower cost of service. Cloud
computing extends this boundary to cover servers as well as the network infrastructure. Users can access systems using a web
browser regardless of their location or what device they are using. Realization of cloud computing has been possible due to
availability of virtualization technologies on commodity platforms. Hypervisor plays an important role in the virtualization of
hardware. It's a software that provides  virtualized hardware environment to support running multiple operating systems
concurrently using one physical server. Hypervisor is the ideal delivery mechanism for Cloud computing to support multiple
operating environments. The intent of this paper is to analyze the best suitable hypervisor design that provides full cloud
functionalities. This paper compares the performances of different hypervisors.
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INTRODUCTION
Cloud computing is an emerging Internet-based computing
paradigm, with its built-in elasticity and scalability, for
delivering on-demand information technology (IT) services
to users in a pay-per-use basis[1], It is a confluence of
business developments and the following existing IT
technologies:
1. Virtualization: It enables the creation of a virtual version
of an IT resource [1](e.g., an operating system, a server).
2. Grid Computing: It enables the execution of tasks over
multiple computers dispersed over geographical areas.
3. Utility Computing: It refers to the packaging and
provisioning of computing resources in the form of metered
service [2].
4.Web Services:Web servicesallows software delivery
,where pieces of the software can be developed and then
published on a registry to be dynamically discovered and
consumed by other client applications over different
transport protocols, irrespective of the programming
language and platform[3].
The entire architecture of cloud computing systems lies in
the concept of virtualization, In fact, due to cloud systems
decouples resources from their users with the purpose to
provide high levels of scalability and flexibility, new
challenges arise to balance trade-offs between costsand
performance. At present there are mainly three cloud
infrastructure types. On the one hand, a private cloudis a
system where the user’s institution maintains the physical
infrastructure where the VMs will be executed. These cloud
infrastructures can be built using virtualization technologies
like Nimbus [4], Open Nebula [5] and Eucalyptus[6].The
other is, the cloud service can be outsourced by paying each
deployed VM per unit of time basis - this being called public
cloud. Some examples of public clouds are ElasticHosts1
and Amazon’s Elastic Compute Cloud2and the third type is
the hybrid cloud, the combination of private and the public
cloud. In this work, I explaina hypervisor module, which is
integrated into a cloudinfrastructure. Themain feature of this
paper is the high level of flexibility of the available
hypervisor modules,depending on the user requirements
such as time, cost and resource utilization.
VIRTUALIZATION APPROACHES
Virtualization is a technology to help IT organizations
optimize their application performance in a cost-effective
manner. An operating system on a virtual machine is called
a guest operating system. In addition, there is a management
layer called a virtual machine monitor or manager (VMM)
that creates and controls the all virtual machines' in virtual
environment. There are several common approaches to
virtualization with differences between how each controls
the virtual machines [7].
A.Operating System-Based Virtualization
In this approach (Figure 1.a), virtualization is enabled by a
host operating system that supports multiple isolated and
virtualized guest OS’s on a single physical server with the
characteristic that all are on the same operating system
kernel with exclusive control over the hardware
infrastructure. The host operating system can view and has
control over the Virtual Machines. This approach is simple,
but it has vulnerabilities, such as when an attacker injects
controlling scripts into the host operating system that causes
all guest  OS’s to gain control over the host OS on this
kernel. The result is that the attacker will have control over
all VMs that exist or will be established in the future.
B.Application-Based Virtualization
An application-based virtualization is hosted on top of the
hosting operating system (Figure1.b). This virtualization
application then emulates each VM containing its own guest
operating system and related applications. This
virtualization architecture is not commonly used in
commercial environments. Security issues of this approach
are similar to Operating system-based.
C.Hypervisor-Based Virtualization
A hypervisor is one of many virtualization techniques which
allow multiple operating systems, termed guests, to run
concurrently on a host computer, a feature called hardware
virtualization (Figure 1.c). It is so named because it is
conceptually one level higher than a supervisor. The
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hypervisor presents to the guest operating systems a virtual
operating platform and monitors the execution of the guest
OS. Multiple instances of a variety of operating systems
may share the virtualized hardware resources. Hypervisor is
installed on server hardware whose only task is to run guest
operating systems[7].
The hypervisor is available at the boot time of machine in
order to control the sharing of system resources across
multiple VMs. Some of these VMs are privileged partitions
which manage the virtualization platform and hosted Virtual
Machines. In this Architecture, the privileged partitions
view and control the virtual machines. This approach
establishes the most controllable environment and can
utilize additional security tools such as intrusion detection
systems [4]. Taking control over the hypervisor from the
virtual machine level is difficult, though not impossible.
Figure 1.a: Operating System-Based Virtualization
Figure 1.b: Application-Based Virtualization
Figure 1.c: Hypervisor-Based Virtualization
A Hypervisor can create multiple virtual machines (VMs)
on a single machine. An emulator provides a complete layer
between the operating system or applications and the
hardware. Virtualmachines operating at hardware
abstraction layer level give the flexibility of using different
operating systems or different versions of the same
operating system on the same machine by presenting a
complete machine interface, which creates a demand for a
much greater amount of resources.
Generally, there are two types of Hypervisors:
A. Type 1 Hypervisor, which runs directly on the system
hardware. This is also known as bare metal approach
Hypervisor.
B. Type 2 Hypervisor, which runs on host operating system
that provides virtualization services such as I/O and memory
management. This is also known as a hosted approach
Hypervisor.
The difference between the two types is illustrated in the
figure below
Figure 1.d: Type1 v/s Type 2 Hypervisor
A.VMware ESXi 4.1
VMware ESXi is a type I Hypervisor aimed atserver
virtualization environments capable of live migration using
VM motion and booting VMs from network attached
devices. VMware ESXi is a lightweight implementation[8].
VMware ESXi lacks the service console included in
VMware ESX. VMware ESXi 4.1 supports full
virtualization. Figure(1.d)below shows the architecture of
ESXi.
Figure 1.e: VMware ESXi 4.1 Architecture
VMware ESXi server product is installed on a bare machine
without any operating system. It provides a console interface
to create and configure Virtual Machines.Since there is no
host operating system, the Hypervisor handles all the I/O
instructions, which necessitates the installation of all the
hardware drivers and related software. It uses various other
techniques to increase the overall efficiency, and level of
isolation to keep the VMs independent from one another,
making it a reliable system for commercial deployment.
VMware‘s proprietary ESXi Hypervisor, in the vSphere
cloud-computing platform, provides a host of capabilities
not currently available with any other Hypervisors.These
capabilities include High Availability Distributed Resource
Scheduling, Distributed Power Management, Fault
Tolerance, and Site Recovery Manager [9].
B.Citrix XENServer 5.6
Citrix XenServer 5.6 is an open-source, complete, managed
server virtualization platform built on the powerful Xen
hypervisor. Xen uses para-virtualization. Para-virtualization
modifies the guest operating system so that it is aware of
being virtualized on a single physical machine with less
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performance loss. Figure (1.e) below shows the XenServer
architecture. Xen Server is a complete virtual infrastructure
solution that includes a 64-bit Hypervisor with live
migration [10].
Figure 1.f: Xen Architecture
Xen Server creates and manages unlimited servers and
virtual machines to run safely and securely from a single
management console. Customers who need additional
management, availability,integration, or automation
capabilities can upgrade to a premium edition of Xen Server
to create an enhanced virtual datacenter [10] to achieve I/O
operation‘s virtualization,Xen proposes a shared memory
and asynchronous buffer descriptor ring model based on
device channels. Xen provides two communication
mechanisms between guest domains and Xen. Synchronous
call using hyper calls to send messages from guest domains
to Xen, and asynchronous event using virtual interrupts to
send notifications from Xen to guest domains. The
Advanced, Enterprise, and Platinum Editions of Xen Server
offer rich management and automation capabilities that
provide full datacenter automation, advanced integration and
management, and key performance features. Based on the
open-source design of Xen, Xen Server is a highly reliable,
available, and secure virtualization platform that provides
near native application performance.
C.Ubuntu 11.04 Server KVM
KVM (Kernel-based Virtual Machine) is another open-
source Hypervisor using full virtualization apart from
VMware. Figure (1.f) shows the KVM architecture. As a
kernel driver added into Linux, KVM enjoys all advantages
of the standard Linux kernel and hardware-assisted
virtualization.
Figure 1.g: KVM Architecture
KVM introduces virtualization capability by augmenting the
traditional kernel and user modes of Linux with a new
process mode named guest, which has its own kernel and
user modes and answers for code execution of guest
operating systems. KVM comprises two components: one is
the kernel module and another one is user space. Kernel
module is a device driver that presents the ability to manage
virtual hardware,every virtual machine can have its own
address space allocated by the Linux scheduler when being
instantiated [11].  User-space takes charge of I/O operation‘s
virtualization. KVM also provides a mechanism for user-
space to inject interrupts into guest operating systems.
NEED FOR HYPERVISOR IN CLOUD COMPUTING
The hypervisor, apart from its ability to manage resources,
has the potential to secure the infrastructure of cloud.
Hypervisor-based virtualization technology is the best
choice of implementing methods to achieve a secure cloud
environment. A hypervisor has its own security zone, and it
is the controlling agent for everything within the
virtualization host. Hypervisor can touch and affect all acts
of the virtual machines running within the virtualization host
[8].
The reasons for choosing this technology:
1. Hypervisor controls the hardware, and it is only way to
access it. Hypervisor can act as a firewall and will be able to
prevent malicious users to from compromising the hardware
infrastructure.
2.Hypervisor is implemented below the guest OS in the
cloud computing hierarchy, which means that if an attack
passes the security systems in the guest OS, the hypervisor
can detect it.
3.The hypervisor is used as a layer of abstraction to isolate
the virtual environment from the hardware underneath.
4.The hypervisor-level of virtualization controls all the
access between the guests’ OSs and the shared hardware
underside.
PERFORMANCE AND ANALYSIS
The following factors should be examined before choosing a
suitable hypervisor
1.Virtual machine performance
2.Memory management
3.High availability
4.Live migration
5.Networking, storage, and security
6.Management features
Figure 1.h: Overall Performance Score at POS
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Here three different Hypervisors VMware ESXi,Xen and
KVM were benchmarked. Selection of the server hardware
was given careful consideration in order to make sure that
all three Hypervisors would run without any performance
issues due to hardware incompatibility. The results from the
benchmark were used to obtain the point of saturation of the
workload for each of the Hypervisors under test. Also
overall and individual performance score and the QOS were
obtained for each of the Hypervisor under test[7].
Based on the graph above, it is evident that ESXi’s
performance is the best, closely followed by Xen. Results
show that the difference in the result data set from ESXi and
Xen is not statistically significant. KVM was the least
performing compared to Xen and ESXi. The superior
performance ofESXi and Xen could be attributed to the fact
that both are bare metal Hypervisors. The poor performance
of KVM may be attributed to not being a fully developed
product. KVM is relatively new compared to VMware ESXi
and Xen and hence may not be fully optimized by the open
source development community. When Xen and ESXi are
compared, ESXi outperformed Xen marginally. The overall
performance of the Hypervisor may be highlydependent on
the algorithms, optimizations, maturity, scalability and the
coding strategyused for the Hypervisor.
CONCLUSION
This paper introduces the concept of hypervisor, the role of
a hypervisor in system virtualization, and the factors to be
considered while choosing a hypervisor to support cloud
virtualization requirements.Each Hypervisor manages guest
virtual machines like traditional virtualization mechanisms.
The strong isolation between hypervisors and their realms is
achieved by separation of physical resources provided by a
control plane of the platform which makes each hypervisor
run on logically isolated host.Any hypervisor for
virtualization infrastructure looking for a mainstream
adoption in data centers should offer the best-of-breed
combination of several important enterprise readiness
capabilities:Maturity,Ease of implementation, Manageability
and automation, Support and feasibility, Performance,
Scalability, Stability, Reliability, Availability and
Serviceability, Security, Efficient memory tracking and
mapping mechanism.
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