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Introduction
The Shilov-Arens-Calderon theorem ([45], [1]) states that if a1, . . . , an are elements of a commutative
Banach algebra A with the joint spectrum included in a domain Ω ⊂ Cn, then the algebra homomorphism
C[z1, . . . , zn] ∋ p 7→ p(a1, . . . , an) ∈ A
extends to a continuous homomorphism from the algebra Hol(Ω), of holomorphic functions on Ω, to the
algebra A. This result was greatly improved by the pioneering work of J.L. Taylor ([46], [47], [48]) who
introduced a “better” notion of joint spectrum for n-tuples of commuting operators, which is now called
Taylor spectrum, and developed an analytic functional calculus. Stated for the open unit ball of Cn,
Bn := {(λ1, . . . , λn) ∈ C
n : |λ|2 + · · ·+ |λn|
2 < 1},
his result states that if [T1, . . . , Tn] ∈ B(H)
n is an n-tuple of commuting bounded linear operators on
a Hilbert space H with Taylor spectrum σ(T1, . . . , Tn) ⊂ Bn, then there is a unique continuous unital
algebra homomorphism
Hol(Bn) ∋ f 7→ f(T1, . . . , Tn) ∈ B(H)
such that zi 7→ Ti, i = 1, . . . , n. Due to a result of V. Mu¨ller [23], the condition that σ(T1, . . . , Tn) ⊂ Bn
is equivalent to the fact that the joint spectral radius
r(T1, . . . , Tn) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2k
< 1.
F.H. Vasilescu introduced and studied, in [49] and a joint paper with R.E. Curto [12], operator-
valued Cauchy and Poisson transforms on the unit ball Bn associated with commuting operators with
r(T1, . . . , Tn) < 1, in connection with commutative multivariable dilation theory.
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In recent years, there has been exciting progress in noncommutative multivariable operator theory
regarding noncommutative dilation theory ([19], [10], [25], [26], [27], [14], [8], [9], [40], [39], etc.) and
its applications concerning interpolation in several variables ([27], [31], [33], [3], [15], [6], [37], etc.) and
unitary invariants for n-tuples of operators ([27], [4], [5], [35], [21], [36], [7], [37], [40], etc.).
Our program to develop a free analogue of Sz.-Nagy–Foias¸ theory [50], for row contractions, fits
perfectly the setting of the present paper, which includes that of free holomorphic functions on the
open operatorial unit ball
[B(H)n]1 := {[X1, . . . , Xn] ∈ B(H)
n : ‖X1X
∗
n + · · ·+XnX
∗
n‖ < 1} .
The present work is an attempt to develop a theory of holomorphic functions in several noncommuting
(free) variables and thus provide a framework for the study of arbitrary n-tuples of operators, and
to introduce and study a free analytic functional calculus in connection with Hausdorff derivations,
noncommutative Cauchy and Poisson transforms, and von Neumann inequalities.
In Section 1, we introduce a notion of radius of convergence for formal power series in n noncom-
muting indeterminates Z1, . . . , Zn and prove noncommutative multivariable analogues of Abel theorem
and Hadamard formula from complex analysis ([11], [42]). This enables us to define, in particular, the
algebra Hol(B(X )n1 ) of free holomorphic functions on the open operatorial unit n-ball, as the set of all
power series
∑
α∈F+n
aαZα with radius of convergence ≥ 1. When n = 1, Hol(B(X )
1
1) coincides with
the algebra of all analytic functions on the open unit disc D := {z ∈ C : |z| < 1}. The algebra of free
holomorphic functions Hol(B(X )n1 ) has the following universal property.
Any strictly contractive representation π : C[Z1, . . . , Zn] → B(H), i.e., ‖[π(Z1), . . . , π(Zn)]‖ < 1,
extends uniquely to a representation of Hol(B(X )n1 ).
A free holomorphic function on the open operatorial unit ball [B(H)n]1 is the representation of an
element F ∈ Hol(B(X )n1 ) on the Hilbert space H, that is, the mapping
[B(H)n]1 ∋ (X1, . . . , Xn) 7→ F (X1, . . . , Xn) ∈ B(H).
As expected, we prove that any free holomorphic function is continuous on [B(H)n]1 in the operator
norm topology. In the last part of this section, we show that the Hausdorff derivations ∂∂Zi , i = 1, . . . , n,
on the algebra of noncommutative polynomials C[Z1, . . . , Zn] ([22], [44]) can be extended to the algebra
of free holomorphic functions.
In Section 2, we obtain Cauchy type estimates for the coefficients of free holomorphic functions and a
Liouville type theorem for free entire functions. Based on a noncommutative version of Gleason’s problem
[43], which is obtained here, and the noncommutative von Neumann inequality [29], we provide a free
analogue of Schwartz lemma from complex analysis ([11], [42]). In particular, we prove that if f is a free
holomorphic function on [B(H)n]1 such that ‖f‖∞ ≤ 1 and f(0) = 0, then
‖f(X1, . . . , Xn)‖ ≤ ‖[X1, . . . , Xn]‖, r(f(X1, . . . , Xn)) ≤ r(X1, . . . , Xn),
and
∑n
i=1
∣∣∣ ∂f∂Xi (0)
∣∣∣2 ≤ 1.
In Section 3, following the classical case ([20], [41]), we introduce two Banach algebras of free holo-
morphic functions, H∞(B(X )n1 ) and A(B(X )
n
1 ), and prove that, together with a natural operator space
structure, they are completely isometrically isomorphic to the noncommutative analytic Toeplitz algebra
F∞n and the noncommutative disc algebra An, respectively, which were introduced in [29] in connection
with a multivariable von Neumann inequality. We recall that the algebra F∞n (resp. An) is the weakly
(resp. norm) closed algebra generated by the left creation operators S1, . . . , Sn on the full Fock space
with n generators, F 2(Hn), and the identity. These algebras have been intensively studied in recent years
by many authors ([27], [28], [29], [30], [31], [32], [34], [35], [36], [2], [3], [16], [17], [13], [24], [40]). The
results of this section are used to obtain a maximum principle for free holomorphic functions.
In Section 4, we provide a free analytic functional calculus for n-tuples T := [T1, . . . , Tn] ∈ B(H)
n of
operators with joint spectral radius r(T1, . . . , Tn) < 1. We show that there is a continuous unital algebra
homomorphism
ΦT : Hol(B(X )
n
1 )→ B(H), ΦT (f) = f(T1, . . . , Tn),
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which is uniquely determined by the mapping zi 7→ Ti, i = 1, . . . , n. (The continuity and uniqueness of
ΦT are proved in Section 5.) We introduce a noncommutative Cauchy transform CT : B(F
2(Hn))→ B(H)
associated with any n-tuple of operators with joint spectral radius r(T1, . . . , Tn) < 1. The definition is
based on the reconstruction operator
S1 ⊗ T
∗
1 + · · ·+ Sn ⊗ T
∗
n ,
which has played an important role in noncommutative multivariable operator theory ([37], [40], [39]).
We prove that
f(T1, . . . , Tn) = CT (f(S1, . . . , Sn)), f ∈ H
∞(B(X )n1 ),
where f(S1, . . . , Sn) is the boundary function of f . Hence, we deduce that
‖f(T1, . . . , Tn)‖ ≤M‖f‖∞
where M :=
∑∞
k=0
∥∥∥∑|α|=k TαT ∗α∥∥∥1/2. Similar Cauchy representations are obtained for the k-order
Hausdorff derivations of f . Finally, we show that the noncommutative Cauchy transform commutes with
the action of the unitary group U(Cn). More precisely, we prove that
CT (βU (f)) = CβU (T )(f) for any U ∈ U(C
n), f ∈ An,
where βU denotes a natural isometric automorphism (generated by U) of the noncommutative disc algebra
An, or the open unit ball [B(H)
n]1.
In Section 5, we obtain Weierstrass and Montel type theorems [11] for the algebra of free holomorphic
functions on the open operatorial unit n-ball. This enables us to introduce a metric on Hol(B(X )n1 ) with
respect to which it becomes a complete metric space, and the Hausdorff derivations
∂
∂Zi
: Hol(B(X )n1 )→ Hol(B(X )
n
1 ), i = 1, . . . , n,
are continuous. In the end of this section, we prove the continuity and uniqueness of the free functional
calculus for n-tuples of operators with joint spectral radius r(T1, . . . , Tn) < 1. Connections with the
F∞n -functional calculus for row contractions [30] and, in the commutative case, with Taylor’s functional
calculus [47] are also discussed.
Given an operator A ∈ B(F 2(Hn)), the noncommutative Poisson transform [34] generates a function
P [A] : [B(H)n]1 → B(H).
In Section 6, we provide classes of operators A ∈ B(F 2(Hn)) such that P [A] is a free holomorphic (resp.
pluriharmonic) function on [B(H)n]1. In this case, the operator A can be regarded as the boundary
function of the Poisson extension P [A]. Using some results from [29], [30], and [34], we characterize the
free holomorphic functions u on the open unit ball [B(H)n]1 such that u = P [f ] for some boundary
function f in the noncommutative analytic Toeplitz algebra F∞n , or the noncommutative disc algebra
An. For example, we prove that there exists f ∈ F
∞
n such that u = P [f ] if and only if
sup
0≤r<1
‖u(rS1, . . . , rSn)‖ <∞.
We also obtain noncommutative multivariable versions of Herglotz theorem and Dirichlet extension prob-
lem ([11], [20]) for free pluriharmonic functions.
In Section 7, we define the radial maximal Hardy space Hp(B(X )n1 ), p ≥ 1, as the set of all free
holomorphic function F such that
‖F‖p :=
(∫ 1
0
‖F (rS1, . . . , rSn)‖
pdr
)1/p
<∞,
and prove that it is a Banach space. Moreover, we show that
‖f(T1, . . . , Tn)‖ ≤
1
(1− ‖[T1, . . . , Tn]‖)1/p
‖f‖p
for any [T1, . . . , Tn] ∈ [B(H)
n]1 and f ∈ H
p(B(X )n1 ).
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Finally, we introduce the symmetrized Hardy space H∞sym(Bn) as the set of all holomorphic function on
Bn such that ‖f‖sym := ‖fsym‖∞ <∞, where fsym ∈ Hol(B(X )
n
1 ) is the symmetrized functional calculus
of f ∈ Hol(Bn). We prove that H
∞
sym(Bn) is a Banach space and
‖f(T1, . . . , Tn)‖ ≤M‖fsym‖∞,
for any commuting n-tuple of operators with r(T1, . . . , Tn) < 1.
Several classical results from complex analysis are extended to our noncommutative multivariable
setting. The present paper exhibits, in particular, a “very good” free analogue of the algebra of analytic
functions on the open unit disc D. This claim is also supported by the fact that numerous results in
noncommutative multivariable operator theory ([29], [30], [32], [34], [40]) fit perfectly our setting and can
be seen in a new light. We strongly believe that many other results in the theory of analytic functions
have free analogues in our noncommutative multivariable setting.
In a forthcoming paper [38], we consider operator-valued Wiener and Bohr type inequalities for free
holomorphic (resp. pluriharmonic) functions on the open operatorial unit n-ball. As consequences, we
obtain operator-valued Bohr inequalities for the noncommutative Hardy algebra H∞(B(X )n1 ) and the
symmetrized Hardy space H∞sym(Bn).
1. Free holomorphic functions
We introduce a notion of radius of convergence for formal power series in n noncommuting indeter-
minates Z1, . . . , Zn and prove noncommutative multivariable analogues of Abel theorem and Hadamard
formula. This enables us to define algebras of free holomorphic functions on open operatorial n-balls. We
show that the Hausdorff derivations ∂∂Zi , i = 1, . . . , n, on the algebra of noncommutative polynomials
C[Z1, . . . , Zn] (see [22], [44]) can be extended to algebras of free holomorphic functions.
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length of
α ∈ F+n is defined by |α| = 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. We
consider formal power series in n noncommuting indeterminates Z1, . . . , Zn and coefficients in B(K), the
algebra of all bounded linear operators on the Hilbert space K, of the form∑
α∈F+n
A(α) ⊗ Zα, A(α) ∈ B(K),
where Zα := Zi1 · · ·Zik if α = gi1 · · · gik and Zg0 := I. If F =
∑
α∈F+n
A(α)⊗Zα and G =
∑
α∈F+n
B(α)⊗Zα
are such formal power series, we define their sum and product by setting
F +G :=
∑
α∈F+n
(A(α) +B(α))⊗ Zα and FG :=
∑
α∈F+n
C(α) ⊗ Zα,
respectively, where C(α) :=
∑
σ,β∈F+n : α=σβ
A(σ)B(β).
By abuse of notation, throughout this paper, we will denote by [T1, . . . , Tn] either the n-tuple of
operators (T1, . . . , Tn) ∈ B(H)
n or the row operator matrix [T1 · · · Tn] ∈ B(H
(n),H) acting as an operator
from H(n), the direct sum of n copies of the Hilbert space H, to H. We also denote by [Tα : |α| = k] the
row operator matrix acting from Hn
k
to H, where the entries are arranged in the lexicographic order of
the free semigroup F+n .
In what follows we show that given a sequence of operators A(α) ∈ B(K), α ∈ F
+
n , there is a unique
R ∈ [0,∞] such that the series
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα
converges in the operator norm of B(K⊗H) (K⊗H is the Hilbert tensor product) for any Hilbert space
H and any n-tuple [X1, . . . , Xn] ∈ B(H)
n with ‖[X1, . . . , Xn]‖ < R, and it is divergent for some n-tuples
[Y1, . . . , Yn] of operators with ‖[Y1, . . . , Yn]‖ > R.
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The result can be regarded as a noncommutative multivariable analogue of Abel theorem and Hadamard’s
formula from complex analysis.
Theorem 1.1. Let H, K be Hilbert spaces and let A(α) ∈ B(K), α ∈ F
+
n , be a sequence of operators.
Define R ∈ [0,∞] by setting
1
R
:= lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1
2k
.
Then the following properties hold:
(i) For any n-tuple of operators [X1, . . . , Xn] ∈ B(H)
n, the series
∞∑
k=0
∥∥∥∥∥ ∑|α|=kA(α) ⊗Xα
∥∥∥∥∥ converges if
‖[X1, . . . , Xn]‖ < R. Moreover, if 0 ≤ ρ < R, then the convergence is uniform for [X1, . . . , Xn]
with ‖[X1, . . . , Xn]‖ ≤ ρ.
(ii) If R < R′ <∞ and H is infinite dimensional, then there is an n-tuple [X1, . . . , Xn] ∈ B(H)
n of
operators with
‖X1X
∗
1 + · · ·+XnX
∗
n‖
1/2 = R′
such that
∞∑
k=0
( ∑
|α|=k
A(α) ⊗Xα
)
is divergent in the operator norm of B(K ⊗H).
Moreover, the number R satisfying properties (i) and (ii) is unique.
Proof. Assume that R > 0 and [X1, . . . , Xn] is an n-tuple of operators onH such that ‖[X1, . . . , Xn]‖ < R.
Let ρ′, ρ > 0 be such that ‖[X1, . . . , Xn]‖ < ρ
′ < ρ < R. Since 1ρ >
1
R , we can find m0 ∈ N := {1, 2, . . .}
such that ∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2k
<
1
ρ
for any k ≥ m0.
Hence, we deduce that ∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥ =
∥∥∥∥∥∥[I ⊗Xα : |α| = k]

A(α) ⊗ I:
|α| = k


∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
|α|=k
XαX
∗
α
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤
∥∥∥∥∥
n∑
i=1
XiX
∗
i
∥∥∥∥∥
k/2
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤
(
ρ′
ρ
)k
for any k ≥ m0. This proves the convergence of the series
∞∑
k=0
∥∥∥∥∥ ∑|α|=kA(α) ⊗Xα
∥∥∥∥∥. Assume now that
0 ≤ ρ < R and ‖[X1, . . . , Xn]‖ ≤ ρ. Choose γ such that 0 ≤ ρ < γ < R and notice that, due to similar
calculations as above, there exists n0 ∈ N such that∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥ ≤
(
ρ
γ
)k
for any (X1, . . . , Xn) with ‖[X1, . . . , Xn]‖ ≤ ρ, and k ≥ n0, which proves the uniform convergence of the
above series. The case R =∞, can be treated in a similar manner.
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To prove part (ii), assume that R < ∞ and H is infinite dimensional. Let R′, ρ > 0 be such that
R < ρ < R′ and define the operators Xi := R
′Vi, i = 1, . . . , n, where V1, . . . , Vn are isometries with
orthogonal ranges. Notice that ‖[X1, . . . , Xn]‖ = R
′ and
∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥ = R′
k
∥∥∥∥∥∥

∑
|α|=k
A∗(α) ⊗ V
∗
α



∑
|α|=k
A(α) ⊗ Vα


∥∥∥∥∥∥
1/2
= R′
k
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α) ⊗ I
∥∥∥∥∥∥
1/2
= R′
k
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
.
On the other hand, since 1ρ <
1
R , there are arbitrarily large k ∈ N such that∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
>
(
1
ρ
)k
.
Consequently, we deduce that ∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥ >
(
R′
ρ
)k
,
which proves that the series
∞∑
k=0
( ∑
|α|=k
A(α) ⊗Xα
)
is divergent in the operator norm. The uniqueness
of the number R satisfying properties (i) and (ii) is now obvious. 
As expected, the number R in the above theorem is called the radius of convergence of the power series∑
α∈F+n
A(α) ⊗ Zα.
Let us consider the full Fock space
F 2(Hn) = C1⊕ ⊕m≥1H
⊗m
n
where Hn is an n-dimensional complex Hilbert space with orthonormal basis {e1, . . . , en}. Setting eα :=
ei1 ⊗ · · · eik if α = gi1 · · · gik , and eg0 = 1, it is clear that {eα : α ∈ F
+
n } is an orthonormal basis of the
full Fock space F 2(Hn). For each i = 1, 2, . . . , we define the left creation operator Si ∈ B(F
2(Hn)) by
Siξ = ei ⊗ ξ, ξ ∈ F
2(Hn).
We can now obtain the following characterization of the radius of convergence, which will be useful
later.
Corollary 1.2. Let
∑
α∈F+n
A(α) ⊗ Zα be a formal power series with radius of convergence R.
(i) If R > 0 and 0 < r < R, then there exists C > 0 such that∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
≤
C
rk
for any k = 0, 1, . . . .
(ii) The radius of convergence of the power series satisfies the relations
R = sup

r ≥ 0 : the sequence

rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2


∞
k=0
is bounded


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and
R = sup

r ≥ 0 :
∞∑
k=0
∑
|α|=k
r|α|A(α) ⊗ Sα is convergent in the operator norm

 .
Proof. Setting Xi := rSi, i = 1, . . . , n, where S1, . . . , Sn are the left creation operators on the full Fock
space, we have ‖[X1, . . . , Xn]‖ = r < R. According to Theorem 1.1, the series
∑∞
k=0
∥∥∥rk∑|α|=k A(α) ⊗ Sα∥∥∥
is convergent. Since S1, . . . , Sn are isometries with orthogonal ranges, the above series is equal to∑∞
k=0 r
k
∥∥∥∑|α|=k A∗(α)Aα∥∥∥1/2 . Consequently, there is a constant C > 0 such that
rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)Aα
∥∥∥∥∥∥
1/2
≤ C for any k = 0, 1, . . . .
Now, the second part of this corollary follows easily from part (i) and Theorem 1.1. This completes the
proof. 
We establish terminology which will be used throughout the paper. Denote by [B(H)n]γ the open ball
of B(H)n of radius γ > 0, i.e.,
[B(H)n]γ := {[X1, . . . , Xn] : ‖X1X
∗
1 + · · ·+XnX
∗
n‖
1/2 < γ}.
We also use the notation [B(H)n]−1 for the closed ball. A formal power series F :=
∑
α∈F+n
A(α) ⊗ Zα
represents a free holomorphic function on the open operatorial n-ball of radius γ with coefficients in
B(K), if for any Hilbert space H and any representation
π : C[Z1, . . . , Zn]→ B(H) such that [π(Z1), . . . , π(Zn)] ∈ [B(H)
n]γ
the series
F (π(Z1), . . . , π(Zn)) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗ π(Zα)
converges in the operator norm of B(K⊗H). Due to Theorem 1.1, we must have γ ≤ R, where R is the
radius of convergence of F . The mapping
[B(H)n]γ ∋ [X1, . . . , Xn] 7→ F (X1, . . . Xn) ∈ B(K ⊗H).
is called the representation of F on the Hilbert space H. Given a Hilbert space H, we say that a function
G : [B(H)n]γ → B(K ⊗ H) is a free holomorphic function on [B(H)
n]γ with coefficients in B(K) if
there exist operators A(α) ∈ B(K), α ∈ F
+
n , such that the power series
∑
α∈F+n
A(α) ⊗ Zα has radius of
convergence ≥ γ and
G(X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
A(α) ⊗Xα

 ,
where the series converges in the operator norm for any [X1, . . . , Xn] ∈ [B(H)
n]γ .
We remark that the coefficients of a free holomorphic function are uniquely determined by its represen-
tation on an infinite dimensional Hilbert space. Indeed, let 0 < r < γ and assume F (rS1, . . . , rSn) = 0,
where S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn). Taking into account that
S∗i Sj = δijI, we have
〈F (rS1, . . . , rSn)(x ⊗ 1), (IK ⊗ Sα)(y ⊗ 1)〉 =
〈
A(α)x, y
〉
= 0
for any x, y ∈ K and α ∈ F+n . Therefore A(α) = 0 for any α ∈ F
+
n .
We establish now the continuity of free holomorphic functions on the open ball [B(H)n]γ .
8 GELU POPESCU
Theorem 1.3. Let f(X1, . . . , Xn) =
∞∑
k=0
( ∑
|α|=k
A(α) ⊗Xα
)
be a free holomorphic function on [B(H)n]γ
with coefficients in B(K). If X := [X1, . . . , Xn], Y := [Y1, . . . , Yn] are in the closed ball [B(H)
n]−r ,
0 < r < γ, then
‖f(X)− f(Y )‖ ≤ ‖X − Y ‖
∞∑
k=1
krk−1
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
.
In particular, f is continuous on [B(H)n]γ and uniformly continuous on [B(H)
n]−r in the operator norm
topology.
Proof. Let X [k] := [Xα : α ∈ F
+
n , |α| = k], k = 1, 2, . . ., be the row operator matrix with entries
arranged in the lexicographic order of the free semigroup F+n . First, we prove that if ‖X‖ 6= ‖Y ‖, then
(1.1)
‖X [k] − Y [k]‖
‖X − Y ‖
≤
‖X‖k − ‖Y ‖k
‖X‖ − ‖Y ‖
.
Notice that
X [k] − Y [k] =
[
(X1 − Y1)X
[k−1], . . . , (Xn − Yn)X
[k−1]
]
+
[
Y1(X
[k−1] − Y [k−1]), . . . , Yn(X
[k−1] − Y [k−1])
]
= (X − Y )diagn(X
[k−1]) + Y diagn(X
[k−1] − Y [k−1]),
where diagn(A) is the n × n block diagonal operator matrix with A on the diagonal and 0 otherwise.
Hence, we deduce that
‖X [k] − Y [k]‖ ≤ ‖X − Y ‖‖X [k−1]‖+ ‖Y ‖‖X [k−1] − Y [k−1]‖
for any k ≥ 2. Iterating this relation and taking into account that ‖X [k]‖ ≤ ‖X‖k for k = 1, 2, . . ., we
obtain
‖X [k] − Y [k]‖ ≤ ‖X − Y ‖
(
‖X [k−1]‖+ ‖‖X [k−2]‖‖Y [1]‖+ · · ·+ ‖Y [k−1]‖
)
≤ ‖X − Y ‖
(
‖X‖k−1 + ‖X‖k−2‖Y ‖+ · · ·+ ‖Y ‖k−1
)
,
which proves inequality (1.1). Assuming that ‖X‖ ≤ r and ‖Y ‖ ≤ r, we deduce that
‖X [k] − Y [k]‖ ≤ krk−1‖X − Y ‖, k = 1, 2, . . . .
Hence, we obtain
‖f(X)− f(Y )‖ ≤
∞∑
k=1
∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗ (Xα − Yα)
∥∥∥∥∥∥
≤
∞∑
k=1
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
‖X [k] − Y [k]‖
≤ ‖X − Y ‖
∞∑
k=1
krk−1
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
.
Let ρ be a constant such that r < ρ < γ. Since γ ≤ R (R is the radius of convergence of f) and
1
ρ >
1
γ ≥
1
R , we can find m0 ∈ N, such that∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2k
<
1
ρ
for any k ≥ m0.
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Combining this with the above inequality, we deduce that
‖f(X)− f(Y )‖ ≤ ‖X − Y ‖

m0−1∑
k=1
krk−1
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
+
∞∑
k=m0
k
r
(
r
ρ
)k .
Since r < ρ, the above series is convergent. Consequently, there exists a constant M > 0 such that
‖f(X)− f(Y )‖ ≤M‖X − Y ‖ for any X,Y ∈ [B(H)n]−r .
This implies the uniform continuity of f on any closed ball [B(H)n]−r , 0 < r < γ, in the norm topology
and, consequently, the continuity of f on [B(H)n]γ . 
Theorem 1.4. Let F and G be formal power series such that
F (X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
A(α) ⊗Xα

 and
G(X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
B(α) ⊗Xα


are free holomorphic functions on [B(H)n]γ , and let a, b ∈ C. Then the power series aF + bG, and FG
generate free holomorphic functions on [B(H)n]γ . Moreover,
aF (X1, . . . , Xn) + bG(X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
(aA(α) + bB(α))⊗Xα

 and
F (X1, . . . , Xn)G(X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
C(α) ⊗Xα


for any [X1, . . . , Xn] ∈ [B(H)
n]γ , where C(α) :=
∑
α=σβ
A(σ)B(β), α ∈ F
+
n .
Proof. According to the hypotheses, both power series F and G have radius of convergence ≥ γ. Due to
Theorem 1.1, we deduce that, given any ǫ > 0, there exists k0 ∈ N such that
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2k
≤
1
γ
+ ǫ and
∥∥∥∥∥∥
∑
|α|=k
B∗(α)B(α)
∥∥∥∥∥∥
1/2k
≤
1
γ
+ ǫ
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for any k ≥ k0. Assume that |a|+ |b| 6= 0. Since the left creation operators S1, . . . , Sn are isometries with
orthogonal ranges, we have∥∥∥∥∥
∑
|α|=k
(aA(α) + bB(α))
∗(aA(α) + bB(α))
∥∥∥∥∥
1/2
=
∥∥∥∥∥∥
∑
|α|=k
(aA(α) + bB(α))⊗ Sα
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
|α|=k
aA(α) ⊗ Sα
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
|α|=k
bB(α) ⊗ Sα
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
|α|=k
|a|2A∗(α)A(α)
∥∥∥∥∥∥
1/2
+
∥∥∥∥∥∥
∑
|α|=k
|b|2B∗(α)B(α)
∥∥∥∥∥∥
1/2
= (|a|+ |b|)
(
1
γ
+ ǫ
)k
for any k ≥ k0. Hence, we deduce that
lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
(aA(α) + bB(α))
∗(aA(α) + bB(α))
∥∥∥∥∥∥
1/2k
≤
1
γ
+ ǫ
for any ǫ > 0. Taking ǫ → 0, we deduce that the power series aF + bG has the radius of convergence
≥ γ. Now, we prove that the power series FG has radius of convergence ≥ γ. If 0 < r < γ, then, due to
Corollary 1.2, there is a constant M > 0 such that∥∥∥∥∥∥
∑
|σ|=k
C∗(σ)C(σ)
∥∥∥∥∥∥
1/2
=
∥∥∥∥∥∥
∑
|σ|=k
C(σ) ⊗ Sσ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
p+q=k

∑
|α|=p
A(α) ⊗ Sα



∑
|β|=q
B(β) ⊗ Sβ


∥∥∥∥∥∥
≤
∑
p+q=k
∥∥∥∥∥∥
∑
|α|=p
A∗(α)A(α)
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|β|=q
B∗(β)B(β)
∥∥∥∥∥∥
1/2
≤
∑
p+q=k
M
rp
·
M
rq
= (k + 1)
M2
rk
for any k = 0, 1, . . .. Hence, we obtain
lim sup
k→∞
∥∥∥∥∥∥
∑
|σ|=k
C∗(σ)C(σ)
∥∥∥∥∥∥
1/2k
≤
1
r
for any r such that 0 < r < γ. Consequently, the radius of convergence of the power series FG is ≥ γ.
The last part of the theorem follows easily using Theorem 1.1. 
We are in position to give a characterization as well as models for free holomorphic functions on the
open operatorial n-ball of radius γ.
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Theorem 1.5. A power series F :=
∑
α∈F+n
A(α) ⊗ Zα represents a free holomorphic function on the open
operatorial n-ball of radius γ with coefficients in B(K) if and only if the series
∞∑
k=0
∑
|α|=k
r|α|A(α) ⊗ Sα
is convergent for any r ∈ [0, γ), where S1, . . . , Sn are the left creation operators on the Fock space F
2(Hn).
Moreover, in this case, the series
(1.2)
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
r|α|A(α) ⊗ Sα
∥∥∥∥∥∥ =
∞∑
k=0
rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
are convergent for any r ∈ [0, γ).
Proof. Assume that F represents a free holomorphic function on the open operatorial n-ball of radius γ.
According to Theorem 1.1, γ ≤ R, where R is the radius of convergence of F , and
∞∑
k=0
∥∥∥∥∥ ∑|α|=kA(α) ⊗Xα
∥∥∥∥∥
converges for any n-tuple [X1, . . . , Xn] with ‖[X1, . . . , Xn]‖ = r < γ. Since ‖[rS1, . . . , rSn]‖ = r < γ, we
deduce that the series (1.2) is convergent for any r ∈ [0, γ).
Now, assume that the series (1.2) is convergent for any r ∈ [0, γ). According to the noncommutative
von Neumann inequality [29], we have
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
r|α|A(α) ⊗ Tα
∥∥∥∥∥∥ ≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
r|α|A(α) ⊗ Sα
∥∥∥∥∥∥
for any n-tuple [T1, . . . , Tn] ∈ B(H)
n with T1T
∗
1 + · · ·TnT
∗
n ≤ I and any r ∈ [0, γ). Hence, we deduce
that the series
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥
converges for any n-tuple of operators [X1, . . . , Xn] with ‖[X1, . . . , Xn]‖ < γ. Due to Theorem 1.1, the
power series F =
∑
α∈F+n
A(α) ⊗ Zα represents a free holomorphic function on the open operatorial n-ball
of radius γ. This completes the proof. 
Corollary 1.6. Let {ak}
∞
k=0 be a sequence of complex numbers. Then the following statements are
equivalent:
(i) f(z) :=
∑∞
k=0 akz
k is an analytic function on the open unit disc D := {z ∈ C : |z| < 1}.
(ii) fr(S) :=
∑∞
k=0 r
kakS
k is convergent in the operator norm for each r ∈ [0, 1), where S is the
unilateral shift on the Hardy space H2.
(iii) f(Z) :=
∑∞
k=0 akZ
k is a free holomorphic function on the open operatorial unit 1-ball.
Proof. If f(z) =
∞∑
k=0
akz
k is an analytic function on the open unit disc, then Hadamard’s theorem implies
lim sup
k→∞
|ak|
1/k ≤ 1. Hence
∞∑
k=0
rk|ak| < ∞ for any r ∈ [0, 1) and, consequently, the series
∞∑
k=0
rkakS
k is
convergent in the operator norm. Conversely, if the latter series is norm convergent, then, due to von
Neumann inequality [51], the series
∞∑
k=0
rkakz converges for any r ∈ [0, 1) and z ∈ D. Hence, we deduce
(i). The equivalence (ii)⇐⇒ (iii) is a particular case of Theorem 1.5. 
If λ := (λ1, . . . , λn) ∈ C
n and α = gi1 · · · gik ∈ F
+
n , then we set λα := λi1 · · ·λik and λ0 = 1.
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Corollary 1.7. If f =
∑
α∈F+n
aαZα, aα ∈ C, is a free holomorphic function on the open operatorial
unit n-ball, then its representation on C,
f(λ1, . . . , λn) =
∞∑
k=0
∑
|α|=k
aαλα,
is a holomorphic function on Bn, the open unit ball of C
n.
Proof. Due to Theorem 1.5, we have
∞∑
k=0
∑
|α|=k
|aα||λα| ≤
∞∑
k=0

∑
|α|=k
|aα|
2


1/2
∑
|α|=k
|λα|
2


1/2
≤
∞∑
k=0

∑
|α|=k
|aα|
2


1/2(
n∑
i=1
|λi|
2
)k/2
<∞
for any (λ1, . . . , λn) ∈ Bn. Hence, the result follows. 
In the last part of this section, we show that the Hausdorff derivations on the algebra of noncom-
mutative polynomials C[Z1, . . . , Zn] (see [22], [44]) can be extended to the algebra of free holomorphic
functions. For each i = 1, . . . , n, we define the free partial derivation ∂∂Zi on C[Z1, . . . , Zn] as the unique
linear operator on this algebra, satisfying the conditions
∂I
∂Zi
= 0,
∂Zi
∂Zi
= I,
∂Zj
∂Zi
= 0 if i 6= j,
and
∂(fg)
∂Zi
=
∂f
∂Zi
g + f
∂g
∂Zi
for any f, g ∈ C[Z1, . . . , Zn] and i, j = 1, . . . n. The same definition extends to formal power series in the
noncommuting indeterminates Z1, . . . , Zn.
Notice that if α = gi1 · · · gip , |α| = p, and q of the gi1 , . . . , gip are equal to gj , then
∂Zα
∂Zj
is the sum of
the q words obtained by deleting each occurence of Zj in Zα := Zi1 · · ·Zip . For example,
∂(Z1Z2Z
2
1)
∂Z1
= Z2Z
2
1 + Z1Z2Z1 + Z1Z2Z1.
One can easily show that ∂∂Zi coincides with the Hausdorff derivative. If β := gi1 · · · gik ∈ F
+
n , i1, . . . , ik ∈
{1, 2, . . . , n}, we denote Zβ := Zi1 · · ·Zik and define the k-order free partial derivative ofG ∈ C[Z1, . . . , Zn]
with respect to Zi1 , . . . , Zik by
∂kG
∂Zi1 · · · ∂Zik
:=
∂
∂Zi1
(
∂
∂Zi2
· · ·
(
∂G
∂Zik
)
· · ·
)
.
These definitions can easily be extended to formal power series. If F :=
∑
α∈F+n
A(α) ⊗Zα is a power series
with operator-valued coefficients, then we define the k-order free partial derivative of F with respect to
Zi1 , . . . , Zik to be the power series
∂kF
∂Zi1 · · · ∂Zik
:=
∑
α∈F+n
A(α) ⊗
∂kZα
∂Zi1 · · · ∂Zik
.
Proposition 1.8. If i, j ∈ {1, . . . , n}, then
∂2F
∂Zi∂Zj
=
∂2F
∂Zj∂Zi
for any formal power series F .
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Proof. Due to linearity, it is enough to prove the result for monomials. Let α := gi1 · · · gik be a word in
F
+
n and Zα := Zi1 · · ·Zik . Let i, j ∈ {1, . . . , n} be such that i 6= j. Assume that Zi occurs q times in Zα,
and Zj occurs p times in Zα. Then
∂Zα
∂Zi
is the sum of the q words obtained by deleting each occurence
of Zi in Zα. Notice that Zj occurs p times in each of these q words. Therefore,
∂2Zα
∂Zj∂Zi
is the sum of the
qp words obtained by deleting each occurence of Zi in Zα and then deleting each occurence of Zj in the
resulting words. Similarly, ∂
2Zα
∂Zi∂Zj
is the sum of the qp words obtained by deleting each occurence of Zj
in Zα and then deleting each occurence of Zi in the resulting words. Hence, it is clear that
∂2Zα
∂Zi∂Zj
=
∂2Zα
∂Zj∂Zi
.
This completes the proof. 
Theorem 1.9. Let F =
∑
α∈F+n
A(α)⊗Zα be a power series with radius of convergence R and let R
′ be the
radius of convergence of the power series ∂
kF
∂Zj1 ···∂Zjk
, where j1, . . . , jk ∈ {1, . . . , n}. Then R
′ ≥ R and,
in general, the inequality is strict.
Proof. It is enough to prove the result for first order free partial derivatives. For any word ω := gi1 · · · gik ,
|ω| = k ≥ 1, and 0 ≤ m ≤ k, we define the insertion mapping of gj, j = 1, . . . , n, on the m position of ω
by setting
χ(gj ,m, ω) :=


gjω if m = 0,
gi1 · · · gimgjgim+1 · · · gik if 1 ≤ m ≤ k − 1,
ωgj if m = |ω| = k,
and χ(gj , 0, g0) := gj . Let
∂F
∂Zj
=
∑
β∈F+n
B(β) ⊗ Zβ.
Using the definition of the Hausdorff derivation and the insertion mapping, we deduce that
B(β) =
k∑
m=0
A(χ(gj ,m,β))
for any β ∈ F+n with |β| = k. This is the case, since the monomial Zβ comes from free differentiation
with respect to Zj of the monomials Zχ(gj ,m,β), m = 0, 1, . . . , |β|. Therefore, we have
∑
|β|=k
B∗(β)B(β) =
∑
|β|=k
(
k∑
m=0
A∗(χ(gj ,m,β))
)(
k∑
m=0
A(χ(gj ,m,β))
)
≤ (k + 1)
∑
|β|=k
k∑
m=0
A∗(χ(gj ,m,β))A(χ(gj ,m,β))
≤ (k + 1)2
∑
|α|=k+1
A∗(α)A(α).
The last inequality holds since, for each j = 1, . . . , n, each α ∈ F+n with |α| = k + 1, and each β ∈ F
+
n
with |β| = k, the cardinal of the set
{(gj,m, β) : χ(gj ,m, β) = α, where m = 0, 1, . . . , k}
is ≤ k + 1. Hence, we deduce that
∑
|β|=k
B∗(β)B(β)


1/2k
≤ (k + 1)1/k

 ∑
|α|=k+1
A∗(α)A(α)


1/2k
.
Consequently, due to Theorem 1.1, we have 1R′ ≤
1
R . Therefore, R
′ ≥ R.
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To prove the last part of the theorem, let R1, R2 > 0 be such that R1 < R2. Let us consider two power
series
F =
∞∑
k=0
akZ
k
1 and G =
∞∑
k=0
bkZ
k
2
with radius of convergence R1 and R2, respectively. We shall show that the power series
F +G =
∞∑
k=0
(akZ
k
1 + bkZ
k
2 )
has the radius of convergence equal to R1. First, since
sup
k
(
|ak|
2 + |bk|
2
)1/2k
≥ sup |ak|
1/k =
1
R1
,
we deduce that the radius of convergence of F + G is ≤ R1. On the other hand, if r < R1, Corollary
1.2 shows that both sequences {rk|ak|}
∞
k=0 and {r
k|bk|}
∞
k=0 are bounded. This implies that the sequence
{rk
(
|ak|
2 + |bk|
2
)1/2
}∞k=0 is bounded. Applying again Corollary 1.2, we can conclude that F + G has
radius of convergence R1. Since
∂(F +G)
∂Z2
=
∞∑
k=1
kbkZ
k−1
2 ,
the power series ∂(F+G)∂Z2 has radius of convergence R2, which is strictly larger than the radius of conver-
gence of F +G. This completes the proof. 
2. Cauchy, Liouville, and Schwartz type results for free holomorphic functions
In this section , we obtain Cauchy type estimates for the coefficients of free holomorphic functions and a
Liouville type theorem for free entire functions. Based on a noncommutative version of Gleason’s problem
[43] and the noncommutative von Neumann inequality [29], we provide a free analogue of Schwartz lemma.
First, we obtain Cauchy type estimates for the coefficients of free holomorphic functions on the open
ball [B(H)n]γ with coefficients in B(K).
Theorem 2.1. Let F : [B(H)n]γ → B(K)⊗¯B(H) be a free holomorphic function on [B(H)
n]γ with the
representation
F (X1, . . . , Xn) =
∞∑
k=0

∑
|α|=k
A(α) ⊗Xα

 ,
and define
M(ρ) := ‖F (ρS1, . . . , ρSn)‖ for any ρ ∈ (0, γ),
where S1, . . . , Sn are the left creation operators on the full Fock space. Then, for each k = 0, 1, . . . ,∥∥∥∥∥∥
∑
|α|=k
A∗αAα
∥∥∥∥∥∥
1/2
≤
1
ρk
M(ρ).
Proof. Let {Y(α)}|α|=k be an arbitrary sequence of operators in B(K). Using Theorem 1.5, we have∣∣∣∣∣∣
〈
∑
|α|=k
Y ∗(α) ⊗ S
∗
α

F (ρS1, . . . , ρSn)h⊗ 1, h⊗ 1
〉∣∣∣∣∣∣ ≤
∥∥∥∥∥∥
∑
|α|=k
Y ∗(α) ⊗ S
∗
α
∥∥∥∥∥∥M(ρ)‖h‖2
=
∥∥∥∥∥∥
∑
|α|=k
Y ∗(α)Y(α)
∥∥∥∥∥∥
1/2
M(ρ)‖h‖2
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for any h ∈ K. On the other hand, since S1, . . . , Sn are isometries with orthogonal ranges, we have∣∣∣〈(∑
|α|=k
Y ∗(α) ⊗ S
∗
α
)
F (ρS1, . . . ,ρSn)h⊗ 1, h⊗ 1
〉∣∣∣
= ρk
∣∣∣∣∣∣
〈∑
|α|=k
Y ∗(α)A(α) ⊗ I

h⊗ 1, h⊗ 1
〉∣∣∣∣∣∣
= ρk
∣∣∣∣∣∣
〈
[Y ∗(α) : |α| = k]

 A(α):
|α| = k

h, h
〉∣∣∣∣∣∣ .
Combining these relations and taking Y(α) := A(α), |α| = k, we deduce that
ρk
∥∥∥∥∥∥

 A(α):
|α| = k

h
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥

 A(α):
|α| = k


∥∥∥∥∥∥M(ρ)‖h‖2
for any h ∈ K. Therefore, ∥∥∥∥∥∥
∑
|α|=k
A∗αAα
∥∥∥∥∥∥
1/2
= ‖[A∗(α) : |α| = k]‖ ≤
1
ρk
M(ρ),
which completes the proof. 
A free holomorphic function with radius of convergence R =∞ is called free entire function. We can
prove now the following noncommutative multivariable generalization of Liouville’s theorem.
Theorem 2.2. Let F be an entire function and let
F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα
be its representation on an infinite dimensional Hilbert space H. Then F is a polynomial of degree ≤ m,
m = 0, 1, . . ., if and only if there are constants M > 0 and C > 1 such that
‖F (X1, . . . , Xn)‖ ≤M‖[X1, . . . , Xn]‖
m
for any [X1, . . . , Xn] ∈ B(H)
n such that ‖[X1, . . . , Xn]‖ ≥ C.
Proof. If F =
∑
|α|≤mA(α) ⊗Xα is a polynomial, then
‖F‖ ≤
m∑
k=0
∥∥∥∥∥∥
∑
|α|=m
A(α) ⊗Xα
∥∥∥∥∥∥
≤
m∑
k=0
∥∥∥∥∥∥
∑
|α|=k
A∗(α)Aα)
∥∥∥∥∥∥
1/2
‖[X1, . . . , Xn]‖
k
if ‖[X1, . . . , Xn]‖ ≥ 1. Therefore, there exists M > 0 and R > 1 such that
(2.1) ‖F (X1, . . . , Xn)‖ ≤M‖[X1, . . . , Xn]‖
k
for any n-tuple of operators [X1, . . . , Xn] with ‖[X1, . . . , Xn]‖ ≥ R.
Conversely, if the inequality (2.1) holds, then
‖F (ρS1, . . . , ρSn)‖ ≤Mρ
m, as ρ→∞.
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According to Theorem 2.1, we have ∥∥∥∥∥∥
∑
|α|=k
A∗αAα
∥∥∥∥∥∥
1/2
≤
1
ρk
M(ρ),
where M(ρ) := ‖F (ρS1, . . . , ρSn)‖. Combining these inequalities, we deduce that∥∥∥∥∥∥
∑
|α|=k
A∗αAα
∥∥∥∥∥∥
1/2
≤M
1
ρk−m
.
Consequently, if k > m and ρ → ∞, we obtain
∑
|α|=k A
∗
αAα = 0. This shows that A(α) = 0 for any
α ∈ F+n with |α| > m. 
We say that a free holomorphic function F on the open operatorial n-ball of radius γ is bounded if
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators [X1, . . . , Xn] ∈ (B(H)
n)γ and any Hilbert
spaceH. In the particular case whenm = 0, Theorem 2.2 implies the following free analogue of Liouville’s
theorem from complex analysis (see [42], [11]).
Corollary 2.3. If F is a bounded free entire function, then it is constant.
We recall that the joint spectral radius of an n-tuple of operators [T1, . . . , Tn] ∈ B(H)
n,
r(T1, . . . , Tn) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1
2k
,
is also equal to the spectral radius of the reconstruction operator S1 ⊗ T
∗
1 + · · · + Sn ⊗ T
∗
n (see [40]).
Consequently, r(T1, . . . , Tn) < 1 if and only if
σ(S1 ⊗ T
∗
1 + · · ·+ Sn ⊗ T
∗
n) ⊂ D.
Moreover, the joint right spectrum σr(T1, . . . , Tn) is included in the closed ball of C
n of radius equal to
r(T1, . . . , Tn). We recall that σr(T1, . . . , Tn) is the set of all n-tuples (λ1, . . . , λn) ∈ C
n such that the
right ideal of B(H) generated by λ1I − T1, . . . , λnI − Tn does not contain the identity.
Now, we prove an analogue of Schwartz lemma, in our multivariable operatorial setting.
Theorem 2.4. Let F (X1, . . . , Xn) =
∑
α∈F+n
A(α) ⊗Xα, A(α) ∈ B(K), be a free holomorphic function
on [B(H)n]1 with the properties:
(i) ‖F‖∞ ≤ 1 and
(ii) A(β) = 0 for any β ∈ F
+
n with |β| ≤ m− 1, where m = 1, 2, . . ..
Then
‖F (X1, . . . , Xn)‖ ≤ ‖[X1, . . . , Xn]‖
m and r(F (X1, . . . , Xn)) ≤ r(X1, . . . , Xn)
m
for any [X1, . . . , Xn] ∈ [B(H)
n]1. Moreover,∥∥∥∥∥∥
∑
|α|=k
AαA
∗
α
∥∥∥∥∥∥
1/2
≤ 1 for any k ≥ m.
Proof. For each β ∈ F+n with |β| ≤ m, define the formal power series
Φ(β)(Z1, . . . , Zn) :=
∑
α∈F+n
A(βα) ⊗ Zα.
Since ∥∥∥∥∥∥
∑
|α|=k
A∗(βα)A
∗
(βα)
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|γ|=m+k
A∗(γ)A(γ)
∥∥∥∥∥∥ ,
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we deduce that
lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
A∗(βα)A
∗
(βα)
∥∥∥∥∥∥
1/2k
≤ lim sup
k→∞
∥∥∥∥∥∥
∑
|γ|=m+k
A∗(γ)A(γ)
∥∥∥∥∥∥
1
2(m+k)
.
Consequently, due to Theorem 1.1, the radius of convergence of Φ(β) is greater than the radius of conver-
gence of F . Therefore, Φ(β) represents a free holomorphic function on the open operatorial unit n-ball.
Since A(β) = 0 for any β ∈ F
+
n with |β| ≤ m− 1, and due to Theorem 1.4, we have the following Gleason
type decomposition
F (Z1, . . . , Zn) =
∑
|β|=m

(IK ⊗ Zβ) ∑
α∈F+n
Aβα) ⊗ Zα

 = ∑
|β|=m
(IK ⊗ Zβ)Φ(β)(Z1, . . . , Zn).
Therefore,
(2.2) F (rS1, . . . , rSn) =
∑
|β|=m
(IK ⊗ r
|β|Sβ)Φ(β)(rS1, . . . , rSn)
for any r ∈ [0, 1). Since S1, . . . , Sn are isometries with orthogonal ranges, Sβ , |β| = m, are also isometries
with orthogonal ranges and we have
F (rS1, . . . , rSn)
∗F (rS1, . . . , rSn) = r
2m
∑
|β|=m
Φ(β)(rS1, . . . , rSn)
∗Φ(β)(rS1, . . . , rSn).
Now, due to the noncommutative von Neumann inequality [29] and Theorem 1.5, we deduce that
(2.3)
∥∥∥∥∥∥

Φ(β)(rX1, . . . , rXn):
|β| = m


∥∥∥∥∥∥ ≤
∥∥∥∥∥∥

Φ(β)(rS1, . . . , rSn):
|β| = m


∥∥∥∥∥∥
for any [X1, . . . , Xn] ∈ [B(H)
n]1. Consequently, using relations (2.2) and (2.3), we obtain
‖F (rX1, . . . , rXn)‖ =
∥∥∥∥∥∥
∑
|β|=m
(IK ⊗ r
|β|Xβ)Φ(β)(rX1, . . . , rXn)
∥∥∥∥∥∥
≤ ‖[rmXβ : |β| = m]‖
∥∥∥∥∥∥

Φ(β)(rX1, . . . , rXn):
|β| = m


∥∥∥∥∥∥
≤ rm
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥

Φ(β)(rS1, . . . , rSn):
|β| = m


∥∥∥∥∥∥
= rm
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|β|=m
Φ(β)(rS1, . . . , rSn)
∗Φ(β)(rS1, . . . , rSn)
∥∥∥∥∥∥
1/2
= rm
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2
‖F (rS1, . . . , rSn)
∗F (rS1, . . . , rSn)‖
≤ rm
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2
‖F‖∞
≤ rm
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2
≤ rm‖[X1, . . . , Xn]‖
m.
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Taking r → 1 and using the continuity of the free holomorphic function F on [B(H)n]1 (see Theorem
1.3), we infer that
‖F (X1, . . . , Xn)‖ ≤
∥∥∥∥∥∥
∑
|β|=m
XβX
∗
β
∥∥∥∥∥∥
1/2
≤ ‖[X1, . . . , Xn]‖
m
for any [X1, . . . , Xn] ∈ [B(H)
n]1.
Due to Theorem 1.4, the power series F k =
∑
α∈F+n
B(α) ⊗ Zα represents a free holomorphic function
on the open operatorial unit n-ball, with B(α) = 0 for any α ∈ F
+
n with |α| ≤ mk. Applying the above
inequality to F k, we obtain
‖F (X1, . . . , Xn)
k‖ ≤
∥∥∥∥∥∥
∑
|β|=mk
XβX
∗
β
∥∥∥∥∥∥
1/2
≤
∥∥∥∥∥∥
∑
|β|=k
XβX
∗
β
∥∥∥∥∥∥
m/2
.
Hence, and using the definition of the joint spectral radius, we deduce that r(F (X1, . . . , Xn)) ≤ r(X1, . . . , Xn)
m.
To prove the last part of the theorem, notice that, according to Theorem 2.1, we have∥∥∥∥∥∥
∑
|α|=k
A(α)A
∗
(α)
∥∥∥∥∥∥
1/2
≤
1
ρk
M(ρ)
for any ρ ∈ (0, 1), where M(ρ) = ‖F (ρS1, . . . , ρSn)‖. Since M(ρ) ≤ ‖F‖∞ ≤ 1, we take ρ → 1 and
deduce that
∥∥∥∑|α|=k A(α)A∗(α)∥∥∥1/2 ≤ 1 for any k ≥ m. The proof is complete. 
In the scalar case we get a little bit more.
Corollary 2.5. Let f(X1, . . . , Xn) =
∑
α∈F+n
aαXα, aα ∈ C, be a free holomorphic function on [B(H)
n]1
with scalar coefficients and the properties:
(i) ‖f‖∞ ≤ 1 and
(ii) f(0) = 0.
Then
(iii) ‖f(X1, . . . , Xn)‖ ≤ ‖[X1, . . . , Xn]‖ and r(f(X1, . . . , Xn)) ≤ r(X1, . . . , Xn) for any n-tuple
[X1, . . . , Xn] ∈ [B(H)
n]1;
(iv)
n∑
i=1
∣∣∣ ∂f∂Xi (0)
∣∣∣2 ≤ 1.
Moreover, if
n∑
i=1
∣∣∣ ∂f∂Xi (0)
∣∣∣2 = 1, then ‖f‖∞ = 1.
Proof. The first part of this corollary is a particular case of Theorem 2.4, when m = 1 and K = C. To
prove the second part, assume that
n∑
i=1
∣∣∣ ∂f∂Xi (0)
∣∣∣2 = 1 Consequently, we have ∑ni=1 |ai|2 = 1. Hence, and
due to Theorem 2.1, we have
1 ≤
n∑
i=1
|ai|
2 ≤
1
ρ
‖f‖∞
for any 0 < ρ < 1. Therefore, ‖f‖∞ = 1. This completes the proof. 
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3. Algebras of free holomorphic functions
In this section, we introduce two Banach algebras of free holomorphic functions, H∞(B(X )n1 ) and
A(B(X )n1 ), and prove that they are isometrically isomorphic to the the noncommutative analytic Toeplitz
algebra F∞n and the noncommutative disc algebra An, respectively. The results of this section are used
to obtain a maximum principle for free holomorphic functions.
We denote by Hol(B(X )nγ ) the set of all free holomorphic functions with scalar coefficients on the open
operatorial n-ball of radius γ. Due to Theorem 1.4 and Theorem 1.1, Hol(B(X )nγ ) is an algebra and an
element F =
∑
α∈F+n
aαZα is in Hol(B(X )
n
γ ) if and only if
lim sup
k→∞

∑
|α|=k
|aα|
2


1/2k
≤ 1.
Let H∞(B(X )n1 ) denote the set of all elements F in Hol(B(X )
n
1 ) such that
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples [X1, . . . , Xn] ∈ [B(H)
n]1 and any Hilbert space H. We
denote by A(B(X )n1 ) be the set of all elements F in Hol(B(X )
n
1 ) such that, for any Hilbert space H, the
mapping
[B(H)n]1 ∋ (X1, . . . , Xn) 7→ F (X1, . . . , Xn) ∈ B(H)
has a continuous extension to the closed unit ball [B(H)n]−1 . In this section, we will show thatH
∞(B(X )n1 )
and A(B(X )n1 ) are Banach algebras under pointwise multiplication and the norm ‖ · ‖∞, which can be
identified with the noncommutative analytic Toeplitz algebra F∞n and the noncommutative disc algebra
An, respectively.
Let us recall (see [29], [30], [32], [34]) a few facts about the Banach algebras An and F
∞
n . Any element
f in the full Fock space F 2(Hn) has the form
f =
∑
α∈F+n
aαeα, with aα ∈ C, such that ‖f‖2 :=

∑
α∈F+n
|aα|
2


1/2
<∞.
If g =
∑
α∈F+n
bαeα ∈ F
2(Hn), we define the product f ⊗ g to be the formal power series
f ⊗ g :=
∑
γ∈F+n
cγeγ , where cγ :=
∑
α,β∈F
+
n
αβ=γ
aαbβ, γ ∈ F
+
n .
We also make the natural identification of eα ⊗ 1 and 1 ⊗ eα with eα. Let P denote the set of all
polynomials p ∈ F 2(Hn), i.e., elements of the form p =
∑
|α|≤m aαeα, where m = 0, 1, . . ..
In [29], we introduced the noncommutative Hardy algebra F∞n as the set of all f ∈ F
2(Hn) such that
(3.1) ‖f‖∞ := sup{‖f ⊗ p‖2 : p ∈ P , ‖p‖2 ≤ 1} <∞.
If f ∈ F 2(Hn), then f ∈ F
∞
n if and only if f ⊗ g ∈ F
2(Hn) for any g ∈ F
2(Hn). Moreover, if f ∈ F
∞
n ,
then the left multiplication mapping Lf : F
2(Hn)→ F
2(Hn) defined by
Lfg := f ⊗ g, g ∈ F
2(Hn),
is a bounded linear operator with ‖Lf‖ = ‖f‖∞. The noncommutative Hardy algebra F
∞
n is isomet-
rically isomorphic to the left multiplier algebra of the full Fock space F 2(Hn), which is also called the
noncommutative Toeplitz algebra. Under this identification, F∞n is the weakly closed algebra generated
by the left creation operators S1, . . . , Sn and the identity. The noncommutative disc algebra An was
introduced in [29] as is the norm closed algebra generated by the left creation operators and the identity.
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Let f =
∑
α∈F+n
aαeα be an element in F
2(Hn) and define
fr :=
∑
α∈F+n
r|α|aαeα for 0 < r < 1.
In [30], [34], we proved that if f ∈ F∞n then ‖fr‖∞ ≤ ‖f‖∞ for 0 ≤ r < 1, and
(3.2) Lf = SOT- lim
r→1
fr(S1, . . . , Sn),
where fr(S1, . . . , Sn) :=
∑∞
k=0
∑
|α|=k r
|α|aαSα. Moreover, if f ∈ An then the above limit exists in the
operator norm topology.
We identify Mm(B(H)), the set of m × m matrices with entries from B(H), with B(H
(m)), where
H(m) is the direct sum of m copies of H. Thus we have a natural C∗-norm on Mm(B(H)). If X is
an operator space, i.e., a closed subspace of B(H), we consider Mm(X) as a subspace of Mm(B(H))
with the induced norm. Let X,Y be operator spaces and u : X → Y be a linear map. Define the map
um :Mm(X)→Mm(Y ) by
um([xij ]) := [u(xij)].
We say that u is completely bounded (cb in short) if
‖u‖cb := sup
m≥1
‖um‖ <∞.
If ‖u‖cb ≤ 1 (resp. um is an isometry for any m ≥ 1) then u is completely contractive (resp. isometric),
and if um is positive for all m, then u is called completely positive.
For each m = 1, 2, . . ., we define the norms ‖ · ‖m :Mm (H
∞(B(X )n1 ))→ [0,∞) by setting
‖[Fij ]m‖m := sup ‖[Fij(X1, . . . , Xn)]m‖,
where the supremum is taken over all n-tuples [X1, . . . , Xn] ∈ [B(H)
n]1 and any Hilbert space H. It is
easy to see that the norms ‖ · ‖m, m = 1, 2, . . ., determine an operator space structure on H
∞(B(X )n1 ),
in the sense of Ruan (see [18]).
Theorem 3.1. Let F :=
∑
α∈F+n
aαZα be a free holomorphic function on the open operatorial unit n-ball.
Then the following statements are equivalent:
(i) F is in H∞(B(X )n1 );
(ii) f :=
∑
α∈F+n
aαeα is in F
∞
n ;
(iii) sup
0≤r<1
‖F (rS1, . . . , rSn)‖ <∞;
(iv) The map ϕ : [0, 1)→ B(F 2(Hn)) defined by
ϕ(r) := F (rS1, . . . , rSn) for any r ∈ [0, 1)
has a continuous extension to [0, 1] with respect to the strong operator topology of B(F 2(Hn)).
In this case, we have
(3.3) ‖Lf‖ = ‖f‖∞ = sup
0≤r<1
‖F (rS1, . . . , rSn)‖ = lim
r→1
‖F (rS1, . . . , rSn)‖ = ‖F‖∞.
Moreover, the map
Φ : H∞((B(X )n1 )→ F
∞
n defined by Φ(F ) := f
is a completely isometric isomorphism of operator algebras.
Proof. Assume (ii) holds. Since f ∈ F∞n , we have
(3.4) ‖F (rS1, . . . , rSn)‖ = ‖f(rS1, . . . , rSn)‖ = ‖Lfr‖ = ‖fr‖ ≤ ‖f‖∞
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for any r ∈ [0, 1). Therefore, (ii) =⇒ (iii). To prove that (iii) =⇒ (ii), assume that (iii) holds. Conse-
quently, we have
∑
α∈F+n
r2|α||aα|
2 =
∥∥∥∥∥∥
∑
α∈F+n
r|α|aαSα(1)
∥∥∥∥∥∥
≤ sup
0≤r<1
‖F (rS1, . . . , rSn)‖ <∞
for any 0 ≤ r < 1. Hence,
∑
α∈F+n
|aα|
2 < ∞, which shows that f :=
∑
α∈F+n
aαeα is in F
2(Hn). Now
assume that f /∈ F∞n . Due to the definition of F
∞
n , given an arbitrary positive number M , there exists a
polynomial q ∈ P with ‖q‖2 = 1 such that
‖f ⊗ q‖2 > M.
Since ‖fr − f‖2 → 0 as r → 1, we have
‖f ⊗ q − fr ⊗ q‖2 = ‖(f − fr)⊗ q‖2 → 0, as r → 1.
Therefore, there is r0 ∈ (0, 1) such that ‖fr0 ⊗ q‖2 > M. Hence,
‖fr0(S1, . . . , Sn)‖ = ‖Lfr0‖ = ‖fr0‖∞ > M.
Since M > 0 is arbitrary, we deduce that
sup
0≤r<1
‖f(rS1, . . . , rSn)‖ =∞,
which is a contradiction. Consequently, (ii)⇐⇒(iii). Now, let us prove that (ii) =⇒ (iv). Assume (ii) and
define the map ϕ˜ : [0, 1]→ B(F 2(Hn) by setting
ϕ˜(r) :=
{
F (rS1, . . . , rSn) if 0 ≤ r < 1
Lf if r = 1.
Since f(rS1, . . . , rSn) = F (rS1, . . . , rSn), 0 ≤ r < 1, the SOT-continuity of ϕ˜ at r = 1 is due to relation
(3.2), while the continuity of ϕ˜ on [0, 1) is a consequence of Theorem 1.3. Therefore, the item (iv) holds.
Assume now that (iv) holds. For each x ∈ F 2(Hn), the map [0, 1) ∋7→ ‖ϕ(r)x‖ ∈ R
+ is bounded, i.e.,
sup
0≤r<1
‖ϕ(r)x‖ <∞. Due to the principle of uniform boundedness, we deduce condition (iii).
The implication (i) =⇒ (iii) is obvious, and the implication (iii) =⇒ (i) is due to Theorem 1.1 and the
noncommutative von Neumann inequality. Indeed, if [X1, . . . , Xn] ∈ [B(H)
n]1, H is an arbitrary Hilbert
space, and ‖[X1, . . . , Xn]‖ = r < 1, then∥∥∥∥∥∥
m∑
k=0
∑
|α|=k
aαXα
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
m∑
k=0
∑
|α|=k
r|α|aαSα
∥∥∥∥∥∥ , m = 1, 2, . . . .
Hence, and taking into account Theorem 1.1, we deduce that
‖F (X1, . . . , Xn)‖ ≤ ‖F (rS1, . . . , rSn)‖, for any r ∈ [0, 1).
Consequently,
(3.5) sup
[X1,...,Xn]∈[B(H)n]1
‖F (X1, . . . , Xn)‖ ≤ sup
0≤r<1
‖F (rS1, . . . , rSn)‖ <∞,
whence (i) holds.
We prove now the last part of the theorem. If f ∈ F∞n and ǫ > 0, then there exists a polynomial q ∈ P
with ‖q‖2 = 1 such that
‖f ⊗ q‖2 > ‖f‖∞ − ǫ.
Due to relation (3.2), there exists r0 ∈ (0, 1) such that ‖fr0(S1, . . . , Sn)q‖ > ‖f‖∞−ǫ. Using now relation
(3.4), we deduce that
sup
0≤r<1
‖f(rS1, . . . , rSn)‖ = ‖f‖∞.
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Now, let r1, r2 ∈ [0, 1) with r1 < r2 and let f :=
∑
α∈F+n
aαeα. Since g :=
∑
α∈F+n
r
|α|
2 aαeα is in the
noncommutative disc algebra An, we have ‖gr‖∞ ≤ ‖g‖∞ for any 0 ≤ r < 1. In particular, when r :=
r1
r2
,
we deduce that
‖fr1(S1, . . . , Sn)‖ ≤ ‖fr2(S1, . . . , Sn)‖.
Consequently, the function [0, 1] ∋ r → ‖f(rS1, . . . , rSn)‖ ∈ R
+ is increasing. Hence, and using relation
(3.5), we deduce (3.3). Using the same techniques, one can prove a matrix form of relation (3.3). In
particular, we have ‖[Fij ]m‖m = ‖[Lfij ]m‖ for any [Fij ]m ∈Mm (H
∞(B(X )n1 )) and m = 1, 2, . . .. Hence,
we deduce that Φ is a complete isometry of H∞(B(X )n1 ) onto F
∞
n . The proof is complete. 
Theorem 3.2. Let F :=
∑
α∈F+n
aαZα be a free holomorphic function on the open operatorial unit n-ball.
Then the following statements are equivalent:
(i) F is in A(B(X )n1 );
(ii) f :=
∑
α∈F+n
aαeα is in An;
(iii) The map ϕ : [0, 1)→ B(F 2(Hn)) defined by
ϕ(r) := F (rS1, . . . , rSn)
has a continuous extension to [0, 1], with respect to the operator norm topology of B(F 2(Hn)).
Moreover, the map
Ψ : A((B(X )n1 )→ An defined by Ψ(F ) := f
is a completely isometric isomorphism of operator algebras.
Proof. The implication (i) =⇒ (iii) is due to the definition of A(B(X )n1 ). Assume that item (ii) holds,
i.e., f ∈ An. The norm continuity of ϕ on [0,1) is due to Theorem 1.3, while the continuity of ϕ at r = 1
is due to the fact that limr→1 fr(S1, . . . , Sn) = Lf in the operator norm for any f ∈ An (see the remarks
preceeding this theorem). Therefore, the implication (ii) =⇒ (iii) is true. Conversely, assume item (iii)
holds. Then limr→∞ F (rS1, . . . , rSn) exists in the operator norm. Since F (rS1, . . . , rSn) ∈ An and An is
a Banach algebra, there exists g ∈ An such that Lg = limr→∞ F (rS1, . . . , rSn) in the operator norm. On
the other hand, due to Theorem 3.1, we deduce that f :=
∑
α∈Fn
aαeα ∈ F
∞
n . Since f(rS1, . . . , rSn) =
F (rS1, . . . , rSn), 0 ≤ r < 1, and Lf = SOT − limr→∞ f(rS1, . . . , rSn), we conclude that Lf = Lg, i.e.,
f = g. Therefore, condition (ii) holds.
It remains to prove that (ii) =⇒ (i). According to [30] (see also [34]), if f ∈ An then, for any n-tuple
[Y1, . . . , Yn] ∈ [B(H)
n]−1 ,
F˜ (Y1, . . . , Yn) := lim
r→1
f(rY1, . . . , rYn),
exists in the operator norm, and
‖F˜ (Y1, . . . , Yn)‖ ≤ ‖f‖∞ for any [Y1, . . . , Yn] ∈ [B(H)
n]−1 .
Notice also that F˜ is an extension of the free holomorphic function F on [B(H)n]1. Indeed, if [X1, . . . , Xn] ∈
[B(H)n]1, then
F˜ (X1, . . . , Xn) = lim
r→1
f(rX1, . . . , rXn)
= lim
r→1
F (rX1, . . . , rXn) = F (X1, . . . , Xn).
The last equality is due to Theorem 1.3.
Let us prove that F˜ : [B(H)n]−1 → B(H) is continuous. Since f ∈ An, for any ǫ > 0 there exists
r0 ∈ [0, 1) such that ‖Lf − f(r0S1, . . . , r0Sn)‖ < ǫ. Applying the above mentioned result from [34] to
f − fr0 ∈ An, we deduce that
(3.6) ‖F˜ (T1, . . . , Tn)− fr0(T1, . . . , Tn)‖ ≤ ‖Lf − Lfr0‖ <
ǫ
3
for any [T1, . . . , Tn] ∈ [B(H)
n]−1 . Due to Theorem 1.3, F is a continuous function on [B(H)
n]1. Therefore,
there exists δ > 0 such that
‖Fr0(T1, . . . , Tn)− Fr0(Y1, . . . , Yn)‖ <
ǫ
3
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for any n-tuples [T1, . . . , Tn] and [Y1, . . . , Yn] in [B(H)
n]−1 such that ‖[T1− Y1, . . . , Tn− Yn]‖ < δ. Hence,
and using (3.6), we have
‖F˜ (T1, . . . , Tn)− F˜ (Y1, . . . , Yn)‖ ≤ ‖F˜ (T1, . . . , Tn)− fr0(T1, . . . , Tn)‖
+ ‖fr0(T1, . . . , Tn)− fr0(Y1, . . . , Yn)‖
+ ‖fr0(Y1, . . . , Yn)− F˜ (Y1, . . . , Yn)‖ < ǫ,
whenever ‖[T1 − Y1, . . . , Tn − Yn]‖ < δ. This proves the continuity of F˜ on [B(H)
n]−1 . Therefore,
F ∈ A(B(X )n1 ).
To prove the last part of the theorem, notice that if f ∈ An ⊂ F
∞
n , then by Theorem 3.1 (see relation
(3.3) and its matrix form), we have ‖[Lfij ]m‖ = ‖[Fij ]m‖m. Since An ⊂ B(F
2(Hn)) is an operator
algebra, we deduce that Ψ is a completely isometric isomorphism of operator algebras. This completes
the proof. 
Here is our version of the maximum principle for free holomorphic functions.
Theorem 3.3. Let H be an infinite dimensional Hilbert space. Assume that f : [B(H)n]−1 → B(H) is a
continuous function in the operator norm, and it is free holomorphic on [B(H)n]1. Then
max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ ≤ 1}
= max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ = 1}.
Proof. Due to the continuity of f , for any [X1, . . . , Xn] ∈ [B(H)
n]−1 ,
‖f(X1, . . . , Xn)‖ = lim
r→1
‖f(rX1, . . . , rXn)‖.
On the other hand, the noncommutative von Neumann inequality implies
‖f(rX1, . . . , rXn)‖ ≤ ‖f(rS1, . . . , rSn)‖ for 0 ≤ r < 1.
By Theorem 3.2, f ∈ An and, consequently,
lim
r→1
‖f(rS1, . . . , rSn)‖ = ‖Lf‖ = ‖f‖∞.
Combining these relations, we deduce that
(3.7) ‖f(X1, . . . , Xn)‖ ≤ ‖f‖∞ for any [X1, . . . , Xn] ∈ [B(H)
n]1.
Since H is infinite dimensional, there exists a subspace K ⊂ H and a unitary operator U : F 2(Hn)→ K.
Define the operators
Vi :=
(
USiU
∗ 0
0 0
)
, i = 1, . . . , n,
with respect to the orthogonal decompositionH = K⊕K⊥, where S1, . . . , Sn are the left creation operators
on the full Fock space F 2(Hn). Notice that ‖[V1, . . . , Vn]‖ = 1 and
f(V1, . . . , Vn) = lim
r→1
(
Ufr(S1, . . . , Sn)U
∗ 0
0 0
)
in the operator norm. Consequently,
‖f(V1, . . . , Vn)‖ = lim
r→1
‖fr(S1, . . . , Sn)‖ = ‖f‖∞.
Hence, and using inequality (3.7), we deduce that
max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ ≤ 1}
= max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ = 1}
= ‖f‖∞.
This completes the proof. 
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Corollary 3.4. Let f be a free holomorphic function on [B(H)n]1, where H is an infinite dimensional
Hilbert space, and let r ∈ [0, 1). Then
max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ ≤ r}
= max{‖f(X1, . . . , Xn)‖ : ‖[X1, . . . , Xn]‖ = r}
= ‖f(rS1, . . . , rSn)‖.
In a forthcoming paper [38], we obtain operator-valued multivariable Bohr type inequalities for free
holomorphic functions on the open operatorial unit n-ball. As consequences, we obtain operator-valued
Bohr inequalities for the noncommutative disc algebra An and the noncommutative analytic Toeplitz
algebra F∞n .
4. Free analytic functional calculus and noncommutative Cauchy transforms
In this section, we introduce a free analytic functional calculus for n-tuples T := [T1, . . . , Tn] ∈ B(H)
n
of operators with joint spectral radius r(T1, . . . , Tn) < 1. We introduce a noncommutative Cauchy
transform CT : B(F
2(Hn))→ B(H) associated with any such n-tuple of operators and prove that
f(T1, . . . , Tn) = CT (f(S1, . . . , Sn)), f ∈ H
∞(B(X )n1 ),
where f(S1, . . . , Sn) is the boundary function of f . Similar Cauchy representations are obtained for
the k-order Hausdorff derivations of f . Finally, we show that the noncommutative Cauchy transform
commutes with the action of the unitary group U(Cn).
Theorem 4.1. Let F :=
∑
α∈F+n
A(α) ⊗ Zα be a free holomorphic function on the open operatorial n-ball
of radius γ. Then, for any Hilbert space H and any n-tuple of operators [X1, . . . , Xn] ∈ B(H)
n with
r(X1, . . . , Xn) < γ, the series
F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα
is convergent in the operator norm of B(K ⊗H). Moreover, if 0 < r < 1, then
(4.1) lim
r→1
Fr(X1, . . . , Xn) = F (X1, . . . , Xn)
and
(4.2) lim
r→1
(
∂kFr
∂Zi1 · · ·Zik
)
(X1, . . . , Xn) =
(
∂kF
∂Zi1 · · · ∂Zik
)
(X1, . . . , Xn)
for i1, . . . , ik ∈ {1, . . . , n}, where the limits are in the operator norm.
Proof. . Assume that [X1, . . . , Xn] is an n-tuple of operators on H such that r(X1, . . . , Xn) < R, where
R is the radius of convergence of F . Let ρ′, ρ > 0 be such that r(X1, . . . , Xn) < ρ
′ < ρ < R. Due to the
definition of r(X1, . . . , Xn), there exists k0 ∈ N such that
(4.3)
∥∥∥∥∥∥
∑
|α|=k
XαX
∗
α
∥∥∥∥∥∥
1/2k
< ρ′ for any k ≥ k0.
Since 1ρ >
1
R , we can find m0 such that
(4.4)
∥∥∥∥∥∥
∑
|α|=k
A(α)A
∗
(α)
∥∥∥∥∥∥
1/2k
<
1
ρ
for any k ≥ m0.
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If k ≥ max{k0,m0}, then relations (4.3) and (4.4) imply∥∥∥∥∥∥
∑
|α|=k
A(α) ⊗Xα
∥∥∥∥∥∥ =
∥∥∥∥∥∥[I ⊗Xα : |α| = k]

A(α) ⊗ I:
|α| = k


∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
|α|=k
XαX
∗
α
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|α|=k
A(α)A
∗
(α)
∥∥∥∥∥∥
1/2
≤
(
ρ′
ρ
)k
.
This proves the convergence of the series
∞∑
k=0
( ∑
|α|=k
A(α) ⊗Xα
)
in the operator norm. Now, using the
above inequalities, we obtain∥∥∥∥∥∥
∞∑
k=0
∑
|α|=k
(r|α| − 1)Aα ⊗Xα
∥∥∥∥∥∥ ≤
∞∑
k=1
(rk − 1)
∥∥∥∥∥∥
∑
|α|=k
Aα ⊗Xα
∥∥∥∥∥∥
≤
∞∑
k=1
(rk − 1)
(
ρ′
ρ
)k
≤ (r − 1)
∞∑
k=1
k
(
ρ′
ρ
)k
.
Since ρ′ < ρ, the latter series is convergent and therefore relation (4.1) holds. Due to Theorem 1.9, ∂F∂Zi
is a free holomorphic function on the open operatorial n-ball of radius γ, and
∂kFr
∂Zi1 · · · ∂Zik
(X1, . . . , Xn) = r
k ∂
kF
∂Zi1 · · ·∂Zik
(rX1, . . . , rXn), 0 < r < 1.
Applying relation (4.1) to ∂
kF
∂Zi1 ···∂Zik
, we deduce (4.2). The proof is complete. 
Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with joint spectral radius r(T1, . . . , Tn) < 1.
We introduce the Cauchy kernel associated with T to be the operator CT (S1, . . . , Sn) ∈ B(F
2(Hn)⊗H)
defined by
(4.5) CT (S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
Sα ⊗ T
∗
α˜,
where S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn), and α˜ is the reverse of
α, i.e., α˜ = gik · · · gik if α = gi1 · · · gik . Applying Theorem 1.1, when A(α) := T
∗
α, α ∈ F
+
n and Xi := Si,
i = 1, . . . , n, we deduce that
1
R
= lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2k
= r(T1, . . . , Tn) < 1
and ‖[S1, . . . , Sn]‖ = 1 < R. Consequently, the series in (4.5) is convergent in the operator norm and
CT (S1, . . . , Sn) ∈ An⊗¯B(H) ⊂ B(F
2(Hn)⊗H). Now, one can easily see that
(4.6) CT (S1, . . . , Sn) = (I − S1 ⊗ T
∗
1 − · · · − Sn ⊗ T
∗
n)
−1
.
We call the operator
S1 ⊗ T
∗
1 + · · ·+ Sn ⊗ T
∗
n
the reconstruction operator associated with the n-tuple [T1, . . . , Tn]. We should mention that this operator
plays an important role in noncommutative multivariable operator theory (see [39], [40]). We remark
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that if 1 is not in the spectrum of the reconstruction operator, then the Cauchy kernel defined by (4.6)
makes sense. In this case, CT (S1, . . . , Sn) is in F
∞
n ⊗¯B(H), the WOT -closed operator algebra generated
by the spatial tensor product, and not necessarily in An⊗¯B(H). Morever, we can think of the series∑∞
k=0
∑
|α|=k Sα ⊗ T
∗
α˜ as the Fourier representation of the Cauchy kernel.
In what follows we also use the notation CT := CT (S1, . . . , Sn).
Proposition 4.2. Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < 1. Then:
(i) ‖CT ‖ ≤
∞∑
k=0
∥∥∥∥∥ ∑|α|=k TαT ∗α
∥∥∥∥∥
1/2
. In particular, if T := [T1, . . . , Tn] ∈ [B(H)
n]1, then ‖CT ‖ ≤
1
1−‖T‖ .
(ii) CT − CX = CT
[
n∑
i=1
Si ⊗ (T
∗
i −X
∗
i )
]
CX and
‖CT − CX‖ ≤ ‖CT ‖‖CX‖‖[T1 −X1, . . . , Tn −Xn]‖
for any n-tuple X := [X1, . . . , Xn] ∈ B(H)
n with joint spectral radius r(X1, . . . , Xn) < 1.
Proof. Since S1, . . . , Sn are isometries with orthogonal ranges, we have
‖CT ‖ ≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
Sα ⊗ T
∗
α˜
∥∥∥∥∥∥ =
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
.
If ‖[T1, . . . , Tn]‖ < 1, then
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
≤
∞∑
k=0
∥∥∥∥∥
n∑
i=1
TiT
∗
i
∥∥∥∥∥
k/2
=
1
1− ‖T ‖
.
To prove (ii), notice that
CT − CX =
(
I −
n∑
i=1
Si ⊗ T
∗
i
)−1 [
I −
n∑
i=1
Si ⊗X
∗
i −
(
I −
n∑
i=1
Si ⊗ T
∗
i
)](
I −
n∑
i=1
Si ⊗X
∗
i
)−1
= CT
[
n∑
i=1
Si ⊗ (T
∗
i −X
∗
i )
]
CX ,
and
‖CT − CX‖ ≤ ‖CT ‖‖CX‖
∥∥∥∥∥
n∑
i=1
Si ⊗ (T
∗
i −X
∗
i )
∥∥∥∥∥
= ‖CT ‖‖CX‖
∥∥∥∥∥
n∑
i=1
(Ti −Xi)(Ti −Xi)
∗
∥∥∥∥∥
1/2
,
which completes the proof. 
The Cauchy transform at T := [T1, . . . , Tn] ∈ B(H)
n is the mapping
CT : B(F
2(Hn))→ B(H)
defined by
〈CT (A)x, y〉 := 〈(A⊗ IH)(1 ⊗ x), CT (R1, . . . , Rn)(1 ⊗ y)〉
for any x, y ∈ H, where R1, . . . , Rn are the right creation operators on the full Fock space F
2(Hn). The
operator CT (A) is called the Cauchy transform of A at T . Given A ∈ B(F
2(Hn)), the Cauchy transform
generates a function (the Cauchy transform of A)
C[A] : [B(H)n]1 → B(H)
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by setting
C[A](X1, . . . , Xn) := CX(A) for any X := [X1, . . . , Xn] ∈ [B(H)
n]1.
Indeed, it is enough to see that r(X1, . . . , Xn) ≤ ‖[X1, . . . , Xn]‖ < 1, and therefore CX(A) is well-defined.
This gives rise to an important question: when is C[A] a free holomorphic function on [B(H)n]1.
Due to Theorem 4.1, if f =
∑∞
k=0
∑
|α|=k aαZα is a free holomorphic function on the open operatorial
unit n-ball and [T1, . . . , Tn] ∈ B(H)
n is any n-tuple of operators with r(T1, . . . , Tn) < 1 then, we can
define a bounded linear operator
f(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
aαTα,
where the series converges in norm. This provides the free analytic functional calculus.
If F =
∑∞
k=0
∑
|α|=k aαZα is in the Hardy algebra H
∞(B(X )n1 ), we denote by F (S1, . . . , Sn) the
boundary function of F , i.e., F (S1, . . . , Sn) := Lf ∈ B(F
2(Hn)), where f :=
∑
α∈F+n
aαeα.
Theorem 4.3. Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < 1. Then, for any f ∈ H
∞(B(X )n1 ),
f(T1, . . . , Tn) = CT (f(S1, . . . , Sn)),
where f(T1, . . . , Tn) is defined by the free analytic functional calculus, and f(S1, . . . , Sn) is the boundary
function of f . Moreover,
‖f(T1, . . . , Tn)‖ ≤

 ∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2

 ‖f‖∞.
Proof. First, we prove the above equality for monomials. Notice that
〈CT (Sα)x, y〉 = 〈(Sα ⊗ IH)(1⊗ x), CT (R1, . . . , Rn)(1⊗ y)〉
=
〈
eα ⊗ x,

∑
β∈F+n
Rβ ⊗ T
∗
β˜

 (1⊗ y)
〉
=
〈
eα ⊗ x,
∑
β∈F+n
eβ˜ ⊗ T
∗
β˜
y
〉
= 〈Tαx, y〉
for any x, y ∈ H. Now, assume that f :=
∑∞
k=0
∑
|α|=k aαZα is in H
∞(B(X )n1 ) and 0 < r < 1. Then,
due to Theorem 4.1, we have
lim
m→∞
m∑
k=0
rk
∑
|α|=k
aαSα = fr(S1, . . . , Sn) ∈ An
in the operator norm of B(F 2(Hn)), and
lim
m→∞
m∑
k=0
rk
∑
|α|=k
aαTα = fr(T1, . . . , Tn)
in the operator norm of B(H). Now, due to the continuity of the noncommutative Cauchy transform in
the operator norm, we deduce that
(4.7) fr(T1, . . . , Tn) = CT (fr(S1, . . . , Sn)).
Since f(S1, . . . , Sn) ∈ F
∞
n , we know that lim
r→1
fr(S1, . . . , Sn) = f(S1, . . . , Sn) in the strong operator
topology. Since ‖fr(S1, . . . , Sn)‖ ≤ ‖f‖∞, we deduce that
SOT− lim
r→1
fr(S1, . . . , Sn)⊗ IH = f(S1, . . . , Sn)⊗ IH
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On the other hand, by Theorem 4.1, lim
r→1
fr(T1, . . . , Tn) = f(T1, . . . , Tn) in the operator norm. Passing
to the limit, as r → 1, in the equality
〈fr(T1, . . . , Tn)x, y〉 = 〈(fr(S1, . . . , Sn)⊗ IH)(1⊗ x), CT (R1, . . . , Rn)(1 ⊗ y)〉 , x, y ∈ H,
we obtain f(T1, . . . , Tn) = CT (f(S1, . . . , Sn)), which proves the first part of the theorem. Now, we can
deduce the second part of the theorem using Proposition 4.2. This completes the proof. 
Using the Cauchy representation provided by Theorem 4.3, one can deduce the following result.
Corollary 4.4. Let [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with r(T1, . . . , Tn) < 1.
(i) If {fk}
∞
k=1 and f are free holomorphic functions in Hol(B(X )
n
1 ) such that ‖fk − f‖∞ → 0, as
k →∞, then fk(T1, . . . , Tn)→ f(T1, . . . , Tn) in the operator norm of B(H).
(ii) If {fk}
∞
k=1 and f are in the algebra H
∞(B(X )n1 ) such that fk(S1, . . . , Sn) → f(S1, . . . , Sn)
in the w∗-topology (or strong operator topology) and ‖fk‖∞ ≤ M for any k = 1, 2, . . ., then
fk(T1, . . . , Tn)→ f(T1, . . . , Tn) in the weak operator topology.
We can extend Theorem 4.3 and obtain Cauchy representations for the k-order Hausdorff derivations
of bounded free holomorphic functions.
Theorem 4.5. Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with the joint spectral radius
r(T1, . . . , Tn) < 1 and let f ∈ H
∞(B(X )n1 ). Then
〈( ∂kf
∂Zi1 · · ·∂Zik
)
(T1, . . . , Tn)x, y
〉
=
〈[
∂k (CT (R1, . . . , Rn)
∗)
∂Ti1 · · · ∂Tik
]
(f(S1, . . . , Sn)⊗ IH)(1⊗ x), 1 ⊗ y
〉(4.8)
for any i1, . . . , ik ∈ {1, . . . , n} and x, y ∈ H, where f(S1, . . . , Sn) is the boundary function of f . Moreover,
(4.9)
∥∥∥∥
(
∂f
∂Zi
)
(T1, . . . , Tn)
∥∥∥∥ ≤ ‖f‖∞
∞∑
k=1
k3/2
∥∥∥∥∥∥
∑
|β|=k−1
TβTβ
∥∥∥∥∥∥
1/2
, i = 1, . . . , n.
Proof. First, notice that
CX(R1, . . . , Rn)
∗ =
∞∑
k=0
∑
|α|=k
R∗α˜ ⊗Xα,
where the series is convergent in norm for each n-tuple [X1, . . . , Xn] with r(X1, . . . , Xn) < 1. Therefore,
G :=
∞∑
k=0
∑
|α|=k
R∗α˜ ⊗ Zα
is a free holomorphic function on the open operatorial unit n-ball. Due to Theorem 1.9, ∂
kG
∂Zi1 ···∂Zik
is
also a free holomorphic function. By Theorem 4.1, ∂
kG
∂Zi1 ···∂Zik
(X1, . . . , Xn) is a bounded operator for any
n-tuple [X1, . . . , Xn] with spectral radius r(X1, . . . , Xn) < 1.
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Now, notice that, for each α ∈ F+n , i = 1, . . . , n, and x, y ∈ H, we have〈[∂ (CT (R1, . . . , Rn)∗)
∂Ti
]
(Sα ⊗ IH)(1⊗ x), 1 ⊗ y
〉
=
〈
 ∞∑
k=0
∑
|β|=k
R∗β ⊗
∂Tβ˜
∂Ti

 (Sα ⊗ IH)(1 ⊗ x), 1⊗ y
〉
=
〈
eα ⊗ x,
∞∑
k=0
∑
|β|=k
eβ˜ ⊗
(
∂Tβ˜
∂Ti
)∗
y
〉
=
〈
∂Tα
∂Ti
x, y
〉
=
〈(
∂Zα
∂Zi
)
(T1, . . . , Tn)x, y
〉
.
Hence, we deduce relation (4.8) for polynomials. Let f =
∑∞
k=1
∑
|α|=k aαZα be in H
∞(B(X )n1 ). Due to
Theorem 4.1, we have
(
∂fr
∂Zi
)
(T1, . . . , Tn) = lim
m→∞
m∑
k=0
∑
|α|=k
r|α|aα
(
∂Zα
∂Zi
)
(T1, . . . , Tn),
where the convergence is in the operator norm of B(H), and
fr(S1, . . . , Sn) = lim
m→∞
m∑
k=0
∑
|α|=k
r|α|aαSα ∈ An
where the convergence is in the operator norm of B(F 2(Hn)). Since (4.8) holds for polynomials, the last
two relations imply〈( ∂fr
∂Zi
)
(T1, . . . , Tn)x, y
〉
=
〈[
∂ (CT (R1, . . . , Rn)
∗)
∂Ti
]
(fr(S1, . . . , Sn)⊗ IH)(1 ⊗ x), 1⊗ y
〉
for any x, y ∈ H and 0 < r < 1. Using again Theorem 4.1, we have
lim
r→1
(
∂fr
∂Zi
)
(T1, . . . , Tn) =
(
∂f
∂Zi
)
(T1, . . . , Tn)
in the operator norm. Since f(S1, . . . , Sn) ∈ F
∞
n (see Theorem 3.1), as in the proof of Theorem 4.3, we
deduce that
SOT− lim
r→∞
fr(S1, . . . , Sn)⊗ IH = f(S1, . . . , Sn)⊗ IH.
Passing to the limit, as r → ∞, in the above equality, we deduce relation (4.8) in the particular case
when k = 1. Repeating this argument, one can prove the general case when ∂∂Ti is replaced by
∂k
∂Ti1 ···∂Tik
.
Now, we prove the second part of the theorem. Notice that∥∥∥∥ ∂G∂Zi (X1, . . . , Xn)
∥∥∥∥ ≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
Rα˜ ⊗
(
∂Xα
∂Xi
)∗∥∥∥∥∥∥
≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
(
∂Xα
∂Xi
)(
∂Xα
∂Xi
)∗∥∥∥∥∥∥
1/2
.
For each α ∈ F+n , |α| = k, we can prove that
(4.10)
(
∂Xα
∂Xi
)(
∂Xα
∂Xi
)∗
≤ k2
∑α
d
γ
XγX
∗
γ ,
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where the sum is taken over all distinct words γ obtained by deleting each occurence of gi in α. Indeed,
notice first that ∂Xα∂Xi =
∑α
β
Xβ, where the sum is taken over all words β obtained by deleting each
occurence of gi in α. Since the above some contains at most k terms, one can show that(
∂Xα
∂Xi
)(
∂Xα
∂Xi
)∗
≤ k
∑α
β
XβX
∗
β .
Indeed, it enough to use the following result which is an easy consequence of the classical Cauchy in-
equality: if A1, . . . , Ak ∈ B(H), then(
k∑
i=1
Ai
)(
k∑
i=1
A∗i
)
≤ k
k∑
i=1
AiA
∗
i .
Now, the Xβ’s in the above sum are not necessarily distinct but each of them can occur at most k times.
Consequently, ∑α
β
XβX
∗
β ≤ k
∑α
d
γ
XγX
∗
γ .
Combining these inequalities, we deduce (4.10). (We remark that the inequality (4.10) is sharp and the
equality occurs, for example, when α = gki .) Therefore, we have
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
(
∂Xα
∂Xi
)(
∂Xα
∂Xi
)∗∥∥∥∥∥∥
1/2
≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
k2
∑α
d
γ
XγX
∗
γ
∥∥∥∥∥∥
1/2
.
We remark that if β ∈ F+n , |β| = k − 1, then Xβ can come from free differentiation with respect to Xi of
the monomials Xχ(gi,m,β), m = 0, 1, . . . , k − 1, where χ(gi,m, β) is the insertion mapping of gi on the m
position of β (see the proof of Theorem 1.9). Consequently, we have∑
|α|=k
∑α
d
γ
XγX
∗
γ ≤ k
∑
|β|=k−1
XβX
∗
β .
Using the above inequalities, we obtain
∥∥∥∥ ∂G∂Zi (X1, . . . , Xn)
∥∥∥∥ ≤
∞∑
k=1
k3/2
∥∥∥∥∥∥
∑
|β|=k−1
XβXβ
∥∥∥∥∥∥
1/2
.
Hence, and due to relation (4.8), we deduce inequality (4.9). The proof is complete. 
We remark that inequalities of type (4.8) can be obtained for k-order Housdorff derivations. On the
other hand, a similar result to Corollary 4.4 can be obtain for k-order Housdorff derivations, if one uses
Theorem 4.5.
In the last part of this section, we show that the noncommutative Cauchy transform commutes with
certain classes of automorphisms. Let U(Hn) be the group of all unitaries on Hn and let U ∈ U(Hn). If
U := [λij ]
n
i,j=1 and T := [T1, . . . , Tn] ∈ B(H)
n, we define
βU (Tj) :=
n∑
i=1
λijTi, j = 1, . . . , n,
and the map βU : B(H)
n → B(H)n by setting βU (T ) := [βU (T1), . . . , βU (Tn)].
Theorem 4.6. If U ∈ U(Hn), U := [λij ]
n
i,j=1, then the map βU is an isometric automorphism of the
open unit ball [B(H)n]1 and also of the ball
{[T1, . . . , Tn] ∈ B(H)
n : r(T1, . . . , Tn) < 1}.
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Moreover, there is a unique completely isometric automorphism of the noncommutative disc algebra An,
denoted also by βU , such that
βU (Sj) :=
n∑
i=1
λijSi, j = 1, . . . , n,
where S1, . . . , Sn are the left creation operators on the full Fock space.
Proof. For each j = 1, . . . , n, we define the operators
Uj :=


λ1jIH
...
λnjIH

 : H → H(n),
where H(n) is the direct sum of n copies of H. Notice that
(4.11) U∗iUj = δijIH(n) and
n∑
i=1
UiU
∗
i = IH(n) .
We have βU (T ) = [B1, . . . , Bn], where Bi := TUi, i = 1, . . . , n and T := [T1, . . . , Tn]. Now, it is clear
that
∑n
i=1 BiB
∗
i =
∑n
i=1 TiTi. If A ∈ B(H) then
UiA = diagn(A)Ui, i = 1, . . . , n,
where diagn(A) is the n× n block diagonal operator matrix having A on the diagonal and 0 otherwise.
Using this relation and (4.11), we deduce that
∑
|α|=2
BαB
∗
α =
n∑
i=1
Bi

∑
|α|=1
BαB
∗
α

Bi
= T
[
n∑
i=1
Ui(TT
∗)U∗i
]
T ∗
= Tdiagn(TT
∗)
(
n∑
i=1
UiU
∗
i
)
T ∗
= Tdiagn(TT
∗)T =
∑
|α|=2
TαT
∗
α.
By induction over k, one can similarly prove that
(4.12)
∑
|α|=k
BαB
∗
α =
∑
|α|=k
TαT
∗
α, k = 1, 2, . . . .
Consequently, we have
‖βU (T )‖ = ‖T ‖ and r(βU (T )) = r(T ).
Hence, and since βU (T ) = TU, where U := [U1, . . . ,Un] is a unitary operator, we deduce that the map
βU : [B(H)
n]1 → [B(H)
n]1 is an isometric authomorphism of the open unit ball of B(H)
n and
β−1U (Y ) = YU
∗, Y ∈ [B(H)n]1.
Moreover, βU is an isometric automorphism of the operatorial ball
{[T1, . . . , Tn] ∈ B(H)
n : r(T1, . . . , Tn) < 1}.
Now, let us prove the second part of the theorem. Using the same notation for the unitary operator
U, when H := F 2(Hn), we deduce that [βU (S1), . . . , βU (Sn)] = SU, where S := [S1, . . . , Sn]. Setting
Vi := βU (Si), i = 1, . . . , n, one can easily see that V1, . . . , Vn are isometries with orthogonal ranges.
For any polynomial p(S1, . . . , Sn) in the noncommutative disc algebra An, we have βU (p(S1, . . . , Sn)) =
p(V1, . . . , Vn). According to [32], we have
‖[pij(S1, . . . , Sn)]m‖ = ‖[pij(V1, . . . , Vn)]m‖.
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Since An is the norm closure of all polynomials in S1, . . . , Sn and the identity, βU can be uniquely
extended to a completely isometric homomorphism from An to An. Define the n-tuple [X1, . . . , Xn] :=
[S1, . . . , Sn]U
∗ and notice that each entry Xi is a homogenous polynomial of degree one in S1, . . . , Sn.
Since
[βU (X1), . . . , βU (Xn)] = [X1, . . . , Xn]U = [S1, . . . , Sn],
we deduce that βU (Xi) = Si, i = 1, . . . , n, and consequently, βU (Xα) = Sα, α ∈ F
+
n . Hence, the range
of βU : An → An contains all polynomials in An. Using again the norm density of polynomials in An,
we conclude that βU is a completely isometric automorphism of An. 
In what follows we show that the noncommutative Cauchy transform commutes with the action of the
unitary group U(Hn).
Theorem 4.7. Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < 1 and U ∈ U(Hn). Then
CT (βU (f)) = CβU (T )(f), f ∈ An,
where βU is the canonical automorphism generated by U .
Proof. Remember that An is the norm closure of the polynomials in S1, . . . , Sn and the identity. Due to
the continuity of the noncommutative Cauchy transform in the operator norm, it is enough to prove the
above relation for f := Sα, α ∈ F
+
n . By Theorem 4.3, we have
〈CT (βU (Sα))x, y〉 = 〈CT (R1, . . . , Rn)
∗(βU (Sα)⊗ IH)(1 ⊗ x), 1⊗ y)〉
= 〈Bαx, y〉
for any x, y ∈ H, where [B1, . . . , Bn] := βU (T ). On the other hand, due to Theorem 4.6, we have
r(βU (T )) < 1. Applying again Theorem 4.3, we obtain〈
CβU (T )(Sα)x, y
〉
=
〈
CβU (T )(R1, . . . , Rn)
∗(Sα ⊗ IH)(1⊗ x), 1 ⊗ y)
〉
= 〈Bαx, y〉 .
Hence, CT (βU (Sα)) = CβU (T )(Sα), and the result follows. 
The continuity and the uniqueness of the free analytic functional calculus for n-tuples of operators
with joint spectral radius r(T1, . . . , Tn) < 1 will be proved in the next section.
5. Weierstrass and Montel theorems for free holomorphic functions
In this section, we obtain Weierstrass and Montel type theorems for the algebra of free holomorphic
functions with scalar coefficients on the open operatorial unit n-ball. This enables us to introduce a
metric on Hol(B(X )n1 ) with respect to which it becomes a complete metric space, and the Hausdorff
derivations are continuous. In the end of this section, we prove the continuity and uniqueness of the free
functional calculus. Connections with the F∞n -functional calculus for row contractions [30] and, in the
commutative case, with Taylor’s functional calculus [47] are also discussed.
We say that a sequence {Fm}
∞
m=1 ⊂ Hol(B(X )
n
1 ) of free holomorphic functions converges uniformly
on the closed operatorial n-ball of radius r ∈ [0, 1) if it converges uniformly on the closed ball
[B(H)n]−r := {[X1, . . . , Xn] ∈ B(H)
n : ‖X1X
∗
1 + · · ·+XnX
∗
n‖ ≤ r},
where H is an infinite dimensional Hilbert space. According to the maximum principle of Corollary 3.4,
this is equivalent to the fact that the sequence {Fm(rS1, . . . , rSn)}
∞
m=1 is convergent in the operator norm
topology of B(F 2(Hn)).
The first result of this section is a multivariable operatorial version of Weierstrass theorem ([11]).
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Theorem 5.1. Let {Fm}
∞
m=1 ⊂ Hol(B(X )
n
1 ) be a sequence of free holomorphic functions which is uni-
formly convergent on any closed operatorial n-ball of radius r ∈ [0, 1). Then there is a free holomorphic
function F ∈ Hol(B(X )n1 ) such that Fm converges to F on any closed operatorial n-ball of radius r ∈ [0, 1).
Moreover, given i1, . . . , ik ∈ {1, . . . , n}, the sequence
{
∂kFm
∂Zi1 ···∂Zik
}∞
m=1
is uniformly convergent to
∂kF
∂Zi1 ···∂Zik
on any closed operatorial n-ball of radius r ∈ [0, 1), where ∂
k
∂Zi1 ···∂Zik
is the k-order Hausdorff
derivation.
Proof. Let Fm :=
∞∑
k=0
∑
|α|=k
a
(m)
α Zα and fix r ∈ (0, 1). Then, due to Theorem 1.5,
Fm(rS1, . . . , rSn) =
∞∑
k=0
∑
|α|=k
r|α|a(m)α Sα
is in the noncommutative disc algebra An. Since {Fm}
∞
m=1 is uniformly convergent on the closed op-
eratorial n-ball of radius r, the sequence {Fm(rS1, . . . , rSn)}
∞
m=1 is convergent in the operator norm of
B(F 2(Hn)). On the other hand, since the noncommutative disc algebra An is closed in the operator
norm, there exists g ∈ An such that
(5.1) Fm(rS1, . . . , rSn)→ Lg, as m→∞.
Assume g =
∑
α∈F+n
bα(r)eα, and notice also that
bα(r) = 〈S
∗
αLg(1), 1〉 , α ∈ F
+
n .
If λ(β) ∈ C for β ∈ F
+
n with |β| = k, we have∣∣∣∣∣∣
〈∑
|β|=k
λ(β)S
∗
β(Fm(rS1, . . . , rSn)− Lg)1, 1
〉∣∣∣∣∣∣ ≤ ‖Fm(rS1, . . . , rSn)− Lg‖
∥∥∥∥∥∥
∑
|β|=k
λ(β)S
∗
β
∥∥∥∥∥∥ .
Since S1, . . . , Sn are isometries with orthogonal ranges, we deduce that∣∣∣∣∣∣
∑
|β|=k
(rka
(m)
β − bβ(r))λ(β)
∣∣∣∣∣∣ ≤ ‖Fm(rS1, . . . , rSn)− Lg‖

∑
|β|=k
|λ(β)|
2


1/2
.
for any λ(β) ∈ C with |β| = k. Consequently, we have
∑
|β|=k
|rka
(m)
β − bβ(r)|
2


1/2
≤ ‖Fm(rS1, . . . , rSn)− Lg‖
for any k = 0, 1, . . .. Since ‖Fm(rS1, . . . , rSn) − Lg‖ → 0, as m → ∞, we deduce that r
ka
(m)
β → bβ(r),
as m → ∞, for any |β| = k and k = 0, 1, . . .. Hence, aβ := lim
m→∞
a
(m)
β exists and bβ(r) = r
kaβ for any
β ∈ F+n with |β| = k and k = 0, 1, . . .. Consider the formal power series F :=
∑
α∈F+n
aαZα. We show now
that F is a free holomorphic function on the open operatorial unit n-ball. Due to the above calculations,
we have
rk
∣∣∣∣∣∣∣

∑
|β|=k
|a
(m)
β |
2


1/2
−

∑
|β|=k
|aβ |
2


1/2
∣∣∣∣∣∣∣ ≤ ‖Fm(rS1, . . . , rSn)− Lg‖.
Therefore,
(5.2)
∑
|β|=k
|a
(m)
β |
2 →
∑
|β|=k
|aβ|
2, as m→∞,
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uniformly with respect to k = 0, 1, . . .. Let us show that the radius of convergence of F is ≥ 1. To this
end, assume that γ > 1 and
lim sup
k→∞

∑
|β|=k
|aβ |
2


1/2k
> γ.
Then there is k ∈ N as large as we want such that
(5.3)

∑
|β|=k
|aβ|
2


1/2
> γk.
Choose λ such that 1 < λ < γ and let ǫ > 0 be such that ǫ < γ − λ. Notice that ǫ < γk − λk for any
k = 1, 2, . . .. Now, due to relation (5.2), there exists Nǫ ∈ N such that∣∣∣∣∣∣∣

∑
|β|=k
|a
(m)
β |
2


1/2
−

∑
|β|=k
|aβ |
2


1/2
∣∣∣∣∣∣∣ < ǫ
for any m > Nǫ and any k = 0, 1, . . .. Hence, and using inequality (5.3), we deduce that
∑
|β|=k
|a
(m)
β |
2


1/2
≥ γk − ǫ > λk
for any m > Nǫ and some k as large as we want. Consequently, we have
lim sup
k→∞

∑
|β|=k
|a
(m)
β |
2


1/2k
≥ λ > 1
for m ≥ Nǫ. Due to Theorem 1.1, this shows that the radius of convergence of Fm is < 1, which
contradicts the fact that Fm is a free holomorphic function with radius of convergence ≥ 1. Therefore,
lim sup
k→∞

∑
|β|=k
|aβ |
2


1/2k
≤ 1
and, consequently, Theorem 1.1 shows that F is a free holomorphic function on the open operatorial unit
ball. The same theorem implies that F (rS1, . . . , rSn) =
∞∑
k=0
∑
|α|=k
r|α|aαSα is convergent in norm. Since
Lg and F (rS1, . . . , rSn) have the same Fourier coefficients, we must have Lg = F (rS1, . . . , rSn). Due to
relation (5.1), we have
‖Fm(rS1, . . . , rSn)− F (rS1, . . . , rSn)‖ → 0, as m→∞.
If [X1, . . . , Xn] ∈ [B(H)
n]1 and ‖[X1, . . . , Xn]‖ = r < 1, the noncommutative von Neumann inequality
implies
‖Fm(X1, . . . , Xn)− F (X1, . . . , Xn)‖ ≤ ‖Fm(rS1, . . . , rSn)− F (rS1, . . . , rSn)‖.
Taking m→∞, we deduce that Fm converges to F on any closed operatorial n-ball of radius r ∈ [0, 1).
Now, we show that for each γ ∈ (0, 1)
(5.4)
(
∂Fm
∂Zi
)
(γS1, . . . , γSn)→
(
∂F
∂Zi
)
(γS1, . . . , γSn)
in the operator norm, as m → ∞. Let r, r′ ∈ (0, 1) such that γ = rr′. Since (Fm)r and Fr ∈ An are in
the noncommutative disc algebra An, we can apply Theorem 4.5 (see inequality (4.9)) and obtain∥∥∥∥
(
∂((Fm)r − Fr)
∂Zi
)
(r′S1, . . . , r
′Sn)
∥∥∥∥ ≤M‖(Fm)r − Fr‖∞,
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where M is an appropriate constant which does not depend on m. Since ‖(Fm)r −Fr‖∞ → 0 as m→∞
and
(
∂((Fm)r − Fr)
∂Zi
)
(r′S1, . . . , r
′Sn) = r
(
∂(Fm − F )
∂Zi
)
(γS1, . . . , γSn),
we deduce relation (5.4). Using the result for ∂∂Zi , one can obtain the general case for k-order Housdorff
partial derivations. The proof is complete. 
We say that a set F ⊂ Hol(B(X )n1 ) is normal if each sequence in F has a subsequence which converges
to a function in Hol(B(X )n1 ) uniformly on any closed operatorial ball of radius r ∈ [0, 1). The set F is
called locally bounded if, for any r ∈ [0, 1), there exists M > 0 such that ‖f(X1, . . . , Xn)‖ ≤ M for any
f ∈ F and [X1, . . . , Xn] ∈ [B(H)
n]r, where H is an infinite dimensional Hilbert space.
We can prove now the following noncommutative version of Montel theorem (see [11]).
Theorem 5.2. Let F ⊂ Hol(B(X )n1 ) be a family of free holomorphic functions. Then the following
statements are equivalent:
(i) supf∈F ‖f(rS1, . . . , rSn)‖ <∞ for each r ∈ [0, 1).
(ii) F is a normal set.
(iii) F is locally bounded.
Proof. Assume that condition (i) holds. For each f ∈ F , let {aα(f)}α∈F+n be the sequence of coefficients.
Due to (i), for each r ∈ [0, 1), there exists Mr > 0 such that
(5.5) ‖f(rS1, . . . , rSn)‖ ≤Mr for any f ∈ F .
By the Cauchy type estimate of Theorem 2.1, if r ∈ (0, 1), then
(5.6)

∑
|α|=k
|aα(f)|
2


1/2
≤
1
rk
Mr for any f ∈ F , k = 0, 1, . . . .
Let {Fm}
∞
m=1 be a sequence of elements in F . Then, relation (5.5) implies
|a0(Fm)| ≤M0 for any m = 1, 2, . . . .
Due to the classical Bolzano-Weierstrass theorem for bounded sequences of complex numbers, there is a
subsequence {F
m
(0)
k
}∞k=1 of {Fm}
∞
m=1 such that the scalar sequence {a0(Fm(0)
k
)}∞k=1 is convergent in C, as
k → ∞. Inductively, using relation (5.6), we find, for each α ∈ F+n , |α| ≥ 1, a subsequence {Fm(α)
k
}∞k=1
of {F
m
(β)
k
}∞k=1, where α is the succesor of β in the lexicographic order of F
+
n , such that the sequence
{aα(Fm(α)
k
)}∞k=1 is convergent in C, as k → ∞. Using the diagonal process, we find a subsequence
{Fpk}
∞
k=1 of {Fm}
∞
m=1 such that {aα(Fpk)}
∞
k=1 converges in C as k →∞, for any α ∈ F
+
n .
Now let us prove that, if γ > 1, then {Fpk(
r
γS1, . . . ,
r
γSn)}
∞
k=1 converges in the norm topology of
B(F 2(Hn)). Indeed, if N ∈ N, then relation (5.6) implies∥∥∥Fpk( rγ S1, . . . , rγ Sn
)
− Fps
( r
γ
S1, . . . ,
r
γ
Sn
)∥∥∥
≤
N∑
j=1
rj
γj

∑
|α|=j
|aα(Fpk)− aα(Fps)|
2


1/2
+
∑
j=N+1
rj
γj

∑
|α|=j
|aα(Fpk)− aα(Fps)|
2


1/2
≤
N∑
j=1
rj
γj

∑
|α|=j
|aα(Fpk)− aα(Fps)|
2


1/2
+
∞∑
j=N+1
rj
γj
2Mr
rj
≤
N∑
j=1
rj
γj

∑
|α|=j
|aα(Fpk)− aα(Fps)|
2


1/2
+
2Mr
γN (γ − 1)
.
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Given ǫ > 0, we choose N ∈ N such that 2MrγN <
ǫ
2 . On the other hand, since {aα(Fpk)}
∞
k=1 is a Cauchy
sequence in C, there is k0 ∈ N such that
N∑
j=1
rj
γj

∑
|α|=j
|aα(Fpk )− aα(Fps)|
2


1/2
<
ǫ
2
for any k, s ≥ k0.
Summing up the above results, we deduce that∥∥∥Fpk( rγ S1, . . . , rγ Sn
)
− Fps
( r
γ
S1, . . . ,
r
γ
Sn
)∥∥∥ < ǫ for any k, s ≥ k0.
This proves that the the sequence {Fpk(
r
γS1, . . . ,
r
γSn)}
∞
k=1 converges in the norm topology of B(F
2(Hn)),
for any r ∈ [0, 1) and γ > 1. Since the set A := { rγ : 0 ≤ r < 1, γ > 1} is equal to [0, 1), one can choose
an increasing sequence {tq}
∞
q=1 such that tq ∈ A and tq → 1 as q →∞.
Now, if {Fm}
∞
m=1 ⊂ F , then, using the above result, there is a subsequence {Fn(1)
k
}∞k=1 of {Fm}
∞
m=1 such
that {F
n
(1)
k
(t1S1, . . . , t1Sn)} is convergent in the norm topology of B(F
2(Hn)), as k → ∞. Inductively,
for each q = 2, 3, . . ., we find a subsequence {F
n
(q)
k
}∞k=1 of {Fn(q−1)
k
}∞k=1 such that {Fn(q)
k
(tqS1, . . . , tqSn)}
is convergent in the norm topology of B(F 2(Hn)), as k →∞. Using again the diagonal process, we find
a subsequence {Fmk}
∞
k=1 of {Fm}
∞
m=1 such that, for each r ∈ [0, 1), the subsequence {Fmk(rS1, . . . , rSn)}
is convergent in the norm topology of B(F 2(Hn)), as k →∞. Applying Theorem 5.1, we deduce that F
is a normal set. Therefore, the implication (i) =⇒ (ii) is true.
To prove the converse, assume that there is r0 ∈ (0, 1) such that
sup
f∈F
‖f(r0S1, . . . , r0Sn)‖ =∞.
Let {fm}
∞
m=1 ⊂ F be such that
(5.7) ‖fm(r0S1, . . . , r0Sn)‖ → ∞ as m→∞.
Since (ii) holds, there exists a subsequence {fmk}
∞
k=1 such that {fmk(rS1, . . . , rSn)}
∞
k=1 is convergent for
any r ∈ [0, 1). This contradicts relation (5.7). The equivalence (i)⇐⇒(ii) follows from Corollary 3.4. The
proof is complete. 
Now, we can obtain the following Vitali type result in our setting.
Theorem 5.3. Let {Fm}
∞
m=1 be a sequence of free holomorphic functions on [B(H)
n]1 with scalar coef-
ficients such that, for each r ∈ [0, 1),
sup
m
‖Fm(rS1, . . . , rSn)‖ <∞.
If there exists 0 < γ < 1 such that Fm(γS1, . . . , γSn) converges in norm as m → ∞, then Fm converges
uniformly on [B(H)n]−r for any r ∈ [0, 1).
Proof. Suppose that {Fm}
∞
m=1 does not converge uniformly on [B(H)
n]−r0 for some r0 ∈ (0, 1). Then there
exist δ > 0, subsequences {Fmk}
∞
k=1 and {Fnk}
∞
k=1 of {Fm}
∞
m=1, and n-tuples of operators [X
(k)
1 , . . . , X
(k)
n ] ∈
[B(H)n]−r0 such that
(5.8) ‖Fnk(X
(k)
1 , . . . , X
(k)
n )− Fmk(X
(k)
1 , . . . , X
(k)
n ‖ ≥ δ
for any k = 1, 2, . . .. By Theorem 5.2, we find a subsequence {kp}
∞
p=1 of {k}
∞
k=1 such that {Fmkp }
∞
k=1 and
{Fnkp}
∞
k=1 are uniformly convergent to f and g, respectively, on any closed operatorial n-ball of radius
r ∈ [0, 1). Using Theorem 5.1, we deduce that f, g are free holomorphic functions on [B(H)n]1 Now, the
inequality (5.8) and the noncommutative von Neumann inequality imply
‖Fnkp (r0S1, . . . , r0Sn)− Fmkp (r0S1, . . . , r0Sn)‖ ≥ δ > 0
for any k = 1, 2, . . .. Consequently, we have
(5.9) ‖f(r0S1, . . . , r0Sn)− g(r0S1, . . . , r0Sn)‖ ≥ δ > 0.
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On the other hand, since {Fm(γS1, . . . , γSn)}
∞
m=1 converges in norm as m→∞, we must have
f(γS1, . . . , γSn) = g(γS1, . . . , γSn).
Since 0 < γ < 1 and f, g are free holomorphic functions on [B(H)n]1, we deduce that f = g, which
contradicts inequality (5.9). The proof is complete. 
Let H be a Hilbert space and let C(B(H)n1 , B(H)) be the vector space of all continuous functions from
the open operatorial unit ball [B(H)n]1 to B(H). If f, g ∈ C(B(H)
n
1 , B(H)) and 0 < r < 1, we define
ρr(f, g) := sup
[X1,...,Xn]∈[B(H)n]
−
r
‖f(X1, . . . , Xn)− g(X1, . . . , Xn)‖.
Let 0 < rm < 1 be such that {rm}
∞
m=1 is an increasing sequence convergent to 1. For any f, g ∈
C(B(H)n1 , B(H)), we define
ρ(f, g) :=
∞∑
m=1
(
1
2
)m
ρrm(f, g)
1 + ρrm(f, g)
.
Based on standard arguments, one can prove that ρ is a metric on C(B(H)n1 , B(H)). Following the
corresponding result (see [11]) for the set of all continuous functions from a set G ⊂ C to a metric space
Ω, one can easily obtain the following operator version. We leave the proof to the reader.
Lemma 5.4. If ǫ > 0, then there exists δ > 0 and m ∈ N such that for any f, g ∈ C(B(H)n1 , B(H))
sup
[X1,...,Xn]∈[B(H)n]
−
rm
‖f(X1, . . . , Xn)− g(X1, . . . , Xn)‖ < δ =⇒ ρ(f, g) < ǫ.
Conversely, if δ > 0 and m ∈ N are fixed, then there is ǫ > 0 such that for any f, g ∈ C(B(H)n1 , B(H))
ρ(f, g) < ǫ =⇒ sup
[X1,...,Xn]∈[B(H)n]
−
rm
‖f(X1, . . . , Xn)− g(X1, . . . , Xn)‖ < δ.
An immediate consequence of Lemma 5.4 is the following: if {fm}
∞
k=1 and f are in C(B(H)
n
1 , B(H)),
then fk is convergent to f in the metric ρ if and only if fm → f uniformly on any closed ball [B(H)
n]−rm ,
m = 1, 2, . . .. This result is needed to prove the following.
Theorem 5.5. (C(B(H)n1 , B(H)), ρ) is a complete metric space.
Proof. Suppose that {fk}
∞
k=1 is a Cauchy sequence in (C(B(H)
n
1 , B(H)), ρ). Due to Lemma 5.4, the
sequence
{
fk|[B(H)n]−r
}∞
k=1
is Cauchy in C([B(H)n]−r , B(H)). Consequently, for any ǫ > 0, there exists
N ∈ N, such that
(5.10) sup
[X1,...,Xn]∈[B(H)n]
−
r
‖fm(X1, . . . , Xn)− fk(X1, . . . , Xn)‖ < ǫ for any k,m ≥ N.
In particular, {fk(X1, . . . , Xn)}
∞
k=1 is a Cauchy sequence in the operator norm of B(H). Therefore, there
is an operator f(X1, . . . , Xn) ∈ B(H) such that
(5.11) f(X1, . . . , Xn) = lim
k→∞
fk(X1, . . . , Xn)
in the operator norm. This gives rise to a function f : [B(H)n]1 → B(H). We need to show that
ρ(fk, f) → 0, as k → ∞, and that f is continuous. If [X1, . . . , Xn] ∈ [B(H)
n]−r , then, due to relations
(5.10) and (5.11), there exists m ≥ N such that
‖f(X1, . . . , Xn)− fm(X1, . . . , Xn)‖ < ǫ and ‖f(X1, . . . , Xn)− fk(X1, . . . , Xn)‖ < ǫ
for any k ≥ N . Since N does not depend on [X1, . . . , Xn] ∈ [B(H)
n]−r , we deduce that {fk}
∞
k=1 converges
to f uniformly on any closed ball [B(H)n]−r . Due to Lemma 5.4, this shows that ρ(fk, f)→ 0, as k →∞.
The continuity of f can be proved using standard arguments in the theory of metric spaces. We leave it
to the reader. 
Let H be an infinite dimensional Hilbert space and denote by Hol(B(H)n1 ) the algebra of free holo-
morphic functions on [B(H)n]1.
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Theorem 5.6. (Hol(B(H)n1 ), ρ) is a complete metric space and the Hausdorff derivations
∂
∂Zi
: (Hol(B(H)n1 ), ρ)→ (Hol(B(H)
n
1 ), ρ) , i = 1, . . . , n,
are continuous.
Proof. First, note that Theorem 1.3 implies that Hol(B(H)n1 ) ⊂ C(B(H)
n
1 , B(H). Due to Theorem 5.5, it
is enough to show that (Hol(B(H)n1 ), ρ) is closed in (C(B(H)
n
1 , B(H)), ρ). Let {fm}
∞
m=1 ⊂ Hol(B(H)
n
1 )
and f ∈ C(B(H)n1 , B(H) be such that ρ(fm, f)→ 0, as m→∞. Due to Lemma 5.4, fm → f uniformly
on any closed ball [B(H)n]−rm , m = 1, 2, . . .. Applying now Theorem 5.1, we deduce that f ∈ Hol(B(H)
n
1 )
and that
∂fm
∂Zi
→
∂f
∂Zi
uniformly on any closed ball [B(H)n]−rm and, therefore, in the metric ρ. This completes the proof of the
theorem. 
Now, Theorem 5.2 implies the following compactness criterion for subsets of Hol(B(H)n1 ).
Corollary 5.7. A subset F of (Hol(B(H)n1 ), ρ) is compact if and only if it is closed and locally bounded.
We return now to the setting of Section 4, where we showed that if f =
∑∞
k=0
∑
|α|=k aαZα is a free
holomorphic function on the open operatorial unit n-ball and [T1, . . . , Tn] ∈ B(H)
n is any n-tuple of
operators with r(T1, . . . , Tn) < 1, then we can define the bounded linear operator
f(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
aαTα,
where the series converges in norm. This provides a free analytic functional calculus, which now turns
out to be continuous and unique.
Theorem 5.8. If T := [T1, . . . , Tn] ∈ B(H)
n is any n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < 1 then the mapping ΦT : Hol(B(X )
n
1 )→ B(H) defined by
ΦT (f) := f(T1, . . . , Tn)
is a continuous unital algebra homomorphism. Moreover, the free analytic functional calculus is uniquely
determined by the mapping
Zi 7→ Ti, i = 1, . . . , n.
Proof. Due to Theorem 4.1 and Theorem 1.4, we deduce that ΦT is a well-defined unital algebra homo-
morphism. To prove the continuity of ΦT , let fm and f be in Hol(B(X )
n
1 ) such that fm → f in the
metric ρ of Hol(B(X )n1 ), as m→∞. Due to Lemma 5.4 and Corollary 3.4, this is equivalent to the fact
that, for each r ∈ [0, 1),
(5.12) fm(rS1, . . . , rSn)→ f(rS1, . . . , rSn), as m→∞,
where the convergence is in the operator norm of B(F 2(Hn)). We shall prove that
(5.13) ‖fm(T1, . . . , Tn)− f(T1, . . . , Tn)‖ → 0, as m→∞.
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Let f :=
∑∞
k=0
∑
|α|=k aαZα and fm :=
∑∞
k=0
∑
|α|=k a
(m)
α Zα. Due to Theorem 4.1, the series defining
fm(T1, . . . , Tn) and f(T1, . . . , Tn) are norm convergent. Notice that
‖fm(T1, . . . , Tn)− f(T1, . . . , Tn)‖ =
∥∥∥∥∥∥
∞∑
k=0
∑
|α|=k
(a(m)α − aα)Tα
∥∥∥∥∥∥
≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
(a(m)α − aα)Tα
∥∥∥∥∥∥
≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
∑
|α|=k
|am)α − aα|
2


1/2
.
If r(T1, . . . , Tn) < ρ < r < 1, then there exists k0 ∈ N such that∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
≤ ρk for any k ≥ k0.
According to Theorem 2.1, we have
∑
|α|=k
|am)α − aα|
2


1/2
≤
1
rk
‖fm(rS1, . . . , rSn)− f(rS1, . . . , rSn)‖.
Combining this with the above inequalities, we obtain
‖fm(T1, . . . , Tn)− f(T1, . . . , Tn)‖ ≤M(T, ρ, r)‖fm(rS1, . . . , rSn)− f(rS1, . . . , rSn)‖,
where
M(T, ρ, r) :=
k0∑
k=0
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α
∥∥∥∥∥∥
1/2
1
rk
+
∞∑
k=k0+1
(ρ
r
)k
.
Now, using relation (5.12), we deduce (5.13), which proves the continuity of ΦT .
To prove the uniqueness of the free analytic functional calculus, let Φ : Hol(B(X )n1 ) → B(H) be a
continuous unital algebra homomorphism such that Φ(Zi) = Ti, i = 1, . . . , n. Hence, we deduce that
(5.14) ΦT (p(Z1, . . . , Zn)) = Φ(p(Z1, . . . , Zn))
for any polynomial p(Z1, . . . , Zn) inHol(B(X )
n
1 ). Let f =
∑∞
k=0
∑
|α|=k aαZα be an element inHol(B(X )
n
1 )
and let pm :=
∑m
k=0
∑
|α|=k aαZα, m = 1, 2, . . .. Since
f(rS1, . . . , rSn) =
∞∑
k=0
∑
|α|=k
rkaαSα
and the series
∑∞
k=0 r
k
∥∥∥∑|α|=k aαSα∥∥∥ converges due to Theorem 1.5, we deduce that
pm(rS1, . . . , rSn)→ f(rS1, . . . , rSn)
in the operator norm, as m → ∞. Therefore, pm → f in the metric ρ of Hol(B(X )
n
1 ). Hence, using
(5.14) and the continuity of Φ and ΦT , we deduce that Φ = ΦT . This completes the proof. 
Using Theorem 3.1, Theorem 4.1, and the results from [30] concerning the F∞n functional calculus for
row contractions, one can make the following observation.
Remark 5.9. For strict row contractions, i.e. ‖[T1, . . . , Tn]‖ < 1, and F ∈ H
∞(B(X )n1 ), the free analytic
functional calculus F (T1, . . . , Tn) coincides with the F
∞
n -functional calculus for row contractions.
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Let {Fm}
∞
m=1 and F be in Hol(B(X )
n
1 ) and let {fm}
∞
m=1 and f be the corresponding representations
on C, respectively (see Corollary 1.7). Due to the noncommuting von Neumann inequality, we have
sup
|λ1|2+···+|λn|2≤r2
|fm(λ1, . . . , λn)− f(λ1, . . . , λn)| ≤ ‖Fm(rS1, . . . , rSn)− F (rS1, . . . , rSn)‖
for any r ∈ [0, 1). Hence, we deduce that if Fm → F in the metric ρ of Hol(B(X )
n
1 ), then fm → f
uniformly on compact subsets of Bn. Since there is a sequence of polynomials {pm}
∞
m=1 such that
pm → F in the metric ρ, one can use the continuity of Taylor’s functional calculus and the continuity of
the free analytic functional calculus as well as the fact that they coincide on polynomials, to deduce the
following result.
Remark 5.10. If f is the representation of a free holomorphic function F ∈ Hol(B(X )n1 ) on C and
[T1, . . . , Tn] ∈ B(H)
n is an n-tuple of commuting operators with Taylor spectrum σ(T1, . . . , Tn) ⊂ Bn,
then the free analytic calculus F (T1, . . . , Tn) coincides with Taylor’s functional calculus f(T1, . . . , Tn).
6. Free pluriharmonic functions and noncommutative Poisson transforms
Given an operator A ∈ B(F 2(Hn)), the noncommutative Poisson transform [34] generates a function
P [A] : [B(H)n]1 → B(H).
In this section, we provide classes of operators A ∈ B(F 2(Hn)) such that P [A] is a free holomorphic (resp.
pluriharmonic) function on [B(H)n]1. We characterize the free holomorphic functions u on [B(H)
n]1 such
that u = P [f ] for some boundary function f in the noncommutative analytic Toeplitz algebra F∞n , or
the noncommutative disc algebra An. We also obtain noncommutative multivariable versions of Herglotz
theorem and Dirichlet extension problem (see [11], [20]), for free pluriharmonic functions.
We define the operator KT (S1, . . . , Sn) ∈ B(F
2(Hn) ⊗ H) associated with a row contraction T :=
[T1, . . . , Tn] ∈ B(H)
n by setting
KT (S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
Sα ⊗∆TT
∗
α,
where ∆T := (IH−
∑n
i=1 TiT
∗
i )
1/2. Due to Theorem 1.1, when A(α) := ∆TT
∗
α and Xi := Si, i = 1, . . . , n,
the above series is convergent in the operator norm if
(6.1) lim sup
k→∞
∥∥∥∥∥∥
∑
|α|=k
TαT
∗
α −
∑
|α|=k+1
TαT
∗
α
∥∥∥∥∥∥
1/2k
< 1.
In particular, if ‖[T1, . . . , Tn]‖ < 1, then relation (6.1) holds and the operator KT (S1, . . . , Sn) is in
An⊗¯B(H). Notice also that
(S∗α ⊗ IH)KT (S1, . . . , Sn) = KT (S1, . . . , Sn)(IF 2(Hn) ⊗ T
∗
α), α ∈ F
+
n .
Introduced in [34], the noncommutative Poisson transform at T := [T1, . . . , Tn] is the map PT : B(F
2(Hn))→
B(H) defined by
〈PT (A)x, y〉 := 〈KT (S1, . . . , Sn)
∗(A⊗ IH)KT (S1, . . . , Sn)(1 ⊗ x), 1⊗ y〉
:= 〈K∗T (A⊗ IH)KTx, y〉
for any x, y ∈ B(H), where KT := KT (S1, . . . , Sn)|1⊗H : H → F
2(Hn) ⊗ H. We recall that the Poisson
kernel KT is an isometry if ‖T ‖ < 1, and
(6.2) p(T1, . . . , Tn) = K
∗
T (p(S1, . . . , Sn)⊗ IH)KT
for any polynomial p. We refer to [34], [35], [36], and [40] for more on noncommutative Poisson transforms
on C∗-algebras generated by isometries.
Given an operator A ∈ B(F 2(Hn)), the noncommutative Poisson transform generates a function
P [A] : [B(H)n]1 → B(H)
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by setting
P [A](X1, . . . , Xn) := PX(A) for X := [X1, . . . , Xn] ∈ [B(H)
n]1.
In what follows, we provide classes of operators A ∈ B(F 2(Hn)) such that the mapping P [A] is a free
holomorphic function on [B(H)n]1. In this case, the operator A can be seen as the boundary function of
the Poisson transform P [A].
As in the previous sections, we identify f ∈ F∞n with the multiplication operator Lf ∈ B(F
2(Hn)).
Theorem 6.1. Let H be a Hilbert space and u be a free holomorphic function on [B(H)n]1.
(i) There exists f ∈ F∞n with u = P [f ] if and only if sup
0≤r<1
‖u(rS1, . . . , rSn)‖ < ∞. In this case,
u(rS1, . . . , rSn)→ f , as r→ 1, in the w
∗-topology (or strong operator topology).
(ii) There exists f ∈ An with u = P [f ] if and only if {u(rS1, . . . , rSn)}0≤r<1 is convergent in norm
as, r → 1. In this case, u(rS1, . . . , rSn)→ f in the operator norm, as r→ 1.
Proof. To prove (i), assume that f ∈ F∞n and u = P [f ], where f is identified with the multiplication
operator Lf ∈ B(F
2(Hn). Then
u(X1, . . . , Xn) = K
∗
X(Lf ⊗ IH)KX , [X1, . . . , Xn] ∈ [B(H)
n]1
and ‖u(X1, . . . , Xn)‖ ≤ ‖Lf‖ = ‖f‖∞ for any [X1, . . . , Xn] ∈ [B(H)
n]1. In particular,
(6.3) sup
0≤r<1
‖u(rS1, . . . , rSn)‖ ≤ ‖f‖∞ <∞.
Conversely, assume that u(X1, . . . , Xn) :=
∑
k=0
∑
|α|=k aαXα is a free holomorphic function on [B(H)
n]1
such that (6.3) holds. By Theorem 3.1, f :=
∑
α∈F+n
aαeα is in F
∞
n . Due to Theorem 1.1, we have that
ur(X1, . . . , Xn) :=
∑∞
k=0
∑
|α|=k r
|α|aαXα is convergent in norm for any [X1, . . . , Xn] ∈ [B(H)
n]1 and
r ∈ [0, 1]. Similarly, we have that fr(S1, . . . , Sn) :=
∑∞
k=0
∑
|α|=k r
|α|aαSα is convergent in norm for any
r ∈ [0, 1). Using relation (6.2), we deduce that
m∑
k=0
∑
|α|=k
r|α|aαXα = K
∗
X

 m∑
k=0
∑
|α|=k
r|α|aαSα ⊗ IH

KX .
Taking m→∞ and using the above convergences, we get
(6.4) ur(X1, . . . , Xn) = K
∗
X(fr(S1, . . . , Sn)⊗ IH)KX , r ∈ [0, 1).
By Theorem 1.3, we have
lim
r→1
ur(X1, . . . , Xn) = u(X1, . . . , Xn)
in the operator norm. On the other hand, due to relation (3.2), we have
(6.5) SOT- lim
r→1
fr(S1, . . . , Sn) = Lf .
Since ‖fr(S1, . . . , Sn)‖ ≤ ‖f‖∞ and the map A 7→ A ⊗ IH is SOT-continuous on bounded subsets
of B(F 2(Hn)), we take r → 1 in relation (6.4) and deduce that u(X1, . . . , Xn) = PX(f) for any
[X1, . . . , Xn] ∈ [B(H)
n]1. Since ur(S1, . . . , Sn) = f(rS1, . . . , rSn) and the strong operator topology
coincides with the w∗-topology on F∞n (see [16]), one can use (6.5) to complete the proof of part (i).
To prove (ii), assume that f =
∑
α∈F+n
aαeα is in An and u = P [f ], i.e.,
u(X1, . . . , Xn) = K
∗
X(Lf ⊗ IH)KX
for any X = [X1, . . . , Xn] ∈ [B(H)
n]1. Due to Theorem 3.2, we have lim
r→1
fr(S1, . . . , Sn) = Lf in the
operator norm. Hence, using relation (6.2) and Theorem 1.3, we deduce that
K∗X(Lf ⊗ IH)KX = lim
r→1
KX(fr(S1, . . . , Sn)⊗ IH)KX
= lim
r→1
f(rX1, . . . , rXn) = f(X1, . . . , Xn).
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This proves that u(X1, . . . , Xn) = f(X1, . . . , Xn) for any [X1, . . . , Xn] ∈ [B(H)
n]1. In particular, we
deduce that
u(rS1, . . . , rSn) = fr(S1, . . . , Sn)→ Lf , as r → 1,
in the operator norm.
Conversely, assume that u :=
∑
k=0
∑
|α|=k aαZα is a free holomorphic function on the open oper-
atorial unit n-ball, such that {u(rS1, . . . , rSn)}0≤r<1 is convergent in norm, as r → 1. By Theorem
1.5, we have that u(rS1, . . . , rSn) ∈ An. Since An is a Banach algebra, there exists f ∈ An such that
u(rS1, . . . , rSn)→ f in norm, as r → 1. Due to Theorem 3.2, we must have f =
∑∞
k=0
∑
|α|=k aαeα. As
in the proof of part (i), we have
u(X1, . . . , Xn) = lim
r→1
fr(X1, . . . , Xn) = lim
r→1
K∗X(fr(S1, . . . , Sn)⊗ IH)KX
for any [X1, . . . , Xn] ∈ [B(H)
n]1. Now, since lim
r→1
fr(S1, . . . , Sn) = Lf in norm, we deduce that u = P [f ].
This completes the proof. 
We now turn our attention to a noncommutative generalization of the harmonic functions on the open
unit disc D. We say that G is a self-adjoint free pluriharmonic function on [B(H)n]1 if there exists a free
holomorphic function F on [B(H)n]1 such that
G(X1, . . . , Xn) = ReF (X1, . . . , Xn) :=
1
2
(F (X1, . . . , Xn) + F (X1, . . . , Xn)
∗)
We remark that if H be an infinite dimensional Hilbert space, then G determines F up to an imaginary
complex number. Indeed, if we assume that ReF = 0 and take the representation on the full Fock
space F 2(Hn), we obtain F (rS1, . . . , rSn) = −F (rS1, . . . , rSn)
∗, 0 < r < 1. If F (rS1, . . . , rSn) has the
representation
∑∞
k=0
∑
|α|=k r
|α|aαSα, aα ∈ C, the above relation implies
∞∑
k=0
∑
|α|=k
r|α|aαeα = F (rS1, . . . , rSn)1 = −F (rS1, . . . , rSn)
∗1 = −a0.
Hence, aα = 0 if |α| ≥ 1 and a0 + a0 = 0. Therefore, F = a0, where a0 is an imaginary complex number.
This proves our assertion. Due to Theorem 1.1,
G(X1, . . . , Xn) :=
∞∑
k=1
∑
|α|=k
aαX
∗
α + a0I +
∞∑
k=1
∑
|α|=k
aαXα
represents a self-adjoint free pluriharmonic function on [B(H)n]1 if and only if
lim sup
k→∞

∑
|α|=k
|aα|
2


1/2k
≤ 1.
If H1 and H2 are self-adjoint free pluriharmonic functions on [B(H)
n]1, we say that H := H1 + iH2 is
a free pluriharmonic function on [B(H)n]1. Notice that any free holomorphic function on [B(H)
n]1 is a
free pluriharmonic function. This is due to the fact that f = f+f
∗
2 + i
f−f∗
2i .
Proposition 6.2. Let g be a free pluriharmonic function on the open operatorial n-ball of radius 1 + ǫ,
ǫ > 0. Then
g(X1, . . . , Xn) = PX(g(S1, . . . , Sn)), X := [X1, . . . , Xn] ∈ [B(H)
n]1,
where PX is the noncommutative Poisson transform at X. Moreover, if H is an infinite dimensional
Hilbert space, then g(S1, . . . , Sn) ≥ 0 if and only if g(X1, . . . , Xn) ≥ 0 for any [X1, . . . , Xn] ∈ [B(H)
n]1.
Proof. Without loss of generality, we can assume that g is a self-adjoint free pluriharmonic function and
g(X1, . . . , Xn) = f(X1, . . . , Xn)+f(X1, . . . , Xn)
∗ for any [X1, . . . , Xn)] ∈ [B(H)
n]1+ǫ, where the function
f(X1, . . . , Xn) =
∑∞
k=0
∑
|α|=k aαXα is free holomorphic on [B(H)
n]1+ǫ. According to Theorem 1.5, the
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series
∑∞
k=0
∑
|α|=k r
|α|aαSα converges in the operator norm for any r ∈ [0, 1 + ǫ). Due to relation 6.2
and taking limits in the operator norm, we have
f(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
aαXα = PX [f(S1, . . . , Sn)] and
f(X1, . . . , Xn)
∗ =
∞∑
k=0
∑
|α|=k
aαX
∗
α = PX [f(S1, . . . , Sn)
∗].
Consequently,
g(X1, . . . , Xn) = PX [g(S1, . . . , Sn)], [X1, . . . , Xn] ∈ [B(H)
n]1.
We prove now the last part of the proposition. One implication is obvious due to the above relation.
Conversely, assume that g(X1, . . . , Xn) ≥ 0 for any [X1, . . . , Xn] ∈ [B(H)
n]1. Then, since H is infinite
dimensional, we deduce that g(rS1, . . . , rSn) ≥ 0 for any r ∈ [0, 1). On the other hand, due to Theorem
1.3, lim
r→1
g(rS1, . . . , rSn) = g(S1, . . . , Sn) in the operator norm. Hence, g(S1, . . . , Sn) ≥ 0, and the proof
is complete. 
Now, we obtain a noncommutative multivariable version of Herglotz theorem (see [20]).
Theorem 6.3. Let f ∈ (F∞n )
∗+F∞n and let u = P [f ] be its noncommutative Poisson transform. Then u
is a free pluriharmonic function on [B(H)n]1, where H is a Hilbert space. Moreover, u ≥ 0 on [B(H)
n]1,
where H is an infinite dimensional Hilbert space, if and only if f ≥ 0.
Proof. First, notice that, without loss of generality, we can assume that f = f∗. Then, one can prove that
f = g∗+g for some g ∈ F∞n . Indeed, if f = h
∗+g for some h, g ∈ F∞n , the we must have (g−h)
∗ = g−h.
Hence, (g−h)∗1 = (g−h)1 and one can easily deduce that g−h is a constant, which proves our assertion.
According to Theorem 6.1, P [g] is a free holomorphic function on the open operatorial unit n-ball. On
the other hand, due to [39], we have
SOT− lim
r→1
gr(S1, . . . , Sn)
∗ = L∗g.
Hence, using the properties of the Poisson tranform and Theorem 1.3, we deduce that
〈P [g∗]x, y〉 = lim
r→1
〈KX(gr(S1, . . . , Sn)
∗ ⊗ IH)KXx, y〉
= lim
r→1
〈gr(X1, . . . , Xn)
∗x, y〉
= 〈g(X1, . . . , Xn)
∗x, y〉
= 〈P [g]∗x, y〉 .
Hence, we have P [g]∗ = P [g∗]. Consequently,
u = P [f ] = P [g∗] + P [g] = P [g]∗ + P [g],
which proves that u is a self-adjoint free pluriharmonic function on [B(H)n]1.
Now, it is clear that if f ≥ 0 then u = P [f ] ≥ 0. Conversely, assume that u(X1, . . . , Xn) ≥ 0 for any
[X1, . . . , Xn] ∈ [B(H)
n]1. Since H is an infinite dimensional Hilbert space H, we deduce that
u(rS1, . . . , rSn) = g(rS1, . . . , rSn)
∗ + g(rS1, . . . , rSn) ≥ 0, r ∈ [0, 1).
Due to Theorem 6.1, we have
WOT− lim
r→1
[g(rS1, . . . , rSn)
∗ + g(rS1, . . . , rSn)] = L
∗
g + Lg ≥ 0.
Under the identification of g with Lg, we deduce f = g
∗ + g ≥ 0, and complete the proof. 
Here again, we remark that f plays the role of the boundary function from the classical complex
analysis.
Our version of the classical Dirichlet extension problem for the unit disc (see [11], [20]) is the following
extension of Theorem 3.2.
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Theorem 6.4. If f ∈ A∗n +An, then u := P [f ] is a free pluriharmonic function on the open operatorial
unit n-ball such that
(i) u has a continuous extension u˜ to [B(H)n]−1 for any Hilbert space H, in the operator norm;
(ii) u˜(S1, . . . , Sn) = f .
Proof. Without loss of generality, we can assume that f is self-adjoint. As in the proof of Theorem 6.3,
one can prove that f = g∗+g for some g ∈ An and u := P [f ] = P [g]
∗+P [g] is a self-adjoint pluriharmonic
function on the open operatorial unit n-ball. Since g ∈ An, we know that gr(S1, . . . , Sn)→ Lg in norm,
as r → 1. Consequently,
fr(S1, . . . , Sn) := gr(S1, . . . , Sn)
∗ + gr(S1, . . . , Sn)→ L
∗
f + Lf , as r → 1,
in norm. As in the proof of Theorem 6.3, we have
u(X1, . . . , Xn) = f(X1, . . . , Xn), for [X1, . . . , Xn] ∈ [B(H)
n]1.
Moreover, v := P [g] is a free holomorphic function such that v(X1, . . . , Xn) = g(X1, . . . , Xn), for any
[X1, . . . , Xn] ∈ [B(H)
n]1.
For each n-tuple [Y1, . . . , Yn] ∈ [B(H)
n]−1 , we define
v˜(Y1, . . . , Yn) := lim
r→1
PrY [g],
where rY := [rY1, . . . , rYn]. Hence, we have v˜(Y1, . . . , Yn) = limr→1 g(rY1, . . . , rYn). Now, as in the proof
of Theorem 3.2, we deduce that the map v˜ : [B(H)n]−1 → B(H) is a continuous extension of v. Therefore,
the map u˜ := v˜∗ + v˜ is a continuous extension of u to [B(H)n]−1 . To prove (ii), apply part (i) when
H = F 2(Hn) and take into account Theorem 3.2. We obtain
v˜(S1, . . . , Sn) = lim
r→1
g(rS1, . . . , rSn) = g,
where we used the identification of g with Lg, and the limit is in the operator norm. Therefore,
u˜(S1, . . . , Sn) = v˜(S1, . . . , Sn)
∗ + v˜(S1, . . . , Sn) = g
∗ + g = f.
This completes the proof. 
Let u and v be two self-adjoint free pluriharmonic functions on [B(H)n]1. We say that v is the
pluriharmonic conjugate of u if u+ iv is a free holomorphic function on [B(H)n]1.
Remark 6.5. The pluriharmonic conjugate of a self-adjoint free pluriharmonic function on [B(H)n]1 is
unique up to an additive real constant.
Proof. Let f be a free holomorphic function on [B(H)n]1 and u = Re f . Assume that v is a selfadjoint
free pluriharmonic function such that u + iv = g is a free holomorphic function on [B(H)n]1. Hence, we
have
(6.6) v =
2g − f − f∗
2i
.
Since v = v∗, we must have (g − f = (g − f)∗, i.e., Re (g − f) = 0. Based on the remarks following
Theorem 6.1, we have g−f = w, where w is an imaginary complex number. Consequently, relation (6.6),
implies v = f−f
∗
2i − iw. This proves the assertion. 
We remark that if u = Re f and f(0) is real then v = f−f
∗
2i is the unique pluriharmonic conjugate of
u such that v(0) = 0.
Theorem 6.6. Let T := [T1, . . . , Tn] ∈ B(H)
n be an n-tuple of operators with joint spectral radius
r(T1, . . . , Tn) < 1. If f ∈ H
∞(B(X )n1 ), u = Re f , and f(0) is real, then
〈f(T1, . . . , Tn)x, y〉 = 〈(u(S1, . . . , Sn)⊗ IH)(1⊗ x), [2CT (R1, . . . , Rn)− I](1⊗ y)〉
for any x, y ∈ H, where u(S1, . . . , Sn) is the boundary function of u.
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Proof. Due to Theorem 4.3, we have
〈(f(S1, . . . , Sn)⊗ IH)(1 ⊗ x) , [2CT (R1, . . . , Rn)− I](1 ⊗ y)〉
= 2 〈(f(S1, . . . , Sn)⊗ IH)(1⊗ x), [CT (R1, . . . , Rn)](1 ⊗ y)〉
− 〈(f(S1, . . . , Sn)⊗ IH)(1 ⊗ x), 1⊗ y〉
= 2 〈f(T1, . . . , Tn)x, y〉 − f(0) 〈x, y〉 .
On the other hand, it is easy to see that
〈(f(S1, . . . , Sn)
∗ ⊗ IH)(1⊗ x) , [2CT (R1, . . . , Rn)− I](1 ⊗ y)〉
=
〈
((f(0)⊗ IH)(1⊗ x), [2CT (R1, . . . , Rn)− I](1 ⊗ y)
〉
= (f(0) 〈x, y〉 .
If f(0) ∈ R, then adding up the above relations, we complete the proof. 
We remark that under the conditions of Theorem 6.6 and using the noncommutative Cauchy transform,
one can express the pluriharmonic conjugate of u in terms of u.
In a forthcoming paper [38], we will consider operator-valued Bohr type inequalities for classes of free
pluriharmonic functions on the open operatorial unit n-ball with operator-valued coefficients.
7. Hardy spaces of free holomorphic functions
In this section, we define the radial maximal Hardy space Hp(B(X )n1 ), p ≥ 1, and the symmetrized
Hardy space H∞sym(Bn), and prove that they are Banach spaces with respect to some appropriate norms.
In this setting, we obtain von Neumann type inequalities for n-tuples of operators.
Let F be a free holomorphic function on the open operatorial unit n-ball. The map ϕ : [0, 1) →
B(F 2(Hn)) defined by ϕ(r) := F (rS1, . . . , rSn) is called the radial boundary function associated with F .
Due to Theorem 1.3, ϕ is continuous with respect to the operator norm topology of B(F 2(Hn)). When
lim
r→1
ϕ(r) exists, in one of the classical topologies of B(F 2(Hn)), we call it the boundary function of F .
Due to the maximum principle for free holomorphic functions (see Theorem 3.3), we have
‖ϕ(r)‖ = sup ‖F (X1, . . . , Xn)‖, 0 ≤ r < 1,
where the supremum is taken over all n tuples of operators [X1, . . . , Xn] in either one of the following
sets [B(H)n]r, [B(H)
n]−r , or
{[X1, . . . , Xn] ∈ B(H)
n : ‖[X1, . . . , Xn]‖ = r},
where H is an arbitrary infinite dimensional Hilbert space. The radial maximal function MF : [0, 1) →
[0,∞) associated with a free holomorphic function F ∈ Hol(B(X )n1 ) is defined by
MF (r) := ‖ϕ(r)‖ = ‖F (rS1, . . . , rSn)‖.
MF is an increasing continuous function (see the proof of Theorem 3.1). We define the radial maximal
Hardy space Hp(B(X )n1 ), p ≥ 1, as the set of all free holomorphic functions F ∈ Hol(B(X )
n
1 ) such that
MF is in the Lebesque space L
p[0, 1]. Setting
‖F‖p := ‖MF ‖p :=
(∫ 1
0
‖F (rS1, . . . , rSn)‖
pdr
)1/p
,
it is easy to see that ‖ · ‖p is a norm on the linear space H
p(B(X )n1 ).
Theorem 7.1. If p ≥ 1, then the radial maximal Hardy space Hp(B(X )n1 ) is a Banach space.
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Proof. First we prove the result for p = 1. Let {Fk}
∞
k=1 ⊂ H
1(B(X )n1 ) be a sequence such that
(7.1)
∞∑
k=1
‖Fk‖1 ≤M <∞.
We need to prove that
∑∞
k=1 Fk converges in ‖ · ‖1. By (7.1), we have
m∑
k=1
∫ 1
0
‖Fk(rS1, . . . , rSn)‖dr ≤M, for any m ∈ N.
Using Fatou’s lemma, we deduce that the function ψ(r) :=
∑∞
k=1 ‖Fk(rS1, . . . , rSn)‖ is integrable on
[0, 1]. Notice that the series
∑∞
k=1 ‖Fk(rS1, . . . , rSn)‖ < ∞ for any r ∈ [0, 1). Indeed, assume that
there exists r0 ∈ [0, 1) such that
∑∞
k=1 ‖Fk(r0S1, . . . , r0Sn)‖ = ∞. Since the radial maximal function is
increasing, we have
∞∑
k=1
‖Fk(rS1, . . . , rSn)‖ ≥
∞∑
k=1
‖Fk(r0S1, . . . , r0Sn)‖ =∞
for any r ∈ [r0, 1). Hence, we deduce that∫ 1
0
∞∑
k=1
‖Fk(rS1, . . . , rSn)‖dr ≥ (1− r0)
∞∑
k=1
‖Fk(r0S1, . . . , r0Sn)‖ =∞,
which contradicts the fact that ψ is integrable on [0, 1]. Therefore, we deduce that
∞∑
k=1
‖Fk(rS1, . . . , rSn)‖
is convergent for any r ∈ [0, 1). Hence, the series
∞∑
k=1
Fk(rS1, . . . , rSn) is convergent in the operator norm
of B(F 2(Hn)) for each r ∈ [0, 1). For each m ≥ 1, define gm :=
∑m
k=1 Fk. Since {gm}
∞
m=1 is a sequence
of free holomorphic functions such that {gm(rS1, . . . , rSn)}
∞
m=1 is convergent in norm for each r ∈ [0, 1),
we deduce that {gm}
∞
m=1 is uniformly convergent on any closed operatorial ball [B(X )
n]−r , r ∈ [0, 1).
According to our noncommutative Weierstrass type result, Theorem 5.1, there is a free holomorphic
function g on the open operatorial unit n-ball such that ‖gm(rS1, . . . , rSn) − g(rS1, . . . , rSn)‖ → 0, as
m→∞, and therefore
g(rS1, . . . , rSn) =
∞∑
k=1
Fk(rS1, . . . , rSn) for any r ∈ [0, 1).
Moreover, due to the fact that ψ is integrable, we have∫ 1
0
‖g(rS1, . . . , rSn)‖dr ≤
∫ 1
0
∞∑
k=1
‖Fk(rS1, . . . , rSn)‖dr <∞,
which shows that g ∈ H1(B(X )n1 ). Now, notice that
‖g − gm‖1 =
∫ 1
0
‖g(rS1, . . . , rSn)− gm(rS1, . . . , rSn)‖dr
=
∫ 1
0
∥∥∥∥∥
∞∑
k=m+1
Fk(rS1, . . . , rSn)
∥∥∥∥∥ dr
≤
∫ 1
0
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖dr
Since
∑∞
k=1 ‖Fk(rS1, . . . , rSn)‖ <∞, we have
lim
m→∞
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖ = 0 for any r ∈ [0, 1).
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On the other hand,
∑∞
k=m+1 ‖Fk(rS1, . . . , rSn)‖ ≤ ψ(r) for any m ∈ N. Since ψ is integrable on [0, 1],
we can apply Lebesgue’s dominated convergence theorem and deduce that
lim
m→∞
∫ 1
0
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖dr = 0.
Now, we deduce that ‖g − gm‖1 → 0, as m → ∞, which shows that the series
∑∞
k=1 Fk is convergent in
‖ · ‖1. This completes the proof when p = 1.
Assume now that p > 1 and let {Fk}
∞
k=1 ⊂ H
p((B(X )n1 ) be a sequence such that
∑∞
k=1 ‖F‖p ≤ M <
∞. Since ‖Fk‖1 ≤ ‖Fk‖p, we have
∑∞
k=1 ‖F‖1 ≤ M . Applying the first part of the proof, we find
g ∈ H1(B(X )n1 ) such that, for each r ∈ [0, 1),
g(rS1, . . . , rSn) =
∞∑
k=1
Fk(rS1, . . . , rSn),
where the convergence is in the operator norm of B(F 2(Hn)). Moreover, we have∫ 1
0
∥∥∥∥∥
m∑
k=1
Fk(rS1, . . . , rSn)
∥∥∥∥∥
p
dr ≤
∫ 1
0
(
m∑
k=1
‖Fk(rS1, . . . , rSn)‖
)p
dr
≤
[
m∑
k=1
(∫ 1
0
‖Fk(rS1, . . . , rSn)‖
p
)1/p]p
=
(
m∑
k=1
‖Fk‖p
)p
≤Mp.
Using Fatou’s lemma, we deduce that the function r 7→
∥∥∥∥ ∞∑
k=1
Fk(rS1, . . . , rSn)
∥∥∥∥
p
is integrable on [0, 1]
and therefore g ∈ Hp((B(X )n1 ). Notice also that
(7.2) ‖g − gm‖p ≤
[∫ 1
0
(
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖
)p]1/p
.
Since
∑∞
k=m+1 ‖Fk(rS1, . . . , rSn)‖ ≤ ψ for any m ∈ N, and
lim
m→∞
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖ = 0 for any r ∈ [0, 1),
we can apply again Lebesgue’s dominated convergence theorem and deduce that
lim
m→∞
[∫ 1
0
(
∞∑
k=m+1
‖Fk(rS1, . . . , rSn)‖
)p]1/p
= 0.
Hence and using inequality (7.2), we deduce that ‖g − gm‖p → 0 as m → ∞. Consequently, the series∑∞
k=1 Fk converges in the norm ‖ · ‖p. This completes the proof. 
Proposition 7.2. Let p ≥ 1.
(i) If f ∈ H∞(B(X )n1 ), then ‖f‖1 ≤ ‖f‖p ≤ ‖f‖∞. Moreover,
H∞(B(X )n1 ) ⊂ H
p(B(X )n1 ) ⊂ H
1(B(X )n1 ) ⊂ Hol(B(X )
n
1 ).
(ii) If f ∈ H∞(B(X )n1 ), then
‖f‖∞ = lim
p→∞
(∫ 1
0
‖f(rS1, . . . , rSn)‖
pdr
)1/p
.
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(iii) If f =
∞∑
k=0
∑
|α|=k
aαZα is in H
p(B(X )n1 ), then

∑
|α|=k
|aα|
2


1/2
≤ (pk + 1)1/p‖f‖p.
Proof. Part (i) follows as in the classical theory of Lp spaces. To prove (ii), define the function G :
[0, 1]→ [0,∞) by setting G(r) := ‖f(rS1, . . . , rSn)‖ if r ∈ [0, 1) and G(1) := lim
r→1
‖f(rS1, . . . , rSn)‖. Due
to Theorem 3.1, G is an increasing continuous function and G(1) = ‖f‖∞. Therefore,
lim
p→∞
(∫ 1
0
‖f(rS1, . . . , rSn)‖
pdr
)1/p
= lim
p→∞
(∫ 1
0
G(r)p
)1/p
= max
r∈[0,1]
G(r) = G(1) = ‖f‖∞.
To prove (iii), notice that Theorem 2.1 implies
rk

∑
|α|=k
|aα|
2


1/2
≤ ‖f(rS1, . . . , rSn)‖, r ∈ [0, 1).
Integrating over [0, 1], we complete the proof of (iii). 
The next result extends the noncommutative von Neumann inequality from H∞(B(X )n1 ) to the radial
maximal Hardy space Hp(B(X )n1 ), p ≥ 1.
Theorem 7.3. If T := [T1, . . . , Tn] ∈ [B(H)
n]1 and p ≥ 1, then the mapping
ΨT : H
p(B(X )n1 )→ B(H) defined by ΨT (f) := f(T1, . . . , Tn)
is continuous, where f(T1, . . . , Tn) is defined by the free analytic functional calculus and B(H) is consid-
ered with the operator norm topology. Moreover,
‖f(T1, . . . , Tn)‖ ≤
1
(1− ‖[T1, . . . , Tn]‖)1/p
‖f‖p
for any f ∈ Hp(B(X )n1 ).
Proof. Assume that ‖[T1, . . . , Tn]‖ = r0 < 1 and let f ∈ H
p(B(X )n1 ). Since the radial maximal function
is increasing and and due to Corollary 3.4, we have
‖f‖p ≥
(∫ 1
r0
‖f(rS1, . . . , rSn)‖
pdr
)1/p
≥ (1− r0)
1/p‖f(r0S1, . . . , r0Sn)‖
≥ (1− r0)
1/p‖f(T1, . . . , Tn)‖.
Hence, we deduce the above von Neumann type inequality, which can be used to prove the continuity of
ΨT . 
We remark that if f ∈ H∞(B(X )n1 ), then one can recover the noncommutative von Neumann inequality
[29] for strict row contractions, i.e., ‖f(T1, . . . , Tn)‖ ≤ ‖f‖∞. Indeed, take p→∞ in the above inequality
and use part (ii) of Proposition 7.2.
In the last part of this paper, we introduce a Banach space of analytic functions on the open unit ball of
Cn and obtain a von Neumann type inequality in this setting. We use the standard multi-index notation.
Let p := (p1, . . . , pn) be a multi-index in Z
n
+. We denote |p| := p1 + · · · + pn and p! := p1! · · · pn!. If
λ := (λ1, . . . , λn), then we set λ
p := λp11 · · ·λ
pn
n and define the symmetrized functional calculus
(λp)sym(S1, . . . , Sn) :=
p!
|p|!
∑
α∈Λp
Sα,
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where
Λp := {α ∈ F
+
n : λα = λ
p for any λ ∈ Bn}
and S1, . . . , Sn are the left creation operators on the Fock space F
2(Hn). Notice that cardΛp =
|p|!
p! .
Denote by Hsym(Bn) the set of all analytic functions on Bn with scalar coefficients
f(λ1, . . . , λn) :=
∑
p∈Zn+
λpap, ap ∈ C,
such that
(7.3) lim sup
k→∞

 ∑
p∈Zn+,|p|=k
|p|!
p!
|ap|
2


1/2k
≤ 1.
Then
fsym(rS1, . . . , rSn) :=
∞∑
k=0
∑
p∈Zn+,|p|=k
rkap[(λ
p)sym(S1, . . . , Sn)]
=
∞∑
k=0
∑
|α|=k
r|α|cαSα,
where c0 := a0 and cα :=
p!
|p|!ap for p ∈ Z
n
+, p 6= (0, . . . , 0), and α ∈ Λp. It is clear that, for each
k = 1, 2, . . . , we have
∑
|α|=k
|cα|
2 =
∑
p∈Zn+,|p|=k

∑
α∈Λp
|cα|
2


=
∑
p∈Zn+,|p|=k
p!
|p|!
|aα|
2.
Due to Theorem 1.1, condition (7.3) implies that fsym(rS1, . . . , rSn) is norm convergent for each r ∈ [0, 1),
and fsym(Z1, . . . , Zn) is a free holomorphic function on the open operatorial unit n-ball.
We define H∞sym(Bn) as the set of all functions f ∈ Hsym(Bn) such that
‖f‖sym := sup
0≤r<1
‖fsym(rS1, . . . , rSn)‖ <∞.
Theorem 7.4.
(
H∞sym(Bn), ‖ · ‖sym
)
is a Banach space.
Proof. First notice that if f ∈ H∞sym(Bn) then fsym(rS1, . . . , rSn) is norm convergent and fsym(Z1, . . . , Zn)
is a free holomorphic function on the open operatorial unit n-ball. Using Theorem 1.4, it is easy to see
that H∞sym(Bn) is a vector space and ‖·‖sym is a norm. Let {fm}
∞
m=1 be a Cauchy sequence of functions in
H∞sym(Bn). According to Theorem 3.1, (fm)sym ∈ F
∞
n and {(fm)sym}
∞
m=1 is a Cauchy sequence in ‖ · ‖∞,
the norm of the Banach algebra F∞n . Therefore, there exists g ∈ F
∞
n such that ‖(fm)sym − Lg‖∞ → 0,
as m→∞. If f(λ1, . . . , λn) =
∑
p∈Zn+
a
(m)
p λp, ap ∈ C, then (fm)sym(S1, . . . , Sn) =
∑∞
k=0
∑
|α|=k c
(m)
α Sα,
where c
(m)
α :=
|p|!
p! a
(m)
p for p ∈ Zn+, p 6= (0, . . . , 0) and α ∈ Λp. If g =
∑
α∈F+n
bαeα is the Fourier
representation of g as an element of F 2(Hn), then we have
|c(m)α − bα| = |〈[(fm)sym(S1, . . . , Sn)− Lg]1, 1〉|
≤ ‖(fm)sym − Lg‖∞.
Taking m → ∞, we deduce that c
(m)
α → bα for each α ∈ F
+
n . Since c
(m)
α = c
(m)
β for any α, β ∈ Λp, we
get bα = bβ. Setting h(λ1, . . . , λn) :=
∑∞
k=0
∑
|α|=k bαλα, one can see that h is holomorphic in Bn and
hsym = Lg. Moreover, ‖h‖sym = ‖g‖∞ <∞. This shows that H
∞
sym(Bn) is a Banach space. 
Now, using Theorem 4.1 in the scalar case, we can deduce the following.
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Proposition 7.5. If T := [T1, . . . , Tn] ∈ B(H)
n is a commuting n-tuple of operators with the joint
spectral radius r(T1, . . . , Tn) < 1 and f(λ1, . . . , λn) :=
∑
p∈Zn+
apλ
p is in Hsym(Bn), then
f(T1, . . . , Tn) :=
∞∑
k=0
∑
p∈Zn+,|p|=k
apT
p
is a well-defined operator in B(H), where the series is convergent in the operator norm topology. Moreover,
the map
ΨT : Hsym(Bn)→ B(H) ΨT (f) = f(T1, . . . , Tn)
is continuous and
‖f(T1, . . . , Tn)‖ ≤M‖f‖sym,
where M =
∑∞
k=0
∥∥∥∑|α|=k TαT ∗α∥∥∥1/2.
In a forthcoming paper [38], we obtain operator-valued Bohr type inequalities for the Banach space
H∞sym(Bn).
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