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Un viejo refrán castellano afirma que «65 de bien nacido ser
agradecido». Por ello, como no podía ser menos, mis primeras
palabras han de ser de profunda gratitud hacia esta Real Aca-
demia, que me hace el inmenso honor de acogerme entre sus
miembros.
Mi relación con esta Corporación se remonta a los años de
mis estudios de Licenciatura en la Facultad de Ciencias de la
Universidad Complutense, al contarse entre mis profesores
distinguidos Académicos, como D. Germán Ancoechea, D. Al-
berto Dou, D. J. Javier Etayo, D. Sixto Ríos y D. Ricardo San
Juan. Después, durante los primeros pasos de mi actividad
profesional, tuve la fortuna de conocer y tratar en profundi-
dad a D. Enrique Lines, cuya plaza ocupé tras su traslado a
la U.N.E.D., y a mi maestro en las lides de la investigación,
D. Baltasar Rodríguez-Salinas quien, desde aquella lejana tar-
de de 1970 en que le conocí en su despacho de la Facultad de
Ciencias de Zaragoza, ha sido una presencia constante y gene-
rosa en mi vida científica. A lo largo del tiempo, al respeto y
la admiración se han unido el cariño y la amistad.
La Academia ha sido siempre un punto de referencia para
mí. Sus conferencias y cursos sirvieron para ampliar mi hori-
zonte académico y, sobre todo, me dieron la oportunidad de
conocer a una serie de excelentes profesionales, muchos de los
cuales están sentados hoy aquí, que me ayudaron a crecer
científicamente. De entre ellos, quisiera mencionar expresa-
mente a los proponentes de mi candidatura, D. Darío Mara-
vall, D. Baltasar Rodríguez-Salinas y D. Manuel Valdivia, a los
que estoy por ello profundamente agradecido.
A partir de 1988, esta Corporación me hizo el honor de
incluirme entre sus Académicos Correspondientes, y desde
entonces mi relación con ella ha sido aún más estrecha.
Es pues grande mi deuda de gratitud con esta Academia,
acrecentada ahora con la designación como miembro de nú-
mero de la misma. Con su ayuda, señores Académicos, confío
poder enjugar en parte esta deuda con mi entusiasmo, trabajo
y dedicación.
Voy a ostentar la medalla número 44. Al ser de nueva crea-
ción, la alegría por su disfrute no queda ensombrecida por la
tristeza de la pérdida de su anterior poseedor. No obstante,
quisiera aprovechar este momento para dedicar un emociona-
do recuerdo a los dos últimos compañeros fallecidos en la
Sección de Exactas de esta Academia: D. Miguel de Guzmán
y D. Gregorio Millán. A este último le conocí poco, pero lo
suficiente para darme cuenta de su vitalidad y don de gentes.
Donde él estaba siempre había alrededor un grupo encantado
de escuchar sus historias y anécdotas. Y qué voy a decir de mi
compañero y amigo Miguel de Guzmán. Temamos despachos
contiguos en la Facultad y compartíamos el teléfono. Pero
desde los lejanos días de diciembre de 1969 en los que parti-
cipamos ambos en una Reunión Hispano-Lusa de Matemáti-
cas en Santa Cruz de Tenerife, hemos compartido muchas
otras cosas. Y sobre todo, me siento orgulloso de haber com-
partido su amistad.
En este momento de hacer balance, no quiero olvidarme de
todos los que han contribuido de una u otra forma a que
llegara esta ocasión: Mis profesores, mis compañeros, mis
colaboradores y mis alumnos; de todos aprendí algo.
Mis amigos de toda una vida, con los que he compartido
tantas ilusiones y algún desengaño.
Y, por supuesto, mi familia, tantas veces soporte y ayuda.
Y, sobre todo, mi esposa Ana y mis hijas Ana e Isabel. Ellas
son realmente lo más importante de mi vida, las que le han
dado sentido y contenido. Su constante presencia a mi lado ha
sido un premio y un estímulo para hacer más y mejores cosas.
Muchas gracias a todos.
Y ahora, sin más dilación, pasaré al tema que he elegido
para mi discurso, que no es otro que las paradojas y su in-
fluencia en el desarrollo de la Matemática.
INTRODUCCIÓN
«Paradoxes are compact energy sources, talismans»
(The infinity and the mind, R. Rucker)
«Sufficient unto the day is the rigor thereof»
(E. H. Moore)
La palabra paradoja procede del griego (para y doxos) y
significa etimológicamente «más allá de lo creíble». Y ésta es
probablemente su mejor definición. En general, una paradoja
es una afirmación o razonamiento que nos lleva a una contra-
dicción (real o aparente).
Las paradojas, en un sentido muy amplio, aparecen cons-
tantemente en nuestra vida cotidiana, bien porque las descu-
brimos nosotros mismos en nuestro quehacer diario, o bien
porque nos las hacen ver (a veces por razones interesadas) en
la forma «resulta paradójico que en nombre de [ponga aquí el
lector la virtud que desee] se puedan justificar tales actos» o «es
sorprendente (¿paradójico?) que a pesar de tener la renta per
capita más elevada de la región, el 80% de la población viva
por debajo de los umbrales de la pobreza». Otro argumento
habitual toma la forma «resulta llamativo (es decir, paradóji-
co) la contradicción entre lo que dice tal [individuo, grupo,
fabricante, etc.] y lo que hace», etc.
Por otro lado, estamos acostumbrados a descubrir resulta-
dos sorprendentes y muchas veces paradójicos en las ciencias
experimentales. Las dos grandes teorías físicas del siglo XX, la
Teoría de la Relatividad y la Mecánica Cuántica (que propor-
cionan una explicación de la realidad y un nivel predictive
más exacto que cualquier otra teoría anterior), están plagadas
de resultados paradójicos e incluso mutuamente incompati-
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bles. El postulado de la constancia de la velocidad de la luz en
el vacío para cualquier sistema inercial de referencia conduce
a una serie de resultados paradójicos: la desaparición de las
nociones de espacio y tiempo absolutos, la contracción del
tiempo y de las longitudes en la dirección del movimiento, el
aumento de masa a velocidades relativistas; en fin, la concep-
ción de la realidad física como un continuo espacio temporal
con estructura de variedad riemaniana, no necesariamente
euclidea (cfr. la deliciosa obrita de divulgación [Ei]). La Me-
cánica Cuántica, por su parte, niega de entrada el principio de
causalidad (entendido como la posibilidad de predecir el esta-
do futuro de un sistema físico con una probabilidad tan cer-
cana a 1 como se quiera, mediante un análisis suficientemente
elaborado del fenómeno observado). La inevitable interacción
del observador con el hecho observado lleva al Principio de
Complementariedad de N. Bohr, que establece la imposibilidad
de realizar una descripción causal (en términos de transferen-
cia de energía o momento) de los fenómenos atómicos que sea
a la vez una descripción espacio temporal (en términos de
posición), ya que ambas requieren disposiciones experimenta-
les mutuamente excluyentes. Sin embargo, ambas descripcio-
nes, son necesarias para la comprensión del fenómeno. La
cuantificación de este principio conduce al principio de incer-
tidumbre, formulado por primera vez por W. Heisenberg en
1926, una de cuyas consecuencias es la dualidad onda-partícu-
la tan típica del mundo microfisico: las partículas subatómicas
se nos aparecen a veces como diminutas balas tremendamente
veloces, y otras veces presentan fenómenos de difracción e
interferencia propios de las ondas, dependiendo de la disposi-
ción experimental que empleemos. El comportamiento de las
cosas a escala microcósmica es, simplemente, distinto al que
estamos habituado. Sin embargo, al menos podemos decir ,
con el premio Nobel R. P. Feynman, que «todas [las partícu-
las] están chifladas, pero exactamente de la misma manera»
([Fe: Cap. 6]).
Algunas interpretaciones son aún más extremas. Así, P.
Jordán sostenía que las observaciones no sólo alteran lo que
se mide, sino que lo originan: por ejemplo, al medir la posición
de un electrón, éste es «forzado a asumir una posición definida;
previamente no estaba en general allí o aquí... Si mediante otro
experimento se mide la velocidad del electrón, se le obliga a
decidirse por un valor exacto. En tal decisión, la tomada ante-
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nórmente acerca de la posición es completamente eliminada».
De modo que «nosotros mismos producimos los resultados de
las mediciones» ([Jo]).
Así pues, la Física Moderna parece haberse instalado con-
fortablemente en el convencionalismo: las teorías proporcio-
nan descripciones y predicciones cada vez más exactas de los
hechos observados, sin pretender encontrar una explicación
última de la realidad. A este respecto es quizá paradigmática
la reflexión que hace R. Feynman a cuenta de la discusión del
conocido experimento para detectar o bien la energía o bien la
posición de los electrones que pasan a través de una pantalla
con dos agujeros. Como es bien sabido, en el primer caso los
electrones se comportan como ondas, y en el segundo caso
como partículas. Dice Feynman:
La cuestión es saber cómo funciona realmente. ¿Qué
mecanismo es el causante de todo esto? Nadie sabe de
ningún mecanismo. Nadie puede dar una explicación del
fenómeno más profunda que la que yo he dado; o sea, una
mera descripción... La formulación matemática puede ha-
cerse más precisa... Pero el misterio profundo es el que
acabo de describir y, en la actualidad, nadie puede ir más
al fondo [Fe: Cap. 6].
En el mismo sentido se pronuncia S. Hawking, quien, con
ocasión del 25 aniversario de los Premios Príncipe de Asturias,
declaraba recientemente:
Una teoría es tan sólo un modelo matemático para
describir las observaciones, y no tiene derecho a identificar-
se con la realidad, sea lo que sea lo que esto signifique.
Podría ser que dos modelos muy diferentes lograran descri-
bir las mismas observaciones: ambas teorías serían igual-
mente válidas, y no se podría decir que una de ellas fuera
más real que la otra [El País, 13-4-2005, pág. 38].
Pero, ¿qué tienen que ver el misterio y las paradojas con el
reino del rigor y exactitud que se supone son las Matemáticas?
El capítulo titulado ((Paradoja perdida y paradoja recupera-
da» del clásico [KN] comienza así:
«Quizá la mayor de todas las paradojas es que haya
paradojas en la matemática. No nos sorprende descubrir
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inconsistencias en las ciencias experimentales... Verdadera-
mente, el testamento de la ciencia está situado en un fluir
tan continuo que la herejía de ayer es el evangelio de hoy
y el fundamentalismo de mañana... Sin embargo, como la
matemática se construye sobre lo viejo, pero no lo descarta,
como sus teoremas se deducen de postulados con los mé-
todos de la lógica, no sospechamos, a pesar de haber sufri-
do cambios revolucionarios, que sea una disciplina capaz
de engendrar paradojas».
Como veremos en las páginas siguientes, lo cierto es que
las paradojas han aparecido con profusión en las Matemáti-
cas, y han jugado un papel decisivo en su desarrollo. Los in-
tentos de resolver o evitar una determinada paradoja han su-
puesto, cuanto menos, una mayor comprensión del problema
estudiado. La confrontación entre el resultado obtenido y lo
que uno esperaba, produce siempre un efecto de sorpresa y es
un toque de atención que nos induce a reflexionar. Y es este
efecto dinamizador de la crítica y la reflexión lo que hace tan
importante el valor de las paradojas en el desarrollo de la
Ciencia en general y de las Matemáticas en particular.
Por otro lado, la idea de demostración rigurosa depende,
obviamente, del contexto y del entorno cultural. En los escri-
tos matemáticos ordinarios (incluso los de hoy en día), sólo se
detallan los pasos no puramente mecánicos; aquellos que su-
ponen una idea nueva, una construcción original o la intro-
ducción de algún elemento nuevo. Pero el consenso sobre
lo que es o no un paso obvio o trivial, ha ido cambiando a lo
largo de la historia. Así, por ejemplo, el hecho de que una
función (real de variable real) continua, definida en un in-
tervalo cerrado y que toma valores de signo opuesto en los
extremos del intervalo, deba anularse en algún punto del inte-
rior del intervalo, era algo obvio para los matemáticos del
siglo XVIII (y gran parte de los del siglo XIX). Actualmente
este hecho es un Teorema no trivial que se demuestra en los
primeros cursos de la Universidad. Por supuesto, el problema
es decodificar adecuadamente las palabras que aparecen en el
enunciado de la cuestión, especialmente las nociones de fun-
ción, número real y continuidad. Pero incluso en los aparen-
temente sólidos Elementos de Euclides se pueden encontrar
construcciones que no están claramente justificadas con la
sola asunción de los cinco postulados fijados por el autor. Ya
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en la Proposición I.l, en que se prueba que sobre cualquier
segmento AB se puede construir un triángulo equilátero (se
trazan circunferencias de centros en A y en B, de radio la
longitud del segmento, y el punto de corte C es el otro vértice
del triángulo buscado) aparece una dificultad: ¿Por qué las
dos circunferencias se cortan? Nada en los postulados ni en
las nociones comunes permite asegurarlo. Hace falta un nuevo
axioma de continuidad. Otro ejemplo: supongamos cuatro
puntos sobre la recta, A, B, C, D; supongamos que B se halle
entre A y C y que C esté situado entre B y D. Parece razonable
deducir que, necesariamente, B está ente A y D, ¿no? Pues,
sorprendentemente, no es posible demostrar este resultado a
partir de los axiomas de Euclides (este hecho fue detectado
por M. Pasch nada menos que en 1882). La revisión crítica de
Los Elementos fue llevada a cabo por D. Hubert, alrededor de
1900, quien tuvo que elevar la lista de los postulados hasta 20
para desarrollar correctamente la Geometría Euclidea.
En la evolución de la noción de rigor a lo largo del tiempo,
juega un papel decisivo la paradoja, que rompe con los prin-
cipios establecidos y obliga a crear un nuevo paradigma del
rigor. A lo largo de las páginas que siguen tendremos ocasión
de examinar distintos ejemplos de este proceso.
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1. ALGUNOS EJEMPLOS DE FALACIAS
Y PARADOJAS
«Una verdad sin interés puede ser eclipsada
por una falsedad emocionante»
(A. Huxley)
Las falacias (afirmaciones absurdas y contradictorias que
aparentan ser consecuencia lógica de un razonamiento correc-
to, pero que esconden un error en el mismo) son las paradojas
más inocuas y, probablemente, las más divertidas. A veces se
presentan en forma de acertijo o problema, una especie de reto
al lector para que descubra dónde se encuentra el error en el
razonamiento. Su uso razonado puede ser muy útil en la ense-
ñanza: la confusión e inseguridad que provocan en el estudian-
te pueden ser utilizadas para despertar el espíritu crítico y au-
mentar la capacidad de análisis. Veamos algunas de ellas:
Las falacias aritméticas suelen ser muy fáciles de des-
montar. Muchas de ellas incluyen la división por O, más o
menos camuflada, o surgen de ignorar que todo número posi-
tivo posee dos raíces cuadradas. Otras veces, el truco consiste
en envolver el problema en un exceso coloquial, que disimula
el error introducido. Es paradigmático el ejemplo de la bien
conocida:
Falacia de la herencia: Con distintas variantes en las canti-
dades y la naturaleza de la herencia, se trata de lo siguiente:
un padre de tres hijos, dueño de un rebaño de 17 ovejas, al
morir dispone en su testamento que el rebaño se divida entre
sus hijos de la siguiente forma: La mitad para el mayor, la
tercera parte para el mediano y la novena parte para el menor,
con la condición de no sacrificar ninguna res.
Ante la dificultad de cumplir con los deseos de su padre,
los hermanos acuden a un tío ganadero-matemático que te-
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nían, que resuelve el problema así: Primero, les deja una oveja
de su rebaño. Del total de 18 ovejas, entrega la mitad (esto
es, 9) al hermano mayor, la tercera parte (esto es, 6) al media-
no y, finalmente, la novena parte (es decir, 2) al pequeño. Así
ha entregado 9 + 6 + 2 = 17 ovejas, con lo que le queda una,
la suya, que vuelve a incorporar a su rebaño. Así que ¿proble-
ma resuelto?
Obviamente, no. Éste es un caso típico en el que el narra-
dor trata de confundir al oyente con una abundancia de infor-
mación que oculta la principal, que es que los datos iniciales
son erróneos. El padre sería un buen ganadero, pero ¡no sabía
sumar fracciones, ya que
1 1 1 17 ,
- + -+- = —7¿12 3 9 18
Realmente, de hacer caso al testamento, el mayor de los
hermanos debería recibir 8 ovejas y media, el mediano 5 ove-
jas y 2/3, y el menor 1 oveja y 8/9 de oveja: en total 16 ovejas
y 1/18, esto es, las 17/18 partes del rebaño de 17 ovejas. Que-
darían, por tanto, 17/18 de oveja sin repartir (1/18 del total).
Lo que el astuto tío hace, para evitarse líos, es repartir el re-
baño ampliado (17 + 1), de acuerdo con las condiciones del
testamento. De esta manera reparte 17/18 del nuevo rebaño
(es decir, 17 ovejas), y al final le queda 1/18 del mismo, es
decir, su propia oveja. Pero obviamente no cumple lo dispues-
to en el testamento.
Falacia del montón de arena: Otras falacias se basan en el
uso del sentido común aplicado a situaciones que no están
bien definidas. Por ejemplo, consideremos las siguientes pro-
piedades evidentes de los montones de arena:
1. Dos o tres granos de arena no forman un montón.
2. Un millón de granos de arena forma un montón.
3. Sin granos de arena no forman un montón, tampo-
co lo forman n + 1 granos.
4. Si n granos de arena forman un montón, también
lo forman n - 1 granos.
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Si usamos la afirmación (1) y aplicamos sucesivamente la
(3) a ella, obviamente contradeciremos a la (2). Un argumento
análogo muestra que las afirmaciones (2) y (4) juntas, contra-
dicen a la (1). La paradoja surge precisamente porque la no-
ción de montón de arena no se define con precisión.
Hay multitud de falacias geométricas, muchas de ellas
basadas en razonamientos realizados sobre un dibujo concre-
to, que produce el resultado (falso) deseado. Por ejemplo:
La falacia del círculo vacío: Todo punto P interior de un
círculo, está sobre su circunferencia:
Fig. l. El círculo vacío
Sea Q el punto de OP a la derecha de P tal que OP.OQ =
r
2
, tracemos la mediatriz del segmento PQ, que cortará al
círculo en dos puntos U y V. Sea R el punto medio de PQ. Se
tiene OP = OR-RP, OQ = OR + RQ = OR + RP (pues RQ = RP).
Pero entonces
OR2 - RP2 = (OR-RP)(OR+RP) = r2 = OR2 +UR2
(T. de Pitágoras),
es decir,
O = UR2 + RP2 = UP2 (Pitágoras de nuevo!)
Por tanto, UP = O, esto es, ¡P=/7!
(La solución a la falacia es que R está siempre en el exterior
del círculo, y los puntos U y V, por tanto, no existen.)
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También resultan interesantes y útiles para clarificar con-
ceptos en la enseñanza las falacias del cálculo, derivadas de
una manipulación inadecuada del cálculo diferencial o inte-
gral. He aquí algunas:
I. La función f(x)=~ tiene derivada f\x) =2<^ en
x x
todo su dominio de definición. Por tanto, f es una función
decreciente en ese dominio (R\[0}). Pero, claramente, ¡ -1 < 1,
y/H) = - ! < ! = f(l)!
rdx
II. Si integramos por partes J— obtenemos:
Jí-
I=[--l-dx = --x- [x\—^ l¿* = l+^ ·J
 r -^r-
1
 r J r2 í£ dv * V /
U
Por tanto, ¡ 1 = 0 !
III. Si f es una función arbitraria y en la integral
f K
I -\ f(0)cosOd6 hacemos el cambio senO = t, resulta
cos9dO — dt y, como senO^sen/r = 0, se tiene que / =
r°I /(arcsení)úfr = 0. En particular, tomando /(0) = cos0,obte-Jo
nemos
i r i i ~\n
Q = I=rcos2dde=~r(l + cos29}de= -0+-sen20 =-.Jo 2 J o v ' [2 4 J0 2
Casi todos tenemos experiencias de alumnos que han uti-
lizado argumentos similares para resolver algún ejercicio, sin
percatarse de las consecuencias de los mismos.
Los ejemplos anteriores son muy simples, y reposan esen-
cialmente en una utilización formal de algún resultado teórico,
olvidándose de las hipótesis de validez del mismo. Sin embar-
go, argumentos parecidos a los anteriores provocaron grandes
controversias entre los matemáticos de los siglos XVI al XVIII
y, como veremos más adelante, contribuyeron en gran medida
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a la clarificación de conceptos básicos en la Matemática, como
son los de función, límite, derivada o integral. Y ésta es una de
las principales funciones de las paradojas en matemáticas: es-
timular el espíritu crítico y contribuir a clarificar y fundamen-
tar sólidamente las nociones y técnicas utilizadas. Y, como con-
secuencia de ello, establecer nuevos estándares de rigor.
Otras paradojas se basan en la confusión que puede cau-
sarnos un análisis precipitado del movimiento. Como ejemplo
tenemos la paradoja de los rodillos rodantes ([N]: Si la cir-
cunferencia de cada uno de los rodillos de la figura siguiente
(Fig. 2) es de 30 cms., ¿cuánto habrá avanzado la plancha
superior cuando los rodillos hayan dado una vuelta completa?
L
Fig. 2. La losa y los rodillos
Si pensamos que la distancia recorrida por la plancha ha
de ser igual a la circunferencia de los rodillos, ¡nos equivoca-
mos!: sería así si los rodillos no tocaran el suelo y estuvieran
atravesados por unos ejes rígidos que pasaran por sus centros;
pero a este avance hay que añadirle el propio avance de los
rodillos, es decir, otra distancia igual. Por tanto el avance total
es justamente el doble de la circunferencia, es decir, 60 cm.
Más intrigante es la siguiente Paradoja de la Rueda de
Aristóteles o Paradoja de Galileo ' por haber sido tratada en
profundidad en el libro Discorsi e dimostrazioni matematiche
intorno a due nuoue Science, publicado en 1638: Se trata de
dos círculos concéntricos, el mayor de los cuales ha dado una
vuelta completa rodando, sin resbalar, a lo largo de una recta,
desde A a B.
1
 La paradoja aparece enunciada en la Mecánica de Aristóteles (véase,
por ejemplo [A2; 24; págs. 103-107]) y fascinó a muchos matemáticos a lo
largo de la historia. Galileo utilizó un argumento de paso al límite, discu-
tiendo primero el caso de dos polígonos regulares concéntricos y haciendo





Fig. 3. Los dos discos que ruedan
Por tanto, la distancia recorrida por el círculo mayor, AB
es igual a su circunferencia. Pero el disco pequeño ha dado
también una vuelta completa, luego la distancia CD es tam-
bién igual a la circunferencia del disco pequeño. Por tanto ¡las
longitudes de las circunferencias de los dos discos son iguales!
Para desentrañar el misterio, fijémonos en la trayectoria
real que recorre el punto A cuando la rueda gira hasta B. Esta
curva es, como se sabe, una de las más famosas de la Geome-
tría: la cicloide:
Fig. 4. La cicloide: su generación
La trayectoria descrita por un punto situado en el interior
de un disco que gira, es lo que se llama una cicloide acortada.
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Fig. 5. Cicloide acortada
La distancia recorrida por el punto de la circunferencia
interior es claramente inferior a la recorrida por el punto de
la circunferencia grande. Y también la velocidad a que se
mueven ambos puntos es distinta.
Esto muestra también que el disco pequeño no recorrerá la
distancia CD girando sin resbalar (como hace el disco grande),
sino que será simultáneamente arrastrado por el disco grande.
El efecto práctico (comprobable) es que si los discos estuvie-
ran formados por ruedas dentadas firmemente unidas, con el
mismo eje, y situadas sobre sendos raíles dentados paralelos,
¡no podrían moverse!
Los dos últimos ejemplos ponen ya de manifiesto otro de
los efectos de las paradojas en Matemáticas: el intento de re-
solver la contradicción aparente nos lleva a un análisis más
profundo del problema y a la consideración de nuevos elemen-
tos que, aunque implícitos, no se habían tomado en cuenta
hasta el momento. El estudio de estos nuevos elementos gene-
ra así nuevos conocimientos que enriquecen nuestra ciencia.
Pueden consultarse muchos otros ejemplos en [Bu], [KN],
[KM], [Max] y [N].
Aunque no será objeto principal de nuestra atención, debe-
mos mencionar también que han sido muchos los juegos, pro-
blemas o acertijos que han contribuido al desarrollo de las
Matemáticas. Por citar algunos, recordemos el famoso Proble-
ma de los conejos:
¿ Cuántas parejas de conejos se obtendrán al cabo de un
año a partir de un solo par, si se supone que cada pareja
es fértil a partir de su segundo mes y produce una nueva
pareja cada mes?
La solución a este problema llevó a Fibonacci (Leonardo
de Pisa) a descubrir la sucesión que lleva su nombre y que ha
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originado gran cantidad de matemáticas. Muchos matemáti-
cos del Renacimiento, como Cardano o Tartaglia, fueron tam-
bién inventores de juegos y pasatiempos. Y no podemos dejar
de citar el famoso problema de Los siete puentes de Königsberg
o el de Los treinta y seis oficiales, cuyo estudio detallado por
parte de L. Euler sentó las bases de la Teoría de Grafos y la
Topología (el primero) y de importantes trabajos en combina-
toria (el segundo).
Tampoco nos ocuparemos de las paradojas y contradiccio-
nes aparecidas en el estudio de los juegos de azar, que contri-
buyeron decisivamente al desarrollo matemático de la teoría
de probabilidades. Pueden encontrarse abundantes ejemplos
en las obras citadas anteriormente.
El siguiente capítulo lo dedicaremos a exponer uno de los
ejemplos más claros y evidentes de la influencia de las para-
dojas en el desarrollo de las Matemáticas.
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2. LAS PARADOJAS Y EL DESARROLLO
DE LA MATEMÁTICA EN GRECIA
«Nadie entre que no sepa Geometría»
(Inscripción sobre la puerta de La Academia de Platón)
La mayor parte de las paradojas hacen referencia a la
noción de verdad o falsedad, por lo que no es extraño que
aparecieran desde el comienzo mismo de la Filosofía cuando
ésta surgió en Grecia, en el sentido moderno del término de
búsqueda de la verdad para proporcionar una explicación ra-
cional del mundo que nos rodea.
Este cambio cualitativo en la relación del Hombre con la
realidad en la que vive puede interpretarse también como
consecuencia de una gran paradoja socio-cultural. En efecto,
entre los siglos IX y VII antes de Cristo las más importantes
polis griegas del continente organizaron una serie de grandes
migraciones, que dieron lugar a la colonización griega de las
costas del Mediterráneo y del Mar Negro. Como consecuencia,
se fue desarrollando una cultura más abierta e independiente
que, con la instauración de la democracia como sistema polí-
tico en algunas ciudades-estado, propició la aparición de una
clase de ciudadanos abiertos al debate y al análisis, con una
profunda curiosidad por cuanto les rodeaba.
Muchas de estas colonias desarrollaron un importante co-
mercio entre la Grecia continental y las grandes civilizaciones
del medio Oriente, anquilosadas y cerradas en sí mismas tras
más de 1.500 años de historia. Los viajeros y comerciantes
griegos tuvieron así oportunidad de conocer y contrastar dis-
tintas explicaciones sobre el origen del mundo y su evolución
que, paradójicamente, eran muchas veces contradictorias entre
sí y con las propias creencias de los griegos. Probablemente,
la primera reacción de estos viajeros sería pensar que estas
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contradicciones eran naturales, pues todos esos mitos egip-
cios, babilonios o hebreos eran, naturalmente, falsos, ya que
contradecían las creencias griegas, que debían ser las únicas
verdaderas. Pero a mediados del siglo VI a.C., tiene lugar una
tremenda crisis de fe o pérdida de creencias en la civilización
griega. Puestos a cuestionar los mitos ajenos, ¡no hay ninguna
razón objetiva para concluir que los mitos griegos son los
verdaderos, mientras que los demás son todos falsos!
Esta crisis intelectual, provocada por una pérdida de creen-
cias tan sistemática, constituye el punto de partida de la filo-
sofía griega. Surge así la idea de la necesidad de demostrar la
veracidad de una determinada explicación acerca del mundo.
La posibilidad de encontrar esas verdades necesarias se basa en
una importante hipótesis de partida: la de que el mundo real
está controlado por leyes inteligibles a la mente humana.
Esta idea, asumida tácitamente por los escépticos pensado-
res griegos de alrededor del siglo VI a. de C., es la causante de
la gran revolución ideológica que condujo al nacimiento de la
Filosofía y las Matemáticas primero, y a la Ciencia en el sen-
tido anteriormente descrito después.
El término griego mathema significa «conocimiento adqui-
rido» o «conocimiento que se puede aprender», y originaria-
mente era utilizado por los griegos para designar el estudio del
conocimiento en general. La contracción al significado que
ahora tiene se produjo lentamente. Al parecer, el cambio ya es
completo en Aristóteles (384-322 a. de C.), pero aún no en
Platón (427-348 a. de C.). En todo caso, su etimología sugiere
claramente que el estudio de las Matemáticas partió de la
formulación de preguntas relativas al mundo y el deseo de
buscar respuestas verdaderas a esas preguntas. Esta es proba-
blemente la razón de la aproximación a las Matemáticas de
hombres como Tales o Pitágoras.
Las primeros métodos de demostración de los griegos esta-
ban basados en razonamientos visuales, especialmente adap-
tados a los primeros estudios sobre Geometría, la ciencia de lo
que se ve, y a la aritmética pitagórica, esencialmente discreta,
junto con el uso de un proceso lógico deductivo. No se trataba
de un método especial para tratar los objetos matemáticos,
sino del mismo método empírico utilizado para analizar la
realidad física, pero que al aplicarlos sobre los objetos tan
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ontològicamente simples como los matemáticos, se obtenían
resultados con un grado de certeza irrefutable. Esta convic-
ción llevó a los primeros matemáticos griegos a considerar las
Matemáticas como el estudio de la realidad última y eterna,
inmanente en la naturaleza y el universo, que se manifestaba
sólo de forma aproximada en el mundo real, más que como
una rama de la lógica o una herramienta de la ciencia y la
tecnología (recordemos la afirmación pitagórica de que «todo
es número», o la atribuida a Platón de que Dios siempre hace
Geometría}.
A finales del siglo V a. de C., los pitagóricos habían formu-
lado y desarrollado un considerable número de resultados
sobre la geometría del triángulo y otras figuras rectilíneas del
plano. Para ello establecieron una completa teoría de propor-
ciones geométricas y, como subproducto, la herramienta bási-
ca para el estudio y comparación de áreas de figuras planas:
el llamado método de aplicación de áreas, consistente en una
serie de técnicas que permitían dado un triángulo o rectángulo
arbitrario, construir otro rectángulo con su misma área, pero
con base prefijada. De este modo, se establecen rigurosamen-
te las relaciones usuales entre triángulos y (por subdivisión),
figuras poligonales semejantes y su cuadratura, es decir, la
construcción de un cuadrado de la misma «área». Éste es para
los griegos un concepto primitivo, definido a través de lo que
hoy llamaríamos una «relación de equivalencia». En efecto,
dos figuras poligonales tienen la misma área si, por medio de
las técnicas de «aplicación de áreas», pueden ambas trans-
formarse en el mismo rectángulo. Como todo rectángulo se
puede transformar en otro de la misma área y base prescrita,
las áreas de las figuras poligonales se pueden comparar, su-
mar, etc. (Por supuesto, lo mismo puede decirse de la longitud
de líneas poligonales o del volumen de poliedros.)
Los geómetras griegos no dan una definición rigurosa de
medida de magnitudes geométricas como longitud, área o
volumen, que aparecen como conceptos primitivos. Conside-
ran siempre razones de magnitudes geométricas homogéneas y
no magnitudes aisladas. En la base de la Geometría pitagórica
estaba la convicción profunda de que dos magnitudes geomé-
tricas de la misma naturaleza (longitudes, áreas o volúmenes)
eran siempre conmensurables, es decir, existía una unidad de
medida común para ambas de forma que las dos magnitudes
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se podían expresar como múltiplos enteros de esa unidad. De
este modo, dos magnitudes geométricas de la misma natura-
leza estaban en la misma proporción entre sí que los corres-
pondientes múltiplos de la unidad de una medida común a
ambas. Por ello, el descubrimiento paradójico, a mediados del
siglo V a. de C., de la existencia de segmentos inconmensura-
bles (como el lado y la diagonal de un cuadrado, o el lado y
la diagonal del pentágono regular) supuso un verdadero terre-
moto para la matemática y la filosofía pitagórica. ¡Todas las
demostraciones basadas en la teoría de proporciones pitagóri-
ca quedaban, en principio, invalidadas! En consecuencia, los
griegos tuvieron que abandonar la idea pitagórica de identifi-
car las magnitudes geométricas continuas con una descripción
numérica de las mismas. La geometría no es aritmética y los
objetos matemáticos, no eran tan simples como se pensaba.
De hecho, propiedades que parecían claramente verdaderas
(como que dos segmentos siempre admitían una unidad de
medida común), resultaban ser falsas. Esta crisis de funda-
mentos hizo cuestionar la seguridad del método seguido hasta
entonces para demostrar las propiedades de los objetos mate-
máticos.
Y así, en algún momento de la segunda mitad del siglo V
a. C., un grupo de pensadores griegos establecieron un nuevo
método matemático: el método axiomático-deductivo, que es
esencialmente el mismo que usamos hoy. Se trata de, partien-
do de unas pocas verdades evidentes (o axiomas), y a través de
una serie de etapas sucesivas muy simples, obtener una cade-
na de afirmaciones con la propiedad de que una cualquiera de
ellas es verdadera con toda seguridad (en el dominio de obje-
tos que estamos estudiando) siempre que lo sean todas las
anteriores. A las leyes que rigen las formas correctas de pasar
de una afirmación a otra de la cadena se les llamó más tarde
leyes lógicas o deductivas, y tienen un carácter formal, inde-
pendiente del carácter de verdadero o falso de la afirmación a
la que se aplica. A estas cadenas de afirmaciones lógicamente
correctas, los griegos las llamaron demostraciones.
La insistencia en el método deductivo es a la vez el gran
logro y la causa de la mayor parte de las limitaciones de la
matemática griega. Por un lado, la elección de los axiomas es
básica para la solidez del edificio construido. Así, Aristóteles
señala la importancia de que los conceptos introducidos no
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sean auto-contradictorios, y la manera más clara de compro-
bar esto es la posibilidad de construir tales objetos. Y entre los
objetos geométricos más simples, visualmente construíbles y
no contradictorios, están la línea recta y la circunferencia. No
es extraño, pues, la insistencia de los matemáticos griegos en
buscar métodos de demostración basados exclusivamente en el
uso de la regla y el compás (es decir, obtenidos a partir de
rectas y circunferencias). De esta manera, los resultados obte-
nidos tendrían el carácter de verdad necesaria, al poseer unos
cimientos suficientemente sólidos y rigurosos.
De este modo, la matemática griega rigurosa se vio confi-
nada a la geometría plana (o, a lo sumo, tridimensional) y
especialmente a los objetos construíbles con regla y compás.
Por otro lado, la solución para poder recuperar la teoría
pitagórica del método de aplicación de áreas, vino por una
redefinición apropiada de la proporcionalidad entre dos mag-
nitudes geométricas cualesquiera (conmensurables o no) y fue
establecida por Eudoxo de Cnidos (408-355 a. de C.), un es-
tudiante de la Academia de Platón en Atenas, y aparece desa-
rrollada en el Libro V de Los Elementos de Euclides. La de-
finición de Eudoxo (cfr., por ejemplo [Ed, pág. 13]) tiene
asombrosas semejanzas con el método de las cortaduras de
Dedekind para definir rigurosamente los números reales
¡2.200 años después! Sin embargo, la idea misma de generali-
zar la noción de número más allá de los números enteros, el
dominio de lo discreto, es absolutamente extraña a la matemá-
tica griega. Las magnitudes geométricas son esencialmente
continuas, y no tienen para los griegos un carácter numérico.
No obstante, se pueden comparar entre sí y formar razones.
Al cataclismo producido por el descubrimiento de los in-
conmensurables vino a añadirse otro que, junto al citado, iban
a marcar el desarrollo de toda la matemática griega posterior.
Me refiero a las famosas paradojas de Zenón contra la plu-
ralidad y el movimiento. Zenón, nacido en la colonia griega de
Elea, en el sur de Italia, alrededor del 500 a. de C., es el más
brillante discípulo del gran Parménides (¿539?- a. de C.),
considerado el primero de los filósofos racionalistas. En Par-
ménides se encuentra explícitamente la distinción neta entre
conocimiento racional y experiencia sensible. Todos los filóso-
fos precedentes habían buscado un principio eterno y univer-
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sal, causa del cambio y la multiplicidad de las cosas. Si existe
tal principio —dice Parménides— debe ser distinto de las co-
sas y poseer caracteres distintos. Por tanto, Parménides llega
a la conclusión de que la realidad constituye una unidad in-
mutable, eterna y única. El movimiento, el cambio, la multi-
plicidad que se muestra en nuestra experiencia sensible, son
simples ilusiones y apariencias. Ridiculizado en su tiempo por
sus creencias, al parecer su joven y brillante discípulo Zenón
trató de defender la Filosofía eleática de la acusación de in-
consistencia lógica elaborando una serie de argumentos (pa-
radojas) para demostrar que la existencia de una pluralidad
de cosas o el movimiento conducían a contradicciones lógicas.
Desgraciadamente, los escritos de Zenón se han perdido y su
contenido nos han llegado sólo a través de citas y comentarios
de autores posteriores, especialmente Aristóteles (en su Física
[Al]) y Simplicio, que se refieren a ellos con el objeto de
refutarlos.
Entre los 40 argumentos atribuidos a Zenón por los auto-
res posteriores, los cuatro más famosos están dirigidos a pro-
bar la imposibilidad del movimiento. Recordémoslos breve-
mente:
I. Paradoja de la dicotomía. Un móvil no puede re-
correr una distancia finita, pues para ello primero deberá al-
canzar antes la mitad de esa distancia. Pero antes aún, debe
alcanzar la mitad de esa mitad, y así sucesivamente. Como
no se pueden recorrer infinitas magnitudes, el movimiento es
imposible.
II. Paradoja de Aquiles y la tortuga. Probablemente es
la más conocida: Se trata de una carrera entre Aquiles (el más
veloz de los héroes clásicos) y la tortuga (uno de los animales
más lentos). Aquiles da una cierta ventaja a la tortuga, pero
entonces ¡resulta que nunca la puede alcanzar! En efecto,
cuando Aquiles llegue, al cabo del tiempo t0, a la posición
inicial T0 que ocupaba la tortuga, ésta se encontrará en una
posición posterior Tp cuando Aquiles alcance la posición T,
habrá transcurrido un tiempo t1 y la tortuga se encontrará en
otra posición posterior T2 etc., sin que Aquiles llegue jamás a
alcanzar a la tortuga.
III. Paradoja de la flecha. La flecha disparada por un
arquero en cada instante de su vuelo ocupa una posición bien
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determinada, y en ese instante está inmóvil (pues —aduce
Zenón— todo objeto que ocupa un espacio igual a sí mismo,
está en reposo). Pero si en cada instante la flecha está inmóvil,
debe permanecer siempre en reposo.
IV. Paradoja del estadio. El cuarto argumento de Zenón
contra el movimiento pone en juego una complicada serie de
elementos y su descripción (tanto la de Aristóteles como la
de Simplicio) es larga y farragosa (véase [Lee] o [PR]). Pero
esencialmente el argumento es el siguiente: En un esta-
dio cuyos extremos son D y E se encuentran tres grupos de
cuatro atletas cada uno [Ap A2, A3, A4], [B1; B2, B3, B4] y [C(,
C2, C3, CJ. Los cuatro cuerpos del primer grupo se encuentran
en el centro del estadio; los del segundo grupo se encuentran
en la mitad izquierda del estadio, de modo que los dos prime-
ros, BI y B2, están situados a la altura de At y A2. Los del tercer
grupo están situados de forma análoga a los del segundo, pero
en la mitad derecha del estadio:
B4 B3 B2 Bl —>
D A! A2 A3 A4 E
< v>j \-¿2 ^3 ^-'4
En un momento dado, los atletas de los grupos B y C se
ponen en movimiento con la misma velocidad y sentidos
opuestos, mientras que los del grupo A permanecen inmóviles.
Al cabo de un cierto lapso de tiempo, se alcanzará la siguiente
situación:
B4 B3 B2 B!
D A! A2 A3 A4 E
r r r r
^l ^2 ^3 ^4
En este momento, Bt ha sobrepasado dos cuerpos del gru-
po central (A3 y A4). Pero en ese mismo lapso de tiempo, Bj ha
sobrepasado cuatro cuerpos del grupo C (puesto que está a la
altura de C4). De este modo se llega a la paradoja de que el
espacio es el doble de sí mismo o el tiempo es el doble de sí
mismo.
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Como hemos dicho, los argumentos de Zenón nos han lle-
gado por vías indirectas. Usualmente se suelen interpretar los
dos primeros como críticas de la idea de movimiento admi-
tiendo que el tiempo y el espacio son infinitamente divisibles.
Ambos son similares, aunque el primero está expresado en
términos de movimiento absoluto y el segundo se refiere a un
movimiento relativo. Los dos últimos argumentos se interpre-
tan como complementarios de los anteriores, en el sentido de
que mostraría la inconsistencia lógica del movimiento tam-
bién en un universo en el que el tiempo estuviera formado por
instantes discretos (paradoja de la Flecha) o en el que tiempo
y espacio a la vez fueran discretos (paradoja del Estadio). En
todo caso, el ingrediente básico de todos ellos es la aparición
de procesos infinitos en los experimentos mentales propues-
tos. Y éste es el punto fundamental. Por supuesto que Zenón
sabía que él mismo podía moverse, o que Aquiles terminaría
por alcanzar a la tortuga. El problema no era dónde o cuándo
Aquiles alcanzaría a la tortuga, sino cómo podía llegar a hacer-
lo, ante la imposibilidad de realizar una infinidad de actos.
Las refutaciones de Aristóteles a las paradojas de Zenón
en su Física son significativas: Rechaza los dos primeros argu-
mentos afirmando que Zenón olvida que se puede recorrer un
número infinito de magnitudes (las que separan a Aquiles de la
tortuga, o las sucesivas mitades que debe recorrer el móvil) o
estar en contacto con cada una de ellas, en un tiempo limitado
([Al, VI, 233])2. Este argumento lógico de Aristóteles se suele
identificar en los primeros cursos de cálculo con una solución
analítica de la paradoja: Aquiles alcanzará a la tortuga en un
tiempo igual a la suma de los tiempos (cada vez menores)
necesarios para recorrer dos posiciones consecutivas de la
tortuga. Igualmente el móvil recorrerá la distancia requerida
en el tiempo igual a la suma (infinita) de los tiempos necesa-
rios para recorrer cada mitad sucesiva de la distancia a reco-
rrer. En ambos casos el ingrediente fundamental estriba en el
hecho de que la suma de una serie cuyos términos son cada
vez más pequeños puede ser finita (por supuesto, las nociones
de límite o convergencia de una serie son completamente aje-
nos al pensamiento aristotélico). Sin embargo, lo paradójico
para Zenón es la identificación de un proceso infinito (las
2
 Véase la discusión de los argumentos de Aristóteles en [He3; pág. 130
y sigs.].
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sucesivas posiciones a recorrer) con uno finito (recorrer un
espacio determinado en un tiempo finito). Zenón pensaba (y
también Aristóteles, como veremos) que ningún proceso infi-
nito puede considerarse como completo.
La paradoja de la Flecha resulta de considerar que el tiem-
po está formado por una serie sucesiva de instantes, de modo
que el vuelo de la flecha puede descomponerse de una suce-
sión de imágenes congeladas (como en una película de cine).
En cada instante, la flecha ocupa una posición fija, y en ella
está inmóvil. ¿Cómo puede estar formado el vuelo de la flecha
por una sucesión de ahoras en las que permanece inmóvil? La
paradoja la resuelve Aristóteles simplemente negando el ori-
gen de la misma, es decir, la naturaleza atómica del tiempo
([Al, VI, 239b]). Bajo este supuesto, la solución más habitual
de la paradoja de la flecha se basa en la noción de función y
límite de una función de variable real: la posición de la flecha
en cada instante t viene dada por una función f(t), que aunque
para cada valor fijo de t toma un valor determinado (una cons-
tante), ella misma no es constante. El límite del cociente de la
variación de la posición respecto al tiempo transcurrido en esa
variación es la velocidad instantánea, que claramente puede no
ser cero. Por supuesto, la pregunta de cómo pasa un objeto de
un punto a otro, no se plantea.
Finalmente, refuta la paradoja del Estadio con el argumen-
to de que «el falso razonamiento consiste en que se supone que
un cuerpo de igual tamaño es capaz de pasar a la misma velo-
cidad y en el mismo tiempo tanto frente a un cuerpo en movi-
miento como frente a un cuerpo en reposo» (traducción de
Física, VI, 9, 239b, tomada de [PR, p. 55]), esto es, por la
relatividad del movimiento, que hace que los resultados sean
distintos para un observador en reposo que para otro en mo-
vimiento. No obstante, parece demasiado pueril pensar que
Zenón cometiera este error elemental. Casi todos los investiga-
dores modernos apuntan a que, como en el argumento de la
Flecha, Zenón quiere mostrar la contradicción que supone
la existencia del movimiento en el supuesto de que el tiempo
está compuesto de instantes individuales (como en la Flecha),
y también el espacio se supone formado por átomos individua-
les, de modo que, partiendo de la posición inicial, en el si-
guiente instante (átomo) de tiempo, los cuerpos B y C recorrie-
ran un átomo espacial (los B hacia la derecha y los C hacia la
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izquierda), sin posibilidad de posiciones intermedias. El argu-
mento de Zenón contradeciría entonces o bien la minimalidad
del átomo espacial, o bien la minimalidad del átomo temporal.
De este modo, los cuatro argumentos forman una unidad
que mostraría la imposibilidad lógica del movimiento bajo
cualquier hipótesis sobre la naturaleza del espacio y el tiempo.
El lector interesado puede consultar en [Lee] el texto original
griego, junto con abundantes comentarios sobre las distintas
traducciones e interpretaciones de estos argumentos.
Las paradojas de Zenón han sido objeto de exhaustivos
análisis desde el punto de vista científico y hay un amplio
consenso de que los aspectos formales de las mismas pueden
ser resueltos (cfr., por ejemplo [Gr]). La siguiente cita recoge-
ría la opinión general al respecto, desde el punto de vista
matemático:
«The four paradoxes are, of course, easily answered in
terms of the concepts of the differential calculus. There is
no logical difficulty in the dichotomy or The Achilles... in
terms of infinite convergent series... The paradox of the
flying arrow involves directly the conception of the deriva-
tive and is answered immediately in terms of this...» [Bl,
p. 24-25].
Las implicaciones de las paradojas de Zenón sobre la natu-
raleza del tiempo y el espacio son fascinantes y en último
término ponen en cuestión la idea de un tiempo y un espacio
absolutos e independientes, así como la noción de simultanei-
dad. Algunos autores han querido ver en ellas, especialmente
en la del Estadio, un antecedente claro de la Teoría especial de
la Relatividad. Es bien sabido que, según esta teoría, dos ob-
jetos en movimiento relativo tienen diferentes planos de si-
multaneidad (con todas las consecuencias relativistas usua-
les). Por supuesto, un argumento de este tipo probablemente
jamás se le ocurriría a Zenón3, pero sí sirve para reivindicar
3
 Si se acepta la Teoría de la Relatividad, puede resultar que Aquiles no
alcance a la tortuga. Si, por ejemplo, comienzan separados por un año-luz
y suponemos que Aquiles puede acelerar a 10 m/s2, al cabo de unos 337 días
alcanzará el 97% de la velocidad de la luz (y no habrá alcanzado todavía a
la tortuga). La contracción relativista del tiempo hará que la tortuga vea
para entonces a Aquiles prácticamente parado. Véanse los detalles en [Bu;
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su intuición física sobre la naturaleza del movimiento y las
inconsistencias lógicas que surgen al considerar un tiempo y
un espacio absolutos e independientes entre sí.
Las paradojas de Zenón siguen causando polémica. Ber-
trand Russell, en un ensayo escrito en la década de 1920, las
calificó de «inmensamente sutiles y profundas» y todavía hay
filósofos que piensan que no han quedado resueltas satisfacto-
riamente. En [Sa] pueden consultarse una serie de textos so-
bre el tema4.
También al escritor argentino Jorge Luis Borges, proba-
blemente el escritor de ficción que más y mejor ha tratado el
problema del infinito, se sintió fascinado por los argumentos
de Zenón. Su ensayo La perpetua carrera de Aquiles y la tortuga
([Bgl]) es paradigmático al respecto.
En todo caso es cierto que la introducción de procesos
infinitos puede llevar a contradicciones lógicas nada desea-
bles. Por ello los matemáticos griegos desarrollaron un verda-
dero «horror al infinito» que les llevó a huir sistemáticamente
del uso de los procesos y algoritmos infinitos. Esto se pone
claramente de manifiesto tanto en el mismo método axiomá-
tico-deductivo (donde la demostración debe terminar tras un
número finito de etapas) como en el otro gran logro de la Geo-
metría griega: el Método de Exhausción, que permitió exten-
der los métodos de aplicación de áreas más allá de las figuras
poligonales. En efecto, los griegos asumieron también como
evidente que todas las figuras geométricas simples (círculos,
elipses, etc., y las obtenidos por uniones e intersecciones de
ellas) tenían un «área», que era una magnitud geométrica del
mismo tipo que el área de las figuras poligonales, gozando en
particular de las propiedades naturales de monotonía y aditi-
vidad. Para determinar el área de una región R de este tipo, se
trataba de obtener una sucesión P¡, P2, P3, ... de polígonos que
«llenaran» R. El llamado Método de Exhausción, atribuido a
Eudoxo, fue desarrollado como alternativa rigurosa a la idea
intuitiva de tomar como área de R el límite de las áreas de los
Pn. La Definición 4 del Libro V de los Elementos establece que
Cap. 8], donde se comentan también el resto de las paradojas de Zenón que
hemos mencionado.
4
 Recomendamos también al lector una visita a la página web de S.
Mare Cohen (http://faculty.washington.edu/smcohen/320/index.htmD
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«dos magnitudes forman razón, cuando cada una admite un
múltiplo que es mayor que la otra» (es decir, dos magnitudes a,
b forman razón, a:b, si existe un entero positivo n tal que
na>b). La trascendencia de este hecho fue reconocida por Ar-
químedes, que enunció explícitamente como axioma de Eu-
doxo la siguiente consecuencia:
Proposición X.l de Los Elementos: Dadas dos magnitudes
desiguales, si de la mayor se substrae una magnitud mayor que
su mitad, y del resto una magnitud mayor que su mitad, y así
sucesivamente, quedará una magnitud que será menor que la
menor de las magnitudes dadas.
Utilizando este axioma, se puede demostrar rigurosamente
la idea intuitiva de que un conjunto dado A (p. ej., un círcu-
lo, una pirámide, una esfera, un cono de base circular, etc.)
se puede aproximar todo lo que se quiera por figuras inscri-
tas más sencillas (en los casos mencionados anteriormen-
te serían polígonos regulares, uniones finitas de prismas, po-
liedros formados por unión finita de pirámides de vértice
el centro de la esfera, pirámides con el mismo vértice que el
cono, etc.). Este es el paso previo para demostrar la mayor
parte de los teoremas que aparecen en los Elementos que es-
tablecen una relación entre las magnitudes de dos conjuntos
A y B de la forma m(A) - km(E). En efecto, el argumento
consiste en construir dos sucesiones de figuras más sencillas,
de magnitudes computables (por ejemplo, líneas poligona-
les en caso de longitudes, polígonos en caso de áreas, prismas
en caso de volúmenes, etc.), (Pn) contenidas en A y (Qn) con-
teniendo a B, tales que m(Qn) = /cm(Pn) para todo n. Por apli-
cación del principio de Eudoxo se consigue demostrar que,
dado e>0,
m(A)-m(Pn}<£ y m(B}-m(Qn)<e
para n suficientemente grande. En términos modernos, la
prueba estaría completa, ya que
m(B) = \imm(Qn) = kVm\m(Pn) = km(A)
n—>oo n—>oo
Sin embargo, como hemos dicho, el concepto de límite era
extraño a los griegos, por lo que utilizaban en su lugar una
doble reducción al absurdo: Si m(B) > km(A), escribamos £ =
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m(B)-km(A). Elijamos sendas figuras P, contenida en A, y O
en B tales que m(Q) = km(P) y m(Q) > m(B)-8 = km(A). Pero
esto es una contradicción, ya que P c A y, por tanto, m(P) <
m (A). Intercambiando los papeles de A y B se muestra que
el supuesto km(A) > m (U) conduce también a contradicción,
luego debemos concluir que m(B) = km (A).
El Método de Exhausción fue extendido y mejorado por
Arquímedes al llamado Método de Compresión. La idea general
es la siguiente: Para probar que dos magnitudes geométricas
X y K son iguales, se construyen dos sucesiones de figuras,
una monótona creciente (Ln) y la otra monótona decreciente(Un), que, respectivamente, estén contenidas y contengan a X[lo que implica que m(Ln) < X < m(Un) para todo ri\y tales que
cumplan:
1. m(Ln) < ¿C < m(Un), para todo n.
2. Se verifica una de las dos condiciones siguientes:
a) Para toda magnitud £ > O existe un N tal que m(UN)-
m(LN) < e.
b) Para toda magnitud a > 1 existe un N tal que
m(UN)/m(LN) < a.
Como en el método de exhausción directo, una doble re-
ducción al absurdo prueba que X = K.
Arquímedes utilizó magistralmente estos métodos, obte-
niendo resultados espectaculares, como por ejemplo (véase
[Hel]):
1. El área de un círculo es igual a la de un triángulo de
base la longitud de la circunferencia y altura el radio.
2. La superficie de una esfera es igual a la de cuatro
círculos máximos.
3. El volumen de una esfera es igual al de un cono de
base un círculo de área igual a la superficie de la es-
fera, y de altura el radio de la esfera.
4. Cuadratura de la elipse.
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5. Volúmenes de sólidos de revolución.
6. Cuadratura de segmentos de la parábola y la espiral
logarítmica.
Notemos que el método de comprensión sólo puede apli-
carse si se conoce de antemano el candidato K, lo que significa
que debe ser complementado con algún otro método que su-
giera cuál debe ser el resultado. Pero, ¿cuál es ese método? La
sorprendente respuesta no se supo hasta 1906, cuando fue
descubierta en Constantinopla, virtualmente por accidente,
una obra de Arquímedes titulada El Método (incluida en la
edición de Dover de [Hel]), que se consideraba perdida y
de la que sólo se conocían algunas referencias. En esta obra,
Arquímedes cuenta con detalle los métodos de razonamien-
to por él empleados para descubrir algunos de sus más im-
portantes resultados, antes de obtener una demostración
rigurosa de los mismos (por el método de exhausción o com-
presión). Esencialmente el método empleado por Arquíme-
des es el que los matemáticos europeos del Renacimiento
designarían como el de los indivisibles combinado con una
ingeniosa utilización de la ley de la palanca, manejado con
una seguridad y atrevimiento que deja en mantillas los ra-
zonamientos de Cavalieri o Kepler (véase la sección 3.2.1).
Arquímedes considera, por ejemplo, las figuras planas como
formadas por láminas de densidad unidad, constituidas por
un número indefinidamente grande (pero finito) de elemen-
tos (por ejemplo, bandas paralelas de anchura muy pequeña o
infinitesimal, en el lenguaje de casi 2.000 años más tarde).
Para comparar las áreas de dos figuras (una de ellas de área
conocida), establece una correspondencia entre los elemen-
tos infinitesimales de cada una, de modo que los elementos
correspondientes se «equilibren» en una balanza imagina-
ria. Utilizando las leyes de la palanca que él mismo había es-
tudiado y aplicado en su obra Sobre el equilibrio de planos
([Hel]), se puede establecer entonces una relación entre el
área de la figura conocida T y la de la figura desconocida X.
Del mismo modo se pueden comparar los volúmenes de
dos cuerpos en el espacio, considerándolos como sólidos
de densidad unidad y descomponiéndolos en un número
indefinidamente grande de elementos de volumen infinitesi-
males. El Método contiene numerosos ejemplos de este «mé-
todo mecánico», como lo llama Arquímedes, para descubrir
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nuevos resultados. Entre ellos, uno de sus favoritos: la fór-
mula para el volumen de la esfera (Proposición 2), de la cual
conjeturó la de la superficie de la misma, al considerar la
esfera como un cono circular de altura el radio y de base un
círculo de área el de la superficie esférica. Ambas fórmulas
aparecen rigurosamente demostradas por el método de com-
presión en Sobre la esfera y el cilindro ([Hel]), en lo que cons-
tituye un verdadero ejercicio de virtuosismo y orfebrería ma-
temática3.
Arquímedes señala claramente que el argumento no es ri-
guroso, pues una región plana no está formada por una colec-
ción finita de segmentos, ni un volumen por un número finito
de secciones planas, mientras que la ley de la palanca se aplica
siempre a una colección finita de masas. Sin embargo,
«...el argumento proporciona una clara indicación de
cuál es la conclusión correcta» (El Método [Hel]).
Tras la edad de oro de los siglos IV y III antes de Cristo, el
desarrollo teórico de la matemática griega comenzó a declinar
rápidamente. Arquímedes significó la cúspide del pensamiento
matemático de la antigüedad y tuvieron que transcurrir más de
18 siglos para que la Matemática llegara a su altura.
Existen tanto razones externas (cambio en la situación
política y social de Grecia, concentración de profesionales en
unos pocos centros, guerras, fin de la influencia helenística,
dominación romana, etc.), como internas para explicar el de-
clive de la matemática griega: Y entre estas últimas, el descu-
brimiento paradójico de la existencia de magnitudes incon-
mensurables y las paradojas a que da lugar la introducción de
procesos infinitos, jugaron un papel determinante. Por un lado,
originaron la rígida separación entre geometría y aritmética (o
álgebra), lo que hizo que los griegos trabajaran esencialmente
con magnitudes geométricas (longitudes, áreas, volúmenes), y
el manejo de los valores numéricos fuera exclusivamente retó-
rico, en lugar de simbólico. En consecuencia, los complejos y
difíciles rodeos retóricos para realizar cálculos simples impe-
dían detectar las analogías entre las soluciones de problemas
5
 En [Ed, pág. 68 y sigs.] pueden verse varios de los ejemplos de Arquí-
medes en lenguaje actual.
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similares y, por tanto, el reconocimiento y codificación de
algoritmos generales de cálculo. Es decir, el excesivo énfasis
geométrico impidió el desarrollo de una tradición algorítmica.
Por otra parte, si bien las paradojas influyeron decisiva-
mente en el desarrollo del método axiomático-deductivo, como
contrapartida la exigencia griega en el rigor lógico absoluto les
hizo rechazar todos los conceptos que no pudieran formular
completa y precisamente, y excluir cualquier traza del infinito
en sus matemáticas (incluyendo el concepto de límite, que se
sustituye por una doble reducción al absurdo), lo que supuso
una fuerte limitación al crecimiento y desarrollo posterior de
las mismas.
No obstante, hay que decir que durante más de 2.000 años,
la Geometría de los antiguos griegos, con Euclides y, sobre
todo, Arquímedes como principales ejemplos, fue considerada
como el modelo de rigor y exactitud en Matemáticas.
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3. UN PASEO POR LA HISTORIA
DEL INFINITO
«Hay un concepto que es el corruptor y el desatina-
dor de los otros. No hablo del Mal, cuyo limitado
imperio es la ética; hablo del Infinito».
(Avatares de la tortuga. /. L. Borges)
3.1. El infinito físico
Hay muchos aspectos de la realidad que parecen apuntar
hacia la existencia real de infinitos: por ejemplo, el tiempo
parece prolongarse hacia atrás y adelante indefinidamente; la
percepción del espacio que nos rodea parece indicarnos que
éste es ilimitado; cualquier intervalo, espacial o temporal,
parece poder dividirse indefinidamente...
Aristóteles se percató de estos hechos, pero su profunda
convicción en la inteligibilidad del mundo real le llevó a recha-
zar la existencia del infinito en el mundo sensible y establecer
su distinción entre el infinito actual o real y el infinito poten-
cial, en el sentido de magnitudes o procesos que se pueden
prolongar tanto como se desee. Sólo acepta Aristóteles este
último tipo de infinito, ya que si algo está más allá de la
comprensión es que no pertenece al mundo real. En sus pro-
pias palabras: «...ser infinito es una privación, no una perfec-
ción...» (Física, III.7.208a).
De hecho, Aristóteles lo que hace es explicitar una idea
ampliamente aceptada por los griegos. La misma palabra uti-
lizada para designar el infinito, apeiron, podía significar tam-
bién ilimitado, indefinido, totalmente desordenado, etc., y tenía
un sentido peyorativo.
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Pero entonces, ¿cómo explicar nuestra percepción de que
el tiempo y el espacio se nos presentan en muchos aspectos
como infinitos?
Respecto al tiempo, Aristóteles sostenía la teoría, muy
extendida en la antigüedad, de los ciclos cósmicos o tiempo
circular: Al cabo de un gran número de años (el Gran Año
cósmico), el Sol, la Luna y los cinco planetas conocidos reco-
brarían una cierta posición original, y a partir de entonces
volverían a repetirse los mismos acontecimientos. Por tanto,
no habría una infinidad de acontecimientos ya que en cada
recorrido del ciclo completo o gran año, volverían a repetirse
los mismos. De hecho, ni siquiera hace falta hablar de una
infinidad de ciclos: el mismo ciclo puede repetirse una y otra
vez. La teoría del los ciclos cósmicos reaparece con frecuencia
a lo largo de la historia.
La aceptación por parte de la Iglesia Católica de que el
Universo fue creado por la divinidad en un momento dado,
implica el abandono de la teoría del tiempo circular y la intro-
ducción de un tiempo lineal. Pero si hubo una Creación en
un momento específico del tiempo, ¿qué había antes?, ¿qué
hacía Dios antes de crear el Cielo y la Tierra? Se dice que San
Agustín (354-430) dio la siguiente respuesta: «Preparar el In-
fierno para quienes hacen semejantes preguntas». Pero, real-
mente, la solución dada por San Agustín al problema fue, como
era de esperar de un hombre excepcional, tremendamente
original: antes de la Creación, simplemente el tiempo no exis-
tía. El tiempo y el Cosmos aparecieron conjuntamente. La
eternidad de Dios no es un tipo de tiempo; al contrario, Dios
subsiste eternamente fuera del tiempo. Por tanto, no tiene
sentido preguntar lo que hacía Dios antes de la Creación. Hay
que hacer notar la semejanza de este argumento con las teo-
rías cosmológicas recientes del Big Bang, confirmadas teórica-
mente por el teorema de Hawking-Penrose de 1970 sobre la
existencia de una singularidad al comienzo del Universo, si la
Teoría de la Relatividad general es correcta (cfr. [Ha]).
En cuanto al espacio, los astrónomos griegos (y Aristóteles
con ellos) sostenían que el Universo estaba formado por una
serie de esferas en movimiento, con centro en la Tierra, que
contenían los distintos objetos que se observaban en el Cielo:
la Luna, el Sol, los cinco Planetas y las Estrellas Fijas. Por
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tanto, nuestro universo es acotado y finito. Respecto a la pre-
gunta obvia de qué hay más allá de la última esfera, Aristóteles
mantiene que «lo que está limitado, no lo está en referencia a
algo que lo rodee» (Física, III.8.208a). El primer argumento
clásico contra la finitud del espacio aparece explícitamente en
De Rerum Natura, del poeta Lucrecio (94-50 a. de C.), y es el
siguiente: si el espacio fuera limitado, supongamos que al-
guien llega hasta el mismo borde y lanza un dardo; entonces,
o bien el dardo atraviesa el borde (en cuyo caso no es realmen-
te el borde del espacio) o se para, en cuyo caso se trata efec-
tivamente de una frontera y hay algo más allá del borde. Este
argumento es similar al atribuido al pitagórico Arquitas de
Tarento (430-360 a. de C.) para probar que el Cosmos visible
(limitado) existía en un vacío infinito: si alguien se encuentra
al borde del universo y extiende un brazo hacia el exterior, lo
tenderá al vacío; si ahora se coloca un poco más afuera y lo
vuelve a tender, y repite el proceso indefinidamente, resultará
que el exterior del universo sería infinito (incidentalmente,
para Aristóteles este argumento sólo probaría que caso de exis-
tir el vacío sería potencialmente infinito). El punto débil de la
teoría de Aristóteles es pues que si el Cosmos es una esfera
finita, tiene un borde, y el argumento de Lucrecio se puede
aplicar. Ahora sabemos que se pueden concebir modelos cos-
mológicos finitos y sin borde, como puede ser la superficie de
una hiperesfera, lo que haría más defendible la idea de Aris-
tóteles.
Durante la Edad Media, el modelo cosmológico griego
(esencialmente formalizado por Ptolomeo) fue asumido sin
discusión, salvo ligeras modificaciones para adaptarlo a las
nuevas observaciones realizadas. La revolución astronómica
llevada a cabo por N. Copernico y J. Kepler en los siglos XVI
y XVII, acabó con este modelo y planteó de nuevo la posibi-
lidad de un espacio infinito. Tras el precedente de Lucrecio,
un inglés, Thomas Digges, publicó en 1576 una obra de divul-
gación sobre la teoría de Copernico y describió un Universo
donde las estrellas eran otros soles, esparcidos por un espacio
infinito. Giordano Bruno defendió apasionadamente la idea
de un Universo infinito, tanto en el espacio como en el tiempo;
en él existirían infinitos mundos, muchos de ellos habitados
por otros seres humanos (Del infinito Universo y Mundos,
1584). Sus teorías planteaban tremendos problemas teológicos
y contradicciones con muchas afirmaciones contenidas en la
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Biblia: la Creación había tenido lugar en un momento deter-
minado del tiempo y el mundo no había existido eternamente,
como afirmaba Bruno. Sólo hubo una Caída y una Redención.
¿Cómo podían participar de estos hechos los habitantes de
los otros mundos? ¿Había sido Cristo crucificado en todos los
mundos, o existían seres humanos sin pecado original? En
1591, Bruno fue detenido por la Inquisición y, tras nueve años
de interrogatorios y torturas, fue quemado en la Plaza romana
de Campo di Fiori en 1600.
La rápida difusión y amplia popularidad de las teorías de
Copernico y Kepler, a pesar de la oposición de la Iglesia, se
debió en gran parte al trabajo del iniciador de la Revolución
Científica que iba a cambiar sustancialmente las ideas sobre la
Naturaleza y el Universo: Galileo Galilei (1564-1642). Su des-
cubrimiento del telescopio en 1609 y sus observaciones y teo-
rías sobre la Naturaleza se difundieron rápidamente por toda
Europa. A ello contribuyeron sin duda sus libros, dirigidos a
un público muy amplio y que tuvieron un enorme éxito. Por
ejemplo, su famoso Diálogo sobre los dos máximos sistemas del
Mundo (se refiere al Ptolomeico y al Copernicano), publicado
en 1632, estaba escrito en italiano, en lugar de latín, que era
la lengua científica por excelencia.
Si bien no contiene pruebas concluyentes del sistema co-
pernicano (y alguna de las teorías que propugna son comple-
tamente erróneas, como el capítulo dedicado a las mareas),
El Diálogo contribuyó decisivamente a demoler la cosmología
aristotélica y señaló las pautas a seguir por la nueva Revolu-
ción Científica en ciernes. Ya en su libro II saggiatore (El en-
sayista), dedicado al papa Urbano VIII en 1623, Galileo había
expuesto sus ideas sobre el método científico:
La Filosofía está escrita en ese gran libro que es el Uni-
verso... Pero no podemos entender el libro si antes no
aprendemos el lenguaje en el que está escrito y su alfabeto.
Ese lenguaje es el de las Matemáticas, y sus caracteres
son triángulos, círculos y otras figuras geométricas, sin las
cuales es humanamente imposible entender una sola pala-
bra de él...
Estas ideas se desarrollan y concretan en El Diálogo: A
través de una serie de diálogos entre los principales persona-
jes, Salvati y Simplicio, Galileo defiende que la Naturaleza
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está regida por una serie de principios básicos simples, que
deben descubrirse por la experimentación y la inducción. Una
vez descubiertos estos principios, debe encontrarse una des-
cripción o modelo matemático del fenómeno estudiado que
permita predecir hechos, comprobables de nuevo por la obser-
vación y experimentación. Esta última parte y, sobre todo, la
necesidad de matematizar la Naturaleza para su comprensión,
suponía un cambio fundamental con el aristotelismo vigente.
El éxito de El Diálogo fue inmenso en toda Europa... y atra-
jo la atención de la Inquisición, que prohibió su venta y llamó
a juicio a Galileo. En junio de 1633, reafirmando el dictamen
de la Inquisición de 1616 sobre la teoría copernicana, un tribu-
nal de siete cardenales declaró absurda, falsa en Filosofía y he-
rética la afirmación de que el Sol ocupa el centro del Universo y
que la Tierra no está inmóvil en el centro del mundo, y obligó a
Galileo, a rectractarse de sus creencias. Tras la abjuración, fue
condenado a una especie de arresto domiciliario de por vida,
muriendo en su hogar, cerca de Florencia, en 1642. A pesar de
su reclusión y amargura, siguió trabajando incansablemente, y
en 1638 apareció su Discorsi e dimostrazioni matematiche in
torno a due nove scienze attenanti alla mecánica i movimenty
locali, en el que hace un estudio sistemático y revolucionario
sobre el movimiento de los proyectiles, formula la ley de com-
posición de movimientos, la del movimiento uniformemente
acelerado y aborda el estudio del péndulo.
La comprobación por parte de los astrónomos de que al
aumentar la potencia de sus telescopios se descubrían más y
más estrellas, cada vez más lejanas, hizo que fuera arraigando
con fuerza la idea de un universo infinito. El mismo Galileo se
inclinaba por esta opción, aunque nunca dio por zanjada la
cuestión. La causa de estas dudas, que contrastan con la faci-
lidad con la que muchos de sus contemporáneos aceptaron la
idea de un Universo infinito, probablemente se debe a las
propiedades paradójicas que él mismo había descubierto del
infinito matemático (véase la Sección siguiente).
Pragmático como era, en una carta que escribió en 1649 a
Fortunio Liceti, un Profesor de la Universidad de Padua,
manifestó que no podía concebir un universo finito y limitado
ni un universo infinito e ilimitado. El hecho de que lo infinito
no pudiera ser comprendido por el intelecto finito del hombre,
le inducía a inclinarse por la segunda posibilidad: ¡era mejor
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sentirse desconcertado ante lo incomprensible que verse inca-
paz de comprender lo finito!
El hombre encargado de desarrollar el programa de Gali-
leo, Isaac Newton (1642-1727), creía, como G. Bruno, que el
espacio era infinito y estaba ocupado por un Dios omnipresen-
te. Su primer argumento en apoyo de esta idea se encuentra
en una carta escrita al clérigo Richard Bentley en 1692: Si el
universo fuera finito —dice Newton— la gravedad determina-
ría que toda la materia se concentrara finalmente en un punto.
Por el contrario, en un universo infinito cualquier astro expe-
rimentaría fuerzas gravitatorias en todas direcciones.
El argumento de Newton se basa en su concepción de un
espacio infinito y estático. Hoy sabemos que esto no es así.
Además, el Universo visible tiene una estructura grumosa, no
homogénea: las estrellas se distribuyen en galaxias, muy dis-
tantes unas de otras. Los efectos gravitacionales del resto de
las galaxias son despreciables frente a los que originan las
estrellas de la propia galaxia. Y sin embargo, las galaxias per-
manecen estables a lo largo de muchos millones de años, ya
que su rotación impide el colapso que predecía Newton. Claro
está que Newton no sabía de la existencia de otras galaxias
distintas de nuestra propia Vía Láctea, y las observaciones de
los astrónomos contemporáneos suyos parecían mostrar que
las estrellas se hallaban uniformemente distribuidas en el es-
pacio, lo que servía de apoyo a su argumento.
Aunque nadie había encontrado un argumento concluyente
que probara que el universo es infinito, la mayoría de los
científicos de la época se inclinaban por esta idea. Sin embar-
go, el astrónomo real Edmon Halley (1656-1742) (que, por
cierto, había financiado la primera edición de los Principia de
Newton), creyó haber encontrado un argumento en contra de
la infinitud del Universo: Si lo fuera —argumentaba Halley—
contendría infinitas estrellas, y no habría lugar en el cielo al
que uno pudiera dirigir la mirada sin que la línea de visión se
encontrara con una estrella. Por tanto, ¡el cielo en la noche
debería aparecer tan brillante como durante el día! En la ac-
tualidad este argumento se conoce como Paradoja de Olbers,
por el astrónomo alemán H. Olbers, que la redescubrió en
1826. El mismo Olbers creyó haber encontrado una explica-
ción: la luz de las estrellas lejanas podría ser absorbida por
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grandes masas de materia interestelar intermedias. Pero si esto
sucediera, con el tiempo esta materia intermedia se calentaría,
hasta hacerse tan brillante como las mismas estrellas. Se pue-
de argumentar que, incluso en un universo infinito con infini-
tas estrellas, éstas podrían estar asimétricamente distribuidas
y existir algunos sectores (infinitos) del cielo sin estrellas. Pero
esta hipótesis parece poco natural (y contradice las observa-
ciones astronómicas). La hipótesis del Big Bang, ampliamente
aceptada en la actualidad, permite explicar fácilmente la para-
doja: si se admite que el Universo tuvo su origen en una gran
explosión, hace unos 15.000 millones de años, aunque el espa-
cio fuera infinito y con infinitas estrellas sólo podríamos per-
cibir las que estuvieran situadas a menos de 15.000 millones
de años luz y, además, la luz emitida por las más lejanas
habría sufrido un enorme desplazamiento hacia el rojo (con-
virtiéndose de hecho en ondas de radio).
En el momento actual, aún no tenemos una respuesta de-
finitiva a la pregunta de si el espacio es finito o infinito. A lo
largo del siglo XX han ido apareciendo importantes datos
empíricos que parecían inclinar la respuesta en una dirección,
para después corregirla en sentido contrario. Si se acepta la
Teoría de la Relatividad, la respuesta dependerá de la curva-
tura del espacio: si ésta es positiva, el Universo se cerrará
sobre sí mismo y será finito; si la curvatura es negativa o O, el
Universo será infinito. Por otro lado, la idea de un Universo en
el que tiempo y espacio deben ser finitos y sin frontera es
defendida por muchos cosmólogos modernos, con S. Hawk-
ing a la cabeza (cfr. [Ha; pág. 182 y sigs.]).
Una curiosa variación de la hipótesis del tiempo circular en
versión espacial aparece en el relato de J. L. Borges, La Bi-
blioteca de Babel (cfr. [Bg2]), que comienza así: «El Universo
(que otros llaman Biblioteca), se compone de un número inde-
finido, y tal vez, infinito, de galerías hexagonales». La biblioteca,
que es eterna, contiene todo posible libro de 410 páginas y
cualquier combinación concebible de letras aparece en algún
tomo. Contra los que declaran que el Universo (la Biblioteca)
no es infinito, ya que el número posible de libros de 410 pá-
ginas, aunque muy grande, es finito, el narrador afirma que
«la biblioteca es infinita y periódica. Si un eterno viajero la
atravesara en cualquier dirección, comprobaría al cabo de los
siglos que los mismos volúmenes se repiten...»
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La interrelación entre las dos principales teorías físicas del
siglo XX, la Teoría de la Relatividad y la Mecánica Cuántica,
ha producido una serie de fascinantes consecuencias que hace
que muchos de los textos y artículos dedicados a estos temas
parezcan verdaderas obras de ciencia-ficción, plagados como
están de nombres como supercuerdas, agujeros de gusano,
mundos paralelos, tiempo imaginario, viaje en el tiempo, etc.
Como excelente botón de muestra pueden consultarse [Ga],
[Yn] y las obras de divulgación [Ha], [Mo] y [Peí]. En ellas se
puede comprobar que en los distintos modelos matemáticos
empleados para describir la realidad son, a veces, incompati-
bles entre sí, y en todos aparecen con frecuencia cantida-
des infinitas: R. Penrose probó en 1970 que si la Teoría de la
Relatividad es cierta, en un agujero negro las fuerzas gravi ta-
torias se harían infinitas (la interpretación lógica de este he-
cho es que dentro de un agujero negro, la Teoría de la Rela-
tividad no es cierta); la Electrodinámica Cuántica trata de
introducir los efectos relativistas en la descripción cuántica
de las interacciones entre partículas y, según los expertos, es
la teoría probada experimentalmente con mayor precisión de
la Física. Pues bien, esta teoría lleva a considerar que los elec-
trones son puntos sin dimensiones, dotados de una masa y
una energía infinitas. Las ecuaciones de la electrodinámica
cuántica proporcionan muchas veces soluciones infinitas, que
deben ser eliminadas mediante las técnicas de renormaliza-
ción introducidas por J. Schwinger y R. Feynman, no muy
ortodoxas matemáticamente hablando, pero que proporcionan
soluciones notablemente acordes con las observaciones... En
fin, en los textos reseñados anteriormente pueden encontrarse
muchos otros ejemplos que muestran claramente que los físi-
cos parecen haber aceptado plenamente la situación.
Para finalizar, dediquemos algunas líneas al problema del
continuo en la realidad física, es decir, ¿son el tiempo y el
espacio físicos infinitamente divisibles?
Para Aristóteles la respuesta es afirmativa, y lo pone clara-
mente de manifiesto con su definición de continuo: Lo que
puede dividirse en partes que son infinitamente divisibles (Físi-
ca, VI. 232b). Probablemente, las aporias de Zenón tuvieron
algo que ver con dicha concepción. Notemos, sin embargo,
que esto no contradice su rechazo de magnitudes infinitas
reales, ya que si bien un cuerpo material o un intervalo de
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tiempo pueden dividirse indefinidamente, como nadie puede
realizar esas infinitas divisiones, no puede decirse que el con-
junto de partículas del objeto o de instantes de tiempo sea
infinito realmente, sino sólo en sentido potencial.
Como sabemos, la mayoría de las teorías sobre la natura-
leza de la materia que se han desarrollado a lo largo de la
historia, se inclinan hacia la existencia de elementos o par-
tículas básicas e indivisibles que compondrían, por agrega-
ción, todo lo existente: primero, los cuatro elementos clásicos
de la Antigüedad griega (Aire, Tierra, Fuego y Agua), que al
mezclarse en diversas proporciones, originarían todas las
demás sustancias. Después, los Alquimistas agregaron al sis-
tema nuevas sustancias «elementales», como ciertas sales,
esencias, etc. Los primeros químicos encontraron una nueva
unidad fundamental de cada sustancia: la molécula. Posterior-
mente, se comprobó que las moléculas podían a su vez des-
componerse en unidades más simples, llamadas átomos, de los
que se pensó que existían menos de un centenar diferentes
(cantidad que ha ido aumentando paulatinamente). Cuando se
dispuso de energías mayores, se descubrió que el átomo no era
una unidad tan simple, sino que podía «romperse» en diversas
partículas: electrones, protones, neutrones... A lo largo de los
últimos 50 años, utilizando aceleradores cada vez más energé-
ticos, se han ido encontrando más y más «partículas elementa-
les» que, actualmente, parecen estar todas ellas constituidas
por distintas variedades de quarks (cuyo número va creciendo
con el uso de mayores energías...). Citando a S. Hawking,
«Podríamos, en verdad, esperar encontrar varios niveles de es-
tructura más básicos que los "quarks" y electrones que ahora
consideramos como partículas elementales» ([Ha, pág. 215]). La
verdad es que el proceso parece repetir el viejo argumento de
Aristóteles de la divisibilidad infinita del espacio. Sin embar-
go, el mismo Hawking señala que
«...la gravedad puede poner un límite a esta sucesión de
"cajas dentro de cajas". Si hubiese una partícula con una
energía por encima de lo que se conoce como energía de
Planck (IO9 GeV), su masa estaría tan concentrada que se
amputaría ella misma del resto del universo y formaría un
pequeño agujero negro» [ibidem].
Otros científicos prefieren interpretar la realidad como un
continuo espacio temporal, en el que los distintos objetos que
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percibimos surgen como variaciones o perturbaciones en la
geometría del mismo. En esta interpretación, la pregunta sería
si el continuo espacio temporal tiene una estructura granular
(lo que significaría la existencia de partículas o «granos» indi-
visibles) o no.
Y quizá, «/05 nociones de "espacio" y "tiempo" son abstrac-
ciones que pueden aplicarse al nivel de nuestra experiencia sen-
sible, pero que carecen de sentido más allá de la trigésima cifra
decimal. ¿Qué habría entonces allí? Nuestro viejo amigo el "apei-
ron"» ([Ru, pág. 29]).
En todo caso, en el momento actual, parece que no existe
una respuesta definitiva a la cuestión de si la materia es finita
o infinitamente divisible.
Salvo algunos pensadores medievales (entre ellos, San Isi-
doro de Sevilla) que creían que el tiempo está formado por
instantes indivisibles, llegando a cuantificar que una hora
contenía exactamente 22.560 instantes (cfr. [Bl, pág. 66]), no
parece que haya habido muchos defensores de la idea de un
tiempo discreto. En este aspecto, la concepción generalizada,
pues, es la misma que la de Aristóteles: El tiempo es un con-
tinuo infinitamente divisible.
3.2. El infinito en Matemáticas
Para algunos autores la historia de la fundamentación de
las Matemáticas puede verse como un enriquecimiento pro-
gresivo del universo matemático para incluir más y más infi-
nitos ([Ru]). Pero, por otro lado, la introducción de conjuntos
o procesos infinitos es la causa principal de la aparición de
paradojas en Matemáticas. Ya hemos visto que los matemáti-
cos griegos fueron plenamente conscientes de este fenómeno,
lo que les llevó a una autolimitación en el uso del infinito.
También hemos visto cómo Aristóteles rechazaba la exis-
tencia del infinito actual o real en el mundo sensible, admi-
tiendo sólo la existencia de infinitos potenciales. En cuanto al
uso del infinito en Matemáticas, Aristóteles dice:
«El negar la existencia actual del infinito no priva a los
matemáticos de sus especulaciones. De hecho ellos [los ma-
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temáticos] no necesitan este infinito y no hacen uso de él.
Sólo postulan [por ejemplo] de una linea finita que puede
prolongarse tanto como se desee...» [Física, III, 207b].
El enunciado de la famosa demostración de la infinitud de
los primos que aparece como proposición 20 del libro IX
de Los Elementos (cfr. [He2]) es paradigmático de esta limita-
ción en el uso de conjuntos infinitamente grandes: No se afir-
ma que el conjunto de los números primos sea infinito, sino
que «hay más números primos que cualquier colección de primos
que consideremos», es decir, dada cualquier colección finita de
primos, siempre existe otro primo que no pertenece a ella (y,
de hecho, es mayor que cualquier primo de la colección). Los
procesos infinitos se eliminan, al exigir que la conclusión o
demostración se obtenga tras un número finito de etapas. Tam-
bién hemos visto cómo, de manera sutil, en los propios Elemen-
tos se proscriben las magnitudes infinitas y las infinitamente
pequeñas: La definición 4 del libro V (que, recordemos, estable-
ce que dos magnitudes forman razón cuando cada una de ellas
admite un múltiplo que excede a la otra), prohibe de hecho la
existencia de magnitudes infinitamente pequeñas o infinita-
mente grandes y evita que se puedan comparar (formar razón)
longitudes con áreas o áreas con volúmenes. Como veremos,
esto es precisamente lo que hicieron los iniciadores de los
métodos infinitesimales de los siglos XVI y XVII.
La autoridad e influencia del pensamiento de Aristóteles
hizo que el rechazo a la existencia del infinito actual pervivie-
ra durante más de 2.000 años. Sólo al final del siglo XIX los
matemáticos se atrevieron (no sin profundas controversias) a
dejar de lado estas ideas.
Con el establecimiento del Imperio Romano en el Medite-
rráneo, la cultura griega comienza un lento declive, refugián-
dose principalmente en Alejandría, hasta su conquista por los
árabes en el año 641 d. de C. Por otro lado, el colapso del
Imperio Romano de Occidente en el siglo V de nuestra era
llevó a Europa a un largo período de oscuridad en el aspecto
cultural y científico. La herencia cultural griega fue conser-
vada en parte y finalmente transmitida a Europa a través del
Imperio Bizantino primero y, sobre todo, de los árabes, quie-
nes la enriquecieron con la incorporación de las ideas sobre
aritmética y álgebra de las civilizaciones orientales, especial-
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mente con la notación posicionai y la introducción del 0. El
nuevo sistema de numeración se fue extendiendo lentamen-
te, pero puede decirse que a partir del siglo XIII se generaliza
su empleo. Uno de los centros fundamentales de transmisión
de cultura fue precisamente la Escuela de Traductores de
Toledo, con Gerardo de Cremona a la cabeza. La asimilación
y aceptación de la cultura griega y en particular del pensa-
miento aristotélico por parte de la Iglesia Católica a partir del
siglo XIII, sentó las bases para el renacimiento intelectual en
la cultura occidental.
Las especulaciones sobre la naturaleza del infinito y el
continuo durante la Edad Media fueron de carácter esencial-
mente filosófico, más que científico. En líneas generales, se
aceptaron las ideas de Aristóteles al respecto (con la obvia
modificación de la existencia real de Dios como un infinito
absoluto). Sin embargo, a comienzos del siglo XIV algunos
filósofos (la mayoría pertenecientes al Merton College de
Oxford), iniciaron el estudio cuantitativo del movimiento, lo
que implicaba cuantificar la variación de magnitudes conti-
nuas, algo completamente extraño al pensamiento griego, que
sólo consideraba movimientos uniformes. Los filósofos del
círculo de Merton, entre los que destacan Richard Suiseth (o
Swineshead), conocido como El Calculador, y Thomas Brad-
wardine, que fue Arzobispo de Canterbury, comenzaron a es-
tudiar el movimiento uniformemente acelerado, en el que la
velocidad varía proporcionalmente al tiempo transcurrido. Por
supuesto, la idea de velocidad instantánea se utilizaba de for-
ma intuitiva y poco precisa, pero permitió obtener resultados
correctos. Los argumentos son siempre tediosos y retóricos, a
falta de un simbolismo adecuado, y con frecuentes llamadas a
la intuición. En cualquier caso, pueden considerarse como los
primeros antecedentes de la noción de derivada de una canti-
dad variable. Incluso las palabras fluxus y fluens, tan utiliza-
das por Newton tres siglos más tarde, aparecen ya en los tra-
bajos de Calculador. Estos trabajos conducen con frecuencia,
de manera natural, al problema de sumación de una serie
infinita. Por ejemplo, Suiseth planteó el siguiente problema:
Calcular la velocidad media de un móvil que durante la primera
mitad del tiempo total de su movimiento, lo hace con velocidad
constante; el siguiente cuarto lo hace a velocidad doble de la
inicial; el siguiente octavo del tiempo total lo hace al triple de la
velocidad inicial, y así ad infinitum. Si se consideran tanto el
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intervalo de tiempo como la velocidad inicial la unidad, el pro-
blema es equivalente a calcular la suma
1 2 3 n
- + - + - + ••• + — + •••
2 4 8 2 "
Calculador obtuvo el resultado correcto (=2) mediante un
largo y farragoso argumento verbal. Éste parece ser el primer
ejemplo de sumación de una serie infinita que no es una serie
geométrica. Pero además, Calculador parece aceptar la idea de
la suma de la serie infinita como un proceso ilimitado, a di-
ferencia de los argumentos utilizados por Arquímedes para
obtener la suma de algunas progresiones geométricas, esto es:
obtener una expresión para la suma de un número finito de
términos y comprobar (utilizando el axioma de Eudoxo) que
esta suma difiere tanto como se desee de un candidato previa-
mente encontrado.
Los estudios del círculo de Merton se extendieron a Fran-
cia e Italia a lo largo del siglo XIV. El parisino N. Oresme
(1323-1382) introdujo el uso de representaciones gráficas y
diagramas geométricos para dar demostraciones más sencillas
y convincentes que las de Calculador. Su idea fue representar
una cantidad variable (temperatura, velocidad, densidad, etc.)
por medio de un segmento vertical cuya longitud en cada ins-
tante era el valor de la cantidad. Esta representación antici-
paba claramente la idea de sistema de coordenadas, así como
la de dependencia funcional. Por ejemplo, representa la velo-
cidad de un móvil uniformemente acelerado durante un inter-
valo de tiempo [0,T], por medio de un trapecio construido
sobre el intervalo, de modo que el lado vertical en O tiene
como longitud la velocidad inicial v0 del móvil, y en T su
velocidad final vf. Oresme no explicita claramente que el área
del trapecio representa la distancia recorrida por el móvil,
pero por las consecuencias que infiere, ésta parece haber sido
su interpretación. Por ejemplo, deduce que el espacio recorri-
do es 5 = 1/2 (v0 + vf)T (esto es, el área del trapecio), resultado
equivalente a la conocida regla de Merton para el cálculo de la
velocidad media en un movimiento uniformemente acelerado.
En todo caso, esta idea fue más o menos aceptada implícita-
mente por los Escolásticos de los siglos XIV a XVI, y explici-
tada claramente en el famoso Discurso de Galileo de 1638, del
que ya hemos hablado.
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Oresme introduce métodos geométricos para la sumación
de algunas series infinitas, que sustituyen con ventaja a los
métodos retóricos de la escuela de Merton, aunque seguían
siendo tediosos y construidos ad hoc. También a Oresme se
debe la primera demostración de la divergencia de la serie
armónica.
El estudio de las series infinitas continuó a lo largo de los
siglos XVI y XVII sin avances prácticos significativos, aunque
contribuyó decisivamente en la aceptación de los procesos
infinitos en Matemáticas, preparando así el camino para el
desarrollo de los métodos infinitesimales.
3.2.1. Los indivisibles y los métodos infinitesimales
El Renacimiento científico y cultural de los siglos XV y
XVI se asocia a menudo a la rápida difusión de los clásicos
griegos provocada por la invención de la imprenta. Por otro
lado, la aparición de una nueva clase de artesanos libres des-
pertó el interés en la búsqueda de nuevos materiales y, en
general, por el desarrollo de la tecnología. Las exploraciones
geográficas a través de miles de kilómetros de mar abierto
demandaban nuevos y más precisos métodos para determinar
la posición; el incremento del comercio exigía nuevos y más
rápidos mecanismos de cálculo; la introducción de la pólvora
significó la aparición de nuevos problemas militares, como el
movimiento y trayectoria de los proyectiles. Al mismo tiempo,
el conocimiento de extrañas civilizaciones provocó un senti-
miento de apertura en la cultura europea y la imprenta permi-
tió la diseminación del conocimiento, hasta entonces contro-
lado férreamente por la Iglesia. Todo, en fin, contribuyó a que
la idea de la búsqueda del conocimiento y el desarrollo cien-
tífico para dominar la Naturaleza se convirtiera en un rasgo
dominante de la civilización Europea moderna, preparando el
terreno a la revolución científica que tuvo lugar a partir del
siglo XVII.
En las Matemáticas, el Renacimiento se plasmó en el rápi-
do progreso en el álgebra y, sobre todo, el desarrollo de un
simbolismo adecuado, que permitió obtener métodos de cálcu-
lo cada vez más eficaces: A lo largo del siglo XVI, la escuela
de algebristas italianos (Tartaglia, Cardano, Bombelli, etc.)
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había conseguido obtener las fórmulas para resolver las ecua-
ciones algebraicas de grados 3 y 4 por radicales. En esta tarea,
se fue desarrollando también un simbolismo algebraico ade-
cuado, que resultó esencial para el desarrollo del Álgebra y, a
fin de cuentas, de toda la Matemática.
De hecho, los signos + y - comienzan a emplearse a partir
de 1481; el símbolo x para el producto fue introducido por
Oughtred algo más tarde, y el signo = lo introdujo R. Recor-
dé, autor del primer tratado inglés de Álgebra, en 1557. Los
símbolos > y < son debidos a T. Harriot; los paréntesis apa-
recen en 1544.
Más importante y significativa fue la de publicación por
F. Viète de artem analyticam isagoge (Introducción al Arte
Analítico) en 1591, en donde se introduce el simbolismo literal
para designar los coeficientes («datos») y las incógnitas en las
ecuaciones. Ya en el siglo XVII, R. Descartes mejoró y desa-
rrolló las ideas de Vieta, utilizando las primeras letras del
alfabeto para designar cantidades conocidas, y reservando el
uso de las últimas letras del alfabeto para las incógnitas. Vieta
introduce los símbolos [ y { en 1593 y a Descartes se debe el
símbolo V. Así, a comienzos del siglo XVII, los matemáticos
disponían del bagaje técnico suficiente para abordar los nue-
vos retos planteados.
Los matemáticos del Renacimiento, como hijos de su épo-
ca, estaban más interesados en la obtención de nuevos méto-
dos y resultados que en el rigor de las pruebas. Como conse-
cuencia de esta mentalidad, los matemáticos de los siglos XVI
y XVII habían perdido aquel «horror al infinito» de los grie-
gos, que como sabemos había impedido el desarrollo de una
teoría de límites que evitara la tediosa doble reductio ad absur-
dum de las demostraciones clásicas. Este hecho, junto con
el desarrollo de una escritura simbólica adecuada, facilitó el
desarrollo de técnicas formales de cálculo y la aparición de los
métodos infinitesimales, que se usaron con profusión y abso-
luta falta de rigor en la solución de multitud de problemas de
cálculo de áreas y volúmenes en este período.
Así, J. Kepler (1571-1630) utilizó razonamientos de este
tipo para tratar de demostrar sus leyes del movimiento plane-
tario (cfr. [Ed, pág. 100]). Más determinante fue la publica-
ción en 1615 de una obra sobre la medición exacta de los
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volúmenes de barricas de vino (muy importante para el co-
mercio de la época): Nova stereometrìa doliorum vinariorum
(«Nueva geometría sòlida de las barricas de vino»). En ella se
considera un cuerpo sòlido como unión de una cantidad infi-
nita de piezas sólidas infinitesimales o indivisibles, de forma
y tamaño conveniente para resolver el problema estudiado.
Por ejemplo, considera la esfera de radio r compuesta por una
infinidad de pirámides de vértice en el centro y base en la
superficie de la esfera, todas ellas de altura r. La fòrmula del
volumen de una piràmide da V = Ar/3, con A = superficie de
la esfera (= 47tr2). También considerò el toro generado al girar
un círculo de radio a en torno a un eje vertical situado a una
distancia b de su centro, como formado por infinitas rebana-
das muy delgadas, determinadas por la intersección del toro
con planos que pasan por el eje de revolución. Cada rebana-
da es más delgada en el interior que en el exterior. Kepler
asumió que el volumen de una de estas rebanadas era iM2t,
donde t = 1/2 (t¡ + t2) es el promedio de las anchuras mínima
y máxima, e.d., t es la anchura de la rebanada en su centro.
Por tanto, el volumen del toro es V = (im2) (L t) = (lia2) (2n b),
que es el resultado correcto. En el libro citado se calculan
los volúmenes de más de 90 sólidos de revolución por estos
métodos.
El uso sistemático de las técnicas infinitesimales se popu-
larizó sobre todo por la aparición de dos obras escritas por el
alumno de Galileo B. Cavalieri (1598-1647): la Geometria in-
divisilibus y los Exertitationes geometricae sex. Los seis prime-
ros libros de la Geometría están redactados a la manera de los
libros griegos, pero, finalmente, Cavalieri desistió de su inten-
to de justificar el uso y la existencia de los indivisibles. Estaba
más interesado en su utilización práctica.
Cavalieri, a diferencia de Kepler, consideraba las figuras
geométricas formadas por indivisibles de dimensión menor.
Así, las áreas estaban formadas por infinitos segmentos pa-
ralelos a una recta fija o regula (las omnes lineae de la figura
dada); los volúmenes estaban constituidos por infinitos tro-
zos de áreas planas equidistantes, etc. También a diferencia
de Kepler, que imaginaba una figura geométrica descom-
puesta en trozos infinitesimales (de la misma dimensión)
que, mediante una recombinación ad hoc permitía obtener el
área o volumen de la figura dada, Cavalieri procedía a esta-
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blecer una biyección entre los indivisibles de dos figuras
geométricas dadas, de modo que si entre los indivisibles
correspondientes existía una cierta relación constante, se
podía concluir que la misma relación existía entre las mag-
nitudes de las figuras en cuestión. En general, la medida de
una de las figuras era conocida y así se podía calcular la de
la otra.
Un ejemplo típico de los métodos de Cavalieri es lo que
todavía se conoce hoy como Teorema de Cavalieri, cuya vali-
dez puede justificarse actualmente a través del teorema de
Fubini:
Sí dos sólidos tienen la misma altura y si las secciones
por planos paralelos a las bases a la misma distancia de
ellas tienen áreas en una razón dada, entonces los volúme-
nes de los sólidos están en la misma razón.
Además de su técnica de comparación de los volúmenes
de dos sólidos, comparando las áreas de sus secciones, Ca-
valieri desarrolló también un método para calcular el área o
volumen de un solo cuerpo, por medio de un método formal
(geométrico) para calcular sumas de «potencias de líneas» del
tipo £ xk. Por ejemplo, si consideramos el recinto limitado por
la gráfica de la parábola y = x2 entre los puntos de abscisa
x = a y x, = b, la longitud de una sección vertical típica es x2,
y el área vendría dada por la suma "L x2 para x entre a y b. La
técnica de Cavalieri consiste en comparar las potencias de
los segmentos paralelos a los lados de un cuadrado de lado
a con las de los triángulos obtenidos al trazar una diagonal
(cfr. [Ed], [Bl] y [B2]). Los argumentos se hacen más y más
complicados al aumentar k, de modo que Cavalieri sólo pudo
verificar directamente la fórmula S xk = ak+1/(n+l) para los va-
lores enteros de k menores que 10. Con estos resultados, pudo
calcular el área bajo las curvas y = x" (n < 9) en el intervalo
unidad, los volúmenes obtenidos por revolución de estos re-
cintos, etc. Fermat, Pascal y Roberval establecieron, más o
menos rigurosamente y por distintos métodos, la validez de la
fórmula para todo entero positivo.
El mismo Cavalieri y, por supuesto, sus contemporáneos,
eran conscientes de la falta de rigor del método de los indivi-
sibles. Durante algún tiempo, trató de solventar las críticas
sobre el uso de los indivisibles realizadas por muchos de sus
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colegas. Pero, finalmente, llegó a la conclusión de que los
espectaculares resultados obtenidos bastaban para justificar el
método, mientras que el sentido común era suficiente para
evitar las falacias más simples, como por ejemplo la siguiente:
consideremos (Fig. 6) un triángulo cuya altura h lo divide en
dos triángulos rectángulos desiguales, A y B. Consideremos A
como la suma de sus líneas paralelas a h, y lo mismo B. Como
se muestra en la figura, a cada indivisible de A le corresponde
un único indivisible de B de la misma longitud, y recíproca-
mente. Siendo así los indivisibles correspondientes iguales, su




Al fin y al cabo, como escribió más tarde Cavalieri en los
Ejercicios, «El rigor es asunto de los filósofos, más que de los
matemáticos».
E. Torricelli (1608-1647), amigo de Cavalieri y también
discípulo de Galileo, era plenamente consciente de las ventajas
y desventajas del método de los indivisibles, que defendía como
herramienta para descubrir nuevos resultados, de los que ha-
bía que obtener después pruebas «a la manera de los griegos».
Torricelli sospechaba que éstos ya poseían un método seme-
jante al de los indivisibles para este fin, aunque lo habían
ocultado para evitar la crítica de sus detractores. El descubri-
miento de El Método de Arquímedes prueba lo acertado de
esta sospecha. Torricelli obtuvo importantes resultados, utili-
zando hábilmente los indivisibles y proporcionando muchas
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veces demostraciones alternativas por medio del método de
exhausción por figuras adecuadas (no necesariamente rectán-
gulos o prismas). Desgraciadamente, su prematura muerte im-
pidió que desarrollara completamente sus ideas.
La aplicación de los métodos de indivisibles al estudio del
movimiento permite obtener evidencias claras de que los pro-
blemas clásicos de determinación de la tangente a una curva
y del área encerrada bajo ella, son inversos uno del otro. En
efecto, la representación gráfica del espacio recorrido en fun-
ción del tiempo permite visualizar claramente la noción de
velocidad instantánea, y su identificación con la tangente a la
curva que representa el espacio recorrido. Del mismo modo,
en un diagrama velocidad-tiempo, los razonamientos infini-
tesimales ponen en evidencia que el área encerrada bajo la
curva es, precisamente, el espacio recorrido por el móvil. Es-
tos resultados, implícitamente aceptados desde los tiempos de
Oresme, adquieren así confirmación «matemática», y como tal
se explicitan en El Discurso de Galileo y son formulaciones
embrionarias del Teorema Fundamental del Cálculo. También
el francés G. P. de Roberval (1602-1675) utilizó con profu-
sión este «método cinemático» de considerar una curva como
la trayectoria de un móvil, descomponiendo su movimiento
como combinación de otros más simples y utilizando sistemá-
ticamente la regla del paralelogramo para obtener la tangente
(= velocidad instantánea) a la curva en cuestión como suma
vectorial de las velocidades instantáneas de los movimientos
en los que se descompone el original. En fin, I. Barrow, maes-
tro que fue de Newton, en la Lección X de sus Lectiones Geo-
metricae (1670) enuncia y demuestra un teorema geométrico
que muestra claramente la relación inversa que existe entre el
cálculo de tangentes y el de cuadraturas en general (cfr., p. ej.,
[Ed, págs. 138-140]).
Tras los trabajos de Cavalieri y Torricelli, comienza un
proceso hacia la aritmetización de los indivisibles, sustituyen-
do los imprecisos métodos geométricos de suma de «potencias
de líneas» por la suma de cantidades más y más pequeñas, en
número más y más grande, es decir, en métodos aritméticos
para la sumación de series infinitas, que se escriben en la
forma a¡+a2+....+ etc. A este cambio de mentalidad contribuyó
no poco la aparición en 1637 de la Geometría de R. Descartes
(1596-1650) y la Introducción al estudio de los lugares planos y
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sòlido, enviada por P. de Fermat (1601-1665) a sus correspon-
sales en París el mismo año, que sentaron las bases de la
Geometría Analítica, cuyo objetivo era aplicar los métodos del
álgebra a la resolución de problemas geométricos. Las nocio-
nes de variable y función, indispensables para el desarrollo del
cálculo, aparecen ya explícitamente.
El proceso de aritmetización de los indivisibles culminó
con la obra de J. Wallis (1616-1703) Arithmetica infinitorum,
aparecida en 1655 y cuyo título es bastante explícito. En ella,
Wallis abandona el marco geométrico para asignar valores
numéricos a los indivisibles y, mediante manipulaciones arit-
méticas formales no demasiado rigurosas, obtiene, entre otros




o n + l
para todo valor racional de n (distinto de -1, por supuesto). Por
cierto, en esta obra es donde aparece por primera vez el sig-
no 0° para designar el infinito. La fórmula anterior había sido
ya obtenida rigurosamente (por medio del método de exhaus-
ción) por Fermat y por Torricelli, pero sus resultados no fueron
publicados hasta después de la aparición del libro de Wallis.
3.2.2. La creación del cálculo
A lo largo de este proceso de aritmetización, los indivisibles
geométricos van dando paso poco a poco a la noción, esencial
para el desarrollo del Cálculo, de infinitésimo: un ente con
propiedades asombrosas, ya que no es O, pero es menor (en
valor absoluto) que cualquier cantidad positiva; más aún, nin-
guno de sus múltiplos alcanza a ser una cantidad finita. Sin
embargo, una cantidad infinita de estos elementos, puede oca-
sionar un efecto o magnitud finita. Una vez más, Jorge Luis
Borges nos ilustra magistralmente sobre la naturaleza paradó-
jica de estas nociones: En el cuento Parábola del Palacio [Bg3],
se puede leer:
«...Cada cien pasos una torre cortaba el aire; para los ojos el
color era idéntico, pero la primera de todas era amarilla y la
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última escarlata, tan delicadas eran las gradaciones y tan larga
la serie.»
El hecho de que el color entre dos torres consecutivas sea
indistinguible nos sugiere que la diferencia de color entre ellas
es infinitesimal. Pero, sin embargo, la primera y la última
torre tienen colores diferentes, lo que indica que el número de
torres debe ser infinito para que la suma de las variaciones
infinitesimales origine una diferencia de color perceptible.
Recomendamos al lector el interesante artículo [Bla], donde se
analizan algunas paradojas matemáticas incluidas en las obras
de Borges.
Volviendo a nuestra historia, los métodos geométricos para
expresar una magnitud como «suma» de indivisibles, se con-
vierten en técnicas para expresar funciones por medio de se-
ries infinitas; los empleados para la determinación de áreas y
tangentes evolucionan hacia distintas reglas para su cálculo a
partir de la expresión analítica de la curva en cuestión. Estas
reglas se obtienen introduciendo en dicha expresión analítica
elementos auxiliares infinitesimales que, tras una manipula-
ción formal, se hacen desaparecer igualándolos a 0.
El paso decisivo fue dado por Isaac Newton (1642-1727) y
G. Leibniz (1646-1716) quienes sistematizaron los distintos
métodos existentes hasta convertirlos en potentes algoritmos
de cálculo que iban a ser la herramienta básica para llevar a
cabo el programa de Galileo de la matematización de la Natu-
raleza. El principal responsable del éxito de este programa fue
Newton, autor de la obra científica más admirada de todos los
tiempos: Philosophiae naturales principia mathematica (o, sim-
plemente, Principia), que apareció impresa por primera vez en
1687, aunque muchos de los resultados los había obtenido
Newton en el bienio milagroso que pasó retirado en su hogar
natal de Woolsthrope entre 1665 a 1667, debido a la gran
plaga que azotaba Londres. En esta obra, Newton formula las
Leyes de la Dinámica y la Teoría de la Gravitación, lo que le
permite desarrollar un modelo matemático riguroso para ex-
plicar todos los fenómenos de movimiento a partir de unas
pocas leyes o principios. Así, Newton descubrió un esquema
majestuoso que abarcaba desde la caída de una piedra hasta
el movimiento de los planetas y las mareas y que fascinó a sus
contemporáneos. A lo largo de los siglos XVIII y XIX los cien-
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tíficos siguieron con empeño el programa de la descripción
matemática de la Naturaleza (cfr. [Bo4]).
Los métodos utilizados por Newton o Leibniz para el desa-
rrollo del Cálculo (Método de Fluxiones, como lo llamó Newton,
o Cálculo Diferencial en la terminología de Leibniz) no difieren
esencialmente de los empleados por sus predecesores, pero lo
que en Fermat, Descartes o Roberval eran una serie de reglas
especiales para resolver algunos problemas concretos, se trans-
forma en manos de Newton y Leibniz en un método muy
general para la determinación de tangentes y cuadraturas, así
como la explotación sistemática de la relación inversa entre
ambos problemas, mediante el desarrollo de algoritmos for-
males para el cálculo con magnitudes infinitesimales.
Es difícil encontrar descripciones claras del cálculo de
fluxiones en los Principia, pues Newton empleó deliberada-
mente un lenguaje geométrico y sintético, «a lo griego». Se
supone que muchos de los cálculos de los Principia fueron
obtenidos utilizando los métodos analíticos desarrollados pre-
viamente por Newton y reconvertidos a un lenguaje sintéti-
co. Para cuando se publicaron los Principia, hacía tres años
que Leibniz había publicado en Acta Eruditorum su primer
artículo sobre Cálculo Diferencial. Sin embargo, para entonces
Newton ya había desarrollado completamente su método, aun-
que su reticencia habitual a hacer públicos sus resultados
retrasara su aparición impresa hasta mucho más tarde. De
hecho, la primera obra de Newton sobre el cálculo, finalizada
en 1669, no fue publicada hasta 1711; La segunda y más im-
portante obra, A treatise of the method of fluxions and infinite
series, terminado en 1671, no apareció hasta 1737, en versión
inglesa, mientras que la versión original en latín tardó todavía
cinco años más en ser publicada. Esta actitud contrasta con la
de Leibniz, que prefería publicar en revistas científicas para
una mayor rapidez en la difusión de sus resultados.
Sin embargo, aunque los resultados obtenidos son análo-
gos, el enfoque de los mismos es bastante diferente.
En un primer momento, Newton utiliza los infinitésimos
de modo similar a como los empleaban Fermat o Barrow, pero
con una habilidad muy superior. Así, en sus primeros trabajos
para calcular el área entre el eje de abscisas y la curva y = y(x),
concibe este recinto como unión de rectángulos infinitesima-
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les. Si A(x) es el área hasta el punto de abscisa x y considera-
mos su valor en un punto infinitamente próximo, A(x+o), su
diferencia A(x+o)-A(x) es el área de un rectángulo infinitesimal
de base o y altura y(x). Por tanto, su velocidad de cambio, esto
es, la razón de la variación del área a la variación de la abs-
£¿4
cisa, es y(x) (en otras palabras, — = y(x)). Este resultado era
ax
esencialmente conocido, como sabemos. Pero lo que hace
Newton es darle la vuelta: ¡Conociendo una tabla de derivadas,
sabremos el área bajo las gráficas de esas derivadas! Así se
obtiene un procedimiento algorítmico de cálculo de áreas (si
se posee un algoritmo para calcular derivadas, claro). Por
ejemplo, Newton toma como A(x) la curva ax(m+n)l" y con
m + n
la ayuda de su teorema binomial, que ya había descubierto,
calcula su incremento, divide por el infinitésimo o y después
suprime los términos que contienen alguna potencia del infi-
nitésimo, para obtener y(x) = axm/n. De esta manera consigue
una demostración sencilla y general de los múltiples resulta-
dos parciales que habían ido obteniendo penosamente Cava-
lieri, Torricelli, Fermat, Roberval, Wallis, etc. Así pues, Newton
toma como noción básica del nuevo cálculo la de derivada, y
obtiene como consecuencia el cálculo de áreas o cálculo inte-
gral. Esta idea de considerar la integral como el proceso inver-
so a la derivación, es la que iba a imponerse hasta la crisis de
fundamentos de comienzos del siglo XIX.
Los infinitésimos así concebidos ofrecen una gran dificul-
tad para su fundamentación y para la justificación de sus re-
glas de uso. Por ello Newton, siguiendo una idea que ya había
utilizado Roberval, destacó más tarde que lo que realmente
importa es la razón de cantidades infinitesimales, que puede
ser una cantidad finita, independiente de la naturaleza de los
factores. Este método de últimas razones de cantidades evanes-
centes está muy cerca de la noción de límite de un cociente
incremental, pero los problemas de cálculo práctico (pues, a la
postre, se utilizaban las reglas usuales de los infinitésimos
para obtenerlo) y, sobre todo, su aplicación a magnitudes que
dependen de dos o más variables, hizo que fuera pronto sus-
tituido por el método de las fluxiones, inspirado claramente en
la intuición física. Para ello, Newton consideró que las canti-
dades variables a estudiar estaban generadas por el movimien-
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to continuo de puntos, líneas y planos (en lugar de verlas
como un agregado de sus elementos infinitesimales). Por ejem-
plo, la curva plana f(x,y) - O puede considerarse como el lugar
geométrico de los puntos de intersección de dos rectas móvi-
les, una horizontal y otra vertical. De esto modo, las coorde-
nadas x e y de cada punto de la curva son funciones del tiem-
po, y el movimiento que describe la curva es composición de
un movimiento horizontal, con vector velocidad x y un movi-
miento vertical con vector velocidad y. Por la regla del para-
lelogramo, resulta entonces que la pendiente de la tangente a
la curva dada esy/x. Las cantidades x e y que varían con el
flujo del tiempo fueron llamadas por Newton fluentes, y su
velocidad de cambio, sus fluxiones. A su vez, las fluxiones
pueden considerarse como fluentes con fluxiones x,y, etc.
Aparentemente, Newton consideró como intuitivamente evi-
dente la noción de velocidad instantánea de un móvil con
movimiento rectilíneo y para su cálculo empleó sin reparo los
métodos infinitesimales. Sin embargo, señaló varias veces que
las fluxiones nunca aparecen aisladas, sino como razones de la
forma y / x , lo que parece le servía par justificar el uso de los
infinitésimos en el cálculo de las mismas. Como podemos ver,
los argumentos de partida son análogos a los utilizados por
Roberval en su cálculo de tangentes. Pero de nuevo Newton
convierte una idea ya utilizada para resolver algunos proble-
mas concretos en un método potente y general de cálculo.
Newton plantea inmediatamente el problema fundamen-
tal: dada una relación entre cantidades variables, encontrar
la relación entre sus fluxiones; y recíprocamente. Este últi-
mo caso comprende tanto el problema de cálculo de primi-
tivas (cuando se trata de una ecuación simple de la forma
y/x = g(x)) como el de resolución de una ecuación diferen-
cial general h(x,y/x) = 0. Newton se embarca en una serie de
cálculos que le permiten obtener las reglas generales de deri-
vación de polinomios, productos y cocientes y, combinándolas
con el uso de series infinitas, obtener un algoritmo sistemático
para abordar estos problemas (cfr. [Ed; págs. 191-230]).
En cuanto al otro creador del cálculo, G. Leibniz, su tra-
yectoria es completamente diferente a la de Newton. Su for-
mación inicial fue en Derecho y Filosofía y desempeñó una
activa carrera diplomática al servicio del Elector de Mainz.
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Sus obligaciones profesionales le llevaron a París en 1672, y
allí entró en contacto con algunos de los mejores científicos de
su tiempo, que despertaron su interés por distintos campos
de la ciencia y la ingeniería: inventor de una de las primeras
máquinas de calcular, pionero en la búsqueda de un sistema
de notación y terminología que codificara el razonamiento
lógico (lo que hoy llamaríamos lógica simbólica), no es extraño
que se sintiera atraído por las Matemáticas y la búsqueda de
un sistema general de cálculo, junto con una notación adecua-
da para el mismo. Según declaró más tarde, su inspiración
para el desarrollo de su cálculo diferencial se originó en una
figura aparecida en un trabajo de Pascal (el «triángulo diferen-
cial», para el caso de un cuarto de círculo) y darse cuenta de
que podía reproducirse en cualquier curva, de modo que la
determinación de la tangente dependía de la razón de las di-
ferencias de las ordenadas y las abscisas cuando éstas se ha-
cían infinitamente pequeñas, y la cuadratura dependía de la
suma de rectángulos infinitamente pequeños, siendo esas ope-
raciones mutuamente inversas. Como vemos, argumentos ya
conocidos, pero que Leibniz supo desarrollar y convertirlos en
un método sistemático de cálculo.
Es curioso que el filósofo Leibniz tuviera muchos menos
reparos formales en el uso de los infinitésimos que el físico
Newton. Leibniz no quería hacer un misterio de los infinitési-
mos, ni apelaba a la intuición geométrica para su justifica-
ción. Simplemente los usaba. Creía firmemente que si se espe-
cificaban claramente las reglas para manejarlos y si éstas se
aplicaban correctamente, el resultado sería correcto, cualquie-
ra que fuera la naturaleza de los símbolos manejados. En este
sentido, Leibniz puede considerarse un precursor claro de la
corriente formalista en Matemáticas.
El primer trabajo sobre el cálculo diferencial lo publicó
Leibniz en 1684 en Acta Eroditorum, la revista que él mismo
había ayudado a crear dos años antes (en [Str] puede verse
una traducción al inglés). Define la diferencia o diferencial de
una cantidad variable sin indicar las consideraciones infini-
tesimales que habían sido su motivación: la diferencial dx de
la abscisa se toma como una cantidad arbitraria y define la
diferencial dy de la ordenada como la cantidad que es a dx,
como la razón de la ordenada a la subtangente (consecuencia
inmediata de la semejanza entre el triángulo diferencial y el
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formado por la tangente y la subtangente). La definición an-
terior asigna al cociente dy/dx un valor finito, libre de todo uso
de infinitésimos, y conocido éste por algún método adecuado
(que en el cálculo efectivo de Leibniz utiliza los infinitésimos),
permite obtener la tangente a la curva. Pero obviamente, la
definición dada presupone una definición previa de tangente
a una curva en un punto que para Leibniz es la usual de la
época: la recta que une dos puntos infinitamente próximos de
la curva. Así pues, la ausencia del uso de infinitésimos en la
definición es sólo aparente. El trabajo incluye (sin demos-
tración) las reglas para la diferencial de sumas, productos,
cocientes, potencias y raíces, y aplica los resultados para el
cálculo de tangentes, problemas de máximos y mínimos, etc.
Dos años más tarde, Leibniz publicó en la misma Revista
un segundo artículo, esta vez sobre cálculo integral. En él
aparece la notación J para indicar el área bajo una curva dada,
como suma de infinitésimos. Estos dos artículos fueron sólo el
anticipo de los cerca de treinta que publicó Leibniz en la
misma revista sobre el nuevo cálculo. Y éste es también, como
hemos apuntado más arriba, un rasgo que distingue a Leibniz
de Newton: su interés en difundir rápidamente sus descu-
brimientos. Otra diferencia importante es que Leibniz tuvo
pronto excelentes discípulos, entre los que destacaremos a los
hermanos Johann y Jakob Bernouilli y al aristócrata francés
Guillaume-François de L'Hospital (1661-1704), conocido
como Marqués de L'Hospital, autor del primer libro de Cálcu-
lo Diferencial de la Historia: el Analyse des Infiniment petits,
publicado en francés en París, en 1696. Ahora sabemos que
muchos de los resultados incluidos en el libro se deben a
Johann Bernouilli, profesor particular y «negro» del Marqués.
El Prólogo del libro contiene una clara descripción del nuevo
cálculo:
El análisis que se explica en esta obra incluye el cálculo
ordinario, pero es muy diferente. El análisis ordinario no
trata más que cantidades finitas: éste penetra hasta el infi-
nito mismo. Compara las diferencias, infinitamente peque-
ñas, de las cantidades finitas; descubre las relaciones entre
estas diferencias y a partir de ellas obtiene las cantidades
finitas, que comparadas con éstas infinitamente pequeñas,
son como infinitos. Se puede incluso decir que este análisis
se extiende más allá del infinito, pues no se limita a las
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diferencias infinitamente pequeñas, sino que descubre las
diferencias de estas diferencias, las de las diferencias terce-
ras, cuartas, y así sucesivamente... De forma que no sólo
abarca al infinito, sino el infinito del infinito o una infini-
dad de infinitos [Hos, Preface].
El libro comienza introduciendo las nociones geométricas
de número y cantidad variable (se distingue por primera vez
entre variable dependiente e independiente) y continúa enun-
ciando una serie de «.Demandes ou Suppositions». Entre ellas
se encuentra que se pueda sustituir una cantidad por otra que
difiera de la primera en un infinitésimo, y que las curvas se
pueden considerar como la unión de una infinidad de segmen-
tos rectilíneos infinitesimales. A partir de aquí, la redacción es
clara e inteligible. El libro tuvo un éxito enorme, siendo uno
de los textos más utilizados durante todo el siglo XVIII. El
lector interesado puede encontrar en [P] un buen análisis
pormenorizado de la obra.
Como queda claro en el libro de L'Hospital, Leibniz conci-
bió desde el comienzo la existencia de un número infinito de
órdenes de infinitésimos, y mantuvo el principio de que en
una relación que contuviera infinitésimos de distintos órde-
nes, sólo había que retener los de orden inferior (ya que los
otros son infinitamente pequeños frente a ellos). Sin embargo,
los intentos para definir y utilizar las diferenciales de orden
superior, no tuvieron mucho éxito, y fueron objeto de la ma-
yor parte de la crítica de sus detractores.
Contra lo que habitualmente se cree, Leibniz parece que no
tenía claro la existencia real de los infinitésimos. En una carta
escrita dos meses antes de su muerte, manifestó que no creía
que existieran magnitudes realmente infinitas o realmente infi-
nitesimales, pero tanto si existen como si no, estos conceptos
son «ficciones útiles para abreviar y utilizar un lenguaje univer-
sal». Una vez más, Leibniz señalaba que la cuestión de la exis-
tencia de los infinitésimos es independiente de si su uso, res-
petando las reglas del cálculo, conducía a resultados correctos.
Los resultados a que se llega con los métodos de Leibniz
son similares a los obtenidos con los de Newton. Una de las
grandes ventajas del método de Leibniz reside sobre todo en
la notación, a la que dedicó mucho tiempo, y que es la que
esencialmente utilizamos. Por el contrario, la justificación ri-
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gurosa de los métodos de Newton es más sencilla, al haber
hecho hincapié en las razones de infinitésimos, es decir, la
derivada, en lugar de sus diferencias, es decir, la diferencial.
Eso también trasciende al problema inverso: para Newton
la integral es simplemente la antiderivación; para Leibniz, la
integral es una suma infinita de diferenciales. En todo caso, el
resultado común es la creación de métodos generales y algo-
ritmos de cálculo que permiten unificar y tratar sistemática-
mente una enorme cantidad de problemas.
El éxito del cálculo, tanto en Matemáticas como en su
aplicación para la descripción de la Naturaleza, fue espectacu-
lar, lo que contrasta con la debilidad de sus fundamentos ló-
gicos. Hasta el punto que se convirtió en tema de conversación
en las reuniones de los ilustrados de la época. Al parecer, en
una de estas reuniones Leibniz trató de explicar a la reina
Sofía Carlota de Prusia los rudimentos del cálculo infinitesi-
mal. Pero la Reina le interrumpió diciendo que a lo largo de
su relación con la Corte se había familiarizado tanto con lo
infinitamente pequeño, que no necesitaba la ayuda de Leibniz
para que se lo explicara.
Una de las más demoledoras críticas al nuevo análisis se
debe al obispo irlandés G. Berkeley (1685-1753). En su ensa-
yo The Analyst^, publicado en 1734 y dedicado «a un matemá-
tico infiel» [el astrónomo y amigo de Newton Edmund Halley
(1656-1742)], acusa a los seguidores de Newton y Leibniz de
utilizar métodos que no comprenden, basados en inconsisten-
cias lógicas y conceptos ambiguos, aunque reconoce que los
resultados obtenidos puedan ser ciertos:
...No tengo ninguna discrepancia en cuanto a sus con-
clusiones, sino sólo en cuanto a su lógica y a su método:
¿Cómo lo demuestra?, ¿de qué objetos se ocupa?...
...¿Y qué son estos diferenciales? Las velocidades de
incrementos que desaparecen. ¿Y qué son estos mismos
incrementos evanescentes? No son cantidades finitas, ni
cantidades infinitamente pequeñas, pero tampoco son nada.
¿No podemos denominarlas los fantasmas de las cantida-
des desaparecidas?
6
 Una traducción al castellano aparece en [Nw; págs. 214-219].
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Berkeley incluye en su obra una rápida, pero esencialmente
correcta, descripción del método de fluxiones y el método de
las diferenciales de Leibniz, y su crítica sobre la inconsisten-
cia conceptual de los infinitésimos está bien fundamentada.
Lo curioso es que este furibundo ataque tenía como objeto
mostrar que los fundamentos de las Matemáticas no eran más
sólidos que los de la Religión, como queda claro en el subtítulo
de El Analista: Donde se examina si el objeto, principios e infe-
rencias del Análisis Moderno se puede entender de manera más
clara, o deducir de manera más evidente que los misterios de
la Religión y las cuestiones de la Fe. «Saca en primer lugar la viga
de tu propio ojo, y entonces podrás ver claramente para sacar la
mota del ojo de tu hermano» (tomado de [B2, pág. 539])].
Como dice J. Newman en su comentario a The Analyst
incluido en [Nw, pág. 212],
«...resulta difícil de entender por qué pensó Berkeley que
podría restablecer la fe en la Religión demostrando que los
matemáticos eran, a menudo, tan estúpidos como los teó-
logos».
Berkeley justifica el que el cálculo infinitesimal produzca
resultados correctos como consecuencia de una «compensa-
ción de errores», explicación que iban a repetir más tarde
personajes de la talla de Maclaurin, Lagrange o L. Carnot.
Este último caso es especialmente llamativo, tanto por el pres-
tigio del autor (el Organizador de la Victoria en los turbulentos
años de la Revolución Francesa), como por la popularidad de
que gozó su obra Réflexions sur la métaphysique du calcul
infinitésimal, aparecida en 1797 y ampliamente traducida. Tra-
tando de encontrar una base sòlida para la fundamentación
del Cálculo, Carnot llegó a la conclusión de que los verdaderos
principios metafísicos del mismo son ¡la compensación de
errores! Los infinitésimos, al igual que los números imagina-
rios, serían simplemente cantidades que se introducen para
facilitar los cálculos y desaparecen en el resultado final. Las
reglas de cálculo con estas cantidades ficticias son las mismas
que rigen las cantidades reales debido a una cierta Ley de
Continuidad. Lo cierto es que la popularidad de esta obra tuvo
un efecto completamente contrario al deseado, y sin duda
contribuyó a aumentar la sensación de incomodidad de los
matemáticos con los abominables pequeños ceros, en palabras
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de C. Boyer ([B2]), acelerando la crisis que iba a conducir a
la rigorización del Análisis durante el siglo XIX.
3.2.3. Crisis y soluciones: La aritmetización del análisis
Corno hemos dicho, los infinitésimos (y sus inversos, los
números infinitamente grandes) se utilizaron con profusión en
las Matemáticas a lo largo del siglo XVIII, consiguiendo éxitos
espectaculares. Uno de los más hábiles manipuladores de estos
objetos fue el genial y prolífico L. Euler (1707-1783), autor de
uno de los primeros textos (en sentido moderno) de Análisis: el
Introductio in Analysin Infinitorum1 (1748). En él, tras estable-
cer con precisión lo que significa para el autor la palabra fun-
ción (esencialmente, una expresión analítica, que permite deter-
minar el o los valores correspondientes a un valor determinado
de las variables), pasa a definir el Análisis como el estudio de
las funciones, dando así un paso fundamental hacia la aritme-
tización de esta disciplina y su independencia de la Geometría.
Por otro lado, Euler evita sistemáticamente el uso del cálculo
diferencial y basa su análisis en el desarrollo de las funciones
en series infinitas. Realmente lo único que supone es la fórmu-
la del desarrollo de (l+x)r, con r racional (y un ingenioso ma-
nejo de las cantidades infinitas e infinitésimas).
Pero no todo el mundo es Euler, y la cantidad de paradojas
y contradicciones que se iban acumulando aumentaba la sen-
sación de inseguridad. La utilización indiscriminada de los
automatismos formales (basada en una aceptación implícita
de la ley de continuidad) dio lugar a un sin fin de controver-
sias entre los matemáticos. Por ejemplo, Johann Bernouilli
sostenía que log(-n) = log n, ya que 2log(-n) = log(-nj2 = log n2
= 2 log n. Otro de sus argumentos estaba basado en la idea de
dx d(-x)
integral como antiderivada: Como — , resulta que
x —x
, tax td(—x) , , .logx= —= = log(-*). Por el contrario, Leibniz soste-
J Y * Y
7
 La Real Sociedad Matemática Española ha publicado una cuidadísima
traducción, enriquecida con multitud de notas, junto con una edición fac-
similar de un ejemplar de la primera edición ([Eu]). Véanse también los
Capítulos 9 y 10 de [Du].
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nía que los logaritmos de los números negativos eran imagina-
rios, aunque sus argumentos son poco convincentes. Uno de
ellos, por ejemplo, es el siguiente: si \og(-l) fuera real, también
lo sería log i = log(-/)//2 = 1/2 log (-/), lo que es claramente
absurdo (?). Otro se basaba en ciertas manipulaciones con
series divergentes (otra de las fuentes habituales de contradic-
ciones; véanse ejemplos en [Bu], [KM], [KN], etc.). Euler con-
fesó que esta paradoja le había atormentado durante bastante
tiempo y en [Eu2] obtuvo la solución correcta (via las llama-
das «fórmulas de Euler»). En la introducción, escribe:
...los logaritmos forman claramente parte de las mate-
máticas puras. Por ello puede resultar sorprendente saber
que han sido objeto hasta ahora de una embarazosa con-
troversia en la que aparecían contradicciones aparentemen-
te insolubles, cualesquiera que fuera la opción tomada...
Yo voy a eliminar completamente todas las contradiccio-
nes, para que pueda verse lo difícil que es descubrir la
verdad y defenderse contra la inconsistencia, incluso cuan-
do dos grandes hombres abordan el problema...
Otra fuente importante de paradojas fue la utilización au-
tomática de la «regla de Barrow» para el cálculo de áreas o in-
tegrales definidas, según el método de Newton. Por ejemplo:
í — = log jcl = —log(—1) = — (2n + l~)ni (n entero)J
-> x
¿Cómo se explica que la suma de infinitésimos reales —
JC
pueda originar distintos valores, todos ellos imaginarios? S.
Poisson (1781-1840) trató de explicar el resultado mediante
un cambio de variable x = -(coso + iseno), entre los valores 0 =
O y 9 = (2n+l)n (lo que equivale a sustituir el intervalo de in-
tegración [-1,1] por distintos arcos de círculo), pero la solu-
ción seguía siendo misteriosa. El mismo tipo de contradicción
había sido puesto de manifiesto por J. D'Alembert (1717-1783)
al obtener en 1768
ri dx 1 'a _ iJ-p-~í_r
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es decir, un número negativo corno suma de infinitésimos
positivos. Un argumento similar fue utilizado también por
J. L. Lagrange (1736-1813). Otras contradicciones surgían al
aplicar automáticamente las fórmulas de cambio de variable o
la integración por partes, como hemos puesto de manifiesto
en el Capítulo I.
En fin, la situación a finales del siglo XVIII se iba haciendo
insostenible. La incuestionable efectividad del Cálculo para
representar y predecir los fenómenos del mundo real con-
trastaba con el débil andamiaje lógico que lo sustentaba. El
problema se agravó por la necesidad de confeccionar manua-
les y tratados didácticos para los alumnos de las nuevas Uni-
versidades que fueron surgiendo en toda Europa, tomando
como modelos las grandes Écoles creadas tras la Revolución
en Francia. La necesidad de organizar rigurosamente la teoría
por motivos didácticos tuvo otra importante consecuencia:
una profunda reflexión sobre los fundamentos de cada teoría
y, en particular, sobre los fundamentos del Análisis, que como
hemos visto ocupaba un lugar preeminente como herramien-
ta de modelización de la Naturaleza. Es claro, pues, que se
imponía la búsqueda de nuevos paradigmas del rigor en Ma-
temáticas.
Uno de los primeros intentos en esa dirección se debe a
Lagrange, quien en 1797 publicó la monografía Théorie des
fonctions analytiques como libro de texto para sus alumnos de
la Ecole Polytechnique, fundada pocos años antes. En este li-
bro que, como orgullosamente declara su autor, presenta la
teoría de funciones y el cálculo diferencial «liberados de toda
consideración acerca de infinitesimales, cantidades evanescen-
tes, límites o fluxiones.,,», Lagrange define de hecho una fun-
ción por su desarrollo en serie de potencias, y las derivadas
sucesivas de la función aparecen como los correspondientes
coeficientes en el desarrollo en serie de la misma, siendo por
tanto, funciones «derivadas» de la primera. El problema es
que Lagrange nunca pudo probar convincentemente la exis-
tencia del desarrollo en serie de una función «arbitraria». En
cualquier caso, en la obra de Lagrange se apunta uno de los
aspectos que, finalmente, permitieron resolver el problema de
la fundamentación del Cálculo Diferencial en sentido moder-
no. En sentido más o menos cronológico, los pasos prelimina-
res para llegar a la solución finalmente aceptada fueron estos:
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1. La adopción de la noción de función como objeto cen-
tral del cálculo (en lugar del concepto más vago de
variable).
2. La elección de la noción de derivada como concepto
Fundamental del cálculo diferencial (en lugar de la di-
ferencial).
3. La concepción de la derivada como una función.
4. El concepto de límite como noción básica para el desa-
rrollo de la teoría.
Ya hemos visto cómo Euler en la Introducilo concibe ya
el cálculo como el estudio de las funciones. Los puntos (2)
y (3) aparecen explicitados en la Theorie de Lagrange, como
ya hemos citado, aunque su solución para evitar el uso de
infinitésimos está viciada al presuponer la existencia del de-
sarrollo en serie de potencias de cualquier función. Como
pronto señaló Cauchy, existen funciones tan sencillas como la
f(x):=e x six ;¿0;/(0) = O, que no admiten un desarrollo en
serie en un entorno de O (e.d., no son analíticas). Los primeros
intentos para basar el cálculo diferencial en una noción de
límite aparecen en el artículo de D'Alembert sobre el tema
Límite publicado en 1765 en la Encyclopédie: «Una magnitud
se dice que es el límite de otra magnitud cuando la segunda
puede acercarse a la primera dentro de cualquier orden de
magnitud dado, por pequeño que sea, aunque pueda no llegar
a alcanzarla». Pero donde esta noción se utiliza sistemática-
mente para la fundamentación del cálculo es en el famoso
Cours d'analyse, publicado en 1821 por A. L. Cauchy (1789-
1857), en el que se recogen las lecciones impartidas por el
mismo en la Ecole Polytechnique. En el prólogo, Cauchy expre-
sa su concepción del rigor en análisis de la siguiente forma:
«Respecto a los métodos, he tratado de darles un rigor
semejante al que se pide en Geometría [...] Razonamientos
como el paso de series convergentes a divergentes, o de
cantidades reales a imaginarias, aunque comúnmente ad-
mitidos, no me parecen inducciones adecuadas para pre-
sentar la verdad [...] Además, debemos observar que [este
tipo de razonamiento] tienden a atribuir una validez inde-
finida a las fórmulas algebraicas, cuando en realidad la
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mayor parte de estas fórmulas existen sólo bajo ciertas
condiciones y para ciertos valores de las cantidades que
contienen. En la determinación de esas condiciones y esos
valores, he abolido toda incertidumbre. [...] Es verdad que,
para mantenerme fiel a estos principios, me he visto obli-
gado a admitir muchas proposiciones que, quizás, parecen
un poco severas a primera vista» ([C]).
La primera de estas proposiciones «un poco severas» es
que «una serie divergente no tiene una suma» (¡!). Cauchy de-
fiende que las series infinitas, instrumento básico del análisis
de la época, deben ser tratadas con extremo rigor, aún a costa
de una drástica reducción de la aplicabilidad de las fórmulas
utilizadas. «Por tanto, antes de considerar la suma de cualquier
serie, debo examinar en qué casos la serie puede sumarse...».
El instrumento que Cauchy desarrolla y utiliza sistemática-
mente para realizar una revisión crítica del Análisis es la teo-
ría de límites. Sobre la noción precisa de límite Cauchy edifica
todo el edificio del Análisis. Su definición es la siguiente:
«Cuando los valores atribuidos sucesivamente a la misma
variable se aproximan indefinidamente a un valor fijo, de modo
que llega a diferir de él tan poco como se quiera, este último
valor se llama el límite de los otros».
A continuación, Cauchy define un infinitésimo o cantidad
infinitamente pequeña como una variable con límite cero. De
esta manera, Cauchy evita todas las confusiones y controver-
sias que resultan de considerar los infinitésimos como núme-
ros fijos menores (en valor absoluto) que cualquier número
real positivo. A continuación, Cauchy desarrolla la teoría bá-
sica a partir de esta definición: funciones continuas, etc. El
año siguiente (1822), Cauchy publica su Resume des leçons
donees a l'Ecole Royal Polytechnique sur le calcul infinitésimal
(o, simplemente Résumé). Aquí Cauchy da un nuevo paso ha-
cia la fundamentación rigurosa del Cálculo al tomar como
concepto básico el de derivada de una función (definido como
límite del cociente incremental usual), en lugar del mas impre-
ciso de diferencial. Sobre este concepto construye de forma
rigurosa toda la teoría elemental del cálculo diferencial.
Ya hemos visto algunas de las paradojas que resultan del
uso indiscriminado de la regla de Barrow para el cálculo de
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integrales definidas. Siguiendo su programa de establecer un
desarrollo riguroso del cálculo, Cauchy se plantea la necesi-
dad de demostrar la existencia de la integral definida. Y así, en
el Prólogo de su Resume publicado en 1822, dice:
«...En el cálculo integral, me ha parecido necesario de-
mostrar generalmente la existencia de las integrales o fun-
ciones primitivas antes de probar sus diversas propiedades.
Para ello, he hallado necesario establecer al comienzo la no-
ción de integral entre límites dados o integral definida».
Y en la lección 21 del Resume Cauchy demuestra la existen-
6
eia de la integral definida J J (x)ax ¿e una función continua
af(x) en el intervalo [a,b] como límite de las áreas de los rec-
tángulos inscritos en la gráfica de la función f con base en
los intervalos de particiones cada vez más finas del intervalo
[a, b]. Es decir, que el método de exhausción de los griegos
funciona para los recintos que están limitados por el eje de
abscisas y la gráfica de una función continua arbitraria.
El paso siguiente lo dio B. Riemann (1826-1866), quien en
su trabajo de Habilitationsschrif en 1854 consideró la totalidad
de las funciones para las que el método de exhausción a lo
Cauchy funcionaba, junto con una serie de caracterizaciones y
propiedades de la nueva clase de funciones (las funciones inte-
grables Riemann) que las convirtieron en la clase más amplia de
funciones razonables hasta finales del siglo XIX, y a su integral,
una herramienta potente y versátil que rápidamente fue acep-
tada por la comunidad matemática. La siguiente opinión de
P. Du Bois-Reymond (1883) fue generalmente compartida por
los matemáticos del siglo XIX: «Riemann ha logrado extender el
concepto de integral a sus posibilidades más extremas». No pa-
recía concebible una posible extensión de la noción.
A pesar de lo expuesto, el mismo Cauchy y muchos otros
matemáticos de la época, siguieron utilizando, paradójicamen-
te, el lenguaje y las técnicas intuitivas de los infinitésimos, lo
que originó confusión y falta de precisión. Por otro lado, la
ausencia de una definición precisa y rigurosa de los números
reales impedía el establecimiento de una base sólida para el
Cálculo, y hacía que muchos de los argumentos utilizados
estuvieran viciados en origen, como sucede por ejemplo con la
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utilización sistemática por parte de Cauchy del criterio que
lleva su nombre para probar la existencia de límite de una
sucesión de reales. Por cierto, que el criterio de Cauchy o su
equivalente, el axioma del supremo, había sido utilizado ante-
riormente por B. Bolzano en un casi desconocido artículo
publicado en Praga en 1817, en el que, tras definir la noción
de función continua de manera análoga a como lo iba a hacer
Cauchy, se probaba rigurosamente (con ayuda del citado axio-
ma) el teorema de los valores intermedios para tales funciones
Finalmente, R. Dedekind y G. Cantor publicaron en 1872
sendas construcciones rigurosas de los números reales, lo que
permitió culminar el proceso de aritmetización del análisis
a K. Weierstrass (1815-1897), estableciendo la definición de
límite por medio de la condición £, ô (esencialmente, la que
se utiliza hoy en los textos) y que permite construir todo el
Cálculo en términos de las propiedades del sistema de núme-
ros reales, sin ninguna mención a los infinitésimos. La defini-
ción de Weierstrass termina con la concepción dinámica de la
idea de límite, como un proceso infinito inacabado de una
magnitud variable que se aproxima indefinidamente a otra,
sin alcanzarla. Ésta es precisamente la clave del argumento de
Zenón en su paradoja de Aquiles y la Tortuga.
Así pues, los infinitésimos desaparecieron del análisis ri-
guroso alrededor de 1872... hasta 1966, año en el apareció el
libro Non-standard Analysis de A. Robinson (1918-1974). En
el prólogo, se puede leer:
A finales de 1960 se me ocurrió que los conceptos y
métodos de la Lógica Matemática contemporánea podían
proporcionar un marco adecuado para el desarrollo del
Cálculo Diferencial e Integral en términos de números in-
finitamente pequeños e infinitamente grandes ([Ro]).
Partiendo de una construcción utilizada por T. Skolen en
1934, Robinson considera una extensión *K de E (esencial-
mente, una ultrapotencia de 1 por un ultrafiltro libre en °°)
que es un cuerpo ordenado (no arquimediano, por supuesto),
llamado el cuerpo de los números hiperreales. La aportación
esencial de Robinson fue la utilización de un profundo teore-
ma de teoría de modelos, el Teorema de Los, para establecer el
llamado Axioma de Transferencia, que esencialmente afirma
que todo enunciado «bien formado», válido para todos los nú-
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meros reales, también es válido para todos los números hipe-
rreales. A partir de este axioma, puede probarse que existen en
el cuerpo *! elementos no nulos tales que 0< £ < r, para cual-
quier número real positivo r, es decir, infinitésimos. En conse-
cuencia, I/e es mayor que cualquier número real positivo, es
decir, un número infinito. El axioma de transferencia permite
extender a *! toda función definida sobre R y de este modo
desarrollar rigurosamente un cálculo «a lo Leibniz», donde los
infinitésimos y los elementos infinitamente grandes son genui-
nos objetos matemáticos. Los elementos de *R que se pueden
identificar a elementos de R se llaman estándar, y los demás
son elementos no-estándar. Dos elementos de *K se dice que
están infinitamente próximos si su diferencia es un infinitési-
mo. Con este lenguaje, una función real f es continua en r si
su extensión a *R transforma puntos infinitamente próximos
a r en puntos infinitamente próximos a f(r). En fin, para todo
número hiperreal finito a (es decir, mayorado por algún nú-
mero real) existe un único número real infinitamente próximo
a él, que se llama la parte estándar de a, y esto permite definir
adecuadamente la noción de derivada, integral, etc.
El uso de la teoría de modelos y de resultados profundos de
lógica simbólica en la construcción de Robinson hacían difícil
su difusión a nivel elemental. Pero en 1976 apareció [Ke], en
donde tras una introducción axiomática de los hiperreales, se
desarrolla a nivel elemental un texto de cálculo con técnicas
no estándar8, que resulta ciertamente atractivo. En [SL] se
desarrolla un curso de Análisis de nivel más elevado, con apli-
caciones a la Topología y al Análisis Funcional, pero utilizan-
do también herramientas más sofisticadas. El lector interesa-
do puede consultar en [DD] varias contribuciones a distintas
áreas de las matemáticas con técnicas no estándar, así como
una abundante bibliografía al respecto.
3.2.4. El infinito actual. La teoría de conjuntos
Ya hemos visto que el rechazo aristotélico a la existencia
de magnitudes o conjuntos infinitos se mantuvo durante toda
la Edad Media. A partir del siglo XIV, como hemos dicho más
8
 El libro está agotado, pero puede descargarse en la página http://
www.math.wisc.edu/~keisler/
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arriba, los matemáticos comienzan a usar procesos infinitos,
como las series y, más tarde, los métodos infinitesimales, pero
siempre de manera acritica y meramente instrumental. Se
hablaba de los puntos de un segmento, pero se evitaba decir
que el segmento estaba formado por infinitos puntos...
Las propiedades paradójicas del infinito matemático, más o
menos conocidas ya por varios pensadores medievales, fueron
claramente puestas de manifiesto por Galileo. En efecto, en
uno de los diálogos entre los personajes principales, Salviati y
Simplicius (los mismos que los de El Diálogo de 1632), de su
obra postuma Discursos y demostraciones relativas a dos nuevas
ciencias (1638), el primero hace notar que se pueden empare-
jar biunívocamente los números naturales con sus cuadrados
(que forman un subconjunto propio del primer conjunto); es
decir, una parte (el conjunto de cuadrados} tiene el mismo nú-
mero de elementos que el todo (el conjunto de todos los núme-
ros naturales}. En otro lugar constata que, al considerar dos
circunferencias concéntricas y trazar radios desde el centro
común, haciendo corresponder a cada punto A de la circunfe-
rencia pequeña el único punto de la circunferencia grande en
el que el radio que pasa por A la corta, se puede establecer una
biyección entre los puntos de la circunferencia pequeña y los de
la grande9. En ambos casos, parece contradecirse uno de los
principios más firmemente establecidos: el de que el todo es
mayor que la parte. De hecho, este principio aparece como la
Noción Común número 5 en Los Elementos de Euclides ([He2]).
Recordemos que estas nociones comunes se suponían verdades
evidentes de naturaleza general, no específicas de la Geometría.
Desgraciadamente, Galileo no dio el paso adelante, lógica-
mente coherente, de aceptar esta propiedad de los conjuntos
infinitos. Simplemente, sacó la consecuencia de que no se
pueden comparar entre sí magnitudes infinitas, que son in-
trínsecamente incomprensibles, ya que
...intentamos, con nuestra mente finita, discutir el infi-
nito, asignándole las mismas propiedades que damos a lo
finito y limitado. Creo que esto es un error... Los atributos
«igual», «mayor» y «menor» no son aplicables al infinito,
sino sólo a cantidades finitas.
9
 También aparecen conjuntos infinitos de puntos en la discusión de la
paradoja de la rueda de Aristóteles. Cfr. Nota 1 en pág. 21.
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Como hemos visto, ésta es la actitud predominante de los
matemáticos ante el problema del infinito: ignorarlo y seguir
adelante. Es significativa, a este respecto, la opinión de K. F.
Gauss (1777-1855), expresada en una carta escrita en 1831:
«En lo que concierne a su demostración... protesto contra el uso
que se hace de una cantidad infinita como una entidad real; esto
nunca se permite en matemáticas. El infinito es sólo una mane-
ra de hablar, puesto que se trata en realidad de límites...» Tam-
bién Cauchy rechazaba la existencia de conjuntos infinitos por
la propiedad que tenían de ponerse en correspondencia biye-
ctiva con una parte propia suya. En fin, esta actitud de evitar
los problemas que ocasionan los conjuntos infinitos era, como
dice Kline [Kll, p. 994], hipócrita, pero permitió avanzar con-
siderablemente en la construcción del cálculo. Pero el progra-
ma de rigorización del Análisis iniciado en el primer tercio del
siglo XIX hizo que no se pudiera obviar por más tiempo el
problema de los conjuntos infinitos.
El primero en aceptar explícitamente la existencia del in-
finito actual fue el matemático y teólogo checo B. Bolzano
(1781-1848). En 1851, tres años después de su muerte, apare-
ció su obra Paradoxien des Unendlichen (Paradojas del Infini-
to) ([Bol]), en la que se recogen sus reflexiones sobre la noción
de infinito, no sólo desde el punto de vista matemático, sino
también los aspectos físicos y filosóficos del mismo. Pero,
desde luego, la parte más importante de la obra es la que se
refiere a las Matemáticas. Para empezar, Bolzano introduce
por primera vez un punto de vista conjuntista en las Matemá-
ticas. Así, en las primeras secciones de su obra, Bolzano des-
cribe los conceptos conjuntistas que va a utilizar, distinguien-
do entre agregado, que define como «un todo cuyas partes se
encuentran bien definidas (ein aus gewisen Teilen bestehendes
Ganze)», conjunto, que es «un agregado que depende de un
concepto respecto al cual el orden de sus elementos es indiferen-
te» y multitud (de A), que es «un conjunto cuyos elementos
pueden ser considerados como objetos de un cierto tipo A» (es
decir, un conjunto formado por unidades de un cierto tipo).
Bolzano continúa analizando distintas nociones de infinito que
se han dado, y en el párrafo 9 introduce su concepto de infi-
nito así:
Llamaré infinita a una multitud si todo conjunto finito
es tan sólo una parte de ella.
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Y a continuación construye un conjunto infinito en particu-
lar: el conjunto de todas las proposiciones y verdades en sí. Su
demostración se basa en la distinción entre una proposición
verdadera P y la proposición P es verdadera y utiliza implícita-
mente la existencia de un conjunto infinito previo: el de los
números naturales (que por otro lado se nos aparece como el
ejemplo más claro de conjunto infinito). Es claro que Bolzano
quería evitar este círculo vicioso, pero hoy sabemos que su in-
tento estaba condenado al fracaso: la existencia de al menos un
conjunto infinito debe ser introducido como axioma.
En cualquier caso, Bolzano defiende la existencia real de
magnitudes infinitas «no sólo entre las cosas que no poseen
realidad, sino igualmente entre las que sí la tienen» ([Bol; § 25]).
En cuanto al infinito potencial de los matemáticos, no lo con-
sidera una magnitud infinita individual, sino una magnitud
variable. El infinito no se debe buscar en un proceso eterna-
mente inacabado; al contrario, la posibilidad de tomar valores
más y más grandes supone que el conjunto de esos valores es
realmente infinito.
Bolzano reconoce la existencia de diferentes órdenes de
infinitud y se enfrenta al problema de comparar y establecer
un orden entre los conjuntos infinitos. Para ello introduce dos
vías paralelas: una a partir de la medida de una multitud (a
través de un proceso que incluye la elección de una unidad de
medida y el uso de la propiedad de aditividad10 ) y otra a partir
de su multiplicidad, que corresponde más o menos a la noción
cantoriana de cardinalidad. En una obra anterior11 había esta-
blecido como criterio de igualdad de dos multitudes la existen-
cia de una biyección entre ellas. Pero la dificultad de estable-
cer tales biyecciones en casos concretos, junto con la paradoja
de la existencia de conjuntos que son biyectivos con una parte
propia suya (propiedad que en [Bol; §20] se prueba que carac-
teriza a los conjuntos infinitos) hizo que se inclinara por la
primera opción. En último término Bolzano rechazaba, como
Galileo, la idea de que el todo pudiera ser igual a una de sus
partes. Así, a pesar de la existencia de una biyección obvia
entre el segmento (0,5) y el (0,12), su medida es distinta Este
conflicto profundo le impidió construir una aritmética cohe-
10




rente de magnitudes infinitas (por ejemplo, sostenía que la
magnitud de un conjunto infinito cambia cuando se le añade
un elemento.) Las secciones 50 a 69 contienen reflexiones
sobre física y metafísica, en relación con el infinito.
A pesar de las dudas, contradicciones y ambigüedades que
contiene, Paradojas del Infinito es una obra notable que esta-
blece ya las directrices básicas de la unificación de la Matemá-
tica sobre la Teoría de Conjuntos y es un precedente histórico
claro de los trabajos de Cantor y Dedekind.
El creador reconocido de la Teoría de Conjuntos es G. Can-
tor (1845-1918), aunque fue decisiva para su desarrollo la
relación personal y epistolar con su gran amigo R. Dedekind
(1831-1916). La manera en que Cantor llegó a interesarse por
los problemas del infinito es ciertamente curiosa. En 1869 el
joven Cantor llega a la pequeña Universidad de Halle para ob-
tener su Habilitación (con una Tesis en Teoría de números) y
allí conoce a H. Heine (1821-1881), quien le introduce en un
problema en el que llevaba tiempo trabajando: la unicidad de
la representación de una función por medio de series trigono-
métricas. En una serie de artículos publicados en 1870 y 1871,
Cantor logró probar la unicidad de representación cuando la
serie trigonométrica convergía puntualmente, salvo a lo más
en un conjunto finito de puntos de un intervalo de periodici-
dad. La pregunta natural era si el resultado sigue siendo cierto
para un conjunto infinito de puntos. Obviamente, la respuesta
es negativa para el conjunto formado por todo el intervalo,
luego se trataba de saber qué tipo de conjuntos infinitos (si
había alguno) proporcionaban una respuesta afirmativa al
problema. Esto llevó a Cantor a plantearse el estudio y posible
clasificación de los subconjuntos infinitos de números reales.
Y para ello tuvo que comenzar estableciendo una noción rigu-
rosa de número real. En 1872 aparece su famoso trabajo en
Mathematische Annalen en el que construye el conjunto de los
números reales por medio de sucesiones de Cauchy de núme-
ros racionales. A partir de aquí, demuestra las propiedades
fundamentales, incluyendo la completitud, y con esta sólida
base comienza el estudio riguroso de conjuntos arbitrarios de
números reales: define cuidadosamente las nociones de punto
límite de un conjunto P, la de conjunto derivado P' (conjunto
de los puntos límites de P), etc. Finalmente, con estas he-
rramientas consigue dar una respuesta al problema de la uni-
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cidad: La serie es única si converge salvo a lo más en un
«conjunto de Primera Especie», es decir, tal que alguno de sus
sucesivos conjuntos derivados, P(n, sea vacío.
En el mismo año, Dedekind había publicado su ensayo
Stetigkeit und irrationale Zahlen en el que construía los núme-
ros reales por medio de cortaduras de números racionales, es
decir, un par (I, S) de subconjuntos infinitos de números ra-
cionales, tal que todo elemento de I es menor o igual que
cualquier elemento de S y cualquier número racional pertene-
ce o bien a l o bien a S. Lo destacable de ambas construccio-
nes es que en ellas aparece un número real en términos de
conjuntos infinitos de racionales (una sucesión de Cauchy o
un par de subconjuntos que determina una cortadura) Tanto
Cantor como Dedekind defienden la existencia del infinito
actual como fundamental para sus construcciones.
Tras su trabajo sobre los reales, el interés de Cantor derivó
hacia los problemas del infinito y el continuo. Su teoría de
conjuntos y números transfinitos se encuentra dispersa a lo
largo de muchos trabajos, el primero de los cuales apareció en
el Journal de Creile en 1874. En él Cantor considera al menos
dos clases de infinitos: el correspondiente al conjunto de los
números naturales y el de los números reales. Prueba que no
existe una biyección entre ambos conjuntos y que el conjunto
de los números algebraicos (es decir, los que son raíces de
algún polinomio con coeficientes enteros) se puede poner en
correspondencia biyectiva con el de los números naturales. De
estos dos hechos deduce un teorema de Liouville sobre la
existencia de infinitos números trascendentes (es decir, no
algebraicos). En el siguiente artículo, Cantor establece ya como
idea central de su teoría la noción de conjunto (que define
como una colección de objetos bien definidos que la mente puede
concebir como un todo y decidir si un objeto dado pertenece o
no a ella}. Introduce la idea de equivalencia de conjuntos por
medio de la existencia de una biyección entre ellos. Dos con-
juntos equivalentes tienen la misma potencia (posteriormente
se usó el término cardinal). Para Cantor (como para Bolzano),
un conjunto es infinito si puede ponerse en correspondencia
biyectiva con un subconjunto propio. Cantor prueba que los
racionales es el conjunto infinito con menor potencia, y que la
potencia de R y de 1" es la misma para cualquier entero po-
sitivo n (este resultado sorprendió tanto a Cantor que cuando
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se lo comunicò a su amigo Dedekind en 1877, escribió «¡lo
veo, pero no lo creo!»). La novedad de los conceptos y técnicas
empleadas y los sorprendentes resultados obtenidos, que con-
tradecían muchas ideas arraigadas sobre el «tamaño» de dis-
tintos conjuntos, hizo que las teorías de Cantor despertaran
la oposición e incluso la hostilidad de muchos matemáticos
contemporáneos. Entre ellos destaca la figura de L. Kronec-
ker (1823-1891), muy influyente en la época, para quien sólo
los objetos matemáticos que podían contruirse en un núme-
ro finito de etapas a partir de los naturales, tenían sentido (es,
pues, el primer representante de la corriente intuicionista o
constructivista 12 en Matemáticas, que iba a tener su momen-
to de mayor influencia en el primer tercio del siglo XX). Al
parecer, cuando Lindemann probó la trascendencia de TI en
1882, Kronecker dijo:
¿De qué sirve su bello trabajo sobre n? ¿Por qué es-
tudiar estos problemas, si los números irracionales no
existen?
A pesar de la oposición de Kronecker, que le produjo una
crisis nerviosa y una profunda depresión entre 1884 y 1887,
Cantor continuó sus trabajos. En 1880 introduce las nociones
de unión e intersección arbitraria de conjuntos y, si P es un
conjunto de números reales que no es de Primera Especie,
define/* '=\\ P Y posteriormente la cadena
p(^1?=(p(~)',...,/>(2oe:=(JP(oe)(00,...,JP(o< '^f|P(no·,...
n=l
y, en general Papara cada «símbolo infinito» de la forma y =
nk°°
k
 + nk_¡°°k''+ ...+n1°° + n0, dando así comienzo a la aritmética
transfinita. En 1883 discute los conjuntos bien ordenados e
introduce los números ordinales y la suma y el producto de
números transñnitos. En fin, en 1895 y 1897 aparecieron en
Mathematische Annalen sus dos principales trabajos sobre la
teoría de conjuntos, con una exposición sistemática y moder-
na de la misma. Al parecer, Cantor retrasó la publicación del
segundo artículo, esperando incluir una prueba de la hipótesis





«El sueño de la razón produce monstruos»
(Título del Capricho n.° 43 de Francisco de Goya)
«Para ver claro, basta con cambiar la dirección
de la mirada»
(Antoine de Saint-Exupéry}
4.1. Paradojas del Análisis
Una buena descripción de la situación del Análisis al co-
mienzo del siglo XIX aparece en la carta que escribe N. Abel
(1802-1829) en octubre de 1826, desde París, a su antiguo
maestro Hansteen en Oslo:
Quiero dedicar todos mis esfuerzos a traer un poco de
claridad a la prodigiosa oscuridad que uno encuentra hoy
en el Análisis. La falta de unidad y planificación hace real-
mente sorprendente que haya tanta gente estudiando esta
disciplina. Lo peor de todo es la absoluta falta de rigor con
que se trata. Sólo hay unas pocas proposiciones en análisis
superior que hayan sido demostradas con todo rigor. Por
todas partes aparece la desafortunada forma de razonar de
lo particular a lo general, y resulta extraño que, a pesar de
todo, aparezcan tan pocas paradojas.
En mi opinión, la razón es que las funciones de las que,
hasta ahora, se ha ocupado el análisis, pueden, en su mayor
parte, expresarse por una serie de potencias. Cuando apa-
recen otras para las que esto no es verdad (lo que, cierta-
mente, no sucede a menudo), los resultados pueden no ser
ciertos, y así fluye una masa de proposiciones incorrectas
ligadas una a la otra.
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Esto continuará así hasta que se descubra un método
general. Pero debo ser extremadamente cuidadoso, pues una
vez admitidas las proposiciones sin una demostración rigu-
rosa (es decir, sin demostración), arraigan tan profunda-
mente en mí que en cada instante me expongo a utilizarlas
sin ningún cuidado...
Como hemos visto, el «método general» al que hace refe-
rencia Abel, pasa por clarificar las nociones básicas de fun-
ción, límite y continuidad, y su desarrollo, junto con el de los
nuevos paradigmas de rigor a que dio origen, ocupó los dos
últimos tercios del siglo XIX. Pero este desarrollo riguroso
sacó también a la luz una serie de monstruos de la razón que
contradecían la intuición geométrica, casi todos obtenidos por
un proceso de paso al límite. Veamos a continuación algunos
ejemplos:
4.1.1. Funciones y conjuntos paradójicos en relación
con la noción de Integral
Riemann introdujo la noción de integral que lleva su nom-
bre en su trabajo de Habilitationsschrif en 1854, estableciendo
así la que por mucho tiempo sería la clase más amplia de
funciones razonables para el cálculo: las funciones integrables
Riemann. Tras la definición, Riemann demostró dos criterios
de integrabilidad de los que fácilmente resultaba que las fun-
ciones continuas y las monótonas eran integrables. Al mismo
tiempo, construyó una de las primeras funciones monstruosas:
si para cada número real x escribimos i(x):= entero más próxi-
mo a x y (x):= x-i(x) si x¿ (2k+l)/2 (k entero); O en otro caso,
la serie 2-¡n=\—~ es uniformemente convergente y define una
función R(x) que es discontinua (con discontinuidades de sal-
to) exactamente en el conjunto (denso) de puntos
,_2¿ + l
- ~ 2n :&,«e Z n fracción irreducible).
Pese a sus infinitas discontinuidades, la función es integra-
ble en cualquier intervalo finito, como resulta fácilmente de
los criterios de Riemann.
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La integral de Riemann supuso un avance decisivo para el
desarrollo riguroso del Análisis. Pero también fue el origen de
numerosos problemas. Por ejemplo, el teorema fundamental
del cálculo no se verifica para esta integral: hay funciones f
r
x
integrables Riemann tales que su integral indefinida F(x) = \ f
no es derivable (basta que f tenga una discontinuidad de sal-
to); existen funciones integrables Riemann sin primitiva
(como, por ejemplo, la g(^)-sen— six^O; g(0) = l); en fin, hay
x
funciones derivables cuya derivada no es integrable Riemann.
Afortunadamente, G. Darboux (1842-1917) demostró en 1875
que si f tiene derivada acotada e integrable Riemann en [a, b],
f*/' = /(¿>)-/(a), es decir, la regla de Barrow es válida en este
Ja
caso. El primero en hacer notar que la integrabilidad de la
derivada no era una hipótesis superflua, fue el matemático
italiano U. Dini (1845-1918). En efecto, si f es una función
derivable no constante tal que en todo intervalo existen puntos
en los que se anule la derivada, entonces f no puede ser inte-
grable, puesto que en las sumas de Riemann que tienden a
f* /' puede tomarse siempre para cada partición un punto en
Ja
cada intervalo de la partición en que se anule la derivada, y
por tanto la correspondiente suma será 0. En consecuencia,
f b
/l = 0^/(è) —/(a). Dini creía que era «muy probable» que
Ja
existieran funciones con la propiedad anterior, pero no pudo
construir un ejemplo. En 1896, utilizando la técnica de «con-
densación de singularidades» análoga a la empleada por Rie-
mann en la construcción de la función R, T. Broden constru-
yó una función g estrictamente creciente con derivada acotada,
tal que g' se anula en un conjunto denso, luego por el argu-
mento anterior, g' no puede ser integrable. Sin embargo, el
primero en dar un ejemplo de tal función había sido V. Vol-
terra (1860-1940), en sus trabajos sobre conjuntos disemina-
dos con contenido no nulo, como veremos enseguida. Pero
antes, viene al caso una pequeña digresión:
El maestro de Riemann, P. Dirichlet (1805-1859), en su
famoso trabajo sobre la convergencia de la serie de Fourier
de una función, había sido el primero en señalar la posibili-
dad de extender la noción de integral (de Cauchy) a funcio-
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nés cuyas discontinuidades formaran un conjunto pequeño en
algún sentido. Dirichlet conjeturó que debieran poder inte-
grarse las funciones cuyo conjunto de discontinuidades fuera
lo que hoy llamamos un conjunto diseminado, es decir, tal
que su adherencia no contuviera segmentos. En trabajos
posteriores aparecen otras nociones de pequenez: conjuntos
de primera especie (Dirichlet, Lipschitz, Cantor, etc.), con-
juntos de contenido cero (Riemann, Stolz, Harnack, etc.),
conjuntos de medida cero (Harnack, Borei, Lebesgue), y la
confusión entre estas nociones es causa frecuente de con-
tradicciones. La clarificación de la noción de tamaño de un
conjunto fue uno de los problemas que impulsaron el estudio
de los conjuntos infinitos y la topología en la segunda mitad
del siglo XIX.
La función R de Riemann tiene un conjunto de disconti-
nuidades denso, y por tanto, no diseminado. Pero, por otro
lado, existen funciones no integrables Riemann cuyas discon-
tinuidades forman un conjunto diseminado (lo que invalida la
conjetura de Dirichlet). La construcción de estas funciones
está ligada a la de conjuntos diseminados con contenido no
nulo. La idea general de la construcción de tales conjuntos
consiste en distribuir una sucesión (7J de intervalos abiertos
disjuntos densamente en [0,1] (es decir, de modo que todo
subintervalo / c [0,1] contenga algún In). Entonces C = [0,1]\
u /„ es cerrado y diseminado. Si, además, V _ long(/n) < 1, en-
tonces C no puede tener contenido O claramente. (Por el con-
trario, si ^J_]long(/n) = l, C tiene medida O, y por tanto, conte-
nido 0). Volterra siguió este proceso para después construir
una función continua estrictamente creciente, constante en
cada In. Más tarde, Cantor repitió el mismo procedimiento
para construir el famoso conjunto que lleva su nombre: un
conjunto compacto, infinito no numerable, sin puntos aisla-
dos, diseminado y de medida O, y con él, la función singular
asociada (una función estrictamente creciente, con derivada O
en casi todo punto). Sin embargo, hay que decir que antes que
Volterra un desconocido matemático inglés, H. J. Smith (1826-
1883) había descubierto en 1875 dos métodos para construir
conjuntos diseminados, el segundo de los cuales es esencial-
mente el que hemos descrito más arriba. Desgraciadamente,
su trabajo no fue conocido en el continente.
El desarrollo de la integral de Riemann motivó también el
interés renovado por un viejo problema: el problema del área.
En general, para los griegos y todos los matemáticos pos-
teriores, el área de una región del plano es un concepto primi-
tivo. El problema es calcularla. Ya hemos visto cómo los grie-
gos desarrollaron el método de exhausción para calcular el
área de ciertas regiones. Vimos también cómo los métodos de
los indivisibles se emplearon para realizar ésta tarea en el
Renacimiento. En particular, al aplicar estos métodos a los
recintos limitados por la gráfica de una función en un inter-
valo y el eje de abscisas, se pudo establecer la relación inversa
que había entre el cálculo del área de estos recintos y el de las
tangentes a las curvas que los limitan. De este modo, hasta
bien entrado el siglo XIX se identificaba el problema de calcu-
lar el área limitada por la gráfica de una función y = f(x) en
r b
un intervalo [a,b], es decir, la integral definida f(x)d(x), con
Ja
el problema de la antiderivación.
Las sucesivas extensiones de la noción de integral impo-
nían siempre ciertas restricciones a la clase de las funciones
integrables. Una alternativa evidente consistía en definir la
integral de una función como el área de su recinto de ordena-
das. Pero entonces surge el problema de analizar qué se en-
tiende por área de un conjunto plano. A finales del siglo XIX
se realizan distintos intentos para sistematizar esta noción
(véanse, por ejemplo, [H], [Pes] y [Bol]), lo que lleva a plan-
tear el llamado
Problema de la medida: ¿Puede asignarse a cada subconjun-
to A de la recta (o, en general, del espacio euclideo n-dimensio-
nal) un número, m(A) > O (su medida), de modo que:
1. Si A y B son disjuntos, m(AuB) = m(A ) + m(B).
2. Si T es una isometría del plano, m(T(A)) = m(A).
3. La medida del intervalo unidad n-dimensional es 1 (nor-
malización) ?
H. Lebesgue (1875-1941) resuelve el problema en su Tesis
[Le] en 1901 para una clase M de subconjuntos de la recta que
contiene a todos los abiertos, a los cerrados y a muchos otros
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conjuntos. Además, la función obtenida es numerablemente




Más aún, la solución de Lebesgue es la única posible sobre
M que cumple esta propiedad. Poco después, en 1905, G. Vi-
tali (1875-1932) construyó (con ayuda del Axioma de elec-
ción] 13 un subconjunto de R que no pertenecía a M. Siguiendo
las mismas ideas puede probarse que no existe una medida
numerablemente aditiva definida sobre todos los subconjuntos
de la recta (o del espacio en general).
En todo caso, el problema de la medida seguía abierto. Y
así continuó hasta 1923, en que un joven matemático polaco,
S. Banach (1892-1945) resolvió parte del problema con una
serie de técnicas novedosas, pertenecientes al nuevo dominio
del Análisis Funcional. Banach probó que el problema de la
medida en ln tiene solución para n=l, 2. Más aún, construyó
soluciones que extienden a la de Lebesgue, y otras que no
extienden a la de Lebesgue; es decir, la solución no es única
(cfr. [Bal]).
Un año más tarde, de nuevo Banach, en colaboración con
A. Tarski (1902-1983), y utilizando un resultado de Hausdorff
sobre descomposiciones paradójicas de la esfera unidad de M3,
demuestran que el problema de la medida no tiene solución
para n>3. Su resultado es realmente sorprendente, hasta tal
punto que se conoce con el nombre de Paradoja de Banach-
Tarski, y es el siguiente14:
La esfera unidad sólida B de ß? se puede dividir en m+n
partes disjuntas, B1B2, ... Bm+n, de modo que las m primeras se
pueden recombinar (usando sólo isometrías del espacio) para
13
 Véase sección 4.1.2. No es preciso utilizar toda la fuerza del axioma de
elección: el teorema de Hanh-Banach (que es estrictamente más débil que
el axioma de elección; véase, por ejemplo [BoR]), junto con los axiomas
usuales de la teoría de conjuntos, bastan para probar la existencia de con-
juntos no medibles Lebesgue ([FW]).
14
 Una demostración elemental puede verse en [St]. Véase también [Mar].
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formar una bola unidad B, y las otras n se pueden recombinar
de la misma manera para formar otra bola unidad B ([BaT]).
De esta forma, si v fuera una solución al problema de la
medida en I3, se tendría
K5) = £v(5t)+ £ v(Bk) = v(B} + v(B\
k=m+\
y, por tanto, v(B) = 0. Como el cubo de centro O y lado 1/4 está
contenido en B, su «medida» sería también O y, en consecuen-
cia, el cubo unidad también tendría «medida» 0.
Más aún, si C y D son dos subconjuntos acotados de R3,
ambos con interior no vacío, se pueden descomponer en un
mismo número finito de subconjuntos disjuntos y congruentes
dos a dos por isometrías (se dice entonces que C y D son
equidescomponibles). Es decir, ¡C se puede descomponer en un
número finito de partes disjuntas que, recombinándolas ade-
cuadamente, permiten obtener DJ
Más tarde, Sierpisnki demostró una versión infinita no
numerable de la paradoja: la bola B se puede descomponer en
c (= cardinal del continuo) partes disjuntas, cada una de ellas
equivalente, por descomposición finita y recombinación iso-
mètrica, a B. La memoria [W] contiene una exhaustiva infor-
mación sobre la paradoja de Banach-Tarski y, en general, las
descomposiciones paradójicas de conjuntos, hasta la fecha de
su publicación y es aún hoy la referencia estándar sobre este
tópico. En el Survey [L2] se incluye una actualización del es-
tado de las investigaciones sobre este apasionante tema.
El responsable último de la paradoja de Banach-Tarski es
el axioma de elección (o alguna variante del mismo), como
veremos en la sección siguiente. Pero, aceptado éste, la dife-
rencia de comportamiento entre n = 1, 2 y n >3 se debe a la
estructura del grupo de isometrías en cada caso. Para n = 1, 2,
las isometrías del espacio forman un grupo resoluble (lo que
permite que las técnicas de extensión de Banach se puedan
aplicar), mientras que para n >3, el grupo de isometrías con-
tiene un subgrupo libre generado por dos elementos, que es
el responsable (junto con el axioma de elección), de la des-
composición paradójica de la bola tridimensional. Este hecho
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fue descubierto por J. von Neumann (1903-1957) en 1929
(cfr. [vNl]), quien introdujo la noción de grupo «amenable»,
entendiendo por tal un grupo G sobre el que existe una medi-
da finitamente aditiva m definida sobre todos los subconjun-
tos de G, de masa total 1 (es decir, m(G) = 1) y que sea in-
variante (es decir, m(gA)= m(A) para cualquier subconjunto A
de G y cualquier elemento g de G). Von Neumann demostró
que todo grupo resoluble es «amenable», mientras que todo
grupo que contenga un subgrupo libre generado por dos ele-
mentos, no es «amenable». Las descomposiciones paradójicas
del tipo de la de Danach Tarski en un conjunto sobre el que
actúa un grupo de biyecciones G (que desempeña el papel de
las isometrías de Mn) existen si y sólo si G no es «amenable»
Este resultado de Tarski ([Tal], [Ta2]) establece claramente
la relación existente entre descomposiciones paradójicas y la
estructura del grupo subyacente. Sobre las propiedades, es-
tructura y aplicaciones de los grupos «amenables» el lector
interesado puede consultar la monografía [Pa] y las referen-
cias que en ella aparecen.
La paradoja de Banach Tarski implica que cualquier polie-
dro es equidescomponible con cualquier cubo. Por supuesto,
las piezas en las descomposiciones pueden ser muy complica-
das. Si se impone que estas piezas sean poliedros (con o sin
bordes), la situación es completamente diferente. Por supues-
to, una condición necesaria para que dos poliedros sean equi-
descomponibles en piezas poliédricas es que tengan el mismo
volumen. La pregunta de si esta condición es suficiente cons-
tituye el tercero de la famosa lista de 23 problemas propuesta
por D. Hubert en el Congreso Internacional de Matemáticas
celebrado en París en 190015. La solución a este problema la
obtuvo un discípulo del mismo Hubert, M. Dehn (1878-1952),
en 1901, mostrando que los tetraedros de vértices (0,0,0),
(1,0,0), (0,1,0), (0,0,1) y (0,0,0), (1,0,0), (1,1,0), (1,1,1), respec-
tivamente, tienen el mismo volumen pero no son equidescom-
ponibles en piezas poliédricas.
Por otro lado, la solución positiva del problema de la me-
dida en IR2 implica que si dos subconjuntos medibles del plano
13
 En su conferencia, Hubert propuso solamente diez problemas; fue
después, en un famoso artículo publicado el mismo año en Gottingen Na-
chrichten, cuando la lista se amplió a 23.
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son equidescomponibles, deben tener la misma medida. Pero
esta condición no garantiza (en principio) la equidescomponi-
bilidad. La pregunta concreta de si un círculo y un cuadrado
de la misma área son equidescomponibles fue planteada por
Tarski en 1925 y, tras muchos intentos, fue resuelta afirmati-
vamente por M. Laczkovich en 1990lé ([Ll]). Sorprendente-
mente, en la solución dada por Laczkovich basta considerar
traslaciones para la congruencia de las piezas obtenidas en la
descomposición (¡del orden de IO50!) en lugar de isometrías
generales 17.
4.1.2. El papel del Axioma de Elección
Dados dos conjuntos arbitrarios, puede suceder que sus
cardinales sean incomparables. Sin embargo, Cantor probó
que esta situación no puede ocurrir si los conjuntos están bien
ordenados. Parecía paradójico que pudiera haber conjuntos
(no bien ordenados) cuyos cardinales fueran incomparables.
Pensando sobre este problema, E. Zermelo (1871-1953) logró
probar en 1904 que todo conjunto puede ser bien ordenado.
Pero para ello tuvo que usar un nuevo axioma (aceptado im-
plícitamente hasta entonces en muchas ocasiones): el Axioma
de Elección, que establece que dada una colección arbitraria
de conjuntos no vacíos y disjuntos, existe un conjunto que
contiene exactamente un elemento de cada conjunto de la co-
lección. Este axioma resulta ser equivalente tanto a la existen-
cia de una buena ordenación sobre cualquier conjunto, como
al hecho de que dos cardinales cualesquiera sean compara-
bles, y también a muchos otros resultados (como el llamado
Lema de Zorn, el Teorema de Tychonoff sobre el producto de
espacios topológicos compactos, etc.I8). Por ejemplo, él o algu-
16
 La respuesta al problema de Tarski es negativa si se imponen restric-
ciones sobre la naturaleza de las piezas en la descomposición o de las
isometrías usadas. Por ejemplo, Dubins, Hirsch y Karush probaron en
1963 que un círculo y un cuadrado de la misma área no son equidescom-
ponibles en piezas limitadas por curvas de Jordan ([DHK]). Gardner mos-
tró en 1985 que la respuesta es también negativa si sólo se permiten iso-
metrías que generen un grupo discreto ([Gar]).
17
 En [GW] puede consultarse una amplia panorámica del problema y





na de sus variantes es responsable último de la paradoja de
Banach-Tarski que expusimos en la sección anterior, ya que,
como consecuencia de un teorema de Solovay de 1964 resulta
que la paradoja no puede demostrarse en la teoría usual de
conjuntos (axiomática de Zermelo-Fraenkel, o (ZF) en abrevia-
tura). Más aún, si (ZF) es consistente, también lo es si añadi-
mos el siguiente axioma:
(GM) Existe una solución numerablemente aditiva del
problema de la medida que extiende a la medida
de Lebesgue.19
Como hemos visto, en (ZF) con el axioma de elección (GM)
es falso y, claramente, (GM) hace imposible la paradoja de
Banach-Tarski. Por tanto, la validez de esta paradoja exige
algún tipo de axioma adicional a (ZF). En el último capítulo de
[W] se exponen un gran número de relaciones entre la para-
doja de Banach-Tarski y distintas debilitaciones del Axioma
de Elección. Finalmente, destaquemos que en 1991, J. Paw-
likowski demostró que era suficiente añadir el Teorema de
Hahn-Banach, que se deduce del Axioma de Elección (pero es
estrictamente más débil; véase nota 13) a (ZF) para demostrar
la paradoja de Banach-Tarski ([Paw].)
El axioma de elección es responsable de muchos otros re-
sultados sorprendentes, lo que hizo que se pusiera en cuestión
si los resultados obtenidos a partir de este axioma tendrían
la «misma validez» que los obtenidos sin usarlo. En 1938,
K. Godei (del que hablaremos después largo y tendido) probó
que si la teoría de conjuntos usual es consistente, también lo
es cuando se le añade el axioma de elección (es decir, no se
puede demostrar la negación del axioma de elección). En 1963,
P. Cohén (1934) dio otra vuelta de tuerca al problema, demos-
trando que el axioma de elección es independiente de los de-
más axiomas de la teoría de conjuntos usual (es decir, este
axioma tampoco es un teorema de la teoría de conjuntos
usual.) Cohén recibió la Medalla Fields en 1966 por sus traba-
jos en teoría de conjuntos.
19
 Ha habido algunos intentos de estudiar la matemática deducida de la
axiomática (ZF) + (GM) (matemática solovayana), pero los resultados obte-
nidos muestran que no es muy interesante.
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4.1.3. Otras funciones y conjuntos paradójicos
El proceso de paso al límite permitió construir rigurosa-
mente objetos que contradecían la intuición. Uno de los resul-
tados más sorprendentes fue el ejemplo dado por Weierstrass
en una conferencia pronunciada en la Academia de Ciencias
de Berlín en 1872 de una función continua que no tiene deri-
vada en ningún punto20. La función es la siguiente:
f ( x ) - ^T è" cos(a"7Tx), con O < b < 1, a un entero impar y ab > IH—n
n=\ 2
Hasta entonces se tenía la convicción, basada en la expe-
riencia física, de que toda curva continua poseía una tangente
definida, salvo a lo más en ciertos puntos aislados. El ejemplo
de Weierstrass supuso una nueva conmoción para la comu-
nidad matemática. Como sucede siempre, conocido el primer
ejemplo, empezaron a surgir muchos otros. Más aún, el conjun-
to de funciones reales continuas en un intervalo compacto que
tienen derivada a la derecha al menos en un punto, es de pri-
mera categoría (en el sentido de Baire) en el espacio métrico
completo de todas las funciones continuas en el intervalo con
la métrica de la convergencia uniforme, con lo que su com-
plementario es extremadamente grande (en sentido de la cate-
goría de Baire). Este resultado fue probado por S. Mazur-
kiewicz ([Maz]) y extendido después por Banach ([Ba2]). Por
otro lado, las funciones continuas no derivables en ningún
punto son hoy un lugar común en muchas ramas del análi-
sis, como el movimiento Browniano, los fractales, las ondícu-
las, etc. con lo que, una vez más, podemos constatar la cita de
[KN] recogida en la introducción: también en matemáticas «la
herejía de ayer es el Evangelio de hoy... »
Resulta igualmente paradójico que, tras probar la existen-
cia de funciones tan patológicas como la anterior, Weierstrass
demostrara en 1875 (¡cuando tenía setenta años!) que cual-
quier función continua en un intervalo compacto se puede
aproximar uniformemente por polinomios ([We])21, es decir,
20
 Parece que Weierstrass había dado ya un ejemplo de una tal función
en su Seminario en 1861. El ejemplo que damos es el que aparece en el
volumen 2 de su Mahematische Werke.
21
 En 1886 apareció una traducción al francés: Sur la possibilité d'une
représentation analytique des fonctions dites arbitraires d'une variable réelle,
en el J. Math. Pure et App. (Journal de Liouville).
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aunque haya funciones continuas muy irregulares, se pueden
aproximar uniformemente por funciones extremadamente re-
gulares. Este teorema, considerado uno de los resultados fun-
damentales de la teoría de aproximación, fue extendido sus-
tancialmente por M. H. Stone (1903-1989) en 1937 (cfr. [Sto]).
Entre la pléyade de funciones y curvas patológicas que
surgieron a finales del siglo XIX, queremos destacar, final-
mente, dos ejemplos significativos (ambos, también, curvas
sin tangente en ningún punto). El primero de ellos se debe
originariamente a G. Peano (1858-1932), quien en 1890 cons-
truyó una curva continua que pasa por todos los puntos del
cuadrado unidad I =[0.1]x[0,l] ([Pea]). La construcción de
Peano es esencialmente analítica, utilizando la representación
decimal en base 3. El año siguiente, Hubert construyó otra
curva del mismo tipo por medio de un algoritmo geométrico
más fácil de describir, a saber: Dibujemos un cuadrado de
lado unidad. Lo dividimos en cuatro partes iguales. Unimos
los centros de los cuatro cuadrados como muestra la figura
inferior (Fig. 7). Volvemos a dividir cada cuadrado en cuatro
cuadrados idénticos y unimos de nuevo los centros de todos
los cuadrados mediante una sola curva siguiendo el patrón
mostrado en el segundo paso de la figurada inferior (orden 2).
Repitiendo el proceso (en la figura se muestra la tercera itera-
ción), y con una parametrización adecuada obtenemos una
sucesión de funciones continuas (fj de modo que la distancia
\fn+i(t)-fn(t)\ en cada punto t no excede la longitud de la diago-
nal del cuadrado obtenido en la n-ésima iteración, es decir,
V2.2"n. Por tanto, estas funciones convergen uniformemente a
una función continua f de [0,1] en I. La imagen de f (imposi-
ble de dibujar) es la curva de Hubert ([Hil]).




Puede probarse fácilmente que f([0,1]) = I, es decir, la
curva de Hubert «llena» el cuadrado I. Este ejemplo supuso un
nuevo golpe a la idea intuitiva de dimensión, tras la demostra-
ción de Cantor en 1877 de que existía una biyección entre I y
el intervalo [0,1]. Afortunadamente, L. Brouwer (1881-1966)
demostró en 1911 que no puede existir una biyección continua
entre I y [0,1], obteniendo de paso una noción de dimensión
que resulta ser un invariante topològico. Notemos también
que las curvas descritas por las funciones fn tienen longitudes
crecientes, que superan a cualquier cantidad fijada tomando n
suficientemente grande, lo que implica que la curva de Hubert
tiene longitud infinita.
Pese a su carácter paradójico, varios matemáticos se perca-
taron enseguida de que las curvas de Peano y Hubert podían
ser muy útiles para extender resultados conocidos de la recta
real a espacios de dos o más dimensiones. Por ejemplo, H. Le-
besgue demuestra el teorema de Heine Borei en dos dimen-
siones por este método en sus Leçons sur l'intégration ([Le2;
p. 117]). Más adelante, el mismo Lebesgue confesó que en
un primer momento había intentado usar este método para
extender su teoría de integración al caso de funciones de va-
rias variables. Posteriormente, F. Riesz (1880-1956), en su
trabajo sobre el problema de los momentos y sus variantes,
introduce los espacios Lp (l<p<°°) y hace notar que la mayor
parte de sus resultados sobre el espacio funcional Lp([a,b])
pueden extenderse al espacio LP(M), para un subconjunto
medible arbitrario del espacio n-dimensional, pues «si M tiene
medida m, se puede aplicar de forma esencialmente biunívo-
ca sobre un intervalo de longitud m, de forma que cada sub-
conjunto medible de M se corresponda con un subconjunto
medible del intervalo de la misma medida» ([R]). J. Radon
(1887-1956), utilizando esencialmente la construcción de la
curva de Hubert, definió explícitamente la correspondencia
de Riesz en sus trabajos sobre medidas abstractas (véase, p. e.
[H; págs. 191-194]).
La segunda curva monstruosa a considerar se debe a N. H.
von Koch (1870-1924) y su construcción (en 1904) es también
muy simple: Se parte de un triángulo equilátero de lado de
longitud unidad [Fig. 8 (a)]. En la segunda etapa se sustituye
el tercio central de cada lado por un nuevo triángulo equilá-
tero, suprimiendo la base [Fig. 8 (b)], se continúa
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Figura 8
el proceso (en la figura 8 se muestran las cuatro primeras ite-
raciones). Usando parametrizaciones adecuadas se obtiene
así una sucesión de funciones continuas uniformemente conver-
gente. La imagen de la función límite es la llamada curva de
Koch o copo de nieve. Obviamente esta curva, como pasaba con
la curva de Hubert, no se puede dibujar, pero de su construcción
resulta que carece de tangente en todos sus puntos y tiene longi-
tud infinita, aunque limita un conjunto (abierto) de área finita.
Las curvas de Peano, Hubert y Koch son algunos de los
primeros ejemplos de objetos fractales, ampliamente estudia-
dos en la actualidad por su aplicación en campos tan diversos
como la economía, la lingüística, el desarrollo de las plantas,
la evolución de las poblaciones, la meteorología, etc. Aunque
aparecidos a finales del siglo XIX, su popularización se debe
en gran parte al Profesor de la Universidad de Yale B. Man-
delbrot. En su artículo [Mal] utilizó la costa británica como
ejemplo para ilustrar que ésta no tiene una longitud determi-
nable, sino que depende de la escala de medición empleada. Y
propuso que curvas como la de Koch eran las más apropiadas
para describir una línea de costa. Su libro Les objets fractals:
forme, hasard et dimension ([Ma2]) publicado en 197522 y tra-
22
 Hay versión española: Los objetos fractales: forma, azar y dimension.
Tusquets, 1987. Véase también [GMMR].
ducido a más de quince idiomas, puso de manifiesto la utili-
dad de estos objetos (cuyo nombre acuñó) en la modelización
de muchos procesos de la Naturaleza. Al mismo tiempo, el
rápido desarrollo de los ordenadores personales hizo posible
el acceso a imágenes gráficas de gran belleza, obtenidas por
procesos iterativos utilizados para la descripción de objetos
fractales, lo que contribuyó no poco a la popularización de los
mismos.
4.2. Paradojas de la Teoría de Conjuntos
A pesar de las reticencias iniciales, poco a poco se fue
consolidando la idea de que la Teoría de Conjuntos podía ser
la base sobre la cual construir toda la Matemática. Así pues,
una sólida fundamentación de la Teoría de Conjuntos, pro-
porcionaría la ansiada base firme sobre la que asentar toda la
Matemática.
Pero, como sabemos, la noción de conjunto no es tan sim-
ple como parece. En efecto, ya en 1895 Cantor había encon-
trado una dificultad importante en el desarrollo de su teoría.
Es muy fácil ver que si A es un conjunto con n elementos, hay
exactamente 2" subconjuntos de A (incluyendo el vacío y el
total). En particular, el número de elementos del conjunto de
partes de A (es decir, su cardinal) es estrictamente mayor que
el de A. Cantor demostró la validez de este hecho para cual-
quier conjunto A: el cardinal del conjunto formado por todos
los subconjuntos de A es estrictamente mayor que el de A.
Pero, si consideramos el conjunto U de todos los conjuntos,
cada uno de sus subconjuntos es un elemento de U, luego el
conjunto de sus partes es un subconjunto de U y, por tanto,
¡su cardinal no puede ser mayor que el de U!
Por la misma fecha, Cantor encontró también otra parado-
ja en su teoría de números ordinales: Puesto que, como él
mismo había probado, cualquier conjunto de ordinales está
bien ordenado (y, por tanto, tiene un número ordinal), si con-
sideramos el conjunto de todos los ordinales, éste tendrá un
ordinal estrictamente mayor que cualquier otro, en particular
¡estrictamente mayor que sí mismo! Cantor no dio difusión a
estas paradojas (aunque las comentó con Dedekind y Hubert,
al menos). C. Burali-Forti (1861-1931) publicó en 1897 ([Bur])
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una versión esencialmente equivalente a la paradoja de los or-
dinales, por lo que ésta se conoce actualmente como paradoja
de Burali-Forti.
Pero lo peor estaba aún por venir. En 1901 B. Russell
(1872-1970) descubrió la paradoja que lleva su nombre, que
puso en cuestión los intentos de fundamentar sólidamente las
Matemáticas en la Teoría de Conjuntos. La paradoja de Rus-
sell apunta precisamente contra la noción misma de conjunto:
una entidad de la que se sabe en todo momento si un objeto
cualquiera pertenece o no a ella. Con más precisión: el llama-
do axioma de comprehension, introducido por Cantor, estable-
ce que cualquier predicado P(x) con una variable libre x, de-
termina un conjunto cuyos elementos son precisamente los
objetos que satisfacen P(x). El axioma lo que hace es forma-
lizar la idea intuitiva de que un conjunto queda determinado
al dar una propiedad que caracteriza a sus elementos. Pues
bien, Russell consideró como P(x) la propiedad «x es un con-
junto que no es un elemento de x». Consideremos entonces el
conjunto (axioma de comprehensión) U formado por los con-
juntos que cumplen P(x). Hay muchos elementos en U: por
ejemplo, el conjunto de todas las capitales de provincia de
España no es una capital de provincia. También hay conjuntos
que no pertenecen a U, como por ejemplo el conjunto formado
por los conjuntos con más de un elemento, o el conjunto de
los objetos que no son peces. ¡Pero el conjunto U tiene la
contradictoria propiedad de que pertenece a U si y sólo si no
pertenece a U!23
El efecto de la paradoja de Russell fue devastador para
muchos matemáticos, como fue el caso del alemán F. L. G.
Frege (1848-1925), considerado uno de los fundadores de la
moderna lógica simbólica. En 1879 Frege había construido y
publicado uno de los primeros sistemas lógicos rigurosos (un
cálculo de predicados de segundo orden), con el objetivo, de-
clarado en el Prólogo, de «probar las verdades básicas de la
aritmética por medio de la lógica pura» (lo que hace de Frege
23
 Una versión semántica de esta paradoja es la conocida paradoja del
barbero: En un pueblo, el barbero afeita a todos los hombres que no se
afeitan a sí mismos, y sólo a ellos. ¿Quién afeita al barbero? La solución
obvia es que ¡un barbero como el descrito no puede existir! Nótese la
analogía con la solución a la paradoja de Russell dada por la teoría de tipos
(véase Sección 4.4.).
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uno de los primeros logicistas). En 1893 apareció el primero
de los volúmenes de su monumental Die Grundgesetze der
Arithmetik («Las Leyes básicas de la Aritmética»), en el que
presentaba un sistema formal con más reglas de inferencia
que el construido en 1879. El segundo volumen estaba en
prensa cuando Frege recibió el 16 de junio de 1902 una carta
de Russell en la que, con gran delicadeza, éste le hacía ver que
su paradoja permitía demostrar que su sistema formal era
inconsistente. Tras una amplia correspondencia con Russell,
Frege modificó uno de sus axiomas, explicando en un apéndi-
ce que lo hacía para restaurar la consistencia del sistema. Pero
esta modificación afectaba a muchos de los resultados del
Volumen 1, que quedaban así en entredicho. Desgraciada-
mente, incluso con esta modificación, el sistema seguía sien-
do inconsistente, aunque probablemente Frege nunca lo
supo24. De todas formas, Frege quedó muy afectado y lo cierto
es que nunca publicó el Volumen 3 de su obra magna (de
hecho, no publicó nada entre 1904 y 1917, fecha de su ju-
bilación; después escribió algunos brillantes artículos de con-
tenido filosófico, y en 1923 llegó a la conclusión de que su
intento de fundamentar la aritmética en la lógica estaba equi-
vocado).
Como consecuencia de ésta y otras paradojas (algunas de
las cuales las describiremos en la siguiente sección), aumenta-
ron las críticas hacia los que intentaban sustentar las matemá-
ticas en la Teoría de Conjuntos. En el cuarto Congreso Inter-
nacional de Matemáticas, celebrado en Roma en 1908, el
famoso matemático H. Poincaré (1854-1912) calificó a la Teo-
ría de Conjuntos como «un interesante caso patológico» y pre-
dijo que «las generaciones posteriores considerarán la teoría
cantoriana como una enfermedad que se ha superado». En el
mismo sentido, H. Weyl (1885-1955) se refirió a los alephs
cantónanos como «una niebla dentro de una niebla».
Los dos últimos matemáticos que hemos citado forman par-
te de un distinguido grupo en el que, con mayor o menor énfa-
sis, se pueden incluir también, entre otros, a Borei, Hadamard,
Lebesgue y, sobre todo, L. E. J. Brouwer (1881-1966), que
reciben el nombre genérico de intuicionistas. Aunque las postu-
24
 Lesniewski demostró la inconsistencia del sistema de Frege poco
después de su muerte.
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ras varían de uno a otro (y tendremos ocasión de ver otras opi-
niones de Poincaré y Weyl más adelante), en general coinciden
en rechazar el cantorismo y el infinito actual. Sólo los objetos y
conceptos que pueden definirse en un número finito de etapas,
es decir, que pueden construirse, son aceptables. Para Brouwer,
las ideas matemáticas forman parte a priori de la mente huma-
na, con independencia de la experiencia. Sólo a partir de lo in-
tuitivamente dado y por un proceso constructivo, se pueden
obtener nuevos desarrollos. En su argumento, Brouwer llega a
rechazar el principio del tercio excluso, empleado en todas las
demostraciones por «reducción al absurdo»23.
A pesar de todo, poco a poco las teorías de Cantor fueron
ganando adeptos en la comunidad matemática. Pronto se vio
su utilidad en otras ramas de la Matemática, como en la teoría
de la medida, la topología y la teoría de funciones. El gran
defensor y propagador de las ideas de Cantor en Alemania fue
D. Hubert, quien en 1926 proclamó: «Nadie podrá expulsarnos
del paraíso que Cantor creó para nosotros» ([Hi4]).
4.3. Paradojas lógicas y semánticas
La más antigua de todas las paradojas es la llamada para-
doja del mentiroso, formulada por Eublides en el siglo IV
a. de C.26, y que en su expresión más simple estriba en deci-
dir si cuando alguien dice «estoy mintiendo» miente o no. Pues
si miente, entonces está diciendo la verdad; y si dice la verdad,
está mintiendo. Así que no hay manera de evitar la contra-
dicción.
Esta paradoja ha sido discutida por filósofos y lógicos a lo
largo de miles de años, y se han descubierto multitud de va-
23
 Véase el capítulo K y ñ de [DH], donde se presenta con gran claridad
el famoso contraejemplo de Brouwer a la ley de tricotomía de los números
reales.
26
 A veces se llama paradoja del mentiroso a la conocida como paradoja
de Epiménides, un cretense del siglo VI a. de C. Se cree que a él se refiere
San Pablo en su Epístola a Tito, cuando dice: «Todos los cretenses son
mentirosos, glotones perezosos..., ha dicho uno sus propios profetas». Lo
paradójico es que si Epiménides dice la verdad, ¡entonces miente! Sin
embargo, si Epiménides miente, no se obtiene ninguna contradicción. Es
irónico que San Pablo añada que «el testimonio aportado es cierto».
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riantes. Entre ellas, no puedo menos que citar, en este año
post-cervantino, la que aparece en el Capítulo 51 de la segun-
da parte de «El Quijote»: La farsa montada por los Duques
conduce a Sancho a conseguir su mayor deseo y obtener el
gobierno de la ínsula Barataria, donde es sometido a conti-
nuas pruebas para diversión de sus anfitriones. Durante una
de las audiencias, un forastero le presenta a Sancho un caso
peliagudo:
Señor, un caudaloso río dividía dos términos de un
mismo señorío [...] Sobre este río estaba una puente, y al
cabo della, una horca y una como casa de audiencia en la
cual de ordinario había cuatro jueces, que juzgaban la ley
que puso el dueño [...] del señorío, que era en esta forma:
«Si alguno pasare por esta puente de una parte a otra, ha
de jurar primero adonde y a qué va; y si jurare verdad,
déjenle pasar; y si dijere mentira, muera por ello ahorcado»
[...] Sucedió, pues, que tomando juramento a un hombre,
juró y dijo que iba a morir en la horca que allí estaba.
Repararon los jueces en el juramento y dijeron: «Si a este
hombre le dejamos pasar libremente, mintió en su jura-
mento y, conforme a la ley, debe morir; y si le ahorcamos,
[...] habiendo jurado verdad, por la misma ley debe ser
libre». Pídese a vuesa merced, señor gobernador, qué harán
los jueces... ([Ce; Tomo IV, Cap. LI]).
La respuesta de Sancho es ejemplar: puesto que hay razo-
nes para condenar y para dejar pasar libremente al viajero,
decide que los jueces le dejen libre al, «pues siempre es alabado
más el hacer el bien que el mal» y recuerda un consejo que Don
Quijote le había dado antes de partir, que fue que «cuando
la justicia estuviese en duda, me decantase a la misericordia.»
Solución, pues, de sentido común, ante una situación total-
mente irreal.
En su bien conocido tratado de Álgebra, R. Godement
atribuye a Cervantes una curiosa variación de la paradoja (véa-
se [God; §0, Ex. 8]).
Hay muchas otras variantes de estas paradojas, que invo-
lucran tanto el elusivo término de «verdad» como el fenómeno
de la autorreferencia. Pueden verse ejemplos en [Bu], [Sml],
[Sm2], etc.
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A comienzos del siglo XX surgieron versiones mucho más
elaboradas y profundas de paradojas semánticas, en las que
se eliminaba el recurso a la noción de «verdad» o «falsedad».
Comencemos con la versión semántica de la paradoja de Rus-
sell, conocida como paradoja de Grelling, enunciada por
K. Grelling (1886-1941) y L. Nelson (1882-1927) en 1908: En
cualquier idioma, como por ejemplo el español, hay adjetivos
que se describen a sí mismo (como «polisilábico», que es una
palabra polisilábica) y otros no (como «verde» o «redondo»).
Llamemos autológicos a los primeros y heterológicos a los se-
gundos. ¿Qué clase de adjetivo es «heterológico»? Si no se
describe a sí mismo, entonces es heterológico, luego se descri-
be a sí mismo; si se describe a sí mismo, sería autológico, asi
que no se describe a sí mismo.
Las dos últimas paradojas que vamos a considerar repre-
sentan variaciones sobre el problema de «dar un nombre» a
un determinado objeto. La más sencilla de ellas fue formulada
por un desconocido bibliotecario, G. G. Berry, que se la contó
a B. Rüssel, quien la publicó en 1906. Se conoce como para-
doja de Berry y dice así: Todo número natural se puede des-
cribir en un determinado idioma (por ejemplo, el español) por
un número finito de palabras (aunque no de manera única;
por ejemplo, 5 puede describirse como «cinco», «el segundo
número primo impar», «el único primo que divide a 25», etc.)
El conjunto de los números naturales que pueden describirse
con 100 letras o menos en castellano es claramente finito (hay
35100 expresiones que se pueden formar con las 28 letras del
alfabeto, las cinco vocales acentuadas, la ü, más un espacio en
blanco). Su complementario, por tanto, no es vacío. Sea u0 el
menor de los elementos de este conjunto. u0 es pues el menor
número natural que no puede describirse con cien o menos le-
tras en castellano. Pero ¡acabamos de dar una descripción de
u0 con menos de 100 letras (85, contando los espacios en blan-
co)! Notemos que podemos usar un proceso mecánico para
escribir las 35100 expresiones y examinarlas una por una. Aun-
que puede ser que algunas expresiones no sepamos si definen
o no un número natural, la frase anterior de 85 letras está se-
guro en la lista.
La última de las paradojas semánticas que vamos a consi-
derar es la llamada paradoja de Richard, formulada por el
francés J. Richard (1862-1956) en una carta a L. Olivier, pu-
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blicada en 1905 en la Revue Générale des Sciences. En esencia,
consiste en lo siguiente: Como en la paradoja de Berry, los
números reales pueden describirse con un número finito de
palabras en un determinado lenguaje, por ejemplo el español
(Richard, por supuesto, utilizó el francés). Como antes, distin-
tas frases pueden originar el mismo número real (como «pi»
o «la razón de la longitud de una circunferencia a su diáme-
tro», etc. Se supone también que describir un número real
significa que, aunque no conozcamos su desarrollo decimal
completo, tenemos un procedimiento para encontrar, para
cada n, la n-ésima cifra de su desarrollo decimal. También
utilizaremos la convención usual de considerar, en caso de dos
representaciones decimales posibles, la que tiene infinitos 9).
Ordenemos las frases que describen números reales en espa-
ñol según el número de letras que contienen (contando los
espacios en blanco) y las frases que tengan el mismo número
de letras, las ordenamos alfabéticamente. Es claro que, dada
una descripción finita de un número real en español, si aña-
dimos a continuación «dividido por dos» tenemos otra frase
que describe un número real, y que será posterior a la primera,
en la ordenación considerada. Así pues, hemos dado un pro-
cedimiento que asigna a cada número natural n el número
real R(n) descrito por la frase que ocupa el lugar n en nuestra
ordenación. Podemos suponer además, por comodidad, que
R(n) pertenece a [0,1] (basta restar la parte entera del real
original). Como el conjunto de los reales en [0,1] es no nume-
rable, existen infinitos de estos números que no podemos
nombrar (en el sentido descrito anteriormente) en español.
Consideremos ahora el siguiente número real en [0,1]: «aquel
cuya n-sima cifra decimal es o bien uno, si la n-sima cifra de-
cimal de R(n) es cero; o bien la n-sima cifra decimal de R(n)
disminuida en una unidad». De esta manera, ¡hemos descrito
con un número finito de palabras un número real que, por su
propia definición, no coincide con ninguno de los R(n)\
Notemos la semejanza en la construcción del número pa-
radójico con la demostración de Cantor de la no numerabili-
dad de los reales de [0,1]. También merece destacarse que se
puede sustituir en el argumento la descripción de números
reales en un idioma determinado por cualquier procedimiento
M (un programa de ordenador, un ser extraterrestre, etc.) que
asigne a ciertas cadenas finitas de símbolos (de longitud arbi-
traria) un número real. La conclusión es la misma: existe siem-
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pré un número real describible en un número finito de símbo-
los que el proceso M no puede nombrar27.
El mismo Richard se dio cuenta de la debilidad de la pa-
radoja: no se puede describir el número paradójico diagonal
hasta que no se conozca la lista completa de los números R(n),
que es un conjunto infinito y no puede describirse con un
número finito de palabras.
Las dos últimas paradojas plantean la cuestión de si el
hecho de tener un nombre implica ya alguna clase de existen-
cia, así como algunas interesantes cuestiones sobre nuestras
capacidades para describir racionalmente el Universo, y la
realidad misma. Quizá la moraleja que debamos extraer es que
«ningún esquema finito puede capturar la esencia de cómo co-
nectamos lo real con lo ideal, la realidad física y la mental, el
lenguaje y el pensamiento» ([Ru; Cap. 3]).
4.4. La búsqueda de soluciones
Todas las paradojas que hemos expuesto en las dos últimas
secciones tienen su origen en la utilización, en una u otra
forma, de un proceso recursivo o auto-referente2*. Este hecho
ya fue reconocido por Russell, al señalar que la razón de su
paradoja estriba en definir un objeto en términos de una clase
que contiene al objeto definido. Poincaré acuñó el término
impredicativo para referirse a este tipo de procesos autorrefe-
rentes, que según él debían excluirse de la matemática para
evitar paradojas. El problema es que hay una gran cantidad de
resultados básicos en matemáticas que se apoyan en objetos o
27
 Otra manera de ver la paradoja, especialmente conveniente si enten-
demos M como un programa de ordenador que tiene como «output» núme-
ros reales, es que la instrucción «genere el número real obtenido por el
proceso de diagonalización de todos los reales con M-nombre» (es decir, el
descrito más arriba), hace que el programa no se detenga jamás, y por
tanto no produzca ningún «output».
28
 O bucles extraños, como expresivamente los llama D. R. Hofstadter en
su muy recomendable [Ho], donde se exploran hábilmente las conexiones
de estos fenómenos con los dibujos de Escher o algunas composiciones de
Bach (especialmente, la Musikalisches Opfer). Y todo ello para proporcio-
nar una de las más completas (y entretenidas) exposiciones en torno al
Teorema de Godei y sus consecuencias.
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definiciones impredicativas, como, por ejemplo, los conceptos
de extremo superior o inferior de un conjunto, la definición de
la función max{x,yj en el plano, o la demostración de Cantor
de la no numerabilidad del conjunto de números reales. Así
pues, eliminar todas las definiciones y procesos impredicati-
vos de las matemáticas tendría un coste muy alto. De hecho,
el famoso matemático Hermann Weyl, uno de los mejores
representantes de la escuela intuicionista, hizo un intento se-
rio en este sentido, pero tuvo que abandonarlo por irrealiza-
ble. Por otro lado, la proscripción total de la autorreferencia
en el lenguaje ordinario llevaría a situaciones absurdas: frases
como «este libro está escrito en español» deberían prohibirse
o, al menos, no asignarles un valor de verdad definido. Más
aún, frases que en sí mismas no son autorreferentes, al com-
binarse producen el efecto de la paradoja del mentiroso29:
«La siguiente afirmación, es falsa»
«La afirmación precedente es verdadera»
B. Russell señaló otro problema con la misma noción de
propiedad impredicativa (es decir, que se aplica a sí misma): la
propiedad de no ser impredicativa ¿es impredicativa o no? (de
hecho, ésta es otra formulación de la paradoja de Grelling).
B. Russell y A. Whitehead propusieron otro método para
eliminar las paradojas originadas por el uso de la autorrefe-
rencia en su monumental obra Principia Mathematica ([RW]):
la teoría de tipos. Su idea, como antes había defendido Frege,
era derivar toda la Matemática de la lógica. Por tanto, primero
debía desarrollarse un sistema lógico que evitara las parado-
jas. Para ello, establecen primero con precisión un sistema
axiomático, a partir de un lenguaje objeto, que contiene las
constantes, variables y los conectivos lógicos usuales, así como
las reglas de inferencia. A continuación, desarrollan la teoría
de clases, entendiendo por tal el conjunto de objetos que sa-
tisfacen una cierta función preposicional. Introducen cuidado-
samente la noción de correspondencia biyectiva entre clases,
29
 Variación de la llamada «paradoja de la tarjeta de Jourdain», propues-
ta por P. E. B. Jourdain en 1913. Se trata de una tarjeta que en un lado
tiene escrito «la frase del otro lado es verdadera», mientras que en el otro
se lee «la frase del otro lado es falsa».
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que permite establecer la noción de número cardinal, y a partir
de ahí se supone que continuaría el desarrollo de la aritmética
y el resto de la matemática. Pero para evitar las paradojas pro-
ducidas por la autorreferencia, Rüssel y Whitehead establecen
una jerarquía estricta entre las proposiciones y los conjuntos
que definen. Así, los conjuntos de «tipo» O no pueden tener
entre sus miembros otros conjuntos; las funciones preposicio-
nales que se aplican exclusivamente a conjuntos de tipo O,
serían a su vez de tipo 0. Los conjuntos de «tipo» 1 son o bien
de tipo O o bien conjuntos cuyos elementos son de tipo O,
mientras que las funciones preposicionales de tipo 1 serían
aquellas cuyas variables son funciones proposicionales de ti-
po 0. En general, los conjuntos de un tipo dado o bien son
conjuntos de un tipo más bajo o sus elementos son conjuntos
de un tipo inferior. Del mismo modo, una función preposicio-
nal cuyas variables son de tipo menor o igual que n, es de tipo
n+1. Las proposiciones y conjuntos «admisibles» son los que
pertenecen a algún tipo finito. Así, clases como «el conjunto
de todos los conjuntos» quedan excluidas de la categoría de
conjunto, pues no pertenece a ningún tipo finito. También
resulta que ningún conjunto puede contenerse a sí mismo
como elemento, ya que entonces debería pertenecer a un tipo
más alto que su propio tipo.
Del mismo modo, la primera de las dos frases escritas más
arriba (equivalentes a la paradoja del mentiroso), al referirse a
la segunda, debería ser de tipo mayor que ésta. Pero, por otro
lado, la segunda oración debería ser de tipo mayor que la pri-
mera, pues también hace referencia a ella. Como consecuencia,
en la teoría de tipos ambas oraciones carecerían de sentido.
La teoría de tipos eliminaría, pues, los bucles extraños en la
teoría de conjuntos y en la lógica, pero su aplicación para el
desarrollo de las matemáticas usuales provoca enormes difi-
cultades. Por ejemplo, una demostración sobre una propiedad
de los números enteros no podría utilizar, en principio, núme-
ros reales o complejos (que pertenecen a conjuntos de tipo
mayor que los números enteros); habría que plantearla, pues,
en un tipo mayor que el natural. La noción de igualdad de
objetos (conjuntos, proposiciones, etc.) debe establecerse para
cada tipo, con lo que existen infinitas relaciones de igualdad.
Por otro lado, a lo largo de la demostración hay que ser extre-
madamente cuidadoso para no utilizar proposiciones o con-
108
juntos de tipo superior... un verdadero engorro. Pero, además,
¡ninguna afirmación sobre la misma teoría de tipos tendría
acomodo en un nivel de tipo finito!, con lo que carecería de
sentido.
Por otro lado, al deducir de la lógica todas las matemáti-
cas, éstas quedan vacías de contenido y se reducen a mera
especulación formal. La interrelación con la realidad física y
su modelización, no tiene ninguna explicación. De ahí la fa-
mosa frase de Rüssel de que «en matemáticas nunca sabemos
de lo que estamos hablando ni si lo que decimos es cierto», Y
finalmente, la cuestión fundamental: el sistema desarrollado
en los Principia ¿es consistente? (es decir, a salvo de contradic-
ciones).
Por supuesto, al aplicar un esquema jerarquizado como el
que hemos sugerido al lenguaje cotidiano, aparecerían como
carentes de sentido muchas construcciones perfectamente vá-
lidas.
Así pues, estos intentos para resolver las paradojas, o invo-
lucraban a su vez nociones paradójicas (como la de definición
impredicativa) o eran formalismos tan artificiales que resulta-
ban inútiles para la mayoría de los matemáticos.
Otro intento para resolver las antinomias de la teoría de
conjuntos y poder edificar sobre ella sólidamente el resto del
edificio matemático, fue tratar de restringir la noción de con-
junto y establecer cuidadosamente sus reglas de uso, es decir,
axiomatizar la teoría. El mismo Cantor era consciente, como
ya hemos dicho, de los problemas que podían surgir en la
teoría, y en 1899, en una carta a Dedekind, intenta una clasi-
ficación de las multiplicidades en dos clases: las consistentes
(que no causan problemas) y las inconsistentes, entre las que
estarían la clase de todos los conjuntos o la de todos los ordi-
nales. Pero el primero en abordar seriamente el problema fue
E. Zermelo, de quien ya hemos hablado. En 1908 publicó
su sistema axiomático ([Ze]) (que incluía el Axioma de Elec-
ción), desarrollado y mejorado posteriormente por A. Fraenkel
(1891-1965), dando origen a lo que se conoce como Axiomáti-
ca de Zermelo-Fraenkel o ZF, que es la que se utiliza habitual-
mente en la actualidad (con o sin el axioma de elección). El
sistema ZF evita las paradojas al restringir los tipos de conjun-
tos admisibles, aunque incluye entre ellos los suficientes para
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el desarrollo de las matemáticas usuales. Posteriormente, J.
Von Neumann propuso algunas variaciones, haciendo distin-
ción entre clases y conjuntos (que son clases que, a su vez, son
miembros de otra clase). Como señaló von Neumann, la con-
tradicción puede aparecer no por la introducción de las clases,
sino por considerarlas miembros de otras clases.
La axiomática ZF, como hemos dicho, resulta adecuada
para el desarrollo de las matemáticas usuales y evita las para-
dojas conocidas. Por otro lado, la axiomática presupone la
lógica subyacente (con las dificultades a que podría dar origen
un desarrollo sistemático de la misma) e incluye un axioma de
existencia de conjuntos infinitos, lo que provocó en su mo-
mento ciertas reacciones en contra. Además, su consistencia
no ha sido demostrada. Como observó agudamente Poincaré,
«hemos puesto una cerca para proteger al rebaño de los lobos,
pero no sabemos si hemos dejado algunos lobos dentro de la
cerca». Es decir, nadie nos garantiza que no podamos encon-
trar nuevas paradojas en el futuro.
Esta situación es claramente insatisfactoria. Hubert había
ya abordado el problema de la consistencia de la geometría,
reduciéndolo al de la consistencia de la aritmética (que es, de
hecho, el segundo de los famosos 23 problemas que planteó
en 1900; véase Sección 4.1.1). Alarmado por las propuestas
radicales para reelaborar las matemáticas por parte de los in-
tuicionistas30, Hubert propuso un programa para dar una de-
mostración de la consistencia de las matemáticas, basada en
métodos puramente finitistas, de modo que ni el mismo
Brouwer la pudiera rechazar. En sus propias palabras:
«Mis investigaciones acerca de los nuevos fundamentos
de las matemáticas tienen como propósito eliminar de
manera definitiva cualquier duda en relación a la confiabi-
lidad de la inferencia matemática [...]
Una solución completa de estas dificultades requiere de
una teoría cuyo objeto de estudio sea la demostración
matemática misma...» ([Hi3]).
30
 Dice Hilbert: «...Weyl y Brouwer intentan ofrecer una fundamentación
de las matemáticas que echa por la borda todo aquello que les resulta incó-
modo... Al seguir a tales reformadores, nos exponemos a perder una gran
parte de nuestros más valiosos conceptos, resultados y métodos» ([Hi2]).
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Y en otro lugar,
«Lo primero que tenemos que hacer es percatarnos con
toda claridad que, a la larga, las paradojas nos colocan en
una situación absolutamente intolerable [...] ¿En dónde
podríamos buscar la certeza y la verdad si el pensamiento
matemático mismo falla? [...] la tesis de que todo proble-
ma en las matemáticas posee una solución es compartida
por todos los matemáticos [...] ¡en las matemáticas no hay
ignorabimus!31 ([Hi4]).
Así pues, lo que propone Hubert con su Teoría de la De-
mostración (Beweistheorie) es
«dar una base firme y segura a las matemáticas [...] que se
convierten así en una especie de tribunal de suprema ins-
tancia para la evaluación y resolución de cuestiones de
principio» ([Hi4]).
Para ello, Hubert propone la formalización completa del
sistema estudiado. Eso requiere explicitar claramente el lista-
do o vocabulario completo de signos que se van a emplear,
junto con las Reglas de Formación de las expresiones válidas
en el sistema (la gramática, para seguir con el símil lingüísti-
co). A continuación, hay que especificar las Reglas de Trans-
formación, que describen cómo pasar de una fórmula válida a
otra. Finalmente, para comenzar la tarea, se seleccionan algu-
nas expresiones válidas como axiomas. Un «teorema» del sis-
tema es toda fórmula válida obtenida a partir de los axiomas
mediante las reglas de transformación32. Aunque, en principio,
este proceso elimina totalmente el significado de las expresio-
nes que aparecen en el sistema, que se convierte en un mero
juego formal (de ahí el nombre de formalista con el que se
conoce este programa), Hubert sostiene que no puede prescin-
31
 Hubert se refiere a la afirmación de Du Bois-Reymond acerca de la
limitación esencial de la razón para conocer la Naturaleza, resumida en su
frase Ignoramus et ignorabimus.
32
 En el Capítulo I de [Ho], se desarrolla un sistema formal muy sencillo,
pero que expone con gran claridad lo que supone la formalización (de he-
cho, se utiliza sistemáticamente a lo largo de la obra para poner ejemplos
e ilustrar conceptos). Más interesantes pueden ser los Capítulos VII y VIII,
donde se introducen, con gran claridad y multitud de ejemplos, otros dos
sistemas formales: el cálculo proposicional y lo que el autor llama Teoría de
Números Tipográfica, así como una aproximación al Programa de Hubert.
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dirse nunca de las consideraciones intuitivas y de contenido,
esenciales para la elección razonable de los axiomas. Los pro-
blemas matemáticos se refieren a objetos reales y tienen res-
puestas provistas de significado. Si llegó a propugnar una
interpretación formalista de las matemáticas rué porque esta-
ba dispuesto a pagar ese precio por la certidumbre.
Pero la formalización completa del sistema era sólo una
parte del programa. Una lista de signos sin significado de tal
sistema formal, no afirma absolutamente nada. Lo que preten-
día Hubert era desarrollar una teoría de las propiedades com-
binatorias del lenguaje formal, considerado como un conjunto
finito de símbolos regidos por las reglas de inferencia, que
permitiera hacer afirmaciones sobre una expresión determina-
da del sistema. Este lenguaje informal acerca de la Matemática
lo llamó Hubert Metamatemática. Los enunciados metamate-
máticos son pues afirmaciones sobre los signos del sistema
formal y su disposición. La demostración de la consistencia de
un sistema formal dado consistiría en probar por enunciados
metamatemáticos finitistas que nunca puede obtenerse en el
sistema una fórmula y su negación (por ejemplo, si se trata de
la aritmética, probar que la expresión «1^1» no es nunca un
teorema del sistema)33.
En el excelente artículo La demostración de Godei ([NN]) se
establece una interesante analogía entre esta idea de Hubert y
el juego del ajedrez, interpretando éste como un sistema for-
mal (cálculo para los autores):
El ajedrez es un juego de 32 piezas de forma determina-
da, jugado en un tablero cuadrado que contiene 64 subdi-
visiones cuadradas. Las piezas pueden moverse de acuerdo
con reglas fijas. Es obvio que puede jugarse sin atribuir
ninguna «interpretación» a las piezas ni a sus distintas
posiciones en el damero [...] Las piezas y las subdivisiones
cuadradas del tablero corresponden a los signos elementa-
les del cálculo; las configuraciones permitidas de las piezas
en el tablero corresponden a las fórmulas del cálculo; las
posiciones iniciales de las piezas en el tablero corresponden
a los axiomas o fórmulas iniciales del cálculo; las configu-
33
 La demostración de la consistencia del cálculo preposicional usual
puede verse en [NN; págs. 70-73].
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raciones subsiguientes corresponden a las fórmulas deriva-
das a partir de los axiomas (esto es, a los teoremas); y las
reglas del juego corresponden a las reglas de derivación del
cálculo. Además, aunque las configuraciones de las piezas
en el tablero, igual que las fórmulas del cálculo, carecen de
«significación», los enunciados acerca de esas configura-
ciones, igual que los enunciados metamatemáticos acerca
de las fórmulas, tienen pleno significado. Un enunciado del
metaajedrez puede afirmar, por ejemplo, que hay 20 posi-
bles jugadas de apertura para las blancas [...] o que si las
blancas no tienen más que dos caballos y el rey, y las ne-
gras sólo el rey, es imposible que las blancas den mate [...]
Pueden establecerse teoremas generales del metaajedrez me-
diante métodos de razonamiento finitistas que consisten en
el sucesivo examen de un número finito de configuracio-
nes... ([NN; p. 67]).
Hacia 1930 el Programa de Hubert parecía bien encamina-
do, gracias a los esfuerzos del propio Hubert y sus estudiantes
W. Ackermann (1896-1962), P. Bernays (1888-1977) y J. von
Neumann. En particular, se había podido demostrar la consis-
tencia absoluta para un sistema de aritmética de los números
naturales que permite la adición (aunque no la multiplica-
ción). Sin embargo, el año siguiente apareció un artículo revo-
lucionario que ponía de manifiesto que el programa de Hubert
era irrealizable.
4.5. Los límites del Método Axiomático
El artículo a que nos referimos ([Go]) lleva el expresivo tí-
tulo de «Sobre proposiciones formalmente indecidibles de Princi-
pia Matemática y sistemas afines, /» y provocó una verdadera
conmoción en la comunidad matemática, al mostrar que existe
una limitación intrínseca en el método axiomático-deductivo.
Su autor, K. Godei (1906-1978), era por entonces un joven
docente en la Universidad de Viena, asistente asiduo a las re-
uniones del Círculo de Viena, al que pertenecía su maestro
H. Hahn (1879-1934). Su trabajo demolía el programa de Hu-
bert en varios aspectos, al mostrar que todo sistema formal [en
el sentido del Programa de Hubert] consistente y que contenga
a la aritmética, es necesariamente incompleto, es decir, existen
enunciados aritméticos verdaderos que no pueden ser probados
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en el sistema (de hecho, existen enunciados indecidibles, esto
es, tales que ni ellos ni su negación son teoremas del sistema.)
Tras este Primer Teorema de Incompletitud, Godei probó que
la afirmación de la consistencia del propio sistema formal no
puede demostrarse en el sistema (a menos que se utilicen reglas
de inferencia no finitarias, cuya propia consistencia es tan dis-
cutible como la misma consistencia de la aritmética)34. Este
Segundo Teorema de Incompletitud mostraba claramente el
fracaso del Programa de Hubert en su sentido original.
La demostración de Godei está inspirada, como él mismo
reconoció, en el argumento de la paradoja de Richard, aunque
evitando el uso falaz de la autorreferencia lingüistica que apa-
rece en ella. Para ello, Godei establece un método (numeración
de Godei) para asignar biunívocamente un entero (número de
Godei) a cada signo, fórmula o demostración del sistema for-
mal. De esta manera, el sistema formal se representa en la
aritmética. El paso decisivo es utilizar los números de Godei
para aritmetizar la metamatemática del sistema, de modo que
todo enunciado metamatemático del mismo queda reflejado
por una relación aritmética entre números naturales. Por ejem-
plo, el enunciado metamatemático «m es el número de Godei
de una sucesión de fórmulas cuya línea final es la fórmula con
número de Godei n» estará representado por una determinada
fórmula aritmética Dem(m,n), y lo mismo su negación. Pues
bien, la idea crucial en el argumento de Godei consiste en
construir una fórmula dentro del sistema que es la paráfrasis
formal del enunciado «la fórmula cuyo número de Godei es n
es indemostrable» y que tiene número de Godei precisamente
n. Es pues una fórmula que afirma su propia indemostrabili-
dad, lo que equivale a introducir la paradoja del mentiroso en
el propio corazón de cualquier sistema formal. Basándose en
que el sistema es consistente, Godei prueba entonces que la
fórmula en cuestión es indemostrable en el sistema (aunque,
por un razonamiento metamatemático sencillo, puede probar-
se que es verdadera).
Los resultados de Godei supusieron el golpe de gracia para
el Programa de Hubert y un tremendo aldabonazo sobre las
34
 G. Gentzen (1909-1945), un alumno de Hubert, logró probar la con-
sistencia de la teoría de números y distintas partes del análisis en 1936,
utilizando el principio de inducción transfinita.
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limitaciones del método axiomático y la naturaleza del propio
mecanismo de razonamiento de los seres humanos35. Como el
personaje K. de Kafka ([Ka]) podemos recorrer las calles de
la aldea, conversar con sus habitantes, discutir con las autori-
dades, enviar mensajeros, pero nunca conseguiremos acceder
al castillo. Del mismo modo, la noción de verdad absoluta
parece inalcanzable para el pensamiento racional.
Sin embargo, es de destacar que el mismo Godei adoptara
una postura radicalmente platónica sobre las matemáticas:
para él, los objetos matemáticos tienen una existencia real, in-
dependiente del conocimiento que tengamos de ellos. Por un
proceso que Godei llamó intuición matemática, podemos llegar
a conocer ciertos hechos sobre el universo de las matemáticas,
así como aprender algunos métodos correctos de razonamien-
to. En este sentido, la intuición matemática es un proceso tan
fiable como nuestras percepciones ordinarias. Pero como los
hechos matemáticos que descubrimos son descripciones de un
universo matemático real preexistente, ¡no hay posibilidad de
que se dé una contradicción en las matemáticas! Por tanto,
siempre que consideremos una descripción de nuestro estado
presente de conocimiento de las matemáticas, podemos estar
seguros de la consistencia de esa descripción. Lo que viene a
decir el segundo teorema de incompletitud es que la mente
humana es incapaz de mecanizar (en palabras de Godei) todas
nuestras intuiciones matemáticas, es decir, encontrar una des-
cripción finitaria de nuestra percepción de las matemáticas.
Las conclusiones de Godei son también relevantes para
dilucidar los límites de la Inteligencia Artificial. En 1936 A. Tu-
ring (1912-1954) contestó al entscheidungsproblem («problema
de decisión») de Hubert, sobre si las matemáticas son decidi-
bles, es decir, si hay un método definido que pueda aplicarse a
cualquier sentencia matemática y que nos diga si esa sentencia
es cierta o no. En su trabajo [Tul], Turing estableció el modelo
matemático de lo que luego sería un computador programable
general, la máquina de Turing36, y demostró que había proble-
33
 No obstante, «El formalismo ha sido uno de los grandes dones que nos
ha hecho el siglo XX. No para el razonamiento o la deducción matemática,
sino para la programación, para el cálculo, para la computación» ([Ch2]).
36
 Véase el delicioso trabajo [Tu2], en el que se describe el proceso que
hoy se conoce como test de Turing, para tratar de determinar si un inter-
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mas que una tal máquina no podía resolver (el llamado pro-
blema de la parada). Estos trabajos complementaban y exten-
dían los teoremas de incompletitud de Godei y fueron el punto
de partida de un amplio campo de creación y debate, que llega
hasta la actualidad. A este respecto, quisiera citar los sorpren-
dentes resultados de G. Chaitin: en 1987, este matemático
construyó una ecuación diofantica exponencial (e.d., contiene
también términos de la forma xy) en 17.000 variables, para-
metrizada por un parámetro k. Chaitin demostró que, para
resolver su ecuación37 para m valores del parámetro k en un
sistema formal dado, los axiomas del sistema debían tener una
complejidad (es decir, tamaño de información, en un sentido
preciso) superior a m+C, siendo C una constante independien-
te de los axiomas. Por tanto, esta ecuación sobrepasa a cual-
quier sistema formal, que necesariamente tiene una compleji-
dad finita y, por tanto, ¡no puede tratar más que un número
finito de casos de la ecuación! (cfr. [Chi].)
A partir de los años setenta del siglo pasado, la trascenden-
cia de los resultados de Godei y Turing sobrepasó los límites
estrictamente académicos y comenzaron a aparecer gran can-
tidad de obras, dirigidas a un público más amplio, en las que
se trataban estos temas. Entre ellas, auténticos best-sellers,
como [Peí] y [Pe2], o el ya citado [Ho], en donde, además de
una amplia y muy clara exposición de los resultados de Godei,
y Turing, se exploran las relaciones con temas tan diversos
como la música de Bach, los dibujos de Escher, la filosofía
Zen o la Inteligencia Artificial. [Ru] es también muy recomen-
dable (la tesis doctoral del autor versa precisamente sobre
Godei). Y, pese a los años transcurridos desde su aparición
[NN] sigue siendo una de las exposiciones más claras sobre el
Teorema de Godei38.
locutor desconocido es una máquina o un ser humano, a través de una
serie de preguntas y respuestas.
37
 O simplemente contestar si tiene un número finito o infinito de solu-
ciones.
38
 En [Sm2], el autor adopta el formato de una novela de misterio (el
inspector Craig, de Scotland Yard pide la ayuda de un amigo matemático
para descubrir la combinación de una caja fuerte «a prueba de robos»),




Hasta bien entrado el siglo XIX, la mayor parte de los
descubrimientos matemáticos estaban motivados, fundamen-
talmente, por la necesidad de obtener nuevas herramientas
que permitieran modelizar y describir con mayor precisión los
fenómenos de la Naturaleza. Y ese papel de la matemática
como herramienta y lenguaje de la ciencia en general, sigue
siendo fundamental en el desarrollo de nuevas teorías. En
palabras del Premio Nobel de Física de 1963, E. P. Wigner
(1902-1995) en su famoso artículo La irrazonable efectividad de
las matemáticas en las Ciencias Naturales,
El milagro de la adecuación del lenguaje de las matemá-
ticas para la formulación de las leyes físicas es un don
maravilloso que ni entendemos ni merecemos. Deberíamos
estar agradecidos por ello, con la esperanza de que continúe
siendo válido en el futuro y que se extienda [...] a otras
ramas del conocimiento ([Wi]).
Pero, ésta ya no es la única motivación para el desarrollo
matemático. Desde el último tercio del siglo XIX, con la apa-
rición de las geometrías no euclídeas, se han ido introducien-
do en matemáticas nuevos conceptos y desarrollos que no tie-
nen una contrapartida inmediata en el mundo real. Bien es
verdad que muchos de esos desarrollos han resultado a la
postre decisivos para la elaboración de nuevas teorías sobre
distintos aspectos de la Naturaleza: la geometría Riemaniana,
desarrollada en la segunda mitad del siglo XIX, es fundamen-
tal para la formulación por Einstein de la teoría general de la
Relatividad en 1916. Los espacios de Hubert, introducidos y
estudiados a partir de 1906, son la base de la formulación de
la Mecánica Cuántica por J. von Neumann39, que permitió
Véase [vN2].
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unificar los formalismos ondulatorio y matricial existentes. El
estudio de los conjuntos convexos en el espacio n-dimensional
iniciado a principios del siglo XX, es la base de la formulación
axiomática de la teoría del equilibrio económico que valió
el Premio Nobel en Economía de 1983 a G. Debreu. La teoría
de ondas de choque necesaria para la construcción de los pri-
meros reactores nucleares en los años 1940 estaba práctica-
mente desarrollada en un libro publicado ¡en 1903!40 Ejemplos
de estas matemáticas prefabricadas, en palabras de S. Bochner
(1899-1982), se encuentran por doquier (cfr. [Bo]).
Por otro lado, paradojas como la de Banach-Tarski ponen
claramente en evidencia lo que debiera resultar obvio: las
matemáticas son el lenguaje idóneo para modelizar y describir
la Naturaleza, pero el modelo no es la realidad41. En particu-
lar, el espacio físico tridimensional en el que nos movemos no
es el espacio euclideo matemático R3, en el que (con la ayuda
del axioma de elección, es cierto) tienen lugar fenómenos,
como la paradoja de Banach-Tarski, obviamente imposibles en
el mundo real.
Por otro lado, la crisis sobre los fundamentos de las mate-
máticas junto con los resultados espectaculares de Godei y sus
continuadores, han provocado una cierta sensación de descon-
cierto entre los matemáticos, al tener que renunciar al carác-
ter de irrefutable del que gozaba su Ciencia. Veamos algunos
ejemplos de esta actitud:
...Los esfuerzos para conseguir el rigor más extremo han
conducido a un callejón sin salida, en el que ya no existe
acuerdo sobre lo que éste significa. Las matemáticas con-
tinúan vivas y vitales, pero sólo sobre una base pragmática
([Kll]).
...Una demostración en matemáticas no es más que una
comprobación de los productos de nuestra intuición. Ob-
viamente, no poseemos, y probablemente nunca tendremos,
un estándar de demostración que sea independiente del
tiempo, de lo que queramos probar o de la persona o escue-
la de pensamiento que lo emplee... Lo sensato parece que
40
 Se trata de Leçons sur la propagation des ondes et les équations de
l'hydrodinamique, de J. Hadamard.
41
 Véase la cita de S. Hawking en la Introducción.
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es admitir que no existe tal cosa como la verdad absoluta
en matemáticas [...] Nuestra intuición sugiere ciertos re-
sultados [...] que comprobamos por lo que llamamos una
demostración ([Wil]).
Si quiere usted que las matemáticas tengan sentido, ha
de abandonar usted la certeza. Si quiere usted certeza, eli-
mine el significado (El alumno Kapa en [Lai]).
A pesar de todo, la actitud oficial predominante en la
manera de exponer y presentar las matemáticas a mediados
del siglo XX fue el método axiomático-deductivo. Hay diversas
razones para ello. Por un lado, como señala [DH], su conexión
con el positivismo lógico, la corriente dominante en la filoso-
fía de la ciencia en esa época. Por otro lado, la influencia del
grupo colectivo autodenominado N. Bourbaki42 y la publica-
ción de su monumental obra Éléments de Matematique, para-
digma de la exposición formalista de las matemáticas. Tampo-
co es desdeñable la sensación de seguridad que proporciona el
sentirse dentro de unos límites «seguros». Y, por qué no, tam-
bién una cierta componente estética. La influencia formalista
llegó incluso a invadir las escuelas primarias, con el nombre
de Matemática Moderna.
Pero a partir de 1970, la situación fue cambiando. Las
nuevas exigencias de la tecnología, la economía y la creciente
influencia de los computadores y la transmisión de la informa-
ción, hizo que renaciera el interés por áreas inactivas durante
mucho tiempo o surgieran nuevos campos de investigación en
matemáticas, sobre todo relacionados con la computación,
modelización y simulación o el estudio del azar. Temas como
los procesos estocásticos, los fractales, las ondículas, la teoría
de códigos, los sistemas dinámicos, las técnicas combina-
torias, etc., despiertan un interés creciente entre los investiga-
dores. En estos campos, además de los métodos deductivos
tradicionales, toma cada vez más importancia el uso del orde-
nador, no sólo para conjeturar resultados, sino como instru-
mento esencial para obtenerlos. En el interesante artículo [Da]
el autor contrapone el término estructura, omnipresente en
la matemática de los años 1960, con el de modelo, empleado
42
 Véase [Bo3]. La declaración programática del grupo está recogida en
[Boul] y [Bou2].
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sistemáticamente en una parte importante de la matemàti-
ca actual. Hasta tal punto esto es así, que en el Congreso
Internacional de Matemáticas celebrado en Berlín en 1998,
D. Mumford formuló la vieja polémica entre matemática pura
y aplicada en términos de «matemáticos que demuestran teore-
mas versus los que construyen modelos» ([Mu])43.
En todo caso, parece cierto que, dado un sistema formal,
la lógica de primer orden debe conducir a resultados absolu-
tamente correctos. Pero la matemática real (matemática infor-
mal de Lakatos), la que hacen los matemáticos en su quehacer
diario, jamás se escribe en lenguaje formalizado. Las demos-
traciones son establecidas por consenso de los cualificados.
Incluso cuando surgen diferencias de opinión entre los exper-
tos, las dudas se resuelven por la comunicación y la explica-
ción, nunca por la transcripción de la demostración al cálculo
de predicados de primer orden (cosa, por otro lado, práctica-
mente imposible).
Pero, además, el método de formalización de las demostra-
ciones choca frontalmente con la experiencia de la creación
matemática. Como dice S. Feferman:
En su trabajo, el matemático fía en intuiciones sorpren-
dentemente vagas, y avanza a tientas, marcha atrás en
demasiadas ocasiones. Está claro que, en su forma actual,
la lógica es incapaz de dar una descripción directa ni del
desarrollo histórico de las matemáticas ni de la experiencia
cotidiana de los profesionales. Es igualmente claro que la
búsqueda de unos fundamentos definitivos a través de los
sistemas formales, ha fracasado en llegar a conclusión con-
vincente alguna.
Abundando en esta idea, tras poner como ejemplos la de-
mostración del Teorema de los Cuatro colores por K. Appel y
W. Haken, en la que se emplea de manera esencial un progra-
ma de ordenador, o la clasificación de los grupos finitos sim-
ples (suma de unos 100 teoremas individuales y unas 15.000
páginas escritas), P. Davis y R. Hersh insisten en la dimen-
sión colectiva que tiene actualmente la noción de demostra-
ción correcta en Matemáticas44:
43
 Véase también [Bo4] y [Go].
44
 La misma idea se expone en [Da].
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Los matemáticos de todos los campos se apoyan unos
en el trabajo de otros; la confianza mutua que les permite
hacerlo reside en el sistema social del que forman parte. No
se limitan a utilizar resultados que sean capaces de demos-
trar por sí mismos a partir de primeros principios. Cuando
un teorema ha sido publicado en una revista seria, cuando
el nombre del autor es conocido, cuando el teorema ha sido
citado y utilizado por otros matemáticos, se considera que
el teorema está debidamente establecido ([DH; pág. 278]).
Durante la verificación de la demostración de A. Wiles del
Último Teorema de Fermat, varios matemáticos reconocieron
que la dimensión social e institucional de la confianza deposi-
tada en las opiniones de algunos de los revisores era al menos
tan importante como el rigor empleado en sus comprobaciones.
Así pues, en los comienzos de este siglo XXI, la idea del con-
senso entre los cualificados dentro del cuerpo social de la Co-
munidad Matemática es la predominante para determinar, en
último término, la aceptación de un resultado como correcto.
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CONTESTACIÓN DEL




Tenemos hoy el honor de recibir al Profesor D. Fernando
Bombai Gordon como Académico Numerario de esta corpora-
ción, con la que el Profesor Bombai mantiene una estrecha
relación desde antiguo, y de la que forma parte como Acadé-
mico Correspondiente Nacional desde el año 1988. Debo reco-
nocer que su incorporación como Académico de Número, que
constituye sin duda alguna, una gran riqueza para la Acade-
mia, supone para mí una inmensa alegría, debido a la amistad
que nos une desde hace años y a la profunda admiración que
le profeso, tanto a nivel humano como académico. Al mismo
tiempo, desearía manifestar mi pesar por haber tenido que ser
yo quien disfrutara el honor de recibir en nombre de la Aca-
demia al Profesor D. Fernando Bombai Gordon, ante la impo-
sibilidad de que lo hiciera nuestro querido y común maestro,
el Profesor D. Baltasar Rodríguez-Salinas Palero. Por ello, en
lo que sigue recogemos íntegramente, desde su segundo párra-
fo, el discurso que a tal efecto había preparado el Profesor Ro-
dríguez-Salinas .
Discurso del Excmo. Sr. D. Baltasar Rodríguez-Salinas
Palero
«Varios son los motivos que contribuyen a hacer jubilosa
mi tarea de contestar al discurso pronunciado por el Profesor
D. Fernando Bombai Gordon. El principal de ellos, desde lue-
go, es por ser Fernando Bombai uno de mis discípulos predi-
lectos, concretamente el primero al que dirigí su tesis en Ma-
drid. Efectivamente, he tenido yo la fortuna de contar con
un número crecido de buenos discípulos, y, justamente, uno
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de ellos es Fernando Bombai. Han pasado ya más de treinta
años, y he podido apreciar sus cualidades humanas, su pro-
funda inteligencia, su laboriosidad y su vocación y entusiasmo
que hacen esperar una plena dedicación de él a la Academia.
Mi orgullo ha sido prolongar el camino señalado por Julio Rey
Pastor y la labor científica e investigadora de Ricardo San
Juan, el primero de los cuales tenía el orgullo puesto en los
éxitos de sus discípulos, que no pueden sentir aquellos que
los forman fuera de España.
Nació Fernando Bombai en Carabaña (Madrid), en 1944.
Cursó la licenciatura en Matemáticas en la Universidad Com-
plutense de Madrid, donde alcanzó brillantes calificaciones.
En 1968 finalizó la licenciatura con la calificación de sobresa-
liente. Más tarde, en 1972, se doctoró en Ciencias Matemáticas
con la calificación de Sobresaliente "cum laude" por la Univer-
sidad Complutense. Además obtuvo el Premio Extraordinario
de Licenciatura y el Premio Extraordinario de Doctorado 1972,
el Premio Nacional de Matemáticas 1968 y la Cruz de Alfonso
X el Sabio.
Después del Doctorado, además de a la investigación, se
dedicó a la docencia. En 1979-1981 fue Profesor Agregado
Numerario de la Universidad Complutense. Y en 1981-82 fue
Catedrático Numerario de la Universidad Autónoma de Ma-
drid, y desde 1982 Catedrático Numerario de la Universidad
Complutense de Madrid.
Es Académico Correspondiente desde 1988 de esta Real
Academia de Ciencias Exactas, Físicas y Naturales.
Ha dirigido 14 tesinas de licenciatura y 11 tesis doctorales
y publicado 81 trabajos entre libros, monografías, artículos de
divulgación e investigación en revistas especializadas naciona-
les y extranjeras.
Su experiencia investigadora se ha plasmado desde 1984 en
seis Proyectos de Investigación en los que figura como Coor-
dinador e Investigador Principal, en los que yo, jubilado, he
colaborado.
Conferenciante invitado en Columbia (Missouri, U.S.A.),
Jach (Polonia), Zaragoza, Poznan (Polonia, tres veces), Jaran-
dina (Càceres), Peníscola (Castellón), Munich (Alemania), Va-
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lencia, Wroclaw (Polonia), Sevilla, Càceres (España) y Grana-
da (España). Además ha dado otras conferencias por invita-
ción y realizado numerosas visitas de investigación a centros
extranjeros y dado numerosos cursos y seminarios, habiendo
participado además en la revisión de trabajos en Revistas como
Studia Mathematica, Journal of Operator Theory, Collectanea
Mathematica, Le Mathematiche, Revista de la Real Academia de
Ciencias de Madrid, Revista Matemática de la Universidad Com-
plutense, etc..., así como de distintos Proyectos de Investiga-
ción financiados por Instituciones como National Science
Foundation (U.S.A.), FONDECYT (Chile), DGICYT (España),
MCyT (España), etc.
La labor investigadora de Fernando Bombai abarca varias
líneas de investigación, entre las que podemos citar: Espacios
de funciones (escalares y vectoriales), medidas vectoriales, geo-
metría y estructura de espacios de Banach, operadores lineales y
multilineales continuos, etc.
Fernando Bombai ha colaborado en revistas matemáticas
internacionales de gran prestigio. Destaquemos las siguientes:
Transactions of the American Mathematical Society, Studia
Mathematica, Mathematische Narichten, Proceedings of the
American Mathematical Society, Mathematical Proceedings of
the Cambridge Philosophical Society, Journal of Mathematical
Analysis and Applications, Mathematical Zeitschrift, Archiv der
Mathematik, Quaterly Journal of Mathematics, etc... Y mencio-
nemos también sus más de 15 publicaciones en la revista de
nuestra Academia de Ciencias, y el haber sido el editor de un
volumen monográfico de análisis de ella.
Por otra parte, la recensión de estos trabajos va aparecien-
do en las páginas del Mathematical Reviews y del Zentralblatt
für Mathematik y a ellas nos remitimos.
Nuestro nuevo Académico, el Profesor Bombai, ha realiza-
do una valiosa e importante labor en la dirección de Tesis
Doctorales, cuyos doctores son actualmente distinguidos pro-
fesores en las universidades Complutense, UNED, Carlos III y
Rey Juan Carlos de Madrid, así como en las universidades de
Santander, Concepción de Chile y Guanajato de México.
Por el interés en las investigaciones realizadas por el Pro-
fesor Bombai y sus colaboradores, ha sido invitado a presentar
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sus investigaciones en diversas universidades nacionales y
extranjeras, así como a impartir conferencias plenárias en
congresos y reuniones internacionales de primera línea.
Paso a comentar algunos resultados obtenidos por el Profe-
sor Bombai a lo largo de su extensa trayectoria investigadora:
— Como consecuencia de su estudio de la representación
integral de operadores vectoriales (Tf igual a la integral
de una función continua vectorial f respecto a una me-
dida vectorial finitamente aditiva ¡j,), sus resultados des-
criben clases distinguidas de operadores vectoriales en
C (K, E). Así ha caracterizado las clases de operadores
débilmente compactos de Dieudonné, de Dunford-Pettis
incondicionalmente convergentes, estrictamente singu-
lares o de Kato, etc... Un espacio C (K, E) tiene la pro-
piedad de Dieudonné, siempre que el espacio E sea un
espacio con dual separable.
Para dar una idea de estos operadores vamos a decir que
un espacio de Banach tiene la propiedad de Dunford-Pettis si
para toda sucesión (xn) débilmente convergente a O en E y toda
sucesión de funcionales (yn) débilmente convergente a O en el
dual E* de E, se tiene que la sucesión (yn(xn)) converge a 0.
Esta propiedad la tienen los espacios C (K), L^M-) y L~ (|J,), y
se hereda al pasar a subespacios complementarios. Nuestro
nuevo Académico y sus colaboradores han investigado esta
propiedad obteniendo interesantes resultados como los si-
guientes:
— Un espacio de funciones continuas vectoriales C (K, E)
sobre compactos de Hausdorff dispersos K, tiene la pro-
piedad de Dunford-Pettis siempre que el espacio E la
tenga.
— El producto tensorial proyectivo de dos espacios de fun-
ciones escalares C (K) ®K C (K) tiene la propiedad de
Dunford-Pettis si y sólo si K es un compacto disperso.
Otro campo muy productivo del profesor Bombai es el de
espacios de funciones p-Bochner-integrables y espacios Köthe-
Bochner integrables. Entre sus resultados en esta línea está:
— Si \i es una medida de probabilidad puramente atómica
y p es estrictamente mayor que 1 y menor que infinito,
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entonces LP(E) tiene una copia isomorfa complementa-
da de c0 si y sólo si E la tiene.
— Sea p menor que infinito y estrictamente mayor que 1,
y |i una medida finita. Si Lp(|a,E) tiene una copia com-
plementada de I1 formada por una sucesión uniforme-
mente acotada, entonces E tiene una copia complemen-
tada de I1.
— Si E es un retículo de Banach, ¡i es una medida finita
no atómica y <]) es una función de Orlicz, entonces el
espacio vectorial L* (u,E) tiene una copia isomorfa com-
plementada de I1 si y sólo si el espacio de Orlicz escalar
L* (¡i) o el espacio E tiene una copia isomorfa comple-
mentada.
Recientemente, el Profesor Bombai y sus colaboradores han
investigado con éxito la incondicionalidad para operadores
multilineales entre espacios de Banach, introduciendo nuevas
clases de operadores multilineales p-sumantes. Habiendo con-
seguido extender al campo multilineal, varios de los resultados
fundamentales de la teoría métrica de productos tensoriales de
Grothendieck.
Tras esta breve exposición de los méritos del Profesor
Bombai, subrayo el magnífico y magistral discurso que nos ha
dado sobre un tema fundamental de las Matemáticas, lleno de
belleza como son las paradojas, con el que se ha alcanzado un
alto rigor en el conocimiento de la verdad.
Como sabemos, hay verdades en la Matemática que no se
pueden demostrar, cosa que por no ser evidente debería asom-
brar. El primer ejemplo de ello se debe al gran lógico-matemá-
tico Kurt Godei con sus dos teoremas de incompletitud de la
Aritmética. Recuerdo que el primero dice: "Existe una propo-
sición verdadera de la Aritmética que no se puede demostrar
dentro de la misma Aritmética". Y el segundo: "La consisten-
cia de la Aritmética no se puede demostrar dentro de ella".
John von Neumann demostró también de manera análoga este
segundo teorema. Desde luego, es sorprendente que no se
puedan demostrar estas proposiciones verdaderas y sin em-
bargo se puedan demostrar dichos teoremas de incompletitud.
El tema de las paradojas atrae mucho sobre todo cuando
se trata de la paradoja de Banach-Tarski: "Dos bolas de radio
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distinto de Rn, para n>2, se pueden descomponer en un núme-
ro finito de partes respectivamente congruentes. Para n=l y
n=2 existe una medida finitamente aditiva \i, definida sobre
todas las partes de Rn e invariante por su grupo Gn de movi-
mientos, que extiende a sus respectivas medidas clásicas". A
mí, en particular, me atrajo de tal forma que publiqué, varios
trabajos sobre ella, en relación con su generalización para un
conjunto E y un grupo G de movimientos sobre E, contenidos
en la memoria "El problema de la extensión", publicada en
español en la revista italiana Annali di Matematica pura et
Applicata (Serie IV, Tomo LXIV, 1964, pp. 133-159).
Ahora debo dar la más calurosa enhorabuena al Profesor
Bombai Gordon por la importante calidad de la matemàtica
que ha cultivado, y animarle a que continúe en este camino,
aunque ambas cosas no las necesita.
Querido amigo Bombai Gordon, en nombre de la Acade-
mia, le doy la bienvenida a esta Casa. Desde ahora, sabemos
con más razón, que podemos contar con usted, que con sus
conocimientos, laboriosidad y experiencia realizará , sin duda,
una colaboración fecunda en las tareas de la Academia.
Gracias por la atención que me han prestado.
Quisiera terminar sumándome a la calurosa bienvenida
expresada por el Profesor Rodríguez-Salinas, y manifestar, una
vez más, mi profunda alegría por esta enriquecedora incorpo-
ración.
Muchas gracias».
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