Only very recently our community has acknowledged that the benefit of Structural Health Monitoring (SHM) can be properly quantified using the concept of Value of Information (VoI). The VoI is the difference between the utilities of operating the structure with and without the monitoring system. Typically, it is assumed that there is one decision maker for all decisions, i.e. deciding on both the investment on the monitoring system as well as the operation of the structure. The aim of this work is to formalize a rational method for quantifying the Value of Information when two different actors are involved in the decision chain: the manager, who makes decisions regarding the structure, based on monitoring data; and the owner, who chooses whether to install the monitoring system or not, before having access to these data. The two decision makers, even if both rational and exposed to the same background information, may still act differently because of their different appetites for risk. To illustrate how this framework works, we evaluate a hypothetical VoI for the Streicker Bridge, a pedestrian bridge in Princeton University campus equipped with a fiber optic sensing system, assuming that two fictional characters, Malcolm and Ophelia, are involved: Malcolm is the manager who decides whether to keep the bridge open or close it following to an incident; Ophelia is the owner who decides whether to invest on a monitoring system to help Malcolm making the right decision. We demonstrate that when manager and owner are two different individual, the benefit of monitoring could be greater or smaller than when all the decisions are made by the same individual. Under appropriate conditions, the monitoring VoI could even be negative, meaning that the owner is willing to pay to prevent the manager to use the monitoring system.
Introduction
to the monitoring information and is sometimes referred as to preposterior utility. The difference between these values measures the value of the information to the decision maker. Clearly, if the monitoring does not provide any useful information, the preposterior u* is equal to the prior u, and the value of monitoring information is zero.
Typically, it is assumed that there is one decision maker for all decisions, i.e. deciding on both investments as well as operations. This individual could be for example an idealized manager of a DoT, as the fictitious character 'Tom' who appears in [2] . We must recognize that in the real world the process whereby a DoT makes decision over its stock is typically more complex, with more individuals involved in the decision chain. Even oversimplifying, we always have at least two different decision stages. First a decision is made on whether or not to buy and install the monitoring system on the structure; this is a problem of long-term planning and investment of financial resources. This decision is typically carried out by a high-level manager, that in this paper we will conventionally refer to as owner, whose key performance measure is return on investment. The second stage concerns the day-to-day operation of the structure which includes for example maintenance, repair, retrofit or enforcing traffic limitations, once the monitoring system is installed; if installed these decisions may be informed by the monitoring system. Most of the time, the manager and the owner of the structure are different individuals. Both decision makers are motivated to maintain a high level of long term availability for the structure, which is challenging as the state of the structure is never known precisely while in operation. Operators balance two types of errors, either removing a structure from operation prematurely for maintenance or operating too long resulting in a failure; both of which are based on imperfect information concerning the state of the structure. Decision makers will differ in their choices under uncertainty even when they have access to the same information if they have different appetites for risk. As such, the owner needs to consider the operators appetite for risk when deciding whether to install a monitoring system, as this will indicate how the system will inference the operators decision making and as such the value of this information.
The aim of this work is to formalize a rational method for quantifying the Value of Information when two different actors are involved in the decision chain: the manager, who makes decisions regarding the structure, based on monitoring data; and the owner, who chooses whether to install the monitoring system or not, before having access to these data. We start explaining why and how two different individuals, both rational and provided with the same background information, can end up with different decisions. Next, we review the basis of the VoI, which illustrates a method for evaluating the VoI in SHMbased decision-problems, and revise the framework of Zonta et al. [2] , to include the difference between the manager and the owner. To illustrate how this framework works we apply it to the same decision problem reported in [2] : the Streicker Bridge case study. This is a pedestrian bridge at Princeton University campus, which is equipped with a continuous monitoring system. Some concluding remarks are reported at the end of the paper.
SHM-based decision
In this section, we review the concepts of Bayesian judgment, expected utility and value of information, as applied to SHM problems, following a similar path as in Cappello et al. [17] and Zonta et al. [2] . The Reader can find further examples of SHM-based decision problems in Flynn and Todd [18] [19] , Flynn et al. [20] and Tonelli et al [21] . As observed in [17] , SHM-based decision making (i.e., deciding based on the information from a SHM system) is properly a two-step process, which includes a judgement and a decision, as depicted in Figure 1 : first, based on the information from the sensors y, we infer the state S of the structure; next, based on our knowledge of the state S we choose the optimal action aopt to take.
Before proceeding with the mathematical formalization of this process let us confine the complexity of our problem through the following assumptions: -the monitoring system provides a dataset that can be represented by a vector y; -the structure (e.g.: one bridge) can be in a one out of N mutually exclusive and exhaustive states S1, S2, …, SN (e.g.: S1 = 'severely damaged', S2 = 'moderately damaged', S3 = 'not damaged', …); -the state of the structure is generally not deterministically known, and can be only described in probabilistic terms; -the decision maker can choose between a set of M alternative actions a1, a2, …, aM (for example, a1 = 'do nothing', a2 = 'limit traffic', a3 = 'close the bridge to traffic', …); -taking an action produces measurable consequences (e.g.: a monetary gain or loss, a temporary downtime of the structure, in some case causalities); the consequences of an action can be mathematically described by several parameters (e.g.: the amount of money lost, the number of day of downtime, the number of casualties), encoded in an outcome vector z; -the outcome z of an action depends on the state of the structure, thus it is a function of both action a and state S: z(a,S); when the state is certain the consequence of an action is also deterministically known; therefore, the only uncertainty in the decision process is the state of the structure S; -for simplicity and clarity, we refer here to the case of 'single shot' interrogation, which is the case when the interrogation occurs only following an event which has a single chance to happen during the lifespan; an extension to the case of multiple interrogations is also found in [2] . Judgment is about understanding the state of the structure based on the observation, which is exactly what SHM is about from a logical standpoint. In the presence of uncertainty, the state of the structure after observing the sensors data y is probabilistically described by the posterior information P(S|y), and the logical inference process followed by a rational agent is mathematically encoded in Bayes' rule [22] , which reads:
where P(•) indicates a probability and p(•) a probability density function. Equation (1) basically says that the posterior knowledge of the ith structural state P(Si|y) depends on the prior knowledge P( ) (i.e., what I expect the state of the structure to be before reading any monitoring data) [23] and the likelihood p(y|Si) (i.e., the probability of observing the data given the state of the structure). Distribution p(y) is simply a normalization constant, referred to as evidence, calculated as:
Decision is about choosing the 'best' action based on the knowledge of the state. When the state of the system Si is deterministically known, the rational decision-maker ranks an action based on the consequences z through a utility function U(z). Mathematically, the utility function is a transformation that converts the vector z, which describes the outcome of an action in its entire complexity, into a scalar U, which indicates the agent's order of subjective preference for any possible outcome. When the state of the system is uncertain, and therefore the consequences of an action are only probabilistically known, the axioms of expected utility theory (EUT) state that the decision maker ranks their preferences based on the expected utility u, defined as:
where ES is the expected value operator of random variable S, which we have assumed be the only uncertainty into the problem. To prevent confusion, note that in this paper capital U indicates the utility function, while lowercase u denotes an expected utility.
To better clarify the practical meaning of Equation (3), let's start from the case of a structure not equipped with a monitoring system, where the manager decides without accessing any SHM data. In this case the manager's prior expected utility u(aj) of a particular action aj, depends on their prior probabilistic knowledge P(Si) of each possible state Si:
and consistently with EUT, the rational manager will choose that actions aopt which carries the maximum expected utility payoff u:
In contrast, if a monitoring system is installed, and data are accessible by the agent, the monitoring observation y affects the state knowledge, and therefore indirectly their decision. This time, the posterior expected utility u(aj,y) of actions aj depends on the posterior probabilities P(Si|y), which are now functions of the observation y:
u( , y) = ∑ ( ( , )) P( |y) .
=1 (6)
Because the posterior probability depends on the particular observation y, in the posterior situation the expected utility is a function of y as well, and so are the maximum expected utility and the optimal choice:
Equation (5a) and (7a) are the utilities calculates before and after a monitoring system is interrogated. Note that, in order to evaluate the posterior utility of an action u(aj,y), we need to know the particular realization of observation y, so we cannot evaluate the posterior utility until the monitoring system is installed and its readings are available. How does the utility change if we have decided to install a monitoring system, but we have still to observe the sensors' readings? Technically, what we should do is to evaluate a priori (i.e., now that the system is not installed yet) the expected value of the utility a posteriori (i.e., at the time when the system will be installed and operating). We denote this quantity preposterior utility, u*, to separate it both from the prior and posterior utilities introduced above. The preposterior utility u* is independent on the particular realization and can be derived from the posterior expected utility u(y) by marginalizing out the variable y, [2] [17] :
where distribution p(y) is the same evidence defined by Equation (2) . The preposterior expected utility encodes the total expected utility of a decision process, based on the information provided by the monitoring system, but evaluated before the monitoring system is actually installed. Finally, the Value of Information of the monitoring system is simply the difference between the expected utility with the monitoring system (the preposterior utility u*) and the corresponding utility without the monitoring system (the prior utility u):
In other words, the VoI is the difference between the expected maximum utility and the maximum expected utility. It is easily mathematically verified that u* is always greater or equal than u, and therefore the VoI as formulated above can only be positive. This is to say that under the assumption above SHM is always useful, consistently with the principle that "information can't hurt" [24] as reported in Pozzi [25] . It is worth reminding that these assumptions are performed before acquiring the data. That means that the value of those data is anticipated by the decision maker, even if the realized value, once the decision is made, may be quite different. As well, it may be that the cost of data exceeds its value, but this would be reflected in the calculation as we assess the utility associated with the cost of obtaining the data. The process of deciding on the monitoring system installation can be graphically represented as a two-stage decision tree, as shown in Figure 2 . At the first stage the agent decides on whether to go or not with the SHM system, while at the second stage he decides on the action a1, …, aj to undertake on the structure. The realization of the state occurs at the following chance node and the outcome z depends on the action and the state. On the 'without SHM' branch of the tree, the state is determined by the prior information and the expected utility corresponds to u in Equation (9) . On the 'with SHM' branch of the tree, the second stage action is decided based on the information y from the monitoring system and the final outcome includes the cost zSHM of the monitoring system. The best choice of stage one is the one that provides maximum utility, and this can be calculated by solving the two-stage tree by backward induction [5] . 
Two individuals, two decisions
In the classical formulation of the VoI stated above, we have implicitly assumed that the decision is taken at any stage by the same rational individual, characterized by a defined background information and utility function. We address now the problem of quantifying the VoI when two separate individuals are involved in the decision chain. We conventionally denote manager (M) the one who makes decisions on the day-to-day operation of the structure, and owner (O), the one who is in charge of the strategic investments on the asset and decide on whether to install the monitoring system or not. Referring to Figure 2 , the manager is the one who takes decisions at stage two, while the owner decides at stage one. We will refer to the classical formulation of VoI, as stated in the previous section, as to unconditional -in contrast with the conditional VoI which we are about to introduce. A common misunderstanding, not only in our community, is that two individuals, if both rational and exposed to the same observation, should always end up with the same decision. In the real world, there are a number of components in the SHM-based decision process that are inherently subjective, so different decisions by different individuals should not be necessarily be seen as an inconsistency. This concept needs a deeper explanation: with reference to Figure 1 , the reasons whereby two individuals, both rational, can take a different decision based on the same observation include: a) the two have a different prior knowledge of the problem -i.e. they use different priors P(S); b) they interpret differently the observation -i.e. they use different interpretation models, which are encoded in the likelihood function P(y|S); c) they have a different expectation or knowledge of the possible outcome of an actioni.e. they assume different outcome vectors z; d) they weight differently the importance of an outcome -i.e. they use different utility functions U(z).
Differences in (a) (b) and (c) are merely about background knowledge and may actually occur in the real world; however, we expect that two individuals with similar experience and education should generally agree on any of that. For example, two structural engineers with common background will probably agree on the limited importance of a bending crack visible on an unprestressed reinforced concrete beam, while a non-expert could be overconcerned. In this paper, we will assume that the two agents fully agree on (a), (b) and (c), while they only differ in the way how they weight outcomes (d), through their utility function. The utility function is not a matter of background knowledge, rather it reflects the value of the individual as to the consequence of an action. Therefore, there is no logical argument to judge one utility function better than another one, as long as it does not violate the axioms of the expected utility theory. Even limiting our discussion to the case where the outcome z is just a monetary loss or gain, the utility function adopted by different people can be very different based on their particular individual risk aversion [26] [27] . For instance, an agent is risk neutral if his or her utility function U is linear with the loss or gain z, as shown in Figure 3 . Since the expected utility is proportional to the probability of realization, as shown in Equation (4), risk neutrality implies indifference to a gamble with an expected value of zero. So, for example, to a risk neutral agent a 1% probability of losing $100 is equivalent to a certain loss of $1.
In practice it is commonly observed that individuals tend to reject gambles with a neutral expected payoff: in the example above individuals often prefer to pay $1 off the pocket rather than taking the risk of losing $100. This condition is referred to as risk aversion and can be graphically represented with a utility function with a concave (i.e., with negative second derivative) utility function, as shown in Figure 3 . The condition of risk aversion is consistent with the observation that the marginal utility of most goods, including money, diminish with the amount of goods, or the wealth of the decision maker, as observed since Bernoulli [26] . Dealing with losses, risk aversion respect to a loss depends on the amount of the loss with respect to the decision maker's own wealth or the extent of his or her own asset: when the loss is much smaller than the whole value of the asset, the agent tends to be risk neutral, while they became risk averse when the loss is a significant fraction of their asset. In our situation, the owner, who is in charge of the strategic development of the agency, typically manages a large stock of structures, and the loss corresponding to an individual structure is a much smaller than the overall asset value. In this case, it is likely that the owner is risk neutral with respect to the loss compared to the value of a single structure. In contrast the manager is responsible for the safety of a single structure: in this case the value of the structure corresponds to the value of the asset, and their behaviour is likely to be risk adverse respect to the loss of that particular structure.
To proceed with the mathematical formulation, we have to acknowledge that the two agents involved in the decision chain, the owner and the manager, may have different utility functions. We're going to use indices (M) or (O) to indicate that a quantity is intended from one of the other perspective. The expected utility of the manager is calculated as:
and we may calculate the optimal action and the maximum utility from the manager perspective as in the following:
If the owner was in charge of the entire decision chain, we would end up with analogous expressions of optimal action a (O) opt and maximum expected utility u
, this time from the owner perspective. Observe that the optimal choice of the owner does not necessarily coincide with that of the manager, meaning that if the owner was in charge of the full decision chain, they would behave differently from the manager. Continuing on this rationale, we can reformulate the expression of posterior utilities, preposterior utilities and VoI from the owner or the manager perspective.
However, the situation we are discussing is different: the owner is the one who decides on the monitoring system installation, but the manager is the one who decides which is the optimal action at the second stage. Therefore, all utilities are from the owner perspective, but should be evaluated accounting for the action that the manager, not the owner, is expected to choose. In other words, the utility of the owner is conditional to the action chosen by the manager a (M) opt . For example, the prior utility of the owner conditional to the decision expected by the manager reads:
where the index (O|M) on the utility u (O|M) indicates that this utility is conditional to the manager's choice, in opposition to the unconditional utility u (O) calculated assuming the owner in charge of the full decision chain. We can proceed accordingly to formulate the posterior conditional utility (the utility of the owner after the manager has observed the monitoring response):
and similarly the preposterior conditional utility (the utility of the owner in the expectation of what the manager would decide if a monitoring system was installed):
Eventually the conditional VoI is the difference between the preposterior and the prior conditional utilities:
The unconditional and conditional formulations are summarized and compared in Table 1 . At this point, it's interesting to compare the unconditional and the conditional utilities, and also the value of information. The unconditional utility, prior or preposterior, is basically the owner's utility of their favourite choice, while the conditional utility is the owner's utility of the choice of someone else. If the two choices coincide, the conditional utility is equal to the unconditional prior utility. If they do not coincide, the manager's choice can only be suboptimal from the owner's perspective, and therefore the conditional utility must be equal or lower than the unconditional. Therefore, the following relationships must hold:
In a situation with one decision maker the VoI cannot be negative; if the decision maker anticipated misleading data it would be optimal to discard it resulting in a VoI of 0. However, we consider a situation of two decision makers and demonstrate that the VoI can be negative to one, i.e. the owner, as the new information is resulting in the other, i.e. the manager, making decisions that are less preferred by the owner than with no information. The Streicker Bridge case study
To illustrate how the presence of two different decision makers in the decision chain affect the way how the VoI is evaluated, we consider the case of Malcolm, the fictitious manager of an imaginary Office of Design and Construction at Princeton University, protagonist in [2] and [17] . Malcolm is responsible for the Streicker Bridge, a pedestrian bridge located on Princeton University campus. The bridge and its monitoring system are illustrated in much detail in a number of past publications [28] [29] [30] , we summarise the main structural features, for clarity. The deck of the bridge is a continuous thin concrete posttensioned deck featuring a characteristic X-shape connecting four different sectors of Princeton Campus. From the structural point of view, it consists of a thin post-tensioned supported by a high resistance steel lattice. The main span of the bridge overpasses Washington road, a busy public road the campus (see Figure 4 (a) and Figure 4(b) ).
The SHM-lab of Princeton University instrumented the bridge with two SHM systems: (i) global structural monitoring using discrete long-gauge strain Fiber Optic Sensors (FOS), based on fiber Bragg-grating (FBG) [31] , and (ii) integrity monitoring, using truly distributed FOS based on Brillouin Optical Time Domain Analysis (BOTDA) [32] . These two approaches are complementary: discrete sensors monitor an average strain at discrete points, while the distributed sensors monitor one-dimensional strain field. Discrete FOS embedded in the bridge deck have gauge length 60 cm and feature excellent measurement properties with error limits of ±4 με. Thus, they are excellent for assessment of global structural behavior and for structural identification. Instead, distributed FOS have accuracy an order of magnitude lower than discrete sensors and so cannot be used for accurate structural identification; they are used for damage detection and localization. Figure ( 
Agents
To make the case study easier to understand, we imagine the bridge managed by two agents with distinct roles: -Ophelia (O) is the owner responsible for Princeton's estate; she is Malcolm's supervisor and decides on whether to install the monitoring system or not. -Malcolm (M) is the manager responsible for the bridge operation and maintenance, graduated in civil engineering and registered as a professional engineer, who has to take decisions on the state of the bridge based on monitoring data, exactly as in Zonta et al. [2] .
We assume that Ophelia and Malcolm are both rational individuals and that have the same knowledge background as for possible damage scenarios S of the bridge, prior information, and they have the same knowledge of the consequence of a bridge failure. They only differ in the way how to weight the seriousness of the consequences of a failure. It is probably unnecessary to remind that, while the Streicker Bridge is a real structure, the two characters, Ophelia and Malcolm, are merely fictitious and do not reflect in any instance the way how asset maintenance and operation is performed at Princeton University. 
States and likelihoods
As part of this fictitious story, we suppose that both Ophelia and Malcolm are concerned by a single specific scenario: a truck, maneuvering or driving along Washington road, could
collide with the steel arch supporting the concrete deck of the bridge. In this oversimplified example, we will assume that after an incident the bridge will be in one of the following two states:
-No Damage (U): the structure has either no damage or some minor damage, with negligible loss of structural capacity. -Damage (D): the bridge is still standing but has suffered major damage;
consequently, Malcolm estimates that there is a chance of collapse of the entire bridge.
Similar to the assumptions in [1] , we assume Malcolm (and similarly Ophelia) focuses on the sensor installed at the bottom of the middle cross-section between P6 and P7 (called Sensor P6-7d, see Figure 4 (c)). We understand that for both Ophelia and Malcolm the two states represent a set of mutually exclusive and exhaustive possibilities, which is to say that P(D) + P(U) = 1. On the basis of their experience, they both agree that scenario U is more likely than scenario D, with prior probabilities P(D) = 30% and P(U) = 70%, respectively. We can also assume that both use the same interpretation model, i.e. they interpret identically the data from the monitoring system. As Malcolm will pay attention only to the changes at the midspan sensor (labelled P6-7d in Figure 4(c) ), we presume that he expects the bridge to be undamaged if the change in strain will be close to zero. However, he is also aware of the natural fluctuation of the strain, due to thermal effects, and to a certain extent due to creep and shrinkage: he estimates this fluctuation to be in the order of ±300 με. We can represent this quantity with a probability density function pdf(ε|U), with zero mean value and standard deviation σ = 300 με, which describes Malcolm's expectation of the system response in the undamaged (U) state, i.e. this is the likelihood of no damage. On the other hand, if the bridge is heavily damaged (D) but still standing. Malcolm expects a significant change in strain; we can model the likelihood of damage pdf(ε|D) as a distribution with mean value 1000 με and standard deviation of σ = 600 με, which reflects Malcolm's uncertainty of expectation. Before the data are available, he can also predict the distribution of ε, which is practically the so-called evidence in classical Bayesian theory, through the following formula: pdf(ε) = pdf(ε|D)•P(D) + pdf(ε|U)•P(U) .
When the measurement  is available, both update their estimation of the probability of damage consistently with Bayes' theorem:
where pdf(D|ε) is the posterior probability of damage. Figure 6 (a) shows the two unnormalized posterior distributions along with the evidence. Note that the posterior probability of damage starts exceeding the posterior of no-damage when the measurement  exceeds the threshold ε̅ p = 540 με.
Decision model
After he assesses the state of the bridge, we assume that Malcolm can decide between the two following actions:
-Do nothing (DN): no special restriction is applied to the pedestrian traffic over the bridge or to road traffic under the bridge. -Close Bridge (CB): both Streicker Bridge and Washington Road are closed to pedestrians and road traffic, respectively; access to the nearby area is restricted for the time needed for a thorough inspection, which both Ophelia and Malcolm estimates to be 1 month.
Ophelia and Malcolm agree that the costs related to each action, for each scenario, are the same as estimated in Glisic and Adriaenssens [28] , and reported in Table 2 . However, Ophelia and Malcolm differ in their utility functions, which is the weight they apply to the possible economic losses. Ophelia is risk neutral, meaning that according to her a negative utility is linear with the incurred loss, as illustrated in Figure 5 . Strictly speaking, a utility function is defined except for a multiplicative factor, therefore it should be expressed in an arbitrary unit sometime referred to as util [33] . Since Ophelia's utility is linear with loss, for the sake of clarity we will deliberately confuse negative utility with loss, and therefore we will measure Ophelia's utility in k$.
Unlike Ophelia, Malcolm is likely to behave risk adversely, i.e. his negative utility increases more than proportionally with the loss. We can describe mathematically the risk aversion classically defined in Arrow-Pratt theory [34] [35] , where the level of risk aversion of an agent is encoded in the coefficient of Absolute Risk Aversion (ARA), defined as the rate of the second derivative (curvature) to the fist derivative (slope):
To state Malcolm's utility function, we can make the following assumptions:
-Malcolm's and Ophelia's reaction are virtually identical for a small amount of loss, while their way of weighting the losses departs for bigger losses. -For small losses, therefore, the two-utility function may be confused, and we will adopt for Malcolm's the same conventional unit (call it equivalent k$) for measuring utility. Malcolm's utility function derivative for zero loss is equal to 1.
-We assume that Malcolm's utility has constant ARA; it is easily demonstrated that a function with constant ARA and unitary derivative at zero [36] takes the form of an exponential:
where θ is the constant ARA coefficient: A(z) =  -To calibrate , we assume that for a loss equal to the failure cost, Malcolm's negative utility is twice that of Ophelia's. This results in a constant ARA coefficient θ = -1.425 M$ -1 .
Using these assumptions, the resulting Malcolm's utility function is plotted in Figure 5 .
We wish now to verify how the different utility functions affect the decision of the two a priori and a posteriori. Since the utility of action CB is clearly less negative than the utility of action DN, Malcolm would always choose to close the bridge after an incident if he has no better information from the monitoring system. Therefore, Malcolm's maximum expected utility without the monitoring system is u 
but in the end, in this particular case, her optimal action would be again 'close the bridge'.
Posterior utility
Now imagine that the monitoring system is installed and let's go back to Malcolm. Since now Malcolm can rely on the monitoring reading, in this case the expected utility of an action is calculated using the posterior probability of damage pdf(D|ε) rather than the prior:
Note that since the cost of closing the bridge is independent on the bridge state, the = 170 με, and therefore Malcolm will always close the bridge above this threshold. Note that this threshold is much smaller than the threshold ε̅ p whereby Malcolm would judge the damage more likely, so there is a range of values whereby Malcolm, in consideration of the possible consequences, will still prefer to close the bridge even if it is more likely the bridge is not damaged. Malcolm's maximum expected utility is plotted in bold in the graph of Figure 6 = 310 με, is different and much higher than Malcolm's, reflecting Ophelia's risk neutrality in contrast to Malcolm's risk aversion. Therefore, there is a range of values of measurements, from 170  to 310 , where the two decision makers, both rational, behave differently under the same information, simply because of their different level of risk aversion. 
Preposterior utility and Value of Information
In this scenario Ophelia and Malcolm are both involved in the decision chain. Malcolm is the operational manager who decides whether or not to close the bridge in the occurrence of an incident. Ophelia is the owner who decides on the purchase of the monitoring system. This is illustrated as a decision tree in Figure 7 . We seek the VOI as anticipated by Ophelia (she has to decide), which explicitly accounts from Malcolm reacting to the signals from the monitoring system. Before attacking this problem, let's first see what happens if the decision chain was in the hands of a single individual. Let us start, for example, with Malcolm. His preposterior utility (i.e., the prior utility of operating the bridge with the monitoring system) can be calculated with the equation:
where the index (M) indicates that all the utilities are calculated from Malcolm's perspective. Malcolm's VoI is simply the difference between the preposterior utility (i.e. the prior utility of operating the bridge with the monitoring system) and the prior utility (i.e. the utility of operating the bridge without the monitoring system):
= -88.505 k$ +154.940 k$ = 66.435 k$ . (25) Note that the VoI is a utility, not an actual amount of money, and is measured in Malcolm's utility unit, which in our case is Malcolm's dollar-equivalent as defined above. Now we can calculate the VoI from Ophelia's perspective, assuming that she takes decisions at any stage of the decision chain. In this case being Ophelia less risk adverse than Malcolm, her utilities will be u In reality, Ophelia is only in charge of the purchase of the monitoring system, while the one who is going to use it is her colleague Malcolm. So, in taking her decision, Ophelia has to figure out how Malcolm is going to behave both with and without the monitoring system. In other words, we have to calculate the prior and preposterior utility from Ophelia's perspective, but conditional to the action that Malcolm will undertake.
For example, to calculate the prior (i.e. the utility of Ophelia of operating the bridge without the monitoring system, conditioned to Malcolm's actions) conditional utility, Ophelia thinks: what will Malcolm do after an accident if no monitoring system is installed? I know Malcolm, and I know he will close the bridge right away (I would do the same, but that's irrelevant). My utility, if he closes the bridge, is: 
and therefore the preposterior utility conditional to Malcolm is:
Eventually, Ophelia's VoI, conditional on Malcolm's decision, is: 
Again, this quantity is the money Ophelia believe is worth spending on a monitoring system, having accepted that Malcolm, not her, is going to use it. The conditional VoI = 51.495 k$ (O|M) is slightly lower than the unconditional VoI = 55.200 k$ (O) . Generally, it is clear from Ophelia perspective, that when Malcolm's decision is different from hers it is always suboptimal. Therefore, the conditional prior and pre-posteriors are always smaller than the corresponding unconditional: is necessarily smaller than the conditional VoI (O) . In simple words, Ophelia's rationale goes along these lines: I can exploit the monitoring system better than Malcolm, therefore the benefit of the monitoring system would be greater if I was using the monitoring system rather than Malcolm.
However, this is not the most general case. Assume for example the prior probability of damage P(D) is 10%: Ophelia's prior utility of action DN u = 53.217 k$, meaning that monitoring is much more useful in this case. We can almost hear Ophelia commenting: This Malcolm can't make the right decision alone, hopefully some monitoring will help him! For sure a monitoring system is more useful to him rather than me! Negative Value of Information?
We noted above that in the unconditional case (i.e. when Ophelia is both owner and manager), the preposterior utility u* is always greater or equal than the prior u, hence the VoI cannot be negative. In simpler words, if a monitoring system if offered to Ophelia at no cost, she has no reason not to accept it. Of course, if at any time Ophelia realizes that the monitoring system yields junk data, she can always decide to disregard this information, but she has no economic reason to refuse a priori to see the data ('Take each man's censure, but reserve thy judgment'). We also noted that in the unconditional case (i.e. when Ophelia is the owner but someone else, Malcolm, is the manager who decide based on the SHM data) there is no logical necessity whereby Ophelia's preposterior utility must be greater than her prior. So in principle we can always find a combination of prior probabilities and utility functions which ultimately yield a negative conditional VoI. We illustrate this concept with an example.
Imagine that Malcolm, instead of being risk adverse, is risk seeking. This is to say that his utility function is convex (i.e., with positive second derivative), as shown in Figure 8 : for this exercise we can again assume an Arrow-Pratt's utility model, as in Equation (20) = -100.680 k$. For both, closing the bridge (CB) is the action that yields the maximum expected utility a priori: so they both agree that, without a monitoring system, the best thing to do is to close the bridge.
Their decisions start departing after receiving data from the monitoring system. Figure 9 shows how Ophelia's and Malcolm's decision models change based on the new assumptions.
We note that:
-because of the high prior risk of collapse, risk-neutral Ophelia is very conservative and thinks it is a good idea to close the bridge as soon as the elongation recorded is greater than ε̅ u (31) Contrary to the example above, now the conditional value of information is negative, meaning that Ophelia's perceives the monitoring information as damaging. Ophelia thinks that, in observing the monitoring data, Malcolm may wrongly decide to keep the bridge open even when, in her opinion, it should be closed. She concludes that, after all, it is better not to install the monitoring system at all. In Ophelia's own words: Malcolm is an irresponsible and should not use the monitoring system! I would rather pay money than letting him use the system! Indeed, the negative value of information is exactly the amount of money Ophelia is willing to pay to prevent Malcolm using the monitoring system. 
Concluding remarks
The benefit of SHM can be quantified using the concept of Value of Information. This is the difference between the anticipated utilities of operating the structure with the monitoring system (the preposterior utility) and without the monitoring system (the prior utility). Preposterior utility, Prior utility and Value of Information are all subjective quantities: they depend on the particular background information and risk appetite of the individual in charge of the decision. In calculating the VoI, a commonly understood assumption is that the individual who decide on the installation of the monitoring system is the same rational agent who will later use it.
In the real world, these could be two separate subjects. We labelled conventionally owner the individual who decides on buying a monitoring system and manager the one who is going to use it, once the system has been installed. The two decision makers, even if both rational and exposed to the same background information, may still act differently because of their different appetites for risk. We developed a formulation to properly evaluate the VoI from the owner perspective, when the manager is a different individual. The rationale of the formulation is that the owner, in evaluating the benefit of the monitoring system, must anticipate the way how the manager will actually react to the monitoring information. The calculation requires the definition of the owner's prior and preposterior utilities conditional to the manager anticipated behavior. For convenience, we defined the VoI conditional in the case when the manager is not the owner, and unconditional when manager and owner coincide.
To illustrate how this framework works, we have evaluated a hypothetical VoI for the Streicker Bridge, a pedestrian bridge in Princeton University campus equipped with a fiber optic sensing system, assuming that two fictional characters, Ophelia the owner and Malcolm the manager, are involved in the decision chain. In the example, Malcolm is the manager who decide whether to keep the bridge open or close it, following to an incident that could potentially jeopardize its safety. Ophelia is the owner who decide whether to purchase a monitoring system to help Malcolm making the right decision in that event. We noted that: -Seen from the owner's perspective, the choices of the manager are always suboptimal: Malcolm's decisions don't necessarily coincide with what Ophelia would have made in the same situation. -In the prior situation (i.e. without SHM), the conditional utility (i.e. when the manager is not the owner) is always equal or lower than the unconditional one (i.e. when manager and owner coincide). -The conditional (i.e. manager is not owner) VoI could be bigger or smaller than the unconditional (i.e. manager is owner); if Ophelia agree on how Malcolm makes decision without the monitoring system, the conditional value of monitoring is always lower than the unconditional. -If Ophelia doesn't agree with Malcolm, the conditional value of information may be bigger than the unconditional: Ophelia would strongly support the purchase of the monitoring system in the hope it will help Malcolm to make the right decision.
While the unconditional VoI is never negative, we demonstrate that under appropriate combination of prior information and utility functions, the conditional value of information could be negative. This can happen when Ophelia believe than the monitoring system can seriously mislead Malcolm's decision. The negative value of information is exactly the amount of money Ophelia is willing to pay to prevent Malcolm using the monitoring system.
