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DIVISION FORMULAS ON PROJECTIVE VARIETIES
MATS ANDERSSON & LISA NILSSON
Abstract. We introduce a division formula on a possibly singular pro-
jective subvariety X of complex projective space PN , which, e.g., pro-
vides explicit representations of solutions to various polynomial division
problems on the affine part of X. Especially we consider a global effec-
tive version of the Brianc¸on-Skoda-Huneke theorem.
1. Introduction
In this paper we construct a division-interpolation integral formula for
polynomial ideals on an algebraic, not necessarily smooth, subvariety V of
C
N of pure dimension n. Such division formulas, for smooth V , have been
used by several authors, see, e.g., [11], [10] and [9]. In [4] were introduced
division formulas on Cn where the integration “takes place” over the entire
compactification Pn. This made it possible to make a more careful analysis
at infinity which led to explicit representation of membership with sharper
degree estimates than by earlier known formulas.
Our new formula involves integration over the closure X of V in PN .
It is quite general and might be used to represent solutions to a variety of
membership problems, but our focus is on a global effective Brianc¸on-Skoda-
Huneke type polynomial division result on V , [8, Theorem A], generalizing
theorems of Ein-Lazarsfeld, [13], and Hickel, [17], to non-smooth V . Our
formula does not in any substantial way contribute to the proof of this result
so the novelty is that the membership is realized by an explicit formula. One
could hope that this formula keeps arithmetic information1, for instance,
that the coefficients are rational if the data have rational coefficients, but
we have not been able to prove this except for very special examples. One
could also hope for estimates of the size of the coefficients. In any case
we think that the very explicitness is of interest in itself. If applied to
Nullstellensatz data we get a representation of a solution with a polynomial
degree that is not too far from the optimal one, cf., Remark 1.4 below.
Let X be the closure of V in PN , let JX denote the associated homoge-
neous ideal in the graded ring S = C[z0, . . . , zN ], and let S(ℓ) denote the
module S but where all degrees are shifted by ℓ. Let
(1.1) 0→ SM
aM→ · · ·
a1→ S0
be a minimal graded free resolution of S/JX ; here Sk = S(−d
1
k) ⊕ · · · ⊕
S(−drkk ) and the mappings ak = (a
ij
k ) are matrices of homogeneous forms in
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1as does the ingenious formula in [10] in case with Nullstellensatz data and X = Pn.
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C
N+1 with
deg aijk = d
j
k − d
i
k−1.
Since JX has pure dimension it follows from [14, Corollary 20.14] that M ≤
N , see also [8, Section 2.7]. Recall that the regularity of X is by definition
the regularity of the ideal JX , so that
(1.2) regX := max
k,i
(dik − k) + 1,
see, e.g., [15, Ch. 4].
Given polynomials F1, . . . , Fm on V of degrees at most d, let fj be the
corresponding d-homogeneous forms on CN+1. That is, if z = (z0, . . . , zN )
and z′ = (z1, . . . , zN ), then fj(z) = z
d
0F (z
′/z0). As usual we can consider fj
as sections of the restriction to X of the line bundle O(d) over PN . Let Zf
be the common zero set of the fj on X.
We now describe our main result in this paper. Assume that ρ is an integer
that is larger than or equal to dmin(m,n + 1) + regX − 1, and let φ be a
section of O(ρ) over X. Let us assume in addition that X is irreducible, cf.,
Remark 1.3 below. We then have an explicit division-interpolation formula
(1.3) φ(z) =
m∑
j=1
fj(z)
∫
X
Aρj (ζ, z)φ(ζ) +
∫
X
Bρ(ζ, z)∧Rf (ζ)∧ω(ζ)φ(ζ),
where, for fixed z, the integrals in the sum exist as principal values at
Xsing ∪ Zf , B
ρ(·, z) is a smooth form, and Rf∧ω is a residue current on X
with support on Zf , so that the second “integral” is the action of R
f∧ω on
±Bρφ. Moreover, both Aρj and B
ρ are holomorphic (homogeneous polyno-
mials of degrees ρ− d and ρ, respectively) in z. For the precise formula, see
Theorem 4.3 below.
Assume that Φ is a polynomial of degree at most ρ and let φ be its ρ-
homogenization. If the current Rf∧ωφ vanishes, i.e., φ annihilates Rf∧ω,
it follows that
(1.4) Qj(z
′) =
∫
X
Aρj (ζ; 1, z
′)φ(ζ)
are polynomials such that degFjQj ≤ ρ and F1Q1+ · · ·+FmQm = Φ on V .
Let us now present our main application of this formula. Let Jf be the
coherent analytic ideal sheaf over X generated by fj. Furthermore, let c∞
be the maximal codimension of the so-called distinguished varieties of the
sheaf Jf , in the sense of Fulton-MacPherson, that are contained in
X∞ := X \ V,
see, e.g., [8, Section 5]. If there are no distinguished varieties contained in
X∞, then we interpret c∞ as −∞. We always have that
c∞ ≤ µ := min(m,n).
Let |F |2 = |F1|
2 + · · ·+ |FM |
2.
Theorem 1.1. Assume that V is a reduced n-dimensional algebraic subva-
riety of CN , let X be its closure in PN , and assume that X is irreducible.
3(i) There exists a number µ0 with the following property: If F1, . . . , Fm are
polynomials of degree ≤ d, Φ is a polynomial such that
(1.5) |Φ|/|F |µ+µ0 is locally bounded on V,
and
(1.6) ρ = max
(
degΦ+ (µ+ µ0)d
c∞degX, dmin(m,n + 1) + regX − 1
)
,
then Eq. (1.4) defines explicit polynomials Qj such that
(1.7) Φ = F1Q1 + · · ·+ FmQm
on V and
(1.8) deg (FjQj) ≤ ρ
(ii) If in addition V is smooth there is a number µ′ with the following prop-
erty: If F1, . . . , Fm are polynomials of degree ≤ d, Φ is a polynomial such
that
(1.9) |Φ|/|F |µ is locally bounded on V,
and
(1.10) ρ′ = max
(
degΦ+ µdc∞degX + µ′, dmin(m,n+ 1) + regX − 1),
then Eq. (1.4) defines explicit polynomials Qj such that (1.7) holds on V
and
(1.11) deg (FjQj) ≤ ρ
′
If X is smooth one can take µ′ = 0.
Remark 1.2. In [8, Theorem A] the degree estimates are slightly sharper;
instead of dmin(m,n+1)+regX−1 in (1.8) and (1.11) one has the number
(d− 1)min(m,n + 1) + regX.
Remark 1.3. Notice that if V is irreducible in CN , then X is irreducible. In
[8, Theorem A] there is no assumption about irreducibility of X. Formula
(1.3), as well as Theorem 1.1, hold without this assumption if we replace
the bound dmin(m,n+1)+ regX − 1 by dmin(m,N +1)+ regX − 1. The
construction is precisely the same; we only use the irreducibility assumption
in Lemma 4.2, which gives rise to the slightly sharper bound.
Remark 1.4. If we apply Theorem 1.1 to Nullstellensatz data, i.e., Fj with
no common zero on V and Φ = 1, then we get polynomials Qj by (1.4) such
that
∑
FjQj = 1 on V and
deg (FjQj) ≤ max
(
(µ+ µ0)d
c∞degX, dmin(m,n+ 1) + regX − 1
)
.
It was proved by Jelonek, [19], that one can find a solution such that
deg (FjQj) ≤ cmd
µdegX,
where cm = 1 if m ≤ n and cm = 2 otherwise, and this result is essentially
optimal. In general it is clearly much sharper than what we get; however, if
c∞ < µ and d is large enough, then our estimate may be sharper
2.
2The optimal result for case V = Cn was proved by Kolla´r, [20], for d ≥ 3; see [21] and
[19] for d = 2.
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The main point in this paper is the construction of the formula (1.3) and it
is performed step by step in Sections 2, 3, and 4. In Section 6 we consider the
special case when X is a hypersurface in Pn+1. When reading the general
construction it might be instructive to look into this section to see what
each step boils down to in the hypersurface case. As soon as formula (1.3) is
established, Theorem 1.1 is a simple consequence of the main step in proof
of Theorem A in [8]; this is explained in Section 5.
Acknowledgement We are grateful for the referee’s careful reading and
suggestions to improve the presentation.
2. Integral representation on PN
Let
π : CN+1 \ {0} → PN
be the natural projection. Let U be an open subset of PN . Recall that
differential forms (currents) with values in O(ℓ) can be identified by ℓ-
homogeneous differential forms (currents) ξ on π−1U ⊂ CN+1 \ {0} such
that δζξ = δζ¯ξ = 0, where δζ is interior multiplication by
N∑
0
ζj
∂
∂ζj
,
and δζ¯ is its conjugate. We will use the norm |ξ|O(ℓ) = |ξ|/|ζ|
ℓ.
We first recall from [4] how one can generate representation formulas
for holomorphic sections of a vector bundle F → PN . The construction
is an adaptation to PN of the idea introduced in [1]; see also [16]. Let
Fz denote the pull-back of F to P
N
ζ × P
N
z under the natural projection
P
N
ζ × P
N
z → P
N
z and define Fζ analogously. Let δη denote contraction with
the Oz(1)⊗Oζ(−1)-valued holomorphic vector field
η = 2πi
N∑
0
zi
∂
∂ζi
over PNζ × P
N
z . We thus have the mapping
δη : Cℓ+1,q(Oζ(k)⊗Oz(j))→ Cℓ,q(Oζ(k − 1)⊗Oz(j + 1)),
where Cℓ,q(Oζ(k) ⊗ Oz(j)) denotes the sheaf of currents on P
N
ζ × P
N
z of
bidegree (ℓ, q) in ζ and (0, 0) in z that take values in Oζ(k)⊗Oz(j). In this
paper we only deal with forms and currents with respect to ζ and always
consider z as a parameter, i.e., no differentials with respect to z occur.
Given a vector bundle L→ PNζ × P
N
z , let
Lν(L) =
⊕
j
Cj,j+ν(Oζ(j) ⊗Oz(−j)⊗ L).
If ∇η = δη − ∂¯, where ∂¯ = ∂¯ζ , then ∇η : L
ν(L) → Lν+1(L). Furthermore,
∇η is a anti-derivation, and ∇
2
η = 0.
5A weight with respect to F → PN and a point3 z in PN is a section
g of L0(Hom (Fζ , Fz)) such that ∇ηg = 0, g is smooth for ζ close to z,
and g0,0 = IF when ζ = z, where g0,0 denotes the component of g with
bidegree (0, 0), and IF is the identity endomorphism on F . The following
basic formula appeared as Proposition 4.1 in [4].
Proposition 2.1. Let g be a weight with respect to F → PN and z and
assume that ψ is a holomorphic section of F ⊗ O(−N). We then have the
representation formula
(2.1) ψ(z) =
∫
PN
gN,Nψ.
Fix z and assume that g and g′ are weights with respect to F and O(ℓ)
respectively. Then g∧g′ is a weight with respect to F ⊗ O(ℓ). In fact,
∇η(g∧g
′) = ∇ηg∧g
′ + g∧∇ηg
′ = 0, and (g∧g′)0,0 = g0,0g
′
0,0 = IF · 1 =
IF⊗O(ℓ).
Example 2.2. Fix a point z. Notice that
α = α0,0 + α1,1 :=
z · ζ¯
|ζ|2
− ∂¯
ζ¯ · dζ
2πi|ζ|2
is a well-defined smooth form in L0(Hom (Oζ(−1),Oz(1))) such that
(2.2) ∇ηα = 0
and α0,0 is equal to 1 = IO(1) at ζ = z. Thus α is a weight with respect to
O(1) and z. If g is a weight with respect to F , thus g∧αℓ is a weight with
respect to F ⊗O(ℓ).
For a given point z ∈ PN ,
b =
1
2πi
|ζ|2z¯ · dζ − (z¯ · ζ)ζ¯ · dζ
|ζ|2|z|2 − |ζ¯ · z|2
is the Oζ(1) ⊗Oz(−1)-valued (1, 0)-form on X \ {z} of minimal norm such
that η · b = δηb = 1. Let
B =
b
∇ηb
= b+ b∧∂¯b+ b∧(∂¯b)2 + · · ·+ b∧(∂¯b)N−1;
here b∧(∂¯b)k−1 is anOζ(k)⊗Oz(−k)-valued (k, k−1)-form that isO(1/d(ζ, z)
2k−1),
where d(ζ, z) is the distance between ζ and z on PN . In particular, B is
locally integrable at z and can thus be considered as a current on X. Let
[z] denote the Oζ(N) ⊗Oz(−N)-valued (N,N)-current point evaluation at
z, i.e., ∫
PN
[z]ξ = ξ(z)
for each smooth (0, 0)-from ξ with values in O(−N). Then, see, e.g., [4,
formula (4.1)],
(2.3) ∇ηB = 1− [z]
in the current sense.
3Usually ”z in PN” means that z ∈ CN+1 \ {0} and the point in question is pi(z) in
P
N”.
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For future reference we recall from [4] how (2.1) follows from (2.3): Since
g is ∇η-closed, ∇η(g∧B) = g∧(1− [z]). Identifying components of bidegree
(N,N) we therefore get
−∂¯(g∧B)N,N−1 = gN,N − g0,0[z] = gN,N − IFz [z].
Since ψ is holomorphic, we thus have
−d(g∧Bψ)N,N−1 = −∂¯(g∧Bψ)N,N−1 = gN,Nψ − [z]ψ.
Integrating over PN now gives (2.1).
2.1. Division-interpolation formulas on PN . Assume that
(2.4) 0→ EM
ϕM−→ . . .
ϕ3
−→ E2
ϕ2
−→ E1
ϕ1
−→ E0 → 0
is a generically exact complex of Hermitian holomorphic vector bundles over
P
N and let Z be the projective variety where (2.4) is not pointwise ex-
act. We introduce a superbundle structure on E = ⊕Ek so that elements
in E+ = ⊕E2k are even and elements in E
− = ⊕E2k+1 are odd. Then
ϕ = ⊕kϕk : E → E is mapping of odd order since it maps E
± → E∓. We
get an induced superbundle structure on the space of forms (and currents)
with values in E by just adding the degrees (mod 2). If v is an odd sec-
tion of E and ξ is a form, then vξ = (−1)deg ξξv etc. Thus for instance
ϕ(ξv) = (−1)deg ξϕv. It follows also that ∂¯ is an odd mapping, and since ϕ
is holomorphic we have that ∂¯ ◦ ϕ = −ϕ ◦ ∂¯. See [4] and [3, Section 5] for
details.
In [3] and [7] were introduced currents
U = U1 + . . .+ UN + Umin(M,N+1), R = R1 + . . .+Rmin(M,N+1)
associated to (2.4) with the following properties: The current U is smooth
outside Z, Uk are (0, k − 1)-currents that take values in Hom (E0, Ek), and
Rk are (0, k)-currents with support on Z, taking values in Hom (E0, Ek).
They satisfy the relations
ϕ1U1 = IE0 , ϕk+1Uk+1 − ∂¯Uk = −Rk, k ≥ 1,
which can be compactly written
(2.5) ∇ϕU = IE0 −R
if ∇ϕ = ϕ − ∂¯ = ϕ1 + ϕ2 + · · ·ϕN − ∂¯. Moreover, Rk = 0 for k < codimZ.
Let
(2.6) 0→ O(EM )
ϕN−→ . . .
ϕ3
−→ O(E2)
ϕ2
−→ O(E1)
ϕ1
−→ O(E0)
be the corresponding complex of locally free sheaves. In this paper we will
only consider Ek that are direct sums of line bundles O(ν). Let E
j
k be
disjoint trivial line bundles over PN with basis elements ek,j, and let
(2.7) Ek =
(
E1k ⊗O(−d
1
k)
)
⊕ · · · ⊕
(
Erkk ⊗O(−d
rk
k )
)
.
Then
ϕk =
∑
ij
ϕijk ek−1,i ⊗ e
∗
k,j
are matrices of homogeneous forms; here e∗k,j are the dual basis elements,
and
degϕijk = d
i
k−1 − d
j
k.
7We equip Ek with the natural Hermitian metric, i.e., such that
(2.8) |ξ(z)|2Ek =
rk∑
j=1
|ξj(z)|
2|z|2d
j
k ,
if ξ = (ξ1, . . . , ξrk).
If ψ is a holomorphic section of O(E0) that annihilates R, i.e., the current
Rψ vanishes, then ψ is in the sheaf J = Imϕ1, see [7, Proposition 2.3]. In
order to represent the membership by an integral formula we will use a
weight g that contains ϕ1(z) as a factor and apply Proposition 2.1. To
form such a weight we need a generalization to nontrivial vector bundles,
introduced in [4] and inspired by [3] and [7], of so-called Hefer forms.
Definition 1. We say that H = (Hℓk) is a Hefer morphism for the complex
E• in (2.4) if H
ℓ
k are smooth sections of
L−k+ℓ(Hom (Eζ,k, Ez,ℓ))
that are holomorphic in z, Hℓk = 0 for k < ℓ, the term (H
ℓ
ℓ )0,0 of bidegree
(0, 0) is the identity IEℓ on the diagonal ∆, and
(2.9) ∇ηH
ℓ
k = H
ℓ
k−1ϕk − ϕℓ+1(z)H
ℓ+1
k ,
where ϕk stands for ϕk(ζ).
Remark 2.3. Notice that H is even. In fact the term Hℓk is a form of degree
k − ℓ (mod 2) that takes values in Hom (Eℓ, Ek), so that its total degree is
(k − ℓ) + (k − ℓ) = 0 (mod 2).
We do not require H to be holomorphic in ζ. Assume that H is a Hefer
morphism for E• and let U and R be the associated currents. We can
then form the currents HU =
∑
jH
1
jUj (notice the superscript 1 here) and
HR =
∑
jH
0
jRj.
Proposition 2.4. Assume that H is a Hefer morphism for the complex
E• and assume that E0 is a line bundle. If ψ is a holomorphic section of
F ⊗ E0 ⊗O(−N) and g is a weight with respect to F → P
N , then we have
the representation
(2.10) ψ(z) = ϕ1(z)
∫
PN
ζ
(HU∧g)N,Nψ +
∫
PN
ζ
(HR∧g)N,Nψ, z ∈ P
N .
This proposition is the same as Proposition 4.2 in [4] except for the addi-
tional weight g which is easily dealt with. However, for future reference we
will discuss a proof, slightly different from the proof given in [4].
Proof. Let h be a non-trivial holomorphic section, of some Hermitian vector
bundle, that vanishes on Z. If Reλ≫ 0, then
Uλ := |h|2λU, Rλ := 1− |h|2λ + ∂¯|h|2λ∧U
are (quite) smooth forms. Moreover they admit current-valued analytic con-
tinuations to Reλ > −ǫ, and the values at λ = 0 are U and R, respectively,
see, e.g., [7, Section 2]. It is readily checked that
(2.11) ∇ϕU
λ = IE0 −R
λ.
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Lemma 2.5. The form
(2.12) gλ := ϕ1(z)HU
λ +HRλ
is a weight with respect to E0 as long as Reλ≫ 0.
Proof. We must verify that ∇ηg
λ = 0 and that gλ0,0 = IE0 . The analogous
statements for λ = 0 is part of Proposition 4.2 in [4]. The verification there
only relies on the equality (2.11) for λ = 0, i.e., (2.5), and so the same
argument proves Lemma 2.5. 
If now g is a weight with respect to F , then gλ∧g is a weigh with respect
to E0 ⊗ F . In view of Proposition 2.1 we thus have the representation
ψ(z) =
∫
PN
(gλ∧g)N,Nψ = ϕ1(z)
∫
PN
ζ
(HUλ∧g)N,Nψ +
∫
PN
ζ
(HRλ∧g)N,Nψ
for a holomorphic section ψ of F ⊗ E0 ⊗ O(−N) and Reλ ≫ 0. However,
both terms on the right hand side admit analytic continuations to Reλ > −ǫ,
and taking λ = 0 we get Proposition 2.4. 
Now assume that g depends holomorphically on z. If Rψ = 0 we then get
from Proposition 2.4 the explicit holomorphic solution
q(z) =
∫
PN
ζ
(HU∧g)N,Nψ
to ϕ1q = ψ. Moreover, if ψ a priori is only defined in a neighborhood of
Z, then the second integral in (2.10) is well-defined and provides a global
holomorphic section ψ˜ such that ψ˜−ψ belongs to the ideal sheaf generated
by ϕ1. This is the reason for the notion division-interpolation formula. For
a more precise interpolation result, see Proposition 3.3 below.
Remark 2.6. In [7] more general currents U ℓk and R
ℓ
k, taking values in
Hom (Eℓ, Ek), occur. With the same argument as above we get the more
general formula
ψ(z) = ϕℓ+1(z)
∫
PN
ζ
(HU ℓ∧g)N,Nψ +
∫
PN
ζ
(HRℓ∧g)N,Nψ+
∫
PN
ζ
(HU ℓ−1∧g)N,Nϕℓψ
for holomorphic sections of F ⊗ Eℓ ⊗ O(−N + ℓ); here HR
ℓ =
∑
jH
ℓ
jR
ℓ
j
and HU ℓ =
∑
j H
ℓ+1
j U
ℓ
j . If ϕℓψ = 0 and R
ℓψ = 0 we thus get an explicit
holomorphic solution to ϕℓ+1q = ψ.
2.2. A choice of Hefer morphism. Assume now that E• is a complex
with Ek of the form (2.7) and choose κ such that κ ≥ d
i
k for all i, k. We
shall construct a Hefer morphism for the complex E• ⊗O(κ).
From the complex E• we form a complex E
′
• of trivial bundles over C
N+1
in the following way: Let E′k := E
1
k ⊕ · · · ⊕ E
rk
k and take the mappings
9ϕ′k that are formally just the matrices ϕk of homogeneous forms. Let δw−z
denote interior multiplication with
2πi
N∑
0
(wj − zj)
∂
∂wj
in CN+1w × C
N+1
z .
Proposition 2.7. There exist (k − ℓ, 0)-form-valued mappings
hℓk =
∑
ij
(hℓk)ijeℓi ⊗ e
∗
kj : C
n+1
w ×C
n+1
z → Hom (E
′
k, E
′
ℓ),
such that
(2.13) hℓk = 0, for k < ℓ, h
ℓ
ℓ = IE′ℓ, −δw−zh
ℓ
k = h
ℓ
k−1ϕ
′
k(w)−ϕ
′
ℓ+1(z)h
ℓ+1
k ,
and the coefficients in the form (hℓk)ij are homogeneous polynomials of degree
djk − d
i
ℓ − (k − ℓ).
In [3, Section 4] there is an explicit formula that provides hℓk such that
(2.13) holds4. The components of these forms of the desired degrees then
must satisfy (2.13) as well. One can check that the formula actually gives
the desired forms directly. Notice that
γj = dζj −
ζ¯ · dζ
|ζ|2
ζj, j = 1, . . . , N,
are projective forms such that
(2.14) ∇ηγj = 2πi(zj − αζj),
where α is the form in Example 2.2.
If h(w, z) is a homogeneous form in CN+1w × C
N+1
z with differentials dw
and polynomial coefficients, we let τ∗h be the projective form obtained by
replacing w by αζ and dwj by γj . (Notice that thus τ
∗ does not necessarily
preserve bidegree). We then have
(2.15) ∇ητ
∗h = τ∗(δw−zh),
in light of (2.14) and (2.2).
Proposition 2.8 ([4], Proposition 4.4). Assume that κ ≥ djk for all k and
j. Then
(2.16) (HEκ )
ℓ
k =
∑
ij
(τ∗hℓk)ij∧α
κ−d
j
keℓ,i ⊗ e
∗
k,j
is a Hefer morphism for the complex E• ⊗O(κ).
Remark 2.9. For degree reasons it is enough that κ ≥ djk for k ≤ min(M,N+
1).
It follows from the definition, cf., [3] or [7], that the currents U and R
that are associated to E• are also the currents associated to E• ⊗ O(κ).
From Propositions 2.8 and 2.4 we thus get a division formula for sections ψ
of E0 ⊗O(κ−N).
4The initial minus sign here is because we have δw−z rather than δz−w as in [3]
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3. Integral representation on X
Let i : X → PN be a projective subvariety of pure dimension n. We shall
now describe how one can obtain intrinsic weighted representation formulas
on X. With an appropriate choice of weight we will finally get the desired
division formula in Section 4.
Let EP
N
ℓ,q denote the sheaf of smooth (ℓ, q)-forms on P
N and define the sheaf
EXℓ,q := E
PN
ℓ,q /Ker i
∗ of smooth forms on X, where Ker i∗ is the subsheaf of
EP
N
ℓ,q of forms whose pullback to Xreg vanish. One can show that E
X
ℓ,q is an
intrinsic sheaf over X, that is, independent of the choice of embedding in a
smooth manifold. We define the sheaf of currents of bidegree CXn−ℓ,n−q on
X as the dual of EXℓ,q. This means that the elements τ ∈ C
X
n−ℓ,n−q precisely
correspond to the currents τˆ ∈ CP
N
N−ℓ,N−q such that τˆ .ξ = 0 for ξ ∈ Ker i
∗.
It is natural to think of τˆ as the push-forward i∗τ of τ .
Let JX ⊂ O
PN be a coherent ideal sheaf associated with X. From the
free resolution (1.1) of S/JX (of minimal length M ≤ N) we can form the
locally free sheaf complex O(E•) as in (2.6), defined by
(3.1) Ek =
(
E1k ⊗O(−d
1
k)
)
⊕ · · · ⊕
(
Erkk ⊗O(−d
rk
k )
)
,
where Eik are disjoint trivial line bundles, and the mappings aj are (formally)
the same mappings as in (1.1). It turns out, see, e.g., [7, Section 6], that
(3.1) is actually a resolution of the sheaf OP
N
/JX . Let R and U be the
associated currents as above and recall that R = Rp + Rp+1 + · · · , where
p := N − n.
Notice that
Ω := δζ
(
dζ0∧ · · · ∧dζN+1
)
=
∑
(−1)jζjdζ0∧ . . .∧d̂ζj∧ . . .∧dζN
is a non-vanishing section of the trivial bundle over PN realized as an (N, 0)-
form with values in O(N +1). It follows from [6, Proposition 3.3] that there
is a unique current ω = ω0+ · · ·+ωn, where ωk has bidegree (n, k) and takes
values in Ek ⊗O(N + 1), such that
(3.2) i∗ω = Ω∧R, i∗ωℓ = Ω∧Rp+ℓ.
The current ω is called a structure form for X in [6]. It is smooth on Xreg,
cf., [6, Proposition 3.3] , and moreover we have:
Lemma 3.1. Let χ(t) be a smooth function on [0,∞) that is 0 close to 0
and 1 for large t. If ξ is a test form and h is a holomorphic section of a
Hermitian vector bundle that does not vanish identically on any irreducible
component of X, then
(3.3)
∫
X
ω∧ξ = lim
ǫ→0
∫
X
χ(|h|2/ǫ)ω∧ξ.
Here the integrals denote the action of ω on test forms. The lemma is one
way to express that ω has the so-called standard extension property.
If we choose h that vanishes on Xsing, then χ(|h|
2/ǫ)ω is smooth for each
δ > 0, and thus (3.3) defines ω as a principal value current.
Proof. From [6, Proposition 3.3] we know that ω is almost semi-meromorphic
on X, cf., [6, Definition 2.5]. It follows from [6, Eq. (2.6)] that an alomst
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semi-meromorphic current has the standard extension property according
to the definition on p. 269 in [6]. From [6, Eq. (2.3)], and the discussion
preceding this formula the statement in the lemma now follows. 
Remark 3.2. Locally one can find a free resolution of OP
N
/JX that ends
at level N − 1. Then the top degree term of the associated residue current
R is RN−1 and therefore the associated local structure form in [6, Proposi-
tion 3.3] has top degree term ωn−1. When the residue current is constructed
from a global resolution we usually get a term RN , and hence also a top
term ωn of our global structure form. However, it follows from the proof of
[6, Proposition 3.3] that ωn carries no additional singularitites; it is just a
smooth form times ωn−1.
For any smooth form ξ on PN there is a unique form ϑ(ξ) such that
(3.4) ϑ(ξ)∧Ω = ξN,∗,
where ξN,∗ is the component of ξ of bidegree (N, ∗). From (3.2) and (3.4)
we have that
(3.5) ξN,∗∧R = ϑ(ξ)∧Ω∧R = i∗
(
ϑ(ξ)∧ω
)
,
where we in the last term, for simplicity, write ϑ(ξ)∧ω rather then i∗ϑ(ξ)∧ω.
Let
(3.6) κ0 := max
i,k
dik = max
k≤M,i
dik.
From Proposition 2.8 we have a Hefer morphism HEκ0 for the complex E• ⊗
O(κ0).
Proposition 3.3. Let ℓ be any integer and assume that g is a smooth weight
on PN with respect to O(ℓ− κ0 +N) and z ∈ X. For holomorphic sections
φ of O(ℓ) over X we have the representation
(3.7) φ(z) =
∫
X
ϑ(g∧HEκ0)∧ωφ.
Proof. In view of Lemma 2.5 and Proposition 2.8, recalling that aj are the
mappings in the complex defined by (3.1),
gλ = a1(z)H
E
κ0
Uλ +HEκ0R
λ
is a smooth weight in PN with respect to O(κ0) and z if Reλ ≫ 0. Take
z ∈ X. Then a1(z) = 0 and thus
(3.8) gλ = HEκ0R
λ.
Let Φ0 be a smooth global section of O(ℓ) that is equal to φ on X and
holomorphic in a neighborhood (in PN ) of z. Since B is smooth outside z,
∇ηB = 1 there and ∂¯Φ0 = 0 in a neighborhood (in P
N ) of z, it follows that
Φ := Φ0 − ∂¯Φ0∧B
is a smooth ∇η-closed section of L
0(Oζ(ℓ)⊗Oz(0)) on P
N . Thus
∇η(g
λ∧g∧Φ∧B) = gλ∧g∧Φ(1− [z]) = gλ∧g∧Φ− (gλ∧g∧Φ)0,0∧[z].
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Notice that (gλ∧g∧Φ)0,0 is equal to φ(z) at the point z. By a similar argu-
ment as in the discussion preceding Section 2.1 we get the representation
φ(z) =
∫
PN
gλ∧g∧Φ.
This is essentially Proposition 2.1, except for that Φ is not holomorphic but
merely ∇η-closed. Taking λ = 0 we get
(3.9) φ(z) =
∫
PN
HEκ0R∧g∧Φ =
∫
X
ϑ(g∧HEκ0)∧ωφ,
cf., (3.5) and (3.8), since i∗Φ = φ. 
Example 3.4. If ℓ ≥ κ0−N , then we can take g = α
ℓ−κ0+N in Proposition 3.3,
if α is the form in Example 2.2. Since this weight is holomorphic for all
z ∈ PN , the integral in (3.7) then provides a holomorphic extension to PN
of φ. We thus get an “explicit” proof of the surjectivity of the natural
restriction mapping
Γ(PN ,O(ℓ))→ Γ(X,O(ℓ))
for ℓ ≥ κ0 −N .
For future reference, notice, cf., (1.2) and (3.6), that
(3.10) κ0 −N ≤ regX − 1.
4. Division formulas on X
Let f1, . . . , fm be our sections of O(d) on X from Section 1 and let Jf be
the associated ideal sheaf on X. If X is smooth we can find a resolution of
OX/Jf over X and obtain a residue current whose annihilator is precisely
Jf . We can then form a division-interpolation formula like (1.3), if ρ is big
enough, such that the residue term vanishes as soon as φ is in Jf . However,
our objective is to construct an explicit representation of the solutions in
Theorem 1.1, and to this end we use the Koszul complex generated by the fj.
In this way we get a residue current that is explicitly defined and, moreover,
perfectly adapted to that theorem.
Let E′ be a trivial rank m bundle with basis elements e1, . . . , em, let
E := E′ ⊗ O(−d), and let e∗i be the dual basis elements for (E
′)∗ so that
f := f1e
∗
1+ · · ·+ fme
∗
m is a section of E
∗ = O(d)⊗ (E′)∗. We then have the
Koszul complex
(4.1) 0→ O(−md)⊗ ΛmE′
δf
→ · · ·
· · ·
δf
→ O(−2d) ⊗ Λ2E′
δf
→ O(−d)⊗ E′
δf
→ C→ 0,
where δf denotes
5 contraction by f . If we let Ek := O(−dk)⊗Λ
kE′ we thus
have a complex like (2.4) and the associated currents U = Uf and R = Rf .
Let us describe them in more detail. In PN \ {f = 0} we define the section
σ =
m∑
j=1
fj(z)ej
|f(z)|2
5These mappings δf are thus instances of the mappings ϕj in Sections 2.1 and 2.2.
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of E. If f¯ · e :=
∑
f¯jej and df¯ · e :=
∑
df¯j∧ej , then
σ∧(∂¯σ)k−1 =
f¯ · e∧(df¯ · e)k−1
|f |2k
.
It turns out, cf., the proof of Proposition 2.4 in Section 2.1 and [4, Exam-
ple 1], that
(4.2) Uf,λ := |f |2λE∗
m∑
k=1
f¯ · e∧(df¯ · e)k−1
|f |2k
and
Rf,λ := 1− |f |2λE∗ + ∂¯|f |
2λ
E∗∧
m∑
k=1
f¯ · e∧(df¯ · e)k−1
|f |2k
are smooth currents for Reλ≫ 0 and
Rf = Rf,λ|λ=0, U
f = Uf,λ|λ=0.
From Section 2.2, cf., Remark 2.9, we know that there is a Hefer morphism
Hfκ for the complex (4.1) if κ ≥ κ′, where
κ′ := dmin(m,N + 1),
and by Lemma 2.5,
(4.3) gf,λκ := f(z) ·H
f
κU
f,λ +HfκR
f,λ
is then a smooth global weight on PN with respect to O(κ) when Reλ≫ 0.
Example 4.1. Let us describe an explicit choice of Hfκ . Let h˜j(w, z) be
(1, 0)-forms in Cn+1 × Cn+1 of polynomial degrees d− 1 such that
δw−zh˜j = fj(w)− fj(z)
and let hj = τ
∗h˜j. Let
h := h1∧e1 + · · ·+ hm∧em.
If δh is interior multiplication by h and
(δh)k := (δh)
k/k!,
then we can take
(4.4) (Hfκ )
ℓ
k = α
κ−dk(δh)k−ℓ,
see [4, Section 5].
If now φ is a section of O(ρ) over X and gˆ is a weight on PN with respect
to O(ρ− κ′ − κ0 +N) and z ∈ X it follows from Proposition 3.3 that
(4.5) φ(z) =
∫
X
ϑ(gf,λκ′ ∧gˆ∧H
E
κ0
)∧ωφ.
In particular, we can choose gˆ that is holomorphic in z if ρ ≥ κ′ + κ0 −N ,
cf., Example 3.4.
If X is irreducible we can actually improve κ′ to
κ1 := dmin(m,n+ 1).
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Notice that for fixed z the scalar term in the form α is non-vanishing outside
ζ = z. Thus α−1 is well-defined there, and so we can define gf,λκ by (4.3)
and (4.4) for any κ there.
Lemma 4.2. The pullback to X of gf,λκ1 is smooth on X. Assume that X is
irreducible. If g is a weight with respect to O(ρ − κ1 − κ0 + N) and φ is a
holomorphic section of O(ρ) over X, then we have the representation
(4.6) φ(z) =
∫
X
ϑ(gf,λκ1 ∧g∧H
E
κ0
)∧ωφ, z ∈ X.
Proof. Notice that terms of gf,λκ of bidegree (s, s), s > n, vanish on X.
Recall that in the definition (4.3), (Hfκ )ℓ• occurs with ℓ = 1 in the first term
and with ℓ = 0 in the second one. Thus the “worst” component of (4.4)
that occurs in gf,λκ1 and does not vanish on X, is when ℓ = 1 and k = n+ 1.
Fix z ∈ X. Notice that the section h(ζ) = ζ ·z¯/|z| of O(1) is non-vanishing
at ζ = z. Let χ(t) be a cutoff function as in Lemma 3.1 and let
χδ := χ(|h|
2/δ) = χ
(
|ζ¯ · z|2/|z|2|ζ|2δ
)
.
Here |h| = |h|O(1) denotes the natural norm as a the section of O(1), cf.,
(2.8). For small δ, ∂¯χδ vanishes in a neighborhood of z, and thus
(4.7) gδ := χδ − ∂¯χδ∧B
is a smooth weight with respect to z, cf., (2.3). Since gδ vanishes in a
neighborhood of the hyperplane h = 0 it follows that
α−r∧gδ
is a smooth weight with respect to O(−r) and z for any r. Notice that
gf,λκ′ = α
κ′−κ1∧gf,λκ1 .
Thus we can choose gˆ = α−r∧gδ∧g in (4.5) with r = κ′ − κ1 and so we get
(4.8) φ(z) =
∫
X
ϑ(gf,λκ1 ∧g
δ∧g∧HEκ0)∧ωφ.
Since h 6= 0 at z and X is assumed to be irreducible h is non-vanishing
generically on X. From Lemma 3.1 it follows that
(4.9) χδω → ω
when δ → 0. We also know from [6, Proposition 3.3] (recall that a denotes
the mappings in Section 3 that define the resolution of PN/JX) then ∇aω =
0. Therefore
(4.10) − ∂¯χδ∧ω = ∇a(χδ∧ω)→ ∇aω = 0.
In view of (4.9), (4.10) and (4.7), keeping in mind that gf,λκ1 is smooth, we
get (4.6) from (4.8) when δ → 0. 
Notice that ϑ only acts on factors with holomorphic differentials so that
Rf,λ (and Uf,λ) can be put outside the brackets in (4.6).
One can define the (formal) product currents
Uf∧ω := Uf,λ∧ω
∣∣
λ=0
, Rf∧ω := Rf,λ∧ω|λ=0,
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on X, see [8, Sections 2.7 and 2.5]. The first one is a product of two almost
semi-meromorphic currents, cf., [6, Definition 2.5], and it is robust in the
sense that
(4.11) Uf∧ω = lim
δ
χδU
f∧ω
if χ is a function as in Lemma 3.1, χδ = χ(|h|
2/δ) and h is a holomorphic
section that is generically non-vanishing on X. This follows from [6, Propo-
sition 2.7] combined with [6, Eqs. (2.2) and (2,3)]. In particular we can
choose a section h that vanishes on Zf ∪Xsing; recall that Zf is the zeroset
of f on X. Then χδU
f∧ω is smooth for δ > 0 and thus Uf∧ω is a principal
value current.
Putting λ = 0 in (4.6) we get the following more precise form of (1.3) in
the introduction.
Theorem 4.3. Assume that X is irreducible. Let f1, . . . , fm be sections of
O(d). If
ρ = dmin(n,m+ 1) + κ0 −N + ℓ = κ1 + κ0 −N + ℓ, ℓ ≥ 0,
and φ ∈ Γ(X,O(ρ)) we have the interpolation-division formula
(4.12) φ(z) = f(z) ·
∫
X
Aρ(ζ, z)φ(ζ) +
∫
X
Bρ(ζ, z)∧Rf (ζ)∧ω(ζ)φ(ζ),
where
Aρ(ζ, z) := ϑ
(
αℓ∧Hfκ1∧H
E
κ0
)
∧Uf∧ω
and
Bρ(ζ, z) := ϑ
(
αℓ∧Hfκ1∧H
E
κ0
)
.
As before α is the form in Example 2.2. From above it is clear that
Aρ(ζ, z) is anm-tuple that is holomorphic in z ∈ X (with values in O(ρ−d)),
and that, for fixed z, it is the product of the principal value current Uf∧ω
and a smooth form. Moreover, Bρ(ζ, z) is smooth and holomorphic in z ∈ X
(with values in O(ρ)). If Rf∧ωφ = 0, then the second integral in (4.12)
vanishes and so we get a solution q to f ·q = φ, where the m-tuple q is given
by the principal value integral
q(z) =
∫
X
Aρ(ζ, z)φ(ζ).
Recall that (Hfκ )ℓ• occurs in (4.12) with ℓ = 1 in the first integral and with
ℓ = 0 in the second one. In view of (4.2) and the special choice of Hefer
morphism (4.4) we have in particular that
(4.13)
q =
min(m,n+1)∑
k=1
∫
X
ϑ
[
αρ−κ0+N−dk∧(δh)k−1
f¯ · e∧(df¯ · e)k−1
|f |2k
∧HEκ0
]
∧ωφ,
where the integral is a principal value at Zf ∪Xsing.
Remark 4.4. If m ≤ n and |φ| ≤ |f |min(m,n), then Ufφ is integrable on Xreg
so (4.13) is a convergent integral locally on Xreg. In general, however, U
fφ
may be a distribution of higher order than zero, and then the integral in
(4.13) must be regarded as a principal value even at Zf on Xreg.
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Remark 4.5. If X is smooth, then ω is smooth as well. If in addition
codimZf = m, then R
f∧ωφ = 0 if and only if φ is in the sheaf Jf , see,
e.g., [7]. Moreover, Rf = Rfm coincides with the classical Coleff-Herrera
product
∂¯
1
fm
∧ . . .∧∂¯
1
f1
on X, cf., [2] p. 112.
5. Proof of Theorem 1.1
The key step in the proof of Theorem A in [8] is the following result,
which follows from the proof of Theorem A in [8, Section 6]:
Proposition 5.1. Let V be a reduced n-dimensional algebraic subvariety of
C
N and let X be its closure in PN . There is a number µ0, only depending
on V , such that the following holds: If Fj are polynomials of degree at most
d and Φ is a polynomial such that (1.5) holds, fj are the d-homogenizations
of Fj , ρ ≥ degΦ + (µ + µ0)d
c∞degX, and φ is the ρ-homogenization of Φ,
then Rf∧ωφ = 0.
Assume that V is smooth. There is a number µ′ such that if F1, . . . , Fm
are polynomials of degree ≤ d, fj are the d-homogenizations of Fj , Φ is
a polynomial such that (1.9) holds, ρ ≥ degΦ + µdc∞degX + µ′, and φ is
the ρ-homogenization of Φ, then Rf∧ωφ = 0. If X is smooth one can take
µ′ = 0.
Now Theorem 1.1 follows with the same constants µ0 and µ
′. In fact,
consider the formula (4.12) with ρ as in (1.6), which is an allowed choice in
view of (3.10). Assume that Fj and Φ are such that (1.5) holds and let φ
be the ρ-homogenization of Φ. By Proposition 5.1, Rf∧ωφ = 0, and hence
φ = f(z) ·
∫
Aρ(ζ, z).
By dehomogenization we get the desired representation of the membership.
Part (ii) of Theorem 1.1 follows in the same way by taking ρ′ as in (1.10).
It is clear from these arguments that one can replace the number regX − 1
by κ0 −N in Theorem 1.1.
6. The case when X is a (reduced) hypersurface
In this section we illustrate the results in the special case when X is a
reduced hypersurface in Pn+1. We thus assume that X = {a = 0} where a
is a section of O(κ0) in P
n+1, i.e., a = a(ζ0, . . . , ζn+1) is a κ0-homogeneous
polynomial in Cn+2, and da 6= 0 on (the pull-back to Cn+2 of) X. We first
discuss the general representation formula in Proposition 3.3 in this case. It
can of course be obtained from this proposition but we find it instructive to
derive it directly from the general representation formula (Proposition 2.1)
on Pn+1.
Recall that ‖a‖ := |a|/|ζ|κ0 is the natural pointwise norm of a considered
as a section of O(κ0). It is well-known that ∂¯‖a‖
2λ/a, a priori defined for
Reλ≫ 0, admits a current-valued analytic continuation to Reλ > −ǫ, and
that the value at λ = 0 is ∂¯(1/a), i.e., ∂¯ applied to the principal value
current 1/a.
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Remark 6.1. We have the locally free sheaf resolution
(6.1) 0→ O(−κ0)
a
→ O(0)
of OP
N
/JX , and it is readily checked that the associated residue current
RE is the current ∂¯(1/a) times a homomorphism (from O(0) to O(−κ0))
that has odd order. However we will derive the representation formula on
X in a more direct way and then we do not have to bother about these sign
problems. Notice that the number κ0 here is consistent with the definition
in the general case. Also notice that regX = d11 − 1 + 1 = κ0, cf., (1.2).
Let ha(w, z) be a (1, 0)-form such that δw−zh
a = a(z) − a(w) on Cn+2 ×
C
n+2, and let us write ha(αζ, z) for τ∗h, cf, Section 2.2. If Reλ≫ 0, then
gλ := ακ0 −∇η
(
ha(αζ, z)‖a‖2λ/a
)
is a weight in Pn+1 with respect to O(κ0) and z. If φ is a holomorphic
section of O(ℓ) and g is a weight with respect to O(ℓ− κ0+ n+1), then we
have from Proposition 2.1, with F = O(n+ 1 + ℓ), the representation
φ(z) =
∫
Pn+1
gλ∧gφ.
Since
−∇ηh
a(αζ, z) = a(z) − a(αζ) = a(z)− ακ0a(ζ),
we have that
gλ = (1− ‖a‖2λ)ακ0 +
a(z)
a(ζ)
‖a‖2λ + ha(αζ, z)∧∂¯‖a‖2λ/a.
Notice that ∫
(1− ‖a‖2λ)ακ0∧gφ
vanishes when λ = 0 by the dominated convergence theorem. Let us now
assume that z ∈ X so that a(z) = 0. We then have
(6.2) φ(z) =
∫
Pn+1
g∧ha(αζ, z)∧∂¯
1
a
φ, z ∈ X.
Arguing as in the proof of Proposition 3.3 it is enough to assume that φ
a priori is defined on X.
We want to write the right hand side in (6.2) as a principal value integral
over X. As before, let
Ω := δζdζ,
where
dζ := dζ0 ∧ . . . ∧ dζn+1.
Recall, cf., (3.2), that the form ω on X is defined by the equality6
(6.3) i∗ω = ∂¯(1/a) ∧Ω.
We shall give an explicit representation of ω. Let
∂ja =
∂a
∂ζj
, j = 0, . . . , n+ 1, |∂a|2 = |∂0a|
2 + · · ·+ |∂n+1a|
2,
6Since RE has even degree this is consistent with (3.2), cf. Remark 6.1.
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let δA denote interior multiplication by
2πi
1
|∂a|2
n+1∑
j=0
∂ja∂j ,
and define
(6.4) ω′ := δAΩ = δAδζdζ.
Lemma 6.2. For any test form ξ we have that
(6.5)
∫
Pn+1
ξ∧∂¯
1
a
∧Ω =
∫
X
ξ∧ω′.
In view of (6.3) we thus have that
ω = i∗ω′.
Proof. Notice that
Da := da− κ0
ζ¯ · dζ
|ζ|2
a
is the Chern connection on O(κ0) acting on a. One can verify directly that
Da is a projective form, since by the κ0-homogeneity of a, ∂0aζ0 + · · · +
∂n+1aζn+1 = κ0a. In any case, δζ(Da) = 0 so we have
Da∧ω′ = Da∧δAδζdζ = δζ(Da∧δAdζ) = δζ(δADa∧dζ) =
2πi
(
1− κ0
∂a · ζ¯
|∂a|2|ζ|2
a
)
Ω.
In particular,
Da∧ω′ = 2πiΩ
on X. By the Poincare´-Lelong lemma,
∂¯
1
a
∧Da = 2πi[X],
and therefore
2πi∂¯
1
a
∧Ω = ∂¯
1
a
∧Da∧ω′ = 2πi[X]∧ω′
which is the same as (6.5). 
If ξ has bidegree (n+ 1, n), then by (6.4),
δAξ = δA(ϑ(ξ)∧Ω) = (−1)
nϑ(ξ)∧ω′.
Moreover,
ϑ(ξ)∧Ω∧∂¯
1
a
= (−1)n+1ϑ(ξ)∧∂¯
1
a
∧Ω.
From (6.2) and Lemma 6.2 we thus get
Proposition 6.3. If φ is a holomorphic section of O(ℓ) and g is a weight
with respect to O(ℓ− κ0 + n+ 1), then we have the representation
(6.6) φ(z) = (−1)n+1
∫
X
ϑ(g∧ha(αζ, z))∧ω′φ = −
∫
X
δA(h
a∧g)φ.
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Given the situation in Section 5, the dehomogenization of
(6.7) q =
min(m,n+1)∑
k=1
(−1)n+1
∫
a=0
ϑ
[
αρ−κ0+n+1−dk∧(δh)k−1
f¯ · e∧(df¯ · e)k−1
|f |2k
∧ha(αζ, z)
]
∧ω′φ.
is thus a tuple of polynomials Qj such that (1.7) and (1.8) hold on X.
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