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Abstract Collaborative tools have been proposed to sup-
port different domains, including software development. De-
spite important previous work on the design of collabora-
tive tools, none directly addresses the required scalability of
these collaborative tools. As such, the design of these tools is
hindered because it does not take into account real-world re-
quirements for handling and presenting information to sup-
port collaborative activities. In this paper, we use an ap-
proach to compute the coordination requirements of an ac-
tor, and by so doing, we are able to identify the required scal-
ability of the collaborative tools to support these actors. The
coordination requirements are the likely set of actors that a
particular individual might need to coordinate/communicate
with. We computed the coordination requirements of soft-
ware developers involved in a large-scale distributed soft-
ware development project. Software developers’ coordina-
tion requirements were computed in four different time in-
tervals: 1, 7, 15, and 30 days so that we could assess the
scalability of collaborative tools in both short and long term
software development activities. Our results suggest that, in
some cases, the number of coordination requirements of a
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given actor might be very large, and that current collab-
orative software development tools do not provide proper
support for such values. Furthermore, we observed that co-
ordination requirements often involved members of differ-
ent teams and from different locations, which increases the
importance of having collaborative tools properly designed,
given the difficulty of collaborating across organizational
and geographical boundaries.
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1 Introduction
All activities involving groups of actors working together re-
quire that these actors coordinate their activities to guaran-
tee that the contributions made by an actor do not affect the
contributions from other actors. In software development,
this is not different: to ensure a proper integration of soft-
ware components, the work of all developers needs to be
aligned [21]. In order to do that meetings, emails, informal
conversations, and other approaches [1, 30, 39] are essen-
tial. In addition, tool support plays an important role in fa-
cilitating the coordination of software development activi-
ties [1, 16, 21, 24]. For instance, configuration management
systems allow developers to be aware of their colleagues’
activities and align their work accordingly [21]. In particu-
lar, collaborative software development tools help develop-
ers to avoid errors [16, 34, 37], find experts [32], identify
social and technical dependencies [42], among other advan-
tages.
Given the benefits of collaborative software development
tools, it is no surprise that these tools have been built by dif-
ferent researchers [6, 14, 15, 32, 36, 37, 42]. A limitation of
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these tools is that they are designed for small teams [38],
therefore, it is not possible to ensure that they can han-
dle large amounts of information. For instance, tools that
use graph visualizations to present information, like Ariadne
[42] and Tesseract [35], might be ineffective in large-scale
projects because graphs can be hard to understand when they
reach a couple dozens nodes and edges due to overlapping
nodes and edges [27].
In order to address this limitation in the design of current
collaborative tools, we conducted an empirical study to find
out the required scalability of such tools. Our investigation
used the approach proposed by Cataldo and colleagues [4]
to automatically compute, based on historical information,
the set of actors a developer needs to be aware of, when
performing a software development task. A developer needs
to be aware of the members of this set of actors because
they are “the likely set of workers that a particular individ-
ual might need to communicate with.” This set of actors
is called the coordination requirements (CRs) of an actor.
By computing the CRs of software developers involved in
a large-scale project, we were able to better assess the scal-
ability that a collaborative tool must provide to effectively
facilitate the coordination of software development tasks.
Therefore, this paper presents the results of an empirical
study conducted using data from nearly 11 months of devel-
opment of a large-scale distributed project, the IBM Ratio-
nal Team Concert™ (RTC) project [17]. We computed the
coordination requirements of the developers involved in this
project to understand how large these coordination require-
ments were, as well as their composition regarding develop-
ers’ team membership and geographical location.
In contrast to our previous work [8, 9] in which the
identification of coordination requirements was performed
in monthly intervals, in this paper we computed the coor-
dination requirements in four different time-frames: 1-day,
7-day, 15-day, and 30-day intervals. Our goal with this anal-
ysis is to more clearly understand the scalability of the coor-
dination requirements in both short- and long-term develop-
ment activities to encompass the different types of tasks per-
formed by software developers. Our results suggest that even
using different time-frames, current collaborative tools are
still not suitable for handling the scalability of software de-
velopers’ coordination requirements in large-scale projects.
The rest of this paper is organized as follows. Section 2
presents the background and motivation for our work. Sec-
tion 3 describes the methodology of the study, describing
the scenario and how the coordination requirements were
computed. The next section presents the study results, with
the information about the computed coordination require-
ments, their descriptions, and analysis. Section 5 presents
the discussion of our results and their implications. Finally,
in Sect. 6, we present our conclusions and ideas for future
work.
2 Background and motivation
Costa [7] conducted a literature review of several collabora-
tive tools and uncovered that collaborative software devel-
opment tools present relevant information to their users in
one of three different ways: (i) using graphs integrated into
the development environment, like Ariadne [42] and Light-
House [11]; (ii) using “annotations” that are integrated into
the development environment. In this case, the “typical” ap-
proach is to present decorators in the Eclipse environment
like in Palantír [36] and Jazz [6]; and (iii) as independent
tools, i.e., using visualizations out of the development en-
vironment. A seminal example of this situation is Elvin’s
ticket tape approach [14, 15]. Another example is Tesser-
act [35].
A common problem across these tools is that they were
often designed for small teams (defined in the literature as
groups of 5 to 15 individuals [31]), therefore, it is not possi-
ble to ensure that they can handle large amounts of informa-
tion [38]. For instance, tools that use graph visualizations
can be ineffective in large-scale projects, since graphs can
be hard to understand when they reach a couple hundreds
nodes and edges due to overlapping nodes and edges [27].
Furthermore, scalability is an important aspect to consider
during the design of collaborative tools [8]. Consider, for in-
stance, the following scenario: a developer from Montreal
(Canada) communicates with contributors from Los Ange-
les (US) and Montreal while working in a particular task.
If we take into account only the number of locations (two
in this case), this seems to be a relatively simple task com-
pared with other contexts with five or more distributed lo-
cations on different continents. However, depending on the
number of people that the developer needs to communicate
with to perform a task, this task might become much more
complex. A situation where he needs to communicate with
two people from Montreal and only one from Los Angeles
is much simpler than if one needs to be in contact with 15
people from Montreal and 12 from Los Angeles. In short, it
is important to understand the number of people from other
teams and locations that every developer needs to commu-
nicate/coordinate her work with, since the greater the need
for communication and coordination with developers from
different teams and locations, the more difficult is to align
developers’ activities.
Thus, a question arises: given a software developer, how
many developers from other teams and locations this devel-
oper needs to coordinate her work with during the course of
the project? To answer this question, it is necessary to iden-
tify the likely set of developers that a particular software
developer might need to communicate and coordinate with
for a given development task. Following our previous work
[4, 8], we call this set as the coordination requirements (CRs
for short) of a software developer.
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In a recent study, de Souza and Redmiles [13] identi-
fied work practices used by software developers to identify
their “awareness network,” i.e., the set of actors that a given
software developer needed to monitor and display their ac-
tions to [39] in order to successfully get their work done.
Cataldo’s approach to compute coordination requirements
is a method for automatically identifying this network. As
such, this method can be used to augment collaborative and
awareness tools [22, 23]. This was an important reason that
led us to select this approach. In addition, previous research
has shown that software development productivity [3, 4] and
software quality [2] improve when the identified coordina-
tion requirements are matched with appropriate coordina-
tion activities. Additional work has shown that the coordina-
tion requirements, as computed by Cataldo and colleagues,
can be used in the construction of recommendation systems
to facilitate the identification of experts in parts of the code
[33] and tools for assessing coordination problems [35].
In addition to identifying the coordination requirements
of all the developers in the RTC project, we analyze these
CRs with respect to their scale (size) and composition (team
membership and location). This is done to inform the de-
sign of collaborative software development tools. This as-
pect, and all other aspects of our methodology to study the
scale of the coordination requirements and their composi-
tion, is presented in the next section.
3 Methodology
3.1 Study scenario
Recently, IBM made available the data from the soft-
ware repositories of the project that developed the IBM®
Rational® Jazz™ (RTC) collaboration platform.1 RTC is
a software development environment that integrates devel-
opment, collaboration and project management features in
the same platform [17]. A developer can, for example, re-
ceive notifications about events, view artifacts that other de-
velopers are changing, identify which developers are cur-
rently working among other functions. More specifically,
IBM made available the data generated during the develop-
ment of the first version of the product. By making this data
available, IBM offered a unique opportunity for researchers
to study collaborative activities of a real software develop-
ment team [17]. In fact, many papers have been published
with analysis of the RTC dataset.
We conducted an empirical study using data from the
RTC project. The data available contained information about
1IBM, the IBM logo, ibm.com, and Rational are trademarks or reg-
istered trademarks of International Business Machines Corporation in
the United States, other countries, or both.
a period of 11 months (June 2007 to May 2008), correspond-
ing to the development of the pre-releases 0.5 and 0.6. All
RTC artifacts are stored in the same repository and linked
together according to the relationships among the develop-
ment activities. For example, a comment is associated with a
task, called Work Item, which in turn is associated with a set
of source files modified, called Change Sets. The integration
between the different artifacts allows a researcher to study
real collaborative software development activities, since she
does not need to create her own heuristics to associate these
artifacts [44].
A total of 161 developers worked in the project during
the period analyzed and they were grouped in 33 teams dis-
tributed in 21 different locations across US, Canada, and Eu-
rope. Project members belonged to one or more functional
teams, each one having its own manager. These teams re-
ported their activities for the project management commit-
tee, which is composed by a group of people who are re-
sponsible for the overall coordination of the project.
Our analyses focused on the data from release 0.6 which
represented 86.6 % of all development tasks and the work of
the 17 core development teams. Thus, our analysis is based
on the dataset from 77 members of the project who were
involved in 23,359 tasks associated with 37,323 change sets.
3.2 Computing coordination requirements
Coordination requirements for each software developer
from the RTC project were computed using the approach
proposed by Cataldo and colleagues [3] and are outlined in
the following paragraphs.
Step 1: Data collection
All the relevant data of the RTC project was stored in a sin-
gle database. Therefore, we implemented several queries to
extract the following data:
• Modification Requests (MRs): represent the development
tasks performed in a project. A task may consist of fixing
a defect, implementing a new product feature or improv-
ing existing functionality;
• Commits: represent the sets of source code files modified
by a developer as part of working on a MR;
• Contributors’ teams: represent the formal teams that each
developer belongs to in the project. Most of the RTC
members are part of more than one formal team. These
formal teams can represent traditional development pro-
cess steps such as requirements, development, or main-
tenance. However, in other cases, formal teams represent
responsibilities of a particular component of the software
system such as, Web UI, memory management or map
layout; and
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• Geographical locations of contributors: the cities where
each project contributor worked. This information was
extracted from Human Resources records since the RTC
repository does not contain this type of information. We
used this information to determine the locations involved
in a particular project.
Step 2: Identification of Outliers
In the RTC project, we found modification requests (MRs)
with very long resolution times. Those MRs tended to be en-
hancements with very low priority levels. In order to avoid
bias in our results by this peculiar type of tasks, we decided
to consider only the subset of MRs that had a maximum res-
olution time of the mean resolution time plus one standard
deviation. A similar analysis was used for the commits: we
only considered those MRs associated to commits that mod-
ified a maximum number of files that is less than the mean
number of modified files plus 1 standard deviation. The ra-
tionale behind eliminating these particular commits is re-
lated to the fact that those commits represent special situa-
tions such as a software license being changed or a major
refactoring that was not representative of a typical develop-
ment activity [28].
Step 3: Group Commits in different time intervals
The first step in the process of identifying the coordination
requirements of a given developer is to group the commits
into representative units of time. In our own previous work
[8], we used 1-month time intervals.2 In fact, as we dis-
cussed in [8], the period used for the analysis is a choice
of the researcher, not a requirement from the approach:
different authors use different time-frames. In this work,
we wanted to explore different time-frames and understand
how they could impact the coordination requirements, and
the associated scalability of collaborative tools supporting
large-scale projects. Therefore, we analyzed short (1 day),
medium (7 and 15 days), and long-term (30 days) time in-
tervals in order to encompass the different types of software
development tasks performed by developers. In other words,
while the analysis of 30-day and 15-day intervals provides
an overall assessment of the coordination needs of software
developers, the analyses of 7-days and 1-day intervals pro-
vide a richer description of the daily work of software devel-
opers. In particular, Gersick [18, 19] suggests that important
transitions occur halfway during tasks, and since 30-day pe-
riods included all the work associated with more than 90 %
of all modification requests across all five projects in [8], we
decided to compute 15-day intervals as well. We computed
2Cataldo et al. [4]. Used 1-week intervals solely for their analysis of
the how the coordination requirements changed in a weekly basis.
the average number of developers for each time interval and
observed that the development activities occur continuously
with an average of 28.66 developers per day (standard devia-
tion of 17.47), 54.9 developers per week (s.d.: 12), 62.69 per
15-day intervals (s.d.: 8.47), and 67.6 developers per month
(s.d.: 5.8).
Step 4: Calculating the Coordination Requirements
In this step, since we have all the data necessary, we can ef-
fectively compute the coordination requirements. Cataldo’s
technique involves constructing two matrices. The Task As-
signments matrix is a Person by File matrix that indicates
which source code files each developer changed as part of
a development task. The Task Dependencies matrix cap-
tures the logical dependencies that exist between the vari-
ous source code files that constitute a software system. Then
the coordination requirements are computed as a matrix with
the following expression: Task Assignments X Task Depen-
dencies X transpose (Task Assignments). The resulting co-
ordination requirements matrix is a People X People ma-
trix where each cell outside the diagonal indicates the need
for coordination of the person i with the person j. As dis-
cussed in the previous step, in our analyses, the matrices
above mentioned contained data aggregated at four different
time intervals.
Step 5: Computing the various measures of interest
Using the coordination requirements matrices described
above, we computed a number of measures to understand
the needed scalability of collaborative tools. Initially, we
computed the descriptive statistics for the entire 11-month
development period according to each time intervals, i.e.,
we computed the average number of coordination require-
ments, the maximum and minimum CRs and other typical
descriptive statistics for 1, 7, 15, and 30-day intervals. These
results are presented in Sect. 4.1. The second set of metrics
was computed for each time interval instead of the entire de-
velopment period. In other words, we computed the average
number of software developers that each developer needs
to be aware of, considering the developers’ teams and lo-
cations for each 1, 7, 15, and 30-day intervals. In this case,
we divided the metrics into 2 different aspects: first, for de-
velopers who are on the same team vs. different teams, and
second, for developers who are on the same location vs. dif-
ferent locations. Results from these analyses are presented
in Sects. 4.2 and 4.3.
4 Results
4.1 Initial Results
Table 1 below presents the first set of descriptive statis-
tics considering the average number of coordination require-
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ments per software developer. For the sake of completeness,
we are reporting averages, skewness and other values, but
we are interested in maximum and minimum values because
of their impact in the scalability of collaborative tools.
The descriptive statistics were computed considering the
coordination requirements of all developers for the entire
11-month development period. For instance, the mean num-
ber of CRs for 30 days was computed as follows. First, for
each 30-day interval, we calculated the CRs for each devel-
oper. As a result, we had the coordination requirements of
77 developers in 11 different 30-day intervals, i.e., a 77×11
matrix of CRs. Second, we computed the descriptive statis-
tics based on the data available in this matrix. By doing that,
we were able to find the maximum number of coordination
requirements that existed for any given developer in all 30-
day intervals. A similar procedure was used to compute the
descriptive statistics in the other time intervals.
Note also that this approach is different from what we
describe in [8] and [9], where we reported the maximum av-
erage value (i.e., the maximum value found among the 11
averages calculated for each 30-day interval). In this paper,
we are reporting the actual maximum coordination require-
ments.
Looking at the values in Table 1 it is possible to observe
that in the four different time intervals considered in our
analysis there were developers who had zero coordination
requirements (the minimal values). In other words, some of
Table 1 Descriptive statistics considering the average number of CRs
1 day 7 days 15 days 30 days
Mean 0.60 8.64 19.16 30.77
Median 0 0 10 40
Std. dev. 2.29 12.92 19.81 23.06
Max. value 25 52 56 63
Min. value 0 0 0 0
Skewness 4.91 1.32 0.38 −0.29
Kurtosis 26.97 0.51 −1.49 −1.53
the developers in the RTC project had no need to coordi-
nate their work with other developers during these periods.
On the other hand, the maximum values for each interval
were 25 (1-day), 52 (7-day), 56 (15-day), and 63 (30-day).
The collaborative tools reported in the literature [7] would
have problems handling these values because they were not
designed to be scalable. For instance, Ariadne [42] repre-
sents developers as nodes in a graph. In this case, the graph
would contain about between 25 and 63 different nodes,
which would make it hard to understand. As we discussed
in Sect. 2, some of these tools use graph-based representa-
tions that would become problematic with such large values.
Furthermore, the difference between the minimum and
maximum values suggests that in the RTC project there were
situations where some developer needed to coordinate their
activities with few other developers, while in other situations
other developers needed to coordinate their work with sev-
eral other developers. In other words, a coordination tool
should be able to support both contexts: one where the coor-
dination requirements are small and other where the coordi-
nation requirements are very large.
4.2 Analysis of the coordination requirements according
to team membership
Table 2 summarizes the descriptive statistics of the coordi-
nation requirements considering the different time intervals
analyzed. Again, our focus is on the maximum and mini-
mum values reported in the Table. The smallest value in this
case is 16 for different teams in the 1-day intervals. This
means that in one day during the RTC project, a software
developer needed to potentially coordinate his work with 16
other software developers working on teams different from
his own. In contrast, another developer in the RTC project
needed to coordinate his work with 57 software developers
from different teams. Finally, the minimal values are zero,
again suggesting that some developers are in a more favor-
able situation regarding their effort to coordinate their work.
Table 2 Descriptive statistics considering the average number of CRs per developer in the context of team membership

















Mean 1.84 0.37 10.96 3.25 20.32 6.77 28.79 10.67
Median 0 0 6 1 21 4 34 7
Std. dev. 3.43 1.25 11.61 5.77 15.80 9.19 17.17 11.91
Max. value 21 16 44 38 52 49 57 57
Min. value 0 0 0 0 0 0 0 0
Skewness 2.39 6.12 0.84 3.05 0.12 2.23 −0.38 1.88
Kurtosis 5.62 48.74 −0.43 10.53 −1.45 4.78 −1.25 2.89
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Fig. 1 Average number of coordination requirements per developer in
the same (different) team(s) considering the 1-day time interval
Fig. 2 Average number of coordination requirements per developer in
the same (different) team(s) considering the 7-day time interval
Figures 1, 2, 3 and 4 represent graphically the evolu-
tion of the coordination requirements plotting two values:
the average number of coordination requirements (i) for the
same theam and (ii) for different teams. In these figures, the
X-axis represents the time period of analysis, while the Y -
axis is used to represent the average number of coordina-
tion requirements per developer, i.e., the average number
of other developers that every developer should be com-
municating/coordinating his work with. The results indi-
cate that for each time interval, the average number of co-
ordination requirements for the same team is higher than
the average number of coordination requirements for dif-
ferent teams. That is expected, since in general, organiza-
tional theory principles [40, 41] suggest that activities tend
to be assigned to developers in the same team so that people
have more interactions with these developers. This is impor-
tant because the coordination between actors from differ-
ent teams is generally more difficult than between members
of the same team, including in software development teams
[12, 30].
Figures 1–4 also indicate that while the curves that rep-
resent different teams have a small variation between their
Fig. 3 Average number of coordination requirements per developer in
the same (different) team(s) considering the 15-day time interval
Fig. 4 Average number of coordination requirements per developer in
the same (different) team(s) considering the 30-day time interval
maximum and minimum values, the same team situation
has a larger variation. This suggests that, on average, of the
overall set of coordination requirements from any given de-
veloper, the number of developers who belong to different
teams remains more or less constant, while the number of
developers from the same team changes more often.
4.3 Analysis of the coordination requirements according to
geographical locations
This section presents our analysis of the coordination re-
quirements involving developers’ geographical locations.
As discussed in Sect. 3.1, the Rational Team Concert project
involves software developers spread in 21 different locations
across US, Canada, and Europe.
We start by reporting the descriptive statistics for the en-
tire development period, and according to the different time
intervals. This is presented on Table 3. Since we are inter-
ested in understanding the scalability of collaborative tools,
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Table 3 Descriptive statistics considering the average number of CRs per developer by location

















Mean 0.65 1.56 2.87 11.34 4.89 22.21 6.53 32.93
Median 0 0 2 7 5 25 7 37
Std. dev. 1.23 3.16 2.71 11.89 3.41 15.87 3.51 15.93
Max. value 9 22 13 49 13 52 14 61
Min. value 0 0 0 0 0 0 0 0
Skewness 2.62 2.45 0.66 0.68 0 −0.16 −0.32 −0.87
Kurtosis 8.33 6.07 −0.62 −0.67 −1.26 −1.39 −0.68 −0.26
we again focus on the maximum coordination requirements
values obtained. In this case, they range from 9 (same loca-
tion, 1-day interval) to 61 (different locations, 30-day inter-
val). While 9 is a value that can potentially be supported by
collaborative tools, 61 cannot (based on our literature review
described in [7]), which again suggests the need to design
collaborative tools for scalability.
In contrast to the overall picture presented in Table 3
above, Figs. 5, 6, 7 and 8 detail the average coordination
requirements in each interval of analysis plotting the values
according to the same location or different locations situa-
tion.
Similarly to the teams context, in situations involving
many geographical locations the standard recommendation
is to arrange the developers in such a way that people from
different locations do not have to interact as much as devel-
opers in the same location [20, 25]. This is recommended
because coordination across distance is more difficult due
to the lack of informal communication that is necessary for
effective coordination [26, 29].
Nevertheless, Figs. 5, 6, and 8 show a different scenario:
the average number of coordination requirements between
different locations is generally higher than in the same loca-
tion. In other words, in general, a software developer of the
RTC project needs to be aware of activities from a higher
number of developers who are physically located in other
sites compared to collocated developers. In fact, observing
Figs. 5–8 is possible to observe that the “same location” line
keeps relatively constant as the project unfolds, while the
average number of coordination requirements from different
locations not only presents a higher variation, but increases
over time.3 A possible explanation is that, as the project pro-
gresses toward the end of the milestone, developers need to
integrate their software components, which require them to
engage in more direct communication with their colleagues.
3The exception in this case is Fig. 7 for the 15-day interval because of
its decrease toward zero around the 14th or 15th 15-day interval.
Fig. 5 Average number of CRs per developer in 1-day intervals ac-
cording to developers’ locations
Fig. 6 Average number of CRs per developer in 7-day intervals ac-
cording to developers’ locations
5 Discussion
In this paper, we examine the scale and temporal evolution
of coordination requirements in the Rational Team Concert
(RTC) project, a large project that involves 161 developers,
33 development teams, and 21 locations across US, Canada,
and Europe. More specifically, our analyses focused on the
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Fig. 7 Average number of CRs per developer in 15-day time intervals
according to developers’ locations
Fig. 8 Average number of CRs per developer in 30-day intervals ac-
cording to developers’ locations
data from pre-release 0.6, which represented 86.6 % of all
development tasks and on the work of the 17 core develop-
ment teams and 77 developers.
We analyzed this project considering four different time
intervals: 1 day, 7 days, 15 days, and 30 days. We consid-
ered these time frames because they were used in past work
[4, 8] and also because we wanted to cover different types
of activities performed by software developers, and conse-
quently with different durations. In addition, Gersick’s work
[18, 19] suggests that important changes in group dynamics
take place around the half of the time allocated to the project,
therefore, we also considered 15-day intervals, since most
modification requests lasted about a month [8].
By carefully inspecting the maximum values reported in
Tables 1, 2, and 3, it is clear that even in different timeframes
current collaborative tools will face problems in large-scale
projects because they need to handle information from up
to 63 different software developers that belong to differ-
ent teams or that are in different locations. If we consider
that the total number of developers in this project was 77,
this basically meant that some developers needed to inter-
act with almost all (63/77 ≈ 82 %) other developers in the
project. In fact, most collaborative tools are designed solely
for a small group of developers [38], a situation very dif-
ferent from what we identified in the RTC project. For in-
stance, tools like Palantír [36] and RaisAware [10] present
information from developers as decorators in the Eclipse
IDE, which means they would have to present information
from up to 60 different software developers into a single
Eclipse IDE.
As for the team membership aspect, we found relatively
low values for the median and mean CRs in the different
time frames (see Table 2). This is expected since organiza-
tional theory suggests that team members should engage in
more direct communication with people in their same team
[40, 41]. However, by looking at maximum values from Ta-
ble 2, it is possible to notice large values for the different
team situations, namely 16 (1-day), 38 (7-day), 49 (15-day),
and 57 (30-day). Coordinating across organizational bound-
aries is generally more difficult than within the same team
because of the lack of context, shared goals and opportuni-
ties for informal interaction that help to build interpersonal
relationships [12, 30]. This difficulty combined with large
coordination requirements means that is even more impor-
tant to properly design collaborative tools, because they have
the potential to simplify this situation and facilitate the co-
ordination of work.
Previous work [26, 29] suggests that coordination across
geographical boundaries is more difficult when compared
to coordination in the same site. This occurs because when
actors are in the same location they can use physical cues
from their environment to figure out when to interrupt their
colleagues without disrupting the flow of work, they have
more opportunities for informal interactions, and these in-
formal interactions are very important in the coordination of
daily work. Despite that, our results regarding the locations
of software developers are unexpected: the maximum val-
ues for the different location condition is higher than for the
same location in the four different time-frames. Again, this
illustrates the potential of collaborative tools to facilitate this
process.
In general, current collaborative tools are typically de-
signed for small teams and are not able to handle large
amounts of information [38]. In addition, they fail to provide
a global understanding of interactions among teams, what
makes them ill-suited to software development projects that
involves multisites [38], a more and more common scenario
nowadays like the RTC. For example, Palantír is a tool that
was originally developed using decorators to present devel-
opers’ information to its users. This approach is useful to
grasp the user’s attention, but it does not present relevant
information such as: Is the developer located in the same lo-
cation than me? Is he a member of my development team?
We have shown in our previous work that these questions
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are relevant [8]. Other examples of tools whose visualiza-
tions were not designed to be scalable are the ones that use
(social)-graphs like Ariadne [42] and Tesseract [35].
Our results also suggest that collaborative tools need to
represent information about the team membership and loca-
tion of the other collaborators. Or, at least, to be integrated
with other tools that have this information available so that it
is easy to gather out this information from the collaborative
tool. Location is particularly important because if people are
in different time-zones, this means that their type of interac-
tion, synchronous or asynchronous, has to be different. In
the RTC project, as our results suggest, developers need to
coordinate their work fairly often with developers from other
locations.
In short, our results suggest that coordination and aware-
ness tools should be designed for scalability. Furthermore,
collaborative tools should be able to dynamically adjust the
visualization according to the number of coordination re-
quirements, teams and locations involved. If the coordina-
tion requirements of the developers are low, then represen-
tations like graphs or a tickertape [14, 15] would be ade-
quate. However, if the coordination requirements are high,
a different type of visualization would be necessary, for in-
stance with dashboards [43] including information about the
relationships between teams and locations.
Finally, it is also worth noticing how the coordination re-
quirements vary among the software developers from the
RTC project: while some developers are potentially over-
whelmed coordinating their work with several other devel-
opers, others are in a more favorable situation. This finding
was consistent in all different evaluated timeframes and also
across teams and locations. The implications of this result
are particularly relevant for the design of collaborative tools
because most of them only support one type of visualiza-
tion, i.e., they do not take into account the variability of the
coordination requirements among the different social actors.
Furthermore, this large difference between the coordination
requirements of developers raises interesting research ques-
tions, including but not limited to:
• Who are the developers with the highest (or lowest) coor-
dination requirements?
• Why there is such a difference in their coordination
needs?
• Are higher coordination needs correlated with particular
roles, productivity, expertise, or any other factor?
• And, finally, in the context of collaborative tool design,
given this different in coordination requirements, should
these different “types” of developers use the same collab-
orative tools, or should they use different tools?
We plan to explore these questions in our future work.
6 Conclusions and future work
In this paper, we examine the scale of coordination re-
quirements in the Rational Team Concert (RTC) project,
a large-scale distributed software development with devel-
opers spread around the globe in sites in the US, Canada,
and Europe. We computed the coordination requirements [4]
of all the developers for different time-frames: 1-day, 7-day,
15-day, and 30-day. By doing that, we argue that we are able
to cover different types of tasks performed by software de-
velopers during their activities. This is, in fact, the main dif-
ference of the work reported in this paper and our previous
ones [8, 9].
As the Rational Team Concert is a large project, we ex-
pected high values for the coordination requirements of the
developers, and indeed in many cases this was true, but in
other situations the values found were low. This suggests an
imbalance in the coordination effort performed by the devel-
opers in the project [8].
Another result of our study is that while the coordination
requirements between developers of the same team tend to
be higher than the coordination requirements between peo-
ple of different teams (as expected), the coordination re-
quirements between people of different locations are gen-
erally higher than the ones involving people of the same lo-
cation. That is a surprising result, since past work suggests
that the coordination of software development activities is
more difficult when the developers are geographically dis-
tributed [20, 25]. We plan to explore this aspect further in
our future work.
In general, our main contribution in this paper is to draw
attention of collaborative tool designers to the need to design
for scalability, i.e., to design collaborative tools that are able
to properly present large amounts of information from dif-
ferent social actors. In addition, filtering mechanisms might
be necessary to allow an actor to easily view this informa-
tion and make informed decisions about, when and to which
extent, he needs to coordinate his work with his colleagues.
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