Abstract. The directed power graph of a group G is the digraph with vertex set G, having an arc from y to x whenever x is a power of y; the undirected power graph has an edge joining x and y whenever one is a power of the other. We show that, for a finite group, the undirected power graph determines the directed power graph up to isomorphism. As a consequence, two finite groups which have isomorphic undirected power graphs have the same number of elements of each order.
Given a group G, we define the directed power graphG GðGÞ to be the digraph with vertex set G, having an arc y ! x if x is a power of y. The undirected power graph GðGÞ has an undirected edge between x and y if one of them is a power of the other. These graphs have been defined and studied in [3] , [4] (in the more general context of finite semigroups). The basic question is: to what extent does the undirected or directed power graph of a group G determine G ?
The directed power graph of a group (with a loop added at each point) is a preorder, a reflexive transitive relation. So the relation A, defined by x A y if x ¼ y or x ! y and y ! x both hold, is an equivalence relation; two elements are equivalent if they generate the same cyclic subgroup of G. The equivalence classes are partially ordered by ½x < ½ y if y ! x.
From this analysis it follows that the directed power graph carries a lot of information about the group. For example, we can recognise the identity, as the unique minimal element in the order. The elements x of prime order are those lying in classes ½x covering the identity (where a covers b if b < a but there is no c satisfying b < c < a); the order of such an element x is j½xj þ 1. If y is an element of finite order, we can determine the prime divisors of the order of y by looking at the classes covering ½1 and lying below y; then we can determine the order of y, since if the order of y is p
On the other hand, if y has infinite order, then there are no elements below ½ y which cover ½1. In other words, we have: Proposition 1. Two groups having isomorphic directed power graphs have the same numbers of elements of each order ð finite or infiniteÞ; indeed, an isomorphism between directed power graphs preserves orders of elements.
It is not the case that two finite groups with isomorphic power graphs must themselves be isomorphic. For example, let G be a group of exponent 3. Then, in the directed power graph of G, we have x ! 1 for all x, and x ! x 2 and x 2 ! x for all x 0 1; there are no other edges. So the graph consists of a number of triangles with a common vertex, the edges containing this vertex directed towards it and the remaining edges being undirected. So groups of exponent 3 with the same order have isomorphic directed power graphs. Of course, such groups need not be isomorphic. For example, the elementary abelian group of order 27, and the non-abelian group
have isomorphic directed power graphs. Also, the converse of Proposition 1 is false; there are groups with the same numbers of elements of each order whose directed power graphs are not isomorphic. However, a finite abelian group is determined up to isomorphism by its power graph [2] . Even this fails for infinite groups: the power graph of the Prü fer group C p y is a countable complete graph, for any prime p.
At the British Combinatorial Conference in 2009, Shamik Ghosh asked a question about undirected power graphs, which, after discussion with the author of this paper, became the following: is it true that two finite groups with isomorphic undirected power graphs have the same numbers of elements of each order? Here, I answer this question in the a‰rmative. In fact, I prove the following theorem: Theorem 2. If G 1 and G 2 are finite groups whose undirected power graphs are isomorphic, then their directed power graphs are also isomorphic.
Corollary 3. Two finite groups whose undirected power graphs are isomorphic have the same numbers of elements of each order.
The corollary follows immediately from Theorem 2 and Proposition 1. Before embarking on the proof of the main theorem, I show the following result.
Proposition 4. Let G be a finite group; let S be the set of vertices of the power graph GðGÞ which are joined to all other vertices. Suppose that jSj > 1. Then one of the following occurs:
(a) G is cyclic of prime power order, and S ¼ G;
(b) G is cyclic of non-prime-power order n, and S consists of the identity and the generators of G, so that jSj ¼ 1 þ fðnÞ;
(c) G is generalized quaternion, and S contains the identity and the unique involution in G, so that jSj ¼ 2.
Proof. Take g A S with g 0 1. First I claim that the order of g is divisible by every prime divisor of jGj. For if q is a prime dividing jGj but not oðgÞ, and h an element of order q, then clearly h is not joined to g in the power graph. Suppose first that G is a p-group, for some prime p. Some power of g has order p. Now G has a unique subgroup of order p; for if h is an element of order p which is not a power of g, then h is not joined to g in the power graph. A p-group with a unique subgroup of order p is cyclic or generalized quaternion, by [1, Theorems 8.5, 8.6 ]. In these cases we obtain conclusions (a) or (c) of the proposition.
So suppose that the order of G is divisible by at least two distinct primes. Then every element of prime order is a power of g, so G contains a unique subgroup of order p for every prime p dividing jGj. This implies that G is cyclic. Then g must generate G, since in a cyclic group of non-prime-power order, every non-identity non-generator has a non-neighbour in the power graph. r For each of these groups, we can recognise the group from its power graph. If G is cyclic of prime-power order, then GðGÞ is the complete graph; if G is cyclic of nonprime-power order n, then GðGÞ has 1 þ fðnÞ vertices joined to all others; and if G is generalized quaternion, then it has just two such vertices.
So for the rest of the proof of Theorem 2, we can assume that G is neither cyclic nor generalized quaternion; then we can recognise the identity as the only vertex joined to all others. Let X ¼ GðGÞ be the undirected power graph of such a group G.
Let NðxÞ denote the closed neighbourhood of x, and define an equivalence relation on G by the rule that x 1 y if NðxÞ ¼ NðyÞ. Note that the following conditions for two elements x and y of the same order are equivalent:
(a) x is joined to y in the power graph;
For if (a) holds, then y ¼ x k , where k is coprime to the order m of x; so also x is a power of y, which implies (b) and (c). Conversely, each of (b) and (c) clearly implies (a).
So the relation A is a refinement of 1, and our main task is to investigate how these relations may di¤er.
Proposition 5. Each non-identity 1-class C is of one of the following forms:
(a) C is a A-class; (b) y is an element of order p r for some prime p, and C ¼ fx A hyi : oðxÞ > p s g for some s < r À 1, so that C is the union of r À s A-classes.
Proof. We have seen that (a) holds if all elements of C have the same order.
Suppose that x 1 y and oðxÞ < oð yÞ. Then x and y are joined, so x is a power of y. We show first that oðyÞ is a prime power. Every element z A A ¼ h yi is in the closed neighbourhood of y, and hence that of x; so either x is a power of z, or z a power of x.
Let oðxÞ ¼ k and oð yÞ ¼ kl. Replacing y by a power if necessary, we can assume that x ¼ y l . Let p be a prime dividing k. If l is divisible by a prime q 0 p, then there is an element of A of order kq=p, which cannot be joined to x. So if p divides k, then l is a power of p. The same conclusion holds with k and l reversed. So it must be that k and l are powers of the same prime.
Let x and y be elements whose orders are powers of a prime p. Then NðxÞ K NðyÞ if and only if x is a power of y. For the forward implication is clear since NðxÞ K NðyÞ implies that x and y are joined in the power graph. So suppose that x is a power of y, and take z A Nð yÞ. If y is a power of z, then so is x; if z is a power of y, then x and z both lie in the cyclic p-group generated by y, and the power graph of a cyclic p-group is a complete graph. So z A NðxÞ in either case.
So, if C is a 1-class containing elements of di¤erent orders, then all elements of C have orders which are powers of a prime p. Take elements x and y of minimal and maximal orders in C, say p sþ1 and p r , with s < r; then every power of y whose order is greater than p s belongs to C, and conclusion (b) holds. r I claim that we can recognise a class of type (b) and reconstruct the corresponding prime p from the graph structure.
For any set S, let NðSÞ ¼ 7fNðvÞ : v A Sg, and letŜ S ¼ NðNðSÞÞ. We show that, if C is a class of type (b), then jĈ Cj ¼ p r for some prime p and positive integer r, and jCj ¼ p r À p s for some s < r À 1. We know that hCi ¼ A is a cyclic group, and NðaÞ K NðcÞ for any a A A, c A C. Hence A JĈ C. We show that equality holds. Suppose that u AĈ CnA. We consider two cases:
The order of u is not a power of p, say oðuÞ ¼ p rþt m where p does not divide m. Then u p tþ1 is adjacent to y p (where y is an element of order p r in C), but not to y, contradicting the fact that y 1 y p .
The order of u is a power of p. Then NðuÞ J NðyÞ, for y A C, and the containment is proper since u B C; so u BĈ C, a contradiction.
This proves the assertion.
Next we have to show that a class of type (a) cannot satisfy these conditions. Let C be such a class. Note thatĈ C is a union of 1-classes. The conditions that jĈ Cj ¼ p r and jCj ¼ p r À p s imply that jĈ Cj c 2jCj. Moreover, 1 AĈ C, so any other class inĈ C must be strictly smaller than C. We distinguish two cases:
C consists of elements of prime power order, say q t . No class of elements of larger order can occur in C (such classes would be too large), soĈ C consists of C together with classes whose orders are smaller powers of q. Then jĈ Cj can only be a prime power if jĈ Cj ¼ q t . But then p ¼ q, r ¼ t, and jCj ¼ p r À p rÀ1 contradicts the second part of (b).
C consists of elements of non-prime-power order m. Apart from C U f1g, no powers of elements of C can lie inĈ C, since for any non-identity non-generator of a cyclic group of order m, there is an element not joined to it in the power graph. As before, there cannot be any classes of elements of larger order inĈ C. So jĈ Cj ¼ jCj þ 1, which again violates the second part of (b).
It follows that we can recognise equivalence classes of type (b) and reconstruct the numbers of elements of each possible order in such classes from the power graph.
Proof of Theorem 2. First note that the elements of a 1-class are indistinguishable: they can be permuted arbitrarily by graph automorphisms fixing all other vertices. Also, as noted, we can recognise classes of type (b). For such a class, of size p r À p s , partition it into subsets of sizes p i À p iÀ1 for i ¼ s þ 1; . . . ; r arbitrarily. Up to graph isomorphism, we have partitioned the vertices into equivalence classes of the relation A.
In the directed power graph, vertices in the same A-class are joined by arcs in both directions, while between di¤erent classes we have either all arcs in one direction, or no arcs at all. So we only have to assign directions to the edges between A-classes. Now a A-class has size fðnÞ, where n is the order of its elements; and, if mjn, then fðmÞ j fðnÞ, with equality only if m ¼ n or m is odd and n ¼ 2m. So, if two classes of di¤erent sizes are joined, we direct the edges from the larger class to the smaller; and if two classes of the same size are joined, then one but not the other is also joined to an involution (a non-identity singleton class); we direct the edges from this class to the other one. r
