This paper shows that the standard continuous-time core-periphery model -the foundation of the New Economic Geography -is not robust: simply reformulating it in discrete time has profound implications. The continuous-time model can only exhibit stationary long-term behavior, and high transport costs are perceived as stabilizing. In contrast, the discrete-time model can exhibit cycles of any periodicity or chaotic behavior, and high transport costs are de-stabilizing. Furthermore, the sensitive dependence of long-term behavior on initial conditions and on parameters is so acute and so pervasive that it seriously calls into question reliance on propositions derived from the continuous-time model. 
Introduction
The two-region core-periphery model, developed by Krugman (1991a Krugman ( , 1991b , has become the basis of a paradigm -the New Economic Geography -that seeks to integrate urban, regional and international economics in a single theoretical framework and, more generally, to remedy the omission of space from mainstream economics. The Spatial Economy: Cities, Regions and International Trade, by Fujita, Krugman and Venables -henceforth FKV -encompasses various developments of that model. In their Introduction, FKV pose the two basic questions that recur throughout their work and they anticipate their methodology for addressing them.
They address the first question 'when is a spatial concentration of economic activity sustainable?' by positing that all manufacturing is concentrated in one region -the core -and asking whether a worker who moved to the other region -the periphery -would improve his 2 real wage. If the answer is 'yes', a core-periphery equilibrium would not be sustainable. They address the second question 'when is a symmetric equilibrium, without spatial concentration, unstable?' by asking whether, starting from a symmetric equilibrium, a movement of a small number of workers from one region to the other raises or lowers the relative wage in the destination region. If it raises it, the symmetric equilibrium is unstable against small perturbations; if it lowers it, the symmetric equilibrium is stable. The basic model is used to derive propositions about the impacts on the geographical location of industry of changes in transport costs, in the expenditure share devoted to manufactured goods and in the consumers' preference for variety.
It is important to scrutinize carefully the robustness of any model that is the basis for a new paradigm, particularly one that is used to tell 'stories of breathtaking scope ' (FKV, p. 277) . The purpose of this paper is to examine whether the propositions derived from the standard core-periphery model are robust with respect to the temporal framework. Accordingly our only substantive modification of the standard continuous-time core-periphery model is to re-formulate it in discrete time. The implications of doing so are profound. In particular, the possible long-term behaviors are no longer confined to a symmetric equilibrium or to the coreperiphery equilibria but may involve the periodic or chaotic coexistence of two active manufacturing sectors. Taking FKV's Chapter 5 as our point of reference, 1 the model assumes two regions, each with agricultural and manufacturing sectors, where the manufacturing sectors involve Dixit-Stiglitz monopolistic competition with instantaneous entry and exit. Whereas each region has the same number of immobile farmers, workers migrate between the manufacturing sectors in response to economic incentives. We set out the model's assumptions in Section 2. In 1 Neary (2001) provides a particularly lucid exposition and critique of the model. See also Baldwin et al. (2003, Ch. 2) . Section 3, we characterize a short-run general equilibrium contingent on the regional allocation of the manufacturing workforce. In Section 4, we specify the full discrete-time core-periphery model and we identify its fixed points. In Section 5, we explore the remarkably complex dynamical behavior of the model. In Section 6, we contrast the discrete-time model with its continuous-time counterpart and offer some concluding observations.
Assumptions
Consumers in both regions have Cobb-Douglas preferences over a homogeneous agricultural good and a quantity index that is a CES function of the varieties of manufactured goods. The exponents of the agricultural good and of the manufacturing composite in the common utility function -and hence the invariant shares of income devoted to the agricultural good and to manufactures -are ( ) 1 µ and µ, respectively. The constant elasticity of substitution between the manufactured varieties is denoted by 1 > ; the lower , the greater the consumers' taste for variety.
There are F immobile farmers, equally distributed between the regions, and each farmer provides one unit of labor. With farm labor being the sole scarce agricultural input, one unit of farm labor yields one unit of the agricultural product. Transportation of the agricultural product between regions is costless. Consequently, with instantaneous establishment of equilibrium in the agricultural market, the agricultural price is the same in both regions. Given the technology, the nominal wage of farmers is equal to the agricultural price. As is standard, we take the nominal agricultural wage as the numeraire, so that the price of the agricultural product also equals 1.
There are L manufacturing workers, who are mobile between the regions at the transitions between time periods in response to economic incentives. Each worker provides one 4 unit of labor. Manufacturing uses solely the labor of workers but, in contrast to agriculture, involves increasing returns. The production technology is the same for each variety: each manufacturer requires a fixed labor input of to operate and has a constant marginal labor requirement . The manufacturing sectors involve Dixit-Stiglitz monopolistic competition.
Given the consumers' preference for variety and given the increasing returns, an entrant would always produce a different variety from the varieties produced by active firms. Thus the number of varieties is always the same as the number of firms. n is the number of varieties produced in region r. Given that the agricultural price is 1, the real wages are:
The product demands are: (1) is optimal for an individual manufacturer given that it perceives the price elasticity to be . This involves the standard Dixit-Stiglitz assumptions that the firm believes that others will not react to its own price decision and that it ignores the indirect impacts of a change in its own price on demand via its effects on the manufacturing price indices and on regional incomes. These assumptions are more plausible the larger the number of manufacturers.
Region 1's share of the manufacturing workforce at the beginning of period t is denoted by t , where 0 1 t . In Section 3, we characterize a short-run general equilibrium in period t contingent on t . In Section 4, we complete the dynamical model by specifying the precise worker migration process. We simply note here that worker migration at the end of period t depends on the ratio of the real wages in period t and that workers do not move to a region with no manufacturing in period t.
Short-run General Equilibrium
The instantaneous entry and exit of manufacturers ensures zero pure profits in each period.
This requires that for an active manufacturer in region r in period t: Thus, the demand per variety is the same in both regions. Short-run general equilibrium requires that the derived demand for workers equal the supply of workers simultaneously in both regions:
With full employment, (6) and (8) imply:
Thus, from (6) and (9), the assumption of instantaneous entry and exit has the powerful implications that the scale of each active manufacturer -and the output per variety -is invariant over time; that the total number of varieties (manufacturers), L , is invariant over time; and that, in each period, the number of varieties (manufacturers) in a region is proportional to the regional workforce.
Given zero profits in both agriculture and manufacturing, the nominal regional incomes comprise the wage incomes of farmers and of workers:
Furthermore, given the Cobb-Douglas preferences, the ratio of the total nominal incomes of workers to the total nominal incomes of farmers corresponds to the ratio of the expenditure shares: From (1), (2) and (9): From (10) and (11): Substituting (13) and (14) into (12) gives the nominal wage ratio, 1, 2, t t w w , as an implicit function of the workforce allocation, t : (17) and (18) that:
The complexity of the core-periphery model is such that, since (15) cannot be solved analytically, an explicit expression for (17) cannot be obtained. However, for given parameter values, numerical solutions can be obtained by a computer (as the market mechanism is assumed able to do). 
Figure 1
Dependence of real wage ratio on workforce allocation 
e., the real wage in the core equals the virtual real wage in the periphery (where the latter is a virtual real wage since actual labor transactions do not occur). It can be shown that the sustain point S T satisfies:
where S T is increasing in µ and decreasing in . 
Worker Migration and the Complete Dynamical Model
The regional allocation of workers at the beginning of period t determines the real wage ratio in period t and, in turn, that determines the migration of workers at the end of period t. 
1 ln 1 ln
The system's dynamical behavior depends, via
, on , µ and T and, via the migration process, on and L. Note well that the dynamical behavior does not depend on , or F. The map ( ) t Z is non-invertible, i.e., in general, t cannot be uniquely determined from 1 t + . Given the initial condition 0 , the orbit of the system is uniquely determined. The 5 In terms of the number of net migrants, the migration process is equivalent to ( ) ( )
This latter process is a discrete-time counterpart of the migration process assumed by Puga (1998 Sensitive dependence means that orbits that begin as close together as desired eventually move apart. The basin of attraction of an attractor is the set of initial conditions 0 that approach the attractor.
Before identifying the system's fixed points, we note that, since there is the same number of farmers and the same technology in each region:
This implies the following symmetry property:
can be confirmed using (19) and (25):
The symmetry of ( ) t Z follows from the symmetry of Where we refer to a 'fixed point', we always have in mind a fixed point of ( )
Proposition 2: Implications of symmetry of ( ) t Z Given a period-k orbit, either that orbit is symmetric with respect to 1 2 = or there exists a period-k orbit that is symmetric to it. In the former case, the orbit's basin of attraction is symmetric with respect to 1 2 = ; in the latter case, the basins of attraction of the two orbits are symmetric with respect to each other.
We confirm this repeatedly below.
The map ( ) t Z possesses five fixed points for B S T T T < < and three fixed points otherwise.
9 Figure 2 shows the fixed points as a function of T for given utility parameters, and µ . Since workers do not move to a region with no manufacturing sector in the previous period, the concentration of all manufacturing in one (either) region is necessarily a fixed point for the dynamical system. That is, from (23), ( )
We refer to 0 = and 1 = as the core-periphery fixed points.
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Since migration does not occur when the real wages are equal, ( ) (23) and (24), that * is a fixed point. Therefore there is necessarily a fixed point involving symmetry between the regions, i.e., ( )
We refer to 1 2 = as the symmetric fixed point. 
. We refer to these as (interior) asymmetric fixed points. The latter terminology conforms with that used in the core-periphery literature to 9 For 1 T = , i.e., zero transport costs, location is irrelevant and any labor allocation is a fixed point.
10 From (11), the nominal wage in the core is ( )
11 From (11) , the common nominal wage is 
Figure 2
Fixed points corresponding to the transport cost parameter 1 2 transport cost paramter region 1's share of workforce indicate that there is an unequal distribution of manufacturing activity between the regions; it must be kept in mind that these asymmetric fixed points are symmetric around 1 2 = . Thus, Proposition 2 is confirmed for 1 k = : a fixed point is either symmetric, i.e., 1 2 = , or the symmetric one also exists, i.e., ( )
for the asymmetric fixed points and for the core-periphery fixed points.
The stability properties of an interior fixed point * depend on the stability coefficient:
i.e., the first derivative of ( ) t Z evaluated at * . Note that ( )
and µ . In particular, at the symmetric fixed point, 
If the constraint is not binding, ( )
If the constraint is not binding,
, another implication of the symmetry of the map. We now explore the system's dynamical properties.
Dynamics

Transport cost
To motivate our examination of the system's dynamics, Figure 
T T T < < , for all initial points other than the interior asymmetric fixed points, the system is attracted either to the symmetric fixed point (as in Figure 3(a) ) or to one of the locally stable core-periphery fixed points (as in Figure 3(b) ). > is due to the virtual real wage in the periphery being greater than the real wage in the core. (29) implicitly defines P T ). Thus, as T increases through P T , the symmetric fixed point becomes unstable and a period-doubling (or flip)
bifurcation gives rise to a period-2 orbit symmetric around 1 2 = . In Figure 4 (c), based on T = 1.9, starting from any 0 other than 0, 1, 1 2 and the latter's preimages of any rank, the system is attracted to the period-2 orbit with cycling between and ( ) 1 . This establishes that the long-term coexistence of manufacturing in both regions is possible in the discrete-time core-periphery model.
As T increases through 1.976
, a pitchfork bifurcation of the second iterate occurs: the period-2 orbit becomes unstable and two attracting period-2 orbits emerge. Orbits of every periodicity occur. In accordance with Proposition 2, if an orbit of odd periodicity occurs, its symmetric counterpart must also exist. Figure 6 (a) shows a (superstable)
period-3 window. The window starts with the occurrence of a tangent bifurcation at
T )
. This gives rise to two symmetric stable period-3 orbits. Only one of the period-3 orbits is shown in Figure 6 (a), since we set 0 0.676 = 'close' to a point on the depicted period-3 orbit.
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One of the period-3 orbits for T = 2.155 is shown in Figure 6 (b). The significance of the existence of a period-3 orbit is well known. It guarantees that there are periodic orbits of all (integer) periods. Further, it guarantees that there are infinitely many initial points whose orbits do not converge on either of the period-3 orbits. Such points exhibit sensitive dependence on initial conditions. 14 As T is increased within the window, there is a period-doubling cascade, followed by the emergence of three bands. The period-3 window ends
, where the three bands abruptly widen into one band similar in size to that before the stable period-3 orbits arose.
We denote by A T the level of T above which agglomeration occurs for almost all initial conditions. For the parameters assumed in Figure 3 , 2.191
A T ) . At
A T T = , the iterate of the interior maximum of (23) is 1 and the iterate of the interior minimum is 0. The map is shown in Figure 7 (a). There exist periodic orbits of every period, and every point in [0,1] has sensitive dependence on initial conditions.
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For T > T A , the dynamical behavior is sufficiently volatile 13 If each series of iterations starts at, say, 0 0.499 = , the period-3 orbit to which the system is attracted is hypersensitive to T and it is difficult to disentangle the two period-3 orbits in the resulting bifurcation diagram.
14 On these implications of the existence of a period-3 orbit, see Alligood et al. (1996, Chapter 1) . 15 This can be shown by applying to the core-periphery map for T = T A the same methods that Alligood et al.
(1996, Chapter 1) use to demonstrate these properties for the logistic map ( ) ( ) ), the system sooner or later converges on a core-periphery fixed point, notwithstanding that the core-periphery fixed points themselves are unstable. We refer to this phenomenon as agglomeration via volatility, to differentiate it from the agglomeration that occurs at low transport costs, i.e., for B T T < . In Figure 7 (b), based on T = 2.255, both orbits start 'close' to 0 = and both initially move further away from 0 = . However, the orbit starting at 0 snaps back to 0 = , whereas the orbit starting at 0 results in 1 = .
Figure 8 summarizes, albeit crudely, the dependence of long-term behavior on the initial allocation. The curved boundaries of B and B , which correspond to the branches in T with respect to P T and A T . This is confirmed in Figure 9 (a), a bifurcation diagram based on a higher worker migration speed = 2 (but otherwise on the same parameters and same initial point as Figure 3(a) ). Period-doubling first occurs as T increases through 1.675 P T ) and 16 Identifying the set of initial points whose orbits do not converge on a core-periphery fixed point would be similar to identifying the set of points whose orbits remain in ( ) 0,1 for the logistic ( ) ( )
On the latter, see Devaney (1989, p. 35 ). 
T T > )
, where A T is less than the sustain point 1.81
S T )
. As shown in Figure 9 (b), A T is such that the iterate of the interior maximum is an asymmetric fixed point and the iterate of the interior minimum is the other asymmetric fixed point; i.e., the map is tangent to the dotted square box formed by taking the unstable asymmetric fixed points as its opposite corners. If t is in ( ) In this section, we have assumed utility parameters that satisfy the no-black-hole
If this condition is violated, the symmetric fixed point is always unstable and agglomeration occurs in one of the regions.
Migration speed
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The impact of the migration speed 4 on the system's long-term dynamical behavior depends on whether T is above or below the break point B T . For B T T < , the symmetric fixed point 1 2 = is unstable whatever the migration speed. The latter simply determines how rapid is the monotonic convergence on a core-periphery fixed point. In contrast, for B T T > , the qualitative nature of the system's long-term behavior depends on the migration speed. There are speeds sufficiently slow for the symmetric fixed point to be an attractor. As the speed increases through P , where ( ) 1 2 1 Z = , a period-doubling bifurcation occurs. Using (29), P can be 17 Given the migration process, the ensuing examination of the impact of a change in for a given L would carry over to the impact of a change in L for a given .
expressed as an explicit function of µ , , T and L. Further increases in speed give rise to orbits of every periodicity and to chaotic behavior. For sufficiently high speeds, i.e. for , L = 100 and T = 1.7 (so that B S T T T < < , so that there are three interior fixed points), the depicted maps are based on 1.297 P ) and on 3.133 A )
. In Figure 10 T T > , transport cost increases are broadly de-stabilizing in that they reduce the range of migration speeds for which the symmetric equilibrium is an attractor and increase the range of speeds for which agglomeration occurs through volatility. Figure 11 shows the impact of a ceteris paribus change in the share of income devoted to manufactures: with an increase in µ, the break point increases from B T to B T and the period- in BH, the no-black-hole condition is violated and the symmetric fixed point is unstable. In B, the symmetric fixed point is unstable and the system is attracted to a core-periphery fixed point. In S, the system is attracted to the symmetric fixed point. In C, there is periodic or chaotic co-existence of manufacturing. For ( ) , µ in A, the system's behavior is sufficiently volatile that agglomeration occurs for almost all initial conditions. 18
Utility parameters
Observations and Concluding Comments
Before we compare the discrete-time model with FKV's continuous-time model, we offer some brief observations on the robustness of the properties of our discrete-time model. First, whereas relaxing the assumption that there is the same number of farmers in each region would undermine the symmetrical nature of the model, it would not change the important conclusion 18 The boundary between A and C was derived by simulations. 
Figure 12
Dependence of long-term behavior on the preference for variety and on the share of manufactures in expenditure µ 22 about the possibility of complex dynamical behavior. Second, whereas positing that migration depends on the difference in the real wages (as FKV do) would mean that the dynamics would depend on , and F, it would not change in any fundamental way our main qualitative conclusions: periodic and chaotic behavior could occur and dynamical behavior could be highly sensitive to both parameters and initial conditions. Third, the assumption of myopic behavior on the part of workers in the standard core-periphery model has been subject to criticism.
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For our discrete-time model, it is unlikely that a cycle of very low periodicity could persist for long, since workers would be extremely naive not to detect it. However, in the face of cycles of long periodicity or chaotic behavior, the continued use of some myopic rule-ofthumb by workers would be much more understandable. Provided only that workers migrate to the region with the higher real wage, the precise specification of the migration process is irrelevant for the dynamical behavior of the system.
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The only possible long-term behaviors for a one-dimensional continuous-time model are stationary equilibria. In the 19 Krugman (1991c) raised the 'history versus expectations' issue and, in particular, explored the possibility that agglomeration can be a self-fulfilling prophecy. That is, workers might migrate into the region that initially has fewer workers because they expect other workers to do the same. Baldwin (2001) incorporates forward-looking expectations in the continuous-time model and concludes that the assumption of myopia is rehabilitated if migration costs are high but that self-fulfilling prophecies can arise with low migration costs. Given the extreme sensitivity of long-term behavior to initial conditions (and to parameters) in a discrete-time framework, even posing sharply the history-versus-expectations issue is likely to be problematic.
'tomahawk bifurcation' in Figure 13 , which clearly corresponds closely to Figure 2, Krugman (1991a, p. 487 ) stresses the sensitive dependence on initial conditions: if one region has a slightly higher workforce, agglomeration occurs in that region, whereas 'had the distribution of population at that critical moment been only slightly different, the roles of the regions might have been reversed'. The phenomenon of 'locational hysteresis' can also arise for B S T T T < < : the economy could shift from a symmetric 23 For a well-known use of such a story, see Krugman and Venables (1995) . Baldwin et al. (2003, p. 35) .
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of workers) that periodic or chaotic coexistence occur or for which agglomeration results from volatility.
In the discrete-time model, sensitive dependence on initial conditions and the potential for hysteresis are pervasive. Where two periodic attractors exist, their basins of attraction can be remarkably complex (e.g., the basins of attraction for the two attractors in Figure 5 ). If the economy is on one of the attractors, the smallest disturbance could result in an eventual switch to the other attractor with profound locational ramifications. Suppose that the system is initially in a core-periphery equilibrium and that, for some unspecified reason, a few workers do move to the periphery: in which region agglomeration occurs can be hyper-sensitive to the initial movement (as Figure 7 (b) confirms). Furthermore, the core-periphery map can exhibit the sensitive dependence on initial conditions that characterizes chaotic orbits: predictions beyond a very limited time horizon are rendered meaningless.
In the discrete-time model, the catastrophic agglomeration that occurs if T falls through B T is but one instance of the hyper-sensitivity of long-term behavior to small changes in parameters. Thus, a small increase in T through A T results in an abrupt change from chaotic behavior to a core-periphery equilibrium (as in Figure 3) . Moreover, the presence of windows means that a miniscule change in a parameter can abruptly alter long-term behavior from, say, an orbit of very low periodicity to an orbit of very long periodicity or even to chaotic behavior (as in Figure 6 (a)). The sensitive dependence on parameters means that propositions derived from the continuous-time model need to be reconsidered. For example, FKV (p.75) base their conclusion that a core-periphery geography is less likely the lower µ and the higher , solely on the observation that such changes reduce B T and S T . However, in the discrete-time model, a fall in µ or a rise in could change periodic or chaotic coexistence, or even a stationary symmetric equilibrium, into a strict core-periphery geography. Indeed, the sensitive 26 dependence of long-term behavior on initial conditions and on parameters is so acute and so pervasive that it seriously calls into question reliance on propositions derived from the standard continuous-time model. Telling 'stories of breathtaking scope' may be harmless if they are confined to interpretations of broad historical developments. However, basing policy decisions on the standard core-periphery model is an entirely different matter.
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The standard coreperiphery model is not robust with respect to its temporal specification: simply reformulating the model in discrete time dramatically changes the possible long-term behaviors and, indeed, alters one's very perception of the impact of the costs of transportation.
26 Neary (2001) has stressed this point for other reasons.
