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Abstract
We review the construction and analysis of numerical methods for
strongly nonlinear PDEs, with an emphasis on convex and noncon-
vex fully nonlinear equations and the convergence to viscosity solu-
tions. We begin by describing a fundamental result in this area which
states that stable, consistent, and monotone schemes converge as the
discretization parameter tends to zero. We review methodologies
to construct finite difference, finite element, and semi-Lagrangian
schemes that satisfy these criteria, and, in addition, discuss some
rather novel tools that have paved the way to derive rates of conver-
gence within this framework.
1 Introduction
Все счастливые семьи похожи
друг на друга, каждая
несчастливая семья
несчастлива по-своему.
L. Tolstoy
The quote above from L. Tolstoy [127], which roughly translates to “All
happy families resemble each other, but each unhappy one is unhappy in its
own way” was used in [67, Section 8.1] to point out that the numerical ap-
proximation of partial differential equations substantially differs from that of
ordinary differential equations. The same quote was used in the Preface of [65]
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to say that the theory for nonlinear equations is very different than the one
for linear problems, and that each nonlinearity needs to be treated in its own
way. For these reasons we feel compelled to begin our discussion with the same
quote, since we have chosen the unhappiest of all possible families for numerical
approximation: Fully nonlinear equations.
The goal of this paper is to summarize recent advances and trends in the
numerical approximation and theory of strongly second-order nonlinear PDEs
with an emphasis on fully nonlinear convex and nonconvex PDEs. Such PDEs
appear in diverse applications such as weather and climate modeling, stochastic
optimal control, determining the initial shape of the universe, optimal reflector
design, differential geometry, optimal transport, mathematical finance, image
processing, and mesh generation. Despite their importance in these application
areas, and in contrast to the PDE and solution theory, numerical methods for
fully nonlinear problems is still an emerging field in numerical analysis. The rea-
sons for the delayed development are plentiful. Besides the strong nonlinearity,
the fundamental difficulties in computing solutions of fully nonlinear problems
are the lack of regularity of solutions, the conditional uniqueness of solutions,
and most importantly, the notion of viscosity solutions. Similar to weak solu-
tions for PDEs in divergence-form, the viscosity solution concept relaxes the
pointwise meaning of the PDE, and while doing so, broadens the class of admis-
sible functions in which to seek a solution. However, unlike the weak solution
framework, the definition of viscosity solutions is not based on variational prin-
ciples, but rather comparison principles. While viscosity solution theory and the
PDE theory of fully nonlinear problems has made incredible progress during the
last 25 years, the numerical results for such problems has been slow to catch up
due to pointwise nature and nonvariational structure found in the theory.
A breakthrough occurred in 1991 with [8] which roughly speaking, asserts
that a consistent, stable and monotone numerical method (or general approxi-
mation scheme) converges to the viscosity solution as the discretisation or regu-
larization parameter tends to zero. The first two conditions in this framework,
consistency and stability, are expected; they are the cornerstone of any con-
vergence theory of numerical PDEs and is recognized as the basis of the Lax-
Richtmyer equivalence theorem. While arguably less well-known, monotonicity
of numerical methods is also a long-established area of study, for example, its
importance in the context of linear finite difference schemes has been realized
(at least) 80 years ago (see, e.g., [57, 101]). On the other hand, the construction
of numerical methods that satisfy all three criteria, at least for fully nonlinear
problems, is not immediately obvious.
Around the same time, and complementary to the Barles-Souganidis frame-
work, [88, 89] gave a methodology to construct consistent, stable, and monotone
finite difference schemes for uniformly elliptic fully nonlinear operators. In ad-
dition, they showed that such discrete schemes satisfy properties found in the
viscosity solution theory, including Alexandrov-Bakelman-Pucci (ABP) maxi-
mum principles, Harnack inequalities, and Ho¨lder estimates. While these results
gave a somewhat practical guide to compute viscosity solutions, and the theory
paved the way for future advancements, the fundamental issue of convergence
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rates was explicitly stated as an open and elusive problem.
For the next 15 years progress of numerical fully nonlinear second-order
PDEs was relatively limited and mostly constrained to the theory and con-
vergence rates for convex PDEs, in particular, the Hamilton-Jacobi-Bellman
equation. In this direction, [80] introduced the groundbreaking idea of “shaking
the coefficients” to obtain sufficiently smooth subsolutions, which along with
comparison principles, yield rates of convergence even for degenerate problems.
These techniques were later refined under various scenarios and assumptions
of the problem and discretisation (e.g., [6, 7, 85]), although convexity of the
equation always played an essential role in the analysis.
The last ten years has seen an explosion of results for numerical nonlin-
ear PDEs, including a variety of discretization types and convergence results.
These include the construction of relatively simple and practical wide-stencil
finite difference schemes tailored to specific PDEs [114, 54, 13, 53], and the
emergence of Galerkin methods for fully nonlinear problems [49, 47, 46, 34, 35].
With regard to the convergence theory, [26], using intricate regularity results,
derived algebraic rates of convergence for finite difference approximations for
nonconvex PDEs with constant coefficients, and these results were quickly ex-
tended to problems with variable coefficients and lower-order terms by [82] and
[131]. On the Galerkin front, [109] extended the Kuo-Trudinger theory to finite
element methods and derived ABP maximum principles for linear elliptic prob-
lems. These results were soon extended in several directions, including rates
of convergence for a discrete Monge-Ampe`re equation [112] and wide-stencil fi-
nite difference schemes [110], and the construction and analysis of finite element
methods for nonconvex fully nonlinear problems [119].
The intention of this survey is to summarize the 25 years of development
of fully nonlinear numerical PDEs. Let us describe the organization and the
problems we consider in the paper. After setting the notation and stating some
instances of fully nonlinear problems, we review some of the basic theory and
analysis of elliptic PDEs in Section 2. Here different notions of solutions are
introduced and the underlying properties of the solutions and operators are
discussed. Besides being of independent interest these fundamental results mo-
tivate both the construction and analysis of the numerical methods. We de-
velop a general framework to compute second-order elliptic problems in Section
3. Basic properties of numerical methods, namely, consistency, stability, and
monotonicity are given, which will lay the groundwork for future developments
in the paper. Special attention will be on discrete ABP maximum principles
in both the finite difference and finite element setting. Section 4 concerns fi-
nite element approximations for linear problems in non-divergence form and
with nonsmooth coefficients. In Section 5 we combine the ideas of the previ-
ous sections and consider finite element and finite difference approximations for
fully nonlinear convex PDEs. Besides the construction and convergence of the
schemes, a focus of this section is the rates of convergence and the techniques to
obtain these results. These results are extended to a particular convex PDE, the
Monge-Ampe`re equation, in Section 6. We discuss recent results of the numer-
ical approximations for fully nonlinear nonconvex PDEs in Section 7. Finally
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we give some concluding remarks and state some open problems in Section 8.
Before starting our discussion let us first briefly outline the derivation of
some fully nonlinear PDEs that we focus on in the paper and illustrate their
connection with some applications and other areas of mathematics.
1.1 Convex PDEs
This section obtains an instance of the Hamilton-Jacobi-Bellman (HJB) equa-
tion, a prototypical fully nonlinear second-order convex PDE, and shows how
such problems arise in stochastic optimal control problems. In addition, we show
below that every uniformly elliptic, convex operator with bounded gradient is
an implicit HJB problem.
Following [115, Chapter 11] and [51], we consider a stochastic process Xτ
governed by the differential equation{
dXτ = `(Xτ , τ, ατ ) dτ + σ(Xτ , τ, ατ ) dWτ τ > 0,
X0 = x0 ∈ Rd.
(1.1)
Here, Wτ is a Brownian motion of dimension d, σ is an d × d matrix-valued
function, ατ ∈ A is a (Markov) control and A is the control space. Problem
(1.1) describes a dynamical system driven by additive white noise with diffu-
sion coefficient (or volatility) σ and non-stochastic drift `. Under appropriate
smoothness and growth conditions on ` and σ, and for a fixed α(·) ∈ A, there
is a path-wise unique solution to (1.1). Associated with problem (1.1) is the
family of stochastic processes that satisfy (1.1) but with initial time t ≥ 0:{
dXx,tτ = `(X
x,t
τ , τ, ατ ) dτ + σ(X
x,t
τ , τ, ατ ) dWτ τ > t,
Xx,tt = x ∈ Rd,
(1.2)
Now let Ω ⊂ Rd be an open bounded domain, and set Q = Ω × (0, T ) for
some T ∈ (0,∞]. Denote by Tˆ the first exit time for the process Xx,tτ satisfying
(1.2), i.e.,
Tˆ = Tˆ x,t = inf{τ > t; (Xx,tτ , τ) 6∈ Q}.
We then define the performance function (or cost functional)
J(x, t, α) = Ex,t
{ˆ Tˆ
t
f(Xx,tτ , τ, ατ ) dτ + χTˆ<∞ψ(X
x,t
Tˆ
, Tˆ )
}
over all α ∈ A under the constraint (1.2). Here, f : Rd × R × A → R is the
profit rate function, ψ : Rd × R → R is the bequest function, χTˆ<∞ is the
indicator function, which equals one if Tˆ < ∞ and equals zero otherwise, and
Ex,t represents the expectation conditional on Xx,tt = x. We then consider the
problem of finding the value function u : Q¯ → R and optimal control α∗ ∈ A
such that
u(x, t) = sup
α∈A
J(x, t, α) = J(x, t, α∗).
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Let us now give an heuristic derivation of the Hamilton-Jacobi-Bellman equa-
tion based on Bellman’s principle of optimality and Itoˆ’s lemma. First, the
Bellman’s principle of optimality states that [9]:
Whatever the initial state {Xx,ts }s<τ and initial decision {αs}s<τ
are, the remaining controls {αs}s>τ must constitute an optimal pol-
icy with regard to the state Xx,tτ resulting from the initial decision.
More precisely, this principle equates to
u(x, t) = sup
α∈A
Ex,t
{
u(Xx,tt+δt, t+ δt) +
ˆ t+δt
t
f(Xx,tτ , τ, ατ ) dτ
}
. (1.3)
Next, recalling that Xx,tt = x, by Itoˆ’s lemma we obtain
u(Xx,tt+δt, t+ δt) = u(x, t) +
ˆ t+δt
t
∂u
∂t
dτ +
ˆ t+δt
t
Du · dXx,tτ
+
1
2
ˆ t+δt
t
dXx,tτ ·D2udXx,tτ .
Since the state variable Xx,tτ is governed by the stochastic equation (1.2), and
by using the identity dWτ ⊗ dWτ = I dτ we obtain
u(Xx,tt+δt, t+ δt)− u(x, t)
=
ˆ t+δt
t
(
∂u
∂t
+Du · `+ 1
2
(σσᵀ) : D2u
)
dτ +
ˆ t+δt
t
(σᵀDu) · dWτ .
Therefore, from principle of optimality (1.3),
sup
α∈A
Ex,t
{
u(Xx,tt+δt, t+ δt)− u(x, t) +
ˆ t+δt
t
f(Xx,tτ , τ, α) dτ
}
= 0
and Itoˆ’s formula above, we obtain
sup
α∈A
Ex,t
{ˆ t+δt
t
(
∂u
∂t
+Du · `+ 1
2
(σσᵀ) : D2u+ f
)
dτ
}
= 0,
where we used that
Ex,t
{ˆ t+δt
t
(σᵀDu) · dWτ
}
= 0.
Dividing by δt and formally taking the limit δt → 0, we then obtain a
deterministic equation, namely, the Hamilton-Jacobi-Bellman equation
∂u
∂t
(x, t) + sup
α∈A
(Lαu(x, t) + f(x, t, α)) = 0,
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where
Lαu(x, t) = Du(x, t) · `(x, t, α) + 1
2
σ(x, t, α)σ(x, t, α)ᵀ : D2u(x, t).
To derive the equation, we assumed that the value function u(x, t) has con-
tinuous second order derivatives. However, the PDE theory reveals that the
solution of the HJB equation in general does not satisfy this regularity assump-
tion. To justify the derivation above, the concept of viscosity solutions was
introduced in [32] for first order Hamilton-Jacobi equations and later gener-
alized to second order Hamilton-Jacobi-Bellman equations [94, 95]. Viscosity
solutions, which is an essential concept in the PDE theory, will also play an
important role in this paper.
1.2 Nonconvex PDEs
The Isaacs equation, a prototypical nonconvex PDE, describes zero sum stochas-
tic games with two players. Each player has one control and they have opposite
objectives. The first player chooses a control to maximize the expected payoff,
whereas the second player chooses a control to minimize it. Stochastic game
theory has wide applications in engineering and mathematical finance. Here,
we follow the ideas in [52] to derive the equation.
The dynamics of the stochastic differential game we investigate are given by
the controlled stochastic differential equation{
dXx,tτ = `(X
x,t
τ , τ, ατ , βτ ) dτ + σ(X
x,t
τ , τ, ατ , βτ ) dWτ τ > t,
Xx,tt = x ∈ Rd,
(1.4)
and the expected payoff is
J(x, t, α, β) = Ex,t
{ˆ Tˆ
t
f(Xx,tτ , τ, ατ , βτ ) dτ + χTˆ<∞ψ(X
x,t
Tˆ
, Tˆ )
}
,
where Xx,tτ satisfies the differential equation (1.4) for τ > t and has initial
condition Xx,tt = x.
The Isaacs equation can be derived in a similar fashion as the HJB equation.
If, at time t, the first player chooses a control α to maximize the expected payoff
J , and the second player, based on the decision of first player, chooses the control
β to minimize it, then we set
u+(x, t) = inf
β∈B
sup
α∈A
Ex,t{J(x, t, α, β)},
and call this the upper value function. On the other hand, if the second player
makes the decision first and the first player reacts accordingly, then we set the
lower value function as
u−(x, t) = sup
α∈A
inf
β∈B
Ex,t{J(x, t, α, β)}.
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By the principle of optimality we have
u+(x, t) = inf
β∈B
sup
α∈A
Ex,t
{
u+(Xx,tt+δt, t+ δt) +
ˆ t+δt
t
f(Xx,tτ , τ, α, β) dτ
}
.
Using a similar derivation as the HJB equation, we obtain that for all (x, t) ∈ Q
the upper value function must satisfy
∂u+
∂t
(x, t) +H+(x, t,Du+, D2u+) = 0,
where
H+(x, t,p,M) = inf
β∈B
sup
α∈A
{
1
2
σσᵀ : M + `(x, t, α, β) · p + f(x, t, α, β)
}
.
Similarly we obtain, for (x, t) ∈ Q,
∂u−
∂t
(x, t) +H−(x, t,Du−, D2u−) = 0,
with
H−(x, t,p,M) = sup
α∈A
inf
β∈B
{
1
2
σσᵀ : M + `(x, t, α, β) · p + f(x, t, α, β)
}
.
We finally comment that if the Isaacs’ condition holds, i.e., we have that for
all x, t,p,M ,
H+(x, t,p,M) = H−(x, t,p,M)
then we can conclude that u+(x, t) = u−(x, t) for all (x, t) ∈ Q. In this case, we
say that an optimal policy exists.
1.3 Characterizations of elliptic PDEs
Let us show that there is no loss in generality in confining our considerations to
these two equations by following the construction proposed in [41, Lemma 2.2].
Let Ω ⊂ Rd be a bounded domain and let F : Ω×Sd → R be continuously differ-
entiable, nondecreasing with respect to its second argument and with bounded
gradient. Here, Sd denotes the space of symmetric d×d matrices. We comment
that, as we will see below (cf. Definition 2.15), these conditions guarantee that
the operator F is elliptic. We have the following representation: for every x ∈ Ω
and M ∈ Sd, we have
F (x,M) = inf
β∈Sd
sup
α∈Sd
[ˆ 1
0
∂F
∂M
(x, (1− t)β + tα) : (M − β) + F (x, β)
]
. (1.5)
7
To see this, let us denote by IS the right hand side of (1.5) and notice that, by
setting β = M we obtain
IS ≤ sup
α∈Sd
[ˆ 1
0
∂F
∂M
(x, (1− t)M + tα) : (M −M) + F (x,M)
]
= F (x,M).
On the other hand, setting α = M we obtain that
ˆ 1
0
∂F
∂M
(x, (1− t)β + tM) : (M − β) + F (x, β) ≤
sup
α∈Sd
[ˆ 1
0
∂F
∂M
(x, (1− t)β + tα) : (M − β) + F (x, β)
]
.
Under the given assumptions on F the left hand side of this inequality can be
rewritten as
ˆ 1
0
∂F
∂M
(x, (1− t)β + tM) : (M − β) + F (x, β) =
ˆ 1
0
d
dt
F (x, (1− t)β + tM) + F (x, β) = F (x,M)− F (x, β) + F (x, β),
and, consequenlty,
F (x,M) ≤ sup
α∈Sd
[ˆ 1
0
∂F
∂M
(x, (1− t)β + tα) : (M − β) + F (x, β)
]
,
or F (x,M) ≤ IS.
With representation (1.5) at hand we define
Aα,β(x) =
ˆ 1
0
∂F
∂M
(x, (1− t)β + tα),
fα,β(x) = Aα,β(x) : β − F (x, β),
A = B = Sd,
and note that, since F (x, ·) is nondecreasing, Aα,β(x) ≥ 0 for all α ∈ A, β ∈ B
and x ∈ Ω. In conclusion, F (x, ·) can be represented as the inf–sup of a family
of affine maps, i.e.,
F (x,M) = inf
β∈B
sup
α∈A
[
Aα,β(x) : M − fα,β(x)] .
If we, in addition, assume that F is convex in its second argument, then we
have
F (x,M)− F (x, α) ≥ ∂F
∂M
(x, α) : (M − α), ∀α ∈ Sd.
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Setting β = α in (1.5) yields
F (x,M) ≤ sup
α∈Sd
[
∂F
∂M
(x, α) : (M − α) + F (x, α)
]
,
so that
F (x,M) = sup
α∈A
[Aα(x) : M − fα(x)] ,
with A = Sd and
Aα(x) =
∂F
∂M
(x, α) ≥ 0, fα(x) = ∂F
∂M
(x, α) : α− F (x, α).
We conclude by remarking that more general type of dependences can also
be reduced to a similar inf–sup form; see, for instance [89, Section 2.1], [73] and
[78].
2 Elements of the theory of strongly nonlinear
elliptic PDE
In order to get an idea of how to discretize strongly nonlinear partial differential
equations, we must first understand their underlying structure and the main
ideas that are at the basis of their theory and analysis. In this, introductory,
section we collect all the relevant information that later will serve as a guide
in the construction and analysis of numerical schemes. We will describe the
fundamental properties that define an elliptic equation, even in the case of
strong nonlinearities and, on the basis of them, define various suitable notions
of solutions and their properties. We will provide existence and nonexistence
results, as well as a review of the available regularity results. While it is not
our intention to provide a thorough exposition of the theory, which can be
found in textbooks like [40, 63, 58, 86, 84, 97] we believe understanding this
is fundamental if one wishes to provide a rigorous analysis of approximation
schemes.
2.1 Two defining consequences of ellipticity
We begin our description by providing two fundamental properties that lie at
the heart of much of the theory for elliptic PDEs. Namely, energy considerations
and comparison principles. We will see how these give rise to various concepts
of solutions and how much of the existence and regularity theory stems from
these two simple ideas.
Let us, to make matters precise, set Ω ⊂ Rd with d ≥ 1 to be a bounded
domain with Lipschitz boundary. If further smoothness of the domain becomes
necessary we will specify this at every stage. For simplicity, and because these
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ideas are better motivated in this case, let us consider the Laplacian which, for
a function u ∈ C2(Ω), is defined by
∆u =
d∑
i=1
∂2u
∂x2i
.
The first fundamental property that can be observed for this operator is a
maximum principle:
Theorem 2.1 (maximum principle). Let u ∈ C2(Ω)∩C(Ω¯) be such that ∆u ≥ 0
then
sup
x∈Ω¯
u(x) = sup
x∈∂Ω
u(x)
While we will not provide a detailed proof here, we wish to provide some
intuition into this fact. Namely, if we assume that a strict global maximum
is attained at an interior point z ∈ Ω, then elementary considerations from
calculus will give us that:
Du(z) = 0 D2u(z) < 0,
where Du denotes the gradient and D2u the Hessian of u, respectively. Since it
can be easily seen that ∆u = trD2u a contradiction ensues.
An important consequence of this result is the following comparison princi-
ple.
Corollary 2.2 (comparison principle). Let u, v ∈ C2(Ω) ∩ C(Ω¯) be such that
u ≤ v in ∂Ω and ∆u ≥ ∆v in Ω. Then u ≤ v in Ω.
This result easily follows by setting w = u− v and observing that w ≤ 0 on
∂Ω and ∆w ≥ 0 in Ω. An application of the maximum principle allows us then
to conclude the result.
The comparison principle is one of the fundamental properties of an elliptic
operator. Namely, that an ordering on the boundary and a (reverse) ordering
of the operators implies an order of the underlying functions. Throughout this
survey the application of a similar principle will be a recurring feature.
Having understood comparison principles we now proceed to describe energy
considerations. Consider the equation
∆u = f (2.3)
in Ω and multiply it by a sufficiently smooth function ϕ that vanishes on ∂Ω.
An application of Green’s identity reveals thatˆ
Ω
Du ·Dϕ = −
ˆ
Ω
fϕ (2.4)
which we immediately recognize as the Euler Lagrange equation for the mini-
mization of the energy functional
J(v) =
ˆ
Ω
(
1
2
|Dv|2 + fv
)
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subject to the condition v = u on ∂Ω.
It is important to notice that, as opposed to (2.3), identity (2.4) only requires
the existence of square integrable first derivatives. Notice also, that the second
variation of J is nonnegative
∂2J(v)[w1, w2] =
ˆ
Ω
Dw1 ·Dw2, ∂2J(v)[w,w] =
ˆ
Ω
|Dw|2 ≥ 0. (2.5)
Which shows a sort of positivity.
On the basis of this observation, we now introduce our first definition of
ellipticity [58, Chapter 3]. In order to do so, in what follows we denote by Sd
the space of symmetric d × d matrices. We endow Sd with the usual partial
order
M,N ∈ Sd : M ≤ N ⇐⇒ ξ ·Mξ ≤ ξ ·Nξ ∀ξ ∈ Rd.
We denote the identity matrix by I ∈ Sd.
Definition 2.6 (elliptic operator in divergence form). Let A : Ω→ Sd. We say
that the operator
Lu(x) = −D · (A(x)Du(x)) (2.7)
is elliptic at x ∈ Ω if 0 < λ(x)I ≤ A(x) ≤ Λ(x)I, is strictly elliptic if λ(x) ≥
λ0 > 0 for all x ∈ Ω, and uniformly elliptic if Λ(x)/λ(x) is bounded in Ω.
Example 2.8 (lower order terms). The concept of elliptic operators in diver-
gence form can be extended to operators having lower order terms. For instance,
the operator
L˜u(x) = −D · (A(x)Du(x) + b(x)u(x)) + c(x) ·Du(x) + e(x)u(x),
where A is as in Definition 2.6, and the functions b, c : Ω→ Rd and e : Ω→ R
are assumed to be measurable.
Example 2.9 (quasilinear operators). Given a differentiable vector valued func-
tion Ω×R×Rd 3 (x, z,p) 7→ a(x, z,p) ∈ Rd and a scalar function Ω×R×Rd 3
(x, z,p) 7→ b(x, z,p) ∈ R we consider the quasilinear operator
Qu(x) = −D · a(x, u,Du) + b(x, u,Du)
defined for u ∈ C2(Ω). We say that this operator is variational if it is the Euler
Lagrange operator of the energy functional
ˆ
Ω
E(x, u,Du),
that is, a(x, z,p) = DpE(x, z,p) and b(x, z,p) = DzE(x, z,p). Following Defi-
nition 2.6 we realize that the ellipticity of Q is equivalent to the strict convexity
of E with respect to the p variables. This immediately hints at the fact that tools
from calculus of variations will be essential in the study of equations with this
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type of operators. Examples of quasilinear operators can be given by choosing
appropriate energies E. For instance, setting [58, Chapter 10]
E = E(p) =
(
1 + |p|2)s/2
for s > 1 we obtain a family of uniformly elliptic quasilinear operators.
On the other hand, many problems cannot be cast into this form. The
prototypical example is that given by the operator
Lu(x) = A(x) : D2u(x), (2.10)
where, for M,N ∈ Sd, M : N denotes the Fro¨benius inner product:
M : N =
d∑
i,j=1
Mi,jNi,j .
The Fro¨benius norm of a matrix M will be denoted by |M | := √M : M .
If A is sufficiently smooth, the operator (2.10) can be recast in divergence
form and −L can be understood as an elliptic operator in the sense of Defini-
tion 2.6. However, this is not always possible and, consequently, we must extend
the notion of ellipticity to nondivergence form operators [58, Chapter 3].
Definition 2.11 (nondivergence elliptic operator). We say that the operator
(2.10) is elliptic at x ∈ Ω if 0 < λ(x)I ≤ A(x) ≤ Λ(x)I, is strictly elliptic if
λ(x) ≥ λ0 > 0 for all x ∈ Ω and uniformly elliptic if Λ(x)/λ(x) is bounded in
Ω.
The reader is encouraged to verify that, for an operator that is strictly elliptic
in the sense of Definition 2.11, variants of Theorem 2.1 and Corollary 2.2 hold.
Example 2.12 (lower order terms). As in the divergence form case, the notion
of elliptic operators extend to those with lower order terms, e.g.,
L˜u(x) = A(x) : D2u(x) + b(x) ·Du(x) + c(x)u(x),
where A is as in Definition 2.11, and the lower order coefficients b and c are
(vector and scalar valued) functions defined on Ω.
Example 2.13 (linear operators in divergence form). Consider the operator L
of Definition 2.6 and assume that the coefficient matrix A is differentiable. One
can then rewrite Lu(x) as
Lu(x) = −A(x) : D2u(x)− (D ·A(x)) ·Du(x),
where the divergence operator acts on A column–wise. Consequently, the oper-
ator −L is of the form L˜ of Example 2.12.
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Example 2.14 (quasilinear operators in nondivergence form). For a function
u ∈ C2(Ω) we define the quasilinear operator
Qu(x) = A(x, u,Du) : D2u(x) + b(x, u,Du)
where Ω × R × Rd 3 (x, z,p) 7→ A(x, z,p) ∈ Sd and Ω × R × Rd 3 (x, z,p) 7→
b(x, z,p) ∈ R. We say that Q is elliptic at the function u if A(x, u,Du) satisfies
the positivity conditions of Definition 2.11.
The previous definitions and examples entailed linear and quasilinear op-
erators. While, by linearization, one could extend Definitions 2.6 and 2.11 to
more general nonlinear problems, we shall instead give a general definition of
ellipticity, one that preserves the fundamental concept of comparison for these
type of problems [31, 22].
Definition 2.15 (elliptic operator). Let F ∈ C(Ω×R×Rd× Sd). We say that
F is elliptic in Ω if F satisfies the following monotonicity condition: If r, s ∈ R
and M,N ∈ Sd with r ≥ s and M ≤ N then
F (x, r,p,M) ≤ F (x, s,p, N).
We will say, moreover, that F is uniformly elliptic if there are constants 0 <
λ ≤ Λ such that for all M ∈ Sd and r ≥ s we have
λ|N | ≤ F (x, r,p,M +N)− F (x, s,p,M) ≤ Λ|N |, ∀N ≥ 0.
Example 2.16 (linear and quasilinear equations). Let us, as a first example,
show that the linear operator in nondivergence form L of (2.10) is elliptic in
the sense of Definition 2.15. By doing so and following the considerations of
the examples previously given, we see that all the other cases also fit into this
framework. Define
F (x, r,p,M) = tr(A(x)M).
Since, for symmetric matrices, A : B = tr(AB) we see that Lu(x) = F (x, u(x), Du(x), D2u(x)).
Moreover, the positivity of A implies the monotonicity of F .
We now present several examples of fully nonlinear equations that fit into
Definition 2.15.
Example 2.17 (Hamilton Jacobi Bellman operator). Let A be any compact
set and assume that for every α ∈ A we are given a uniformly elliptic linear
operator
Lαu(x) = Aα(x) : D2u(x)
and a function fα ∈ C(Ω). Define
F (x, r,p,M) = sup
α∈A
[tr(Aα(x)M)− fα(x)] .
Notice immediately that
F (x, u(x), Du(x), D2u(x)) = inf
α∈A
[Lαu(x)− fα(x)] .
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Moreover since, for every α ∈ A, x ∈ Ω and M,N ∈ Sd, we have that
Aα(x)M ≤ Aα(x)N whenever M ≤ N , we immediately conclude that the oper-
ator F is monotone and thus elliptic in the sense of Definition 2.15. A similar
argument shows that F is uniformly elliptic whenever the family of linear op-
erators {Lα}α∈A is uniformly elliptic. More importantly, we notice that the
function F is convex with respect to M .
Example 2.18 (Isaacs operator). The previous example can be generalized as
follows. Assume now that we have two index sets A and B and, for each (α, β) ∈
A×B, we have a uniformly elliptic linear operator
Lα,βu(x) = Aα,β(x) : D2u(x).
Define
F (x, r,p,M) = inf
β∈B
sup
α∈A
[
tr(Aα,β(x)M)− fα,β(x)] ,
and notice that
F (x, u(x), Du(x), D2u(x)) = inf
β∈B
sup
α∈A
[
Lα,βu(x)− fα,β(x)] .
One more time, the uniform ellipticity of the operators Lα,β yields the uniform
ellipticity of F . Notice, that F is neither convex nor concave with respect to M .
Example 2.19 (Monge Ampe`re operator). As a final example, consider the
operator
F (x, r,p,M) = detM − f(x).
Notice that, in general, this operator does not satisfy the monotonicity condition
of Definition 2.15. However, if we restrict it to positive definite matrices, then
this operator is uniformly elliptic. Consequently, for a positive f and a strictly
convex function u ∈ C2(Ω) we define the Monge Ampe`re operator as
F (x, u(x), Du(x), D2u(x)) = detD2u(x)− f(x).
With Definition 2.15 at hand, we turn our attention to boundary value prob-
lems for elliptic operators. In other words, for an elliptic operator F we consider
the problem: find u : Ω¯→ R such that
F (x, u,Du,D2u) = 0 in Ω, u = g on ∂Ω. (2.20)
The meaning in which (2.20) is satisfied will give rise to the various existing
concepts of solutions.
2.2 Classical solutions
The first, and obvious, notion of solution is when identity (2.20) is understood
in a pointwise sense. This gives rise to so-called classical solutions.
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Definition 2.21 (classical solution). Let F ∈ C(Ω × R × Rd × Sd), then the
function u ∈ C2(Ω) ∩ C(Ω¯) is said to be a classical solution of (2.20) if this
identity holds for every x ∈ Ω¯.
An immediate consequence of ellipticity is that classical solutions are unique.
Theorem 2.22 (uniqueness). Let F be elliptic in the sense of Definition 2.15.
If F is strictly decreasing in the r variable or uniformly elliptic, then problem
(2.20) cannot have more than one classical solution.
Proof. Let us prove this result under the assumption that the map F is strictly
decreasing in the r variable. The remaining case can be found, for instance, in
[58, Corollary 17.2]. Assume that u and v are classical solutions to (2.20) and set
w = u−v. Notice that w = 0 on ∂Ω and that if w attains a (positive) maximum
at x0 ∈ Ω, then Dw(x0) = 0 and D2w(x0) ≤ 0. Therefore, if u(x0) > v(x0),
ellipticity and the fact that the map is strictly decreasing imply
0 = F (x0, u(x0), Du(x0), D
2u(x0)) < F (x0, v(x0), Dv(x0), D
2v(x0)),
which is a contradiction. Similarly, the function w cannot attain a negative
minimum in Ω and, consequently, w ≡ 0.
Let us, as an example, mention that Theorem 2.22 holds for the operator L˜
of Example 2.12 whenever the zero order coefficient c ≤ 0.
In the linear case of Example 2.16, the Dirichlet problem (2.20) reads: find
u ∈ C2(Ω) ∩ C(Ω¯) such that
Lu = f in Ω, u = g on ∂Ω. (2.23)
In this case, the existence of classical solutions is guaranteed by what is known
as Schauder estimates which, simply put, boil down to freezing the coefficients
and a continuity argument; see [58, Theorems 6.13-6.14].
Theorem 2.24 (existence). Let Ω satisfy an exterior sphere condition at every
boundary point. Assume the operator (2.10) is strictly elliptic in the sense of
Definition 2.11. If g ∈ C(∂Ω) and, for some α ∈ (0, 1), f and the coefficients
of L are bounded and belong to Cα(Ω), then the Dirichlet problem (2.23) has a
unique classical solution u ∈ C2,α(Ω) ∩ C(Ω¯). If, in addition, we assume that
∂Ω ∈ C2,α, that f and the coefficients of L belong to Cα(Ω¯); and g ∈ C2,α(Ω¯),
then u ∈ C2,α(Ω¯) and
‖u‖C2,α(Ω¯) ≤ C
(‖f‖Cα(Ω¯) + ‖g‖C2,α(Ω¯)) ,
where the constant C is independent of u, f and g.
At this point, the reader may wonder if Ho¨lder continuity is indeed necessary
for these results. Example 2.32 below will show us that this is the case.
If more regularity is assumed on the domain and problem data, it can be
shown that the (unique) classical solution is also more regular [58, Theorem
6.19].
15
Theorem 2.25 (regularity). In the setting of Theorem 2.24 assume additionally
that, for some k ≥ 0 we have ∂Ω ∈ Ck+2,α, g ∈ Ck+2,α(Ω¯) and that f and the
coefficients of L belong to Ck,α(Ω¯). Then u ∈ Ck+2,α(Ω¯).
While Theorems 2.24 and 2.25 provide a satisfactory and conclusive answer
for a linear operator with smooth coefficients, it does not cover rough coefficients
or nonlinear problems, in which a classical solution may not exist. This is why
we must depart from classical solutions and consider weakened or generalized
concepts of solutions.
2.3 Weak (variational) solutions
We now turn our attention to the case of divergence form operators as in Defini-
tion 2.6 and consider, for this particular operator, the Dirichlet problem (2.20).
The natural solution concept in this case is called weak solution, and follows
from an integration by parts argument, and an integral identity similar to (2.4).
Definition 2.26 (weak solutions of linear equations). A function u ∈ H1(Ω)
is said to be a weak solution of the Dirichlet problem
Lu = f, in Ω, u = g, on ∂Ω (2.27)
if u− g ∈ H10 (Ω) and, for every ϕ ∈ H10 (Ω), we haveˆ
Ω
(
ADu
) ·Dϕ = ˆ
Ω
fϕ. (2.28)
Existence and uniqueness follow from the classical Lax-Milgram lemma or,
more generally, from so-called inf-sup conditions.
Theorem 2.29 (existence and uniqueness). Let Ω be bounded, L be uniformly
elliptic in the sense of Definition 2.6 and such that its coefficients belong to
L∞(Ω). If f ∈ H−1(Ω) and g ∈ H1(Ω), then problem (2.27) has a unique weak
solution u ∈ H1(Ω).
Again, under additional smoothness assumptions on the domain and problem
data, one can assert further differentiability of the solution. This is the content
of the following result [58, 60].
Theorem 2.30 (regularity). Assume, in addition to the conditions of Theo-
rem 2.29 that ∂Ω ∈ C2 or that Ω is convex. If A ∈ C0,1(Ω¯,Sd), f ∈ L2(Ω) and
g ∈ H2(Ω) then we have u ∈ H2(Ω) ∩H1(Ω) and
‖u‖H2(Ω) ≤ C
(‖u‖L2(Ω) + ‖f‖L2(Ω) + ‖g‖H2(Ω))
where the constant C is independent of u, f and g.
We wish to also mention the remarkable result by E. De Giorgi concerning
the Ho¨lder regularity of weak solutions.
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Theorem 2.31 (De Giorgi I). Let u ∈ H1(Ω) be a weak solution to (2.28) with
g = 0, f ∈ Lq(Ω) with q > d/2, then there is α ∈ (0, 1) for which u ∈ Cαloc(Ω).
If, in addition, q > d and A ∈ Cβ(Ω¯,Sd), with β = 1− d/q, then u ∈ C1,βloc (Ω).
In light of the second part of the previous result, it is natural to ask whether
f ∈ L∞(Ω) with appropriate assumptions on the boundary data g and the
coefficients of L would yield that Du ∈ C1loc(Ω). The following example shows
that this, in general, is false [63, Section 3.4].
Example 2.32 (second derivatives are not continuous). For R < 1 let Ω =
{x ∈ Rd : |x| < R} and consider
f(x) =

0, x = 0,
x22 − x21
2|x|2
(
d+ 2√− ln |x| + 12(− ln |x|)3/2
)
, x 6= 0.
Notice that f ∈ C(Ω¯) and that the function u(x) = (x21−x22)
√− ln |x| ∈ C(Ω¯)∩
C∞(Ω¯ \ {0}) satisfies ∆u = f with boundary conditions
g =
√− lnR(x21 − x22).
However, this function cannot be a classical solution since
lim
|x|→0
∂2u(x)
∂x21
=∞
so that u 6∈ C2(Ω). In fact, although the problem has a weak solution, it does
not have a classical one. This example also shows that, in the classical solution
theory given in Theorem 2.24, mere continuity of the data is not sufficient, thus
justifying the need for Ho¨lder continuity.
Let us now focus our attention on the quasilinear operator Q of Example 2.9
and consider the Dirichlet problem
Qu = f, in Ω, u = g, on ∂Ω. (2.33)
The definition of weak solution is as follows.
Definition 2.34 (weak solutions of quasilinear equations). A function u ∈
W 1,p(Ω) (1 < p < ∞) is called a weak solution of (2.33) if u − g ∈ W 1,p0 (Ω)
and ˆ
Ω
(
a(x, u,Du) ·Dv + b(x, u,Du)v) = ˆ
Ω
fv
for all v ∈W 1,p0 (Ω).
Notice that the equation that defines weak solutions to (2.33) are the Euler
Lagrange equations of the functional
I(u) =
ˆ
Ω
(
E(x, u,Du)− fu)
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over the set of functions v ∈W 1,p(Ω) such that u−g ∈W 1,p0 (Ω). Consequently,
the existence of weak solutions is tightly bound with the calculus of variations.
Theorem 2.35 (existence and uniqueness). Assume that there is a p ∈ (1,∞)
for which the function E satisfies the coercivity condition: there are constants
C1 > 0, C2 ≥ 0 such that, for every x ∈ Ω, z ∈ R and p ∈ Rd we have
E(x, z,p) ≥ C1|p|p − C2.
Assume, in addition, that E is convex in the p variable. Then, for f ∈ Lp′(Ω),
the functional I has a minimizer u ∈ W 1,p(Ω) such that u − g ∈ W 1,p0 (Ω).
Finally, if E does not depend on z and is uniformly convex, then this minimizer
is unique.
With this theorem at hand it can be readily shown that, in this setting, the
(unique) minimizer u of I is a weak solution of (2.33) in the sense of Defini-
tion 2.34.
We can also establish, under additional assumptions on E, further differen-
tiability of minimizers. To shorten the exposition we confine ourselves to the
case where E is independent of x and z, it is coercive with p = 2, satisfies the
growth condition
|DpE(p)| ≤ C(|p|+ 1), ∀p ∈ Rd (2.36)
and
|D2E(p)| ≤ C, ∀p ∈ Rd. (2.37)
With these additional assumptions we have the following regularity result [40,
Theorem 8.3.1].
Theorem 2.38 (regularity). In the setting of Theorem 2.35 assume, in ad-
dition, that E depends only on p and satisfies (2.36) and (2.37). If g = 0,
f ∈ L2(Ω) and ∂Ω ∈ C2 we have that u ∈ H2(Ω) with the estimate
‖u‖H2(Ω) ≤ C‖f‖L2(Ω).
What is more interesting and remarkable is that the results of De Giorgi
presented in Theorem 2.31 can be extended to this case as well.
Theorem 2.39 (De Giorgi II). Let u ∈ W 1,p(Ω) be a minimizer of I. If E
satisfies the growth and monotonicity conditions
|DpE(x, z,p)| ≤ C1
(
1 + |p|p−1) , DpE(x, z,p).p ≥ C2|p|p − C3
then there is α ∈ (0, 1) for which u ∈ Cαloc(Ω).
Under suitable assumptions, local Ho¨lder continuity of the gradients of the
minimizers can also be established. For further regularity results for quasilinear
problems the reader is referred, for instance, to [99].
While, in this setting, we have a sufficiently rich theory, it only applies to
divergence form operators. Below, in Section 2.5 we will describe the right
generalization of the notion of solutions for more general problems.
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2.4 Strong solutions
We now describe a solution concept that, in a sense, lies in between classical and
weak solutions, and that can also be applied to nondivergence form operators
such as (2.10) and that of Example 2.14. These solutions are called strong.
Definition 2.40 (strong solutions). The function u ∈ W 2,p(Ω) (1 < p < ∞)
is a strong solution of the boundary value problem (2.20) if the equation and
boundary conditions hold almost everywhere in Ω and ∂Ω, respectively.
We immediately remark that every classical solution is a strong solution.
Moreover, an integration by parts and density argument shows that a sufficiently
regular weak solution (cf. Theorems 2.30 and 2.38) is also a strong solution.
Therefore, strong solutions for the divergence form equations (2.27) and (2.33)
can be obtained from regularity considerations.
Let us now turn our attention to the nondivergence form problem (2.23) and
study the existence of strong solutions. In this case we have the following result.
Theorem 2.41 (existence). Let Ω be a C1,1 domain and the coefficients of the
operator L belong to C(Ω¯). If f ∈ Lp(Ω) and g ∈ W 2,p(Ω) (1 < p < ∞), then
the Dirichlet problem (2.23) has a unique strong solution u ∈ W 2,p(Ω) and,
moreover
‖u‖W 2,p(Ω) ≤ C
(‖f‖Lp(Ω) + ‖g‖W 2,p(Ω)) ,
where the constant C is independent of u, f and g, but depends on ‖A‖C(Ω¯,Sd),
the dimension d and the exponent p.
We must comment on the technique of proof for this result. First, for A = I
and p = 2, this follows from the regularity result of Theorem 2.30. An interpola-
tion result, in conjunction with the celebrated Caldero´n Zygmund decomposition
technique [27] yields the result for any p. Using the continuity of A the result
can be extended to a general L.
Remark 2.42 (Ho¨lder regularity). Let us briefly describe the results of Krylov
and Safonov, see [58, Section 9.8] and Theorem 2.85 below. To do so, we assume
that f ∈ Ld(Ω), g ∈ Cβ(Ω¯) for some β ∈ (0, 1) and ∂Ω satisfies a uniform
exterior cone condition. Then, given ω b Ω, there is a constant α ∈ (0, 1) such
that
|u|Cα(ω) ≤ C.
The constants α and C depend, in particular, on the dimension d and the ra-
tio Λ/λ that defines the ellipticity of L. A natural question to ask is whether
a similar estimate for the gradient Du (possibly under stricter smoothness as-
sumptions) is possible. A result by Nirenberg, see Theorem 2.77, showed that
this is the case for d = 2. For higher dimensions, however, this turns out to be
false. Safonov [118] showed that in B1 ⊂ R3, the unit ball, for every α ∈ (0, 1]
there are:
• A bounded function v ∈ C∞(R3 \ {0}),
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• a constant ν ∈ (0, 1),
• A family {Aε}ε>0 ⊂ C∞(B¯1,Sd) such that the associated nondivergence op-
erators Lε are uniformly elliptic with Λ/λ = 1/ν
2.
With these objects at hand, he showed that the solution to the problem
Lεuε = 0, in B1, uε = v on ∂B1,
satisfies uε ∈ C∞(B¯1), ‖uε‖L∞(B1) = 1 but
lim
ε↓0
|uε|Cα(B1/2) =∞.
From this it immediately follows that Ho¨lder estimates on the derivatives are
not possible.
Let us point out now that, in Theorem 2.41, the assumption that A ∈
C(Ω¯,Sd) cannot be, in general, weakened. The following example is due to
Pucci.
Example 2.43 (nonuniqueness). Let us show, following [97, Section 1.1], that
for d ≥ 3 there is a bounded measurable matrix A such that problem (2.23) with
f = 0 and g = 0 has more than one strong solution in H2(Ω) ∩H10 (Ω). Let Ω
be the unit ball of Rd and define
A(x) = I + b
xxᵀ
|x|2 , b =
d− 2 + λ
1− λ , max{2− d/2, 0} < λ < 1.
Obviously
|ξ|2 ≤ ξ ·Aξ ≤ (1 + b)|ξ|2,
so that A is bounded and the associated operators L are uniformly elliptic. De-
fine u(x) = |x|λ − 1 and notice that
D2u(x) = λ(λ− 2)|x|λ−4xxᵀ + λ|x|λ−2I,
which, since λ > 2− d/2, shows that u ∈ H2(Ω)∩H10 (Ω). Moreover, due to the
choice of b, we have
Lu(x) = A : D2u(x) = λ|x|λ−2 [(1 + b)λ+ d− b− 2] = 0.
Since this will be important in subsequent developments, we now focus on
conditions weaker that continuity that allow for the existence and uniqueness
of a strong solution for (2.23).
2.4.1 The Cordes condition
Since, as Example 2.43 shows, mere boundedness of the coefficients in the oper-
ator of (2.23) does not suffice to ensure uniqueness of strong solutions, here we
study the so-called Cordes condition for linear operators in nondivergence form.
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The idea behind it and the theory that follows is to reformulate the operator
in a way that the result is “close” to a one in divergence form, in particular,
the Poisson equation. This reformulation allows us to apply classical tools in
functional analysis to study the existence, uniqueness and a priori estimates for
problem (2.10).
To motivate and derive this condition consider the following problem: given
x ∈ Ω, find γ(x) ∈ R that minimizes the quadratic function
τ 7→ |τA(x)− I|2.
Simple arguments show that the minimum is attained at
γ(x) =
trA(x)
|A(x)|2 , and |γ(x)A(x)− I|
2 = d− (trA(x))
2
|A(x)|2 . (2.44)
In particular, this simple calculation shows that
|γ(x)Lv(x)−∆v(x)|2 = ∣∣(γ(x)A(x)− I) : D2v(x)∣∣2
≤
(
d− trA(x)
2
|A(x)|2
)
|D2v(x)|2.
(2.45)
The Cordes condition ensures that the multiplicative constant on the right-hand
side of (2.45) is less than one.
Definition 2.46 (Cordes condition). A positive definite matrix A ∈ L∞(Ω,Sd)
satisfies the Cordes condition provided there exists an  ∈ (0, 1] such that
|A|2
(trA)2
≤ 1
d− 1 +  a.e. Ω. (2.47)
Notice that the Cordes condition ensures that there exists γ > 0 such that,
for all v ∈ H2(Ω), we have
‖γLv −∆v‖L2(Ω) ≤
√
1− ‖D2v‖L2(Ω). (2.48)
Remark 2.49 (the Cordes condition in spectral terms). Since, by assumption,
for a.e. x ∈ Ω we have that A(x) ∈ Sd and that it is positive definite, it is
diagonalizable and all its eigenvalues {λi}di=1 = {λi(x)}di=1 are positive. Using
the well known identities |A|2 = ∑di=1 λ2i , trA = ∑di=1 λi and (∑di=1 λi)2 ≤
d
∑d
i=1 λ
2
i condition (2.47) can be recast, in terms of the eigenvalues of A as
follows:
1
d
≤
∑d
i=1 λ
2
i(∑d
i=1 λi
)2 ≤ 1d− 1 +  a.e. Ω.
In other words, (2.47) is an anisotropy condition on A that becomes more strin-
gent in higher dimensions.
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The considerations in Remark 2.49 show that the Cordes condition is always
satisfied in two dimensions with  = infx∈Ω 2λ1λ2/(λ21 + λ
2
2) ∈ (0, 1]. On the
other hand, there exist symmetric positive definite matrices in three dimensions
(and higher) that do not satisfy (2.47).
Example 2.50 (three dimensions). Consider the matrix
A =
1 0 c0 1 b
c b 4

with b2 + c2 < 4 so that det(A) = 4− (b2 + c2) > 0. Sylvester’s criterion ensures
that the matrix is positive definite, and a straightforward calculation shows that
|A|2
(trA)2
=
18 + 2(b2 + c2)
62
≥ 1
2
.
Thus A does not satisfy the Cordes condition.
Example 2.51 (the example of Pucci). As another example consider the matrix
of Example 2.43 for d = 3. Notice, first of all that, that in this case we have
1
2
< λ < 1, b =
3− 2 + λ
1− λ > 3.
Simple calculations then yield
|A|2 = d+ 2b+ b2
(trA)2 = (d+ b)
2
and therefore
|A|2 − 1
d− 1(trA)
2 = d+ 2b+ b2 − (d+ b)
2
d− 1 > 0
Thus one concludes that A does not satisfy the Cordes condition.
The Cordes condition is a key assumption to establish the well-posedness
of the elliptic problem (2.10) with discontinuous coefficients. Another crucial
ingredient is the Miranda-Talenti estimate which is summarized in the next
lemma.
Lemma 2.52 (Miranda-Talenti estimate). Let Ω ⊂ Rd be a bounded convex
domain. Then for any v ∈ H2(Ω) ∩H10 (Ω) there holds
|v|H2(Ω) ≤ ‖∆v‖L2(Ω). (2.53)
While this result can be understood as a regularity estimate in the spirit
of Theorem 2.30, we remark that it can be obtained without appealing to this
theory; we refer the reader to [97, Lemma 1.2.2] for a proof. Moreover, while the
aforementioned regularity results yield that, for functions in H2(Ω)∩H10 (Ω), the
norm v 7→ ‖∆v‖L2(Ω) is equivalent to the H2(Ω)-norm; the important feature
of estimate (2.53) is that the equivalence constant is exactly one on convex
domains.
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Remark 2.54 (polygonal domains). In two dimensions the Miranda-Talenti es-
timate (2.53) holds for a polygonal domain Ω without the convexity assumption.
Indeed, assuming that u ∈ C∞(Ω¯), we have
|D2u|2 = |∆u|2 + 2(|∂12u|2 − ∂11u∂22u),
where we explicitly used that we are in two dimensions. In addition, integration
by parts and some algebraic manipulations show (see [29, equation (1.2.9)]) thatˆ
Ω
(|∂12u|2 − ∂11u∂22u) =
ˆ
∂Ω
(−∂ττu∂nu+ ∂nτu∂τu),
where τ is the unit tangential vector along the boundary ∂Ω, ∂τ is the derivative
in its direction and ∂n denotes the normal derivative. Now, if u = 0 on ∂Ω then
we have that ∂τu = 0 so that the second term on the right hand side of this
expression vanishes. If, in addition, ∂Ω is polygonal, this also implies that
∂ττu = 0, which allows us to obtain (2.53). By density, the same result holds
for every u ∈ H2(Ω) ∩H10 (Ω).
Identities (2.44) and (2.53) motivate the introduction of the bilinear form
a(·, ·) : (H2(Ω) ∩H10 (Ω))2 3 (v, w) 7→ a(v, w) = ˆ
Ω
γLv∆w ∈ R.
The properties of a are as follows.
Lemma 2.55 (properties of a). Assume that the coefficient A of the operator
L satisfies the Cordes condition (2.47). If Ω is convex, then the bilinear form a
is bounded and coercive on H2(Ω) ∩H10 (Ω).
Proof. Since γ is bounded, the continuity immediately follows.
If the Cordes condition (2.47) is satisfied and Ω is convex, then from the
Miranda-Talenti estimate (2.53) and Cauchy Schwarz inequality we obtain,
a(v, v) = ‖∆v‖2L2(Ω) +
ˆ
Ω
(γLv −∆v)∆v
≥ ‖∆v‖2L2(Ω) −
√
1− |v|H2(Ω)‖∆v‖L2(Ω)
≥ (1−√1− )‖∆v‖2L2(Ω).
(2.56)
In conclusion, a is coercive on H2(Ω) ∩H10 (Ω).
The coercivity estimate of Lemma 2.55 allows us to show the existence and
uniqueness of strong solutions under the Cordes condition.
Theorem 2.57 (existence and uniqueness). Assume that the coefficient A of
the operator L satisfies the Cordes condition (2.47). If Ω is convex, then the
Dirichlet problem (2.23) with f ∈ L2(Ω) and g = 0 has a unique strong solution
u ∈ H2(Ω) ∩H10 (Ω). Moreover, we have
‖u‖H2(Ω) ≤ C
‖γ‖L∞(Ω)
1−√1− ‖f‖L2(Ω),
where the constant C is independent of u and f .
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Proof. From Lemma 2.55 and the Lax-Milgram Lemma, there exists a unique
u ∈ H2(Ω) ∩H10 (Ω) satisfying
a(u, v) =
ˆ
Ω
γf∆v ∀v ∈ H2(Ω) ∩H10 (Ω).
Since u ∈ H2(Ω) and the Laplace operator ∆ : H2(Ω) ∩ H10 (Ω) → L2(Ω) is
surjective on convex domains, standard arguments show that u satisfies Lu = f
almost everywhere, i.e., it is a strong solution to the elliptic problem (2.23).
The coercivity condition (2.56) also implies the a priori estimate
‖u‖H2(Ω) ≤ C‖∆u‖L2(Ω) ≤ C
‖γ‖L∞(Ω)
1−√1− ‖f‖L2(Ω).
Remark 2.58 (inf-sup conditions). Since the Laplace operator is surjective
from H2(Ω) ∩ H10 (Ω) to L2(Ω) on convex domains, the above arguments show
that the inf–sup condition
sup
w∈L2(Ω)\{0}
´
Ω
γLvw
‖w‖L2(Ω) ≥
(
1−√1− ) ‖∆v‖L2(Ω) ∀v ∈ H2(Ω) ∩H10 (Ω)
is satisfied. One can then appeal to the Babusˇka-Brezzi theorem to deduce the
existence of strong solutions to (2.10). To our knowledge the use of this inf-sup
condition for the numerical approximation has yet to be investigated.
Remark 2.59 (the case p 6= 2). It is possible to show [97, Theorem 1.2.3] that, if
Ω is convex and A satisfies the Cordes condition, there are 1 < pl < 2 < pr <∞
such that if p ∈ (pl, pr), f ∈ Lp(Ω) and g = 0, then problem (2.23) has a unique
strong solution u ∈ W 2,p(Ω) ∩W 1,p0 (Ω). We also have an a priori estimate in
which the constant now depends on p.
Remark 2.60 (strong solutions under other conditions). It is possible to obtain
the existence and uniqueness of strong solutions for problem (2.23) under other
assumptions. Let us discuss two of them:
• Assuming that A ∈W 1,d(Ω,Sd) one can rewrite the operator in nondivergence
form and extend the theory of weak solutions, described in Section 2.3, to
coefficients in this class. What is remarkable is that, in Example 2.43, for
every ε > 0 the parameter λ can be chosen so that A ∈ W 1,d−ε(Ω,Sd), thus
showing that A ∈ W 1,d−ε(Ω,Sd) is not sufficient for uniqueness. On the
other hand, if A ∈W 1,d+ε(Ω,Sd), for some ε > 0, then A ∈ C0,α(Ω¯,Sd) and,
consequently, the classical Schauder theory applies (cf. Theorem 2.24).
• In essence, the case of uniformly continuous coefficients boils down to realizing
that, locally, their oscillation in the L∞(Ω)-norm is small, and so they can
be considered a constant. These ideas have been extended, see [97, Chapter
2], to the case of a coefficient A ∈ VMO(Ω,Sd), thus showing that this is
a sufficient condition to obtain strong solutions. Since W 1,d(Ω) is a proper
subset of VMO(Ω) this result truly extends the case of Sobolev coefficients
detailed above.
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2.5 Viscosity solutions
At this point we wish to introduce one final notion of solution, the one that
will be suited for the study of fully nonlinear equations. This is that of a
viscosity solution. The reader may recall that the notion of weak solutions,
introduced in Section 2.3, was based on an integration by parts argument (2.4)
and the positivity (2.5) of the resulting operators. While this proved sufficient
for linear and quasilinear operators in divergence form, different arguments are
necessary for fully nonlinear operators as those of Examples 2.17–2.19. The
fundamental property that will be used to define solutions in this case will be,
as in Corollary 2.2, a comparison principle.
2.5.1 Definition and first properties
Let us begin by motivating the definition following [74]. Let F be an elliptic
operator in the sense of Definition 2.15 and u ∈ C2(Ω) a classical solution to
F (x, u,Du,D2u) = 0, in Ω. (2.61)
Let x0 ∈ Ω and assume that there is a smooth function ϕ ∈ C2(Ω) that can
touch from above the graph of u at x0. More precisely, we assume that
u(x) ≤ ϕ(x) ∀x ∈ Ω, u(x0) = ϕ(x0).
These conditions imply that the function u−ϕ has a local maximum at x0 and,
consequently,
D(u− ϕ)(x0) = 0, D2(u− ϕ)(x0) ≤ 0.
Since the operator F is assumed to be elliptic we obtain
0 = F (x0, u(x0), Du(x0), D
2u(x0)) = F (x0, ϕ(x0), Dϕ(x0), D
2u(x0))
≤ F (x0, ϕ(x0), Dϕ(x0), D2ϕ(x0)).
Similar considerations will give us that if ψ ∈ C2(Ω) touches from below the
graph of u at x0 we would obtain
F (x0, ψ(x0), Dψ(x0), D
2ψ(x0)) ≤ 0.
Finally we notice that it is possible to reach the same conclusions if we re-
place the equality in (2.61) by a corresponding inequality. These considerations
motivate the following definition.
Definition 2.62 (viscosity solution). Let F be elliptic in the sense of Defini-
tion 2.15. We say that the function u ∈ C(Ω) is:
(a) A viscosity subsolution of (2.61) if whenever x0 ∈ Ω, ϕ ∈ C2(Ω) and u−ϕ
has a local maximum at x0 we have that
F (x0, ϕ(x0), Dϕ(x0), D
2ϕ(x0)) ≥ 0.
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(b) A viscosity supersolution of (2.61) if whenever x0 ∈ Ω, ϕ ∈ C2(Ω) and
u− ϕ has a local minimum at x0 we have that
F (x0, ϕ(x0), Dϕ(x0), D
2ϕ(x0)) ≤ 0.
(c) A viscosity solution if it is a sub- and supersolution.
Remark 2.63 (viscosity solutions). Several remarks must be immediately made
about Definition 2.62.
• While the motivation provided assumed that the function u is smooth, the
definition only requires its continuity.
• By approximation and continuity of F , it is sufficient to verify the condition
for quadratic polynomials ϕ ∈ P2, see [22, Proposition 2.4].
• If u ∈ C2(Ω) is a classical solution then it is a viscosity solution. This follows
from the ellipticity of F . Moreover, sufficiently smooth viscosity solutions are
also classical [22, Lemma 2.5] and [74, Theorem 2.11].
• This definition talks only about solutions to equation (2.61) not the boundary
value problem (2.20). More details on this issue will be provided below; see
Definition 2.67 and Section 2.5.3.
• The definition assumes that the candidate solution can be touched from above
(below). At points where this is not possible there is nothing to verify and the
function automatically satisfies the equation at these points.
• For the divergence form operators L and L˜ it is known [68] that the concepts of
weak solution, in the sense of Definition 2.26, and viscosity solutions coincide.
• We will not provide a historical account of the origin and development of this
definition. The interested reader can consult the classical reference [31].
A remarkable property of viscosity solutions is its stability, which is detailed
in the following two results. For a proof of the first one we refer to [22, Propo-
sition 2.8] [74, Theorem 3.2] or [31, Section 6]. For the second one, we refer to
[22, Proposition 2.7] or [74, Theorem 3.12].
Theorem 2.64 (limits and viscosity solutions). Let {Fk}k∈N be a sequence of
uniformly elliptic operators in the sense of Definition 2.15 and let {uk}k∈N ⊂
C(Ω) be, for each k, viscosity subsolutions to the equations
Fk(x, uk, Duk, D
2uk) = 0.
If, as k → ∞, Fk → F uniformly on compact subsets of Ω × R × Rd × Sdand
uk → u uniformly in compact subsets of Ω, then u is a viscosity subsolution of
F (x, u,Du,D2u) = 0.
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Theorem 2.65 (suprema of subsolutions). Let U ⊂ C(Ω) be a set of viscosity
subsolutions of (2.61). For x ∈ Ω define
u¯(x) = sup{u(x) : u ∈ U}.
Suppose that u¯ ∈ C(Ω) and is bounded. Then u¯ is a viscosity subsolution of
(2.61).
2.5.2 Existence and uniqueness
Let us now turn our attention to the existence and uniqueness of viscosity solu-
tions to (2.20). To do so we must specify in which sense the boundary conditions
are being understood. We begin by introducing the notion of semicontinuity.
Definition 2.66 (semicontinuity). We say that the function u ∈ LSC(Ω) (is
lower semicontinuous) if, for all x ∈ Ω,
u(x) ≤ lim inf
y→x u(y).
On the other hand, we say that u ∈ USC(Ω) (is upper semicontinuous) if −u ∈
LSC(Ω).
Notice that, in Definition 2.62 and the discussion that followed, nothing
would have changed if we had only required that subsolutions and supersolutions
are upper and lower semicontinuous, respectively. With this definition at hand,
we may define viscosity solutions to the Dirichlet problem.
Definition 2.67 (solution to the Dirichlet problem). Let F be elliptic in the
sense of Definition 2.15 and g ∈ C(∂Ω). We say that:
(a) The function u? ∈ USC(Ω¯) is a viscosity subsolution to (2.20) if it is a
viscosity subsolution to the equation (e.g. (2.61)) and u?(x) ≤ g(x) for all
x ∈ ∂Ω.
(b) The function u? ∈ LSC(Ω¯) is a viscosity supersolution to (2.20) if it is a
viscosity supersolution to (2.61) and u?(x) ≥ g(x) for all x ∈ ∂Ω.
(c) The function u ∈ C(Ω¯) is a viscosity solution to (2.20) if it is a sub- and
supersolution.
Notice that this definition requires the boundary values to be attained in
the classical sense. Different boundary conditions might require a different
interpretation, and we will briefly comment on this below.
We now turn our attention to the existence of solutions and the so-called
Perron’s method. Simply put, this method provides existence under the assump-
tion that the problem cannot have more than one solution. While, as shown
in Theorem 2.22, uniqueness of classical solutions is immediate; in this more
general setting we need one additional condition.
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Definition 2.68 (comparison). We say that the Dirichlet problem (2.20) sat-
isfies a comparison principle if, whenever u? ∈ USC(Ω) and u? ∈ LSC(Ω) are
sub- and supersolutions, respectively, we have
u? ≤ u? in Ω.
Notice that from Definition 2.68, it immediately follows that (2.20) cannot
have more than one solution. Indeed, if u and v are two viscosity solutions then,
in particular, u is a subsolution and v a supersolution; consequently, u ≤ v. An
analogous reasoning yields the reverse inequality.
With these two conditions at hand, we proceed to show existence of solutions.
For a proof, we refer the reader, for instance, to [31, Theorem 4.1] and [74,
Theorem 5.3].
Theorem 2.69 (Perron’s method). Let F be elliptic in the sense of Defini-
tion 2.15 and g ∈ C(∂Ω). Assume that the Dirichlet problem (2.20) satisfies a
comparison principle in the sense of Definition 2.68. If there exist a subsolution
u? and a supersolution u
? to (2.20) that satisfy the boundary condition, then
u(x) = sup {v(x) : u? ≤ v ≤ u? and v is a subsolution}
defines a viscosity solution to (2.20).
Notice that, while Theorem 2.69 provides a somewhat explicit construction
of the unique solution to (2.20), one still needs to verify the existence of sub-
and supersolutions that satisfy the boundary condition in a classical sense. This
must be done on a case by case basis and we refer the reader to [31, Example
4.6] and [74, Application 5.9] for two examples where these are constructed.
It remains to understand which operators satisfy the comparison principle
of Definition 2.68. Loosely speaking, similar ideas to those presented in Theo-
rem 2.22 should yield uniqueness of viscosity solutions. However, the arguments
presented there cannot be applied directly since we are dealing with functions
that are merely continuous and additional structural conditions must be im-
posed. This is due to the subtle fact, which may have escaped the reader, that
Definition 2.15 is too general. By this we mean that, for instance, first order and
parabolic equations fit into this definition. For this reason, many authors say
that an operator is degenerate elliptic if it only satisfies the monotonicity condi-
tion with respect to the M variable. This is in contrast with uniform ellipticity,
which precludes these two degenerate cases.
Let us then, for the sake of illustration, concentrate our efforts in finding
a comparison principle for uniformly elliptic equations. We begin by showing,
following [75, Example 1] that uniform ellipticity is not enough to ensure a
comparison principle.
Example 2.70 (lack of comparison). Consider the Dirichlet problem
u′′ + 18x(u′)4 = 0 in (−1, 1), u(−1) = −b, u(1) = b,
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with b > 1. Clearly, the equation is uniformly elliptic. It is easy to check that
the functions
u?(x) =
{
3
√
x− 1 + b, x ∈ [0, 1],
3
√
x+ 1− b, x ∈ [−1, 0), u
?(x) =
{
3
√
x− 1 + b, x ∈ (0, 1],
3
√
x+ 1− b, x ∈ [−1, 0],
which differ only at the origin, are viscosity sub and supersolutions, respectively,
and that they satisfy the boundary values. Notice, however, that
max
x∈(−1,1)
{u?(x)− u?(x)} = u?(0)− u?(0) = 2b− 2 > 0.
While, to our knowledge, necessary and sufficient conditions for the existence
of a comparison principle for a general elliptic operator are not known, there
are several sufficient conditions. We collect these in the following result.
Theorem 2.71 (existence of comparison principle). If the Dirichlet problem
(2.20) satisfies any of the structural conditions given below, then it satisfies a
comparison principle in the sense of Definition 2.68.
(a) [74, Theorem 6.1] The dependence with respect to x is decoupled, i.e., the
equation reads
F (u,Du,D2u) = f
with F ∈ C(R,Rd,Sd), f ∈ C(Ω¯). The operator F is elliptic and satisfies,
for some γ > 0
F (r,p,M) ≥ F (s,p,M) + γ(s− r), ∀r ≤ s.
(b) The operator F is elliptic, independent of the r and p variables and satisfies,
for some λ > 0,
F (x,M + tI) ≥ F (x,M) + λt, ∀t ≥ 0.
(c) [128] The operator F is uniformly elliptic, Lipschitz continuous in p and
the following continuity assumption holds:
|F (x, r,p,M)− F (y, r,p,M)| ≤ µ2|x− y|1/2|M |+ ω(|x− y|),
for all x, y ∈ Ω, r and p in a suitable ball and ω(a)→ 0 as a ↓ 0. Addition-
ally, one must assume that sub and supersolutions belong to C0,1(Ω).
(d) [77] The dependence with respect the r variable is decoupled, i.e., the equa-
tion reads
νu+ F (x,Du,D2u) = 0
with, either ν < 0 and F elliptic, or ν ≤ 0, F uniformly elliptic and Lips-
chitz in the p variable, for p ∈ Rd.
(e) [121] The operator F is independent of x and p and is strictly decresasing
in r, i.e., whenever r > s
F (r,M) < F (s,M), ∀M ∈ Sd.
Other conditions can be found in the literature.
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2.5.3 Other boundary conditions
So far, for all notions of solutions, we have only discussed the Dirichlet prob-
lem (see second equation in (2.20)). Moreover, for viscosity solutions we have
assumed that the boundary conditions are attained in a classical sense. Let us
here consider other types of boundary conditions as well as generalized notions
for them. Consider
F (x, u,Du,D2u) = 0, in Ω, B(x, u,Du) = 0, on ∂Ω, (2.72)
where the map F is, as before, elliptic but its domain of definition on the x
variable is now Ω¯. The function B : ∂Ω×R×Rd is assumed to be nonincreasing
in its second argument, i.e.,
r ≥ s⇒ B(x, r,p) ≤ B(x, s,p), ∀x ∈ ∂Ω, p ∈ Rd.
The Dirichlet problem, obviously, falls into this description with B(x, r,p) =
g(x)− r, but others are also admissible. For instance, let n(x) denote the outer
normal to ∂Ω at x and ν : ∂Ω → Rd be such that, for all x ∈ ∂Ω, we have
ν(x) · n(x) > 0. The boundary condition
B(x,p) = ν(x) · p− g(x)
gives rise to the so-called oblique derivative problem; if ν = n, this is the
Neumann problem. A nonlinear example is the capillarity condition
B(x, r,p) = n · p− g(x, r)
√
1 + |p|2.
At the beginning of Section 2.5.1 the introduction of viscosity solution was
motivated by the assumption that the function u − ϕ had a local maximum
(minimum) at x0 ∈ Ω. When dealing with boundary conditions, we must now
allow for x ∈ ∂Ω. At these points the relations that led to the definition of
viscosity solution do not hold anymore and a modification is necessary. It turns
out that the correct notion is as follows.
Definition 2.73 (viscosity subsolution). With the functions F and B as above,
we say that u ∈ USC(Ω¯) is a viscosity subsolution to (2.72) if it is a viscosity
subsolution to (2.61) and, whenever there is a ϕ ∈ C2(Rd) that touches the
graph of u from above at x0 ∈ ∂Ω, then either
B(x0, ϕ(x0), Dϕ(x0)) ≥ 0 or F (x0, ϕ(x0), Dϕ(x0), D2ϕ(x0)) ≥ 0.
In an analogous manner we can consider supersolutions and, as before, a
solution to (2.72) is a function u ∈ C(Ω¯) that is both a sub and supersolution.
It is important to realize that boundary conditions in the viscosity sense, in
general, are not equivalent to those in the classical sense. The reason behind this,
once more, is that Definition 2.15 is rather general and allows, for instance, to
consider first order equations for which Dirichlet conditions cannot be imposed
on the whole boundary. It is natural to ask then when a boundary condition in
the viscosity sense is attained classically. Let us briefly elaborate on this issue
for the Dirichlet problem (2.20). We begin by the definition of a barrier.
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Definition 2.74 (barrier). We say that (2.20) has barriers at x0 ∈ ∂Ω if there
exists two continuous functions u¯, u that are super- and subsolutions to (2.20),
respectively, and that satisfy u¯(x0) = u(x0) = g(x0).
Proposition 2.75 (viscosity vs. classical). Let u be a viscosity solution to
(2.20) in the sense of Definition 2.73. If barriers exist at x0 ∈ ∂Ω, then u(x0) =
g(x0).
In other words, classical and viscosity conditions coincide at points where it
is possible to construct a barrier. We conclude this discussion by providing a
sufficient condition for the existence of barriers.
Proposition 2.76 (existence of barriers). Let Ω be such that it has a tangent
ball from outside at every point of ∂Ω. If F is uniformly elliptic, Lipschitz with
respect to all its variables and, for every x ∈ Ω¯, we have F (x, 0,0, 0) = 0, then
barriers exist at every point x0 ∈ ∂Ω.
2.5.4 Regularity
To finalize the presentation on viscosity solutions, we elaborate on their regu-
larity. This is important not only because these results will serve as a guide
to establish rates of convergence for numerical schemes, but also many of the
ideas and techniques that we present here have a discrete analogue that will be
detailed in subsequent sections.
We begin with a result by Nirenberg [108] that shows that in two dimensions,
essentially, all solutions to elliptic equations are locally C2,α.
Theorem 2.77 (regularity in two dimensions). Let d = 2. Assume that F is
uniformly elliptic in the sense of Definition 2.15 and that it has bounded first
derivatives with respect to all its arguments. If u is a solution to (2.61), then
for every ω b Ω there are C > 0, α ∈ (0, 1) that depend only on the ellipticity
constants of F , the bounds on its first derivatives and the distance between ω
and ∂Ω for which
‖u‖C2,α(ω) ≤ C‖u‖L∞(Ω).
It is remarkable that this result was obtained long before the development
of the theory of viscosity solutions.
To obtain global regularity or results in more dimensions we begin by in-
troducing several notions of a more or less geometrical nature. Recall that a
function u : Ω→ R is convex if
u(αx+ (1− α)y) ≤ αu(x) + (1− α)u(y), ∀x, y ∈ Ω, α ∈ [0, 1].
For a convex function we define its subdifferential as follows.
Definition 2.78 (subdifferential). Let u ∈ C(Ω). The subdifferential of u at
the point x ∈ Ω is
∂u(x) =
{
p ∈ Rd : u(y)− u(x) ≥ p · (y − x) ∀y ∈ Ω} .
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It is well known that [38], if u is convex, then ∂u(x) 6= ∅ and that if u is
differentiable at x then ∂u(x) = {Du(x)}. Given a function u, we can always
construct the largest convex function lying below u, this gives rise to the convex
envelope. In what follows we will only need this concept for the negative part
of a function, so we define the convex envelope in this restricted setting.
Definition 2.79 (convex envelope and contact set). Let Br be a ball such that
Ω ⊂ Br and let v ∈ C(Ω) with v ≥ 0 on ∂Ω. Extend v− by zero to Br \Ω. The
convex envelope of v is defined, for x ∈ Br, by
Γ(v)(x) = sup
{
L(x) : L(z) ≤ −v−(z) ∀z ∈ Br, L ∈ P1
}
.
The points at which these two functions coincide are called contact points
C−(v) = {x ∈ Br : v(x) = Γ(v)(x)} .
Figure 2.1: Convex envelope and contact set.
An illustration of the convex envelope of a function and its contact set is
given in Figure 2.1. From the figure it is intuitively clear that, for fixed values of
v on the boundary, how deep the graph of v can go depends only on the values
of v at C−(v). The formalization of this observation is the so-called Alexandrov
estimate.
Theorem 2.80 (Alexandrov estimate). Let v ∈ C(B¯r) with v ≥ 0 on ∂Br. If
Γ(v) ∈ C1,1(Br), then
sup
Br
v− ≤ Cr|∂Γ(v)(C−(v))|1/d.
In other words, there is a set A ⊂ Br that satisfies |Br \ A| = 0 and for which
we have
sup
Br
v− ≤ Cr
(ˆ
A∩C−(v)
detD2Γ(v)
)1/d
,
where the constant C depends only on d.
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Proof. Let us, for the sake of completeness, sketch the proof for v ∈ C2(Br),
since in this case ∂Γ(v) is single valued on C−(v).
Let M = supBr v
−/2r and assume that BM ⊂ ∂Γ(v)(C−(v)). If that is the
case,
Md ≤ C|∂Γ(v)(C−(v))|,
for a constant that depends only on the dimension d. This shows the first
estimate. On the other hand, a simple change of variables yields
|∂Γ(v)(C−(v))| =
ˆ
∂Γ(v)(C−(v))
=
ˆ
C−(v)
detD2Γ(v),
so that the second statement follows from the first one.
We now show the inclusion BM ⊂ ∂Γ(v)(C−(v)). Let z ∈ Br be a point
where supBr v
− is attained. For a ∈ BM , define the affine function
L(x) = − sup
Br
v− + a · (x− z)
and notice that L(z) = − supBr v− and, for all x ∈ Br,
L(x) ≤ − sup
Br
v− + |a||x− z| < − sup
Br
v− + 2Mr = 0.
Since Dv(z) = 0 there is a x1 ∈ Br such that v(x1) < L(x1) < 0. In addition,
we have that v(x) ≥ 0 > L(x) for x ∈ ∂Br. This shows that, if x¯ ∈ Br is a point
where v−L attains its minimum, then v(x¯) < L(x¯) ≤ 0 and Dv(x¯) = DL(x¯) =
a.
Define L˜(x) = L(x) + v(x¯) − L(x¯) and notice that v(x¯) = L˜(x¯), Dv(x¯) =
DL˜(x¯) = a and, for every x ∈ Br v(x) ≥ L˜(x). In other words, L˜ is a supporting
hyperplane for v. This shows that x¯ ∈ C−(v) and that a ∈ ∂Γ(v)(x¯), i.e.,
BM ⊂ ∂Γ(v)(C−(v)).
Notice that in Theorem 2.80 only the contact set is relevant. This is due to
the fact that if for x0 ∈ Br we have Γ(v)(x0) < v(x0), then locally Γ(v) is affine,
and thus D2Γ(v) = 0.
With this estimate at hand we can proceed to obtain the fundamental a
priori estimate for viscosity solutions, the so-called Alexandrov-Bakelman-Pucci
estimate. We begin by providing some motivation for this result. To do so,
assume that u ∈ C2(Ω¯) with u ≥ 0 on ∂Br satisfies Lu ≤ f in Br. In this
setting we have that, for x ∈ C−(u), D2u(x) ≥ 0 and, consequently, A(x) :
D2u(x) ≥ 0 as well. This, in particular implies that f(x) ≥ 0. Denote D =
infx∈B¯r detA(x) > 0 and observe that
detA(x)D2u(x) = detA(x) detD2u(x) ≥ D detD2u(x) ≥ 0.
Let σ(A(x)D2u(x)) = {µi(x)}di=1, an application of the arithmetic-geometric
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inequality reveals that
detA(x)D2u(x) =
d∏
i=1
µi(x) =
(
d∏
i=1
µi(x)
1/d
)d
≤
(
1
d
d∑
i=1
µi(x)
)d
=
(
1
d
trA(x)D2u(x)
)d
=
(
1
d
A(x) : D2u(x)
)d
≤
(
1
d
f(x)
)d
,
where in the last step we used that Lu ≤ f . Theorem 2.80 then yields that
sup
Br
u− ≤ Cr
(ˆ
C−(u)
(f+)d
)1/d
,
for a constant that depends only on d and D.
While the considerations presented assumed that we were working with a
linear equation, we essentially used that the matrix was uniformly positive def-
inite and bounded, i.e., that the operator L is elliptic. A similar conclusion can
be drawn from the fact that an operator is elliptic in the sense of Definition 2.15.
We begin by observing [22, Lemma 2.2] that F is uniformly elliptic if and only
if
F (x, r,p,M +N)− F (x, r,p,M) ≤ Λ|N+| − λ|N−|,
where N = N+ − N− with N+, N− ≥ 0 and N+N− = 0. Now, if u is a
sufficiently smooth subsolution of (2.61), from the observation above we have
≤ Λ
∑
λi(u)>0
λi(u) + λ
∑
λi(u)<0
λi(u),
where σ(D2u(x)) = {λi(u)}di=1. Similarly, for a supersolution we have
f(x) ≥ Λ
∑
λi(u)<0
λi(u) + λ
∑
λi(u)>0
λi(u).
This motivates the following definitions which, in a sense, describe the class of
all possible viscosity solutions to uniformly elliptic equations.
Definition 2.81 (class S). Let the operator F be uniformly elliptic in the sense
of Definition 2.15 and denote f = −F (·, 0,0, 0). We say that u ∈ S(λ,Λ, f) if
u ∈ C(Ω) and the inequality
f(x) ≤ Λ
∑
λi(u)>0
λi(u) + λ
∑
λi(u)<0
λi(u),
holds in the viscosity sense. Similarly, we say that u ∈ S(λ,Λ, f) if u ∈ C(Ω)
and
f(x) ≥ Λ
∑
λi(u)<0
λi(u) + λ
∑
λi(u)>0
λi(u)
in the viscosity sense. Finally S(λ,Λ, f) = S(λ,Λ, f) ∩ S(λ,Λ, f).
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With this notation at hand we present the Alexandrov-Bakelman-Pucci
(ABP) estimate
Theorem 2.82 (ABP estimate). Let u ∈ S(λ,Λ, f) in Ω with u ≥ 0 on ∂Ω and
assume that f is continuous and bounded in Ω. Then
sup
Ω
u− ≤ Cr
(ˆ
C−(u)
(f+)d
)1/d
,
where the constant C depends only on d, λ and Λ and r is such that Ω ⊂ Br/2
and we have extended u by zero outside Ω.
Notice that, as in the Alexandrov estimate, only the contact set C−(u) is
relevant in this estimate. Note also that we obtain control of the L∞-norm of u
in terms of the Ld-norm of the data f . While Theorem 2.82 is a sort of stability
estimate, it is also useful in establishing regularity of solutions. To do so, we
begin with the Harnack inequality of Krylov and Safonov; see [117]. In what
follows, by Ql we denote a cube with sides parallel to the coordinate axes and
of length l.
Theorem 2.83 (Harnack inequality). Let u ∈ S(λ,Λ, f) in Q1 with f ∈ C(Q1)∩
L∞(Q1). If u ≥ 0 in Q1, then
sup
Q1/2
u ≤ C
(
inf
Q1
u+ ‖f‖Ld(Q1)
)
,
where the constant C depends only on d, λ and Λ.
Since this will be useful in the sequel, let us now show how from a Harnack
inequality one can obtain interior Ho¨lder continuity of functions in S(λ,Λ, f).
We begin with a technical result, commonly referred as an iteration lemma; see
[63, Lemma 3.4] and [58, Lemma 8.23].
Lemma 2.84 (iteration). Let ϕ : (0, R] → R be nondecreasing. Assume that
for some A > 0, B ≥ 0 and α > β we have
ϕ(ρ) ≤ A
[(ρ
r
)α
+ ε
]
ϕ(r) +Brβ
whenever 0 < ρ ≤ r ≤ R. Then, for every γ ∈ (β, α) there is ε0 such that if
ε < ε0, then
ϕ(r) ≤ C
[
ϕ(R0)
R0
rγ +Brβ
]
, ∀r ∈ [0, R0),
for some fixed constant C.
With this result at hand we obtain local Ho¨lder contiuity.
Theorem 2.85 (local Ho¨lder regularity). Let u ∈ S(λ,Λ, f) in Q1. then there
is α ∈ (0, 1) for which u ∈ Cα(Q¯1/2) and
‖u‖Cα(Q¯1/2) ≤ C
(‖u‖L∞(Q1) + ‖f‖Ld(Q1)) ,
where the constant C is independent of u and f .
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Proof. The proof is rather standard, so we merely sketch it. Let mr = infQr u,
Mr = supQr u and $r = Mr −mr. Applying the Harnack inequality of Theo-
rem 2.83 to the nonnegative function u−m1 yields
M1/2 −m1 ≤ C(m1/2 −m1 + ‖f‖Ld(Q1)).
Since the function M1−u ≥ 0 we can, once more, apply the Harnack inequality
to obtain
M1 −m1/2 ≤ C(M1 −M1/2 + ‖f‖Ld(Q1)).
Adding these two inequalities yields,
$1/2 ≤ µ$1 + 2‖f‖Ld(Q1),
where µ = (C − 1)/(C + 1) ∈ (0, 1).
A similar argument for the functions ur(y) = u(ry)/r
2 and fr(y) = f(ry)
with y ∈ Q1 reveals that
$r ≤ µ$r/2 + 2r‖f‖Ld(Q1).
An application of the iteration Lemma 2.84 with ϕ(r) = $r immediately yields
the Ho¨lder continuity and the estimate.
In a similar fashion, we can establish smoothness up to the boundary; see
[22, Proposition 4.14].
Theorem 2.86 (global regularity). Let Ω be sufficiently smooth and u ∈ S(λ,Λ, f)∩
C(Ω¯) with f ∈ C(Ω). Let g = u|∂Ω and % be a modulus of continuity of g.
Then there is a modulus of continuity %∗ of u in Ω¯ which depends only on
λ,Λ, %, ‖f‖Ld(Ω) and ‖g‖L∞(Ω).
We now focus on Ho¨lder estimates for first and second derivatives. To sim-
plify the presentation, in problem (2.20), the PDE takes the form
F (x,D2u) = f, in Ω. (2.87)
To quantify the smoothness of F with respect to the x variable we introduce
the function
β(x) = sup
M∈Sd
|F (M,x)− F (M, 0)|
|M |+ 1 .
The local regularity is as follows.
Theorem 2.88 (local C2,α regularity). Assume that F is uniformly elliptic
in the sense of Definition 2.15, β, f ∈ Cα(B1) and that there is a constant
α¯ ∈ (0, 1) such that for any M ∈ Sd with F (0,M) = 0 and w0 ∈ C(∂B1) there
is w ∈ C2(B1) ∩ C(B¯1) ∩ C2,α¯(B1/2) which satisfies
F (0, D2w +M) = 0, in B1, w = w0, on ∂B1, (2.89)
with an a priori estimate. If u is a viscosity solution of (2.87) then u ∈
C2,α(B¯1/2) for some α ∈ (0, 1) with an a priori estimate.
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To apply this theorem, one must verify that solutions to (2.89) have C2,α¯
estimates. For an F that is convex, the Evans-Krylov theorem [23] provides
such an estimate.
Theorem 2.90 (Evans-Krylov). Let F be convex and depend only on M . If u
is a viscosity solution of F (D2u) = 0 in B1, then
‖u‖C2,α¯(B¯1/2) ≤ C
(‖u‖L∞(B1) + |F (0)|) ,
for some constants α¯ ∈ (0, 1) and C that depend only on the dimension d and
the ellipticity of F .
We mention that Theorem 2.88 can be applied to the Hamilton-Jacobi-
Bellman operators of Example 2.17. With the aid of the so-called method of
continuity, this allows us to show that solutions to the Dirichlet problem (2.20)
for this class of operators are classical.
On the other hand, it is natural to ask if the convexity of F is essential for
this result. To understand this, we begin by providing a C1,α estimate without
convexity assumptions.
Theorem 2.91 (C1,α regularity). Let u be a viscosity solution of
F (D2u) = 0 in B1.
Then
‖u‖C1,α¯(B¯1/2) ≤ C
(‖u‖L∞(B1) + |F (0)|) ,
where the constants α¯ ∈ (0, 1) and C depend only on the dimension and ellip-
ticity of F .
A similar argument to Theorem 2.88 allows us to conclude then that, in
this setting and under similar assumptions, solutions to (2.20) are locally C1,α
with an a priori estimate. However, there exists a series of counterexamples
[103, 104, 102] showing that, in general, the convexity assumption on F cannot
be removed.
Example 2.92 (nonclassical viscosity solution). Let d = 5. Define
P5(x) = x
3
1 +
3
2
x1
(
x23 + x
2
4 − 2x25 − 2x22
)
+
3
√
3
2
(
x2x
2
3 − x2x24 + 2x3x4x5
)
,
and, for δ ∈ [0, 1), w(x) = P5(x)/|x|1+δ ∈ C1,1−δ(B¯1) \ C2(B1). There exists
an Isaacs operator F that depends only on M and is Lipschitz, such that w is
a viscosity solution of
F (D2w) = 0, in B1, w = P5 on ∂B1.
The existence of nonclassical solutions in dimensions 3 ≤ d < 5 is an open
problem.
We conclude by providing global regularity results in the general case; see
[26, 24, 131].
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Theorem 2.93 (global regularity). Let Ω be sufficiently regular and u be a
viscosity solution to (2.20) with F of the form (2.87) being Lipschitz and uni-
formly elliptic. If f ∈ C0,1(Ω) and, for some γ ∈ (0, 1], g ∈ C1,γ(∂Ω), then
u ∈ C1,α(Ω) ∩ C0,1(Ω¯) with
‖u‖C1,α(Ω) ≤ C
(‖f‖L∞(Ω) + ‖g‖C1,γ(∂Ω)) ,
where α ∈ (0, 1) and C depend only on d, λ, Λ and the smoothness of F .
3 Monotonicity in numerical methods
In this section we review some basic properties of numerical methods and state
sufficient conditions to ensure that discrete approximations converge to the so-
lutions of the underlying PDE. The underlying theme of this section is that
as the notion of solution to the PDE becomes weaker, additional conditions of
the numerical approximation are required to guarantee convergence. For exam-
ple, for linear differential equations, the well-known Lax-Richtmyer equivalence
theorem shows that any consistent scheme is convergent if and only if it is sta-
ble; these results extend to mildly nonlinear problems as well. However, in the
fully nonlinear regime, consistency and stability are no longer sufficient in gen-
eral. Rather, additional monotonicity conditions, which essentially mimic the
comparison principles discussed in the previous section, are required.
We note that while the content of this section deals with finite difference and
finite element methods, the main ideas extend to other discretization techniques
as well.
3.1 Stability, consistency and monotonicity implies con-
vergence
As before, let Ω be an open subset of Rd with Lipschitz boundary ∂Ω. We
consider numerical approximations of elliptic problems of the most general form
(2.72), which for convenience we recall below
F (x, u,Du,D2u)= 0 in Ω, B(x, u,Du) = 0 on ∂Ω. (3.1)
Here F ∈ C(Ω × R × Rd × Sd) is locally bounded and elliptic in the sense of
Definition 2.15.
We further assume that B ∈ C(Ω × R × Rd) is nonincreasing in its second
argument. For the moment, we consider viscosity solutions that satisfy the
boundary conditions only in a viscosity sense; see Definition 2.73. In this case,
and to simplify the presentation, we define the operator
F(x, r,p,M) =
{
F (x, r,p,M) if x ∈ Ω
B(x, r,p) if x ∈ ∂Ω.
so that (3.1) becomes
F[u] := F(x, u,Du,D2u) = 0 in Ω¯. (3.2)
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Note that, since B is nonincreasing in its second argument and F is elliptic, the
operator F is elliptic in the sense of Definition 2.15. We further see that, accord-
ing to Definition 2.73, u ∈ C(Ω¯) is a viscosity solution to (3.1) (equivalently,
(3.2)) if it is a viscosity solution to
F (x, u,Du,D2u) = 0 in Ω,
and
max{F (x, u,Du,D2u), B(x, u,Du)} ≥ 0 on ∂Ω,
min{F (x, u,Du,D2u), B(x, u,Du)} ≤ 0 on ∂Ω
in the viscosity sense.
We now consider approximation schemes: Find uh ∈ Xh satisfying
Fh[uh](z) = 0 in Ω¯h, (3.3)
where Fh is a locally bounded operator which we may think as an approximation
to F, and Xh is some finite dimensional space. The operator is parameterized
by h > 0, which we may view as a discretization parameter, or in some cases,
a regularization parameter. The discrete domain Ωh is an approximation to
Ω with the property limh→0+ Ω¯h = Ω¯; namely, for all z0 ∈ Ω¯, there exists a
sequence {zh}h>0 ⊂ Ω¯h such that limh→0+ zh = z0.
We now address the well-posedness of (3.3), and the sufficient structure
conditions on Fh to ensure that the discrete solutions to (3.3) (if they exist)
converge. As a first step we state the fundamental notions of consistency and
stability.
Definition 3.4 (consistency). The discrete problem (3.3) is said to be consistent
with (3.2) if there exists an operator Ih : C(Ω¯) → Xh such that Ih converges
uniformly to the identity operator as h → 0+, and for all sequences {zh}h>0
with zh ∈ Ω¯h and zh → z0 ∈ Ω¯ and φ ∈ C2(Ω¯),
lim
h→0+
Fh[Ihφ](zh) = F[φ](z0).
Remark 3.5 (envelopes). If the operators are not continuous, then the notion
of consistency is changed to
lim sup
h→0+
Fh[Ihφ](zh) ≤ F∗[φ](z0),
lim inf
h→0+
Fh[Ihφ](zh) ≥ F∗[φ](z0),
where F∗ (resp., F∗) denote the upper (resp., lower) semi-continuous envelope
of F; see Definition 2.66.
Definition 3.6 (stability). We say that problem (3.3) is stable if, for all h > 0,
there exists a solution uh ∈ Xh to (3.3), and moreover, if wh ∈ Xh satisfies
Fh[wh] = h, then ‖uh−wh‖L∞(Ω¯h) ≤ C‖h‖L∞(Ω¯h), with C > 0 independent of
h.
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The following theorem states the well-known result that, for linear problems
with classical solutions, consistent and stable schemes converge.
Theorem 3.7 (Lax-Richtmyer). Suppose that Fh is an affine operator, and
that there exists a classical solution u ∈ C2(Ω¯) satisfying (3.2). Suppose further
that problem (3.3) is stable and that the operator in Definition 3.4 satisfies the
stronger condition limh→0+ ‖Fh[Ihu]‖L∞(Ω¯h) = 0. Then uh converges locally
uniformly to u.
Proof. By the given assumptions, there exists a linear operator Gh and a func-
tion lh such that
Fh[vh](z) = Gh[vh](z)− lh(z) z ∈ Ω¯h.
The stability of the scheme shows that Gh[·] is an isomorphism whose inverse is
bounded independent of h. Since
Gh[uh − Ihu] = lh − Gh[Ihu] = −Fh[Ihu],
the consistency of the scheme implies that limh→0+ ‖uh − Ihu‖L∞(Ω¯h) = 0, and
thus, since Ih converges to the identity operator, uh converges locally uniformly
to u.
While Theorem 3.7 is a useful result for a large class of problems, it is not
applicable to fully nonlinear problems nor to weaker notions of solutions, in
particular, viscosity solutions. The issue is that, if u is not a classical solu-
tion, then the approximation Ihu may not be well–defined, and the consistency
Fh[Ihu] → 0 used in the proof of Theorem 3.7 is no longer valid. Rather, to
prove convergence to viscosity solutions, an additional structure condition is
required. This requirement is summarized in the following definition.
Definition 3.8 (monotone operator). The discrete operator Fh is said to be
monotone if whenever uh− vh has a global nonnegative maximum at z ∈ Ω¯h we
have
Fh[uh](z) ≤ Fh[vh](z). (3.9)
Remark 3.10 (monotonicity). The notion of monotonicity is essentially a dis-
crete version of ellipticity. Indeed, following the proof of Theorem 2.22, if F is an
elliptic operator in the sense of Definition 2.15, and if u− v, with u, v ∈ C2(Ω¯),
has a global nonnegative maximum at x ∈ Ω¯, then u(x) ≥ v(x), Du(x) = Dv(x)
and D2u(x) ≤ D2v(x). Since F is nonincreasing in its second argument, and
nondecreasing in its fourth, we have
F[u](x) = F(x, u(x), Du(x), D2u(x)) ≤ F(x, v(x), Dv(x), D2v(x)) = F[v](x).
Conversely, it can be shown that the operator F is elliptic if, whenever u−v has
a global nonnegative maximum at x ∈ Ω¯, then F[u](x) ≤ F[v](x).
Consistency, stability and monotonicity are the three sufficient ingredients
to guarantee convergence to viscosity solutions. The following result closely
follows [8, Theorem 2.1].
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Theorem 3.11 (Barles-Souganidis). Suppose that problem (3.3) is consistent,
stable and monotone in the sense of Definitions 3.4, 3.6, and 3.8, respectively.
Suppose further that F satisfies the comparison principle given in Definition
2.68. Then uh converges locally uniformly to the unique continuous viscosity
solution of (3.2).
Proof. Define u¯ ∈ USC(Ω) and u ∈ LSC(Ω) by
u¯(x) := lim sup
y→x
h→0+
uh(y), u(x) := lim inf
y→x
h→0+
uh(y), x ∈ Ω¯. (3.12)
Note that the stability of the scheme implies that both u¯ and u are well-defined.
The proof proceeds by showing that u¯ and u are (viscosity) subsolutions and
supersolutions to (3.2), respectively, and then appealing to the comparison prin-
ciple.
To this end, suppose that z0 ∈ Ω is a strict local maximum of u − φ for
some φ ∈ C2(Ω). Then standard arguments show that there exists sequences
{hn}∞n=1 and {zhn}∞n=1 such that
zn → 0, zhn → x0, as n→∞,
and uhn−Ihnφ obtains a strict local maximum at zhn . Since Fhn [uhn ](zhn) = 0,
the monotonicity of the discrete operator implies that
Fhn [Ihnφ](zhn) ≥ 0.
Passing to the limit, together with consistency of the scheme, yields
0 ≤ lim
n→∞Fhn [Ihnφ](zhn) = F[φ](z0).
Similar arguments show that if u¯−φ obtains a strict minimum at z0 ∈ Ω, there
holds 0 ≥ F[φ](z0). Thus, u¯ and u are subsolutions and supersolutions to (3.2),
respectively. Since u ≤ u¯, the comparison principle of F implies that u = u¯ = u,
and u is the viscosity solution to (3.2).
We once again mention that the problems and discretizations considered so
far take into account the boundary conditions in a viscosity sense. While this
setup simplifies the proof of convergence, it may have practical limitations since
the framework requires a consistent and monotone discretization of both the
boundary conditions and the differential operator for all x ∈ ∂Ω and smooth
functions φ. Also recall that, in general, viscosity boundary conditions are not
equivalent to those imposed pointwise unless other conditions are assumed; see
Proposition 2.75. Here we turn our attention to the elliptic boundary value
problem (2.20), where the Dirichlet boundary condition is understood in the
classical sense; see Definition 2.67.
To this end, we consider approximations of the form:
Fh[uh] = 0 in Ω
I
h, uh = gh on Ω
B
h , (3.13)
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where gh = Ihg ∈ Xh is a discrete approximation to the Dirichlet data g ∈ C(Ω¯),
ΩIh and Ω
B
h are disjoint sets with Ω
I
h → Ω and ΩBh → ∂Ω as h → 0+. Note
that, with minor notational changes, the notions of consistency, stability, and
monotonicity are applicable to the operator Fh. A natural question then, is
whether the results of Theorem 3.11 carry over to the discrete problem (3.13).
This issue is addressed in the next theorem.
Theorem 3.14 (convergence). Suppose that Fh is a consistent, stable, and
monotone operator. Suppose further that either
(i) u(x) ≥ g(x) and u¯(x) ≤ g(x) for all x ∈ ∂Ω, where u, u¯ are given by
(3.12); or
(ii) The sequence of solutions {uh}h>0 is equicontinuous.
Then uh converges locally uniformly to the unique continuous viscosity solution
of (3.1) with B(x, u,Du) = g − u.
Proof. The proof of the first case (i) follows directly from the arguments given in
Theorem 3.11. The proof of the second case (ii) follows from the Arzela`-Ascoli
theorem, and again appealing to the proof of Theorem 3.11.
3.2 Monotonicity in finite difference schemes
Here we discuss basic monotonicity results of finite difference schemes. The main
message given in this section is that for any uniformly elliptic operator, one can
construct a consistent and monotone finite difference scheme. The drawback
however is that monotonicity requires a wide-stencil, which may severely impact
its practical use. Much of the material in this section is found in [88, 89, 76,
101, 113].
For simplicity we assume that the domain Ω is discretized on an equally
spaced cartesian grid and that each coordinate direction is discretized uniformly;
in particular, by a possible change of coordinates, we assume that the grid is
given by
Ω¯h = Zdh ∩ Ω, with Zdh := {he : e ∈ Zd},
where h > 0 is the grid scale and Zd is the set of d–tuples of integers. A
finite subset S ⊂ Zd\{0} is called a stencil, and the space of nodal functions,
denoted by Xfdh , consist of real-valued functions with domain Ω¯h. The canonical
interpolant Ifdh : C
0(Ω¯)→ Xfdh is the operator satisfying Ifdh v(z) = v(z) for all
z ∈ Ω¯h. We assume the existence of a positive integer m such that S is of the
form
S = {y : y ∈ Zd\{0} : |y|`∞ ≤ m}. (3.15)
The value m satisfying (3.15) is called the stencil size of S. The cardinality of
S is |S| := (2m+ 1)d − 1.
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We consider finite difference schemes with stencil S acting on grid functions.
These discrete operators are thus of the (implicit) form
Fh[vh](z) = Fh(z, vh(z), T vh(z)), (3.16)
where Tvh(x) = {vh(x+hy) : y ∈ S} is the set of translates of vh(x) with respect
to the stencil. The method (3.16) is called a one-step scheme if m = 1, i.e., the
value Fh[vh](z) only depends on z, vh(z), and the values of vh at neighboring
points of z. Otherwise, we call the scheme a wide-stencil scheme if m ≥ 2.
To construct monotone schemes, we first reformulate this property so that
it is easier to work with.
Definition 3.17 (nonegative operator). The operator Fh is of nonnegative type
(or simply, nonnegative) if
Fh(z, r, q + τ) ≥ Fh(z, r, q) ≥ Fh(z, r + t, q + τ) (3.18)
for all z ∈ Rd, r, t ∈ R, and q, τ ∈ R|S| satisfying
0 ≤ τi ≤ t i = 1, 2, . . . |S|. (3.19)
We see that if Fh is of nonnegative type then Fh is nonincreasing in its second
argument and nondecreasing in its third argument. If Fh is differentiable, then
it is of nonnegative type provided that
∂Fh
∂qi
≥ 0 (i = 1, 2, . . . , |S|), ∂Fh
∂r
+
|S|∑
i=1
∂Fh
∂qi
≤ 0.
Remark 3.20 (reformulation). Alternatively, as in [113], one can consider
finite difference schemes of the form
Fh[u](z) = Gh(z, u(z), u(z)− Tu(z)).
Using the correspondence Fh(z, r, q) = Gh(z, r, r1 − q), one sees that Fh is
of nonnegative type if and only if Gh is nonincreasing in its second and third
arguments.
Let us now show that nonegativity is nothing but a reformulation of mono-
tonicity.
Lemma 3.21 (equivalence). A finite difference scheme of the form (3.16) is
monotone if and only if it is of nonnegative type.
Proof. Suppose that Fh is of nonnegative type. Let uh and vh be two grid
functions such that uh − vh has a global nonnegative maximum at some grid
point z. Set r = vh(z), t = uh(z) − vh(z) ≥ 0, qi = vh(z + hyi), and τi =
max{0, uh(z + hyi) − vh(z + hyi)}, so that t ≥ τi. Noting that qi + τi =
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vh(z + hyi) + max{0, uh(z + hyi)− vh(z + hyi)} ≥ uh(z + hyi), and Fh is non–
decreasing in its third argument, we find that Fh[uh](z) ≤ Fh(z, r + t, q + τ).
Therefore by the second inequality in (3.18) we have
Fh[uh](z) ≤ Fh(z, r + t, q + τ) ≤ Fh(z, r, q) = Fh[vh](z).
Thus, Fh is monotone.
Now suppose that Fh is monotone. Let z ∈ Rd be fixed, and let r, t ∈ R and
q, τ ∈ R|S| satisfy (3.18). Then define the grid functions uh, vh (locally) as
vh(z) = r, vh(z + hyi) = qi, uh(z) = r + t, uh(z + yi) = qi + τi.
Then
uh(z)− vh(z) = t ≥ τi = uh(z + hyi)− vh(z + hyi),
i.e., uh − vh has a nonnegative maximum at z. The monotonicity of Fh yields
Fh[uh](z) ≤ Fh[vh](z); thus
Fh(z, r + t, q + τ) ≤ Fh(z, r, q). (3.22)
On the other hand, with vh as before, we consider the grid function wh with
wh(z) = r, wh(z + hyi) = qi + τi.
Then vh − wh has a global maximum at z and thus
Fh(z, r, q) = Fh[vh](z) ≤ Fh[wh](z) = Fh(z, r, q + τ). (3.23)
We conclude from (3.22)–(3.23) that Fh is of nonnegative type.
Following the framework given in [88, 89, 76] we consider discrete operators
constructed from the first and second order difference operators
δ+y,hu(z) : =
1
h
(
u(z + hy)− u(z)),
δ−y,hu(z) : =
1
h
(
u(z)− u(z − hy)),
δy,hu(z) : =
1
2
(
δ+y + δ
−
y
)
u(z) =
1
2h
(
u(z + hy)− u(z − hy)),
δ2y,hu(z) : =
1
h2
(
u(z + hy)− 2u(x) + u(z − hy)),
with y ∈ S. Taylor’s Theorem shows that the differences δ±y,hu(z) are first order
approximations to ∂u(z)∂y := Du(z) ·y, whereas δy,hu(z) and δ2y,hu(z) are second-
order approximations to ∂u(z)∂y and
∂2u(z)
∂y2 := y ·D2u(z)y, respectively; by this,
we mean that |∂±u(z)∂y − δ±y,hu(z)| = O(h|y|2), |∂u(z)∂y − δy,hu(z)| = O(h2|y|3), and
|∂2u(z)∂y2 − δ2y,hu(z)| = O(h2|y|4) for sufficiently smooth u.
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Let δhuh(z) = {δy,huh(z) : y ∈ S} and δ2huh(z) = {δ2y,huh(z) : y ∈ S}.
Then a consistent and monotone finite difference scheme can be constructed in
the form [88, 89, 101]
Fh[uh](z) = Fh(z, uh(z), δhuh(z), δ
2
huh(z)), (3.24)
where Fh : Ωh × R × R|S| × R|S| → R. Denote points in the domain of Fh
by (z, r, q, s) and assume that Fh is symmetric with respect to ±q±i and s±i.
Then from Definition 3.21 and Lemma 3.21, we see that Fh of the form (3.24)
is monotone provided that
h
2
∣∣∣ ∂F
∂qi
∣∣∣ ≤ ∂F
∂si
i = 1, 2, . . . , |S|, and ∂F
∂r
≤ 0. (3.25)
In what follows, we require slightly stronger conditions on the operator Fh.
Definition 3.26 (positive operator). An operator of the form (3.24) is of posi-
tive type (or simply, positive) if (3.25) is satisfied and there exists λ0,h > 0 and
an orthogonal set of vectors {yi}di=1 ⊂ S such that
λ0,h +
h
2
∣∣∣ ∂F
∂qi
∣∣∣ ≤ ∂F
∂si
.
Remark 3.27 (discrete ellipticity). The discrete ellipticity constant λ0,h may
depend on the stencil size m; see Theorem 3.67.
3.3 Finite difference stability estimates: Alexandrov esti-
mates and Alexandrov-Bakelman-Pucci maximum prin-
ciple
We now turn our attention to maximum principles of discrete operators, and
correspondingly, stability estimates. As a starting point, we discuss monotone
finite difference schemes for the linear nondivergence form PDEs of Example 2.16
F [u] = Lu− f = A : D2u− f = 0. (3.28)
While this setting may seem overly simplistic, as we shall see, the construction
and theoretical results for the linear problem form all of the necessary tools to
approximate viscosity solutions of nonlinear elliptic equations.
We assume that f ∈ C(Ω¯) and that the coefficient matrix A is bounded and
uniformly symmetric positive definite. It is then reasonable to assume that Fh
is linear and thus has the form
Fh[uh](z) = Lhuh(z)− f(z) :=
∑
y∈S
ay(z)δ
2
y,huh(z)− f(z) (3.29)
for nodal functions (or coefficients) ay. Applying Definition 3.17 to (3.29), we
see that Fh is nonnegative (and hence monotone) provided
ay(z) ≥ 0, (3.30)
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and of positive type if
ayi(z) ≥ λ0,h i = 1, 2, . . . , d.
for some orthogonal basis {yi}di=1 ⊂ S. These inequalities suggest that the
negation of the ensuing system is an M–matrix, and hence solutions to the dis-
crete problem satisfy certain maximum principles, analogous to the continuous
setting. This issue is discussed in the next section.
3.3.1 Finite difference Alexandrov estimates
In this section we state and prove ABP maximum principles for grid functions.
To get started, we first specify the fundamental notion of interior and boundary
nodes used in this section.
Definition 3.31 (interior and boundary nodes). For a discrete operator Fh, we
define the set of interior nodes ΩIh as the set of grid points z ∈ Ω¯h such that for
any mesh function vh, Fh[vh](z) depends only on the translates of vh at points
in Ωh. The set of boundary nodes are given by Ω
B
h := Ω¯h\ΩIh.
Remark 3.32 (discrete domain). If Fh is a one-step method (i.e., m = 1),
then ΩBh = ∂Ω ∩ Zdh and ΩIh = Ω ∩ Zdh.
As a next step we introduce and discuss several basic properties of convexity
and the subdifferential for discrete (nodal) functions.
Definition 3.33 (convex nodal function). We say that a nodal function vh ∈
Xfdh is a convex nodal function if there is a supporting hyperplane of vh at all
interior nodes z ∈ ΩIh.
Note that if vh is the nodal interpolant of a convex function, then vh is a
convex nodal functions.
Definition 3.34 (discrete convex envelope). Let R > 0 be sufficiently large such
that Ω¯ (and hence Ω¯h) is compactly contained in a ball BR. For a nodal function
(or continuous function) vh with vh ≥ 0 on ΩBh , we extend v−h to BR,h\Ω¯h by
zero, where BR,h = BR ∩Zdh. We define the discrete convex envelope of −v−h as
Γh(vh)(x) := sup{L(x) : L(z) ≤ −v−h (z) ∀z ∈ BR,h, L ∈ P1} (3.35)
for all x ∈ B¯R.
Remark 3.36 (discrete convexity). There are some subtle issues in the above
definitions that require some elaboration.
• If vh ∈ Xfdh is convex and vh ≤ 0, then we have
vh(z) = Γh(vh)(z) for all z ∈ ΩIh. (3.37)
Thus, Γh(vh) is a natural convex extension of vh. With an abuse of notation,
we still use vh to denote the convex envelope of this nodal function.
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• Since for every x ∈ ∂BR, there exists an affine function L with L(z) ≤ −v−h (z)
for all z ∈ Ω¯h and L(x) = 0, we conclude that Γh(vh) = 0 on ∂BR.
• Definition 3.34 implies that Γh(vh) is a convex, piecewise linear function with
respect to a simplicial triangulation. The vertices of the triangulation are
a subset of the gridpoints BR,h, and its configuration depends on vh; see
Examples 3.87–3.88.
• For vh ∈ Xfdh , denote by v˜h ∈ C(Ω¯) the canonical multi-linear function.
Then, since the inequality constraints in (3.35) are only posed on a discrete
set of points, and since v˜h is not necessarily piecewise affine, we have Γ(v˜h) 6=
Γh(vh) in general [28].
Next, we require the notion of a subdifferential acting on nodal functions.
Recall from Definition 2.78 that the subdifferential requires function values at
all points of the domain Ω, and thus, this notion is not directly applicable to
the discrete case. Instead, with a slight abuse of notation, we define its natural
extension to nodal functions as follows:
∂vh(z) =
{
p ∈ Rd : vh(x)− vh(z) ≥ p · (x− z), ∀x ∈ Ω¯h
}
(3.38)
for all z ∈ Ω¯h and vh ∈ Xfdh .
Lemma 3.39 (discrete subdifferential). If vh ∈ Xfdh is a convex nodal function,
then ∂vh(z) = ∂Γh(vh)(z) for all z ∈ ΩIh.
Proof. Thanks to (3.37), if p ∈ ∂Γh(vh)(z), that is,
Γh(vh)(x) ≥ Γh(vh)(z) + p · (x− z) ∀x ∈ Ω,
then p ∈ ∂vh(z).
Conversely, let Tz be a local mesh induced by Γ(uh)(z), K ∈ Tz a d-
dimensional simplex, and {zj}d+1j=1 be the vertices of K. If p ∈ ∂vh(z), then
we clearly have vh(x) ≥ vh(z)+p · (x−z) for all vertices x ∈ Ω¯h. Again, thanks
to (3.37), we have Γ(vh)(zi) ≥ Γ(vh)(z) +p · (zi−z) for all vertices. Since Γ(vh)
is linear on element K, we have Γ(vh)(x) ≥ Γ(vh)(z) +p · (x− z) for any x ∈ K.
This shows that p ∈ ∂Γ(uh)(z) as well.
Let us state two properties of subdifferentials. The proof of the first one
follows directly from its definition.
Lemma 3.40 (monotonicity of subdifferential). Let wh, vh ∈ Xfdh be two convex
nodal functions such that, for a fixed z∗ ∈ Ω¯h, wh(z∗) = vh(z∗) and wh(z) ≤
vh(z) for all z 6= z∗. Then,
∂wh(z∗) ⊂ ∂vh(z∗).
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Lemma 3.41 (addition inequality). Let wh and vh be two convex nodal func-
tions. Then
∂wh(z) + ∂vh(z) ⊂ ∂(wh + vh)(z) ∀z ∈ ΩIh,
where ∂wh(z) + ∂vh(z) is the Minkowski sum:
∂wh(z) + ∂vh(z) = {p + q ∈ Rd : p ∈ ∂wh(z),q ∈ ∂vh(z)}
Proof. We note that if p ∈ ∂wh(z) and q ∈ ∂vh(z), then
wh(x) ≥ wh(z) + w · (x− z) and vh(x) ≥ vh(z) + v · (x− z)
for all x ∈ Ω¯h. Adding both inequalities yields
wh(x) + vh(x) ≥ wh(z) + vh(z) + (p + q) · (x− z)
which implies that (p + q) ∈ ∂(wh + vh).
Given a convex nodal function uh, computing its discrete subdifferetial set
is not a trivial task. The following lemma shows that it involves computing the
convex envelope of uh.
Lemma 3.42 (characterization of subdifferential). Let uh be a convex nodal
function, and let Th be the simplicial mesh induced by its convex envelope. The
subdifferential of uh at z is the convex hull of the piecewise gradient, that is,
conv
{
Duh|K ,K ∈ Th, z ∈ K¯
}
.
Here, Duh is the gradient of the piecewise linear polynomial induced by uh and
Th.
As final preparation to state the finite difference version of the Alexandrov
estimate, we define the nodal contact set.
Definition 3.43 (nodal contact set). Let vh be either a nodal function or a
continuous function with vh ≥ 0 on ΩBh . The (lower) nodal contact set of vh is
given by
C−h (vh) = {z ∈ ΩIh : Γh(vh)(z) = vh(z)}.
Note that, for x ∈ C−h (vh), we have
vh(z) ≥ Γh(vh)(z) ≥ vh(x) + p · (z − x) ∀z ∈ BR,h, ∀p ∈ ∂Γh(vh)(x).
We are now ready to state and prove the finite difference Alexandrov esti-
mate. Recall that we assume Ω is compactly contained in a ball BR of radius
R, and that we set BR,h = BR ∩ Zdh.
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Lemma 3.44 (finite difference Alexandrov estimate). Let vh ∈ Xfdh with vh ≥ 0
on ΩBh . Then
sup
Ω¯h
v−h ≤ CR
( ∑
z∈C−h (vh)
|∂Γh(vh)(z)|
)1/d
, (3.45)
where the constant C > 0 depends only on d.
Proof. We follow the arguments given in [109, Proposition 5.1]; also see [88].
Let z∗ ∈ BR,h satisfy supBR,h v−h = v−h (z∗), and let L be a horizontal plane
touching vh from below at z∗. By Definition 3.34 we have
Γh(vh)(z) ≥ L(z) = L(z∗) = vh(z∗) ∀z ∈ BR,h.
Thus, supBR,h Γh(vh)
− ≤ v−h (z∗). Since Γh(vh) ≤ vh on BR,h implies
sup
BR,h
v−h ≤ sup
BR,h
Γh(vh)
−,
we conclude that
sup
Ω¯h
v−h = sup
BR,h
v−h = sup
BR,h
Γh(vh)
− = sup
BR
Γh(vh)
−.
Therefore to conclude the proof, it suffices to show that
max
Ω¯h
Γh(vh)
− ≤ CR
( ∑
z∈C−h (vh)
|∂Γh(vh)(z)|
)1/d
.
This is done in three steps.
Step 1. Let K(x) be the cone with vertex z∗ satisfying
K(z∗) = − sup
BR
Γh(vh)
− =: −M and K(x) = 0 on ∂BR,
and assume that M > 0 for otherwise (3.45) is trivial. We note that for any
vector p ∈ B M
2R
(0), the affine function L(x) = −M + p · x− z∗ is a supporting
plane of K(x) at point z∗, namely L(x) ≤ K(x) for all x ∈ BR and L(z∗) =
K(z∗). This implies that ∂K(z∗) ⊃ B M
2R
(0), and therefore
|∂K(z∗)| ≥ C
(
M
R
)d
.
Step 2. We claim that
∂K(z∗) ⊂
⋃
z∈C−h (vh)
∂Γh(vh)(z). (3.46)
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This is equivalent to showing that for any supporting plane L of K at z∗,
there is a parallel supporting plane L˜ for Γh(vh) at some contact node y ∈
C−h (vh).
Consider the (nodal) function vh − L, and observe that vh ≥ 0 on ΩBh and
vh(z∗) = K(z∗) = L(z∗), whence
vh(z)− L(z) ≥ K(z)− L(z) ≥ 0 on ΩBh ,
vh(z∗)− L(z∗) = K(z∗)− L(z∗) = 0.
We infer that vh − L attains a non-positive minimum for some x ∈ ΩIh. Hence,
L˜(z) = L(z) + vh(x) − L(x) satisfies L˜(z) ≤ vh(z) for all z ∈BR,h and L˜(x) =
vh(x). Applying Definition 3.34 we conclude that L˜ ≤ Γh(vh) ≤ vh and therefore
Γh(vh)(x) = vh(x); thus x ∈ C−h (vh).
Step 3. Computing Lebesgue measures in (3.46) yields
C
(
M
R
)d
≤ |∂K(z∗)| ≤
∑
z∈C−h (vh)
|∂Γh(vh)(z)|.
Finally, (3.90) follows from this last inequality and some simple algebraic ma-
nipulation.
The following theorem states that positive finite difference operators satisfy
a discrete Alexandrov Bakelman Pucci estimate (cf. Theorem 2.82 and [88]).
Theorem 3.47 (finite difference ABP estimate). Suppose that Lh is of positive
type and of the form (3.29). Suppose that uh ∈ Xfdh satisfies{
Lhuh ≤ f in ΩIh,
uh = gh on Ω
B
h
(3.48)
for some gh ∈ Xfdh . Then there holds
sup
Ω¯h
u−h ≤ sup
ΩBh
g−h + C
R
λ0,h
( ∑
z∈C−h (uh)
hd(f+(z))d
)1/d
,
where λ0,h is given in Definition 3.26, and the constant C > 0 only depends on
d.
Proof. We follow the arguments given in [88, Theorem 2.1].
Note that we can assume, by replacing uh with uh + maxΩBh g
−
h that uh ≥ 0
on ΩBh . Moreover we can assume that maxΩ¯h u
−
h > 0, since otherwise the proof
is trivial.
Let z ∈ C−h (uh) and y ∈ S. Since Γh(uh) is convex, we have δ2y,hΓh(uh)(z) ≥
0. Thus, since the coefficients of Fh are positive, Γh(uh)(z) = uh(z) and
Γh(uh)(z ± hy) ≤ uh(z ± hy), we have
0 ≤ ay(z)δ2y,hΓh(uh)(z) ≤ ay(z)δ2y,huh(z).
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Summing over y ∈ S yields
0 ≤ ay(z)δ2y,hΓh(uh)(z) ≤
∑
y′∈S
ay′(z)δ
2
y′,huh(z) ≤ f(z) = f+(z).
Take y to be the orthogonal set {yi}di=1 given in Definition 3.26. Expand the
left hand side of the previous inequality to get
δ+yi,hΓh(uh)(z)− δ−yi,hΓh(uh)(z) = hδ2yi,hΓh(uh)(z) ≤
h
λ0,h
f+(z). (3.49)
Now, let p ∈ ∂Γh(uh)(z) so that Γh(uh)(z ± hyi)≥Γh(uh)(z) ± hp · yi. By
manipulating terms and applying inequality (3.49) we obtain
δ−yi,hΓh(uh)(z) ≤ p · yi ≤ δ+yi,hΓh(uh)(z) ≤ δ−yi,hΓh(uh)(z) +
h
λ0,h
f+(z).
Since {yi/|yi|}di=1 is an orthonormal basis of Rd, these two inequalities show
that the Lebesgue measure of ∂Γh(uh)(z) is bounded by
|∂Γh(uh)(z)| ≤ h
d
λd0,h
|f+(z)|d,
and therefore ∑
z∈C−h (uh)
|∂Γh(uh)(z)| ≤
∑
z∈C−h (uh)
(hf+(z))d
λd0,h
. (3.50)
Combining (3.50) and Lemma 3.44 yields the desired result.
Remark 3.51 (extensions). The finite difference ABP estimate given in The-
orem 3.47 has been extended to operators with lower-order terms and to general
meshes in [90, 91].
Theorem 3.47 implies that if uh solves{
Lhuh = f in Ω
I
h,
uh = gh on Ω
B
h
(3.52)
then
max
Ω¯h
|uh| ≤ max
ΩBh
|gh|+ CR
λ0,h
( ∑
z∈ΩIh
hd|f(z)|d
)1/d
. (3.53)
Since problem (3.52) is linear this estimate shows that there exists a unique
solution to (3.52).
Similar to the continuous case (cf. Corollary 2.2), Theorem 3.47 implies a
comparison principle.
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Corollary 3.54 (discrete comparison). Suppose that Lh is of positive type and
of the form (3.29). Let uh and vh be two nodal functions with uh ≤ vh on ΩBh
and Lhuh ≥ Lhvh in ΩIh. Then uh ≤ vh in Ω¯h.
Finally, since problems (3.29) and (3.52) are linear, the Lax–Richtmyer the-
orem immediately gives us error estimates.
Corollary 3.55 (rate of convergence). Let Ifdh : C(Ω¯)→ Xfdh denote the canon-
ical interpolant onto nodal functions. Let u be the solution to (3.28), and let
uh ∈ Xfdh be the unique solution to (3.52). Then there holds
‖uh − Ifdh u‖L∞(Ω¯h) ≤ ‖gh − Ifdh u‖L∞(ΩBh ) +
CR
λ0,h
( ∑
z∈ΩIh
hd|LhIfdh u(z))|d
)1/d
.
Based on Corollary 3.55 and the consistency of the approximation scheme,
one can derive error estimates with explicit dependence on the discretization
parameter h. For example, if we can show that ‖gh − Ifdh u‖L∞(ΩBh ) = O(hk)
and ‖LhIfdh u‖L∞(ΩIh) = O(hk) for some positive integer k ∈ N, then Corollary
3.55 shows that the error satisfies ‖u − Ifdh u‖L∞(Ω¯h) ≤ Chk. The value of k
is determined by the consistency of the scheme, which typically follows from
Taylor’s Theorem and the regularity of the exact solution. Unfortunately, the
monotonicity of a scheme restricts the size of the order of convergence as shown,
for instance, in [113, 79].
Theorem 3.56 (accuracy of monotone schemes). A monotone finite difference
scheme of the form (3.16) is at most second order accurate for second order
equations.
Finally, solutions to the discrete problem are Ho¨lder continuous [88, Corol-
lary 4.6,Theorem 5.1].
Theorem 3.57 (Ho¨lder continuity). Let Lh be of positive type, and let uh satisfy
Lhuh = f in Ω
I
h. Assume that Ω satisfies a uniform exterior cone codition.
Then there exist η ∈ (0, 1) and C > 0, independent of h, such that
|uh(z)− uh(y)| ≤ C|z − y|η,
for all z, y ∈ Ω¯h.
Similar to the continuous setting, the development of Ho¨lder estimates de-
pends on discrete Harnack inequalities.
3.4 Construction of monotone finite difference schemes
Theorem 3.47 shows that linear, positive finite difference schemes are uniquely
solvable with solutions uniformly bounded with respect to the data. We will
also see that many of these results carry over to the fully nonlinear case, and
thus, applying the Barles-Souganidis framework, such schemes converge to the
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viscosity solution of the nonlinear PDE. However, the theorem does not indicate
how to construct such schemes. We now discuss this issue. First, we have the
following classical results [101, Theorems 1 and 2].
Theorem 3.58 (impossibility). For a given (fixed) stencil width m ∈ N, there
exists an linear, elliptic operator L such that any linear and consistent finite
difference scheme of the form (3.29) is not of positive type.
Theorem 3.59 (existence). Let L be a linear and uniformly elliptic operator
satisfying (3.28). Then there exists, for sufficiently small h, a consistent finite
difference scheme of the form (3.29) that is of positive type.
The main punchline of these theorems is that wide-stencils are a necessary
feature of consistent and positive type finite difference discretizations, even for
linear problems. The proof of Theorem 3.59, as presented in [101, Theorem 2],
is not constructive. On the other hand, the arguments given in [88, 76] explicitly
give an algorithm to construct consistent and positive schemes, and as a result,
provide an estimate of the stencil width. We end this section by summarizing
these results. As a first step, we state the following trivial observation.
Lemma 3.60 (positivity criterion). Suppose that Lu = A : D2u where the
coefficient matrix is positive definite and has the form
A(x) =
∑
y∈Zd
|y|∞≤m
ay(x)y ⊗ y (3.61)
for some M ∈ N and with coefficients ay(x) ≥ 0 for all x ∈ Ω. Assume further
that there exists an orthogonal set {yi}di=1 ⊂ Zd with |yi|∞ ≤ M such that
ayi(x) ≥ c for some c > 0. Then the finite difference operator
Lhuh(z) =
∑
y∈Zd
|y|∞≤m
ay(z)δ
2
y,huh(z) (3.62)
is of positive type and a consistent approximation to L with λ0,h = c.
Of course, not all positive definite matrices are of the form (3.61). However,
quite surprisingly, Lemma 3.60 provides the essential tools to construct con-
sistent and positive finite difference schemes for linear (and nonlinear) elliptic
equations. Let us consider an example.
Lemma 3.63 (diagonally dominant matrix). Suppose that Lu = A : D2u with
A(x) =
d∑
i,j=1
ai,j(x)yi ⊗ yj , (3.64)
where {yi}di=1 ⊂ Zd is an orthogonal basis of Rd, i.e.,
ai,j = yi ·Ayj/(|yi||yj |).
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Suppose, in addition, that for some c > 0 we have
d∑
i,j=1
j 6=i
|ai,j(x)| ≤ ai,i(x)− c i = 1, 2, . . . , x ∈ Ω, (3.65)
Then there exists a positive finite difference method Lh that is consistent with
L and with λ0,h = c.
Proof. By manipulating terms, we may write
A =
d∑
i=1
(
aii −
d∑
j=1
j 6=i
|ai,j |
)
yi ⊗ yi
+
1
4
d∑
i,j=1
i6=j
(|ai,j |+ ai,j)(yi + yj)⊗ (yi + yj)
+
1
4
d∑
i,j=1
i6=j
(|yi,j | − yi,j)(yi − yj)⊗ (yi − yj).
Thus, A satisfies the conditions in Lemma 3.60 with m ≤ 2 maxi |yi|∞. The
result now follows from Lemma 3.60.
Remark 3.66 (stencil size). By taking {yi}di=1 ⊂ Zd as the standard basis of
Rd in Lemma 3.63, we deduce that if A is strictly diagonally dominant, then
there exists a consistent and positive one-step finite difference method.
We can now, following [76, Theorem 5], estimate the stencil size for a general
positive definite matrix.
Theorem 3.67 (existence). Consider the elliptic operator Lu = A : D2u, where
A is uniformly positive definite in Ω with
λI ≤ A ≤ ΛI
for positive constants λ ≤ Λ. Then there exists a consistent and positive operator
Lh. The stencil size m satisfies, m ≤ 2Md(8d3E), where E := Λ/λ and
Md(s) = C

s d = 2,
s5/2 d = 3,
s2d−4 d ≥ 4.
Here the constant C > 0 only depends on the dimension d. Moreover, one can
take the discrete ellipticity constant to be λ0,h = λ/(2dm
2).
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Proof. Denote by {λi}di=1 ⊂ [λ,Λ] the eigenvalues of A and by {ϕi}di=1 an
orthonormal set of eigenvectors of A, labeled such that
A =
d∑
i=1
λiϕi ⊗ ϕi.
By [76, Theorem 2], for s > 0 to be determined, there exists yi ∈ Zd such that∣∣∣∣ϕi − yi|yi|
∣∣∣∣
∞
≤ 1
s
,
Md(s)
2
≤ |yi|∞ ≤Md(s). (3.68)
Since {yi ⊗ yj}di,j=1 spans Sd, we may write
A =
d∑
i=1
λi
|yi|2 yi ⊗ yi +
d∑
i=1
λi
(
ϕi ⊗ ϕi − yi ⊗ yi|yi|2
)
=
d∑
i=1
λi
|yi|2 yi ⊗ yi +
d∑
i,j=1
Bi,j
|yi||yj |yi ⊗ yj
for some B ∈ Rd×d. Thus, A is of the form (3.64) with ai,i = (λi + Bi,i)/|yi|2
and ai,j = Bi,j/(|yi||yj |).
Applying (3.68) and the inequalities λ ≤ λi ≤ Λ we obtain |Bi,j | ≤ 2Λd3/2s ,
and hence,
|ai,i| ≥ 1|yi|2
(
λ− 2Λd
3/2
s
)
≥ λ|yi|2 , |ai,j | ≤
2d3/2Λ
s|yi||yj | .
Thus (3.65) will be satisfied if
λ ≥ max
i
(2d3/2Λ
s
d∑
j=1
|yi|
|yj | + c|yi|
2
)
for some constant c > 0. Taking c = λ/(2dm2), and noting that |yi|/|yj | ≤
2d1/2, we conclude that if
s ≥ 8d3E,
then (3.65) is satisfied. The desired result now follows from Lemma 3.63.
Finally we end this section with a result which shows that the uniform el-
lipticity of L condition in Theorem 3.67 cannot be relaxed, cf. [76, Theorem
1].
Example 3.69 (uniform ellipticity is necessary). Suppose that d = 2 and Lu =
A : D2u with
A =
(
α β
β γ
)
α, γ > 0 and αγ = β2 (so that det(A) = 0). Then if
√
α/γ is irrational, there
does not exist a consistent and nonnegative scheme for the problem Lu = f .
55
3.5 Monotonicity in finite element methods
In this section we discuss the construction of monotone finite element methods
for second order elliptic problems. Similar to the previous section, we focus on
the linear case, where the elliptic problem is given by (3.28) and extend these
results to nonlinear problems in subsequent sections. We further simplify the
presentation and analysis by assuming that the coefficient matrix is the identity
matrix, A = I and assume Dirichlet boundary conditions; thus, we focus on the
Poisson problem
∆u = f in Ω, u = g on ∂Ω. (3.70)
Quite surprisingly, the results given here extend to fully nonlinear problems.
Let Th be a simplicial, conforming, and quasi-uniform triangulation of Ω
[29]. For simplicity, and to communicate the essential ideas, we shall ignore the
approximation of Ω by the triangulation induced polytope and simply assume
throughout the paper that Ω¯ = ∪T∈Th T¯ . Let X lh be the linear Lagrange finite
element space, i.e.,
X lh = {vh ∈ C(Ω¯) : vh|T ∈ P1 ∀T ∈ Th}. (3.71)
We extend the definitions given in the previous sections to unstructured meshes
by denoting ΩIh and Ω
B
h the sets of vertices (or nodes) of the triangulation Th
that belong to Ω and ∂Ω respectively. Then any function wh ∈ X lh is uniquely
determined by the values wh(z) for all z ∈ Ω¯h := ΩIh ∪ ΩBh .
To describe the finite element method and to facilitate further developments,
we assume that the vertices are labeled such that Ω¯h = {zi}N+Mi=1 for positive
integers N,M , with ΩIh = {zi}Ni=1 and ΩBh = {zi}Mi=N+1. The fact that con-
tinuous piecewise linear polynomials are uniquely determined by their values at
the vertices induce a basis of hat functions {φ˜i} ⊂ X lh, with the unique prop-
erty φ˜i(zj) = δi,j . We define the normalized hat functions as φi = c
−1
i φ˜i with
ci =
( ´
Ω
φ˜i
)
> 0, and note that
vh =
N+M∑
i=1
civh(zi)φi ∀vh ∈ X lh,
and
vh =
N∑
i=1
civh(zi)φi ∀vh ∈ X l0,h :=X lh ∩H10 (Ω). (3.72)
We set ωzi = supp(φi), which is the union of elements in Th that have zi as a
vertex.
A finite element method for the Poisson problem simply restricts the vari-
ational formulation (2.28) (with A = I) onto the piecewise polynomial space
X lh. Thus, we consider the problem: Find uh ∈ X lh with uh(zi) = g(zi)
(N + 1 ≤ i ≤ N +M) and
−
ˆ
Ω
Duh ·Dvh =
ˆ
Ω
fvh ∀vh ∈ X l0,h. (3.73)
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As in the continuous setting, the existence and uniqueness of uh readily follows
from the Lax–Milgram Theorem. An application of Cea’s Lemma and interpola-
tion results also show that the error satisfies ‖∇(u−uh)‖L2(Ω) = O(h) provided
u ∈ H2(Ω); we refer the reader to, e.g., [29, 21, 39] for proofs of these basic
results.
To pose this problem in the operator framework of the previous sections, we
first note that (3.73) is equivalent to the conditions
−
ˆ
Ω
Duh ·Dφi =
ˆ
Ω
fφi i = 1, 2, . . . , N. (3.74)
Define Lh such that for all interior vertices zi ∈ ΩIh,
Lhuh(zi) = ∆huh(zi), (3.75)
where the finite element Laplacian is defined by
∆huh(zi) := −
ˆ
Ω
Duh ·Dφi. (3.76)
Set
fh(zi) =
ˆ
Ω
fφi.
We further define the piecewise linear function gh on ∂Ω with the property
gh(zi) = g(zi) i = N + 1, . . . , N +M, (3.77)
i.e., gh = I
fe
h g is the nodal interpolant of g. With this notation, we see that the
finite element method (3.73) is equivalent to problem (3.13) with Fh = Lh−fh.
Before discussing the monotonicity of the scheme (3.73), let us first point out
that, unlike the finite difference scheme, one cannot take Ih = I
fe
h , the nodal
interpolant, in Definition 3.4 to deduce the (operator) consistency of the finite
element approximation. The next lemma exemplifies this point. For further
details the reader is referred to [72, 109].
Lemma 3.78 (finite element inconsistency). Let ∆h be the finite element Lapla-
cian, defined in (3.76), and denote by Ifeh : C(Ω¯) → X lh, the nodal interpolant
onto the linear Lagrange finite element space. Then, in general, we have
∆h(I
fe
h u)(z) 6→ ∆u(z) ∀z ∈ Ω¯h as h→ 0
for all u ∈ C2(Ω).
Proof. Let d = 2, and consider the triangulation Th with four triangles and
vertices z1 = (0, 0), z2 = (h, 0), z3 = (0, h), z4 = (−h, 0) and z5 = (0,−h). Let
u be a C2 function that vanishes at the origin. Then a calculation shows that
∆hI
fe
h u(z1) =
3
2
h−2
5∑
i=2
u(zi).
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Taking, for example, u(x1, x2) = x
2
1 then yields
∆hI
fe
h u(z1) = 3 6= 2 = ∆u(z1) ∀h > 0.
In other words, ∆h and I
fe
h are not a consistent approximation scheme.
The inconsistency in Lemma 3.78 is caused by the wrong choice of interpo-
lation operator. The so-called elliptic projection gives a correct one.
Definition 3.79 (elliptic projection). The elliptic projection
Ieph : H
1(Ω) ∩ C(Ω¯)→ X lh
is defined by
∆hI
ep
h u(zi) = −
ˆ
Ω
Du ·Dφi i = 1, 2, . . . , N, (3.80)
and Ieph u = u on Ω
B
h .
The elliptic projection is (almost) quasi-optimal in the L∞ norm [120].
Proposition 3.81 (properties of Ieph ). Let I
ep
h u ∈ X l0,h be the elliptic projection
of u ∈ C(Ω¯) ∩H10 (Ω) defined by (3.80). Then there holds
‖u− Ieph u‖L∞(Ω) ≤ C| log h| inf
vh∈Xl0,h
‖u− vh‖L∞(Ω).
If u ∈W 2,∞(Ω), then
‖u− Ieph u‖L∞(Ω) ≤ C| log h|h2‖u‖W 2,∞(Ω).
More importantly, the finite element method is consistent when one uses the
elliptic projection Ifeh .
Lemma 3.82 (finite element consistency). Let {zh}h>0 with zh ∈ Ω¯Ih and zh →
z0 ∈ Ω. Then, for all u ∈ C2(Ω¯),
LhI
ep
h u(zh) = ∆h(I
ep
h u)(zh)→ ∆u(z0) ∀z ∈ Ω¯h,
as h→ 0+. Moreover, Ieph u→ u on ∂Ω.
Proof. The convergence Ieph u→ u on ∂Ω follows from the definition of Iepsh and
standard interpolation theory.
Owing to the regularity of u, we have ∆u(zh) → ∆u(z0) as h → 0+.
Now, denote by {φh}h>0 ⊂ X l0,h the normalized hat functions. Then, since
‖φh‖L1(Ω) = 1, and φh ≥ 0, we haveˆ
Ω
(∆u)φh =
ˆ
ωzh
(∆u)φh → ∆u(z0).
Therefore by integration by parts
∆hI
ep
h u(zh) =
ˆ
Ω
(∆u)φh → ∆u(z0)
as h→ 0+ and, consequently, ∆h is consistent.
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Lemma 3.83 (finite element monotonicity). Suppose that the bases satisfy
ˆ
Ω
Dφi ·Dφj ≤ 0. (3.84)
for i, j = 1, 2, . . . , N +M and i 6= j. Then Lh, given by (3.75), is monotone.
Proof. Suppose that vh, wh ∈ X lh and wh − vh has a nonnegative maximum at
an interior vertex zi ∈ ΩBh . Without loss of generality we may assume that
wh ≤ vh and wh(zi) = vh(zi). Then we find that
Lhwh(zi)− Lhvh(zi) = −
ˆ
Ω
D(wh − vh) ·Dφi
= −
N+M∑
j=1
cj
(
wh(zj)− vh(zj)
) ˆ
Ω
Dφj ·Dφi ≤ 0.
Thus, Lhwh(zi) ≤ Lhvh(zi), and therefore Lh is monotone.
Lemma 3.83 indicates that the finite element method is monotone provided
that a certain mesh condition is satisfied. Indeed, for an edge E ⊂ ∂T , we
denote by θTE the angle between the faces not containing E, and by κ
T
E the
(d− 2) dimensional simplex opposite to E, then there holds [136, 126]
ˆ
Ω
Dφ˜i ·Dφ˜j = − 1
d(d− 1)
∑
T⊃E
|κTE | cot θTE ,
where E is the edge with vertices zi and zj . The condition (3.84) is satisfied if
the mesh is weakly acute. For example, in two dimensions, this condition means
that the sum of the angles opposite to any edge is less than or equal to pi.
Corollary 3.85 (maximum principle). Let uh ∈ X lh solve (3.74). Suppose that
(3.84) is satisfied and f ≥ 0 and g ≤ 0. Then uh ≤ 0.
Proof. Define the stiffness matrix S ∈ R(N+M)×(N+M) by
Si,j = −
ˆ
Ω
Dφi ·Dφj , (3.86)
and note that condition (3.84) is equivalent to Si,j ≥ 0 for i 6= j. Moreover,
since the hat functions form a partition of unity, there holds
N+M∑
j=1
cjSi,j = 0.
Now, suppose that uh attains a strict positive maximum at an interior node
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zi. We then find
0 = Lhuh(zi) = −
ˆ
Ω
Duh ·Dφi −
ˆ
Ω
fφi
≤ −
ˆ
Ω
Duh ·Dφi
=
N+M∑
j=1
cjuh(zj)Si,j =
N+M∑
j=1
cj
(
uh(zj)− uh(zi)
)
Si,j < 0,
a contradiction.
3.6 Finite element stability estimates: Alexandrov esti-
mates and Alexandrov-Bakelman-Pucci maximum prin-
ciple
Similar to the finite difference schemes discussed in the previous section, we
develop some discrete Alexandrov estimates for finite element functions and
analogous ABP maximum principles. Before stating and proving these results,
it is useful to discuss some properties of the convex envelope of piecewise linear
polynomials.
For vh ∈ X lh with vh ≥ 0 on ∂Ω, let Γ(vh) and Γh(vh) denote the convex
envelope and discrete convex envelope of vh given in Definitions 2.79 and 3.34,
respectively. Then, since vh is piecewise affine, we find that Γh(vh) = Γ(vh),
and furthermore, Γh(vh) is also piecewise affine. However, perhaps unexpect-
edly, Γ(vh) is not necessarily piecewise linear subordinate to Th! The following
examples illustrate this feature.
Example 3.87 (convex envelope). Consider a triangulation with vertices z1 =
(1, 0), z2 = (0, 1), z3 = (−1, 0), z4 = (0,−1) and z5 = (0, 0). Consider the
piecewise linear functions satisfying
v1(z1) = v1(z3) = 1, v2(z2) = v2(z4) = 1,
v3(z1) = v3(z2) = v3(z3) = v3(v4) = 1,
and vj(zi) = 0 otherwise. The convex envelopes are Γ(v1) = |x1|, Γ(v2) = |x2|,
and Γ(v3) = |x1| + |x2|. The convex envelopes are subordinate to the meshes
depicted in Figure 3.1.
As shown in the example above, since Γ(vh) is a piecewise linear function, it
induces a mesh T˜h which depends on vh. The following example shows that if
vh is the nodal interpolant of a function v, and if the Hessian D
2v is degenerate
(or nearly degenerate), the induced mesh may be anisotropic.
Example 3.88 (anisotropy). Let Ω = R2 and Ω¯h = {(k,m)}. Let v(x) = (x·e)2
where e = (1, A) for some integer 0 < A and vh(z) = v(z) for all z ∈ Ω¯h. Then
the convex envelope induces an anisotropic mesh depicted in Figure 3.6. The
convex envelope in the star of the origin is |x · e|.
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Figure 3.1: Meshes corresponding to convex envelopes Γ(v1) = |x1| (left) and
Γ(v2) = |x2| (middle), and Γ(v3) = |x1|+ |x2| (right).
1
1
1
1
0
0
0
Figure 3.2: Mesh induced by the nodal interpolant of v(x) = (x · e)2 where
e = (1, 2). Its convex envelope equals |x · e| in the star of (0, 0).
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Let us now state the Alexandrov estimate for finite element functions. Recall
that Ω is compactly contained in a ball BR, and the nodal contact set C
−
h (vh)
is given in Definition 3.43.
Lemma 3.89 (finite element Alexandrov estimate). For every vh ∈ X lh such
that vh ≥ 0 on ∂Ω, we have
sup
Ω¯
v−h ≤ CR
 ∑
z∈C−h (vh)
|∂Γ(vh)(z)|
1/d , (3.90)
where the constant C depends only on the dimension d and the domain Ω.
Proof. The result directly follows from the proof of Lemma 3.44. Indeed it
suffices to realize that, for every vh ∈ X lh, supΩ¯ v−h = supΩ¯h v−h and Γh(vh) =
Γ(vh); see [109, Proposition 5.1] for details.
Let us point out that, with Lemma 3.89 in hand, it may be possible to extend
the arguments given in Theorem 3.47 to develop ABP estimates for piecewise
linear polynomials. Instead, following [109, Section 5], we outline a proof which
is more geometric and is based on the characterization of the subdifferential of
piecewise linear functions.
As a first step we define the local convex envelope and local subdifferential
at a point z ∈ C−h (vh) (cf. Definition 3.43).
Definition 3.91 (local convex envelope). For vh ∈ X lh and contact node z ∈
C−h (vh), let ωz denote the union of elements in Th that have z as a vertex. We
then define the local convex envelope by
Γz(vh)(x) = sup{L(x) : L ≤ vh in ωz, L ∈ P1, L(z) = vh(z)}
for all x ∈ ωz. Its local sub-differential is
∂Γz(vh)(z) = {p ∈ Rd : Γz(vh)(x) ≥ Γz(vh)(z) + p · (x− z), ∀x ∈ ωz}.
(3.92)
Comparing (3.92) with Definition 2.79, we easily deduce that
∂Γ(vh)(z) ⊂ ∂Γz(vh)(z) ∀z ∈ C−h (vh), (3.93)
and therefore, by Lemma 3.89,
sup
Ω¯
v−h ≤ CR
 ∑
z∈C−h (vh)
|∂Γz(vh)(z)|
1/d . (3.94)
Less obvious is the following result.
Proposition 3.95 (subordination). Suppose that d = 2 and, for vh ∈ X lh and
contact point z ∈ C−h (vh), let Γz(vh) be given by Definition 3.91. Then Γz(vh)
is subordinate to Th.
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We refer the reader to [109, Lemma 5.1] for a proof of this result. Let us
here, instead, show that if d ≥ 3 the assertion is no longer true. Set
z0 = (0, 0,−1), z1 = (−1, 0, 0), z2 = (0, 1, 0), z3 = (1, 0, 0),
and let T1, T2 be the convex hulls of z0, z1, z2, z3 and z0, z1,−z2, z3. Consider
the piecewise linear function vh with values vh(z0) = −1, vh(z1) = vh(z3) = 0
and vh(±z2) = −1. Then Γz0(vh)(x) = |x1| − 1 is not affine on Ti for each
i = 1, 2.
Next, to derive a ABP maximum principle, we state the relation between the
subdifferential of a convex, piecewise linear polynomial with its finite element
Laplacian. As a first step, we first integrate by parts in (3.75) to get the identity
∆hvh(zi) = −
∑
F∈Fzi
ˆ
F
[[Dvh]]φi ∀vh ∈ X lh.
Here, Fzi is the set of (interior) (d− 1)-dimensional simplices that have zi as a
vertex, and, for a vector-valued function w, the jump of w across the face F is
given by
[[w]]
∣∣
F
:=
{
n+F ·w+
∣∣
F
+ n−F ·w−
∣∣
F
if F = ∂K+ ∩ ∂K−,
n+F ·w+
∣∣
F
if F = ∂K+ ∩ ∂Ω, (3.96)
with w± = w|K± , and n±F denoting the outward unit normal vectors of K± on
F . We also define the jump of a scalar function v across F as
[[v]]
∣∣
F
:=
{
n+F v
+
∣∣
F
+ n−F v
−∣∣
F
if F = ∂K+ ∩ ∂K−,
n+F v
+
∣∣
F
if F = ∂K+ ∩ ∂Ω. (3.97)
Now, since [[Dvh]] is constant on F , andˆ
F
φi =
d+ 1
d
|F |
|ωzi |
,
we can obtain an expression on the finite element Laplacian with explicit de-
pendence on the jumps:
∆hvh(zi) =
−(d+ 1)
d
∑
F∈Fzi
|F |
|ωzi |
[[Dvh]]
∣∣
F
. (3.98)
A relationship between the jumps of the gradients (and hence the discrete Lapla-
cian) and the subdifferential of a convex, piecewise affine function is now given.
Proposition 3.99 (subdifferential vs. jumps). Let γ be a piecewise affine con-
vex function on a patch ωz for some node z∈ ΩIh, and denote by Fz the set of
(d − 1)–dimensional simplices that touch z. Then, for any F ∈ Fz, the jump
[[Dγ]] |F is nonpositive and
|∂γ(z)| ≤ C
( ∑
F∈Fz
− [[Dγ]] ∣∣
F
)d
. (3.100)
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We will not give a complete proof of Proposition 3.99, but rather give a
rough idea of how such a result is obtained in two dimensions. Further details
can be found in [109, Section 5.2].
Without loss of generality, assume that z = 0 and γ(0) = 0. We further
denote by {zj}mj=1 the set of nodes in ωz. Now, since γ is piecewise affine
function, a vector p ∈ ∂γ(0) is characterized by the inequalities
p · zj ≤ γ(zj) 1 ≤ j ≤ m.
Therefore, we conclude that the subdifferential of γ(0) is a convex polygon
determined by the intersection of the half-spaces
Sj := {p ∈ R2 : p · zj ≤ γ(zj)}, (3.101)
and that a vector p is in the interior of ∂γ(0) if and only if
p · zj < γ(zj), 1 ≤ j ≤ m,
and is on the boundary of ∂γ(0) if
p · zj = γ(zj)
for some j. This characterization of the boundary motivates the introduction
of a ∂γ(0) induced dual mesh, which we now explain.
Let T be an n–dimensional simplex in ωz with 0 ≤ n ≤ 2 such that 0 ∈ T .
We then define the (2− n)-dimensional dual set T ∗ as follows (see Figure 3.6)
• If n = 0, so that T = {0}, then we define T ∗ as the sub-differential ∂γ(0).
• If n = 2, so that T = K is an element of ωz, then T ∗ is the vector ∂γ
∣∣
K
.
• If n = 1, so that T = F = ∂K+ ∩K− is an (interior) edge in ωz, then T ∗ is
the line segment jointing the two vectors ∂γ|K± = DγK± .
Note that T ∗ is a convex polytope contained in the (2− n)-dimensional plane
PT = {p ∈ R2 : p · z = γ(z) ∀z ∈ T},
and therefore, for arbitrary p1,p2 ∈ PT , (p1 − p2) · z = 0 for all z ∈ T , i.e., PT
is orthogonal to T .
Now, the proceeding discussion implies that the boundary of ∂γ(0) is given
by ⋃{
F ∗ : edges F in ωz with 0 ∈ F
}
,
in other words, the boundary of ∂γ is made of line segments that join ∂γ(0)
on neighboring triangles (see [109, Proposition 5.6] for further details). If F =
∂K+ ∩ ∂K−, then it follows that the length of F ∗ is given by
|F ∗| = ∣∣Dγ|K+ −Dγ|K− ∣∣ = − [[Dγ]] ∣∣F ,
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Figure 3.3: A pictorial description of the dual set of a patch.
where we have used the fact that Dγ|K+ −DγK− is perpindicular to F and the
nonpositivity of [[Dγ]] in the second equality. Putting everything together, we
conclude that the boundary of ∂γ(0) is bounded by
∑
F∈Fz − [[Dγ]]
∣∣
F
; thus, by
the isoperimetric inequality,
|∂γ(0)| ≤ C
( ∑
F∈Fz
− [[Dγ]] ∣∣
F
)2
.
This last statement is (3.100) for d = 2.
Theorem 3.102 (finite element ABP estimate). Suppose that the simplicial
mesh Th satisfies (3.84) and that uh ∈ X lh satisfies{
Lhuh ≤ fh in ΩIh,
uh = gh on Ω
B
h ,
where Lh and gh are given by (3.75) and (3.77), respectively, and X
l
h is the
linear Lagrange space defined by (3.71). Then there holds
sup
Ω¯
u−h ≤ sup
ΩBh
g−h + CR
( ∑
z∈C−h (uh)
|ωz|(f+h (z))d
)1/d
. (3.103)
Proof. We give the proof under the assumption that Γz(uh) is subordinate to
Th (which is the case in two dimensions). For the proof of the general case, we
refer the interested readers to [109].
As in the proof of Theorem 3.47, we may assume uh ≥ 0 on ΩBh and
supΩ¯ u
−
h > 0.
Let z ∈ C−h (uh), and note that Γz(uh)(x) ≤ uh(x) for all x ∈ ωz with equality
at z. Then by (3.84) and Lemma 3.83, and since Γz(uh) is subordinate to Th,
we find that
∆hΓz(uh)(z) ≤ ∆huh(z).
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Moreover, by (3.98), we have
−
∑
F∈Fz
|F |
|ωz| [[DΓz(uh)]]
∣∣
F
=
d
d+ 1
∆hΓz(uh)(z) ≤ d
d+ 1
∆huh(z).
Applying Proposition 3.99, and using |F | ≈ |ωz|1−1/d, we conclude that
|∂Γz(uh)(z)| ≤ C
(
−
∑
F∈Fz
|F |
|ωz| [[DΓz]]
∣∣
F
)d
|ωz| ≤ C |ωz|
d+ 1
∆huh(z).
Combining this last inequality with (3.94) yields the result.
Remark 3.104 (contact set). The proof of Theorem 3.102 shows that if Lhuh ≤
0 only on C−h (uh), then (3.103) is still satisfied. This will be important in sub-
sequent developments.
4 Finite element methods for elliptic problems
in non–divergence form
In this section we summarize recent advancements of finite element methods
for elliptic problems in nondivergence form with nonsmooth coefficients. For
simplicity, and to illustrate the main ideas, we consider problems of the form
(2.10) with no lower–order terms and with homogeneous Dirichlet boundary
conditions. In this setting the problem reads
Lu = A : D2u = f in Ω, u = 0 on ∂Ω, (4.1)
where A is a symmetric positive definite in Ω¯ ⊂ Rd with either A ∈ C(Ω¯,Sd)
or A ∈ L∞(Ω,Sd). Further assumptions of the domain Ω, its boundary ∂Ω, the
coefficient matrix A, and the source function f will be made as they become
necessary.
Recall from Section 2.1 that if the coefficient matrix is sufficiently smooth,
then we can write the PDE in divergence form with A as the diffusion coeffi-
cient and D · A (taken column–wise) as the convective coefficient. In this set-
ting, (weak) solutions are defined by an integration by parts argument (cf. Sec-
tion 2.3), and as such, finite element methods are easily constructed. However,
in the case that A is not differentiable the clear–cut methodology of Galerkin
methods is no longer valid.
This section summarizes three classes of finite element methods for prob-
lem (4.1), each motivated by the different solution concepts presented in Sec-
tions 2.4–2.5. The first class considers problem (4.1) on convex domains with
A ∈ L∞(Ω,Sd) satisfying the Cordes condition. The second class of methods
is motivated by the notion of strong solutions (cf. Section 2.4) under the as-
sumption that A ∈ C(Ω¯,Sd). Finally, the third method is motivated by the
notion of viscosity solutions (cf. Section 2.5), where comparison principles and
monotonicity of the scheme are the central themes.
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4.1 Discretization of nondivergence form PDEs satisfying
the Cordes condition
Here we discuss recent numerical methods for second–order elliptic PDEs in
non–divergence form satisfying the Cordes condition (2.47). Recall from Section
2.4.1 that, if the domain is convex, this condition on the coefficient matrix
ensures that the bilinear mapping
a(·, ·) : (H2(Ω) ∩H10 (Ω))2 3 (v, w)→ a(v, w) = ˆ
Ω
γLv∆w (4.2)
is coercive, thus allowing one to define strong solutions via variational principles.
Here, the function γ is given by (2.44). In this setting the existence of a strong
solution u ∈ H2(Ω)∩H10 (Ω) to (4.1) is deduced from the variational formulation
a(u, v) =
ˆ
Ω
γf∆v dx ∀v ∈ H2(Ω) ∩H10 (Ω) (4.3)
and appealing to the Lax–Milgram Theorem. Since the mapping ∆ : H2(Ω) ∩
H10 (Ω)→ L2(Ω) is surjective on convex domains, one concludes that a function
u ∈ H2(Ω) ∩H10 (Ω) satisfying (4.3) satisfies (4.1) almost everywhere, i.e., u ∈
H2(Ω) ∩ H10 (Ω) is a strong solution to (4.1). We refer the reader to Theorem
2.57 for details.
One immediately sees that the solution concept lends itself to a finite element
approximation which would pose (4.3) over a finite dimensional subspace of
H2(Ω)∩H10 (Ω) consisting of piecewise polynomials. To describe this procedure,
we denote by Th a simplicial, conforming, and shape regular triangulation of Ω
parameterized by h > 0, and let Xcdh ⊂ H2(Ω) ∩H10 (Ω) be a finite dimensional
subspace consisting of piecewise polynomials with respect to Th. A conforming
finite element approximation to (4.3) seeks a function uh ∈ Xcdh satisfying the
discrete variational formulation
a(uh, vh) =
ˆ
Ω
γf∆vh ∀vh ∈ Xcdh . (4.4)
Problem (4.4) represents a square linear system of equations. The coercivity of
the bilinear form a(·, ·) over H2(Ω)∩H10 (Ω) implies that this system is invertible,
and thus, there exists a unique solution uh ∈ Xcdh to problem (4.4). Moreover,
the continuity of a(·, ·) and Cea’s Lemma show that such approximations are
quasi–optimal in the sense that
‖u− uh‖H2(Ω) ≤ C
α
inf
vh∈Xcdh
‖u− vh‖H2(Ω),
where C > 0 and α = 1−√1−  are respectively the continuity and coercivity
constants of a(·, ·).
While method (4.4) is a stable and convergent numerical scheme to com-
pute solutions to (4.3), there are some potential practical drawbacks of the
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method. Piecewise polynomial subspaces of H2(Ω) are difficult to construct
and implement, and are not a practical option to solve second–order PDEs.
These properties are further exacerbated in three dimensions, where, e.g. poly-
nomials of degree of at least nine are required to construct H2 conforming finite
element spaces on general simplicial partitions; see [92, Remark 1] and [137].
Nevertheless, this path is explored in [55], where a mixed formulation is also
presented.
4.1.1 C0 finite element approximations
We now discuss finite element methods for problem (4.1) that use continuous
basis functions, commonly used for second–order problems in divergence form.
To this end, with Th given in the previous section, we define the Lagrange finite
element space
Xcgh = {vh ∈ H10 (Ω) : vh
∣∣
T
∈ Pk(T ) ∀T ∈ Th} (4.5)
with k ∈ N. Note that functions in Xcgh are locally smooth, yet not globally
H2(Ω), and therefore second-order derivatives are only defined piecewise with
respect to Th. To simplify the presentation, we shall write
‖v‖L2(Th) :=
( ∑
K∈Th
‖v‖2L2(K)
)1/2
for piecewise L2 functions.
Since Xcgh 6⊂ H2(Ω) ∩H10 (Ω), the bilinear form a(·, ·) defined by (4.2) is not
well–defined on Xcgh ×Xcgh . Moreover, a piecewise version of the bilinear form
is not generally coercive on Xcgh , since, e.g.,∑
K∈Th
ˆ
K
γLvh∆vh = 0
for all piecewise linear vh ∈ Xcgh . This stems from the fact that a piecewise
version of the Miranda–Talenti estimate ‖D2v‖L2(Ω) ≤ ‖∆v‖L2(Ω) is not satisfied
on Xcgh . As such, the coercivity proof of a(·, ·) found at the continuous level does
not directly carry over to the discrete setting.
To overcome this we develop a discrete Miranda–Talenti estimate suitable
for piecewise polynomials. To do so, we introduce some notation. Denote by
FIh and F
B
h the set of interior and boundary edges/faces, respectively, and set
Fh := F
I
h ∪ FBh and hF := diam(F ) for F ∈ Fh. We recall that the jump of a
vector-valued function w is given by (3.96).
A discrete Miranda–Talenti estimate is based on the following result, whose
proof can be found in [56].
Lemma 4.6 (enrichment operator). Suppose that d = 2. Then there exists a
finite dimensional space Xcdh ⊂ H2(Ω) ∩ H10 (Ω) and an (enrichment) operator
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Eh : X
cg
h → Xcdh satisfying
‖D2(vh − Ehvh)‖L2(Th) ≤ C
( ∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F ))1/2 (4.7)
for all vh ∈ Xcgh . Here, the constant C > 0 depends on the polynomial degree k
and the shape–regularity of Th, but is independent of h.
Theorem 4.8 (discrete Miranda-Talenti estimate). Suppose that Ω ⊂ R2 is a
convex polygon. Then there holds for all vh ∈ Xcgh ,
‖D2vh‖L2(Th) ≤ ‖∆vh‖L2(Th) + C
( ∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F ))1/2. (4.9)
Proof. Fix vh ∈ Xcgh and let Eh : Xcgh → Xcdh be the enrichment operator of
Lemma 4.6. Since Ehvh ∈ H2(Ω)∩H10 (Ω) and Ω is convex the Miranda–Talenti
estimate ‖D2Ehvh‖L2(Ω) ≤ ‖∆Ehvh‖L2(Ω) = ‖∆Ehvh‖L2(Th) is satisfied. Ap-
plying the triangle inequality, the inequality ‖∆Ehvh‖L2(Ω) ≤
√
2‖D2Ehvh‖L2(Ω),
and estimate (4.7) yields
‖D2vh‖L2(Th) ≤ ‖D2Ehvh‖L2(Ω) + ‖D2(vh − Ehvh)‖L2(Th)
≤ ‖∆Ehvh‖L2(Ω) + ‖D2(vh − Ehvh)‖L2(Th)
≤ ‖∆vh‖L2(Th) + C
( ∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F ))1/2,
where, in the last step, we used that
‖∆Ehvh‖L2(Ω) ≤ ‖∆vh‖L2(Th) + ‖∆(Ehvh − vh)‖L2(Th)
≤ ‖∆vh‖L2(Th) +
√
2‖D2(Ehvh − vh)‖L2(Th).
This concludes the proof.
Motivated by Theorem 4.8 we define the bilinear form
ah(v, w) :=
∑
K∈Th
ˆ
K
γLv∆w +
∑
F∈FIh
µh−1F
ˆ
F
[[Dv]] [[Dw]] , (4.10)
where µ is a positive penalty parameter. We also define the discrete H2–type
norm
‖v‖2H2h(Ω) := ‖∆v‖
2
L2(Th)
+
∑
F∈FIh
h−1F
∥∥ [[Dv]] ∥∥2
L2(F )
. (4.11)
We consider the finite element method: Find uh ∈ Xcgh satisfying
ah(uh, vh) =
∑
K∈Th
ˆ
K
γf∆vh ∀vh ∈ Xcgh . (4.12)
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Note that the additional penalization term does not affect the consistency of
the scheme; i.e., there holds ah(u, vh) =
∑
K∈Th
´
K
γf∆vh for all vh ∈ Xcgh .
The role of this term is to weakly enforce H2–regularity and to ensure that the
bilinear form ah(·, ·) is coercive provided µ is sufficiently large.
Lemma 4.13 (coercivity). Suppose that Ω ⊂ R2 is convex and that A ∈
L∞(Ω,S2) satisfies the Cordes condition (2.47) with parameter . There ex-
ists µ∗ > 0 depending on the shape–regularity of the mesh, polynomial degree k,
and the parameter  such that for µ ≥ µ∗, there holds
α
2
‖vh‖2H2h(Ω) ≤ ah(vh, vh) ∀vh ∈ X
cg
h ,
where α = 1−√1−  is the coercivity constant of a(·, ·).
Proof. Adding a subtracting ∆vh and applying the Cordes condition yields
ah(vh, vh) =
∑
K∈Th
ˆ
K
γLvh∆vh + µ
∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F )
= ‖∆vh‖2L2(Th) +
∑
K∈Th
ˆ
K
(
γLvh −∆vh
)
∆vh
+ µ
∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F )
≥ ‖∆vh‖2L2(Th) −
√
1− ‖∆vh‖L2(Th)‖D2vh‖L2(Th)
+ µ
∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F ).
Applying the discrete Miranda-Talenti estimate and the Cauchy-Schwarz in-
equality then gets, for any τ > 0,
ah(vh, vh) ≥
(
α− τ
2
√
1− )‖∆vh‖2L2(Th)
+
(
µ− 1
2τ
√
1− ) ∑
F∈FIh
h−1F
∥∥ [[Dvh]] ∥∥2L2(F ).
Taking τ = α/
√
1−  = 1/√1−  − 1 and µ∗ = α/2 +
√
1− (1 − 1/α) yields
α
2 ‖vh‖2H2h(Ω) ≤ ah(vh, vh).
The coercivity stated in Lemma 4.13 shows that there exists a unique so-
lution to the finite element method (4.12). Combined with the consistency of
the scheme, we immediately obtain quasi-optimal error estimates in the discrete
H2–norm.
Theorem 4.14 (existence and error estimates). Suppose that Ω ⊂ R2 is convex
and that A ∈ L∞(Ω,S2) satisfies the Cordes condition (2.47) with parameter
. Suppose that µ ≥ µ∗, and let uh ∈ Xcgh be the unique solution to (4.12)
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with Xcgh given by (4.5). Then if the solution to (4.1) satisfies u ∈ Hs(Ω) with
2 ≤ s ≤ k + 1, there holds
α‖u− uh‖H2h(Ω) ≤ C infvh∈Xcgh
‖u− vh‖H2h(Ω) ≤ Ch
s−2‖u‖Hs(Ω),
where α = 1−√1− .
Remark 4.15 (linear case). Note that in the piecewise linear case (k = 1),
Theorem 4.14 does not give a convergence result. In fact, it is easy to see that
in this case the solution to (4.12) is the trivial one uh ≡ 0.
Remark 4.16 (three dimensions). The results in Lemma 4.13 and Theorem
4.14 are restricted to the two-dimensional case due to Lemma 4.6. If there
exists an enrichment operator satisfying (4.7) with d = 3, then these results
carry over to the three dimensional case.
4.1.2 Discontinuous Galerkin approximations
In this section we summarize the discretization developed and analyzed in in
[122], where a consistent discontinuous Galerkin (DG) method is constructed.
Instead of developing a discrete Miranda-Talenti via penalization, the key idea
of this approach is to add auxiliary terms in the bilinear form to bypass the
Miranda-Talenti estimate found at the continuous level.
Define, for k ∈ N, the piecewise polynomial space without continuity
Xdgh = {v ∈ L2(Ω) : v|T ∈ Pk(T ) ∀T ∈ Th}. (4.17)
We note that the method in [122] considers discretizations in an hp-framework
where the polynomial degree is element-dependent. For simplicity, and to ease
the presentation, we consider here only the h-version of the method, where the
polynomial degree is globally fixed and we do not trace the dependence of the
constants on the polynomial degree k.
To motivate the method, we again emphasize that a Miranda-Talenti esti-
mate fails to hold for piecewise polynomials, and as such, the coercivity proof
found at the continuous levels fails in the discrete setting. Indeed, mimicking
the calculations in Lemma 2.55 element-wise over Xdgh leads to∑
K∈Th
ˆ
K
γLvh∆vh =
∑
K∈Th
ˆ
K
∆vh∆vh
+
∑
K∈Th
ˆ
K
(
γLvh −∆vh
)
∆vh.
(4.18)
Applying the Cordes condition and the Cauchy-Schwarz inequality yields the
inequality∑
K∈Th
ˆ
K
γLvh∆hv ≥ ‖∆vh‖2L2(Th) −
√
1− ‖D2vh‖L2(Th)‖∆vh‖L2(Th).
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Since the piecewise Hessian matrix of vh cannot be controlled by its piecewise
Laplacian (e.g., if vh is piecewise harmonic), one concludes that the bilinear
mapping (vh, wh) →
∑
K∈Th
´
K
γLvh∆wh is not coercive over X
dg
h × Xdgh in
general.
The essential idea presented in [122] is to replace the bilinear form (vh, wh)→∑
K∈Th
´
K
∆vh∆wh implicit in the right-hand side of (4.18) with a consistent
bilinear form that is coercive with a discrete H2-type norm.
For a face F ∈ Fh, let {ti}d−1i=1 be an orthonormal coordinate system, and
define the tangental gradient, tangental divergence, and tangental Laplacian,
respectively, as
DT v =
d−1∑
i=1
ti
∂v
∂ti
, DT ·w =
d−1∑
i=1
∂wi
∂ti
, ∆T v = DT ·DT v.
We also define the average of a scalar or vector–valued function as
{{
v
}}|F := { 12(v+ + v−) if F = ∂K+ ∩ ∂K− ∈ FIh,v+ if F = ∂K+ ∩ ∂Ω ∈ FBh . (4.19)
Then define the bilinear form
Bh(uh, vh) =
∑
K∈Th
ˆ
K
(
D2uh : D
2vh + ∆uh∆vh
)
(4.20)
+
∑
F∈FIh
ˆ
F
({{
∆Tuh
}}
[[Dvh]] +
{{
∆T vh
}}
[[Duh]]
)
−
∑
F∈Fh
ˆ
F
(
DT
{{
Duh · n
}} · [[DT vh]]T +DT{{Dvh · n}} · [[DTuh]]T )
+
∑
F∈FIh
µh−1F
ˆ
F
[[Duh]] [[Dvh]] +
∑
F∈Fh
µh−3F
ˆ
F
[[uh]] · [[vh]] ,
where [[v]]T |F := v+ − v− on FIh and [[v]]T |F := v+ on FBh , and µ > 0 is a
penalization parameter.
Let us define, for θ ∈ [0, 1], the discrete DG-norm
‖v‖2DG(θ) = (1− θ)‖∆v‖2L2(Th) + θ‖D2v‖2L2(Th)
+ c∗
( ∑
F∈FIh
h−1F
∥∥ [[Dv]] ∥∥2
L2(F )
+
∑
F∈Fh
h−3F
∥∥ [[v]] ∥∥2
L2(F )
)
. (4.21)
The seemingly abstruse bilinear form Bh(·, ·) is carefully defined to satisfy the
following properties [122, Lemma 5 and Lemma 7].
Lemma 4.22 (properties of Bh). The bilinear form Bh : X
dg
h × Xdgh → R,
defined in (4.20), satisfies the following properties:
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• Consistency. If u ∈ Hs(Ω) ∩H10 (Ω) for some s > 5/2, then
Bh(u, vh) = 2
∑
K∈Th
ˆ
K
∆u∆vh
for all vh ∈ Xdgh .
• Coercivity. For any κ > 1, there exists a µ∗ = Cκ/(κ − 1) with C > 0
depending only on the shape regularity of Th and k such that for µ ≥ µ∗,
2‖vh‖2DG(1/2) ≤ κBh(vh, vh) ∀vh ∈ Xdgh , (4.23)
for some constant c∗ > 0 independent of the discretization parameter h and
polynomial degree k.
The previously shown properties of Bh(·, ·) allow us to define the following
DG method: Find uh ∈ Xdgh such that, for all vh ∈ Xdgh ,
aDGh (uh, vh) :=
∑
K∈Th
ˆ
K
γ
(
Luh −∆uh
)
∆vh +
1
2
Bh(uh, vh)
=
∑
K∈Th
ˆ
K
γf∆vh.
(4.24)
Due to the consistency of Bh(·, ·) we see that the scheme is consistent pro-
vided the exact solution is sufficiently smooth: If u is the solution to (4.1)
and satisfies u ∈ Hs(Ω) for some s > 5/2, then aDGh (u, vh) =
´
Ω
γf∆hvh for
all vh ∈ Xdgh . In addition, the coercivity of Bh(·, ·) implies the coercivity of
aDGh (·, ·); see [122, Theorem 8].
Lemma 4.25 (coercivity). Suppose that Ω ⊂ Rd is convex and that A satisfies
the Cordes condition (2.47). Then there exists µ∗ = O(−1) > 0 such that
C‖vh‖2DG(1) ≤ aDGh (vh, vh) ∀vh ∈ Xdgh .
Consequently, there exists a unique solution uh ∈ Xdgh to (4.24).
Combined with consistency of aDGh (·, ·), Lemma 4.25 implies quasi-optimal
error estimates in the discrete H2-type norm [122, Theorem 9].
Theorem 4.26 (existence and error estimates). Suppose that the hypotheses
of Lemma 4.25 hold. In addition suppose that the solution to (4.1) satisfies
u ∈ Hs(Ω) for some 5/2 < s ≤ k + 1. Then there exists an h-independent
constant C > 0 such that
‖u− uh‖DG(1) ≤ Chs−2‖u‖Hs(Ω).
Remark 4.27 (regularity). The regularity assumption u ∈ Hs(Ω) with s > 5/2
ensures that aDGh (u, vh) is well-defined.
Remark 4.28 (extensions). A primal dual Discontinuous Galerkin method for
second order elliptic equations in nondivergence form has recently been proposed
and analyzed in [133].
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4.2 Discrete finite element Caldero´n-Zygmund estimates
In this section we describe finite element discretizations to nondivergence form
elliptic operators based on the notion and theory of strong solutions. Recall from
Definition 2.40 that a function u ∈ W 2,p(Ω) is a strong solution to (4.1) if the
equation and boundary conditions hold almost everywhere in Ω¯. Such solutions
exist provided the data is sufficiently regular and A ∈ C(Ω¯,Sd); see Theorem
2.41. This result is obtained by using the Caldero´n-Zygmund decomposition
technique in the case A = I, and then extended to general L using the continuity
of the coefficient matrix. In this section, we develop a discrete version of this
theory to develop a priori estimates and convergence results of finite element
solutions. Let us first present the derivation of the method.
Assume for the moment that the coefficient matrix A in (4.1) is sufficiently
smooth. Then, as explained in Example 2.13, we can write problem (4.1) in
divergence form:
D · (ADu)− (D ·A) ·Du = f in Ω.
A standard finite element method for this problem (without stabilization) reads:
Find uh ∈ Xcgh such that
−
ˆ
Ω
(
ADuh
) ·Dvh − ˆ
Ω
(
(D ·A) ·Duh
)
vh =
ˆ
Ω
fvh ∀vh ∈ Xcgh , (4.29)
where Xcgh ⊂ H10 (Ω) is the Lagrange finite element space of degree k ≥ 1 defined
by (3.71). It is well-known that, for h sufficiently small, there exists a unique
solution to (4.29).
If A is not sufficiently smooth and/or if the locations of the singularities are
complex/unknown, then the classical finite element method (4.29) is not viable
due to the differential operators acting on A. However, we easily circumvent
this issue by using the integration by parts identityˆ
Ω
τ ·Dvh = −
∑
K∈Th
ˆ
K
(D · τ )vh +
∑
F∈FIh
ˆ
F
[[τ]] vh,
which holds for all piecewise smooth τ and vh ∈ Xcgh . Taking τ = ADuh and
applying the product rule yields
−
ˆ
Ω
(
ADuh) ·Dvh =
∑
K∈Th
ˆ
K
(A : D2uh)vh
+
ˆ
Ω
(
(D ·A) ·Duh
)
vh +
∑
F∈FIh
ˆ
F
[[ADuh]] vh.
Substituting this identity into the (ill-posed) formulation leads to the finite
element method
bh(uh, vh) :=
∑
K∈Th
ˆ
K
(A : D2uh)vh −
∑
F∈FIh
ˆ
F
[[ADuh]] vh =
ˆ
Ω
fvh (4.30)
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for all vh ∈ Xcgh . In contrast to (4.29), the formulation (4.30) is well–defined
for non–differentiable A. Furthermore, by reversing the arguments, we see that
(4.30) is equivalent to (4.29) if A is sufficiently smooth. In particular, in the
case that A(x) ≡ A¯ is a constant SPD matrix, the method (4.30) reduces to the
(well–posed) problem
bh,0(uh, vh) := −
ˆ
Ω
(
A¯Duh) ·Dvh =
ˆ
Ω
fvh ∀vh ∈ Xcgh . (4.31)
We point out that method (4.30) is consistent and meaningful in the piecewise
linear case (k = 1).
While the derivation of the finite element method (4.30) is relatively simple,
a stability and convergence of the method is less obvious. The key difficulty
is that integration by parts is not at our disposal, and it is unclear whether
a clever choice of test function will render a coercivity or inf–sup condition.
Rather, the stability analysis of (4.30) mimics the techniques found in the PDE
theory, where Caldero´n-Zygmund estimates are the essential tools.
To describe the stability and convergence theory, we first define a discrete
W 2,p-type norm:
‖v‖p
W 2,ph (Ω)
:=
∑
K∈Th
‖D2v‖pLp(K) +
∑
F∈FIh
h1−pF
∥∥ [[Dv]] ∥∥p
Lp(F )
, (1 < p <∞).
A discrete Caldero´n-Zygmund-type estimate with respect to this norm in
the case of constant coefficients is now given.
Lemma 4.32 (discrete Caldero´n-Zygmund estimate). Let L be the elliptic,
divergence form operator (2.7), where the coefficient matrix A is constant and
SPD. Suppose that the a priori estimate C‖w‖W 2,p(Ω) ≤ ‖Lw‖Lp(Ω) is satisfied
for all w ∈ W 2,p(Ω) ∩W 1,p0 (Ω). Let bh,0(·, ·) be defined by (4.31). Then, for h
sufficiently small, there holds
C‖vh‖W 2,ph (Ω) ≤ sup
wh∈Xcgh \{0}
bh,0(vh, wh)
‖wh‖Lp′ (Ω)
∀vh ∈ Xcgh ,
where 1/p+ 1/p′ = 1.
Proof. We give a proof of the simpler case p = 2 and refer the reader to [44,
Lemma 2.6] and [106, Lemma 4.1] for general p ∈ (1,∞).
First, let Bh(vh) ∈ Xcgh be the unique solution to the problemˆ
Ω
Bh(vh)wh dx = bh,0(vh, wh) ∀wh ∈ Xcgh ,
and let ϕ ∈ H10 (Ω) be the unique (weak) solution to Lϕ = −Bh(vh) in Ω. Then,
for wh ∈ Xcgh , we find
bh,0(vh, wh) =
ˆ
Ω
Bh(vh)wh = −
ˆ
Ω
(
ADϕ
) ·Dwh = bh,0(ϕ,wh).
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Thus, vh is the elliptic projection of ϕ with respect to bh,0(·, ·). Therefore, Cea’s
Lemma and the hypothesis ϕ ∈ H2(Ω) with ‖ϕ‖H2(Ω) ≤ C‖Bh(vh)‖L2(Ω) yield
‖ϕ− vh‖H1(Ω) ≤ Ch‖ϕ‖H2(Ω) ≤ Ch‖Bh(vh)‖L2(Ω). (4.33)
Next, for any ϕh ∈ Xcgh , the triangle inequality and a scaling argument show
that
‖vh‖H2h(Ω) ≤ ‖vh − ϕh‖H2h(Ω) + ‖ϕh − ϕ‖H2h(Ω) + ‖ϕ‖H2h(Ω)
≤ Ch−1(‖vh − ϕ‖H1(Ω) + ‖ϕ− ϕh‖H1(Ω))+ ‖ϕh − ϕ‖H2h(Ω) + ‖ϕ‖H2(Ω).
By taking ϕh to be the nodal interpolant of ϕ and applying (4.33) and the
definition of Bh(vh), we obtain
‖vh‖H2h(Ω) ≤ C
[
h−1‖vh − ϕ‖H1(Ω) + ‖ϕ‖H2(Ω)
] ≤ C‖Bh(vh)‖L2(Ω)
= C sup
wh∈Xcgh \{0}
´
Ω
Bh(vh)wh
‖wh‖L2(Ω) = C supwh∈Xcgh \{0}
bh,0(vh, wh)
‖wh‖L2(Ω) .
Remark 4.34 (p = 2). Notice that, in the case that Ω is convex, the assump-
tions of Lemma 4.32 hold for p = 2.
A corollary of this result is a local stability estimate of the discrete adjoint
problem.
Corollary 4.35 (local stability). For a domain D ⊂ Ω, let ρD denote the radius
of the largest ball inscribed in D, and let Xcgh (D) denote the set of functions in
Xcgh that vanish outside D. Suppose that the hypothesis of Lemma 4.32 are
satisfied. Then, if h and ρD are sufficiently small,
C‖wh‖Lp′ (D) ≤ sup
vh∈Xcgh (Dh)\{0}
bh(vh, wh)
‖vh‖W 2,ph (Dh)
∀wh ∈ Xcgh (D).
with Dh = {x ∈ Ω : dist(x,D) ≤ h}.
Proof. Again, we prove the case p = p′ = 2 and refer the reader to [44, Appendix
B] for the general result.
Let wh ∈ Xcgh (D), and let ϕh ∈ Xcgh satisfy
bh,0(ϕh, vh) =
ˆ
Ω
whvh, ∀vh ∈ Xcgh ,
where bh,0(·, ·) is defined by (4.31) with
A¯ =
1
|D|
ˆ
D
A.
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Taking vh = wh in the method yields
‖wh‖2L2(D) = bh,0(ϕh, wh) = bh(ϕh, wh) +
(
bh,0(ϕh, wh)− bh(ϕh, wh)
)
.
Using the (uniform) continuity of A, for any τ > 0, we have∣∣bh,0(ϕh, wh)− bh(ϕh, wh)∣∣ ≤ τ‖ϕh‖H2h(Ω)‖wh‖L2(D)
provided ρD is sufficiently small.
Applying the estimate ‖ϕh‖H2h(Ω) ≤ C‖wh‖L2(Ω) = C‖wh‖L2(D) established
in Theorem 4.32 we obtain
(1− Cτ)‖wh‖2L2(D) ≤ bh(ϕh, wh) =
( bh(ϕh, wh)
‖ϕh‖H2h(Dh)
)
‖ϕ‖H2h(Ω)
≤ C
(
sup
vh∈Xcgh (Dh)\{0}
bh(vh, wh)
‖vh‖H2h(Dh)
)
‖wh‖L2(Ω).
Taking τ sufficiently small and manipulating terms in the last inequality yields
the result.
The local stability result for the discrete adjoint problem given in Corollary
4.35 leads to a stability estimate for method (4.30).
Theorem 4.36 (global stability). Suppose that A ∈ C(Ω¯,Sd) and that elliptic
and divergence form operators with constant coefficients inherit W 2,p-regularity
(1 < p <∞). Then there exists h∗ > 0 depending on the modulus of continuity
of A and p such that for h ≤ h∗, there holds
C‖vh‖W 2,ph (Ω) ≤ sup
wh∈Xcgh \{0}
bh(vh, wh)
‖wh‖Lp′ (Ω)
∀vh ∈ Xcgh . (4.37)
Proof. We outline the main steps of the proof and refer to [44] for details.
Combining Corollary 4.35 with cut-off functions techniques and a covering
argument leads to the Ga¨rding-type inequality
C‖wh‖Lp′ (Ω) ≤ sup
vh∈Xcgh \{0}
bh(vh, wh)
‖vh‖W 2,ph (Ω)
+ ‖wh‖W−1,p′ (Ω) ∀wh ∈ Xcgh .
A standard duality argument then shows that, for h sufficiently small,
C‖wh‖Lp′ (Ω) ≤ sup
vh∈Xcgh \{0}
bh(vh, wh)
‖vh‖W 2,ph (Ω)
∀wh ∈ Xcgh .
This estimate shows that, for fixed vh ∈ Xcgh , there exists a unique wh ∈ Xcgh
satisfying
bh(zh, wh) =
∑
K∈Th
ˆ
K
|D2vh|p−2D2vh : D2zh (4.38)
+
∑
F∈Fh
h−1F
ˆ
F
| [[Dvh]] |p−2 [[Dvh]] [[Dzh]] ∀zh ∈ Xcgh .
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Applying the global stability estimate for the adjoint problem and Ho¨lder’s
inequality we obtain
C‖wh‖Lp′ (Ω) ≤ sup
zh∈Xcgh \{0}
bh(zh, wh)
‖zh‖W 2,ph (Ω)
≤ C‖vh‖p−1W 2,ph (Ω).
On the other hand, setting zh = vh in (4.38) yields
‖vh‖pW 2,ph (Ω) = bh(vh, wh) ≤
(
sup
zh∈Xcgh \{0}
bh(vh, zh)
‖zh‖Lp′ (Ω)
)
‖wh‖Lp′ (Ω)
≤ C
(
sup
zh∈Xcgh \{0}
bh(vh, zh)
‖zh‖Lp′ (Ω)
)
‖vh‖p−1W 2,ph (Ω).
Dividing by ‖vh‖W 2,ph (Ω) we obtain (4.37).
Theorem 4.39 (existence and error estimates). Suppose that the hypotheses of
Theorem 4.36 are satisfied. Then there exists a unique solution uh ∈ Xcgh to
(4.30). If the solution to (4.1) satisfies u ∈W s,p(Ω) for 2 ≤ s ≤ k + 1, then
‖u− uh‖W 2,ph (Ω) ≤ Ch
s−2‖u‖W s,p(Ω).
Proof. The existence and uniqueness of a solution to (4.30) follows from the
stability estimate (4.37). The error estimate follows from the stability and
continuity of the bilinear form bh(·, ·), the consistency of the scheme, and ap-
proximation properties of Xcgh with respect to the discrete W
2,p-norm.
Remark 4.40 (extensions). The ideas and analysis presented in this section has
been extended to discontinuous Galerkin methods [50] and mixed finite element
methods [93, 107].
4.3 Finite element method based on integro-differential
approximation
In this section we consider a two-scale finite element discretization for problem
(4.1) developed in [109] which is based on a regularized, integro-differential
approximation proposed in [25]. As in the previous sections we assume that the
PDE operator L is uniformly elliptic, i.e., there exists strictly positive constants
λ,Λ satisfying λI ≤ A(x) ≤ Λ(x)I, ∀x ∈ Ω¯. We further make the simplifying
assumption that A ∈ C(Ω¯,Sd), and make remarks when this regularity can be
relaxed.
To explain and motivate the method, we first perform some algebraic ma-
nipulations and rewrite the PDE as
A : D2u =
λ
2
∆u+A2λ : D
2u, Aλ :=
(
A− λ
2
I
)1/2
. (4.41)
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Let ϕ be a radially symmetric function with compact support in the unit ball
satisfying
´
Rd |z|2ϕ(z) = d. We then find that
´
Rd zizjϕ(z) = 0 for i 6= j, and´
Rd z
2
i ϕ(z) = 1. Consequently, we have
ˆ
Rd
z ⊗ zϕ(z) = I,
and therefore(
Aλ(x)
)2
: D2u(x) = Aλ(x)
(ˆ
Rd
z ⊗ zϕ(z)
)
Aλ(x) : D
2u(x).
For a regularization parameter  > 0, we make the change of variables y =
Aλ(x)z in the integral to obtain
(
Aλ(x)
)2
: D2u(x) =
ˆ
Rd
(y ⊗ y) : D2u(x)
d+2 det(Aλ(x))
ϕ
(A−1λ (x)y

)
.
Set
Q =
(
Λ− λ
2
)1/2
, Ω = {x ∈ Ω : dist(x, ∂Ω) > Q}, ω = Ω\Ω, (4.42)
and note that ϕ(A−1λ (x)y/) has support in the ball BQ(0). For x ∈ Ω, let
θ = θ(x) ∈ (0, 1] be the largest number such that x± θy ∈ Ω for all y ∈ BQ(0).
Recall that the second difference operator is given by
δ2θy,θu(x) =
u(x+ θy)− 2u(x) + u(x+−θy)
θ2
,
and note that δ2θy,θu(x) = (y ⊗ y) : D2u(x) if u is a quadratic polynomial, and
that θ = 1 for x ∈ Ω.
Combining these calculations and identities, we are led to the approximation
(
Aλ(x)
)2
: D2u(x) ≈
ˆ
Rd
|y|2δ2θy,θu(x)
d+2 det(Aλ(x))
ϕ
(A−1λ (x)y

)
=: Iu(x). (4.43)
The approximation is quantified in the next lemma [109, Lemma 2.1].
Lemma 4.44 (rate of convergence of integral transform). Let I be the integral
operator defined by (4.43), and let UQ(x) := B¯Q(x) ∩ Ω¯.
• If u ∈ C2(Ω¯), then Iu(x)→
(
A(x)− λ2 I
)
: D2u(x) as → 0+ for all x ∈ Ω.
• If u ∈ C2,α(UQ(x)) for some α ∈ (0, 1], then∣∣∣Iu(x)− (A(x)− λ
2
I
)
: D2u(x)
∣∣∣ ≤ C‖u‖C2,α(UQ)θαα,
for all x ∈ Ω.
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We approximate the equation (4.1) by the integro-differential equation
Lu :=
λ
2
∆u + Iu
 = f in Ω. (4.45)
We refer the reader to [25] for details about the existence, uniqueness, and
regularity estimates of solution u.
We now describe a convergent finite element scheme for the nondivergence
form problem (4.1) based on the regularized problem (4.45). To this end, we let
X l0,h = X
l
h ∩H10 (Ω) be the linear, Lagrange finite element space with vanishing
trace. Let φi ∈ X l0,h denote the normalized hat function with respect to the
interior node zi ∈ ΩIh, and let ∆h be the finite element Laplacian defined by
(3.76). We consider the finite element method: Find uh ∈ X l0,h such that
Lhu

h(zi) :=
λ
2
∆hu

h(zi) + Iu

h(zi) = fi :=
ˆ
Ω
fφi ∀zi ∈ ΩIh. (4.46)
Note that the formulation (4.46) is not obtained by testing (4.45) with φi (which
would introduce the term
´
Ω
Iu

hφi). Instead, mass lumping is used to preserve
the monotonicity of the scheme.
Lemma 4.47 (monotonicity). Suppose that vh, wh ∈ X l0,h satisfy vh ≤ wh with
equality at z ∈ ΩIh. Then Ivh(z) ≤ Iwh(z). Consequently, if Th satisfies
(3.84), then Lh is monotone.
Proof. From the hypotheses and the definition of δ2θy,θ, we have δ
2
θy,θv(z) ≤
δ2θy,θw(z), and therefore Ivh(zi) ≤ Iwh(zi). The monotonicity of Lh then
follows from Lemma 3.83.
The monotonicity, along with the Alexandrov-Bakelman-Pucci estimate for
the finite element Laplacian, yields the following maximum principle.
Theorem 4.48 (discrete ABP estimate for Lh). Suppose that Th satisfies
(3.84). Then for vh ∈ X l0,h satisfying
Lhvh(zi) ≤ fi ∀zi ∈ ΩIh,
there holds
sup
Ω
v−h ≤
C
λ
( ∑
zi∈C−h (vh)
|f+i |d|ωzi |
)1/d
,
where C−h (vh) is the nodal contact set given in Definition 3.43.
Proof. Let Γh(vh) = Γ(vh) be the convex envelope of vh. Then, for a contact
point zi ∈ C−h (vh), there holds
0 ≤ IΓ(vh)(zi) ≤ Ivh(zi),
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where the first inequality follows from the convexity of Γ(vh) and the second
one from the monotonicity of I in Lemma 4.47. Consequently,
λ
2
∆hvh(zi) ≤ Lhvh(zi) ≤ f+i
since fi ≥ 0 for zi ∈ C−h (vh). The result now follows from this inequality and
Theorem 3.102 (cf. Remark 3.104).
Since the method (4.46) is linear, a corollary of the ABP estimate is the
existence and uniqueness of a solution uh.
Corollary 4.49 (existence and uniqueness). Suppose that Th satisfies (3.84).
Then there exists a unique uh ∈ X l0,h satisfying (4.46).
We now turn our attention to error estimates of the finite element method
(4.46) and derive a rate of convergence in the L∞ norm. To do so we assume
that the solution to (4.1) satisfies u ∈ C2,α(Ω). Recall (cf. Theorem 2.24) that
this regularity is guaranteed provided that A is Ho¨lder continuous and ∂Ω is
sufficiently smooth.
Now, since the method is linear and the problem is stable, such estimates
reduce to the consistency of the method. However, as shown in Lemma 3.78,
the finite element method is not consistent, in the sense of Definition 3.4, when
supplemented with the canonical interpolant Ifeh . Instead, we make use of the
elliptic projection Ieph defined in (3.80) and its properties (cf. Lemma 3.82 and
Proposition 3.81).
In conclusion, in order to derive error estimates, it suffices to derive upper
bounds for the difference uh − Ieph u. To this end, we apply the definition of the
method (4.46) to obtain the error equation:
Lh[I
ep
h u− uh](zi) =
ˆ
ωzi
(
T
(i)
1 + T
(i)
2 + T
(i)
3
)
φi (4.50)
with
T
(i)
1 = I [I
ep
h u] (zi)− Iu(zi),
T
(i)
2 = Iu(zi)−
(
A(zi)− λ
2
I
)
: D2u(zi),
T
(i)
3 =
(
(A(zi)− λ
2
I
)
:
(
D2u(zi)−D2u(x)
)
.
Note that, with the finite element ABP estimate given in Theorem 4.48 and
the approximation results of the elliptic projection stated in Proposition 3.81,
upper bound estimates of T
(i)
j yield error estimates of u− uh.
With the assumed regularity u ∈ C2,α(Ω), we immediately find that T (i)3 can
be bounded by
|T (i)3 | ≤ Chα‖u‖C2,α(Ω). (4.51)
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For T
(i)
2 , we apply Lemma 4.44 to obtain
|T (i)2 | ≤ Cθαα‖u‖C2,α(Ω) ≤ Cα‖u‖C2,α(Ω). (4.52)
Finally, we apply the approximation results of Proposition 3.81 and the defini-
tion of the second-order difference operator δ2θy,θ to obtain∣∣δ2θy,θ(Ieph u(zi)− u(zi))∣∣ ≤ Ch2θ2 | log h|‖u‖W 2,∞(Ω).
This leads to the estimate
|T (i)1 | ≤ C‖u‖W 2,∞(Ω)
(h2
2
| log h|+ h
2
θ22
| log h|χω(zi)
)
, (4.53)
where χω is the indicator function of ω, which is defined in (4.42). Combining
(4.51)–(4.53), we obtain
|T (i)1 + T (i)2 + T (i)3 | (4.54)
≤ C
(
hα + α +
h2
2
| log h|+ h
2
θ22
| log h||χω(zi)
)
,
where we have absorbed the factor ‖u‖C2,α(Ω) into the constant C.
Note that, owing to the last term on the right hand side, estimate (4.54)
reduces to order 1 in the boundary layer ω. In order to derive meaningful
estimates in this region, we introduce the barrier layer function
b(x) := ξ(dist(x, ∂Ω)), with ξ(s) :=
{
Q−2(s−Q)2 − 2 if s ≤ Q,
−2 if s > Q, (4.55)
The discrete boundary layer function is defined as bh := I
fe
h b. The next result
summarizes key properties of bh; see [109, Lemma 6.1]
Lemma 4.56 (properties of barrier layer function). Let bh = I
fe
h b, where b is
given by (4.55). Then there holds
Lhbh(zi) ≥ Cχω(zi), |bh(zi)| ≤ C2.
Notice that since every zi ∈ ω is at most O(h) from ∂Ω, there holds θ ≥ Ch
on ω; consequently, the last term in (4.54) can be bounded by the discrete
barrier function as follows:
h2
θ22
| log h|χω(zi)‖u‖C2,α(Ω) ≤ C| log h|χω(zi) ≤ C| log h|Lhbh(zi).
Thus, combining this estimate with (4.54) and (4.50) leads to
Lh
[
Ieph u− uh − C| log h|bh
]
(zi) ≤ C
(
hα + α +
h2
2
| log h|). (4.57)
From this expression, we easily obtain estimates of u− uh.
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Theorem 4.58 (rate of convergence). Suppose that Th satisfies (3.84), and
that the solution to (4.1) satisfies u ∈ C2,α(Ω). Let uh ∈ X l0,h be the solution
to (4.46) with  = C(h2| log h|)1/(2+α). Then there holds
‖u− uh‖L∞(Ω) ≤ C
(
h2| log h|)α/(2+α). (4.59)
Proof. Applying the finite element ABP for Lh (cf. Theorem 4.48) to (4.57)
yields
sup
Ω
(Ieph u− uh − C| log h|bh)− ≤ C
(
hα + α +
h2
2
| log h|).
Therefore, since |bh| ≤ 2, we get
sup(Ieph u− uh)− ≤ C
(
hα + α +
(
2 +
h2
2
)| log h|).
Similar estimates are obtained for supΩ(I
ep
h u− uh)+, thus leading to
‖Ieph u− uh‖L∞(Ω) ≤ C
(
hα + α +
(
2 +
h2
2
)| log h|).
If  = C(h2| log h|)1/(2+α), then (h2/2)| log h| ≤ Cα ≤ C(h2| log h|)(α)/(2+α),
and therefore
‖Ieph u− uh‖L∞(Ω) ≤ C(h2| log h|)(α)/(2+α).
Finally, applying Proposition 3.81 and the triangle inequality yields (4.59). The
proof is complete.
Theorem 4.58 shows that if α = 1, then the error satisfies ‖u− uh‖L∞(Ω) =
O(h2/3−τ ) for arbitrary τ > 0. If more regularity is assumed then an almost
linear rate is obtained [109, Corollary 6.8]
Theorem 4.60 (improved rate). Let h and  satisfy  = Ch2/(3+α). If the
solution to (4.1) has the regularity u ∈ C3,α(Ω), and if Th satisfies (3.84), then
‖u− uh‖L∞(Ω) ≤ Ch2(1+α)/(3+α)| log h|.
In the opposite direction, if we assume less regularity of the solution and
data, then convergence is still obtained, although without rates [109, Corollary
6.5].
Theorem 4.61 (convergence). Assume that u ∈ C2(Ω¯), that the coefficient
matrix satisfies A ∈ VMO(Ω,Sd), and that the two scales  and h satisfy  =
Ch| log h|. Let uh ∈ X l0,h satisfy (4.46) with A(zi) replaced by its average
A¯(zi) : =
1
|ωzi |
ˆ
ωzi
A(y).
If the mesh condition (3.84) is satisfied, then limh→0+ ‖u− uh‖L∞(Ω) = 0.
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5 Discretizations of convex second–order ellip-
tic equations
Up to this point we have discussed general issues regarding stability and con-
vergence of numerical methods for general fully nonlinear equations, as well as
the construction of suitable schemes for linear problems in nondivergence form.
For the rest of this overview we will merge the ideas presented in the previ-
ous sections. Since convergence of these schemes has already been discussed in
Theorems 3.11 and 3.14, we will pay special attention to obtaining rates of con-
vergence for them. In this section we will focus on convex equations. Moreover,
as explained Section 1.3, there is no loss of generality in assuming that we are
dealing with the Hamilton Jacobi Bellman equation of Example 2.17, which we
recall readsF (x, u,Du,D
2u) := sup
α∈A
[
L˜αu(x)− fα(x)
]
= 0, in Ω,
u = g, on ∂Ω.
(5.1)
We assume that the linear elliptic operators are such that, for every α ∈ A,
Aα ≥ λI, ∀α ∈ A,
so that the operator F is uniformly elliptic.
The numerical schemes for problem (5.1) can be roughly classified as finite
difference, finite element and semi-Lagrangian methods. In this section we will
focus on the first two. Semi-Lagrangian schemes will be illustrated in a partic-
ular case, the Monge Ampe`re equation, in Section 6.2.
5.1 Finite difference methods
The analysis of the convergence properties of finite difference schemes for (5.1)
dates back to [80, 85] where the problem is considered for Ω = Rd and constant
“coefficients”, i.e., when the operators L˜α are x-independent. These results
were later extended to Lipschitz coefficients in [7]. Before embarking into the
technical details of their results, let us give some intuition into them. Recall that,
in general, a finite difference scheme is written in the form (3.24). Ideally, to
approximate u, the solution of (5.1), one would first construct a smooth function
uε, parameterized by ε which, for a constant C independent of ε, satisfies
‖u− uε‖L∞(Ω) ≤ Cεκ1 .
A strengthened notion of consistency, cf. Definition 3.4, would then imply that
Fh[I
fd
h uε] ≈ hκ2 , where the hidden constants in this expression may depend on
ε. By stability, Definition 3.6, and monotonicity, Definition 3.8, we obtain
‖Ifdh uε − uh‖L∞(Ω¯h) ≤ Chκ2 .
An application of the triangle inequality and relating the smoothing parameter
ε with the discretization h would yield a rate of convergence.
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Unfortunately, the construction of such a smooth approximation uε is not
immediate in practice. The groundbreaking idea of Krylov was to “shake the
coefficients”. He introduced uε as the solution of
inf
|e|≤ε
F (x+ e, uε, Duε, D
2uε) = 0, (5.2)
and, from uε, he was able to construct a smooth subsolution to (5.1) so that,
by comparison we can obtain an upper bound for uh − u. To obtain a lower
bound, the original work of Krylov invoked arguments that some authors have
characterized as probabilistic. However, [82, page 3] disagrees with this state-
ment. Another line of reasoning was given by Barles and Jakobsen who, instead,
proposed that the problem and scheme should play a symmetric role. In other
words, they introduce uεh which solves
inf
|e|≤ε
Fh[u
ε
h](z + e) = 0. (5.3)
Under suitable assumptions they show that this family of operators possesses
unique smooth solutions, where the smoothness is independent of ε. This then
allows us to compare u and uεh and obtain a rate of convergence. The assump-
tions that they rely on, however, must be checked for every particular instance.
Let us now proceed with the details. Recall that we are operating in the
whole space Rd and that the mesh is given by Ω¯h = Zdh. We assume that all
the coefficients of L˜α and fα are Lipschitz continuous uniformly in α and that
supα∈A c
α(x) ≤ c < 0 for every x ∈ Rd. This, as indicated in Theorem 2.71,
part b, implies that the operator has a comparison principle. The structural
requirements on the discretization scheme are summarized below.
Assumption 5.4 (finite differences). The finite difference scheme
Fh = Fh(z, r, q)
satisfies:
1. The scheme is consistent in a sense stronger than Definition 3.4, namely,
for some κ > 0
‖Fh[Ifdh φ]− F [φ]‖L∞(Ω¯h) ≤ Chκ,
for all sufficiently smooth φ.
2. The scheme is of nonnegative type, cf. Definition 3.17. In addition, there
exists c¯ > 0 such that Fh(z, r + t, q + 1t) ≤ Fh(z, r, q)− c¯t for all t ≥ 0.
3. The scheme is convex in the r and q variables.
4. The scheme is uniformly solvable and smooth under perturbations. In other
words, for h > 0 small enough and ε ∈ [0, 1] problem (5.3) has a unique
solution uεh and, moreover, for some δ > 0 we have
‖uh − uεh‖L∞(Ω¯h) ≤ Cεδ.
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Notice that the first three conditions of Assumption 5.4 are relatively easy to
enforce. However, the last one must be verified in each case. As a first step, we
show that schemes satisfying the nonnegativity condition satisfy a comparison
principle.
Lemma 5.5 (discrete comparison principle). Let Fh satisfy Assumption 5.4,
item 2. Let vh, wh ∈ Xfdh be two bounded nodal functions that are sub- and
supersolutions to the discrete problem Fh[uh] = 0, respectively. Then vh ≤ wh.
Proof. We assume r = supΩ¯h(vh − wh) > 0 and derive a contradiction. For
simplicity we assume there is z ∈ Ω¯h such that vh(z)−wh(z) = r, for otherwise
we can apply a standard limiting argument.
As in Section 3.2 we write Fh[vh](z) = Fh(z, vh(z), T vh(z)), where the set of
translates of vh(z) is Tvh(z) = {vh(z+ hy) : y ∈ S}, and S is the stencil. Note
that vh(z) = wh(z) + r and vh(z + hy) ≤ wh(z + hy) + r for y ∈ S. Since Fh is
increasing in its third argument (cf. Definition 3.17), we have
0 ≤ Fh[vh](z)− Fh[wh](z)
= Fh(z, wh(z) + r, Tvh(z))− Fh(z, wh(z), Twh(z))
≤ Fh(z, wh(z) + r, Twh(z) + 1r)− Fh(z, wh(z), Twh(z)).
Applying Assumption 5.4, item 2, then yields
0 ≤ (Fh(z, wh(z), Twh(z))− c¯r)− Fh(z, wh(z), Twh(z)) = −c¯r,
which is a contradiction.
Having shown the comparison principle, we now state the convergence rate
of the scheme.
Theorem 5.6 (rate of convergence). Assume that the finite difference scheme
satisfies Assumption 5.4. Then there are constants C1, C2 > 0 such that for
every z ∈ Ω¯h
Ifdh u(z)− uh(z) ≤ C1hκ1 , uh(z)− Ifdh u(z) ≤ C2hκ2 ,
where the rates κ1, κ2 > 0 are not necessarily the same.
Proof. Let us sketch the proof of each one of these bounds.
Proof of Ifdh u(z) − uh(z) ≤ C1hκ1 . Let uε be the solution of (5.2). By
definition, after the change of variables y = x + e, we realize that uε(· − e) is,
for |e| ≤ ε, a subsolution to the equation, i.e., it satisfies, in the viscosity sense,
F
(
y, uε(· − e), Duε(· − e), D2uε(· − e)
) ≥ 0.
We regularize this function by the mollification uε = uε ? ρε, where ρε are
the standard mollifiers. From the convexity of the operator F and Jensen’s
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inequality, it follows that uε is also a subsolution. Since uε is now a smooth
function, we can invoke consistency to obtain
Fh[I
fd
h u
ε](z) ≥ F (z, uε(z), Duε(z), D2uε(z))− Chκ ≥ −Chκ,
for some constant C that depends on the smoothness of uε which, in turn, scales
like negative powers of ε, say C ≤ ε−δ1 . In conclusion, we have obtained that
Fh[I
fd
h u
ε](z) ≥ −Chκε−δ1 .
Assumption 5.4, item 2, shows that the function Ifdh (u
ε − Chκε−δ1) is, for a
suitably chosen C, a subsolution of the scheme, i.e., Fh[I
fd
h (u
ε−Chκε−δ1)] ≥ 0.
Therefore, by the comparison principle given in Lemma 5.5,
Ifdh u
ε(z)− uh(z) ≤ Chκε−δ1 .
In conclusion, using the continuity properties of the equation (5.1) and prop-
erties of mollifiers we obtain
Ifdh u(z)− uh(z) = Ifdh (u− uε)(z) + Ifdh (uε − uε)(z) + Ifdh (uε − uh)(z)
≤ C1
2
(εδ2 + hκε−δ1),
where δ2 > 0 depends on the smoothness of u (cf. Theorem 2.88). Optimizing
with respect to ε we get the result.
Proof of uh(z) − Ifdh u(z) ≤ C2hκ2 . We follow a similar reasoning but this
time, we interchange the roles that the equation and the scheme have played in
the previous step. Indeed, by item 4 of Assumption 5.4 we know that there is
uεh ∈ Xfdh that solves (5.3) and, again with the change of variables z˜ = z + e,
this function satisfies
Fh[u
ε
h](z) ≥ 0,
so that it is a subsolution of the scheme. Now, convexity of Fh implies that
Ifdh (u
ε
h ? ρε) is also a subsolution of the scheme. Moreover, we have that u
ε
h ? ρε
is a smooth function and, therefore, consistency implies that, for some δ3 > 0
we have
F [uεh ? ρε](z) ≥ −Chκε−δ3 .
Monotonicity of the equation shows that, for a suitably chosen C, the function
uεh ? ρε − Chκε−δ3 is a subsolution which, by comparison, readily implies that
uεh ? ρε(z)− u(z) ≤ Chκε−δ3 .
Properties of convolutions together with item 4 of Assumption 5.4 then imply
uh(z)− Ifdh u(z) = (uh − uεh)(z) + (uεh − Ifdh (uεh ? ρε))(z)
+ Ifdh (u
ε
h ? ρε − u)(z) ≤
C2
3
(εδ + εδ2 + hκε−δ3).
An optimization in ε once again yields the result.
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Let us now give an example of finite difference schemes for which the as-
sumptions of Theorem 5.6 can be verified.
Example 5.7 (monotone finite differences). Let Aα be independent of x for
every α and, possibly after a renormalization, verify
d∑
i=1
aαi,i −∑
j 6=i
|aαi,j |
 ≤ 1.
More importantly, we assume that these matrices are diagonally dominant, i.e.,
(3.65) holds. For simplicity assume also that bα ≡ 0 for all α ∈ A. As shown in
Lemma 3.63, there exists a monotone finite difference Lαh + c
α that is consistent
with L˜α. We then define
Fh[uh](z) = sup
α∈A
[Lαhuh(z) + c
α(z)uh(z)− fα(z)] = 0.
In this case, [7, Section 4] shows that all the assumptions are verified and,
moreover, that κ1 = κ2 = 1/3.
Remark 5.8 (examples and improvements). Let us comment on the various
improvements and refinements of Theorem 5.6 as well as on some extensions of
Example 5.7.
• In Example 5.7 it is assumed that the leading coefficients Aα do not depend
on the spatial variable x. In [6] the authors studied the relation between
(5.1) and a certain system of quasivariational inequalities of compliance ob-
stacle type (see (5.10) below). They used this system instead of item 4 from
Assumption 5.4 to obtain an upper bound for uh − Ifdh u in the case when
Aα is Lipschitz continuous in the space variable. Their results show that
‖Ifdh u− uh‖L∞(Ω¯h) ≤ Ch1/5.
• Let {ei}di=1 be an orthonormal basis of Rd and assume that the matrices have
the form
Aα(x) =
d∑
i=1
aαi (x)ei ⊗ ei
for some aαi that is Lipschitz in x uniformly in α. Recall that, with this
assumption, Lemma 3.60 guarantees the existence of a monotone finite dif-
ference scheme. In this setting [81] shows that κ1 = κ2 = 1/2. Moreover, in
the same setting but assuming that the coefficients are C1,1, [87] shows a that
κ1 = κ2 = 2/3.
• All the aforementioned results consider the case Ω = Rd, so that boundary
conditions are not an issue, cf. Theorem 3.14. In [37] the authors consider
the boundary value problem (5.1) under the assumption that the boundary
conditions are attained classically; see Definitions 2.67 and 2.73. Under the
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assumption that a barrier function can be constructed, that is a smooth b such
that b > 0 in Ω, b = 0 on ∂Ω and
F [b](x) ≤ −1,
the authors were able to extend the results presented here and show that the
rate of convergence is ‖Ifdh u− uh‖L∞(Ω¯h) ≤ Ch1/2.
Other results, which invoke the probabilistic interpretation of (5.1) can be found
in the literature; see, for instance, [51] and [98]. The reader is also referred
to the introduction of [82] for a detailed account of the development of error
estimates for (5.1).
5.2 Finite element methods
We now focus on the construction and analysis of finite element schemes for
(5.1). We will divide the exposition in two cases. First we will discuss the
discretization for a variant of the problem when the operators L˜α are replaced
by operators in divergence form L˜α with smooth coefficients. Then we will
discuss the case of (5.1) where the coefficients for L˜α satisfy the Cordes condition
of Definition 2.46, which is based on the discretization of nondivergence form
operators of Section 4.1. We must remark that it is possible to construct discrete
schemes using the integrodifferential approximation of Section 4.3. However, to
avoid repetition, its discussion will be illustrated in Section 7.3 for a nonconvex
operator of Isaacs type (cf. Example 2.18). Setting #B = 1 there we reduce the
scheme and its analysis to the case we are concerned with here.
5.2.1 Discretization for divergence form operators
Let us consider (5.1) but where the operators L˜α are replaced by divergence form
elliptic operators L˜α with C2(Ω¯) coefficients; see Definition 2.6. In addition, we
assume that ∂Ω is sufficiently smooth, g = 0 and that, for every α ∈ A, we have
0 ≤ fα ∈ L∞(Ω). Finally, we assume that A = {1, . . . ,M} for some M ∈ N.
Remark 5.9 (smooth coefficients). Notice that, if the coefficients of L˜α in
(5.1) are sufficiently smooth, one can rewrite this operator in divergence form.
Therefore, this reformulation is sufficiently general.
Recall that, by integration by parts, to every operator L˜α we can associate
the bilinear form aα : H1(Ω)×H1(Ω)→ R, defined by
aα(v, w) =
ˆ
Ω
(AαDv ·Dw + vαbα ·Dw + cα ·Dvw + dαvw) .
To simplify the discussion, we will assume that these forms are coercive uni-
formly in α, that is, there is a constant λ0 such that
inf
α∈A
aα(v, v) ≥ λ0‖Dv‖2L2(Ω), ∀v ∈ H10 (Ω).
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Given k > 0 and w ∈ H10 (Ω) define
K(k,w) =
{
v ∈ H10 (Ω) : v ≤ k + w
}
,
which is a closed and convex subset of H10 (Ω). For k > 0 we introduce a system
of quasivariational inequalities of compliance obstacle type as follows: Find
uαk ∈ K(k, uα+1) such that
aα(uαk , u
α
k − v) ≤ (fα, uαk − v) ∀v ∈ K(k, uα+1), (5.10)
with uM+1k = u
1
k. Standard results on quasivariational inequalities, like those
presented in [14, Chapter 4], imply the existence and uniqueness of uk :=
{uαk}α∈A ⊂ H10 (Ω) that solves (5.10). In addition, adaptions of the results
of Section 2.3 to the case of (quasi)variational inequalities (i.e., by penalization
and a limiting argument) allow us to conclude that uk ⊂ W 1,∞(Ω) ∩W 2,ploc (Ω)
(p < ∞). The purpose of this system lies in the fact that, as k → 0, the so-
lutions to (5.10) converge to the solution to (5.1). For a proof of the following
result see [42, Theorem 7.2] and [14, Section 4.6].
Theorem 5.11 (convergence as k → 0). In this the setting described above there
exists a unique strong solution u to (5.1). Moreover, defining u = {u}α∈A, there
holds
lim
k→0
‖u− uk‖`∞(A,L∞(Ω)) = 0.
It is remarkable that this result was shown before the development of viscos-
ity solutions of Section 2, and it was originally used to show the well-posedness
of the Hamilton Jacobi Bellman equations. In addition, it can be used to pro-
pose finite element discretizations of (5.1) by instead discretizing (5.10). Then,
if one is able to extend the standard L∞(Ω)-norm estimates for variational in-
equalities (see [111, Theorem 2.9]) and give a rate for the limit in Theorem 5.11
we obtain a convergent (with rates) finite element method. This program has
been, to a certain degree of success, carried out by [30, 18, 17].
With the notation of Section 3.5 we begin by defining, for k > 0 and wh ∈
X l0,h, the set
Kh(k,wh) =
{
vh ∈ X l0,h : vh ≤ k + wh
}
,
which is a closed and convex subset of X l0,h. Moreover, we remark that it is
sufficient to impose the inequality at the nodes z ∈ ΩIh. We approximate the
solution to (5.10) by the following set of discrete quasivariational inequalities:
find uα,kh ∈ Kh(k, uα+1,kh ) such that
aα(uα,kh , u
α,k
h − vh) ≤ (fα, uα,kh − vh) ∀vh ∈ Kh(k, uα+1,kh ), (5.12)
with uM+1,kh = u
1,k
h . Once again, it can be shown that this problem always has
a unique solution uh,k = {uα,kh }α∈A ⊂ X l0,h.
To establish the L∞(Ω)-norm convergence of the solutions to (5.12) to the
solution to (5.10) we must assume that the ensuing stiffness matrices are M–
matrices. Examining the proof of Lemma 3.83 we realize that for this to hold,
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it is sufficient to require that
aα(φi, φj) ≤ 0, ∀α ∈ A, i 6= j, (5.13)
which we assume below.
Remark 5.14 (lack of generality). The discussion of Section 3.5 shows that
condition (5.13) is satisfied if the mesh is weakly acute in the metric induced by
Aα for all α ∈ A. This is a severe restriction in practice, as it is not clear how
to impose such a condition for one matrix, let alone for a family of them.
Although a rate of convergence for the limit in Theorem 5.11 does not seem
possible, there is a rate for the approximation of (5.10) by (5.12).
Theorem 5.15 (rate of convergence). Assume that, for all h > 0, the family
of triangulations Th satisfies condition (5.13), then we have
‖uk − uh,k‖`∞(A,L∞(Ω)) ≤ Ch2| log h|3,
where the constant C > 0 depends on M = #A and k.
Proof. We will follow the ideas of [18] which, in turn, borrow from the iterative
schemes used to prove existence of elliptic quasivariational inequalities consid-
ered in [14, Chapter 4].
Step 1. We introduce the following iterative scheme: Define uˆ0 = {uˆα,0}α∈A
as the solutions to the unconstrained problems, i.e.,
aα(uˆα,0, v) = (fα, v), ∀v ∈ H10 (Ω).
Assuming that, for n ≥ 0, uˆn has been defined we look for uˆα,n+1 ∈ K(k, uˆα+1,n)
such that
aα(uˆα,n+1, uˆα,n+1 − v) ≤ (fα, uˆα,n+1 − v), ∀v ∈ K(k, uˆα+1,n).
Using the positivity and order preserving properties of the associated map, it is
possible then to show that, for λ < min{1, k/‖uˆ0‖`∞(A,L∞(Ω))}, we have
‖uk − uˆn‖`∞(A,L∞(Ω)) ≤ (1− λ)n‖uˆ0‖`∞(A,L∞(Ω)). (5.16)
Step 2. Define u˜0h = {u˜α,0h }α∈A as the finite element approximation of the
unconstrained problems, i.e.,
aα(u˜α,0h , vh) = (f
α, vh), ∀vh ∈ X l0,h.
Using (5.13) we can invoke standard finite element error estimates for linear
problems to obtain
‖uˆ0 − u˜0h‖`∞(A,L∞(Ω)) ≤ Ch2| log h|2. (5.17)
For each n ≥ 0 we define u˜α,n+1h ∈ Kh(k, uˆα+1,n) as the solution of
aα(u˜α,n+1h , u˜
α,n+1
h − vh) ≤ (fα, u˜α,n+1h − vh), ∀vh ∈ Kh(k, Ifeh uˆα+1,n).
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Notice that this is nothing but the finite element approximation of uˆα+1,n as
the solution to an obstacle problem. Using, once again, (5.13) we can invoke
pointwise estimates for obstacle problems [5] and [111, Theorem 2.9] to conclude
that
‖uˆn − u˜nh‖`∞(A,L∞(Ω)) ≤ Ch2| log h|2, (5.18)
where the constant is independent of n.
Step 3. Introduce a discrete iterative scheme analogous to the one given in
Step 1. In other words, set uˆ0h = u˜
0
h and, for n ≥ 0, find uˆα,n+1h ∈ Kh(k, uˆα+1,nh )
as the solution of
aα(uˆα,n+1h , uˆ
α,n+1
h − vh) ≤ (fα, uˆα,n+1h − vh), ∀v ∈ Kh(k, uˆα+1,nh ).
Similar techniques to the ones that led to (5.16) yield
‖uh,k − uˆnh‖`∞(A,L∞(Ω)) ≤ (1− λ)n‖uˆ0h‖`∞(A,L∞(Ω)). (5.19)
Step 4. By induction, it can be shown that
‖uˆn − uˆnh‖`∞(A,L∞(Ω)) ≤
n∑
k=0
‖uˆk − u˜kh‖`∞(A,L∞(Ω)).
With this at hand the triangle inequality yields
‖uk − uh,k‖`∞(A,L∞(Ω)) ≤ ‖uk − uˆn‖`∞(A,L∞(Ω)) + ‖uˆnh − uh,k‖`∞(A,L∞(Ω))
+
n∑
k=0
‖uˆk − u˜kh‖`∞(A,L∞(Ω)),
so that by using (5.16)–(5.19) we obtain
‖uk − uh,k‖`∞(A,L∞(Ω)) ≤ C
[
(1− λ)n + nh2| log h|2] .
Now choose n so that (1− λ)n ≈ h2 to obtain the result.
Remark 5.20 (k = 0). A similar algorithm to the one used in the proof of
Theorem 5.15 is studied in [96, Algorithme I] for k = 0. It is shown there that
the ensuing iterates converge monotonically to u, but no rate is given.
5.2.2 Discretization for HJB satisfying the Cordes Condition
Let us now discuss the case of (5.1) with nondivergence form operators without
lower order terms, i.e., Lα. For simplicity, we set g = 0. More importantly,
we will assume that the coefficient matrices Aα satisfy the Cordes condition of
Definition 2.46. Furthermore, we will assume that the domain Ω is convex and,
finally, that A is a compact metric space.
The stated assumptions imply, invoking Theorem 2.57, that each one of the
operators Lα is an isomorphism between H2(Ω) ∩ H10 (Ω) and L2(Ω). Conse-
quently, to each one of them we can apply the techniques of Section 4.1. Let us
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now, following the arguments of [123], show that these assumptions also imply
that problem (5.1) is also well-posed and that its solution is strong.
To do so we must assume that the Cordes condition holds uniformly in A
which, from (2.48) yields the existence of  > 0 for which
sup
α∈A
‖γαLαv −∆v‖L2(Ω) ≤
√
1− ‖D2v‖L2(Ω) ∀v ∈ H2(Ω). (5.21)
This inequality motivates the definition of the (elliptic) nonlinear operator
Fγ [v] := sup
α∈A
[
γα(Lαv − fα)]. (5.22)
The equivalence between problem Fγ [u] = 0 and (5.1) essentially follows from
the continuity of the data and the positivity of γα. This result is summarized
in the next lemma.
Lemma 5.23 (equivalence). Suppose that fα and Aα are uniformly continuous
for each α ∈ A, A is compact, and Ω is convex. The function u ∈ H2(Ω)∩H10 (Ω)
satisfies Fγ [u] = 0 a.e. Ω (i.e., u is a strong solution to this problem) if and
only if it is a strong solution to (5.1).
Identity (5.21) and the algebraic identity | supα∈A xα−supα∈A yα| ≤ supα∈A |xα−
yα| for bounded sequences {xα}, {yα} ⊂ R then yields the following result.
Lemma 5.24 (continuity). For all u, v ∈ H2(Ω) we have
|Fγ [v]− Fγ [w]−∆(v − w)| ≤
√
1− |D2(v − w)|.
Define
G(v, w) :=
ˆ
Ω
Fγ [v]∆w ∀v, w ∈ H2(Ω) ∩H10 (Ω).
The estimate of Lemma 5.24 leads to the following (strong) monotonicity prop-
erty of G.
Theorem 5.25 (properties of G). Under the given assumptions, there is a
positive constant C for which
G(v, v − w)−G(w, v − w) ≥ C(1−√1− )‖v − w‖2H2(Ω) (5.26)
for all v, w ∈ H2(Ω) ∩ H10 (Ω). In addition, if Aα ∈ C(Ω¯,Sd) and fα ∈ C(Ω¯),
then ∣∣G(v, u)−G(w, u)∣∣ ≤ C‖v − w‖H2(Ω)‖u‖H2(Ω). (5.27)
Proof. Applying Lemma 5.24 yields
G(v, v − w)−G(w, v − w) =
ˆ
Ω
(
Fγ [v]− Fγ [w]
)
∆(v − w)
= ‖∆(v − w)‖2L2(Ω) +
ˆ
Ω
(
Fγ [v]− Fγ [w]−∆(v − w)
)
∆(v − w)
≥ ‖∆(v − w)‖2L2(Ω) −
√
1− ‖D2(v − w)‖L2(Ω)‖∆(v − w)‖L2(Ω).
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Since Ω is convex, we can apply the Miranda-Talenti estimate (2.53) to get
G(v, v − w)−G(w, v − w) ≥ (1−√1− )‖∆(v − w)‖2L2(Ω).
The inequality (5.26) now follows from the equivalence of ‖∆·‖L2(Ω) and ‖·‖H2(Ω)
on convex domains.
Finally the Lipschitz property (5.27) follows from the continuity of the data
and the Cauchy-Schwarz inequality.
Along with the Browder-Minty Theorem and the fact that ∆ : H2(Ω) ∩
H10 (Ω) → L2(Ω) is surjective on convex domains, Theorem 5.25 and Lemma
5.23 yield the following existence and uniqueness result for the HJB problem
(5.1); see [123, Theorem 3] for details.
Theorem 5.28 (existence and uniqueness). Suppose that A is a compact metric
space, fα ∈ C(Ω¯), and Aα ∈ C(Ω¯,Sd) satisfies the Cordes condition for each
α ∈ A. Then there exists a unique strong solution u ∈ H2(Ω) ∩ H10 (Ω) to
Fγ [u] = 0. Moreover, u is also the unique strong solution to (5.1).
Let us now discuss how the finite element methods for linear problems given
in Section 4.1 are extended to the nonlinear problem (5.1). While any of the
methods given in that section can adopted for the nonlinear problem, here we
focus on the DG approximation [122, 123, 124].
Recall that Xdgh , defined by (4.17), is the piecewise polynomial space of
degree k with respect to a conforming and shape-regular, simplicial partition of
Ω. As in Section 4.1 we only consider here the h-version of the method, where
the polynomial degree is globally fixed, and we do not follow the dependence
on the polynomial degree k of all the ensuing constants. We refer the reader to
[123] where hp-DG methods are considered.
The DG method for the linear problem (4.24) extends to the nonlinear prob-
lem (5.1) by essentially taking the supremum over A; this yields the following
scheme: Find uh ∈ Xdgh such that
Gdgh (uh, vh) :=
∑
K∈Th
ˆ
K
[
Fγ [uh]−∆uh
]
∆vh +
1
2
Bh(uh, vh) = 0, (5.29)
where Bh(·, ·) is the bilinear form defined by (4.20) with penalty parameter
µ > 0. Recall, from Section 4.1, that if u ∈ Hs(Ω) ∩ H10 (Ω) with s > 5/2,
then Bh(u, vh) = 2
∑
K∈Th
´
K
∆u∆vh for all vh ∈ Xdgh . Therefore (5.29) is a
consistent method, i.e., Gdgh (u, vh) = 0 for all vh ∈ Xdgh provided u is sufficiently
smooth. In addition, as in the linear case, the coercivity properties of Bh ensure
that the structural properties found at the continuous level carry over; namely,
we have the following result; see [123, Theorem 7].
Theorem 5.30 (properties of Gdgh ). Suppose that the hypotheses in Theorem
5.25 are satisfied. Then there exists µ∗ = O(−1) such that if µ ≥ µ∗, there
holds
C‖vh − wh‖2DG(1) ≤ Gdgh (vh, vh − wh)−Gdgh (wh, vh − wh) ∀vh, wh ∈ Xdgh ,
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where the discrete H2(Ω) norm ‖ · ‖DG(1) is defined by (4.21). Moreover, there
exists a constant C > 0 such that for all vh, wh, uh ∈ Xcgh ,∣∣Gdgh (vh, uh)−Gdgh (wh, uh)∣∣ ≤ C‖vh − wh‖DG(1)‖uh‖DG(1).
Similar to the continuous setting, Theorem 5.30 yields existence and unique-
ness for the DG method.
Corollary 5.31 (existence and uniqueness). If that the hypotheses of Theorem
5.30 hold, then there exists a unique uh ∈ Xdgh satisfying (5.29).
Finally, the stability/monotonicity result and the consistency of the method
lead to the following error estimates. We refer to [123, Theorem 8] for a proof.
Theorem 5.32 (rates of convergence). Suppose that the hypotheses of Theorem
5.30 hold. Let uh ∈ Xdgh be the solution to (5.29), and suppose that the solution
to (5.1) has regularity u ∈ Hs(Ω) with 5/2 < s ≤ k+ 1. Then the error satisfies
‖u− uh‖DG(1) ≤ Chs−2‖u‖Hs(Ω).
5.2.3 Finite element methods for parabolic isotropic HJB problems
In this section we depart from the elliptic framework and discuss the finite
element method for parabolic (time-dependent) Hamilton-Jacobi-Bellman prob-
lems developed in [72]. Assuming homogeneous Dirichlet boundary conditions,
we consider numerical approximations of the problem:
∂u
∂t
− sup
α∈A
[
L˜αu− fα
]
= 0, in Ω× (0, T ),
u = 0, on ∂Ω× (0, T ),
u = u0, on Ω¯× {0},
(5.33)
where u0 ∈ C(Ω¯) is the initial time condition and T is the (finite) end-time. As
before we assume that A is compact and that the coefficients are uniformly con-
tinuous in Ω¯. In addition, we assume that the coefficients are time-independent,
fα ≥ 0, cα ≤ 0, u0 ≥ 0, and, most importantly, the elliptic operator Lα is
isotropic; that is,
L˜αu(x) = aα(x)∆u(x) + bα(x) ·Du(x) + cα(x)u(x),
with aα ≥ 0. Note that, even in the isotropic case, each elliptic operator is in
nondivergence form.
Before discussing the finite element method let us first extend the definition
of viscosity solutions to the parabolic setting (compare to Definition 2.67).
Definition 5.34 (viscosity solution). We say that:
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(a) A function u? ∈ USC(Ω¯×[0, T ]) is a viscosity subsolution to (5.33) if u? ≤ 0
on ∂Ω× (0, T ), u? ≤ u0 on Ω¯× {0}, and if whenever (x0, t0) ∈ Ω× (0, T ),
ϕ ∈ C2((0, T )×Ω) and u?−ϕ has a local maximum at (x0, t0) we have that
∂ϕ
∂t
(x0, t0)− sup
α∈A
(
L˜α(x0)ϕ(x0, t0)− fα(x0)
) ≤ 0.
(b) A function u? ∈ LSC(Ω¯ × [0, T ]) is a viscosity supersolution to (5.33) if
u? ≥ 0 on ∂Ω × (0, T ), u? ≥ u0 on Ω¯ × {0}, and if whenever (x0, t0) ∈
Ω× (0, T ), ϕ ∈ C2((0, T )× Ω) and u? − ϕ has a local minimum at (x0, t0)
we have that
∂ϕ
∂t
(x0, t0)− sup
α∈A
(
L˜α(x0)ϕ(x0, t0)− fα(x0)
) ≥ 0.
(c) A function u ∈ C(Ω¯× [0, T ]) is a viscosity solution to (5.33) if it is both a
sub- and supersolution.
The discretization of the nondivergence part of L˜α proposed in [72] is based
on a “freezing the coefficients” strategy. Let {φi} ⊂ X l0,h be the normalized
hat functions defined in Section 3.5, where we recall that X l0,h is the space of
piecewise linear polynomials with vanishing trace (cf. (3.72)). Then, since φi is
essentially a regularized Dirac delta distribution, if a point x ∈ Ω is close to a
node zi ∈ ΩIh, then we have, at least formally,
aα(x)∆u(x) ≈ −aα(zi)
ˆ
Ω
Du ·Dφi = aα(zi)∆hIeph u(zi),
where the finite element Laplacian ∆h is given by (3.76), and I
ep
h is the ellip-
tic projection. This heuristic approximation motivates the semi-discrete finite
element method: Find uh : [0, T ]→ X l0,h such that uh(0) = Ifeh u0 and
∂uh
∂t
− sup
α∈A
(
L˜αhuh − fαh ) = 0 in ΩIh × (0, T ), (5.35)
where Ifeh : C
0(Ω¯) → X lh is the nodal interpolant onto X lh, and the discrete
operator and discrete source function are given respectively by
L˜αhuh(zi) = a
α(zi)∆huh(zi) +
ˆ
Ω
(
bα ·Duh + cαuh
)
φi,
fαh (zi) =
ˆ
Ω
fαφi.
The fully discrete method proposed in [72] applies a one-step explicit-implicit
ODE solver to a regularized version of (5.35). Let τ ∈ (0, 1) be the (uniform)
time step size and assume that T/τ =: M ∈ N. For a sequence of discrete
functions {vkh}Mk=0 ⊂ X l0,h, we define the backward difference quotient as
dτv
k+1
h :=
1
τ
(
vk+1h − vkh
) ∈ X l0,h.
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For each α ∈ A, the discrete operator L˜αh is approximately split into an
explicit and implicit part:
L˜αh ≈ Eαh + Iαh , (5.36)
with
Eαhuh(zi) = a
α
e (zi)∆huh(zi) +
ˆ
Ω
(
bαe ·Duh + ceuh
)
φi,
Iαhuh(zi) = a
α
i (zi)∆huh(zi) +
ˆ
Ω
(
bαi ·Duh + ciuh
)
φi.
We now consider the fully discrete method: Find the sequence {ukh}Mk=0 ⊂ X l0,h
with u0h = I
fe
h u0 and
dτu
k+1
h − sup
α∈A
(
Eαhu
k
h + I
α
hu
k+1
h − fαh
)
in ΩIh. (5.37)
To show the well-posedness and to analyze method (5.37) we make several
assumptions. First we quantify the approximation in (5.36) and make assump-
tions of the coefficients in the explicit and implicit operators.
Assumption 5.38 (coefficients). We assume that the coefficients satisfy
lim
h→0
sup
α∈A
(
sup
z∈ΩIh
‖aα − (aαe (z) + aαi (z))‖L∞(ωz)
+ ‖bα − (bαe + bαi )‖L∞(Ω) + ‖cα − (cαe + cαi )‖L∞(Ω)
)
= 0.
In addition, in the case when A is not finite, we also assume that the mappings
α 7→ (aαe ,bαe , cαi ) and α 7→ (aαi ,bαi , cαi ) are continuous, ae, ai ≥ 0, and ce, ci ≤ 0.
Next we make assumptions regarding the monotonicity properties of the
operators.
Assumption 5.39 (monotonicity). The splitting (5.36) is such that:
(a) The time-step explicit operators satisfy
δi,j + τE
α
h(φ˜j)(zi) ≥ 0 ∀α ∈ A, (5.40)
where {φ˜j} ⊂ X l0,h are the (unnormalized) hat functions satisfying φ˜j(zi) =
δi,j.
(b) The operator Iαh is monotone (in the sense of Definition 3.8) for each α ∈ A.
Condition (5.40) is essentially a time-step restriction and a monotonicity
condition (if Eαh 6≡ 0 for all α ∈ A). For example, if cαe ≡ 0, bαe ≡ 0, and aαe > 0
for all α ∈ A, then the condition reads
δi,j − τaαe (zi)
ˆ
Ω
Dφ˜j ·Dφi ≥ 0.
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Therefore, in this setting, (5.40) is satisfied if and only if (3.84) holds (so that
∆h is monotone) and if
τ ≤
(
aαe (zi)
ˆ
Ω
Dφi ·Dφ˜i
)−1
= O(h2).
The monotonicity of Iαh implies that the inverse of (I−τIαh) is sign preserving
for any τ > 0, i.e., if (I − τIαh)vh ≤ 0 (≥ 0), then vh ≤ 0 (≥ 0). To see this,
suppose that vh ∈ X l0,h satisfies (I−τIαh)vh ≤ 0 and vh has a positive maximum
at zi. Then the monotonicity of I
α
h implies (cf. Definition 3.8) I
α
hvh(zi) ≤ 0,
leading to (I − τIαh)vh(zi) ≥ vh(zi) > 0, a contradiction. This argument also
shows that (I − τIαh) is invertible, and therefore the following problem is well-
posed: For fixed α ∈ A, find {ukh,α}Mk=0 ⊂ X l0,h such that u0h,α = Ifeh u0 and
(k = 0, 1, . . . ,M − 1)
dτu
k+1
h,α −
(
Eαhu
k
h,α + I
α
hu
k+1
h,α − fh
)
in ΩIh, u
0
h,α = I
fe
h u0. (5.41)
The construction of operators Eαh , I
α
h satisfying Assumptions 5.38–5.39 (on
weakly acute triangulations) using the method of artificial diffusion can be found
in [72, Section 8] and [71].
Theorem 5.42 (existence). Suppose that Assumptions 5.38 and 5.39 are sat-
isfied. Then for each k ∈ {0, 1, . . . ,M − 1} there exists a unique solution
uk+1h ∈ X l0,h to (5.37). Moreover, if we denote by {ukh,α} ⊂ X l0,h the solution to
(5.41), then 0 ≤ ukh ≤ ukh,α.
The proof of existence and uniqueness follows from the convergence results
of Howard’s method which is discussed in the next section. The monotonicity
and continuity properties of Eαh , I
α
h ensure that the hypotheses of Theorem 5.56
below are satisfied (cf. [72, Theorem 3.1]).
The next result establishes the stability of the method. Its proof essentially
follows from Assumption 5.39 and the nonpositivity of cαe and c
α
i (see [72, Lemma
3.2 and Corollary 3.3] for details).
Lemma 5.43 (stability). Suppose that the assumptions of Theorem 5.42 hold,
and let {ukh,α} ⊂ X l0,h denote the solution to (5.41) for a fixed α ∈ A. Then we
have
‖{ukh,α}Mk=0‖`∞(N∩[0,M ],L∞(Ω)) ≤ ‖Ifeh u0‖L∞(Ω) + T‖fα‖L∞(Ω).
Therefore, by Theorem 5.42,
‖{ukh}Mk=0‖`∞(N∩[0,M ],L∞(Ω)) ≤ ‖Ifeh u0‖L∞(Ω) + T inf
α∈A
‖fα‖L∞(Ω).
Next, to apply the Barles-Souganidis theory, we look at the consistency of
the method. Essentially this result follows from Lemma 3.82 and the stability
of the elliptic projection.
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Lemma 5.44 (consistency). Let Ieph : H
1(Ω) → X lh be the elliptic projection
onto X lh. Let {(zh, tτ )}h>0,τ>0 with (zh, tτ ) ∈ Ω¯h × N ∩ [0,M ] and (zh, tτ ) →
(z0, t0) ∈ Ω¯× [0, T ] as h, τ → 0+. Then for any φ ∈ C2(Ω¯× [0, T ]),
lim
h,τ→0+
(
dτI
ep
h φ(tτ + τ)−
(
EαhI
ep
h (φ(tτ )) + I
α
hI
ep
h (φ(tτ + τ))− fαh
))
(zh)
=
∂φ
∂t
(z0, t0)−
(
L˜αφ(z0, t0)− fα(z0)
) ∀α ∈ A,
where φ(t) := φ(·, t), and the convergence is uniform with respect to α ∈ A.
Remark 5.45 (anisotropy). Note that the consistency result given in Lemma
5.44 does not extend to operators with anisotropic diffusion.
Finally to apply Theorem 3.14, the following assumption is made which
ensures that the limiting solution satisfies the boundary conditions in a classical
sense.
Assumption 5.46 (limiting boundary values). Define u¯α ∈ USC(Ω¯× [0, T ])
u¯α(x, t) := lim sup
(z,kτ)→(x,t)
h,τ→0+
ukh,α(z),
where ukh,α is the solution to (5.41). Then
inf
α∈A
u¯α(x, t) = 0 ∀(x, t) ∈ ∂Ω× [0, T ].
Finally combining Lemmas 5.44 and 5.43 with Theorem 3.14 yields the fol-
lowing convergence result; see [72, Theorem 6.2].
Theorem 5.47 (convergence). Suppose that Assumptions 5.38, 5.39, and 5.46
are satisfied. Suppose further that the HJB problem (5.33) satisfies a comparison
principle (cf. Definition 2.68). Then there holds
lim
h,τ→0+
max
k
‖u(·, kτ)− ukh‖L∞(Ω) = 0.
5.3 Solution of the discrete problems
To finalize the discussion concerning the approximation of convex equations we
must, at least briefly, discuss how to solve the system of nonlinear equations
that arises after discretization, be it by finite differences or finite elements. We
will present one of the most popular methods — known as policy iterations or
Howard’s algorithm — and discuss its convergence properties.
Once (5.1) is discretized by any of the methods described in the previous
sections, we end up with the system of nonlinear equations: Find x ∈ RN that
satisfies
F(x) = sup
α∈A
[Kαx− fα] = 0, (5.48)
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Figure 5.1: An illustration of the selection procedure defined in (5.49), for the
simplified case of fα = 0 for all α ∈ A and #A = 2. We multiply each matrix
(red and blue in the figue) by the vector y and compare the components of
the results. The matrix Kα(y) is constructed by choosing the row of the matrix
that gives the largest result.
where the supremum is taken component-wise, N is the number of degrees
of freedom in the discretization, {Kα}α∈A and {fα}α∈A are discretizations of
{L˜α}α∈A and {fα}α∈A, respectively, or as in (5.37), come from the implicit-
explicit splitting of the operators (5.36).
In order to define Howard’s algorithm we must introduce the following oper-
ations on A, the matrices Kα and vectors fα. Given y ∈ RN and i ∈ {1, . . . , N}
we define the element α(y, i) ∈ A as the element that realizes the supremum in
(5.48) when applied to y at component i, that is[
Kα(y,i)y − fα(y,i)
]
i
= sup
α∈A
[Kαy − fα]i .
We define α(y) ∈ AN with components α(y)i = α(y, i). Given α(y) we finally
define the matrix Kα(y) and vector fα(y) as follows:
K
α(y)
i,j = K
α(y,i)
i,j , f
α(y)
i = f
α(y,i)
i . (5.49)
An illustration of this selection procedure in the case #A = 2 is shown in
Figure 5.3. With these operations at hand Howard’s algorithm, as presented in
[16], is described in Algorithm 5.1.
Notice that, at each step, Algorithm 5.1 requires the solution to the linear
system (5.50). Because of the way the matrices are constructed it is necessary
to ensure that they are invertible. This is guaranteed by the following condition.
Assumption 5.51 (monotonicity). For every y ∈ RN the matrix Kα(y) is
monotone in the sense of Definition 3.8.
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Algorithm 5.1: Howard’s algorithm.
input : Set A.
Matrices {Kα}α∈A ⊂ RN×N .
Right hand sides {fα}α∈A ⊂ RN .
output: Vector x ∈ RN , solution of (5.48).
1 Initialization: Choose x−1 ∈ RN ;
2 for k ≥ 0 do
3 Set αk = α(xk−1) ;
4 Compute Kαk ∈ RN×N and fαk ∈ RN ;
5 Find: xk ∈ RN that solves
Kαkxk = f
αk ; (5.50)
if k ≥ 1 and xk = xk−1 then
6 return xk ;
7 end
8 end
It is natural to wonder when such a condition is satisfied. As shown in [135]
if, for every α ∈ A, the matrix Kα is strictly diagonally dominant and monotone
and its off diagonal entries are nonpositive, then this condition is satisfied. We
comment finally that a monotone matrix is nonsingular.
Having guaranteed that Howard’s algorithm can proceed, we focus our at-
tention on its convergence. While many references have studied it, we will follow
[16, 64] and draw a connection between this method and active set strategies
which, in turn, can be analyzed as semismooth Newton methods. We begin
with the definition of slant derivative.
Definition 5.52 (slant derivative). Let X, and Z be Banach spaces and D ⊂ X
be open. The mapping F : D → Z is called slantly differentiable in the open
subset U ⊂ D if there is a family of mappings G : U → L(X,Z) such that, for
every x ∈ U ,
lim
h→0
1
‖h‖X ‖F (x+ h)− F (x)−G(x+ h)h‖Z = 0.
We call G a slanting function for F .
To approximate x? ∈ X, the solution of F (x) = 0, one can then apply the
semismooth Newton method which, starting from x0 ∈ D, computes iterates
via:
xk+1 = xk −G(xk)−1F (xk). (5.53)
The convergence of (5.53) is given in the following result, whose proof can
be found in [64, Theorem 1.1].
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Theorem 5.54 (convergence). Assume that F is slantly differentiable in a
neighborhood of x?. If G(x) is nonsingular for all x ∈ U and {‖G(x)−1‖ : x ∈ U}
is bounded, then the semismooth Newton method (5.53) converges superlinearly
provided x0 is sufficiently close to x
?.
The connection between Howard’s algorithm and semismooth Newton meth-
ods is given by the following result; see [64, Lemma 3.1].
Lemma 5.55 (slant derivative of max). The mapping
M : RN 3 y 7→ max{0,y} ∈ RN ,
is slantly differentiable on RM and a slanting function is
GM(y)i,j = g(yj)δi,j , g(z) =
{
0, z ≤ 0,
1, z > 0.
Let us explain how this result relates to Howard’s algorithm in the (perhaps
overly) simplistic case that N = 1, A = {1, 2} and f1 = f2 = f . In this setting,
we are looking for x ∈ R that solves
0 = F(x) = max{K1x,K2x} − f = K1x + max{0, (K2 −K1)x} − f .
By Lemma 5.55 a slanting function for F at y is
G(y) = K1 + GM
(
(K2 −K1)y) (K2 −K1).
If (K2 −K1)y ≥ 0, then
G(y) = K1 + (K2 −K1) = K2,
and, similarly, if (K2 −K1)y ≤ 0 we get G(y) = K1. In other words, G(y)
always coincides with the coefficient that gives the largest result. Having made
this observation, we can now establish convergence for Howard’s algorithm [16].
Theorem 5.56 (convergence). If Assumption 5.51 is satisfied, then the se-
quence {xk}k≥0, generated by Algorithm 5.1, satisfies xk ≥ xk+1 for every
k ≥ 0 and converges to x, the solution of (5.48). Moreover,
1. If #A is finite, the sequence converges in at most (#A)N steps.
2. If A is infinite, the convergence is asymptotically superlinear.
Proof. To draw a connection between Algorithm 5.1 and the semismooth New-
ton method (5.53) let us sketch the proof. Recall that we are looking for a
solution of (5.48), which can be understood as looking for a zero of the map
F. Let us now, following [16, Theorem 3.8], show that for y ∈ RN the matrix
Kα(y) is a slanting function for F at the point y. For if that is the case, then
(5.53) can be rewritten as
Kα(xk) (xk+1 − xk) = −F(xk) = −Kα(xk)xk + fα(xk),
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which is clearly (5.50). By invoking Theorem 5.54 this will yield the superlinear
convergence of {xk}k≥0.
Now, to show the slant differentiability of F, let y,h ∈ RN and notice that
F(y) + Kα(y+h)h ≥ Kα(y+h)y − fα(y+h) + Kα(y+h)h = F(y + h)
≥ Kα(y)(y + h)− fα(y) = F(y) + Kα(y)h.
Consequently,
0 ≥ F(y + h)− F(y)−Kα(y+h)h ≥
[
Kα(y) −Kα(y+h)
]
h
≥ −|Kα(y) −Kα(y+h)|∞|h|∞.
Since Lemma 3.2 of [16] shows that lim|h|∞→0 |Kα(y) − Kα(y+h)|∞ = 0 the
result follows.
In the case #A is finite we remark that the convergence in a finite number of
steps follows from the monotonicity of the iterates. To show the monotonicity,
we exploit the construction of the parameters αk. Indeed, since
Kαk+1xk − fαk+1 = F(xk) ≥ Kαkxk − fαk = 0 = Kαk+1xk+1 − fαk+1 ,
we conclude that Kαk+1 (xk − xk+1) ≥ 0. From Assumption 5.51 we have that
Kαk+1 is monotone and, therefore, xk ≥ xk+1. This concludes the proof.
We conclude by commenting that, in Algorithm 5.1, at every step it is nec-
essary to solve the linear system of equations (5.50) which, for large N , can be
very time consuming. We refer to [66] where a multilevel technique to solve
this problem is described and its global convergence is shown. Variations of this
multigrid strategy are explored in [1] and [62]. Numerical methods of penalty
type are studied in [135] and [96, Algorithme III].
6 The Monge-Ampe`re equation
The focus of this section is the study of discretizations for a particular convex
equation: the Monge-Ampe`re equation with Dirichlet boundary conditions:{
det(D2u) = f, in Ω,
u = g, on ∂Ω.
(6.1)
The Monge-Ampe`re equation finds relevance in several areas of mathematics
and its applications, including differential geometry, calculus of variations, eco-
nomics, meteorology, and the optimal mass transportation problem [61, 129, 132,
10, 11, 125]. As we have already mentioned, see also Remark 6.15 below, the
Monge-Ampe`re problem fits into the framework of the previous section. How-
ever, due to its many applications, and correspondingly its many discretizations
and convergence results, we find it appropriate to devote an entire section to a
sample of detailed results. Before discussing these methods, let us here give a
brief synopsis of some discretizations for the Monge-Ampe`re problem that we
do not cover in detail.
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• Monotone, wide-stencil finite difference schemes: [114, 54, 53, 13] The basis
of these methods is to use determinant identities (such as Hadamard’s in-
equality) to construct consistent and monotone finite difference schemes for
the Monge-Ampe`re problem. Such schemes conform to the Barles-Souganidis
theory under certain assumptions and convergence to the viscosity solution is
immediate. We refer the reader to [112] where rates of convergence for these
methods have recently been derived.
• Regularization: In [48, 47, 105, 49] the Monge-Ampe`re equation is first ap-
proximated at the continuous level by a fourth-order quasi-linear PDE. In
this framework, solutions are defined via variational principles, and therefore
Galerkin methods are readily constructed. Error estimates between the finite
element approximation and the regularized solution are derived, but a general
convergence theory for viscosity solutions is an open problem.
• Variational methods: Classical Galerkin methodologies are used in references
like [15, 19, 20, 106, 3, 2, 4] to construct finite element approximations for
strong or classical solutions of the Monge-Ampe`re equation. Assuming that
the solution to (6.1) is sufficiently regular error estimates are typically derived
in H1 or H2-type norms.
• Optimal control: In [34, 35], the Monge-Ampe`re equation is treated as a
constraint of a minimization problem, leading to a saddle-point reformulation.
Computationally efficient algorithms are proposed, but convergence to the
viscosity solution is not shown.
We refer to the review paper [43] for a summary of these discretization types.
6.1 Solution concepts
The Monge-Ampe`re equation has a very unique structure and, because of this,
the solution to problem (6.1) can be understood not only with the concepts
described in Section 2, but with some additional ones. To discuss these issues, we
first make the (sometimes necessary) assumption that the domain Ω is convex.
With this assumption, and with an abuse of notation, we (re)define the convex
envelope of a function v with v = 0 on ∂Ω as
Γ(v)(x) := sup {L(x) : L(z) ≤ v(z) ∀z ∈ Ω, L ∈ P1} .
As we previously described, in contrast to the problems discussed thus far,
the Monge-Ampe`re operator F (x, r,p,M) := det(M) − f(x) is not elliptic on
Ω× R× Rd × Sd (cf. Definition 2.15 and Example 2.19). Indeed, there holds
det(M) ≤ det(N) ∀N ≥M
if and only if M ≥ 0, and consequently F is only elliptic restricted to the class
of semi-positive definite matrices. In particular, if a classical solution u to (6.1)
exists, then F is elliptic at u if and only if D2u ≥ 0 in Ω, implying that u is a
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convex function. Further note that, besides ensuring ellipticity, the convexity
assumption is required to have any hope of uniqueness, since, when d is even
det(D2(−u)) = det(D2u).
Let us now discuss the existence and uniqueness of different types of solutions
of the Monge-Ampe`re problem (6.1) and the required conditions on the domain
Ω and data, f and g, to guarantee that such solutions exist. First we have the
following result regarding classical solutions. [134, 130].
Theorem 6.2 (classical solutions). Suppose that Ω is an open, bounded, and
strictly convex domain with boundary ∂Ω ∈ C3. Suppose that g ∈ C3(Ω¯), f ∈
Cα(Ω) for some α ∈ (0, 1), and that minΩ¯ f > 0. Then there exists a unique
(classical) convex solution u ∈ C2,α(Ω) satisfying (6.1).
Remark 6.3 (optimality). The conditions on ∂Ω, g, and f stated in Theorem
6.2 are optimal [130].
Next we turn our attention to viscosity solutions to (6.1). Since the operator
F is only elliptic on the class of convex functions, we must modify the definition
of viscosity solutions to reflect this fact.
Definition 6.4 (viscosity solution). A function u ∈ C(Ω¯) is called a viscos-
ity subsolution (resp., supersolution) of (6.1) on the set of convex functions
if u is convex and if for all convex ϕ ∈ C2(Ω) such that u − ϕ has a local
maximum (resp., minimum) at x0 ∈ Ω, we have det(D2ϕ(x0)) ≥ f(x0) (resp.,
det(D2ϕ(x0)) ≤ f(x0)). A function u ∈ C(Ω¯) is a viscosity solution to (6.1) on
the class of convex functions if it is simultaneously a viscosity subsolution and
super solution on the set of convex functions.
Remark 6.5 (f is nonnegative). Note that the definition of viscosity solution
implicitly requires the source function f to be continuous and nonnegative.
Before stating existence and uniqueness results for viscosity solutions let us,
following [54], give an example of a non-classical viscosity solution. Note that
this example shows that f ∈ Cα(Ω) and smooth Ω is not sufficient to guarantee
the existence of a classical solution.
Example 6.6 (viscosity solution). Let Ω = B2(0) ⊂ R2, and consider the
function
u(x) =
{
0 in |x| ≤ 1,
1
2
(|x| − 1)2 in 1 ≤ |x| ≤ 2. (6.7)
Then u is a viscosity solution of (6.1) with g = 1/2 and
f(x) =
{
0 in |x| ≤ 1,
1− |x|−1 in 1 ≤ |x| ≤ 2.
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Theorem 6.8 (existence). Assume that Ω is convex. Assume further that g ∈
C(∂Ω), f ∈ C(Ω¯) and f ≥ 0. Then there exists a unique viscosity solution
u ∈ C(Ω¯) to (6.1) in the class of convex functions.
Apart from the viscosity solution, another notion of weak solution of the
Monge-Ampe`re equation is based on geometric arguments, which we now de-
scribe. To motivate it, suppose for the moment that f is uniformly positive in
Ω and that u ∈ C2(Ω¯) is a strictly convex function satisfying (6.1) pointwise.
Let ∂u(x) denote the subdifferential of u at the point x ∈ Ω given by Definition
2.78, i.e., ∂u(x) is the set of slopes of the supporting hyperplanes at x. From the
convexity and smoothness assumptions we infer that ∂u(x) = {Du(x)} and that
the subdifferential, viewed as a map from Ω to Rd, is injective. Consequently, a
change of variables reveals that
ˆ
D
f =
ˆ
D
det(D2u) =
ˆ
∂u(D)
= |∂u(D)| for all Borel sets D ⊂ Ω,
where we recall that ∂u(D) = ∪x∈D∂u(x) and |∂u(D)| is the d-dimensional
Lebesgue measure of ∂u(D). Since ∂u is well-defined for non-smooth convex
functions, the above identity allows us to widen the class of admissible solutions.
Definition 6.9 (Alexandrov solution). A convex function u ∈ C(Ω¯) is an
Alexandrov solution to (6.1) if u|∂Ω = g and
|∂u(D)| =
ˆ
D
f (6.10)
for all Borel sets D ⊂ Ω.
Note that the continuity of the source term f is no longer required for (6.10)
to be well-defined. The following example illustrates this feature.
Example 6.11 (Alexandrov solution). Let Ω = B1(0) ⊂ R2. Then the function
u(x) = |x| − 1
is a Alexandrov solution of Monge-Ampe`re equation
det(D2u)(x) = piδ(x=0),
where δ(x=0) is the Dirac measure at origin. However, u is not a viscosity
solution because the right hand side is not a (continuous) function.
The existence and uniqueness of Alexandrov solutions is summarized in the
next theorem, see [61, Theorem 1.6.2].
Theorem 6.12 (existence of Alexandrov solutions). Let Ω ⊂ Rd be an open,
bounded, and strictly convex domain. Suppose that the data satisfies g ∈ C(∂Ω)
and
´
Ω
f < ∞. Then there exists a unique Alexandrov solution u ∈ C(Ω¯) to
(6.1) in the class of convex functions.
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The next result states situations where viscosity solutions and Alexandrov
solutions coincide [61, Propositions 1.3.4 and 1.7.1]. The result also shows that
the notion of Alexandrov solution is strictly weaker than that of a viscosity
solution.
Proposition 6.13 (equivalence). Suppose that u ∈ C(Ω¯) is an Alexandrov
solution to (6.1). Then if f is continuous, u is a viscosity solution to (6.1).
Conversely, if u is a viscosity solution to (6.1) and if f ∈ C(Ω¯) with f > 0 in
Ω¯, then u is an Alexandrov solution.
The rest of our presentation will deal separately with numerical methods for
(6.1) depending on the type of solution we aim to approximate: viscosity or
Alexandrov solutions. Before we discuss them, it is useful to review a property
of the determinant. For convenience of notation we define the set of symmetric
nonnegative definite matrices as
Sd+ := {A ∈ Sd : A ≥ 0}.
Proposition 6.14 (determinant inequality). The following inequality holds:
det(A)1/d det(B)1/d ≤ 1
d
trAB =
1
d
(A : B) ∀A,B ∈ Sd+
with equality holding if and only if B1/2AB1/2 = cI for some scalar c ≥ 0.
Proof. Let C = B1/2AB1/2, and note that C ∈ Sd+. The arithmetic-geometric
inequality yields
det(C)1/d ≤ 1
d
trC,
with equality holding if and only if B1/2AB1/2 = C = cI. Since A,B ∈ Sd+ we
find that c ≥ 0. The inequality follows from the algebraic identities detC =
det(AB) = detAdetB and trC = trAB = A : B.
Remark 6.15 (Monge-Ampe`re is concave). The determinant inequality of Propo-
sition 6.14 implies that for any positive definite matrix A,
det(A)1/d = inf
B∈Sd+
{
1
d
trAB : detB = 1
}
.
Therefore, for any symmetric positive definite A and B ∈ Sd+, and for 0 < t ≤ 1,
we have
det(tA+ (1− t)B)1/d = inf
K∈Sd+
{1
d
tr ((tA+ (1− t)B)K) : detK = 1}
≥ t inf
K∈Sd+
{1
d
tr(AK) : detK = 1}
+ (1− t) inf
K∈Sd+
{1
d
tr(BK) : detK = 1}
= tdet(A)1/d + (1− t) det(B)1/d.
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The inequality det(tA + (1 − t)B)1/d ≥ tdet(A)1/d + (1 − t) det(B)1/d is also
satisfied if t = 0, and if det(A) = det(B) = 0. Thus the function A→ detA1/d
is concave over Sd+.
6.2 Approximation of viscosity solutions: Hamilton-Jacobi-
Bellman reformulation
In this section we summarize the results of [45], where a numerical method
based on a HJB reformation of the Monge-Ampe`re problem is developed. Before
stating the method we first note that Remark 6.15 implicitly gives such a HJB
reformation, i.e., if u satisfies the first equation in (6.1), then formally
f(x)1/d =
(
det(D2u)(x)
)1/d
=
1
d
inf
B∈Sd+
det(B)=1
D2u(x) : B.
Note that the constraint in the control set is nonlinear, and furthermore, the
control set is not compact; these two features make the PDE and numerical
constructions less obvious. Rather, the method proposed in [45] is based on the
following result [83].
Proposition 6.16 (HJB reformulation of MA). Define
Sd1 = {A ∈ Sd+ : trA = 1},
and let f ∈ R with f ≥ 0. Then a matrix A ∈ Sd satisfies
H(A, f) := sup
B∈Sd1
(
− 1
d
B : A+ f1/d det(B)1/d
)
= 0 (6.17)
if and only if det(A) = f and A ∈ Sd+. Moreover, there exists a maximizer
B∗ ∈ Sd1 that commutes with A.
Proof. If A ∈ Sd+ and det(A) = f , then Proposition 6.14 implies
−1
d
B : A+ f1/d det(B)1/d ≤ (f1/d − det(A)1/d) det(B)1/d = 0
and equality holds if and only if B1/2AB1/2 = cI for some c ≥ 0. If A >
0 then we take B = A−1/
(
trA−1
)
. Otherwise, if det(A) = 0, we use the
eigendecomposition of a matrix to construct B ∈ Sd+ that commutes with A,
trB = 1, and B1/2AB1/2 = 0. In either case we conclude that A satisfies (6.17).
Now our goal is to show that (6.17) implies that det(A) = f and A ∈ Sd+.
We prove the statement in two cases.
Case I. If A > 0, then take B = cA−1 with c = 1/(trA−1) in (6.17). Using
the identities 1dB : A = c and det(B) = c
d det(A)−1, we find that
c(f1/d − det(A)1/d) det(A)−1/d = −1
d
B : A+ f1/d det(B)1/d ≤ 0
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and therefore det(A) ≥ f . On the other hand Proposition 6.14 implies that
0 = sup
B∈Sd1
(
− 1
d
B : A+ f1/d det(B)1/d
)
≤ sup
B∈Sd1
(f1/d − det(A)1/d) det(B)1/d.
Now if det(A) > f , then we must have det(B) = 0 for the matrix B to attain the
supremum. However, since A > 0, Proposition 6.14 implies the inequality above
is strict if B 6= cA−1. This leads to a contradiction. Therefore det(A) = f . This
proves the first case.
Case II: If A is not strictly positive definite, then without loss of generality,
we we assume that A is of the diagonal form
A = λ1v1 ⊗ v1 + · · ·+ λdvd ⊗ vd λ1 ≤ · · · ≤ λd,
where {vi}di=1 are the eigenvectors of A with unit length, and λ1 ≤ 0.
Consider the matrix
B = (1− )v1 ⊗ v1 + 
d− 1
d∑
i=2
vi ⊗ vi ∈ Sd1
for some parameter  ∈ (0, 1). We then have
−1
d
B : A+ f1/d det(B)1/d = −1
d
(
(1− )λ1 + 
d− 1
d∑
i=2
λi
)
+ (1− )1/d 
(d−1)/d
(d− 1)(d−1)/d f
1/d
≥ −1
d
((1− )λ1 + λd) +
[
(1− )(d−1)
(d− 1)(d−1) f
]1/d
.
Note that if f > 0 and for sufficiently small , the dominating term is
[
(1−)(d−1)
(d−1)(d−1) f
]1/d
.
Thus, if f > 0, then we deduce
−1
d
B : A+ f1/d det(B)1/d > 0
which contradicts (6.17). If f = 0, then
−1
d
B : A+ f1/d det(B)1/d = −1
d
(
(1− )λ1 + 
d− 1
d∑
i=2
λi
)
.
Equation (6.17) holds for any  > 0 if and only if λ1 = 0. Thus, A ≥ 0 and
det(A) = f = 0. This completes the proof.
Lemma 6.16 leads to the following result, showing that viscosity solutions
to the Monge-Ampe`re equation are viscosity solutions of a HJB problem. We
refer the reader to [45, Theorem 3.3] for a proof.
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Theorem 6.18 (equivalence of viscosity solutions). Let f ∈ C(Ω) be a non-
negative function, and let u be a viscosity subsolution (resp., supersolution) of
the Monge-Ampe`re problem (6.1) on the set of convex functions. Then u is a
viscosity subsolution (resp., supersolution) to the HJB problem{
H(D2u, f) = 0 in Ω,
u = g on ∂Ω.
(6.19)
Remark 6.20 (convexity of solution). We emphasize that the convexity of the
solution to (6.19) is not assumed a priori; it occurs implicitly from the structure
of the HJB problem.
Remark 6.21 (Sd1 is not Cordes). It is worth mentioning that matrices in Sd1
do not necessarily satisfy the Cordes condition if d ≥ 3 (cf. Definition 2.46). To
see this, consider B ∈ S31 with eigenvalues λ1 = 1 − τ , λ2 = λ3 = τ2 for some
τ ∈ (0, 13 ]. We then find
|B|2
(trB)2
= λ21 + λ
2
2 + λ
2
3 =
3
2
τ2 − 2τ + 1 ≥ 1
2
,
and thus, B does not satisfy the Cordes condition.
6.2.1 Discretization of the HJB-reformulation
To describe a discretization method for problem (6.19), we first note that if
B ∈ Sd1, then B = Y DY ᵀ, where D ∈ Sd1 is a diagonal matrix and Y =
[y1, · · · ,yd] ∈ SOd, where SOd is the special orthogonal group. Thus, denoting
by Dd1 the space of diagonal nonnegative definite matrices with unit trace, we
find that
H(A, f) = sup
Y ∈SOd
D∈Dd1
(
− 1
d
Y DY ᵀ : A+ f1/d det(D)1/d
)
.
Let yi ∈ Rd denote the ith column of Y ∈ SOd and let λi = Di,i. Then the
solution to the Monge-Ampe`re equation satisfies
sup
Y ∈SOd
D∈Dd1
(
− 1
d
d∑
i=1
λiyi ⊗ yi : D2u(x) + f(x)1/d
( d∏
i=1
λi
)1/d)
= 0
in the viscosity sense.
Let Th be a quasi-uniform and shape regular mesh of Ω and X
l
h be the
continuous piecewise linear polynomials over Th defined by (3.71). We denote
by ΩIh the set of interior vertices of Th, and by Ω
B
h the set of boundary vertices.
Let vh ∈ X lh. Recall that, for a discretization parameter k > 0 and vector y,
the second order difference operator is defined by
δ2y,kvh(z) =
1
k2
(
vh(z + ky)− 2vh(z) + vh(z − ky)
)
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provided that z is sufficiently far from the boundary, namely, z ± ky ∈ Ω¯.
Otherwise we set
δ2y,kvh(z) =
2
k+ + k−
(
vh(z + k
+y)− vh(z)
k+
+
vh(z − k−y)− vh(z)
k−
)
,
where k± is the only element in (0, k] such that z ± k±y ∈ ∂Ω.
With these definitions at hand we introduce, on X lh, the following approxi-
mation of the HJB reformulation
Hkh [uh, f ](z) = sup
Y ∈SOd
D∈Dd1
(
−1
d
d∑
i=1
λiδ
2
y,kuh(z) + f(z)
1/d det(D)1/d
)
,
where z ∈ ΩIh.
The numerical method based on the HJB reformulation seeks a piecewise
linear function uh ∈ X lh such that{
Hkh [uh, f ] = 0 in Ω
I
h,
uh = g on Ω
B
h .
(6.22)
Note that, the boundary conditions uniquely determine uh on ∂Ω, and therefore
the problem is well-defined. The scheme (6.22) is a semi-Lagrangian method
because the points z±ky, which are used to evaluate δ2y,huh(z), may not belong
to Ω¯h. Thus, additional effort is needed to evaluate uh(z ± ky).
It is straightforward to check that δ2y,kuh(z) is monotone for any direction
y, implying that operator Hkh [uh, f ] is monotone. The monotonicity also leads
to stability of the method [45, Lemmas 6.2 and 6.4].
Lemma 6.23 (stability). Problem (6.22) is stable in the sense that there exists
a unique solution uh ∈ X lh to (6.22) and an h-independent constant C > 0 such
that ‖uh‖L∞(Ω) ≤ C. Moreover if we set
u¯(x) := lim sup
y→x
h→0+
uh(y), u(x) := lim inf
y→x
h→0+
uh(y), x ∈ Ω¯,
then u¯(x) = u(x) = g(x) for all x ∈ ∂Ω provided that Ω is strictly convex.
To show the consistency of the method, we recall that Ifeh : C(Ω¯) → X lh
denotes the nodal interpolant. We then have the following result.
Lemma 6.24 (consistency). Let φ ∈ C2,α(Ω), then there is a constant C such
that, for every z ∈ ΩIh, we have∣∣∣H(D2φ(z), f(z))−Hkh [Ifeh φ, f ](z)∣∣∣ ≤ C (kα + h2k2min
)
,
where kmin = min{k+, k−}. Consequently, the method is consistent if k → 0
and hkmin → 0.
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Proof. It suffices to show that
|δ2y,kIfeh φ(z)− (y ⊗ y) : D2φ(z)| ≤ C
(
kα +
h2
k2min
)
.
First, by Taylor’s Theorem, we have∣∣δ2y,kφ(z)− (y ⊗ y) : D2φ(z)∣∣ ≤ Ckα‖φ‖C2,α(Ω). (6.25)
Recalling that [29],
‖φ− Ifeh φ‖L∞(Ω) ≤ Ch2‖φ‖W 2,∞(Ω),
we have ∣∣δ2y,kφ(z)− δ2y,kIfeh φ(z)∣∣ ≤ C h2k2min ‖φ‖W 2,∞(Ω). (6.26)
The desired result now follows from (6.25)–(6.26) and the triangle inequality.
Remark 6.27 (discrete controls). To implement the method (6.22), it remains
to specify a discrete set Sd1,h ⊂ Sd1 of symmetric positive definite matrices with
unit trace. To ensure consistency of the method, we require the discrete set Sd1,h
to be dense as h → 0, that is, for any B ∈ Sd1, there is Bh ∈ Sd1,h such that
Bh → B as h→ 0.
Since the method is monotone and consistent, the convergence of the numer-
ical solution now follows from the Barles-Souganidis theory (cf. Theorem 3.14
and [45, Theorem 6.5]).
Theorem 6.28 (convergence). Let Ω ⊂ Rd be a strictly convex domain. Assume
that f ∈ C(Ω) with f ≥ 0 and g ∈ C(∂Ω). Then as h → 0, h/kmin → 0, the
solutions uh ∈ X lh of (6.22) converge uniformly to the unique viscosity solution
on the set of convex functions of the Monge-Ampe`re problem (6.1).
We conclude the discussion on semi-Lagrangian schemes by commenting that
rates of convergence for a general semi-Lagrangian scheme for (5.1) have been
obtained in [36, Corollary 7.3].
6.3 Approximation of Alexandrov solutions
Now we discuss numerical methods based on the Alexandrov solution concept
presented in Definition 6.9. Essentially, this class of numerical methods are
finite dimensional analogues of (6.10).
Let {ωi}Ni=1 be an open, disjoint partition of the domain, i.e., ωi ∩ ωj = ∅
for i 6= j and Ω¯ = ∪Ni=1ω¯i. Let ΩIh := {zi}Ni=1 be a collection of points with the
property that zi ∈ ωj if and only if i = j, and let ΩBh := {zi}M+Ni=N+1 be a set of
distinct points on ∂Ω. As before, we denote Ω¯h = Ω
I
h ∪ ΩBh and we will call its
elements nodes or grid points.
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Recall that for a nodal function vh ∈ Xfdh , its subdifferential at a grid
point z ∈ Ω¯h is given by (3.38). Now, a natural generalization of (6.10), and
the discrete problem proposed in [116] reads: Find a convex nodal function
uh ∈ Xfdh satisfying |∂uh(zi)| =
ˆ
ωi
f, ∀zi ∈ ΩIh,
uh(zi) = g(zi), ∀zi ∈ ΩBh .
(6.29)
Note that since the partition {ωi}Ni=1 is non-overlapping, for all Borel sets D ⊂ Ω
we have
|∂uh(D)| =
∑
zi∈D
fi, fi =
ˆ
ωi
f.
Thus, the scheme is obtained by replacing f in (6.10) by a family of Dirac
measures supported at the nodes and by replacing g by its nodal interpolant on
the boundary.
One special case of this method is when the interior nodal set is a lattice,
i.e., for some basis {e˜j}dj=1 of Rd we have
ΩIh =
z = h
d∑
j=1
zj e˜j : z
j ∈ Z
 ∩ Ω.
We remark that this property applies to interior nodes only. For the bound-
ary nodes, we only require that their spacing is of order h, namely, ∂Ω ⊂
∪z∈ΩBh Bh/2(z). In this case, the partition {ωi} of the domain can be taken as
parallelotopes
ωi =
zi +
d∑
j=1
hj e˜j : h
j ∈ R, |hj | ≤ h
2
 ∩ Ω. (6.30)
The length of the coordinate vectors {e˜j}dj=1 is such that the parallelotope
ωi is inside the ball Bh(zi) centered at zi and of radius h. Notice that, by
construction, ωj = zj − zi + ωi; consequently, the radius of the largest ball
inscribed in ωi does not depend on i and we denote it by ρ. We define the
shape-regularity of the nodal set as
σ = hρ−1. (6.31)
Remark 6.32 (meshless nodal function). It is worth mentioning again that
the solution uh is only defined at the nodes Ω¯h. Its convex envelope induces a
triangulation of the domain Ω and a piecewise linear function. However, this
triangulation is not known a priori. See Remark 3.36 and Examples 3.87–3.88.
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In view of Example 3.88, if the solution of the Monge-Ampe`re equation
is nearly degenerate, wide stencils are needed to compute the subdifferential.
Thus, method (6.29) may be regarded as a wide stencil finite difference scheme
when the solution is nearly degenerate. On the other hand, if the solution to
(6.1) is strictly convex, i.e., for 0 < λ ≤ Λ we have λI ≤ D2u ≤ ΛI, then the
sub-differential of uh at node z depends only on the values of uh at the adjacent
nodes of z. To make this last statement rigorous, we state a definition.
Definition 6.33 (adjacent set). Let uh ∈ Xfdh and z ∈ ΩIh. The adjacent set Az
of uh at z is the collection of nodes zi ∈ Ω¯h such that there exists a supporting
hyperplane ` of uh at z and `(zi) = uh(zi).
Note that Az is the set of nodes of a star of z which is induced by the
discrete convex envelope of uh; see Figure 3.6. In particular, we have that the
subdifferential ∂uh(z) is determined by the values u(zi) for zi ∈ Az.
Let us now estimate the size of Az.
Lemma 6.34 (size of Az). Let v ∈ C2(Ω¯) be a strictly convex function with
λI ≤ D2v(x) ≤ ΛI for some constants 0 < λ ≤ Λ. Assume that E := {e˜j}dj=1
is a basis of Rd such that ΩIh is a lattice spanned by E with shape regularity
constant σ defined in (6.31). Let the nodal function vh ∈ Xfdh be defined by
vh = I
fd
h v. Then, if Az is the adjacent set of vh at z ∈ ΩIh,
Az ⊂ BRh(z),
where
R ≥ R¯ := Λ
λ
σ2
∣∣∣∣∣∣
d∑
j=1
e˜j
∣∣∣∣∣∣
2
. (6.35)
Proof. Without loss of generality, we may assume that z = 0, v(z) = 0, and
Dv(z) = 0. Let zˆ ∈ ΩIh ∩ ∂ conv(Az) and ω be the parallelotope defined as in
(6.30) with center z = 0. By convexity of ω, there is a c ∈ (0, 1) such that
czˆ ∈ ∂ω. Thus, we can express zˆ as a multiple of a convex combination of
{ζj}2dj=1, the vertices of ω. In other words, for R = 1/c, we have
zˆ = R
2d∑
j=1
kjζj , kj ≥ 0,
2d∑
j=1
kj = 1.
This representation shows that |zˆ| ≤ Rh; thus, to obtain the result, it remains
to estimate R.
Since czˆ ∈ ∂ω we have, using (6.31), that |czˆ| ≥ ρ = hσ−1 which can be
rewritten as |zˆ| ≥ Rhσ−1. Using that D2v ≥ λI we estimate
vh(zˆ) = v(zˆ) ≥ 1
2
λR2σ−2h2.
Let us now obtain an upper bound for vh(zˆ). To do so, let us introduce ωˆ
as the (unique) smallest parallelotope with vertices {z¯m}2dm=1 ⊂ ΩIh such that
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z ∈ {z¯m}2dm=1 is a vertex and czˆ ∈ ωˆ. This parallelotope can be thought of
as belonging to the dual mesh. We now invoke Caratheodory’s theorem [33,
Theorem 2.13] to conclude that there is a subset of {z¯m}2dm=1, of cardinality
d+ 1, for which czˆ can be expressed as a convex combination of these vertices.
In other words, up to a permutation in {1, . . . , 2d}, we have
zˆ = R
d+1∑
m=1
αmz¯m, αm ≥ 0,
d+1∑
m=1
αm = 1. (6.36)
We now invoke that zˆ ∈ Az. This implies that there is an affine function ` that
verifies
`(z) = vh(z) = 0, `(zˆ) = vh(zˆ), `(z¯m) ≤ vh(z¯m), m = 1, . . . , d+ 1.
Using representation (6.36) of zˆ and that D2v ≤ ΛI we then obtain
vh(zˆ) = R
d+1∑
m=1
αm`(z¯m) ≤ 1
2
ΛR
d+1∑
m=1
αm|z¯m|2.
It remains to observe now that z¯m = z +
∑d
j=1 jhe˜j with j ∈ {−1, 0, 1} and,
therefore,
|z¯m| ≤ h
∣∣∣∣∣∣
d∑
j=1
e˜j
∣∣∣∣∣∣ .
A combination of the obtained upper and lower bounds for vh(zˆ) yields
1
2
λR2h2σ−2 ≤ 1
2
ΛRh2
∣∣∣∣∣∣
d∑
j=1
e˜j
∣∣∣∣∣∣
2
,
from which (6.35) follows.
Remark 6.37 (Cartesian lattice). In the setting of Lemma 6.34, if E is the
canonical basis of Rd then [100, 12] have improved estimate (6.35) to R¯ = Λλσ
2.
If ΩIh is a lattice, then we are able to show consistency of the method (6.29)
in the following sense.
Lemma 6.38 (consistency). Let E = {e˜j}dj=1 be a basis of Rd and ΩIh be
a lattice spanned by E. Let p be a strictly convex quadratic polynomial with
λI ≤ D2p ≤ ΛI. If z ∈ ΩIh is such that dist(z, ∂Ω) ≥ R¯h, with R¯ as in (6.35),
then we have
|∂Ifdh p(z)| = det(D2p)|ωz|, (6.39)
where ωz is the parallelotope defined by (6.30).
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Proof. We divide the proof in two steps.
Step 1. We first show that (6.39) holds when the domain is Ω = Rd. Without
loss of generality, we assume that z = 0 and p(x) = 12x ·Mx for some M ≥ λI.
For a vector q ∈ Rd we define the norm |q|2M := q ·Mq, and define the set
V := {q ∈ Rd : |q|M ≤ |q− zj |M , ∀zj ∈ Ω¯h}
=
{
q ∈ Rd : q ·Mzj ≤ 1
2
zj ·Mzj , ∀zj ∈ Ω¯h
}
.
It can be shown, see [100, Lemma 2.3] for details, that translations of V tile Rd
and that |V | = |ωz|. Moreover, by a simple algebraic manipulation,
V = {M−1q ∈ Rd : q · zj ≤ Ifdh p(zj), ∀zj ∈ Ω¯h}.
Thus, V = M−1[∂Ifdh p(0)], i.e., it is the image of subdifferential ∂I
fd
h p(0) under
the linear map M−1. Taking measure on both sides yields
|ωz| = |V | = det(M)−1|∂Ifdh p(0)|.
The proof of step 1 is now completed by rearranging terms.
Step 2. We now consider a bounded domain and show that (6.39) holds
for nodes sufficiently far away from the boundary , i.e., dist(z, ∂Ω) ≥ R¯h. To
do so, we observe that the subdifferential ∂Ifdh p(z) is determined only by the
function values in the adjacent set Az. Since, as shown in Lemma 6.34, Az ⊂
BR¯h(z) we deduce that if the node z is bounded away from the boundary with
dist(z, ∂Ω) ≥ R¯h, then Az ⊂ Ω. Thus, (6.39) holds.
This concludes the proof.
6.3.1 A truncated version
In the case ΩIh is a Cartesian lattice, scheme (6.29) is is closely related with
the finite difference method of [100, 12] which we now describe. For simplicity,
suppose that d = 2 and that the interior grid points are given by
ΩIh = Ω ∩ Z2h.
Let S ⊂ Z2\{0} denote a stencil. For any y ∈ S and z ∈ ΩIh sufficiently far
from ∂Ω, we recall that the second-order difference operator in the direction y
is given by
δ2y,hv(z) =
v(z + hy)− 2v(z) + v(z − hy)
h2
.
When z ∈ ΩIh is close to ∂Ω, the point z ± hy may not belong to Ω¯h. In such
cases, we define
δ2y,hv(z) :=
2
h+ + h−
(
v(z + h+y)− v(z)
h+
+
v(z − h−y)− v(z)
h−
)
,
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where h± is the only element in [0, h] such that z±h±y ∈ ∂Ω. This construction
implicitly defines the set of boundary points ΩBh .
We define the set of superbases of S as
Yh :=
{
(y0, y1, y2) ∈ S3 : |det(y0, y1, y2)| = 1, y0 + y1 + y2 = 0
}
.
Note that for z ∈ ΩIh and y = (y0, y1, y2) ∈ Yh, the convex hull Hz,y = conv{z±
hyi}3i=0 is a hexagon. Given a nodal function vh, superbasis y = (y0, y1, y2) ∈
Yh, and a point z ∈ ΩIh, we denote by Γz,y(vh) the maximal convex map bounded
above by vh at the points z and {z ± hyi}3i=0. As before Γz,y(vh), restricted to
Hz,y, is a piecewise linear function with respect to some triangulation of Hz,y,
which depends on the values of vh on the extreme points of Hz,y and z.
We define the discrete Monge-Ampe`re operator
γ(∆+y0vh(z),∆
+
y1vh(z),∆
+
y2vh(z)),
with ∆+y v(z) = max{δ2y,hvh(z), 0} and
γ(δ0, δ1, δ2) :=
{
δi+1δi+2 if δi ≥ δi+1 + δi+2, i = 0, . . . , 2 mod 3,
γ1(δ0, δ1, δ2) otherwise,
with γ1(δ0, δ1, δ2) :=
1
2 (δ0δ1 + δ1δ2 + δ0δ2) − 14 (δ20 + δ21 + δ22). As shown in
[12, Remark 1.10], from the definition of subdifferential and some geometric
arguments it follows that
γ(∆+y0vh(z),∆
+
y1vh(z),∆
+
y2vh(z)) = h
2|∂Γz,y(vh)(z)|.
The scheme proposed in [12] reads: Find the nodal function uh ∈ Xfdh such
that miny∈Yh γ(∆
+
y0uh(z),∆
+
y1uh(z),∆
+
y2uh(z)) = f(z), ∀z ∈ ΩIh,
uh(z) = g(z), ∀z ∈ ΩBh .
(6.40)
Lemma 6.41 (consistency). Let M be a positive definite matrix and p(x) =
1
2x ·Mx be a convex quadratic polynomial. Then
min
y∈Yh
|∂Γz,y(Ifdh p)(z)| = det(M)
if and only if there is a M -obtuse superbasis (y0, y1, y2), that is,
yi ·Myj ≤ 0 ∀i 6= j.
Moreover, if BR ⊂ convS with R2 = 2|M ||M−1|, then such a M -obtuse basis
exists in S.
We refer to [12, Propositions 1.12 and 2.2] for a proof. Notice that the
previous result shows that if the matrix M is anisotropic, i.e., |M ||M−1| is large,
then a wide stencil is needed to ensure the existence of a M -obtuse superbasis.
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Remark 6.42 (three dimensions). In three space dimensions, to the best of our
knowledge, there is no explicit formula to compute |∂Γz,y(vh)(z)|. As shown in
[100], if p(x) = 12x ·Mx and the stencil S is such that BR ⊂ convS, for some
R that depends on |M ||M−1|, then we have that
det(M) = h3|∂Γz,y(Ifdh p)(z)|.
This result is consistent with Lemma 6.38.
6.3.2 Stability of (6.29)
While the convergence of monotone and consistent schemes, like (6.29), can be
obtained using the framework described in Section 3.1, few results are known
on the rate of convergence of such approximations. Here we discuss, following
[112], some recent results on the L∞-rate of convergence of scheme (6.29).
The derivation of these error estimates involves, in addition to the discrete
Alexandrov estimates of Lemmas 3.44 and 3.89, a discrete barrier argument as
in Section 4.3 and the Brunn-Minkowski inequality, which we now state.
Let D and E be two nonempty compact subsets of Rd. We define their
(Minkowski) sum as
D + E :=
{
v + w ∈ Rd : v ∈ D w ∈ E} .
Proposition 6.43 (Brunn-Minkowski). Let A and B be two nonempty compact
subsets of Rd. Then the following inequality holds:
|A+B|1/d ≥ |A|1/d + |B|1/d
where | · | denotes the Lebesgue measure on Rd.
Remark 6.44 (concavity). The Brunn-Minkowski inequality implies that the
function D → |D|1/d is concave, in the sense that for 0 ≤ t ≤ 1,
|tA+ (1− t)B|1/d ≥ t|A|1/d + (1− t)|B|1/d.
The discrete Alexandrov estimate Lemma 3.44 shows that the L∞-norm
of nodal or piecewise linear function vh is controlled by the measure of the
subdifferential |∂vh|. Now suppose uh and wh are two nodal functions. The
following stability estimate shows that the difference vh − wh measured in the
L∞-norm is controlled by the difference of the measure of their subdifferentials.
This can be recast as a stability estimate for scheme (6.29).
Proposition 6.45 (stability). Let vh and wh be two nodal functions with vh ≥
wh on Ω
B
h . Then
sup
Ω¯h
(vh − wh)− ≤ C
 ∑
z∈C−h (vh−wh)
(
|∂vh(z)|1/d − |∂wh(z)|1/d
)d1/d .
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Proof. Consider the discrete convex envelope of the difference vh − wh, which
we denote by Γh(vh − wh) and its lower nodal contact set
C−h (vh − wh) = {z ∈ ΩIh : Γh(vh − wh)(z) = (uh − wh)(z)}.
By Lemma 3.44 (finite difference Alexandrov estimate), we have
sup
Ω¯h
(vh − wh)− ≤ C
 ∑
z∈Ch(vh−wh)−
|∂Γh(vh − wh)(z)|
1/d . (6.46)
Thus, we only need to estimate |∂Γh(vh − wh)(z)| for all z in the contact set,
which we do as follows. We first note that Lemma 3.41 implies that
∂wh(z) + ∂Γh(vh − wh)(z) ⊂ ∂vh(z). (6.47)
From this, and the Brunn-Minkowski inequality (Proposition 6.43), we obtain
|∂wh(z)|1/d + |∂Γh(vh − wh)(z)|1/d
≤ |∂wh(z) + ∂Γh(vh − wh)(z)|1/d ≤ |∂vh(z)|1/d,
(6.48)
which clearly implies that
|∂Γh(vh − wh)(z)| ≤
(
|∂vh(z)|1/d − |∂wh(z)|1/d
)d
.
This is the desired estimate for |∂Γh(uh−wh)(z)|. Inserting it into (6.46) yields
the claimed result.
A direct consequence of this stability result is a maximum principle for nodal
functions, which we state below.
Corollary 6.49 (maximum principle). Let vh and wh be two nodal functions
associated with Ω¯h. If vh ≥ wh on ΩBh and |∂vh(z)| ≤ |∂wh(z)| at all z ∈ ΩIh,
then
wh(z) ≤ vh(z) ∀z ∈ Ω¯h.
Proof. By (6.47) and (6.48), we have |∂wh(z)| ≤ |∂vh(z)| for any z ∈ C−h (vh −
wh). Since |∂vh(z)| ≤ |∂wh(z)| by assumption, we have |∂vh(z)| = |∂wh(z)| at
contact points. Thus, by Proposition 6.45, we get
sup
Ω¯h
(vh − wh)− = 0.
Consequently, vh − wh ≥ 0 which proves the result.
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6.3.3 Error estimates for (6.29)
Let us now to derive rates of convergence in the L∞-norm for method (6.29).
To do so, we will build upon all the tools we have developed in previous sec-
tions; namely, the discrete Alexandrov estimate of Proposition 3.44, the Brunn-
Minkowski inequality of Proposition 6.43 and the stability result of Proposi-
tion 6.45.
Owing to Proposition 6.45 we only need to study the consistency error. Since
the method is consistent for convex quadratic polynomials at nodes bounded
away from the boundary ∂Ω (cf. Lemma 6.38), if we expect that u can be well
approximated by quadratic polynomials, then the consistency error will also be
small. Let us make this intuition rigorous.
Lemma 6.50 (interior consistency). Let E = {e˜j}dj=1 be a basis of Rd and ΩIh
be a lattice spanned by E. Given u, strictly convex, let z ∈ ΩIh with dist(z, ∂Ω) ≥
R¯h, where R¯ is defined in (6.35), and set B¯ = BR¯h(z). If u ∈ C2,α(B¯) , then
we have ∣∣∣∣|∂Ifdh u(z)| − ˆ
ωz
det(D2u)
∣∣∣∣ ≤ Chα|ωz|,
where the constant C depends on |u|C2,α(B¯), and ωz is defined in (6.30).
Proof. Let us show that
|∂Ifdh u(z)| ≤
ˆ
ωz
det(D2u) + Chα|ωz|.
The other inequality can be obtained in a similar fashion.
Since u ∈ C2,α(B¯), there is a convex quadratic polynomial p ∈ P2 that
satisfies p(z) = u(z), Dp(z) = Du(z), D2p = D2u(z) and, moreover,
u(x) ≤ p(x) + |u|C2,α(B¯)h2+α ∀x ∈ B¯.
Define q(x) = p(x) + hα|u|C2,α(B¯)|x − z|2 and notice that, by construction,
q(z) = u(z) and, for all nodes zj ∈ B¯ ∩ ΩIh we have u(zj) ≤ q(zj). Since q is
convex its nodal interpolant Ifdh q is also convex (cf. Definition 3.33). Thus, we
can apply Lemma 3.40 (monotonicity), to get |∂Ifdh u(z)| ≤ |∂Ifdh q(z)|. From
these considerations we see that it is sufficient to show that
|∂Ifdh q(z)| ≤
ˆ
ωz
det(D2u) + Chα|ωz|.
Since λ+ Chα ≤ D2q ≤ Λ + Chα and
Λ + Chα
λ+ Chα
≤ Λ
λ
,
we invoke the consistency result of Lemma 6.38 and the regularity u ∈ C2,α(B¯)
to obtain
|∂Ifdh q(z)| = det(D2q)|ωz| ≤
(
det(D2p) + Chα
) |ωz|
≤
ˆ
ωz
det(D2u) + Chα|ωz|.
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This concludes the proof.
The previous result establishes a consistency error at nodes bounded away
from the boundary. For nodes close to the boundary, we have the following
estimate.
Lemma 6.51 (boundary consistency). Let E = {e˜j}dj=1 be a basis of Rd and
ΩIh be a lattice spanned by E. Given u, strictly convex, let z ∈ ΩIh satisfy
dist(z, ∂Ω) ≤ R¯h, where R¯ is defined in (6.35) and set B¯ = BR¯h(z) ∩ Ω. If
u ∈ C1,1(B¯), then ∣∣∣∣|∂Ifdh u(z)| − ˆ
ωz
detD2u
∣∣∣∣ ≤ C|ωz|, (6.52)
where the constant C depends only on |u|C1,1(B¯).
Proof. As in Lemma 6.50, it suffices to show
|∂Ifdh u(z)| ≤
ˆ
ωz
detD2u+ C|ωz|.
Since λI ≤ D2u ≤ ΛI, Lemma 6.34 yields Az ⊂ BR¯h(z) ∩ Ω. Recall now that
Γ(Ifdh u) is piecewise linear with respect to a triangulation that has as nodes Ω¯h.
The C1,1-regularity assumption of u implies that, if K ⊂ ωz ⊂ B¯ is an element
of this triangulation, we have
DΓ(Ifdh u)|K = Du(z) + vK |vK | ≤ Ch|u|C1,1(B¯).
Thus, by Lemma 3.42 (characterization of subdifferential), we deduce that the
piecewise gradient DΓ(Ifdh u)|K is contained in a ball centered at Du(z) and
with radius Ch|u|C1,1(B¯). Thus, we have
|∂Ifdh u(z)| ≤
ˆ
ωz
detD2u+ C|u|dC1,1(B¯)|ωz|.
This completes the proof.
To control the L∞ error caused by the O(1) error near the boundary, we
construct a discrete barrier function below. We refer to [112] for a proof.
Lemma 6.53 (discrete barrier). Let Ω be uniformly convex and ΩIh be a trans-
lation invariant nodal set in Ω. Given a constant M > 0, for each node z ∈ ΩIh
with dist(z, ∂Ω) ≤ R¯h, there exists a convex nodal function pz ∈ Xfdh such that
|∂pz(zi)| ≥M |ωz| for all zi ∈ Ω¯h, pz(zi) ≤ 0 on zi ∈ ΩBh and
|pz(z)| ≤ CRM1/dh,
for sufficiently small h.
Now we are ready to prove the L∞-error estimate.
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Theorem 6.54 (rate of convergence I). Assume that Ω is uniformly convex,
and let u be the strictly convex (Alexandrov) solution of Monge-Ampe`re equation
(6.1) with f ≥ λd > 0. Suppose that the nodes ΩIh are translation invariant, and
let uh ∈ Xfdh be the solution of (6.29). If λI ≤ D2u ≤ ΛI and u ∈ C2,α(Ω),
then
‖u− Γ(uh)‖L∞(Ω) ≤ Chα,
where the constant C = C(d,Ω, λ,Λ)
(|u|C2,α(Ω¯) + |u|C1,1(Ω¯)).
Proof. We begin by constructing a piecewise linear approximation of u. Recall
that Γ(Ifdh u), the convex envelope of the nodal function I
fd
h u, is a piecewise
linear function over a mesh that has Ω¯h as nodes. Thus, classic interpolation
theory yields
‖Γ(Ifdh u)− u‖L∞(Ω) ≤ Ch2|u|C1,1(Ω¯).
Therefore, we only need to prove that
sup
Ω¯h
(Ifdh u− uh)− ≤ Chα. (6.55)
A similar inequality, which controls the positive part of Ifdh u−uh, can be derived
in an analogous fashion.
Step 1. We first show that for all z ∈ Ω¯h such that dist(z, ∂Ω) ≤ R¯h,
(Ifdh u− uh)(z) ≥ −Ch|u|C1,1(Ω¯). (6.56)
Let pz be the discrete barrier defined in Lemma 6.53 with free parameter M and
consider the function uh + pz. Since Lemma 3.41 (addition inequality) implies
∂uh(zi) + ∂pz(zi) ⊂ ∂(uh + pz)(zi),
by Lemma 6.43 (Brunn-Minkowski inequality), we obtain
|∂(uh + pz)(zi)| ≥
(
|∂uh(zi)|1/d + |∂pz(zi)|1/d
)d
.
Therefore, by Lemmas 6.51 and 6.53, we have
|∂(uh + pz)(zi)| ≥
(( ˆ
ωzi
det(D2u)
)1/d
+
(
M |ωz|
)1/d)d
≥ |∂Ifdh u(zi)| ∀zi ∈ ΩIh
provided that M = C|u|d
C1,1(B¯)
Since pz ≤ 0 on ΩBh , we have uh + pz ≤ Ifdh u on
ΩBh . Moreover, because |∂(uh + pz)(zi)| ≥ |∂Ifdh u(zi)| for all zi ∈ ΩIh, we have,
by the maximum principle of Corollary 6.49
uh(zi) + pz(zi) ≤ Ifdh u(zi) ∀zi ∈ Ω¯h.
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The estimate on the discrete barrier function, given in Lemma 6.53, yields
uh(z)− Ch|u|C1,1(Ω¯) ≤ uh(z) + pz(z) ≤ Ifdh u(z), (6.57)
thus proving (6.56).
Step 2. For all nodes z with dist(z, ∂Ω) ≥ R¯h, thanks to the consistency of
the method, Lemma 6.50, we have∣∣∣|∂Ifdh u(z)| − |∂uh(z)|∣∣∣ ≤ Chα|u|C2,α(Ω¯)|ωz|. (6.58)
We apply the stability result of Proposition 6.45 on a smaller domain
Ω¯∗,h = {z ∈ ΩIh : dist(z, ∂Ω) ≥ R¯h} (6.59)
and on the nodal functions Ifdh u and uh−Ch|u|C1,1(Ω¯), where C is the constant
in (6.56) so that Ifdh u ≥ uh−Ch|u|C1,1(Ω¯) on the boundary nodes of Ω¯∗,h. Upon
denoting by C−h,∗ the contact set of I
fd
h u − (uh − Ch|u|C1,1(Ω¯)) with respect to
Ω¯h,∗ we get
sup
Ω¯∗,h
(
Ifdh u− (uh − Ch|u|C1,1(Ω¯))
)−
≤ C
 ∑
z∈C−h,∗
(
|∂Ifdh u(z)|1/d − |∂uh(z)|1/d
)d
1/d
. (6.60)
Note now that t → t1/d is a concave function and, therefore, (t + δ)1/d ≤
t1/d + 1d t
1−d
d δ. Thus, by setting t = |∂uh(z)|, δ = |∂Ifdh u(z)| − |∂uh(z)| and
applying (6.58), we find
|∂Ifdh u(z)|1/d − |∂uh(z)|1/d ≤
1
d
|∂uh(z)|
1−d
d
(|∂uh(z)| − |∂Ifdh u(z)|)
≤ Chα|u|C2,α(Ω¯)|ωz|
(ˆ
ωz
f
) 1−d
d
≤ Chα|u|C2,α(Ω¯)|ωz|1/d
because f ≥ λd > 0. Inserting this estimate into (6.60) yields
sup
Ω¯h,∗
(Ifdh u− (uh − Ch|u|C1,1(Ω¯)))− ≤ Chα|u|C2,α(Ω¯)
( ∑
z∈C−h,∗
|ωz|
)1/d
≤ Chα|u|C2,α(Ω¯)|Ω|1/d
or, equivalently,
sup
Ω¯h,∗
(Ifdh u− uh)− ≤ Ch|u|C1,1(Ω¯) + Chα|u|C2,α(Ω¯).
This inequality, together with (6.57), proves the lower bound for Ifdh u−uh. The
upper bound can be proved in a similar fashion.
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Note that Proposition 6.45 controls L∞-error by the Ld-norm of the consis-
tency error. Thus, if large consistency errors occur only in regions with small
measure, we may still derive a rate of convergence. This observation may be
used for solutions that are not C2(Ω) regular.
To state the result, we first introduce the Minkowski-Bouligand dimension.
Let U be a subset of Ω. Let {ωi}zi∈ΩIh be a translation invariant partition
covering Ω where ωi is as in (6.30). Define m = m(h) to be the number of
elements of {ωzi} required to cover U . We define the (Minkowski-Bouligand)
dimension of U as
dimU = − lim
h→0
logm(h)
log h
.
For example, it is easy to check that ∂B1, the discontinuity set of D
2u in
Example 6.6, is of dimension one. Note that in this example the solution u ∈
C1,1(Ω¯) \ C2(Ω¯).
The following result addresses the rate of convergence for piecewise smooth
solutions such that the discontinuity set of D2u is of low dimension.
Theorem 6.61 (rate of convergence II). Let u ∈ C1,1(Ω¯) be strictly convex
with λI ≤ D2u ≤ ΛI and solve (6.1). Assume that D2u is piecewise Ho¨lder
continuous (with exponent α > 0) and its discontinuity set U has dimension
n < d. Let uh be the solution of (6.29), over a lattice Ω
I
h of translation invariant
nodes. Then
‖u− Γ(uh) ‖L∞(Ω) ≤ Chα|u|C2,α(Ω¯\U) + Ch
d−n
d |u|C1,1(Ω¯).
Proof. Following the estimate of Theorem 6.54, we first note that for z ∈ Ω¯h
with dist(z, ∂Ω) ≤ R¯h,
|(uh − Ifdh u)(z)| ≤ Ch. (6.62)
Since D2u is Ho¨lder continuous except on the set U and the aspect ratio Λλ of
D2u is bounded we have, by Lemmas 6.50 and 6.51, that
∣∣∣∂Ifdh u(z)∣∣∣ ≤

ˆ
ωz
detD2u+ Chα|ωz||u|C2,α(Ω¯\U) z ∈ Ω¯h,∗ \ UR¯h,
ˆ
ωz
detD2u+ C|ωz||u|C1,1(Ω¯) z ∈ UR¯h,
where Ω¯h,∗ is given by (6.59) and
UR¯h = {z ∈ Ω¯h,∗ : dist(z, U) ≤ R¯h}.
Now, the stability estimate of Proposition 6.45 yields
sup
Ω¯h,∗
(
Ifdh u− (uh − Ch|u|C1,1(Ω¯))
)−
≤ C
 ∑
z∈C−h,∗
(
|∂Ifdh u(z)|1/d − |∂uh(z)|1/d
)d
1/d
, (6.63)
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where C > 0 is the constant in (6.62).
For z ∈ Ω¯h,∗ \UR¯h, we apply the same arguments as in the proof of Theorem
6.54 to get
|∂Ifdh u(z)|1/d − |∂uh(z)|1/d ≤ Chα|u|C2,α(Ω¯\U)|ωz|1/d.
For z ∈ UR¯h similar arguments (essentially take α = 0) yield
|∂Ifdh u(z)|1/d − |∂uh(z)|1/d ≤ C|u|C1,1(Ω¯)|ωz|1/d.
Inserting these estimates into (6.63) we deduce that
sup
Ω¯h,∗
(Ifdh u− uh)− ≤ C
(
hαd|u|dC2,α(Ω¯\U)|Ω|+ |u|dC1,1(Ω¯)
∑
z∈UR¯h
|ωz|
)1/d
≤ Chα|u|C2,α(Ω¯\U) + C|u|C1,1(Ω¯)
( ∑
z∈UR¯h
|ωz|
)1/d
.
Since dimU = n < d, we have∑
z∈UR¯h
|ωz| = N |ωz| ≤ CNhd
with N ≤ Ch−n. Thus, we conclude that
sup
Ω¯h,∗
(Ifdh u− uh)− ≤ C
(
hα|u|C2,α(Ω¯\U) + h
d−n
d |u|C1,1(Ω¯)
)
.
This completes the proof.
Remark 6.64 (extensions). The developments of this section have found the
following extensions:
1. The error analysis developed for method (6.29) has been recently applied to
wide-stencil schemes of [114, 54, 110].
2. The error estimate stated in Theorems 6.54 and 6.61 applies only to struc-
tured nodes (lattices). It remains an open problem how to extend the analysis
to unstructured nodes and to the degenerate case, i.e., when f = 0 in some
region.
3. The error analysis of monotone schemes for the Monge-Ampe`re equation in
other norms, such as the H1-norm, remains an open problem.
7 Discretizations of non-convex second-order el-
liptic equations
This section is a continuation of the developments of Section 5, where we ap-
ply the discretizations and results for uniformly elliptic linear PDEs to fully
125
nonlinear problems. However, in contrast to Section 5, we shall not assume
convexity (or concavity) of the differential operator, but rather, only assume it
is uniformly elliptic. As explained in Section 1.3, it suffices to consider numeri-
cal approximations of the Isaacs equation given in Example 2.18. For simplicity
and to communicate the essential points in the discussion, we shall assume
that the nonlinear problem does not have lower-order terms, and in addition
has homogenous Dirichlet boundary conditions. Thus we consider numerical
approximations for the problemF (x,D
2u) := inf
β∈B
sup
α∈A
[
Lα,βu(x)− fα,β(x)] = 0, in Ω,
u = 0, on ∂Ω,
(7.1)
with Lα,βu(x) = Aα,β(x) : D2u(x), and the coefficient matrices satisfy
λI ≤ Aα,β ≤ ΛI, ∀α ∈ A, β ∈ B,
so that F is uniformly elliptic. We assume that for each x ∈ Ω, the mapping
M 7→ F (x,M) is continuous and locally Lipschitz continuous on Sd, and that
fα,β ∈ C(Ω¯) for each α ∈ A and β ∈ B. Further assumptions may be made in
subsequent developments.
As in the convex case, we can roughly classify numerical schemes as finite
difference, finite element and semi-Lagrangian methods. The construction and
analysis of finite difference schemes is detailed in Section 7.1, in principle, follows
the convex case of Section 5 and the Barles-Souganidis theory as presented in
Theorems 3.11 and 3.14, but it is clouded by numerous technicalities that, for
many years, prevented researchers to obtain rates of convergence. In fact, this
was considered, as expressed in the Introduction of [89], an important unsolved
open problem for several years.
The heart of the issue can be captured by examining the proof of Theo-
rem 5.6. An important step there is the construction of a smooth subsolution
to the equation (scheme) which, in the convex case, can be obtained by mol-
lification of a subsolution to a perturbed equation. Convexity of the operator
allows us to claim that this is a subsolution to the original problem and, thus,
can be used to carry out the program detailed at the beginning of Section 5.1.
However, without convexity, it is not clear how to construct a smooth approx-
imation to the solution of (7.1), which can be used to invoke the consistency
of the scheme. This is particularly important in the nonconvex case since, as
shown in Example 2.92, one cannot assume smoothness of the solution to (7.1).
For many years, all of the available results were rather specialized. For
instance, [70] considers a one dimensional problem and clearly shows that the
arguments do not extend to more dimensions. A particular case of an Isaacs
equation — an obstacle problem for an HJB equation — is discussed in [69],
where this special structure is exploited.
The derivation of rates of convergence for general schemes remained an un-
solved problem until [26] showed how to obtain a rate of convergence, within
the Barles-Souganidis framework, for approximations of (7.1) in the case that,
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for all α ∈ A and β ∈ B the matrices Aα,β do not depend on x. We detail these
results in Section 7.2, where we also comment on extensions and variations to
these estimates. Simply put, the estimates assert that there exists an algebraic
rate of convergence. An explicit rate, however, is not available at the moment.
Rather recently, in [119], the authors have extended the results of the finite
element method in Section 4.3 to the case of (7.1) and obtained an algebraic
rate of convergence which, as in the finite difference case, is not explicit. These
developments are detailed in Section 7.3.
We also comment that, as of this writing, no rates of convergence are avail-
able for semi-Lagrangian schemes. The only known result is convergence, as
obtained in [36].
We conclude our discussion on nonconvex equations in Section 7.4 by de-
scribing how to solve the nonlinear system of equations that results after dis-
cretization, be it by any of the schemes discussed before.
7.1 Finite difference methods
Here, following the framework given in Section 3.2 and in [89], we construct
finite difference approximations to the fully nonlinear problem (7.1) and study
the stability and convergence of these discretizations. We consider the problem:
Find uh ∈ Xfdh satisfying {
Fh[uh] = 0 in Ω
I
h,
uh = 0 on Ω
B
h ,
(7.2)
where the interior and boundary nodes are as in Definition 3.31. We assume that
Fh is consistent and that the scheme is of the form Fh[uh](z) = Fh(z, δ
2
huh(z))
with δ2huh(z) = {δ2y,huh(z) : y ∈ S}. We further assume that Fh is of positive
type in the sense of Definition 3.26, so that Fh is monotone, and that
∂Fh
∂sy
≤ Λ0,
for some Λ0 > 0. For example, schemes that satisfy these properties, and the
ones that we have in mind are
Fh[uh] = inf
β∈B
sup
α∈A
(
L
α,β
h uh − fα,β
)
,
where each (linear) discrete operator is given by
L
α,β
h uh(z) =
∑
y∈S
aα,βy (z)δ
2
y,huh(z),
and is of positive type and consistent with Lα,β ; Section 3.4 describes how to
construct linear operators with these properties.
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Before discussing the solvability of the finite difference scheme (7.2), let us
show first that solutions to the scheme are uniformly bounded. Let vh, wh be
two grid functions, and consider the linearization
Fh[vh](z)− Fh[wh](z) = Lh(vh − wh)(z)
:=
∑
y∈S
ay(z)δ
2
y,h(vh − wh)(z), (7.3)
with
ay(z) =
ˆ 1
0
∂Fh
∂sy
(z, δ2h,yqt(z)) dt, qt = tvh + (1− t)wh.
In particular, if we set vh = uh, wh = 0, and f = −F (x, 0), then the solution
to (7.2) satisfies
Lh,uhuh = f in Ω
I
h, (7.4)
where the coefficients in the operator Lh,uh depend on uh. Since Lh,uh is a
positive operator, Theorem 3.47 yields the follow stability result.
Theorem 7.5 (uniqueness and stability). In this setting, solutions to (7.2) are
unique and satisfy
‖uh‖L∞(Ω¯h) ≤ C
( ∑
z∈ΩIh
hd|f(z)|d
)1/d
≤ C.
In addition to uniqueness and stability, these a priori estimates also imply
the existence of solutions.
Theorem 7.6 (existence). Under these conditions, problem (7.2) has a unique
solution.
Proof. Consider the map Qh : X
fd
h → Xfdh satisfying{
Lh,vhQh(vh) = f in Ω
I
h,
vh = 0 on Ω
B
h .
Theorem 3.47 ensures that Qh is well-defined and that ‖Qh(vh)‖L∞(Ω¯h) ≤ C.
Brouwer’s fixed point theorem shows that Qh has a fixed point uh ∈ Xfdh , which
is a solution to (7.4), and hence (7.2).
Remark 7.7 (other proofs). Other (constructive) proofs of existence of solu-
tions can be found in [89, Section 4] and in Section 7.4.
Finally we apply Theorem 3.57 to deduce that solutions to (7.2) are Ho¨lder
continuous.
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Proposition 7.8 (discrete Ho¨lder continuity). Suppose that uh ∈ Xfdh solves
(7.2). Then there exists η ∈ (0, 1) and C > 0 depending on the data such that
for z1, z2 ∈ Ω¯h, there holds
|uh(z1)− uh(z2)| ≤ C|z1 − z2|η.
Proposition 7.8 implies that the sequence of solutions {uh}h>0 is equicon-
tinuous. Thus, applying Theorem 3.14 we obtain convergence to the viscosity
solution.
Theorem 7.9 (convergence). The solutions uh to (7.2) converge locally uni-
formly to the viscosity solution of (7.1).
7.2 Rates of convergence for finite difference schemes with
constant coefficients
Here we summarize the results regarding rates of convergence of finite difference
schemes for fully nonlinear, nonconvex PDEs as orginally shown by [26]. As a
starting point, we focus on the case where the operator in (7.1) is such that, for
every α ∈ A and β ∈ B, the matrices Aα,β are independent of x; and, moreover,
we have fα,β = f ∈ C0,1(Ω). Under these conditions, problem (7.1) satisfies
a comparison principle (cf. Theorem 2.71), and there exists a unique viscosity
solution with regularity u ∈ C1,s(Ω¯) for some universal constant s > 0, see
Theorem 2.93.
In order to derive rates, we shall, with an abuse of notation, extend the do-
main of Fh to continuous functions and to all z ∈ ΩI := {x ∈ Ω : dist{x, ∂Ω} ≥
mh} ⊃ ΩIh where m is the stencil size. We also assume, in this section, the
following (strengthened) consistency criterion:
|F (z,D2φ(z))− Fh[φ](z)| ≤ Ch‖D3φ‖L∞(Ω) (7.10)
for all smooth φ and z ∈ ΩIh.
Now, as in the convex case, the key idea to obtain rates of convergence is to
construct a smooth function u that is a subsolution to (7.1) and then apply the
consistency and monotonicity of the finite difference operator to get a one sided
bound of the error; see the proof of Theorem 5.6 for details. However, unlike
the convex case, it is not immediate how to construct a sufficiently smooth
subsolution to carry out this program; for example, the standard mollification
u = u ? ρ used in Theorem 5.6 is no longer a subsolution due to the lack of
convexity of F (and Fh).
Instead, we employ the so-called the sup- (inf-) convolutions of the viscosity
solution u.
Definition 7.11 (sup-convolution). Let u ∈ C(Ω¯) and τ > 0, The sup- (inf-)
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convolution u+τ of u is
u+τ (x) = sup
y∈Ω¯
[
u(y)− 1
hτ
|x− y|2
]
,
u−τ (x) = inf
y∈Ω¯
[
u(y) +
1
hτ
|x− y|2
]
.
Remark 7.12 (alternative definition). Notice that the definition we give here
is tied to a mesh size h. We do so because this is the scale that suits our needs.
In general the literature defines the sup-convolution of a function by
u+% = sup
y∈Ω¯
[
u(y)− 1
2%
|x− y|2
]
, % > 0.
The change of variables % = 12h
τ shows the relation between these two. A similar
reasoning can be used for the inf-convolution.
We show two examples of sup-convolution of functions to motivate the in-
troduction of this useful concept.
Example 7.13 (sup-convolution I). Let u = |x|2 be defined in Rd and consider
its sup-convolution
u+τ (x) = sup
y∈Rd
[
|y|2 − 1
hτ
|x− y|2
]
.
Let y∗ = y∗(x) be a point where the supremum is attained, then a simple calcu-
lation shows that
2y∗ + 2h−τ (x− y∗) = 0
which implies that y∗ = (1− hτ )−1x. Inserting y∗ into the definition of u+τ (x),
we obtain
u+τ (x) =
(
1
1− hτ
)2
|x|2 − h−τ
(
hτ
1− hτ
)2
|x|2 = |x|
2
(1− hτ ) .
See Figure 7.1 and note that D2u+τ > D
2u.
Next, we consider a function that is less smooth.
Example 7.14 (sup-convolution II). Let u = −|x| be defined in Rd. The
maximum is attained at y∗ = y∗(x) if and only if
0 ∈ −∂|y∗|+ 2h−τ (x− y∗)
or, equivalently,
x ∈ y∗ + h
τ
2
∂|y∗|,
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−0.5 0.5
Figure 7.1: The graph of the function u(x) = x2 (blue) and its sup-convolution
(red) with parameters h = 0.1 and τ = 1.
where ∂|y∗| denotes the subdifferential of | · | at y∗. We note that if |x| ≤ hτ/2,
then y∗ = 0 because ∂|0| = B1(0). Otherwise, we have,
x = y∗ +
hτy∗
2|y∗|
because ∂|y∗| =
{
y∗
|y∗|
}
for |y∗| > 0. Therefore, we conclude that
u+τ (x) =

−h−τ |x|2, |x| ≤ h
τ
2
,
−|x|+ h
τ
4
otherwise.
Note that u+τ is C
1,1, while u is only Lipschitz. Moreover, near the singularity
x = 0, u+τ behaves like a paraboloid with D
2u+τ = −2h−τI; see Figure 7.2.
The previous example shows that, intuitively speaking, the sup-convolution
u+τ “opens up” the kinks of u.
The examples above illustrate some of the general properties of sup- and
inf-convolutions. To concisely state them, we begin with a definition.
Definition 7.15 (opening t). We say that p ∈ P2 is a paraboloid of opening t
if, for some ` ∈ P1, we have
p(x) = `(x)± t
2
|x|2.
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−0.5 0.5
Figure 7.2: The graph of the function u(x) = −|x| (blue) and its sup-
convolution (red) with parameters h = 0.1 and τ = 1.
The main properites of sup- and inf-convolutions are as follows. To simplify
the presentation, we denote be ∂¯u(x) the superdifferential of u at the point x,
that is
v ∈ ∂¯u(x)⇔ −v ∈ ∂(−u)(x).
Proposition 7.16 (properties of u+τ ). Let u ∈ C0,1(Ω¯) and, for x ∈ Ω, let
y∗ = y∗(x) denote the point where the supremum in the definition of u+τ is
attained. The following statements hold:
1. x = y∗ + 12h
τv for some vector v ∈ ∂¯u(y∗) and, therefore, |x− y∗| ≤ Chτ .
2. ‖u− u+τ ‖L∞(Ω) ≤ Chτ .
3. There exists a paraboloid of opening 2h−τ , that touches u+τ (resp., u
−
τ ) from
below (resp., above) at x.
4. If u is the viscosity solution to (7.1), then |x1 − x2| ≤ C|y∗(x1)− y∗(x2)|.
Proof. Let us prove each statement separately.
Proof of 1: For any fixed x, if u(y)−h−τ |x− y|2 attains its maximum at y∗,
then
0 ∈ ∂¯u(y∗)− 2h−τ (x− y∗).
Thus, we have x = y∗ + 12h
τv for some v ∈ ∂¯u(y∗).
Proof of 2: By definition u+τ ≥ u. Moreover, property 1 implies
0 ≤ u+τ (x)− u(x) = u(y∗)− u(x)− h−τ |
1
2
hτv|2 ≤ |u(x)− u(y∗)|+ 1
4
hτ |v|2
for some v ∈ ∂¯u(y∗). Since u is Lipschitz continuous, we conclude that, for
every x ∈ Ω,
|u(x)− u+τ (x)| ≤ Chτ .
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Proof of 3: Since, for any x ∈ Ω, y∗ = y∗(x) is the point where the supremum
is attained, let us define the paraboloid
p(z) = u(y∗)− 1
hτ
|z − y∗|2,
and notice that p(x) = u+τ (x). Moreover,
p(z) ≤ sup
y∈Ω¯
[
u(y)− 1
hτ
|z − y|2
]
=: u+τ (z), ∀z ∈ Ω¯.
Thus, the paraboloid p touches the graph of u+τ at point x from below.
Proof of 4: Since, by definition,
u+τ (x) = u(y∗(x))−
1
hτ
|x− y∗(x)|2,
upon defining the paraboloid p(z) = u+τ (x) +
1
hτ |x− z|2 we have that
p(y∗(x)) = u(y∗(x)), p(z) ≥ u(z), ∀z ∈ Ω¯.
In other words, at y∗(x), the function u is touched from below by a paraboloid
with opening 2h−τ . On the other hand, since u solves (7.1), the Harnack in-
equality of Theorem 2.83 implies that, at y∗(x), the function u can be touched
from above by a paraboloid of opening Ch−τ with C depending only on d, λ
and Λ. Invoking [22, Proposition 1.2] we conclude that, for every x1, x2 ∈ Ω¯ the
function u is differentiable at y∗(xi), i = 1, 2 and, moreover,
|Du(y∗(x1))−Du(y∗(x2))| ≤ Ch−τ |y∗(x1)− y∗(x2)|.
We now invoke 1, to obtain that
|x1 − x2| =
∣∣∣∣y∗(x1)− y∗(x2) + 12hτDu(y∗(x1))− 12hτDu(y∗(x2))
∣∣∣∣ .
The previous two inequalities yield the claim.
This completes the proof.
Next we establish a lower bound for Fh[u
+
τ ](·). We define
ΩI,τh = {z ∈ ΩIh : dist(z, ∂Ω) ≥ Chτ},
where the constant C > 0 depends on the stencil size m and is chosen so that
Fh[u](x) is well-defined for x satisfying |x − z| ≤ Chτ for some z ∈ ΩI,τh ; see
Figure 7.3.
Proposition 7.17 (bound on Fh[u
+
τ ](·)). Assume that u ∈ C0,1(Ω¯) and that
z ∈ ΩI,τh . Let y∗ = y∗(z) ∈ Ω be chosen so that
u+τ (z) = u(y∗)−
1
hτ
|z − y∗|2, (7.18)
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ΩI,τh
ΩBh
O(mh)
O(hτ )
Figure 7.3: A pictorial description of the set ΩI,τh . The values Fh[u](x) are well
defined for x within a distance of Chτ of this set.
we then have
Fh[u
+
τ ](z) ≥ Fh[u](y∗) +
(
f(y∗)− f(z)
)
.
Moreover, for all z ∈ ΩIh, it holds that
Fh[u
+
τ ](z) ≥ −Ch−τ . (7.19)
Proof. First note that, by Proposition 7.16 item 1 we have that |z − y∗| ≤ Chτ
and, therefore, Fh[u](y∗) is well-defined. Now, owing to the monotonicity of Fh,
to show the first estimate it suffices to show that
δ2y,hu
+
τ (z) ≥ δ2y,hu(y∗) y ∈ S.
Define the function
v(x) = u(x− z + y∗)− 1
hτ
|z − y∗|2,
and note that v(z) = u(y∗) − 1hτ |z − y∗|2 = u+τ (z). The change of variables
ζ = x− z + y∗ reveals that
v(x) =u(ζ)− 1
hτ
|ζ − x|2 ≤ u+τ (x),
and therefore we conclude that, for any y ∈ S, δ2y,hv(z) ≤ δ2y,hu+τ (z). This,
together with the fact that, for any y ∈ S, δ2y,hv(z) = δ2y,hu(y∗) yields
δ2y,hu(y∗) = δ
2
y,hv(z) ≤ δ2y,hu+τ (z).
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Since f is independent of α and β, this proves the estimate Fh[u
+
τ ](z) + f(z) ≥
Fh[u](y∗) + f(y∗).
To prove (7.19), let
w(x) = u(y∗)− 1
hτ
|x− y∗|2.
Clearly w(z) = u+τ (z) and w(x) ≤ u+τ (x). Therefore, monotonicity and the
identity δ2y,hw(z) = − 2hτ |y|2 yields
Fh[u
+
τ ](z) ≥ Fh[w](z) ≥ −Ch−τ ,
which concludes the proof.
Our goal now is to compare u+τ with the numerical solution uh through
Fh[uh] and Fh[u
+
τ ] and a comparison principle for the discrete operator Fh.
From Proposition 7.17 it follows that Fh[u
+
τ ] at z depends on the consistency
error of Fh[u] at y∗ := y∗(z). The consistency of Fh, as stated in (7.10), implies
that
Fh[p](y∗) = F (y∗, D2p), ∀p ∈ P2.
Consequently, the consistency error Fh[u](y∗) depends on the quality of the
approximation of the solution u by a quadratic polynomial at y∗. This, in turn,
depends on the regularity of u.
The next result asserts that in our setting, outside sets of arbitrarily small
measure, viscosity solutions to (7.1) have pointwise second-order Taylor expan-
sions with an error that is controlled by the size of the singular set. For a proof,
the reader is referred to [26, Theorem A].
Theorem 7.20 (quadratic approximation). Assume that F has constant co-
efficients, is uniformly elliptic with ellipticity constants λ,Λ > 0, and that
f ∈ C0,1(Ω¯). Let u be a Lipschitz continuous solution of F (x,D2u) = 0 in
B2r(x0). There exist positive constants σ, t0 and C that depend on λ, Λ and d
such that, for all t > t0, it is possible to find an open set At ⊂ Ω such that if
x ∈ At, there exists a quadratic polynomial px ∈ P2 of opening less than t that
satisfies
F (x,D2px(x)) = 0.
Moreover, ∣∣u(y)− u(x)− px(y − x)∣∣ ≤ Ct|x− y|3 ∀y ∈ B2r(x0), (7.21)
and
|Ω\At| ≤ Ct−σ.
This theorem essentially says that, for every t, except in a singular set of
measure t−σ, which we denote by St, the function u has a second order Taylor
expansion. We define the regular set Rt := Ω¯\St.
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Let us now explain how Theorem 7.20 can be used to obtain a rate of con-
vergence. By consistency, (7.10), we have that, for every p ∈ P2,
Fh[p](z) = F (z,D
2p(z)) ∀z ∈ Ω.
Therefore, if t > 0, z ∈ Ω and Bh(z) ∩ Rt 6= ∅, we choose y ∈ Bh(z) ∩ Rt and
set p = py, the second order expansion of u at y from Theorem 7.20. We then
estimate the consistency error as follows∣∣Fh[u](z)∣∣ ≤ ∣∣Fh[u](z)− Fh[py](z)∣∣+ ∣∣Fh[py](z)− Fh[py](y)∣∣+ |Fh[py](y)|.
From estimate (7.21) and the fact that Fh[py](z)−Fh[py](y) = f(y)− f(z) and
Fh[py](y) = 0, it follows that∣∣Fh[u](z)∣∣ ≤ Cht+ |f(z)− f(y)| ≤ C1ht+ C2h
where t > 1, C1 depends on the constant in (7.21) and stencil size m and C2
depends on the Lipschitz constant of f . Thus, the consistency error is of the
order O(th) on ΩIh except for a set that has measure O(t
−σ). To be more precise,
we introduce the discrete regular and singular sets
Rt,h := {z ∈ ΩI,τh : Bh(y∗(z)) ∩ Rt 6= ∅}, St,h := {z ∈ ΩI,τh : z /∈ Rt,h}. (7.22)
We now estimate the size of the discrete singular set.
Lemma 7.23 (cardinality of St,h). Let St,h be defined by (7.22). Then
#St,h ≤ C(h−dt−σ + h1−d).
Proof. Notice that,
Chd(#St,h) ≤
∑
z∈St,h
|Bh(y∗(z))| ≤ C
∣∣∣∣∣∣
⋃
z∈St,h
Bh(z)
∣∣∣∣∣∣ ≤ C(t−σ + h).
Indeed, the first inequality is obvious; the second one follows from Proposi-
tion 7.16 item 4, which shows that, for z1, z2 ∈ Ω¯h with z1 6= z2, we have
|y∗(z1) − y∗(z2)| ≥ Ch so the overlap of the balls can be controlled indepen-
dently of h; finally, the last inequality follows from Theorem 7.20. Rearranging
terms in this last inequality yields the result.
We now estimate the consistency error of Fh[u
+
τ ] and have the following
corollary of Proposition 7.17.
Corollary 7.24 (consistency). For every z ∈ ΩI,τh we have
Fh[u
+
τ ](z) ≥ −C
{(
ht+ hτ
)
z ∈ Rt,h,
h−τ z ∈ St,h.
136
Proof. For z ∈ Rt,h, since |z−y∗| ≤ Chτ and f is Lipschitz continuous, we have
by Proposition 7.17,
Fh[u
+
τ ](z) ≥ Fh[u](y∗)− Chτ ≥ −C
(
ht+ hτ
)
.
The estimate on the singular set St,h was already established in (7.19).
The previous result controls the consistency error in the interior of the do-
main. To obtain a rate of convergence for the scheme, we also need to control
this error near the boundary. This is accomplished with the help of the following
discrete barrier function.
Lemma 7.25 (discrete barrier). Let the domain Ω satisfy an exterior ball con-
dition. If h is sufficiently small, then for any point z ∈ ΩIh with dist(z, ∂Ω) ≤ δ,
there exists a discrete function bz,h ∈ Xfdh such that
Fh[bz,h](ζ) ≤ 0 ∀ζ ∈ ΩIh, bz,h(ζ) ≥ 0 ∀ζ ∈ ΩBh .
Moreover, we have
|bz,h(z)| ≤ Cδ,
where C depends only on λ,Λ, d and Ω.
Proof. Let z∗ ∈ ∂Ω such that |z−z∗| = dist(z, ∂Ω). Since Ω satisfies an exterior
ball condition, there exists a open ball Br(z
′) centered at some point z′ such
that
z∗ ∈ ∂Br(z′) and Br(z′) ∩ Ω = ∅.
We construct a barrier function
bz(x) = B(r
−q − |x− z′|−q),
where B and q are some positive constant to be determined later. We observe
that
Dbz(x) =qB|x− z′|−q−2(x− z′),
D2bz(x) =qB|x− z′|−q−2
(
I − (2 + q) (x− z
′)
|x− z′| ⊗
(x− z′)
|x− z′|
)
.
Note that D2bz(x) is a diagonal perturbation of a rank-one matrix that has
eigenvalues 0 (with multiplicity d − 1) and −q(2 + q)B|x − z′|−q−2 (with mul-
tiplicity 1). Therefore D2bz has eigenvalues qB|x − z′|−q−2 (with multiplicity
d−1) and −q(1+q)B/|x−z′|q+2 (with multiplicity 1). In particular the smallest
eigenvalue of D2bz(x) is −q(1+q)B/|x−z′|q+2 and the largest is qB|x−z′|−q−2.
Since λI ≤ Aα,β ≤ ΛI we have
inf
β∈B
sup
α∈A
[
Aα,β : D2bz(x)
] ≤ Bq|x− z′|q+2 [(d− 1)Λ− (1 + q)λ] .
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Taking q = 2(d− 1)Λλ − 1 we obtain that
inf
β∈B
sup
α∈A
[
Aα,β : D2bz(x)
] ≤ Bq|x− z′|q+2 (1− d)Λ
≤ Bq|r + diam(Ω)|q+2 (1− d)Λ.
Since the right-hand side of the last inequality is negative, we conclude that, for
B sufficiently large,
inf
β∈B
sup
α∈A
[
Aα,β : D2bz(x)
] ≤ −2‖f‖L∞(Ω).
The discrete barrier function is then defined as bh,z = I
fd
h bz. It is easy to
check that
bh,z(ζ) ≥ 0 ∀ζ ∈ ΩBh |bh,z(z)| ≤ Cδ,
so that it remains to verify that Fh[bh](ζ) ≤ 0 for all ζ ∈ ΩIh.
Since bz is a smooth function, the consistency condition (7.10) implies
Fh[bh,z](ζ)− F (ζ,D2bz)(ζ) = O(h).
Finally, because F (ζ,D2bz)(ζ) ≤ −‖f‖L∞(Ω) we deduce that, for h sufficiently
small,
Fh[bh,z](ζ) ≤ 0, ∀ζ ∈ ΩIh.
This completes the proof.
Remark 7.26 (bound on uh). Corollary 7.24 implies that for any z ∈ ΩIh with
dist(z, ∂Ω) ≤ δ, we have
|uh(z)| ≤ Cδ.
Indeed, since bz,h ≥ uh = 0 on ΩBh and Fh[bz,h](z) ≤ Fh[uh](z) for all z ∈ ΩIh,
invoking a comparison principle for Fh, we obtain
uh(z) ≤ bz,h(z) ≤ Cδ.
Similarly we can show that uh(z) ≥ −Cδ.
Combining Corollary 7.24 and Lemma 7.23 we obtain a rate of convergence
for the finite difference scheme (7.2).
Theorem 7.27 (rate of convergence). Let the domain Ω satisfy an exterior
ball condition and f ∈ C0,1(Ω¯). Let uh ∈ Xfdh be the solution to (7.2) and
u ∈ C0,1(Ω¯) the viscosity solution to (7.1). Then there holds
‖Ifdh u− uh‖L∞(Ω¯h) ≤ Chσ/(2d+σ).
where σ is the exponent in Theorem 7.20.
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Proof. By Proposition 7.16 item 2 we have that ‖u−u+τ ‖L∞(Ω) ≤ Chτ . Thus it is
sufficient to bound vh = uh−Ifdh u+τ . We shall show that supΩ¯h v−h ≤ Chσ/(2d+σ);
the proof of the complementary estimate is similar. We divide the proof into
two steps.
Step 1 (boundary estimate). We first show that, for any z ∈ Ω¯h\ΩI,τh ,
|vh(z)| ≤ Chτ
for some constant C > 0. By the definition of vh, we have
|vh(z)| ≤ |uh(z)− u(z)|+ |u(z)− Ifdh u+τ (z)|
≤ |uh(z)|+ |u(z)|+ |u(z)− Ifdh u+τ (z)|.
Since u is Lipschitz continuous and u = 0 on ∂Ω, we have that |u(z)| ≤ Chτ . In
addition, owing to Remark 7.26 and Proposition 7.16 property 2, we conclude
that
|vh(z)| ≤ Chτ .
Step 2 (interior estimate). Now
−Fh[u+τ ](z) = Fh[uh](z)− Fh[u+τ ](z) ≥ Lh(uh − Ifdh u+τ )(z) = Lhvh(z),
where Lh is the linear(ized) operator (7.3) with coefficients that depend on u
+
τ
and uh. Thus, setting t = h
τ−1, we have by Corollary 7.24
Lhvh(z) ≤ C
{
hτ z ∈ Rhτ−1,h,
h−τ z ∈ Shτ−1,h,
(7.28)
and, by Lemma 7.23,
#Shτ−1,h ≤ C
(
h−d+σ(1−τ) + h1−d
) ≤ Ch−d+σ(1−τ).
Applying the ABP estimate given in Theorem 3.47 (with ΩIh replaced with Ω
I,τ
h ),
to (7.28) yields
sup
ΩI,τh
v−h ≤ C
( ∑
z∈Rhτ−1,h
hd+dτ +
∑
z∈Shτ−1,h
hd−dτ
)1/d
≤ C
(
hdτ + h−dτ+σ(1−τ)
)1/d
.
Thus, setting τ so that dτ = −dτ + σ(1− τ), i.e., τ = σ/(2d+ σ), we obtain
sup
ΩI,τh
v−h ≤ Chσ/(2d+σ),
and therefore
sup
ΩI,τh
(uh − Ifdh u+τ )− ≤ Chσ/(2d+σ).
Gathering the obtained bounds implies the result.
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Remark 7.29 (extensions). The works [82, 131] have obtained rates of conver-
gence for finite difference schemes for nonconvex PDEs with variable coefficients
and low order terms.
7.3 Finite element methods
Let us now focus, following [119], on the development of a finite element scheme
for (7.1) based on the integro-differential approximation presented in Section 4.3.
The idea is, after choosing an  > 0, to replace each one of the operators Lα,β
by their integro-differential approximations Lα,β , as defined in (4.45). In doing
so we obtain, according to [24] a smooth approximation u of u, the solution to
(7.1). Moreover, the difference u − u can be controlled in terms of . We can
now proceed to approximate u by, simply put, taking the inf–sup over discrete
problems of the form (4.46), thus obtaining a discrete function uh ∈ X l0,h. Using
the regularity of u we can control the difference u − uh in terms of the mesh
size and, possibly, negative powers of . Optimizing with respect to  yields a
rate of convergence.
Let us now proceed with the details. To set ideas we will assume that, for
every α ∈ A and β ∈ B we have fα,β = f ∈ C0,1(Ω¯) and that the matrices Aα,β
are constant. The approximate problem is then
λ
2
∆u + inf
β∈B
sup
α∈A
Iα,β u
 = f in Ω,
u = 0, on ω,
(7.30)
where, in analogy to (4.43), the integral operators are defined by
Iα,β w(x) =
1
d+2 detAα,βλ
ˆ
Rd
|y|2δ2θy,θw(x)ϕ
(
1

(
Aα,βλ
)−1
y
)
,
with
Aα,βλ =
(
Aα,β − λ
2
I
)1/2
,
and the domains Ω and ω are given by (4.42).
Let us now state the existence, uniqueness, smoothness properties of u and
its rate of convergence to u. For a proof see Theorem 3.5, Theorem 4.8 and
Theorem 6.1 of [24].
Proposition 7.31 (properties of u). Problem (7.30) has a unique classical
solution u. Moreover, there exists s ∈ (0, 1) that depends on λ, Λ and d but
not on  such that, for every ω b Ω, we have
‖u‖C1,s(ω) + ‖u‖C0,1(Ω¯) ≤ C
(‖u‖L∞(Ω) + ‖f‖L∞(Ω)) ,
where the constant C > 0 depends on the distance between ω and ∂Ω. Addition-
ally, there exists a γ > 0 such that
‖u− u‖L∞(Ω) ≤ Cγ‖f‖C0,1(Ω),
where the constant C > 0 depends only on λ, Λ, d and Ω.
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With the properties of u at hand we introduce a finite element scheme to
approximate it. Namely, given a quasiuniform triangulation for which (3.84)
holds we seek uεh ∈ X l0,h such that (compare with (4.46))
F h[u

h](zi) :=
λ
2
∆hu

h(zi) + inf
β∈B
sup
α∈A
Iα,β u

h(zi)− fi = 0, ∀zi ∈ ΩIh, (7.32)
where, as in (4.46), fi =
´
Ω
fφi, and φi are the normalized hat functions.
Let us now address the existence, uniqueness and approximation properties
of uh. We begin by noticing that, since each one of the operators
wh 7→ λ
2
∆hwh + I
α,β
 wh
is monotone (cf. Lemma 4.47), the same holds for F h. This is the content of the
next result.
Corollary 7.33 (monotonicity). Assume that Th is such that ∆h is monotone.
Then the operator F h, defined in (7.32) is monotone.
Remark 7.34 (flexibility). Notice that, in Corollary 7.33, all that is necessary
is a comparison principle for the finite element Laplacian ∆h. A sufficient
condition for this is given in Lemma 3.83. This is in stark contrast with the
methods of Section 5.2 where, either a restrictive mesh condition is needed (see
Remark 5.14) or where the coefficients are assumed to be isotropic as in (5.33).
In addition to monotonicity we must also consider the consistency of the
scheme which, owing to the consistency of ∆h (see Lemma 3.82) reduces to the
study of the consistency of the inf–sup of integral transforms when applied to
Lipschitz functions (recall that u ∈ C0,1(Ω¯) uniformly in ). To measure this
we define, for zi ∈ ΩIh,
Rh,[w](zi) =
ˆ
Ω
[
inf
β∈B
sup
α∈A
Iα,β I
ep
h w(zi)− inf
β∈B
sup
α∈A
Iα,β w(x)
]
φi(x).
The consistency of the scheme is then encoded in the following result whose
proof mainly follows Lemma 4.44 and Theorem 4.58 but must take into account
the reduced regularity of the functions. This is the reason for the reduced rate.
Lemma 7.35 (consistency). Let w ∈ C0,1(Ω¯). Then for every z ∈ ΩIh we have
|Rh,[w](z)| ≤ C h
2
| log h|‖w‖C0,1(Ω¯),
where the constant C > 0 is independent of z, h,  and w.
Monotonicity and consistency allow us to conclude existence and uniqueness
of solutions. The proof of the following result is either a corollary of Proposi-
tion 7.44 below or follows from a discrete version of Perron’s method.
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Theorem 7.36 (existence and uniqueness). Let the family of meshes be such
that ∆h is monotone. Then, for every h > 0 and  > 0, the scheme (7.32) has
a unique solution.
To conclude, we study the rates of convergence. Since Proposition 7.31
provides a rate for ‖u−u‖L∞(Ω) and Proposition 3.81 one for ‖u−Ieph u‖L∞(Ω)
it remains to compare the discrete solution uh to the Galerkin projection I
ep
h u
.
Upon denoting eh = I
ep
h u
 − uh ∈ X l0,h, and after some manipulations, it turns
out that the error eh satisfies, for every z ∈ ΩIh,
λ
2
∆heh(z) + inf
β∈B
sup
α∈A
Iα,β I
ep
h u
(z)− inf
β∈B
sup
α∈A
Iα,β u

h(z) = Rh,[u
](z). (7.37)
With this equation at hand we are in place to establish a rate of convergence.
Theorem 7.38 (rate of convergence). Let u ∈ C1,s(Ω)∩C0,1(Ω¯) be the solution
of problem (7.1) and uh ∈ X l0,h be the solution to scheme (7.32) with  ≥
Ch1/2| log h|. There is γ > 0 such that
‖u− uh‖L∞(Ω) ≤ C
(
γ +
h
2
| log h|
)
‖f‖C0,1(Ω¯),
where the constant C > 0 depends only on λ, Λ, Ω and d.
Proof. As already discussed, the rates of convergence reduce to estimating the
difference eh. To do so we employ the error equation (7.37) and notice that, if
z belongs to C−h (eh), the contact set of eh, then we must have
inf
β∈B
sup
α∈A
Iα,β I
ep
h u
(z) ≥ inf
β∈B
sup
α∈A
Iα,βh u

h(z).
In other words, for z ∈ C−h (eh), the error eh satisfies the inequality
λ
2
∆heh(z) ≤ Rh,[u](z).
The discrete ABP estimate of Theorem 4.48 then implies that
sup
Ω
e−h ≤ C
 ∑
z∈C−h (eh)
|ωz||Rh,[u](z)|d
1/d .
We must now invoke the consistency estimates of Lemma 7.35 to obtain an
upper bound for e−h . A similar argument will yield the reverse bound. The
theorem is thus proved.
Remark 7.39 (algebraic rate). If the actual value of γ > 0 is known, then one
can choose γ+2 = h| log h| to obtain
‖u− uh‖L∞(Ω) ≤ Ch
γ
γ+2 | log h| γγ+2 ,
which in the best scenario, γ = 1, would yield O(h1/3| log h|1/3).
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7.4 Solution of the discrete problems
Having discussed discretization schemes for Isaacs equations (7.1) and detailed
their convergence properties let us concentrate, to finalize our discussion, on
how to solve the ensuing nonlinear systems of equations. We will see, as it
should be by now clear to the reader, that the approaches are extensions of the
convex case, which we discussed in Section 5.3, but the results are much more
modest.
After discretization, in complete analogy to (5.48), we must solve the prob-
lem: find x ∈ RN , such that
F(x) = inf
β∈B
sup
α∈A
[
Kα,βx− fα,β] = 0, (7.40)
where the inf–sup is computed component-wise, {Kα,β : α ∈ A, β ∈ B} and
{fα,β : α ∈ A, β ∈ B} are, respectively, discretizations of {Lα,β : α ∈ A, β ∈ B}
and {fα,β : α ∈ A, β ∈ B}. Once again, the dimension N equals the number of
degrees of freedom in the discretization.
One would be tempted, following Algorithm 5.1, to define, for y ∈ RN , the
indices α(y) and β(y) by conditions similar to the ones that led to (5.49) and use
them in each iteration of a possible extension of Howard’s algorithm. However,
this will not produce a convergent method; see, for instance, [16, Remark 5.8].
The reason for this, simply put, is that the map y 7→ min{g,max{y,h}} is not
slant differentiable and, moreover, since the map F, defined in (7.40), is neither
convex nor concave any generalized notion of derivative for this function will
not possess any monotonicity properties.
For the reasons outlined above, we now describe, following [16, Section 5] a
convergent scheme that cannot be cast as a Newton-type method but, instead,
can be understood as a two-level Howard’s algorithm. We begin by defining, for
y ∈ RN and i ∈ {1, . . . , N}, the element β(y, i) ∈ B by the condition
F(y)i = sup
α∈A
[
Kα,β(y,i)y − fα,β(y,i)
]
i
. (7.41)
With this at hand we define β(y) ∈ BN by β(y)i = β(y, i) and the mapping
Fβ(y) : RN → RN is such that
Fβ(y)(w)i = sup
α∈A
[
Kα,β(y,i)w − fα,β(y,i)
]
i
, i = 1, . . . , N. (7.42)
The generalization of Howard’s method is described in Algorithm 7.1.
Notice that, owing to the definition of Fβ(y) given in (7.41)–(7.42), every step
of Algorithm 7.1 requires the solution of a discrete Hamilton-Jacobi-Bellman
equation (7.43). This can be done by applying Algorithm 5.1 and justifies calling
this method a two-level one. The convergence properties of Algorithm 7.1 are
described below.
Proposition 7.44 (convergence of two-level Howard). Let A and B be finite
sets. Assume that, for every β ∈ BN , the map Fβ is monotone in the sense of
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Algorithm 7.1: Two-level Howard’s algorithm for nonconvex problems.
input : Sets A and B.
Matrices {Kα,β : α ∈ A, β ∈ B} ⊂ RN×N .
Right hand sides {fα,β : α ∈ A, β ∈ B} ⊂ RN .
output: Vector x ∈ RN , solution of (7.40).
1 Initialization: Choose x−1 ∈ RN ;
2 for k ≥ 0 do
3 Set βk = β(xk−1) ;
4 Find: xk ∈ RN that solves
Fβk(xk) = 0 (7.43)
;
5 if F(xk) = 0 then
6 return xk ;
7 end
8 end
Definition 3.8. Then the sequence of iterates, given by Algorithm 7.1 satisfies
xk ≥ xk+1 and converges, in a finite number of steps, to x, the solution of
(7.40).
Proof. Using equations (7.41)–(7.42), line 3 of Algorithm 7.1 and identity (7.43)
we observe that the iterates {βk}k∈N and {xk}k∈N satisfy
Fβk+1(xk) = F
β(xk)(xk) = F(xk) ≤ Fβk(xk) = 0 = Fβk+1(xk+1),
so that, from the monotonicity of Fβk+1 , we conclude that xk ≥ xk+1.
As in Theorem 5.56, the fact that #B is finite together with the monotonicity
of iterates imply that Algorithm 7.1 converges in a finite number of steps.
We conclude the discussion on Algorithm 7.1 by commenting that the case
when A and B are compact spaces and when the equation (7.43) is only solved
approximately are also discussed by [16].
Let us, in addition to Algorithm 7.1, present the Richardson-type iterative
scheme of [89, Section 4.2]: Starting from x0 ∈ RN the iterates are computed
via
xk+1 = G(xk) := xk − 1
ΛN
F(xk), (7.45)
where ΛN > 0 is a sufficiently large constant that depends on N . It is shown
there that, for ΛN ≥ CN2/d, the mapping G is a contraction, i.e., there is a
constant C > 0 such that
|G(v)−G(w)| ≤
(
1− N
−2/d
C
)
|v −w|,
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so that (7.45) is convergent. Some strategies that combine Algorithm 7.1 and
(7.45) are suggested in [59].
8 Outlook
Overall we know too much about
linear PDE and too little about
nonlinear PDE.
L.C. Evans
In this paper, we summarized some of the recent trends and advancements in
the discretizations and convergence analysis for strongly nonlinear PDEs, with
an emphasis of convex and nonconvex fully nonlinear equations. While these
two classes of equations and discretization types have fundamentally different
structure conditions, common themes permeate the analysis; for example, con-
sistency, monotonicity and comparison principles, Alexandrov-Bakelman-Pucci
estimates, wide-stencils, and smooth approximations. It is also evident from our
discussion that, due to the pointwise definition of viscosity solutions and, cor-
respondingly, the monotonicity criterion given in the Barles-Souganidis frame-
work, there is a stark contrast of results between finite difference schemes and
finite element methods for such problems; only within the last 10 years have any
significant advances been made in the convergence analysis of finite element-type
methods.
Despite the recent flurry of results for numerical fully nonlinear PDEs, there
still remain fundamental open problems in the field. Probably the most pressing,
at least on the finite element front, is an alternative framework that bypasses
or relaxes the monotonicity requirement found in the Barles-Souganidis theory.
Other completely open problems include, but are not limited to
(i) Derivation of sharp rates of convergence for nonconvex fully nonlinear
equations.
(ii) Rates of convergence for finite difference schemes on unstructured grids.
(iii) Rates of convergence of finite element methods for convex and nonconvex
PDEs in other norms, for example Sobolev norms such as H1.
(iv) A posteriori error estimation and adaptive methods for fully nonlinear
problems.
(v) Rates of convergence for nonconvex degenerate problems.
In light of these questions we feel that the quote from the Preface of [40]
given above nicely summarizes the current state of numerical PDEs. It is our
hope that this overview motivates current and future researchers to work on the
numerical approximation of nonlinear problems.
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