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Resumo: Nas mais diversas aplicações, a escassez de informação para o devi-
do treinamento e utilização de métodos de Aprendizado de Máquina supervisionado
é um problema persistente. Este fato motivou o desenvolvimento do paradigma de
aprendizado semissupervisionado, que pode ser entendido como uma combinação de
conceitos dos paradigmas supervisionado e não supervisionado. A maneira como o
aprendizado é conduzido permite organizar os métodos semissupervisonados em dife-
rentes modelos. Este trabalho apresenta um estudo comparativo entre diferentes mo-
delos de aprendizado semissupervisionado. É também proposta uma versão semissu-
pervisonada do método SVM, o qual alcançou melhor desempenho nas comparações
realizadas.
Abstract: In many applications, the dearth of information to a proper training and
use of supervised Machine Learning methods is a persistent problem. This fact led to
the development of the semi-supervised learning paradigm. This paradigm can be un-
derstood as a combination of concepts of unsupervised and supervised paradigms. The
way how the learning is conducted allows to organize the semi-supervised methods in
different models. This paper presents a comparative study between different semi-
supervised learning models. It is also proposed a semi-supervised version of SVM,
which achieved better performance in the comparisons made.
1 Introdução
Ao longo dos anos, a humanidade tem-se confrontado com problemas econômicos, es-
tratégicos, de segurança, tomada de decisão e predição de comportamentos. Em um contexto
atual, estes problemas podem ser interpretados como o monitoramento do comportamento
de clientes de um banco, classificação de páginas da internet de acordo com seu conteúdo,
distinção de objetos em imagens, reconhecimento de fala e de escrita. A realização manual
de tais tarefas, em alguns casos, torna-se inviável em função do tempo e do custo de mão de
obra exigidos. Diante problemas como este, uma área da computação, denominada Reconhe-
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cimento de Padrões, tem sido motivada quanto ao desenvolvimento de algoritmos capazes de
auxiliar o homem na realização de determinadas tarefas [4].
Classificação de imagem é o nome dado à aplicação de métodos de Reconhecimento
de Padrões em imagens com a finalidade de detectar os objetos que a compõe. Formalmente,
a classificação de imagem consiste na estimação de uma função capaz de mapear um conjunto
de padrões (i.e., os pixels de uma imagem) em um determinado conjunto de classes. A etapa
de estimação da função de mapeamento caracteriza um processo de aprendizagem.
O tipo de aprendizagem é uma característica que permite distinguir os métodos de
classificação de imagens. Dentre diferentes tipos existentes na literatura, os aprendizados
supervisionado e não supervisionado são comumente utilizados. A principal característica
que distingue estas formas de aprendizado é a maneira com são estimadas as funções para
classificação dos padrões. Enquanto o aprendizado supervisionado realiza esta estimação
baseado em informações fornecidas a priori, o aprendizado não supervisionado fundamenta-
se em analogias construídas ao observar os padrões. As informações fornecidas a priori
consistem em um conjunto de padrões “rotulados”, isto é, padrões cuja classe é conhecida.
Quando não existe classe associada ao padrão, o mesmo é dito “não rotulado”. Um conjunto
de padrões rotulados é denominado por conjunto de treinamento.
Quando as classes do problema são definidas de antemão, o aprendizado supervisio-
nado é preferível [21], porém, ele é capaz de proporcionar bons resultados desde que sejam
fornecidas informações suficientes para um aprendizado adequado [9]. Esta exigência se tor-
nar um ponto crítico quando existem custos relacionados à obtenção de amostras rotuladas
[33]. Nestas circunstâncias, o problema de insuficiência de amostras para um treinamento
adequado pode ser minimizado com o aumento do conjunto de treinamento, utilizando pa-
drões não rotulados, os quais são abundantes na maioria dos problemas de classificação [12].
Partindo desta motivação surge um novo tipo de aprendizado, denominado semissupervisio-
nado, o qual pode ser entendido como um “meio caminho” entre os aprendizados com e sem
supervisão, uma vez que são utilizadas informações rotuladas e não rotuladas [11].
A maneira como os padrões não rotulados são explorados permite organizar o aprendi-
zado semissupervisionado em diferentes modelos, como por exemplo: gerativo, que envolve
a estimação de probabilidades, separadores de baixa densidade, baseado em superfícies de
decisão, co-treinamento, que define um esquema de cooperação entre métodos para aprendi-
zagem, e indireto, responsável por pré-processar e expandir o conjunto de dados de treina-
mento [1, 26].
Dessa forma, o objetivo deste trabalho consiste em apresentar um estudo comparativo
entre diferentes modelos de aprendizado semissupervisionado aplicados no treinamento de
métodos de classificação de imagens. Para isso foi realizado um experimento Monte Carlo
sobre imagens simuladas visando à quantificação do desempenho dos modelos de aprendi-
RITA • Volume 20 • Número 2 • 2013 33
Aplicação de Modelos de Aprendizado Semissupervisionado na Classificação de Imagens de
Sensoriamento Remoto
zado semissupervisionado na classificação de tais imagens. O desempenho destes modelos
foi comparado ao aprendizado supervisionado, verificando a existência de vantagens em de-
terminados casos.
O presente artigo está organizado da seguinte forma: na Seção 2 são discutidos os
principais conceitos dos modelos gerativo, separador de baixa densidade, co-treinamento e
indireto. Uma proposta de Máquina de Vetores Suporte semissupervisionada é apresentada.
Os modelos discutidos são utilizados no experimento conduzido na Seção 3. Conclusões
sobre o estudo realizado são conduzidas na Seção 4.
2 Modelos de Aprendizado Semissupervisionado
Formalmente, um classificador é representado por uma função f : X 7→ Ω, que
associa elementos x ∈ X uma determinada classe ω ∈ Ω. O conjunto X é denominado por
espaço de atributos, que contém D, conjunto de padrões que f classifica. Em classificação
de imagens os padrões x representam os atributos dos pixels que compõem por sua vez uma
dada imagem D.
Para os classificadores de aprendizado supervisionado é requisito a existência do conjun-
to de padrões rotuladosDl = {(xi, ωj) ∈ X ×Ω; i = 1, 2, . . . ,m; j = 1, 2, . . . , c}, também
denominado por conjunto de treinamento. As informações deste conjunto são utilizadas na
estimação da função f , que em seguida é aplicada sobre os padrões de D ⊂ X para deter-
minação das respectivas classes. Após a rotulação de xi a notação (xi, ωj) especifica que o
padrão xi foi associado à classe ωj . Ainda, f(D) denota a classificação de todos elementos
de D por f .
A estimação de um classificador f capaz de mapear adequadamente elementos de D
às classes de Ω depende diretamente das informações contidas em Dl. A insuficiência de
informações em Dl conduz à estimação de uma f incapaz de realizar o mapeamento entre
padrões e classes de forma satisfatória. Embora a solução se resuma em utilizar um conjunto
de treinamento adequado, existem casos em que não é possível obter tal conjunto.
A limitação de informações para uma adequada estimação de f motiva o aprendizado
semissupervisionado. Este tipo de aprendizado explora informações contidas em um dado
conjunto de padrões não rotulados Du = {xi ∈ D : i = m + 1, . . . ,m + n}, que de modo
complementar às informações presente em Dl, possibilite a estimação adequada de f .
Existem diferentes propostas para extração de informações de Du, onde cada uma
delas define um modelo de aprendizado semissupervisionado. Gerativo, separador de baixa
densidade, co-treinamento e indireto são alguns exemplos destes modelos, os quais são dis-
cutidos nas subseções seguintes.
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2.1 Gerativo
O modelo gerativo tem objetivo de estimar as probabilidades condicionais p (ωj |x)
das classes que compõem o problema de classificação, denominadas probabilidade a posteri-
ori. Quando estas probabilidades são conhecidas, o padrão x deve pertencer à classe ωj cujo
valor de p (ωj |x) é máximo. No entanto, tais probabilidades são geralmente desconhecidas.
Uma forma conveniente de estimar p (ωj |x) é fazendo uso do Teorema de Bayes:
p (ωj |x) = p (x|ωj) p (ωj)
p (x)
(1)
onde p (ωj) é denominada probabilidade a priori, que especifica a proporção de cada classe
ωj ∈ Ω, p (x|ωj) é denominada probabilidade classe-condicional, que representa a distribui-
ção estatística dos valores x com relação a classe ωj e p (x) representa a distribuição marginal
de p (ω,x), isto é, p (x) =
∑c
j=1 p (ωj) p (x|ωj).
A probabilidade marginal p (x) é responsável pela modelagem de x, independente-
mente da classe com que este padrão está associado, ao contrário da probabilidade p (x|ωj),
que modela o comportamento de x segundo uma dada classe ωj . No contexto do aprendi-
zado semissupervisionado, a probabilidade marginal torna-se importante, uma vez que exerce
influência no cálculo de p (ωj |x) e é responsável pela modelagem dos dados não rotulados,
considerados como fonte auxiliar de informação [18].
Uma vez que o conhecimento no modelo gerativo é representado por p (ωj |x), o pro-
cesso de aprendizagem consiste na modelagem desta probabilidade. A modelagem de funções
que descrevem probabilidades é realizada a partir de um conjunto de parâmetros Θ. Logo,
pode-se concluir que o processo de aprendizado nos modelos gerativos consiste em deter-
minar os parâmetros de Θ responsáveis pela modelagem de p (ωj |x). Por conveniência, as
probabilidades p (ωj), p (x), p (ωj |x) e p (x|ωj) passam a ser denotadas, respectivamente,
por p (ωj ; Θ), p (x; Θ), p (ωj |x; Θ) e p (x|ωj ; Θ), especificando assim o conjunto de parâ-
metros que as modelam.
No aprendizado supervisionado, os parâmetros de Θ são obtidos a partir de informa-
ções conhecidas (i.e., extraídas deDl). Com a disponibilidade deDl, os parâmetros Θˆ ótimos
que modelam p (x|ωj ; Θ) podem ser obtidos pelo estimador de máxima verossimilhança:
Θˆ = Θarg max p (x, ωj ; Θ) = Θarg max
∏m
i=i p (xi, ωj ; Θ) ≡
≡ Θarg max∑mi=i log p (xi; Θ) p (xi|ωj ; Θ) (2)
uma vez que p (xi, ωj ; Θ) = p (xi; Θ) p (xi|ωj ; Θ). Além disso, Θˆ e log Θˆ são funções com
o mesmo máximo, logo, a utilização de log Θˆ torna-se preferível devido às facilidades em
sua manipulação [34].
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No desenvolvimento conduzido em (2) são utilizadas apenas informações deDl. Entre-
tanto, informações não rotuladas (i.e., pertencentes a Du) devem ser consideradas quando o
tipo de aprendizado é semissupervisionado. Assim, (2) é redefinida por:
Θˆ = Θarg max log
(∏m
i=1 p (xi, ωj ; Θ) ·
∏m+n
i=m+1 p (xi; Θ)
)
≡
≡ Θarg max
(∑m
i=1 log p (xi, ωj ; Θ) +
∑m+n
i=m+1 log p (xi; Θ)
) (3)
Com a inclusão de dados não rotulados ao conjunto de treinamento, a estimação dos
parâmetros de Θ por (3) perde a capacidade de resolução analítica, tornando necessário o
uso de técnicas iterativas, como por exemplo, o algoritmo EM (Expectation Maximization),
proposto em [13]. Este método considera que os dados são provenientes de um modelo de
mistura, isto é, um conjunto de componentes independentes que totalizam um único modelo.
Por questão de simplicidade, é comum admitir que as componentes do modelo de mistura são
distribuídas de forma Gaussiana.
O Algoritmo 1 define detalhadamente os procedimentos da estimação dos parâme-
tros Θ de acordo com o método EM semissupervisionado (SemiEM), supondo que os dados
são descritos por um modelo de mistura de Gaussianas. Neste algoritmo a convergência é
alcançada quando |pi(t) − pi(t+1)| ≤ , sendo  um parâmetro definido.
Este algoritmo gera Θˆ como resultado, o qual é utilizado na classificação dos ele-
mentos de D a partir da seguinte regra de classificação:
(xi, ωj)⇔ j = 1, . . . , carg max p(ωj |xi; Θ); ∀xi ∈ D (4)
Supondo que p(ωj |xi; Θ) seja uma função densidade de probabilidade, cujos parâ-
metros são estimados a partir de Dl, a mesma regra de classificação expressa em (4) define
o método Classificação por Máxima Verossimilhança (Maximum Likelihood Classification
- MLC). A classificação por Máxima Verossimilhança é uma da técnica utilizada em di-
ferentes aplicações relacionadas à classificação de imagens devido sua simplicidade, baixo
custo computacional e capacidade de gerar bons resultados [23].
2.2 Co-treinamento
O co-treinamento é um modelo de aprendizado fundamentado no conceito de coope-
ração. Nos métodos de classificação de imagens o aprendizado por co-treinamento acontece
com a utilização de dois classificadores, f1 e f2, em cooperação mútua. Um conceito introdu-
zido por este modelo é a multi-visão, o qual consiste em observar o problema de classificação
em diferentes fragmentos. Nas diferentes visões, os exemplos de uma mesma classe devem
possuir o mesmo rótulo. Além disso, as visões devem ser independentes, isto é, são capazes
de induzir o aprendizado de um classificador sem depender de outra visão [24].
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Algorithm 1 EM semissupervisionado para modelo de mistura de Gaussianas
Entrada: Dl = {(xi, ωj) ∈ X × Ω; i = 1, 2, . . . ,m; j = 1, . . . , c}
Du = {xi; i = m+ 1,m+ 2, . . . ,m+ n}
D = {x1,x2, . . . ,xm,xm+1,xm+2, . . . ,xm+n}
Ω = {ω1, . . . , ωc}
t = 0
Inicializar1 Θ(t) = {pi(t)j , µ(t)j ,Σ(t)j ; j = 1, . . . , c} a partir de Dl
Enquanto Θ(t) não convergir:
∀xi ∈ Du ∧ ∀ωj ∈ Ω:
γij = p
(
ωj |xi; Θ(t)
)
=
pi
(t)
j N
(
xi;µ
(t)
j ,Σ
(t)
j
)
∑c
k=1 pi
(t)
k N
(
xi;µ
(t)
k ,Σ
(t)
k
)
∀ (xi, ωj) ∈ Dl:
Se xi = ωj então γij = 1,
Senão γij = 0
Para ∀xi ∈ D:
t = t+ 1
sj =
∑m+n
i=1 γij
µ
(t)
j =
1
sj
∑m+n
i=1 γijxi
Σ
(t)
j =
1
sj
∑m+n
i=1 γij
(
xi − µ(t)j
)(
xi − µ(t)j
)T
pi
(t)
j =
sj
m+n
Saída: Θ(t)
No processo de aprendizado por co-treinamento, inicialmente os classificadores f1 e
f2 são treinados a partir dos conjuntos Dl1 e Dl2, que contém as mesmas informações. Em
seguida estes classificadores são aplicados na classificação de visões distintas, isto é, dois
conjuntos de padrões não rotulados extraídos do problema de classificação, denotados por
Du1 e Du2. Os padrões classificados por f1 com alto grau de confiança são integrados ao
conjunto de treinamento de f2 e vice-versa.
O processo de aprendizado descrito é realizado iterativamente enquanto houver pa-
drões classificados de forma confiável, isto é, acima de determinado nível de confiança, em
ambas as visões, permitindo assim a troca de padrões rotulados para o treinamento dos clas-
sificadores. Ao fim do aprendizado, os conjuntos de treinamento obtidos em cada visão são
fundidos e utilizados no treinamento de um novo classificador, aplicado na classificação de
todo o conjunto de padrões. O Algoritmo 2 descreve o processo de aprendizado por co-
1pij representa a proporção de padrões na classe j. N (xi;µj ,Σj) representa a probabilidade de xi segundo uma
distribuição Gaussiana Multivariada da classe j, com vetor média µj e matriz de covariância Σj
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treinamento. Este algoritmo apresenta de forma genérica o aprendizado por co-treinamento,
independente do método de classificação. Neste estudo, este modelo será aplicado no a-
prendizado do método MLC, cujo resultado desta junção será denominada CoMLC. A in-
terpretação do conceito de classificação com “alto grau de confiança” presente neste modelo
está vinculada ao método de classificação adotado. No método CoMLC o nível de confiança
está associado a probabilidade com que os padrões são classificados. Isso torna necessária
a definição de um parâmetro que atue como um limiar mínimo, cujos padrões classificados
com valores de probabilidade acima deste limiar são caracterizados como de “alta confiança”.
Algorithm 2 Co-treinamento
Entrada: Dl = {(xi, ωj) ∈ X × Ω; i = 1, 2, . . . ,m; j = 1, . . . , c}
Du = {xi; i = m+ 1,xi; i = m+ 2, . . . ,m+ n}
Inicializar: Dl1 = Dl e Dl2 = Dl, conjuntos de padrões rotulados para as visões 1 e 2
Du1
⋃Du2 = Du, com Du1⋂Du2 = ∅
Repita
Treine f1 com Dl1 e f2 com Dl2
Classifique Du1 com f1 e Du2 com f2
Se @xi1 ∈ Du1 e @xi2 ∈ Du2 classificados com alta confiança então FIM
Senão:
Para ∀xi1 ∈ Du1 e ∀xi2 ∈ Du2 classificados com alta confiança:
Dl1 = Dl1
⋃ {(xi2, ωj2)}
Dl2 = Dl2
⋃ {(xi1, ωi1)}
Remova xi1 e xj2 de Du1 e Du2, respectivamente
Dl = Dl1
⋃Dl2
Treine f1 (ou f2) com Dl
Classifique D = Dl
⋃Du com f1 (ou f2)
Saída: f1(D) (ou f2(D))
2.3 Separadores de baixa densidade
Separadores de baixa densidade consistem nos métodos cuja regra de classificação é
determinada por superfícies de separação definidas em regiões do espaço de atributos onde
a concentração de padrões é baixa. Dentre diferentes métodos, o Perceptron de Múltiplas
Camadas [19], o Discriminantes de Fisher [30] e a Máquina de Vetores Suporte [31] são
alguns exemplos de separadores de baixa densidade.
Introduzido por Vladmir Vapnik, a Máquina de Vetores Suporte (Support Vector Ma-
chine - SVM), é um recente método de Reconhecimento de Padrões que tem recebido grande
atenção nas pesquisas devido sua sólida fundamentação teórica e determinadas características
atrativas, como a independência de modelos de distribuição estatística, arquitetura simples,
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complexidade computacional moderada, excelente capacidade de generalização e maior ro-
bustez diante ao fenômeno de Hughes [6]. O fenômeno de Hughes refere-se a necessidade
de uma quantidade cada vez maior de padrões de treinamento, que a maioria dos métodos
de Reconhecimento de Padrões apresentam, a medida que a dimensão do espaço de atribu-
tos aumenta. Segundo [25], o método SVM é menos sensível a este fenômeno uma vez que
sua formulação não envolve a estimativa de densidades, mas sim a busca de uma superfí-
cie de decisão entre classe baseado no comportamento geométrico dos padrões no espaço de
atributos.
Dado um conjunto de treinamento Dl = {(xi, ωj) ∈ X × Ω; i = 1, 2, . . . ,m; j =
1, 2}, o método SVM determina a separação entre as classes ω1 e ω2 a partir do seguinte
hiperplano de separação ótimo:
f(x) = wTx + b = 0 (5)
sendo wT o transposto do vetor ortogonal ao hiperplano de separação e b um escalar real tal
que |b|‖w‖ representa a distância do hiperplano à origem do espaço de atributos.
Determinar os parâmetros de (5) equivale a resolver o seguinte problema de otimiza-
ção [30]:
λmax LD =
∑m
i=1 λi − 12
∑m
i=1
∑m
j=1 λiλjyiyjK(xi,xj)
sujeito a:
{
0 ≤ λi ≤ C, i = 1, . . . ,m∑m
i=1 λiyi = 0
(6)
onde yi, denominado indicador de classe, assume valor +1 se xi ∈ ω1 ou -1 se xi ∈ ω2, C é
um parâmetro de regularização introduzido para ajuste do hiperplano, λi são Multiplicadores
de Lagrange e K(xi,xj) é uma função simétrica que atende as condições de Mercer, deno-
minada kernel. Esta função realiza um mapeamento implícito dos padrões para outro espaço
de atributos onde a separabilidade é maior. A função K (xi,xj) = e
− ||xi−xj ||
2
σ2 , com σ ∈ R,
é denominada Kernel RBF, empregada em diversas aplicações.
Os parâmetros w e b que fornecem o hiperplano ótimo (5) são obtidos a partir dos
Multiplicadores de Lagrange (λi) resultantes de (6) através das relações:
w =
∑
λi 6=0
λiyixi; (7)
b =
1− yi[wxi]
λi
; ∀λi 6= 0 (8)
Ao observar (7) e (8), nota-se que o hiperplano (5) é definido em função de padrões
(i.e., vetores) de treinamento cujos Multiplicadores de Lagrange são não nulos. Estes padrões
são denominados vetores suporte.
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A formulação do método SVM permite apenas a separação entre duas classes, o que
não atende a maioria dos problemas reais. Para contornar esta limitação são empregadas
Estratégias Multiclasse. De acordo com [22] tais estratégias podem consistir na decompo-
sição do problema multiclasse em subproblemas binários ou até mesmo na reformulação do
método SVM. Alguns exemplos de Estratégia Multiclasse são abordados em [29, 32, 30].
Um-Contra-Todos (One-Against-All - OAA) é uma das estratégias baseada em decomposi-
ções binárias mais adotadas devido sua simplicidade. Em um problema de separação dos
dados em c classes, são definidos c classificadores binários, onde cada um é responsável pela
separação de uma classe específica com relação as demais.
Partindo da formulação original do SVM, a transformação deste método para o a-
prendizado semissupervisionado consiste em determinar hiperplanos de separação em regiões
do espaço de atributos onde a densidade de padrões é menor. A Figura 1 ilustra a construção
de hiperplanos em regiões de baixa densidade, após a inclusão de padrões não rotulados.
(a) Margem de separação pelo SVM original. (b) Margem de separação pelo SVM semissuper-
visionado.
Figura 1. Motivação do método SVM semissupervisionado: Definir o hiperplano de
separação em regiões de baixa densidade. FONTE: Adaptado de [34].
Existem diferentes propostas que tornam semissupervisionado o aprendizado do mé-
todo SVM. Em [6] é proposto uma versão que consiste na reformulação do problema de
otimização (6), tornando-o capaz de tratar dados não rotulados.
Neste trabalho é proposta uma nova versão semissupervisionada de SVM, denomi-
nado por SemiSVM. Esta proposta é baseada no fato que o hiperplano de separação ótimo
é definido pelo conjunto de vetores suporte. Assim, quando selecionados os padrões não
rotulados próximos a um dado hiperplano inicial, os mesmos tendem a ser utilizados como
vetores suporte na definição de um novo hiperplano, ajustado à região de baixa densidade.
Um ajuste mais preciso é alcançado adotando um processo iterativo, onde novos hiperplanos
são obtidos em função da seleção de até k padrões não rotulados, classificados pelo hiper-
plano atual. A seleção dos k padrões não rotulados torna-se mais criteriosa ao longo das
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iterações em função de um incremento constante (α) ao parâmetro C. O processo de ajuste
a região de baixa densidade é encerrado quando C atinge um valor máximo (LC) definido
inicialmente. O Algoritmo 3 descreve o método SemiSVM.
Algorithm 3 SemiSVM: Nova proposta de SVM semissupervisionado
Entrada: Dl = {(xi, ωj) ∈ X × Ω; i = 1, 2, . . . ,m; j = 1, . . . , c}
Du = {xi; i = m+ 1,m+ 2, . . . ,m+ n}
Definir: k, máximo de candidados selecionados por iteração
C, penalidade inicial
α, incremento de penalidade
LC , limite superior de penalidade
Enquanto C ≤ LC :
Para j = 1, . . . , c:
Treine2 fj com Dl
Classifique Du com fj
Selecione k padrões de Du tal que |fj(x)− | ≤ 1 seja mínimo
Dl = Dl
⋃ {(xi, ωj) : min 0 ≤ |fj(x)|; i = 1, . . . , k}
C = C + α
Treine3 f com Dl e classifique D = Dl
⋃Du
Saída: f(D)
2.3.1 Considerações sobre o método SemiSVM Existem diferentes propostas na litera-
tura que tornam semissupervisionado o aprendizado do método SVM. Dentre elas podem ser
citadas [31], [20], [5], [17] e [16].
Em [20] é apresentada uma versão de SVM com aprendizado transdutivo (Transduc-
tive Support Vector Machine - TSVM), originalmente formalizada em [31]. A idéia geral do
TSVM consiste em treinar o classificador a partir de dois conjuntos de dados, um de treina-
mento e outro de predição, compostos respectivamente por dados rotulados e não rotulados.
Com a classificação do conjunto de predição, novos dados rotulados tornam-se disponíveis
para o treinamento do método SVM, podendo proporcionar melhor desempenho na classifica-
ção. As principais diferenças entre o TSVM e o SVM consiste em modificações no problema
de otimização (6), na expressão do hiperplano (5) e por ser um método iterativo.
Posteriormente [5] propõe um melhoramento ao método TSVM para aplicações em
classificação de imagens de sensoriamento remoto. Nesta nova versão transdutiva são pro-
postas modificações no processo de seleção das amostras não rotuladas e ajustes iterativos na
2fj representa um hiperplano de separação responsável por separar padrões da classe j com relação as demais
classes. Este processo de separação é baseado na estratégia multiclasse OAA.
3Nesta etapa f representa uma SVM multiclasse.
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penalidade, proporcionando melhor estabilidade no treinamento com poucas amostras rotu-
ladas. Ainda, é proposta uma metodologia para lidar com o problema multiclasse baseada na
estratégia OAA. A Máquina de Vetores Suporte Laplaciana (Laplacian Support Vector Ma-
chine - LapSVM) [17] é outra versão semissupervisionada de SVM que incorpora conceitos
de classificação baseada em grafo. Para isso é definido um novo problema de otimização, o
qual é composto pela combinação dos problemas de definir hiperplanos de margem máxima e
regularizar um grafo construído a partir da informação de padrões rotulados e não rotulados.
Em [16] o aprendizado semissupervisionado em SVM é induzido com o uso de Matriz
de Kernel5. Esta Matriz de Kernel é construída a partir de padrões provenientes de dois
agrupamentos distintos, definidos pelo algoritmo EM. Após este processo, a Matriz de Kernel
é utilizada pelo SVM.
Em comparação às propostas supracitadas, o método SemiSVM não faz uso de fun-
ções Kernel ou grafos para conduzir o aprendizado semissupervisionado. Além disso, não é
proposto como em [5] um procedimento para ajuste iterativo da penalidade (C) durante o pro-
cesso de aprendizado, mas sim um aumento linear gradativo desse parâmetro. Cabe também
ressaltar que a partir de simples modificações na etapa de seleção de padrões não rotulados,
o método SemiSVM pode fazer uso de outras estratégias multiclasse baseadas em decompo-
sições binárias, como por exemplo, as estratégias Um-Contra-Um (One-Against-One - OAO)
[32] e Grafos Acíclicos Diretos (Direct Acyclic Graph - DAG) [28]. Por fim, no método pro-
posto não são realizadas modificações no problema de otimização (6), possibilitando o uso de
heurísticas amplamente utilizadas para sua solução, como por exemplo, LibSVM [10], SMO
(Sequential Minimal Optimization) [27] e SVMLight [20].
2.4 Baseado em grafo
Outro modelo de aprendizado semissupervisionado refere-se ao aprendizado baseado
em grafo. Este modelo consiste inicialmente na construção de uma matriz de afinidade G, a
qual é uma representação numérica de um grafo. Nesta matriz são representadas as similari-
dades entre padrões, sejam rotulados ou não. Formalmente, xr,xs ∈ Dl
⋃Du representam
dois vértices no grafo, cujo valor (peso) associado a aresta entre tais vértices corresponde a
medida de similaridade grs, a qual é um elemento de G. Os padrões xr e xs tendem a estar
associados a mesma classe a medida que o valor de grs aumenta.
Segundo [34], os métodos baseados em grafo são fundamentados na hipótese de “su-
avidade dos rótulos”, ou seja, a mudança da classe associada ao padrões, nesse caso os vér-
tices, varia de forma suave sobre o grafo. O processo de associação de uma classe a um
vértice (padrão) não rotulado depende da similaridade apresentada com relação aos demais
5uma representação para funções Kernel, porém na forma matricial, onde inicialmente são computados os valores
da função Kernel para possíveis pares de padrões entrada
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vértices do grafo. A Figura 2 reproduz um exemplo de classificação baseada em grafo, onde
inicialmente apenas dois vértices são rotulados e as medidas de afinidade são conhecida,
representada nesta ilustração pela grossura das arestas (Figura 2(a)). A classificação dos vér-
tices não rotulados acontece em função da maior similaridade, e não apenas no caminho de
menor distância, como mostra a Figura 2(b). Cabe observar na Figura 2 que os métodos ba-
seados em grafo não retornam uma função de decisão, utilizada para determinar a classe dos
padrões não rotulados, mas sim um mapeamento entre os vértices e as classes definidas no
problema.
(a) O grafo, com poucos vértices rotula-
dos, e as similaridades entre vértices.
(b) Classificação dos vértices em função
dos vértices rotulados e da similaridade
entre vértices
Figura 2. Classificação baseada em grafo: Os padrões são os vértices do grafo e a classe é
determinada pela similaridade entre vértices. FONE: Adaptado de [8].
Dentre diferentes propostas apresentadas na literatura, em [8] é apresentado um mé-
todo semissupervisionada baseado em grafo que faz uso de função Kernel. Para isso, seja
D = Dl
⋃Du um conjunto composto por m padrões rotulados e n não rotulados, a matriz
de afinidade G é determinada por:
G(m+n)×(m+n) : grs = e
‖xr−xs‖2
σ2 ; r, s = 1, . . . ,m+ n (9)
A medida de similaridade entre xr e xs, representada pelo elemento grs deG, é deter-
minada pela aplicação da função Kernel RBF, previamente apresentada na Subseção 2.3. Em
seguida, sobre os valores de similaridade de G é aplicada a seguinte normalização simétrica:
S =
√
Q−1G
√
Q−1 (10)
onde Q é uma matriz diagonal, denominada Matriz Grau, tal que qrr =
∑
r grs.
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Com relação aos padrões de D é determinada a matriz de rótulos Y , definida por:
Y(m+n)×c : yrj =
{
1 se (xr, ωj)
0 caso contrário r = 1, . . . ,m+ n; j = 1, . . . , c (11)
Cabe ressaltar que Y possui o número de linhas equivalente ao número de padrões en-
volvidos no problema de classificação, enquanto o número de colunas refere-se a quantidade
de classes do problema. Observa-se que as linhas de Y referentes aos padrões não rotulados
são nulas.
Por fim, a partir das matrizes S e Y é determinada a matriz U :
U = (I − αS)−1Y (12)
sendo I é a matriz identidade e α ∈ (0, 1) é um parâmetro de regularização.
Para classificação dos padrões não rotulados é utilizada a seguinte regra:
(xi, ωj)⇔ j = 1, . . . , carg max (uij) (13)
onde uij é elemento de U(m+n)×c. O Algoritmo 4 descreve o método de classificação base-
ado em grafo proposto em [8], referenciado neste trabalho por GB.
Algorithm 4 Classificação semissupervisionada baseada em grafo
Entrada: Dl = {(xi, ωj) ∈ X × Ω; i = 1, 2, . . . ,m; j = 1, . . . , c}
Du = {xi; i = m+ 1,m+ 2, . . . ,m+ n}
D = {x1,x2, . . . ,xm,xm+1,xm+2, . . . ,xm+n}
Ω = {ω1, . . . , ωc}
Inicializar4 G = Q = O(m+n)×(m+n)
Y = U = O(m+n)×c
Para ∀xr,xs ∈ D faça:
grs = e
− ‖xr−xs‖2
σ2
Para ∀xr ∈ D faça:
drr =
∑m+n
s=1 grs
S =
√
Q−1G
√
Q−1
Para ∀xr ∈ D faça:
Se (xr, ωj) então yrj = 1
U = (I − αS)−1 Y
Saída: U
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2.5 Modelos indiretos
Nas Seções 2.1, 2.2, 2.3 e 2.4 foram apresentados modelos de aprendizado semissu-
pervisionado diretos. Nestes modelos os padrões rotulados e não rotulados são utilizados
simultaneamente durante o processo de aprendizado.
Outra classe de modelos de aprendizado semissupervisionado é denominada indireto.
De acordo com [26], os modelos de aprendizado indireto são divididos em duas etapas. O
objetivo da primeira etapa consiste em melhorar (aumentar) a informação contida no conjunto
de padrões rotulados a partir da rotulação e seleção de padrões inicialmente não rotulados.
Em seguida, o conjunto de padrões derivado da primeira etapa é utilizado no aprendizado de
um método supervisionado ou semissupervisionado direto.
Segundo exposto, os modelos indiretos visam aumentar o número de exemplos rotu-
lados para indução de classificadores melhores. O aumento do número de exemplos rotu-
lados pode ser conduzido por métodos de agrupamentos inicializáveis, como por exemplo,
SEEDED-k-Médias, CONSTRAINED-k-Médias [2] e C-Médias Nebuloso semissupervisi-
onado (semi-supervised Fuzzy C-Means - ssFCM) [3].
Ao definir as classes do problema e inicializá-las, ao fim de um processo de agrupa-
mento é possível avaliar o grau de pertinência de cada padrão a seu respectivo agrupamento.
É razoável a utilização de amostras rotuladas com alto grau de pertinência à classe. Nestas
condições, o método ssFCM torna-se conveniente, uma vez que seu resultado expressa pro-
babilidades sobre a pertinência de cada padrão com relação às diferentes classes. Ainda, o
conceito de grau de pertinência possui a mesma interpretação que grau de confiança, intro-
duzido pelo aprendizado por co-treinamento (Subseção 2.2). Isso faz necessário a adoção de
um parâmetro que define um limiar para caracterizar classificações com alto grau de perti-
nência. O modelo indireto será empregado no treinamento do método MLC, cuja associação
é denominada por IndMLC.
3 Experimentos e Resultados
Com objetivo de comparar os modelos de aprendizado semissupervisionado discutidos
na seção anterior, foi conduzido um experimento Monte Carlo envolvendo a classificação
de imagens simuladas. O uso de imagens simuladas permite a realização de experimentos
controlados, isto é, experimentos cujo comportamento dos dados e os resultados esperados
são conhecidos a priori, além de permitir a realização de avaliações sem a influência de uma
imagem particular.
Na Subseção 3.1 são descritos os procedimentos realizados para geração do conjunto
4Oo1×o2 representa uma matriz nula de ordem o1 × o2 empregada na inicialização das matrizes G, E, Y e U .
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de imagens simuladas, em seguida, a Subseção 3.2 descreve as configurações do experimento,
cujos resultados são discutidos na Subseção 3.3
3.1 Simulação de imagens
Nos estudos envolvendo a avaliação de métodos de classificação, imagens simuladas
permitem a construção de experimentos controlados. A definição de funções capazes de
simular imagens com diferentes canais (bandas), compostas por alvos com variados níveis de
separabilidade espectral, pode ser não trivial. Uma maneira conveniente de realizar este tipo
de tarefa é considerar a distribuição estatística de alvos observados em imagens reais obtidas
por satélites de sensoriamento remoto, como discutido em [14] e [15].
Nos sensores remotos ópticos, a luz refletida pelos alvos é geralmente quantificada
em diferentes intervalos espectrais. A informação adquirida nestes intervalos determinam as
bandas destas imagens. Nestas condições, um mesmo alvo pode apresentar comportamentos
distintos em cada banda, com uma dada estrutura de correlação destas bandas entre si. Ainda,
devido a interferências existentes no processo de aquisição e processamento destas imagens,
os pixels de um mesmo alvo geralmente apresentam variações distribuídas de forma Gaus-
siana. Partindo destas considerações, a simulação espectral de alvos é dada pela seguinte
expressão:
p˜j =
(
R−1j νLj
)
ψj + (µjζj) (14)
onde µj refere-se ao vetor média estimado a partir de amostras de um alvo específico, inde-
xado por j = 1, 2, . . . , c. Considerando Σj a matriz de covariância, também estimada a partir
de amostras de um alvo específico, R−1j é o inverso da matriz de autovetores de Σj , Lj é a
matriz diagonal composta pela raiz quadrada dos autovalores de Σj , ν é um vetor aleatório,
de mesma dimensão de µj , gerado por uma distribuição Gaussiana Multivariada padrão, ψj
e ζj são escalares gerados por uma distribuição Uniforme entre 0, 75 e 1, 25, e por fim, p˜j
representa a simulação de um único pixel referente ao alvo j. Cabe ressaltar que as colunas
da matrizRj estão organizadas de acordo com a ordem crescente dos respectivos autovalores,
assim como os elementos da diagonal de Lj , também dispostos em ordem crescente.
Em (14), µj é o vetor que determina o valor médio, em cada banda espectral, dos
pixels que serão simulados baseado nas características do j-ésimo alvo observado na imagem
real. A matriz Rj representa o comportamento da estrutura de correlação entre bandas, en-
quanto a informação sobre a variância em cada banda é dada por Lj . Tais matrizes também
são determinadas com base nas características do j-ésimo alvo observado, uma vez que são
derivadas de Σj . Nestas condições, nota-se que a diferença entre dois pixels simulados é
dado em função de ν, ψj e ζj . O vetor ν é introduzido para simular as variações Gaussianas
entre os pixels que compõe um mesmo alvo. Por outro lado, ψj e ζj são empregados, respec-
tivamente, para produzir variações na estrutura de covariância (i.e.
(
R−1j νLj
)
) e na média
original do j-ésimo alvo.
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Cabe ressaltar que para geração dos pixels que simularam o comportamento do j-
ésimo alvo, de uma dada imagem simulada, foram associados aleatoriamente valores aos
escalares ψj e ζj . Em outra simulação, os valores associados a estes escalares, também
para geração dos pixels do j-ésimo alvo, podem diferir daqueles adotados na simulação da
imagem anterior. Esta característica do processo de simulação faz com que uma mesma
classe, observada em simulações distintas, apresente variações entre si, proporcionando por
sua vez imagens simuladas com particularidades distintas.
Para simulação dos alvos foi empregada uma imagem do satélite LANDSAT-5 TM,
considerando as quatro de bandas que abrangem o intervalo espectral do visível e infraver-
melho próximo. Esta imagem foi adquirida em 26 de setembro de 2010, e refere-se a uma
região localizada ao longo da rodovia BR-163, próxima à Floresta Nacional do Tapajós, no
Estado do Pará. A seleção desta região é justificada pelo conhecimento de alvos (tipos de
cobertura da terra) existentes no local, devido a um levantamento de campo conduzido no
mesmo período da aquisição da imagem. Os tipos de alvos são: floresta primária, pasto
limpo, regeneração antiga, agricultura, regeneração nova e pasto sujo. A Figura 3 ilustra a
imagem LANDSAT-5 TM adotada e as respectivas amostras de alvos (tipos de cobertura da
terra).
Figura 3. Imagem LANDSAT-5 TM em composição colorida e amostras de diferente tipos
cobertura da terra.
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Utilizando as amostras de cobertura da terra identificadas na Figura 3, foram calcula-
das os respectivos vetores média e matriz de covariância para simulação das imagens a partir
de (14). A Figura 4 ilustra dois exemplos de imagens simuladas segundo a metodologia apre-
sentada. Estas simulações são obtidas pela concatenação de regiões de 100×100 pixels, onde
cada uma dessas regiões refere-se a uma classe específica. Ao comparar a mesma classe nas
simulações apresentadas nas Figuras 4(a) e 4(b) é possível observar as variações introduzidas
pelos escalares ψj e ζj .
(a)
(b)
Figura 4. Imagems simuladas segundo a metodologia apresentada baseada nas amostra
identificadas na Figura 3. Ordenados da esquerda para a direita são simulados alvos
referentes às classes floresta primária, pasto limpo, regeneração antiga, agricultura,
regeneração nova e pasto sujo. A composição colorida é a mesma adotada na Figura 3
De acordo com [7], nos estudos envolvendo experimentos com dados simulados, é
necessário realizar milhares de repetições, visando a obtenção de resultados com níveis de
qualidade aceitáveis. Sendo assim, para este estudo foi gerado um conjunto de 1000 imagens
simuladas, o qual encontra-se disponível em http://www.rgnegri.com/data/SSL.
3.2 Configurações do experimento
Como discutido, o emprego do aprendizado semissupervisionado é motivado em si-
tuações onde a quantidade de amostras de treinamento é escassa. Neste contexto, uma das
características do experimento foi realizar classificações a partir de conjuntos de treinamento
relativamente pequenos. Assim, foram definidos conjuntos compostos por 10, 15, 25 e 40
pixels em cada classe, selecionados aleatoriamente sobre as respectivas regiões. Dentre os pi-
xels não selecionados para compor o conjunto de treinamento, são escolhidos aleatoriamente
5% para determinar o conjunto de padrões não rotulados.
A partir das 1000 imagens simuladas e dos diferentes conjuntos de treinamento, serão
avaliados o desempenho de métodos SemiEM, CoMLC, SemiSVM, TSVM, GB e IndMLC.
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Tabela 1. Parametros definidos para o experimento.
Método Parâmetros
SemiEM Convergência (): 0,005
CoMLC Limiar de confiança: 0,98
SemiSVM
Penalidades inicial/final/incremento (C/LC /α): 100/200/50
Num. máx. padrões selecionados por iteraçao (por hiperplano)(k):5
σ (Kernel RBF): 2,0
TSVM Penalidade (C): 200
σ (Kernel RBF): 2,0
GB Regularizaçao (α): 0,5
σ (Kernel RBF): 2,0
IndMLC Limiar de confiança: 0,98
ML Não possui parâmetros
SVM Penalidade (C): 200
σ (Kernel RBF): 2,0
Além destes métodos semissupervisionados, serão observados os desempenhos dos métodos
MLC e SVM, tomando-os como referência na discussão sobre o potencial do aprendizado
semissupervisionado na classificação de imagens. A Tabela 1 apresenta os parâmetros ne-
cessários aos métodos analisados. Tais parâmetros foram ajustados manualmente a partir de
experimentos preliminares.
Para avaliação dos resultados, o índice de acerto global é adotado na mensuração
da qualidade das classificações. Este índice informa a porcentagem de pixels classificados
corretamente.
Na execução dos experimentos foi utilizado um computador com processador Intel
Core i5, 4 GB de memória RAM e sistema operacional Linux/Ubuntu versão 10.2. As im-
plementações realizadas utilizaram linguagem de programação IDL (Iteractive Data Lan-
guage) versão 7.1, com exceção do método empregado na otimização do problema (6) e para
aplicação do método TSVM (SVMLight, [20]).
3.3 Resultados
Os resultados do experimento conduzido são apresentados no gráfico da Figura 5.
Neste gráfico é quantificado o desempenho médio obtido com a classificação das 1000 ima-
gens simuladas, segundo os conjuntos de treinamento de diferentes dimensões. Uma estima-
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tiva média sobre o tempo computacional despendido na classificação de uma imagem, por
cada um dos diferentes métodos analisados, é apresentada na Tabela 2.
Figura 5. Desempenho dos diferentes métodos analisados.
Tabela 2. Tempo de computacional médio, em segundos, exigido pelo métodos analisados.
Pixels SemiEM CoML SemiSVM TSVM GB IndMLC MLC SVM
10 103,41 36,24 12,12 34,45 70,19 16,51 4,01 5,40
15 101,89 36,05 12,20 47,63 100,03 15,88 3,99 5,42
25 100,29 36,11 12,32 49,16 302,48 15,74 3,99 5,44
40 98,73 36,43 12,48 74,46 590,30 15,46 4,03 5,50
O método IndMLC, de aprendizado semissupervisionado indireto, obteve os mais bai-
xos níveis de acurácia comparado aos demais métodos. Independente da dimensão do con-
junto de treinamento, os índices médios de acurácia obtidos, assim como o desvio padrão
destes índices, foram semelhantes. Verifica-se também que o modelo indireto prejudicou o
aprendizado do método MLC, uma vez que os resultados alcançados por este método são evi-
dentemente superiores aos resultados atingidos pelo método IndMLC. Esta queda de acurácia
deriva do método ssFCM, responsável por produzir conjuntos de treinamento com informa-
ções inadequadas para o devido aprendizado do método MLC. A semelhança entre os resul-
tados, independente da dimensão do conjunto de treinamento inicial (i.e., conjuntos com 10,
15, 25 e 40 pixels), também ocorre em função do método ssFCM, que embora tenha sido
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inicializado por diferentes conjuntos de treinamento, convergiu para resultados semelhantes,
proporcionando conjuntos de treinamento semelhantes.
O método SemiEM foi superior apenas ao método IndMLC, porém com tempo com-
putacional aproximadamente 6, 5 vezes maior. Embora o desempenho médio seja semelhante
diante os conjuntos de treinamento de diferentes dimensões, o aumento da dimensão de tais
conjuntos provocou redução no desvio padrão dos índices de acerto global. Isso possibilita
concluir que o método SemiEM não depende da dimensão dos conjuntos de treinamento, mas
sim da qualidade da informação contida nestes conjuntos.
Ao comparar CoMLC e MLC, verifica-se uma tendência gradual de aumento nos ín-
dices de acerto global, assim como o desvio padrão destes índices, semelhante em ambos
os métodos. Isso mostra que o aprendizado por co-treinamento foi capaz de proporcionar
melhoras no desempenho e manter o comportamento do método de classificação que aprende
por este modelo, ou seja, o método MLC.
De forma semelhante à apresentada por MLC e CoMLC, comportam-se os resultados
gerados por SVM, TSVM e SemiSVM. O aumento da dimensão do conjunto de treinamento
provocou aumento nos índices de acurácia, sendo SemiSVM superior nos diferentes casos,
apresentando ainda resultados com desvio padrão semelhantes. Os resultados fornecidos pelo
método TSVM são pouco inferiores aos obtidos por SemiSVM, porém com desvios padrão
consideravelmente maiores. Observa-se também que o método TSVM apresenta maior tempo
computacional comparado ao SemiSVM, aumentando gradativamente com o aumento do
conjunto de treinamento.
Bons resultados foram alcançados pelo método GB, principalmente quando seu treina-
mento é realizado por conjuntos com 10 e 15 pixels rotulados por classe, onde seus resultados
são semelhantes aos obtidos por TSVM. No entanto, cabe observar o elevado tempo compu-
tacional exigido, o qual está relacionado principalmente as frequentes inversões de matriz
exigidas no processo de normalização simétrica (10).
4 Conclusões
O objetivo deste estudo foi analisar diferentes modelos de aprendizado semissupervi-
sionado em classificação de imagens. Para isso foi conduzido um experimento Monte Carlo
que consistiu na aplicação dos modelos analisados na classificação de um conjunto de ima-
gens simuladas. Ainda, para o treinamento de tais métodos, foram utilizados conjuntos de
treinamento de diferentes dimensões, visando verificar situações onde há escassez de infor-
mações para o treinamento.
Neste experimento, os modelos de aprendizado semissupervisionado por co-treinamento
(CoMLC), separação de baixa densidade (SemiSVM e TSVM) e baseado em grafo (GB) pro-
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porcionaram resultados superiores em comparação com os métodos supervisionados analisa-
dos (MLC e SVM).
Como perspectiva para trabalhos futuros sugere-se analisar o uso do aprendizado in-
direto por outros métodos supervisionados que não fazem exigência sobre distribuições es-
tatística, avaliar o método SemiSVM, proposto neste estudo, em aplicações relacionadas à
classificação de outros tipos de imagens e em outros problemas que fazem uso de aprendi-
zado semissupervisionado, assim como avaliar o modelo de aprendizado por co-treinamento
por outros métodos de classificação, como por exemplo, o SVM.
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