INTRODUCTION
Ill-conditioned Problem in data processing is drawn attention over a long period of time. Ill-conditioned problem is in relation to well-conditioned problem. A parametric model is ill-conditioned if its parameter estimations have great change with data's subtle change. On the contrary, it is well-conditioned. Gauss-Markov model [1] is the base parametric model used to research ill-conditioned problem. The following is Gauss-Markov model:
where L is n-dimensional observed data vector, A is a design matrix with n rows and m columns, rank(A)=m, X is ndimensional unknown parameter vector, Δ is n-dimensional observation error vector, Δ~N(0， 2 0 σ I), 2 0 σ is variance of unit weight, and P is weight matrix. For formula (1) According to Gauss-Markov theorem, on the premise that observed data obey the law of normal distribution, X is the best linear unbiased estimator of X. For this reason, the least squares estimate is a current important estimation method. However, in practice, because of parameter selection, arrangement of the observation, computational method, and so on, LSE is instable and unreliable.
In formula (2) , when N is nonsingular, X is unique. Consider a case that N and W have small perturbation, N δ and W δ , X will have a deviation, X δ . It may be expressed as: ) ( ) ( 
II. TWO-STEP METHOD
There are many methods changing normal matrix. Zhengjie Wang proposed a new method, Two-Step method [2] . It weakens the illness of Gauss-Markov model by changing normal matrix twice. Two-Step method derives from Tikhonov regularization [3] . The following is its estimation criterion:
where α is regularization parameter, R is regularization matrix, ) (X Ω is functional stability and • is 2-norm.
Essentially, the first step of tow-step method is ridge estimation. R 1 , regularization matrix, is unit matrix. By Tikhonov regularization and formula (4), parameter estimation and its mean square error matrix [4] may be gotten:
In formula (5) and formula (6), 1 α regularization parameter is obtained by L-curve method [5] , and 0 σ is variance of unit weight. The second step of Two-Step method is generalized ridge estimation in fact. In this step, R 2 , regularization matrix, is not unit matrix but the matrix obtained by the solution of the first step. By Tikhonov regularization matrix and formula (4), parameter estimation, X 2 , may be gotten:
In formula (7), 2 α is obtained by L-curve method.
where:
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It deserves noting that above solution is obtained when P is unit matrix. If P isn't unit matrix, it need be translated to unit matrix [6] . In the second step, for R isn't unit matrix, it need be translated when calculating 2 α by L-curve method [7] .
Though analyzing the computational process of two-step method, it can be seen that its second step is based on its first step, optimizes its normal matrix, N, and gets better parameter estimations. Therefore, it may go deeper and further optimize N though similar computation.
III. MULTI-STEP METHOD
Based on two-step method, multi-step method is a solution of solving ill-conditioned problem through optimizes normal matrix many times. Its parameter estimations meet special required precise. Here, the number of computational times depends on the required precise. The number may be two or greater than two. The following is the Computation flow process of multi-step method: In Fig.1 , is infinite norm, b is the maximum in the absolute values of the differences between two adjacent parameter estimations, and
Multi-step method and two-step method is similar. Both of them estimate the parameters by optimizing the norm matrix, based on regularization theory; R 1 is unit matrix and other regularization matrixs are gotten depending on the solutions of the last computation; All regularization parameters of them are gotten by L-curve method. The differences between two method are that: the former has more computation step number and has more precise parameter estimations than the latter, and the former needs a threshold to control the computation process and the latter doesn't need it. It needs to be noticed that the threshold should be suitable. If the threshold is too little, computation steps would be very many or never end. If it is too large, the computation would be finished rapidly, but its accuracy would be too low. Normally, the threshold may be set a required accuracy. For example, if the required accuracy is 0.002m, the threshold may be 0.002m.
Multi-step has the following better charateristics:  Multi-step method is a linear transformation of LSE.
The following is the certification of abovementioned charateristic:
Transform the formula (8), and it can be gotten that ) and
According the charateristics of matrix and eigenvalue, it can be gotten that
Formula (10) shows that ) ( k X is biased estimation of X , as long as
. Formula (11) shows that ) ( k X is a compression of X to the origin.
 The parameter estimation of Multi-step method has higher anti-interference than LSE's.
According formula (10) and reference [8] , there are the following two formulas. 
By formula (14) and formula (15), there are those
For Λ and I are diagnal matrix, by formula (16), eigenvalues of
Formula (17) shows that condition number of normal matrix, ) (k N , of multi-step method, is less than LSE's. It means that parameter estimation of multi-step method has higher anti-interference than LSE's.  Multi-step method is better than LSE in the sense of mean square error.
It is easy to know that the mean square error of 
Formula (18) shows that Multi-step method is better than LSE in the sense of mean square error.
IV. EXAMPLE ANALYSIS
Here design an ill-conditioned problem. as computation steps increase to the general trend, and this variation tends towards stability.
 If a=0.01, when the computation is in the No.4 step, b<a; If a=0.002, the computation would come to an end in the No.8 step. Therefore, there are these following conclusions that  After multi-step computation, parameter estimation whose variation is relatively steady is optimal approximate solution.  The accuracy of parameter estimation of multi-step method is higher than two-step method's.  The computation steps have business with the threshold. The less the threshold is, the more the computation steps are.
V. CONCLUSION
There are many methods of solving the illness of GaussMarkov model. Some methods are used to change the normal matrix to weaken or eliminate the model's illness. Tow-step method is the newer one that is based on regularization theory and whose accuracy is higher than ridge estimation by two steps of computations. This paper puts forwards a new method, multi-step method that borrows ideas from two-step, improves the accuracy of parameter estimation by more steps of computations, and is the extension of two-step method. This paper researches on multi-step method's characteristics, based on a lot of analog computations. By example analysis, it can be known that multi-step method has better estimation characteristics and is worth going to deeply. 
