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Abstract
Modern power systems are under transformation due to the inclusion of non–conventional renewable
energy sources such as wind and photovoltaic generation. Even though these energy sources are
good alternatives for the sustainable harnessing of energy, they affect operation and stability of
the power system, due to their inherently stochastic nature and dependence on weather conditions.
In addition, solar and wind farms have a reduced inertia capability that must be compensated
by large synchronous generators in conventional hydro–thermal systems, or by energy storage
devices. In this context, dynamical interaction between conventional and renewable sources must
be studied in detail. By 2030 that the Government of Colombia projects that Colombian power
system will integrate in its energy matrix at least 1.2 GW of solar photovoltaic generation. For
this reason, it is necessary to design robust controllers that improve the stability in power systems
with high penetration of photovoltaic and hydro–power generation. This dissertation studies new
alternatives to improve the dynamic response power system during and after large disturbances
using passivity–based control. This is because power system components are inherently passive
and permit Hamiltonian formulations, thus exploiting the passivity properties of mechanical and
electrical systems. The main contributions of this dissertation are: a decentralized passivity–based
control of the hydro–turbine governing systems for multimachine power systems to stabilize the rotor
speed and regulate the terminal voltage of each hydro–turbine governing systems in the system as
well as a PI–passivity–based control for the photovoltaic solar plants and superconducting magnetic
energy storage which is robust according to parametric uncertainties and unmodeled dynamics.
Simulation results validate the proposed controllers.
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List of abbreviations
This is a short list of the main abbreviations used in this dissertation.
ac : Alternating current.
AVR : Automatic voltage regulator.
dc : Direct current.
DPC : Direct power model.
IDA–PBC : Interconnection and damping assignment passivity–based control.
ITAE : Integral of the time–weighted absolute error.
HTGS : High–voltage direct current.
HTGS : Hydro–turbine governing systems.
PLL : Phase–locked loop.
PI–PBC : Proportional–integral passivity–based control.
pH : port–Hamiltonian.
POD : Power oscillation damper.
PSS : Power system stabilizer.
PV : Photovoltaic solar.
SHP : Small hydro–power.
SMES : Superconducting magnetic energy storage.
VSC : Voltage source converter.
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Introduction
This chapter presents the motivation of this dissertation focused on improving the dynamic response
of the power system with high–level penetration photovoltaic solar plants during and after large
disturbances. The related work as well as contributions, aims, publication derived from this
dissertation are also presented.
1.1 Motivation
Modern electric power systems are a fundamental part of social and economic progress of a country,
since the levels of production, agro–industrial development and the quality of life of citizens depend
on the continuous supply of electricity (Barbero, 2013); For this reason, it is important to have
a reliable, continuous and high–power quality energy supply. Additionally, the economic growth
of any country is closely related to the development of its power infrastructure (Barbero, 2013).
Therefore, transient stability analysis is an important topic in design and operation of electric power
systems to maintain their secure operation during and after large disturbances (e.g., fault, loss of
a generator, loss of lines or loads, sudden changes in the tie–line flow) (Machowski et al., 2008;
Chaiyatham and Ngamroo, 2017). In addition, the integration of renewable energy sources and
the growing demand have increased the complexity and uncertainty of the systems and pushed to
operate close to their capacity limits, thus increasing the stress on the power system which can
lead into a blackout as a consequence of a large disturbance (Anderson and Fouad, 2003). For this
reason, there is an increasing interest in investigating methods for maintaining and improving the
stability of electric power grids.
Modern systems may also include new technology such as high–voltage direct current (HVDC)
and energy storage devices. The HVDC systems present many advantages such as improving power
quality, fast control on the active and reactive power independently, connection to remote generation
or feeding of load isolated and facilitating power grid connections, among others (Beerten et al.,
2014; Zheng et al., 2015; Liao et al., 2017). These advantages have permitted a growing role
in energy transmission systems throughout the world and have shown the potential for large–scale
application in power transmission and distribution systems (Haruni et al., 2013; Yang et al., 2018a).
1
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The HVDC systems are required in the context of renewable generation integration since renewable
energy sources or hydro-power plants may be far from the demand centers. In the case of energy
storage systems, they have begun to play an important role in improving the dynamic response of the
power system (Zakeri and Syri, 2015; Kiaei and Lotfifard, 2017). In addition, they are technologies
that allow a massive integration of renewable energy sources since they can compensate power
oscillations which are generated by uncertainties of primary resources (Zakeri and Syri, 2015). The
most common energy storage systems are supercapacitors, flywheels, batteries and superconducting
coils (Ibrahim et al., 2008; Zakeri and Syri, 2015). Superconducting magnetic energy storage systems
(SMES) have great attention from electric utilities due to their advantages in comparison to flywheels
and batteries, such as fast response, high efficiency (around 95%) and,particularly the large amounts
of power discharges during small periods of time (Zakeri and Syri, 2015) and unlimited number of
charging and discharging cycles (Ibrahim et al., 2008; Zakeri and Syri, 2015). Fig. 1.1 illustrates
an example of a modern electric power system which consists of conventional power plants based
on synchronous generators (e.g., thermal and hydro power plants), non–conventional generation
units (e.g., wind and solar power plants), distribution grids (or microgrids), and demands (e.g.,
residential, industrial and commercial).
The Government of Colombia predicts that by 2023, the Colombian power system will have
important changes in its energy mix, with the integration of at least 3.0 GW of photovoltaic solar
(PV) and wind plants, according to the Colombian government’s Mining and Energy Planning Unit
(CREG, 2017). Since it is expected that Colombia power system reach high-level PV penetration,
in this dissertation, will focus on the study of PV systems.
This research is oriented to propose controllers to hydro–turbine governing systems (HTGSs),
PV plants and superconducting magnetic energy storage SMES system that allow improving the
dynamic response of the power system during and after large disturbances. In addition, to propose
a methodology for computing the reference values of the PV plants and SMES system that permit
enhancing power oscillation damper (POD) in a power system with a high–level of PV penetration.
The proposed controllers are more elaborated control schemes with high performance in order to
guarantee stability under a wide range of operating conditions of the power systems since the
conventional control approach (i.e., cascade linear regulators, especially PID controls) may be
insufficient in the new context of high–level of integration of renewable energy sources (Chen et al.,
2013). Additionally, this dissertation wants to take advantage of the mathematical structure of the
components of the power system to design nonlinear control schemes that guarantee stability in
the sense of Lyapunov’s theory. This mathematical structure has the property to be passive and
present a Hamiltonian structure, which can be exploited by using passivity–based control (PBC).
The PBC theory proposes a control law which keeps structure passive and guarantees stability
conditions in closed–loop (Ortega et al., 2013; van der Schaft, 2017). In addition, the PBC is
useful to demonstrate that a feedback interconnection of passive systems is passive and that certain
strict passivity properties are inherited (Ortega et al., 2013). Therefore, using the properties of
the interconnected passive systems is presented as a convenient form to analyze the power systems
(Ortega et al., 2013; van der Schaft, 2017).
www.utp.edu.co
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Distribution grid
Distribution grid
Another network
Another network
Figure 1.1: Example of a modern electric power system composed by conventional power
plants based on synchronous generators (gray–colored), non-conventional generation units
(green–blue–colored), distribution grids (orange–colored), and demands (black–colored).
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1.2 Problem Statement
Power generation using renewable energy sources has been widely applied to ensure more reliable,
sustainable and environmentally friendly power systems (Energy, 2016). In the near future, it
is expected that several systems may reach penetration levels over 30% (Corbetta et al., 2015).
However, as a consequence of the high variability of the primary energy resources and uncoordinated
design of controllers in the power electronic devices, these generations may affect the power systems’
behavior in steady state. This significantly changes power flow patterns and influences its dynamic
performance (Li et al., 2013; Montoya et al., 2018). In addition, the large integration of renewable
energy sources (e.g., PV and wind plants) diminishes inertia and synchronizing coupling in the
power systems, which may be harmful to the transient stability of the systems (Chaiyatham and
Ngamroo, 2017; Li et al., 2013; Remon et al., 2017).
On the other hand, the growth of demand, its fluctuations, and a continuous system expansion
make it difficult that the power system maintains its synchronization. Hydroelectric power
plants play an increasingly important role in the frequency regulation and power balancing in
hydro–dominated systems (Pico et al., 2012; Guo et al., 2017). In addition, low–frequency oscillation
phenomena in hydro–dominated systems have been noted in different countries (see (Pico et al.,
2012) for the Colombian case), which has motivated the study of improved regulation performance
for hydro–turbine governing systems (HTGSs) in order to guarantee stable operation of the power
system. Nevertheless, the HTGS is a complex non–linear system with an intrinsic non–minimum
phase characteristic, which has a strong coupling among mechanical, hydraulic and electrical
dynamics, making it a complicated system to be analyzed (Xu and Qian, 2015). Additionally, some
other factors such as the appearance and attenuation of the water hammer phenomenon and the
large disturbances of the power system hamper the design of control from a non–linear perspective
which simultaneously covers the entire dynamics of the hydraulic, mechanical and electrical parts
(Gil-Gonza´lez et al., 2019; Chen et al., 2013; Zhang et al., 2018b). For this reason, the control
of HTGS is usually designed from a small signal perspective while separating the dynamics of
each subsystem. Since the controls of the hydro–generators are responsible for maintaining the
terminal voltages and rotor speeds close to the reference value and injecting sufficient power to
damp oscillations and by this contributing to the overall objective.
Today, most HTGSs are equipped with cascade controllers for the governor subsystem (IEEE
working group report, 1992; Babunski and Tuneski, 2003; Jiang et al., 2006) and the automatic
voltage regulator (AVR) as well as for the power system stabilizer (PSS) which is usually connected
to the excitation subsystem (Lee, 2016; Huerta et al., 2018). These controllers can be complicated,
having a combination of proportional, integral and derivative properties. The controls are designed
and tuned for the worst–case condition and tested by perturbing the closed–loop system under
several transient conditions (Huerta et al., 2018). Even though this technique has been used for
many years, it does not guarantee global stability and would not be sufficient in modern power
systems with the integration of renewable energy sources. Therefore, it is essential to investigate
non–linear techniques with high performance that guarantee the power system stability after large
disturbances.
www.utp.edu.co
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The problems mentioned above caused by HTGS and PV plants need to be addressed in the
Colombian power system since 66.8% of its total generating capacity is composed by hydro–based
power plants. Furthermore, it is expected the increase in PV plants in the next years (CREG,
2017). Hence, it is necessary to analyze and propose control strategies that allow preserving the
global stability of the network and enhancing its dynamic response. In this context, we can pose
the following research question:
How to improve the dynamic response of hydro–dominated power systems with high–level PV
penetration and maintaining the stability during and after large disturbances?
In order to answer this question it is necessary to apply a generalized control theory with the
following features: i) Applicable to each component of power system such synchronous machines,
hydro–turbines, the PV plant, and energy storage system. ii) Exploit the structure of the system.
iii) Easily integrable with the model of the whole power system. iv) Guaranteed stability in different
operating conditions as well as during and after large disturbance, and v) Scalable for the large power
systems.
The PBC is an adequate control theory to meet all these features (Ortega et al., 2013; van der
Schaft, 2017; Nageshrao et al., 2016). In addition, the PBC is useful to demonstrate that a feedback
interconnection of passive systems is passive and that certain strict passivity properties are inherited
(Ortega et al., 2013; van der Schaft, 2017; Nageshrao et al., 2016). Therefore, using the properties
of the interconnected passive systems is considered a convenient form to analyze the power systems.
Additionally, we employ a methodology for the PV plants and superconducting magnetic energy
storage (SMES) system which add damping to the power system, and so help improve its dynamic
response.
It is important to highlight that the problems mentioned of the HTGS and the PV plant in the
approach have not been analyzed together yet. These analyses are always carried out independently
as presented in section 1.3 where a detailed review of state–of–the–art is shown.
1.3 Related Work and Contributions
This section presents a summary of the literature focused on controllers for HTGS, PV plants,
SMES systems, and VSC–HVDC systems applied to power system transients. In addition, related
work to small–hydro power plants are shown. In each part, the state of the art is compared to the
ideas proposed in this dissertation.
1.3.1 Summary of investigations related to controllers for HTGS
Recently, investigations focused on studying new control schemes for improving the dynamic
response of HTGS have been conducted. Some of these investigations considered uncertain
parameters or unknown dynamics such as those presented in (Guan and Pan, 2008) and (Cerman and
Husˇek, 2012). Other investigations were developed to reduce undesirable oscillations by employing
hybrid fuzzy sliding mode controls (Liang et al., 2017) or sliding mode controls (Chen et al., 2014).
In (Zhang et al., 2015), a non– linear predictive control method for a HTGS was presented which
www.utp.edu.co
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used a performance index with a terminal penalty function that guarantees stability in the sense
of Lyapunov for discrete systems. In (Zhang et al., 2016a), a complementary control strategy was
proposed for a governing system to regulate the frequency in an island AC network at sending
terminal of the high–voltage direct current system. The authors of (Zhang et al., 2017) established
the dynamic model for a pump–turbine considering the non–linear piecewise function of relative
parameters. In (Zhang et al., 2018c), the impacts of the PI gains in a pumped–storage hydroelectric
power plant by introducing the random power load were studied. In (Zhang et al., 2018a), a novel
approach was proposed to establish the transient modeling of the HTGS. In (Xu et al., 2016b),
an adaptive fast–fuzzy fractional order PID control for the pumped–storage hydro unit employing
improved gravitational search algorithm was proposed. Control schemes such as intelligent method
control (Kishor and Singh, 2007), fuzzy control (Nagode and Sˇkrjanc, 2014; Li et al., 2017a), fault
tolerant control (Simani et al., 2016), synergetic control (Zhu et al., 2017; Zhou et al., 2018),
and finite–time control (Ma et al., 2018) have also been proposed. Even though these techniques
appear to be effective and robust in their applications, they have limitations such as the need for
parameter tuning, adaptation to requirements of large–scale systems, change of control rules, online
optimization processes or problems of stability. Additionally, some of these investigations did not
consider the entire dynamics of HTGS (i.e., hydraulic, mechanical and electrical dynamics) and
they were neither analyzed in a large–scale power system nor under large disturbances.
On the other hand, other authors developed controls based on the port–Hamiltonian (pH)
representation of the subsystems guaranteeing stability of some parts for the HTGS in closed–loop
(Zeng et al., 2010; Xu et al., 2012; Zeng et al., 2014; Xu et al., 2016a; Li et al., 2017b). These
authors used an orthogonal decomposition method known as a generalized Hamiltonian theory to
design control with a pH structure in closed–loop (Xu et al., 2016a; Li et al., 2017b). The authors
of (Gil-Gonza´lez et al., 2019) showed that it is possible to achieve an open–loop pH structure of
HTGS, generating a control law based on passivity theory that exploits its natural structure and,
also guarantees its stability in closed–loop. Nevertheless, these controls have some limitations.
Firstly, they used a third–order model of a synchronous machine, which only describe mechanical
and excitation flux dynamics. Secondly, they did not consider multimachine systems and apply
centralized schemes which could be challenging to implement in large–scale power systems where
the HTGS are located in wide geographical areas; therefore, communication between them could
be difficult. Table 1.1 summarizes these and other investigations related to controllers for HTGS.
In contrast to these previous works, this dissertation presents the following innovations:
• A decentralized PBC of the HTGS for multimachine power systems to stabilize the rotor speed
and regulate the terminal voltage of each HTGS in the system is proposed.
• The entire dynamics of each HTGS are described by an eleventh–order model, which considers
the non–linear dynamic of the mechanical and hydraulic system as well as the electrical system.
The latter using the sixth–order model of the electric machine. It is important to notice that
previous works only considered the mechanical part or the electrical part independently.
• The proposed controller avoids all problems of communication between the HTGSs and
maintains the passive structure in closed–loop through interconnection and damping
www.utp.edu.co
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Table 1.1: Summary of Investigations Related to Controllers for HTGS.
Test system Control approach References
Single–machine
infinite–bus
Sliding mode control
Passivity–based control
PID control
Hybrid fuzzy sliding mode controller
Fuzzy predictive control
Predictive control
Optimal robust control
Fractional–order PID control
Fuzzy control
Fault tolerant control
Synergetic control
Finite–time control
Generalized Hamiltonian model
Adaptive control
Grey prediction control
(Guan and Pan, 2008; Chen et al., 2013)
(Zeng et al., 2010; Gil-Gonza´lez et al., 2018; Gil-Gonza´lez et al., 2019)
(IEEE working group report, 1992; Babunski and Tuneski, 2003)
(Sanathanan, 1987; Ling and Tao, 2006a; Wang et al., 2011)
(Khodabakhshian and Hooshmand, 2010; Zhang et al., 2018a,c)
(Zargari et al., 2012; Cerman and Husˇek, 2012; Liang et al., 2017)
(Chen et al., 2014)
(Kishor and Singh, 2007; Zhang et al., 2015)
(Jiang, 1995a; Zou et al., 2016; Zhang et al., 2017)
(Xu et al., 2016c; Li et al., 2017a; Xu et al., 2016b)
(Nagode and Sˇkrjanc, 2014; Li et al., 2017a)
(Simani et al., 2016)
(Zhu et al., 2017; Zhou et al., 2018)
(Ma et al., 2018)
(Xu et al., 2012; Zeng et al., 2014)
(Liu et al., 2016)
(Wang et al., 2016)
Multi–Machine
system
PID control
Generalized Hamiltonian model
(Zhang et al., 2016a; Leon et al., 2012a)
(Xu et al., 2016a; Li et al., 2017b)
assignment (IDA).
1.3.2 Summary of investigations related to controllers for PV plants
Several studies have focused on transient stability in power systems with high penetration levels of
renewable: In (Rodriguez et al., 2002), it was analyzed how a large number of wind power generators
influence the dynamic performance in the Spanish power system while the authors in (Delille et al.,
2012) investigated the use of energy storage to mitigate the impact of inertia–less renewable energy
sources on an isolated power system; In (Tamimi et al., 2013), the impact on system stability was
investigated for different penetration levels in Canada; In (Wang and Du, 2016), the frequency
stability problems of the European synchronous area were studied; In (Edrah et al., 2015), a wind
power generator supported by a static synchronous compensator (STATCOM) was used in order to
secure the reactive power support during grid faults to avoid degradation of stability.
The works mentioned above comply with network standards by employing conventional
controllers. However, these controllers were not designed to interact harmoniously with
the grid. Other works were focusing on controllers for renewable energy sources actively
contributing to the power system stability. In (Shah et al., 2013; Surinkaew and Ngamroo,
2018; Chaiyatham and Ngamroo, 2017; Surinkaew and Ngamroo, 2019), and (Surinkaew and
Ngamroo, 2017) were demonstrated how inter–area oscillation damping is feasible by using a
wide–area measurement–based damping controller at a PV plant. In (Korai and Erlich, 2015), a
methodology to enhance the frequency stability of a power system, with significant penetration
of distributed energy resources, was studied. Other research works were based on emulating
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synchronous generators by voltage source converters. Provision of synthetic inertia by applying
the well–known concept of virtual synchronous generators was discussed in (Miller et al., 2011) and
(Bevrani et al., 2014). This approach has usually been employed in systems with high penetration
of renewable energy sources, in smart grids and/or microgrids (Shintai et al., 2014; Suul et al., 2016;
Zhang et al., 2016b; Mo et al., 2017). However, studies of the impact this may have on the dynamic
performance of the transmission system, have been scarcely undertaken. The references (Remon
et al., 2017b) and (Remon et al., 2017) modeled the PV plants as a virtual synchronous generator
for stability studies. Table 1.2 presents recent research of the transient stability in power system
with large penetration levels of renewable. Note that none of the works proposed so far, employs
Hamiltonian representations for the control design. In contrast to these previous works, the main
contributions of this dissertation in relation to PV plants are:
• A methodology for improving power oscillation damper (POD) in power system with high–level
PV penetration based on a washout–filter is proposed. The proposed methodology does not
force the dynamic behavior of a voltage source converter (VSC) as a virtual synchronous
generator. In addition, it takes into account the operating limits of the VSC, which considers
first active power and then, the reactive power.
• A power direct model (DPC) for PV plants is developed, which avoids using phase–locked–loop
(PLL) to integrate a VSC. Hence, it increases the reliability of the system without time delay
while diminishing the investment costs in electronic devices.
• A study of three different penetration levels of PV plants is done to determine the impact of
these on the power system transient.
• A PI–PBC for PV plants modeled as DPC is described, which combines the advantages of
passivity-based stability control with the uncomplicated implementation of PI controls.
1.3.3 Summary of investigations related to controllers for SMES system
Different works have been focused on improving stability in the power systems. In (Sadeghi
et al., 2016), a robust controller for a class of nonlinear chaotic power systems based on the
non-quadratic Lyapunov function was proposed. In (Modirkhazeni et al., 2016), the oscillations
of the frequency in isolated hybrid power system were enhanced, using a Takagi–Sugeno fuzzy
system to determine the contribution coefficient of a wind turbine. The authors of (Khooban
et al., 2016) proposed a simple indirect adaptive general type–II fuzzy sliding mode controller
for power systems dealing with uncertain and external disturbances. The performance of static
synchronous compensator (STATCOM) versus static var compensator (SVC) based on fuzzy
controller for stability improvement of wind farm connected to multi-machine power system were
compared in (Hemeida et al., 2018), and in (Leon et al., 2012b), a comparison of excitation
control based on feedback linearization and interconnection and damping assignment controller
was presented, with the objective of damping oscillations in power systems. In the case of
the mitigation of subsynchronous oscillations in power systems several devices, such as SVC,
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Table 1.2: Summary of Investigations Related to Study of the Transient Stability in Power System
with Integration of Renewable Energy Sources.
Generation technology Control approach Research approach
Wind generators PI
In (Rodriguez et al., 2002) was studied as the high
penetration of wind power affects the power system
dynamics in Spain.
In (Edrah et al., 2015) was modeled a wind power as a
STATCOM with the purpose of supplying the reactive power
during grid faults without affecting the stability.
Photovoltaic generators
PI In (Remon et al., 2017), (Remon et al., 2017), and (Remon
et al., 2017a) are analyzed the effects and impacts have
PV system in the transmission power system. These
investigations model the PV systems as virtual synchronous
generators.
H∞-based control In (Shah et al., 2013) proposed a wide-area
measurement-based damping controller for a PV system for
the damping of inter–area oscillation.
Fuzzy PID Controller In (Chaiyatham and Ngamroo, 2017), a smart control
of PV farm for improving the transient stability in the
interconnected power system was proposed.
Wind and Photovoltaic generators PI
In (Tamimi et al., 2013) was analyzed the stability in the
power system in Canada for different penetration levels of
DERs.
In (Delille et al., 2012) researched to compensate low inertia
of DERs on an isolated power system based on energy
storage system.
In (Korai and Erlich, 2015), a methodology for the frequency
stability improvement of the power system to a high-level
DERs penetration was analyzed.
STATCOM, PV–STATCOM, resistive type superconducting fault current limiter (SFCL) and
SMES, among others have been proposed to be integrated to the grid. The works published in
(Hammad and El-Sadek, 1984) and (Abi-Samra et al., 1985) employed an SVC connected to the
synchronous generator terminal where subsynchronous resonance (SSR) is damped for all critical
levels of series compensation. In (Patil et al., 1998) and (Padiyar and Prabhu, 2006), the use of
a STATCOM was analyzed as an auxiliary controller based on rotor speed to alleviate SSR; In
(Varma and Salehi, 2017) it was proposed a controller based on PV-STATCOM to alleviate SSR
where it is considered two modes of operation for PV–STATCOM, one during daytime and other
during nighttime. Also, other FACTS devices have been employed to mitigate SSR, e.g., unified
power flow controller (UPFC) (Raju et al., 2017), static synchronous series compensator (SSSC)
(Bongiorno et al., 2008; Thirumalaivasan et al., 2013; Rajaram et al., 2017) and thyristor controlled
series compensator (Zhu et al., 1995). Table 1.3 shows the applications of the SMES system focused
on improving classical problems of the power systems such as subsynchronous resonance and power
system stability. Although there are multiple works of the SMES system focused on improving
transient stability none of them consider the penetration of renewable energy sources. In contrast
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Table 1.3: Summary of Investigations Related to Improve the Power System Stability Using SMES
System.
Research problem Configuration of the system Control approach References
Subsynchronous
resonance
The first model of IEEE second benchmark model
PI
PID with pattern search
Neural network-NN
(Rahim et al., 1996)
(Farahani, 2012)
(Farahani and Ganjefar, 2013)
The second model of IEEE second benchmark model
PID
Adaptive neural network
(Wu and Lee, 1993; Wang and Tseng, 1999)
(Rabbani et al., 1999)
Transient stability
A six-machine system
PBC with adaptive L2 disturbance
Kinetic energy control
(Wang et al., 2006)
(Ngamroo and Vachirasricirikul, 2013)
New England Fuzzy controller (Sadeghzadeh et al., 1999)
Single-machine infinite-bus
Fuzzy controller, PI
Direct feedback linearization
Feedback linearization and linear H∞ control
IDA-PBC and H∞
Energy function based
Immersion and invariance control
Fuzzy logic-controlled or PI
PI
(Sadeghzadeh et al., 1998; Rahim and Nowicki, 2005)
(Tan and Wang, 2004)
(Liu et al., 2004)
(Wan and Zhao, 2013)
(Shi et al., 2010, 2012)
(Kanchanaharuthai et al., 2015)
(Ali et al., 2007; Rabbani et al., 1998; Mitani et al., 1987, 1988)
(Ngamroo and Vachirasricirikul, 2012)
IEEJ WEST ten-machine Fuzzy logic-controlled (Ali et al., 2008)
A six-machine system Tube-based MPC (Kiaei and Lotfifard, 2017)
Multi-machine infinite-bus system Logic controller (Taguchi et al., 2007)
Three areas four machines power system H∞ controller (Ngamroo, 2011)
to these previous works, the main contributions of this dissertation in relation to SMES system are:
• A methodology to compute the active and reactive power references for the improvement of
power oscillations in a power system is presented. The proposed methodology is also based
on a washout–filter.
• A DPC for SMES system is developed and its impact on the power system stability transient
with penetration of PV plants is studied.
1.3.4 Summary of investigations related to HVDC systems
Several studies on modeling and control of VSC–HVDC systems have been based on conventional
vector control developed with PI loops (Li et al., 2010; Giddani et al., 2013). However, the
performance of these controllers depends heavily on their parameters, which are tuned by the
one–point linearization of the original system. This entails that if the operating conditions of the
system vary according to the point linearization, its performance may be degraded (Li et al., 2010;
Meah and Ula, 2010). To address this problem, many investigations have been proposed, such
as adaptive parallel multi–PI controller (Meah and Ula, 2010), model predictive control (Fuchs
et al., 2014), feedback linearization control (Ruan et al., 2007), sliding mode control (Ramadan
et al., 2012), feedback linearization based sliding mode control (Moharana and Dash, 2010),
feed–forward control (Schmuck et al., 2014), perturbation observer based sliding–mode control (Yang
et al., 2016b), power–synchronization control (Zhang et al., 2011), multi–variable optimal control
(Beccuti et al., 2014), and passive control (Yang et al., 2018a). Despite this, all investigations
present high performance, and all of them are designed in a stationary reference frame also known
as dq—reference frame. This indicates that their performance is highly dependent on current
decoupling entirety, which is typically done with a PLL. The PLL introduces time delays that
will considerately degrade the performance of the system. Besides, the interaction between the PLL
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and the network impedance under different operation conditions may generate stability problems
(Leon et al., 2010; Dong et al., 2015).
A model for the VSC based on instantaneous active and reactive power called DPC avoids
using the PLL and all the problems it contain (Song et al., 2016). The DPC model transforms
the VSC model in the αβ reference frame to a static two–phase reference frame, which does not
require the synchronous reference transformation, therefore facilitating its implementation (Gui
et al., 2018). The authors of (Yang et al., 2017b) adopted the DPC model for the VSC–HVDC
system applications. They proposed an integral plus resonant sliding mode DPC for the VSC–HVDC
systems considering the unbalanced network voltage conditions. However, the control scheme did not
take into account the dc side dynamics, which do not allow guaranteeing of the VSC–HVDC system,
thus ensuring its robust operation. Different from the previous work, we present a passivity–based
controller for the VSC–HVDC systems. This controller takes advantage of the passive structure of
the VSC–HVDC system in open–loop to propose a control law that guarantees asymptotically stable
using Lyapunov’s theory and retaining its structure passive in closed–loop. The main contributions
of this dissertation for HVDC system are as follows:
• A full mathematical model for a two–terminal VSC–HVDC system based on direct power
control is presented. This model considers ac and dc electrical dynamics.
• A PI controller design based on passivity theory for a two–terminal VSC–HVDC system is
described.
• An evaluation of the performance of the PI–PBC for the VSC–HVDC system under conditions
of stable and transient response to demonstrate its robustness is shown. An evaluation
considering uncertainties of the resistance and inductance is also presented. Additionally,
the PI–PBC is compared to a conventional PI controller and a perturbation observer-based
adaptive passive control proposed in (Yang et al., 2017a), whose results verify the effectiveness
of PI–PBC against PI and POAPC controllers in all scenarios considered.
1.3.5 Summary of investigations related to small hydro–power plant
Small hydro–power plants (SHPs) are a striking distributed energy sources due to their low
impact on the environment, the capacity to forecast production and to improve power generation
stability compared to other kinds of renewable energy sources such as photovoltaic and wind power
(Borkowski, 2018). A SHP is usually composed by a reservoir, water tunnel, penstock, hydraulic
turbine, speed governor, and generator. An SHP is a system that has strong coupling between
mechanical, hydraulic and electrical dynamics and this makes the system difficult to analyze (Xu
and Qian, 2015). Besides, it presents many different operating points which also complicate its
analysis (Borkowski, 2018). These features make that the design and control of the governor system
are challenging.
Several works have been focused on proposing controller for governor systems. Typically, two
types of governor systems can be found in literature which are PID (Fang et al., 2008; Natarajan,
2005; Fang et al., 2011) and state feedback controller (Jones and Mansoor, 2004; Kishor and Singh,
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2007; Guo et al., 2015; Chen et al., 2014). The design of PID controllers is based on system outputs
which do not use the internal information of SHP. Therefore, it is not possible to guarantee the
stability at all operating points because it loses information about its dynamics. In the case of
state feedback controllers, several controllers have been proposed such as nonlinear control (Guo
et al., 2015; Chen et al., 2014), intelligent method control (Kishor and Singh, 2007), sliding mode
control (Yuan et al., 2016; Xu and Qian, 2015), fuzzy control (Cerman and Husˇek, 2012; Nagode
and Sˇkrjanc, 2014; Li et al., 2017a), fault tolerant control (Simani et al., 2016), predictive control
(Jones and Mansoor, 2004; Zhang et al., 2015), synergetic control (Zhu et al., 2017) and finite–time
control (Ma et al., 2018). However, these controllers present problems as difficult adaptation to
the large–scale requirements, adjust of parameters, on–line optimization process, problems by the
initial state of the system, change of the control rules or stability problems, among other (Ma et al.,
2018). In addition, some of these investigations analyze only hydraulic and mechanical dynamics
without taking into account electrical dynamics.
In case of SHP integrated through the power electronic converters exist few works that analyze all
dynamical system. In (Borkowski and Wegiel, 2013) and (Borkowski, 2017), a model SHP integrated
to the ac grid via permanent magnet synchronous generator (PMSG), diode bridge rectifier, boost
converter and voltage source converter (VSC) was studied; this model was improved in (Borkowski,
2018), presenting a detailed analysis that considers the electrical power losses to achieve high
efficiency. In (Marquez et al., 2010), a multi–level hierarchical structure based on PI controller
was proposed, however, in that work, hydraulic dynamics were not considered. Different from these
previous works, we take advantage of the pH structure that presents SHP in open–loop to design
a controller based on passivity theory that keeps its pH structure in closed–loop and guarantees
asymptotically stable in the sense of Lyapunov. The main contributions of the dissertation in this
aspect are:
• A mathematical model for a SHP employing a PMSG which is connected to the grid through a
back–to–back converter is presented. This model contains hydraulic, mechanical and electrical
(PMSG and VSC) dynamics. All of them show as a pH structure.
• A controller based on passivity theory for SHP is designed. The PBC is employed since
mathematical model for SHP in open–loop exhibits a passive structure which makes it suitable
to apply the passivity theory. The proposed control considers the complete non–linear model
of the system and guarantees local asymptotic stability in the sense of Lyapunov maintaining
its passive structure.
• An analysis of the performance of the proposed controller under conditions of stable and
transient response to demonstrate its robustness is shown.
1.4 Dissertation Aims
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1.4.1 General Aim
To design passivity–based controllers for a hydro–turbine governing system, photovoltaic plant,
and superconducting magnetic energy storage system with the final purpose of improving the
dynamics performance in a hydro–solar power system guaranteeing its stability in closed–loop using
Lyapunov’s theory.
1.4.2 Specific Aims
1. To study mathematical models that provide a complete description of the dynamic behavior
of hydro–turbine governing systems, photovoltaic solar plant, and superconducting magnetic
energy storage systems.
2. To propose a passivity–based control for hydro–turbine governing systems.
3. To propose a passivity–based control for photovoltaic solar plants.
4. To propose a passivity–based control for superconducting magnetic energy storage systems.
5. To assess the proposed controller for hydro–turbine governing system, photovoltaic plant, and
superconducting magnetic energy storage system.
1.5 Scope
This dissertation is focused on designing controls based on passivity theory for the HGTS, PV
plants and SMES system for improving the dynamic response in hydro–dominant power system
with high–level penetration of PV plants. Since it is not possible to face all the transient problems
in just one dissertation, we delimit this research, as follows.
X The proposed methodology is assessed in the 12–bus test system, which has been employed
for stability studies in power system transient with high–level penetration using renewable
energy sources, for example in (Remon et al., 2017,b; Mukerjee and Lee, 2014; Remon et al.,
2017; Zeni et al., 2016).
X The HTGS model considers 6n-order model for the synchronous machines and penstock, which
is the HTGS model more common in the Colombian power system (Pico et al., 2012).
X Unbalances are not considered for the test systems.
X All the states are available for measurement and the nominal parameters of HTGSs, the PV
plants, and the SMES system are known.
X It is only considered a two–terminal VSC–HVDC system.
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1.7 Outline
This dissertation is organized as follows.
Chapter 2 reviews the main concept related to port–Hamiltonian systems and passivity–based
control theory applied to affine and non–affine system.
Chapter 3 describes the mathematical modeling associated with the HTGS, PV plants, SMES
system, VSC–HVDC system and electrical network. The DPC model for PV plants, SMES system,
and VSC–HVDC system is also developed. Each mathematical modeling is condensed into a pH
model.
Chapter 4 presents the control design for the HTGS, PV plants, SMES system, and VSC–HVDC
system based on PBC theory. In addition, it shows the proposed methodology of the power
oscillation damper for the PV plants and the SMES system.
Chapter 5 presents the test system used to assess the performance and robustness controller.
The scenarios and cases to test the proposed controllers are described, and their respective results
are analyzed.
Chapter 6 presents the conclusions and summarizes possible future researches.
Appendix A shows a PBC for a small hydro–power plant and its performance is tested and
compared with a conventional PI controller in a 13.2 kV distribution feeder. This appendix shows a
different application of PBC theory on a related subject. The study of a small hydropower plant is
beyond the objective of this dissertation but it shows some advances in the integration of renewable
energies at the level of distribution systems.
Appendix B presents all data parameters used in this dissertation.
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Chapter 2
Preliminaries
This chapter describes the main concepts of Lyapunov’s theory and Hamiltonian system, focusing on
system with port–Hamiltonian structure. In addition, the control design for non–linear system based
on passivity theory such as interconnection and damping assignment as well as proportional–integral
control for affine and non–affine systems are presented.
2.1 Notation
We denote the n–by–n identity matrix by 1n, an n–by–n null matrix by 0n and an n–by–m null
matrix by 0n×m. The diagonal matrix with diagonal elements d1, ..., dn is denoted by diag(d1, ..., dn)
and any column vector with n-elements is denoted by col(d1, ..., dn). x ∈ Rn is the state vector and
u ∈ Rm, (m ≤ n) is the control input. The gradient of a scalar field y with respect to x = (x1, ..., xn)
is a vector given by ∂y∂x =
[
∂y
∂x1
... ∂y∂xn
]>
. Therefore, the gradient is assumed as a column vector.
Any matrix R is positive semidefinite symmetric and meets R = R>  0. Any matrix J ∈ Rn×n is
skew–symmetric; hence it satisfies that J = −J>, and
J2 =
[
0 −1
1 0
]
.
2.2 Lyapunov’s Theory
Lyapunov stability theory is a standard theory and one of the most important tools in the stability
analysis of nonlinear systems (Khalil, 2002). Consider the following nonlinear autonomous system:
d
dt
x = f(x), (2.1)
where f : D −→ Rn is a locally Lipschitz map from the domain D ⊆ Rn to Rn. Suppose that
the system shown in (2.1) has an equilibrium point in x∗ ∈ D (i.e., f(x∗) = 0). The method of
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Lyapunov allows identifying sufficient conditions for the stability of the equilibrium point x∗. First,
it assumes that x∗ is the origin of state space. This does not mean that generality is lost since we
can always apply a change of variables to ξ = x− x∗ to obtain (Khalil, 2002; Vidyasagar, 2002):
d
dt
ξ = f(ξ + x∗) ≡ g(ξ).
Now, the stability study is done for the new system with respect to ξ = 0. Two types of stability
are analyzed (Khalil, 2002).
Definition 1 (Lyapunov’s stability) The equilibrium point x = 0 of (2.1) is
1. Stable if, for each  > 0, there exists a α = α() > 0 such that
‖x(t0)‖ < α⇒ ‖x(t0)‖ < , ∀ t > t0.
2. Asymptotically stable if, it is stable and α can be chosen such that
‖x(t0)‖ < α⇒ lim
t−→∞x(t) = 0.
Also, it defined unstable if, it is not stable.
The stability can be determined by means of functions which are defined in the state space
(Khalil, 2002). As presented in the following result:
Theorem 2.2.1 (Lyapunov’s Theorem) Consider the system (2.1) and suppose that there exists
a continuously differentiable function W : D −→ R such that
W (0) = 0,
W (x) > 0, x ∈ D ∀ x 6= 0
W˙ (x) =
∂W
∂x
f(x) ≤ 0, x ∈ D.
(2.2)
If the above is true, the equilibrium point is stable in the sense of Lyapunov. If it also meets
W˙ (x) =
∂W
∂x
f(x) < 0, x ∈ D,
then, the equilibrium point is asymptotically stable.
Fig. 2.1 illustrates the differences among stability in the sense of Lyapunov, asymptotic stability
and unstable.
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x(t)
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x(t)
Figure 2.1: Phase portrait for stable and unstable equilibrium point: (a) Stable in the sense
of Lyapunov, (b) Asymptotically stable, (c) Unstable (saddle), (d) time domain for an stable
equilibrium point, (e) time domain for an asymptotically stable equilibrium point, and (f) dynamic
behavior of an unstable equilibrium point.
2.3 Passivity
Passivity is an intrinsic property of some systems, especially electromechanical (Ortega et al., 2013).
Consider the dynamic system presented in Fig. 2.2, where f : Rn × Rm 7→ Rn is locally Lipschitz
map, h : Rn × Rm 7→ Rm is a continuous mapping, f(0, 0) = 0 and h(0, 0) = 0. The system shown
in Fig. 2.2 is passive if the energy it absorbs in any period [0, t], is greater than or equal to the
increase in stored energy by the system in the same time, i.e.,
t∫
0
u(τ)y(τ)dτ ≥ S(x)− S(x(0)), (2.3)
where S(x) is an energy like function. Because (2.3) must be met for all t ≥ 0, the internal power
flow of the system must be greater than or equal to the rate of change of the energy stored. Which
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u
d
dt
= f(x, u)
y = h(x, u)
y
Figure 2.2: Generic representation of a nonlinear dynamical system.
is expressed in the following definition.
Definition 2 (Passive system) The system shown in Fig. 2.2 is passive if there exists a
continuously differentiable positive-semidefinite function S(x), called storage function such that
uT y ≥ S˙(x) = ∂S
∂x
f(x, u), ∀(x, u) ∈ Rn × Rm.
Moreover, it is said to be a system
• Lossless if u>y = S˙(x).
• Strictly passive if u>y = S˙(x) + Sd(x), with Sd(x)  0 (called as dissipative function).
2.4 Port–Hamiltonian Systems
We shall consider nonlinear port–Hamiltonian (pH) systems with dissipation, whose dynamics can
be described as follows
P d
dt
x = (J(x, u)−R(x)) ∂H(x)
∂x
+ g(x)u, (2.4)
y =g(x)T
∂H
∂x
,
where x ∈ Rn is the state (or Hamiltonian variables) vector, R(x) = R>(x) ∈ R+n×n is the positive
semidefinite symmetric dissipation matrix, and J(x, u) ∈ Rn×n is a skew–symmetric matrix called
the interconnection matrix, which satisfies J(x, u) + J(x, u)> = 0, and P ∈ Rn×n is the inertial
matrix. H(x) ∈ R+ denotes the energy of the system known Hamiltonian function, g(x) ∈ Rn×m
represents the input force matrix and g(x) denotes the generalized forces resulting from the control
inputs u ∈ Rm. y ∈ Rm is the output function and the inner product between u and y defines
supply rate of the system.
The pH system (2.4) is passive and satisfies Definition 2. Taking derivative of H(x) with respect
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to t along trajectories of (2.4) is
H˙(x) =
∂H(x)
∂x
>
Px˙,= ∂H(x)
∂x
>(
(J(x, u)−R(x)) ∂H(x)
∂x
+ g(x)u
)
, (2.5)
=
∂H(x)
∂x
>
(J(x, u)−R(x)) ∂H(x)
∂x
+
∂H(x)
∂x
>
g(x)u,
=− ∂H(x)
∂x
>
R(x)
∂H(x)
∂x
+ u>y.
From (2.5) it is easy to notice that if R(x)  0 is positive semidefinite, then, it is possible to
obtain the following relationship
H˙(x) ≤ u>y. (2.6)
Remark 1 Note that (2.6) is a passive pH system since the change in the total energy stored is less
than or equal to u>y,∀t ≥ 0 (van der Schaft, 2017), as described in Definition 2.
2.5 Passivity–Based Control Theory
Passivity–based control (PBC) is a technique designed for concentrated parameter systems
interconnected to the external environment via some port power variables u and y, which are
combined in the sense that their product turns out to be power units (i.e., voltages and currents in
electrical systems, or forces and speeds in mechanical systems) (Ortega et al., 2001). This technique
is used for linear and nonlinear controllers which has shown to be of great utility for the solution
of control problems related to physical systems, in particular for mechanical and electrical systems
(van der Schaft, 2017).
The PBC seeks to incorporate energy principles in the design of controllers, making both the
plant and the controller appear as interconnected power transformers (Ortega et al., 2013). If the
system is controlled, have a physical structure and satisfy the energy balances, then it is possible to
say that the problem reduces to assigning a new energy function. There are two PBC approaches
are common in the literature: interconnection and damping assignment passivity–based control
(IDA–PBC) (Ortega et al., 2002; van der Schaft, 2017) and proportional–integral passivity–based
control (PI–PBC) (Cisneros et al., 2015; Aranovskiy et al., 2016). The use of these approaches
depends on the structure in open–loop system under study, i.e., the IDA–PBC is more adequate for
nonlinear systems with affine structure (e.g., hydro and thermal power plants), while the PI–PBC
is ideal for bilinear systems, such as these integrated by electronic power converters (e.g., wind and
solar generation and energy storage systems) (Ortega et al., 2013; van der Schaft, 2017; Gil-Gonza´lez
et al., 2019; Gil-Gonza´lez and Montoya, 2018).
The IDA–PBC and PI–PBC methods allow a design of a feedback loop that stabilize a nonlinear
system given by
d
dt
x = f(x) + g(x)u+ d. (2.7)
where d ∈ Rn is an external vector.
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2.5.1 Control via IDA–PBC
The IDA–PBC technique seeks to design a control input such as the closed–loop system has a pH
structure, where the storage function, interconnection and damping matrices will have the desired
structure, such that the point of equilibrium (minimum energy desired) will be stable (Ortega et al.,
2002; van der Schaft, 2017). The pH system in closed–loop is presented as follows:
P d
dt
x = (Jd −Rd) ∂Hd(x)
∂x
, (2.8)
where Jd = −J>d is a desired interconnection matrix which allows interconnect the controlled
variables with non–controlled variables (Ortega et al., 2002). Rd  0 is the desired damping matrix
which is conventionally chosen as diagonal positive definite matrix (Ortega et al., 2002; van der
Schaft, 2017). Hd(x) is the desired Hamiltonian function which represents the total stored energy
of the system and needs to fulfill
x∗ = arg min Hd(x), (2.9)
where x∗ is an assignable point equilibrium.
The main idea of this technique is to transform the system (2.7) into a Hamiltonian system, of
the form (2.8) with desired storage function, through the feedback of an adequate control input,
such as
f(x) + g(x)u+ d = (Jd −Rd) ∂Hd(x)
∂x
,
However, the system (2.8) has only a solution when it is possible to solve the coupling equation,
which is given by (2.10).
g(x)⊥
(
(Jd −Rd − f(x)− d) ∂Hd
∂x
)
= 0, (2.10)
where g(x)⊥ is a full–rank left annihilator of g(x), i.e., g(x)⊥g(x) = 0 and (2.9) is satisfied.
Therefore, the system (2.8) in closed–loop is achieved with the control input
u = G(x)
(
(Jd −Rd) ∂Hd
∂x
− f(x)− d
)
. (2.11)
where G(x) =
(
g(x)>g(x)
)−1
g(x)>.
Remark 2 To apply (2.11), it is necessary that G(x) must be full–rank, which always meets for
any affine system, i.e., G(x) is constant.
To prove the stability of the closed–loop system (2.8) it is possible to select Hd(x) as a quadratic
Lyapunov function candidate
W (x˜) = Hd(x˜) =
1
2
x˜>Px˜, (2.12)
where x˜ = x− x∗.
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Remark 3 Lyapunov function does not necessarily have to be a quadratic function of a general
form it can be represented as W (x˜) = Hd(x˜)−Hdmin. However, the stability of the system used in
this dissertation can be demonstrated using only a quadratic Lyapunov function.
Note that W (x˜) corresponds to a quadratic positive definite function, which fulfills the first two
Lyapunov stability conditions, i.e., W (x˜)) > 0 ∀ x 6= x∗ and Wx˜) = 0 ∀ x = x∗ (see (2.2)), and its
temporal derivative is
W˙ (x˜) = H˙d(x˜) = x˜P ˙˜x = x˜ (Jd −Rd) x˜ (2.13)
= −x˜Rdx˜ ≤ 0.
Remark 4 The pH system (2.8) can present there kind of stability depending on Rd in (2.13)
(Perko, 2013), which are:
• If Rd  0, then, the pH system (2.8) will be stable in the sense of Lyapunov.
• If Rd  0, then, the pH system (2.8) will be asymptotically stable in the sense of Lyapunov.
• If Rd  0 and guarantees that W˙ (x˜) < βW (x˜), where β ≤ λmin(P−1Rd), then, the pH system
(2.8) will be exponentially stable in the sense of Lyapunov.
2.5.2 Control via PI–PBC
The PI–PBC is a control technique adequate for the bilinear system with pH structure. Any
electrical power component integrated to power system via power electronic converters presents a
pH structure in open–loop (Hernandez-Gomez et al., 2010; Cisneros et al., 2015). A bilinear system
with a pH structure can be defined as
Definition 3 (Bilinear system) A dynamic bilinear system with pH structure corresponds to a
non–affine system in which there exists the product between the control inputs and the state variables
with the following structure
P d
dt
x =
(
Jo +
m∑
i=1
Jiui −R
)
x+ d. (2.14)
Note that an assignable equilibrium of the pH system (2.14) depends on the control inputs u
and the external inputs d are bounded. Based on this, the achievable (steady–state) behavior of
the pH system (2.14) can be defined as
Definition 4 (Assignable equilibrium point) An assignable equilibrium point in (2.14) is
uniquely established by the (constant) vectors x∗, such that
0 =
(
Jo +
m∑
i=1
Jiu
∗
i −R
)
x∗ + d, (2.15)
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for some (constant) vector u∗. In other words, from (2.7) the assignable equilibrium point is
determined by {
x∗ ∈ Rn | g(x∗)⊥ (f(x∗) + d) = 0
}
,
and its corresponding equilibrium control input u∗ is univocally determined by
u∗ = −G(x∗) (f(x∗) + d) . (2.16)
2.5.3 Incremental Passivity Model
The PI–PBC technique has been developed for Hamiltonian systems based on the incremental
passivity model (Hernandez-Gomez et al., 2010). Since this model allows solving tracking trajectory
or regulation problems with a transformation via the incremental model (Hernandez-Gomez et al.,
2010; Cisneros et al., 2015). The incremental passivity model for the pH system (2.14) is defined
as (2.12).
P d
dt
x =
(
Jo +
m∑
i=1
Ji (u˜i + u
∗
i )−R
)
(x˜+ x∗) + d, (2.17)
where (˜·) = (·)− (·)∗ are the incremental variables.
Subtracting (2.15) from (2.17) we obtain (2.18).
P ˙˜x =
(
Jo +
4∑
i=1
Jiui −R
)
x˜+
(
2∑
i=1
Jiu˜i
)
x∗. (2.18)
The incremental passivity dynamic model is passive if it satisfies Definition 2. We assume that
the storage function S(x˜) is
S(x˜) =
1
2
x˜>Px˜,
whose its derivative along the trajectories of the incremental model (2.18) yields
S˙(x˜) = x˜>P ˙˜x
= x˜>
((
Jo +
m∑
i=1
Jiui −R
)
x˜+
(
4∑
i=1
Jiu˜i
)
x∗
)
= −x˜>Rx˜+ x˜>
(
m∑
i=1
Jiu˜i
)
x∗
≤ x˜>
(
m∑
i=1
Jiu˜i
)
x∗ = y˜>u˜,
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The output function y˜ that guarantees the dynamic model of incremental is passive, is
y˜ = C(x∗)x˜, (2.19)
with C : Rm −→ Rm×n
C(x∗) =
 x
∗>J>1
...
x∗>J>m
 .
This output function y˜ was established in (Hernandez-Gomez et al., 2010).
2.5.4 PI Controller Design
Consider that the pH system (2.14) reaches an admissible point in closed–loop with the PI controller
(Hernandez-Gomez et al., 2010; Cisneros et al., 2015):
u˜ = −Kpy˜ +Kiz
z˙ = −y˜,
where Kp = K
>
p  0 and Ki = K>i  0. For any initial condition, the trajectories in closed–loop of
the pH system (2.14) have a bounded range such that
lim
t−→∞ y˜(t) = 0.
and the equilibrium point
(
x∗,K−1i u
∗) is globally asymptotically stable, defining the following
radially unbounded Lyapunov function candidates
W (x˜, z) =
1
2
x˜>Px˜+ 1
2
(
z −K−1i u∗
)>
Ki
(
z −K−1i u∗
)
,
where its time derivative is
W˙ (x˜, z) =
1
2
x˜>D ˙˜x+
1
2
z>Kiz˙
= −x˜>Rx˜+ y˜>u˜− 1
2
z>Kiy˜
= −x˜>Rx˜− y˜>Kpy˜,
which proves that PI–PBC is stable. The asymptotic convergence is proved in (Hernandez-Gomez
et al., 2010).
For a wide overview on passivity–based control, see the excellent books and papers (Ortega
et al., 2002; Hernandez-Gomez et al., 2010; Cisneros et al., 2015; van der Schaft, 2017; Ortega et al.,
2013).
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2.6 Summary of the Chapter
This chapter presented the most important features for the stability analysis of nonlinear systems
based on Lyapunov’s theory. The concepts passivity and Hamiltonian systems were also presented.
Lastly, the design of passivity-based controllers based on interconnection and damping assignment
as well as on proportional–integral actions were described for affine and non–affine systems.
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Power System Modeling
This chapter describes the power system model, which includes the dynamics of hydraulic, electrical,
and mechanical subsystems of each hydro–turbine governing system as well as photovoltaic solar
plants, superconducting coil energy storage, VSC–HVDC system, and the electrical network.
Additionally, all the dynamics will be condensed into a port–Hamiltonian model.
All along this dissertation we make the following assumptions:
Assumption 1 The power system model is a balanced and symmetrical system.
Assumption 2 The rotor power angle δ is known, therefore, the Park transformation can be
employed.
Assumption 3 All the elements that compose the power system can be represented by lumped
parameters models.
3.1 Hydro–Turbine Governing System Modeling
In this subsection hydro–turbine governing system modeling is introduced, which includes the
dynamics of hydraulic, electrical, and mechanical. Here each part of the system is described
separately.
3.1.1 Hydraulic–Turbine Model
A dynamic model of a hydraulic turbine with penstock and surge tank where incompressible water is
assumed, has been recommended by the working group on prime mover and energy supply models
(IEEE working group report, 1992; Jiang, 1995b). Fig. 3.1 illustrates a general scheme of the
hydroelectric power plant. The dynamic model of a hydraulic turbine with penstock is in per–unit
29
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Figure 3.1: A general scheme of the hydro power plant (image taken from (Gil-Gonza´lez et al.,
2019)).
values given by:
TW1
d
dt
q1 = 1− hs − kf1q21,
Tj
d
dt
hs = q1 − q2,
TW2
d
dt
q2 = hs − h− kf2q22,
Ty
d
dt
y = uy − yg,
(3.1)
where h and hs are the head at turbine and the head at surge tank respectively; q1 and q2 are the
normalized flow rates of tunnel and penstock respectively, and yg denotes the servomotor position;
kf1 and kf2 are friction losses on conduit respectively. TW1 and TW2 are the starting time of water
in tunnel and penstock, which are defined as:
TW =
Lqbase
Ahbaseg
,
where qbase is the turbine’s flow rate when the gate is fully open; L and A are the length and the
area of the tunnel or penstock, respectively, and g is the gravitational acceleration. Tj =
Ashbase
qbase
is
a storage constant of the surge tank, where As is the cross section area of a surge tank. Ty is the
time constant of the servomotor.
The pressure head through the turbine is associated with the flow rate and gate position,
assuming that the turbine can be depicted by the valve feature, as follows:
h =
(
q2
yg
)2
.
To ensure a mathematically stable equilibrium point, we make the next assumptions:
www.utp.edu.co
Chapter 3. Power System Modeling 31
Assumption 4 The water flow rate of penstock is positive since the water flow rate in normal
operation always goes in the same direction. In addition, it is bounded by qnl and 1, i.e., qnl < q2 ≤ 1.
Assumption 5 The gain position in per–unit value is bounded between 0 < y ≤ 1.
For a wide overview on this subject, see the excellent books and papers (Machowski et al., 2008;
Anderson and Fouad, 2003; Xu et al., 2012; IEEE working group report, 1992; Jiang, 1995b).
3.1.2 Mechanical Model
Generally, a synchronous machine is composed of two parts: rotor and stator. The rotor consists of
a shaft where the turbine torque is balanced by the electrical torque developed by the synchronous
machine (Machowski et al., 2008; Anderson and Fouad, 2003). This shaft rotation can write as a
torque acting balance on the rotor shaft as follows:
M
d
dt
ω = τm − τe − bω, (3.2)
d
dt
δ = ω − ωb, (3.3)
where δ is the rotor angle (also known as power angle), M is the inertia of the rotor shaft, b is the
friction constant, and ωb is the synchronous speed (ωb = 2pifb, fb is the nominal frequency of the
ac grid). τm and τe are mechanical and electrical torque, which can be written as
τm =
Atq
2
2 (q2 − qnl)
y2gω
, (3.4)
τe = ψqid − ψdiq,
where qnl denotes its no–load and At represents the proportionality constant of the hydro–turbine
(Machowski et al., 2008).
3.1.3 Synchronous Machine Modeling
The synchronous machine has three identical circuits connected in the stator called stator windings
(labeled with letters a, b and c). The circuits in the rotor are called field and damper windings
(labeled with letters f for field winding and, D and Q for damper windings). All the generator
windings are magnetically coupled, i.e., that the flux in each winding depends on the currents in all
the other windings (Machowski et al., 2008). This relation between flux linkage and currents is in
the dq reference frame given by
ψ = Li,
with,
L =
[
L11 L12
L>12 L22
]
L11 =
[
Ld 0
0 Lq
]
L12 =
[
Lmd Lmd 0
0 0 Lmq
]
L22 =
 Lf Lmd 0Lmd LD 0
0 0 LQ
 ,
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where Ld and Lq represent the stator direct and quadrature inductances, respectively; Lf denotes
the field inductance; Lmd and Lmq are the direct and quadrature magnetization inductances,
respectively. ψ = col(ψd, ψq, ψf , ψD, ψQ), ψd and ψq represent the stator direct and quadrature axis
flux linkages, ψf denotes the field flux, ψD, and ψQ are the rotor damping winding flux linkages;
i = col(id, iq, if , iD, iQ), id and iq represent the stator direct and quadrature axis currents, if denotes
the field current, iD and iQ are the rotor damping winding currents.
Kirchhoff’s voltage law applied to the circuit shown in Fig. 3.2, gives:
d
dt
ψ = −Rgi+ Jωψ − v, (3.5)
where v = col(vd, vq,−vf , 0, 0), vd and vq denote the stator direct and quadrature axis voltages,
vf represents the field voltage; Rg = diag(rs, rs, rf , rD, rQ), rs denotes the stator resistance, rf
represents the field resistance, rD and rQ are the rotor damping winding resistances; and
Jω =
[
J2ω 02×3
03×2 03
]
.
For a wide overview on synchronous machine model and its deduction from abc reference frame
to dq reference frame, see the excellent book (Machowski et al., 2008, Cap. 11).
3.1.4 Equivalent port–Hamiltonian Model
Starting from the energy properties of the HTGS, it is possible to obtain a mathematical
representation of the model given by (3.1) to (3.5) in pH structure. The energy function for the
i–th HTGS connected to the power system is given by
Hi = Hti +Hmi +Hei,
whereHi is the Hamiltonian energy function for the i–th HTGS, which is composed by the sum of the
hydro–turbine energy Hti, mechanical energy Hmi, and the electrical energy Hei. The hydro–turbine
energy is given by
Hti =
1
2
TW1ix
2
1i +
1
2
Tjix
2
2i +
Atix
2
3i(x3i − qnli)
x4i
,
with, xti = col(q1i, hsi, q2i, yi) and Pti = diag(TW1i, Tji, TW2i, Tyi).
− d
dt
ψ
ri
v
∆v
Figure 3.2: Kirchhoff’s voltage law applied to the generator circuit.
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The kinetic mechanical energy is defined as a quadratic function of the rotor speed
Hmi =
1
2
Mω2i ,
and, the electrical energy is selected as a quadratic function of the rotor fluxes, i.e.,
Hei =
1
2
ψ>i Liψi.
The dynamic systems from (3.1), (3.2), and (3.5) can be rewritten as
Pix˙i = (Ji −Ri) ∂Hi
∂xi
+ giui + di + ci, (3.6)
where xi = col(xt1, ωi, ψi) = col(x1, ..., x10), ui = col(uyi, vfi), ci = col(0,−x3i, x2i, 0, 0, 0, 0, 0, 0, 0),
di = col(1, 0, 0, 0, 0,−vdi,−vqi, 0, 0, 0), Pi = diag
(
TW1i, Tji, TW2i, Tyi,Mi, L
−1
i
)
, gi =[
03×1 1 06×1; 07×1 1 02×1
]>
, Ri = diag(kf1ix1i, 0, r3i, r4i, bi, Rgi) +R2i,
R2i =

03 03×2 03×5
02×3
 0 12x5i1
2x5i
0
 02×5
05×3 05×2 05
 ,
Ji =
[
J2 02×8
08×2 J1i
]
J1i =

01 01×4 02×3
03×2

0
1
2x5i
0 0
− 1
2x5i
0 ψqi −ψdi
0 −ψqi 0 0
0 ψdi 0 0
 03
04×1 03 03

,
r3i =
x23i
(
kf2i +
1
x24i
)
∂Hi
∂x3i
, r4i =
x4i
∂Hi
∂x4i
.
It is important to mention that the dynamic model of (3.6) does not consider the rotor angle
dynamic. The justification is that the next chapter will develop a control scheme for the system
(3.6), where the convergence will be guaranteed based on the IDA–PBC method described in Section
4.1. Since this includes the rotor speed, the rotor angle will converge to a constant value and (3.3)
can be omitted (Huerta et al., 2018; Fiaz et al., 2012).
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3.2 Photovoltaic Power Plant
Photovoltaic power plants are large–scale photovoltaic systems (PV plants) designed to supply
electricity into the power systems. They are composed mainly of photovoltaic modules and power
electronic converters (Breeze, 2016; Yang et al., 2018b). Power electronic converters are used to
interconnect the ac and dc side of a PV plant. Generally, two types of converters are used, dc–dc
boost converter for maximum power point tracking (MPPT) and voltage source converter (VSC) for
dc–ac conversion (Esram and Chapman, 2007). The MPPT is an algorithm based on the principle of
extracting the maximum power available in the panels under different conditions and supplying this
to the dc–link (Esram and Chapman, 2007; Ramli et al., 2017). Different models have been used to
analyze the dynamics of the VSC in power systems. Commonly, the VSC model is approximated to
an average value model ignoring the fast switching of the converters (Chaudhuri et al., 2014; Ortega
and Milano, 2016). An average model is used in this dissertation for transient stability studies. We
make the following assumption for each PV plant:
Assumption 6 The PV plants deliver constant power in shorter time intervals (less than 5s) since
the solar radiation can be considered constant for transient stability studies (Remon et al., 2017b).
3.2.1 Dynamic Model of a VSC
Fig. 3.3 shows the typical configuration of a VSC (Ortega and Milano, 2016). This configuration
contains a capacitor, a two–level converter and a transformer in the ac side. The dynamic model
for the VSC in αβ reference frame can be achieved by applying Kirchhoff’s voltage law at the ac
side and Kirchhoff’s current law on dc–link voltage side, as follows
Lt
d
dt
iα = −rtiα +mαvdc − vα,
Lt
d
dt
iβ = −rtiβ +mβvdc − vβ,
C
d
dt
vdc = idc −mαiα −mβiβ,
(3.7)
where iαβ is the output currents of the VSC to the ac grid, eαβ is the voltage of the ac grid. Lt and
rt are inductance and resistance of the transformer, respectively. mαβ ∈ [−1, 1] is the modulation
index of the VSC, which is considered as the control input for the power converter. vdc is the dc–link
voltage of the VSC and C is its capacitor. idc represents the current delivered by the photovoltaic
modules.
3.2.2 Direct Power Model for VSC
The dynamic model of the VSC described in (3.7) can be transformed in function of the active
and reactive powers. The instantaneous active and reactive powers invariant power Clarke
www.utp.edu.co
Chapter 3. Power System Modeling 35
transformation are defined as
P =vαiα + vβiβ,
Q =vβiα − vαiβ,
(3.8)
where P and Q are the instantaneous active and reactive power outputs of the VSC, and their
respective derivatives are
dP
dt
=iα
vα
dt
+ vα
diα
dt
+ iβ
dvβ
dt
+ vβ
diβ
dt
,
dQ
dt
=iα
vβ
dt
+ vβ
diα
dt
− iβ dvα
dt
− vαdiβ
dt
.
(3.9)
Now, defining vαβ as
vα =V cos (ωbt),
vβ =V sin (ωbt),
(3.10)
where V is the the magnitude of the grid voltage in αβ reference frame and ωb is its the angular
frequency.
Now, derivative with respect to time (3.10) helps reach
dvα
dt
=− ωbV sin (ωbt) = −ωbvβ,
dvβ
dt
=ωbV cos (ωbt) = ωbvα.
(3.11)
Substituting the two first equations of (3.7) and (3.11) in (3.9) is obtained:
Lt
dP
dt
=− rtP − ωbLtQ+ (vαmα + vβmβ) vdc − V 2,
Lt
dQ
dt
=ωbLtP − rtQ+ (vβmα − vαmβ) vdc.
Voltage Source Inverter
Transformer
ia
ib
ic
S1
S4
S2
S5
S3
S6
vabc
Vdc
idc
PV plant
Figure 3.3: Typical interconnection of a VSC for PV plants.
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Solving for iαβ on (3.8) can be obtained(
iα
iβ
)
=
1
V 2
[
vα vβ
vβ −vα
](
P
Q
)
,
now, substituting iαβ in the third equation of (3.9) obtains
V 2C
dvdc
dt
=idcV
2 − (vαmα + vβmβ)P − (vβmα − vαmβ)Q.
The direct power model (DPC) model for the VSC is
Lt
dP
dt
=− rtP − ωbLtQ+ (vαmα + vβmβ) vdc − V 2,
Lt
dQ
dt
=ωbLtP − rtQ+ (vβmα − vαmβ) vdc,
V 2C
dvdc
dt
=idcV
2 − (vαmα + vβmβ)P − (vβmα − vαmβ)Q.
(3.12)
It is important to mention that the controller design for the DPC dynamical system described
in (3.12) can complicate since this system is a non–autonomous and its control inputs are coupled
to control P and Q. To simplify this problem, we use the following orthogonal transformation[
md
mq
]
=
[
cos (ωbt) sin (ωbt)
− sin (ωbt) cos (ωbt)
] [
mα
mβ
]
, (3.13)
which allows decoupling uαβ and becomes the DPC model in an autonomous system.
Applying (3.13) in (3.12) yields
Lt
dP
dt
=− rtP − ωbLtQ+ V mdvdc − V 2,
Lt
dQ
dt
=ωbLtP − rtQ− V mqvdc,
V 2C
dvdc
dt
=idcV
2 − V mqP + V mqQ.
(3.14)
The control laws can be computed in αβ reference frame applying (3.13), as follows[
mα
mβ
]
=
[
cos (ωbt) sin (ωbt)
− sin (ωbt) cos (ωbt)
] [
md
mq
]
. (3.15)
Now, multiply and divide by V in (3.15), and using (3.10), the original control laws are[
mα
mβ
]
=
1
V
[
vα −vβ
vβ vα
] [
md
mq
]
. (3.16)
Remark 5 Note that this formulation avoids using phase–locked–loop (PLL) to integrate a VSC,
which that increases the reliability of the system without time delay while diminishing the investment
costs in electronic devices.
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3.2.3 Equivalent port–Hamiltonian Model
The dynamic model of the VSC presented in (3.14) can be represented like a pH system with a
stored energy function Hpv given by:
Hpv =
1
2
x>pvPxpv,
where xpv = col(P,Q, Vdc) and Ppv = diag
(
Lt, Lt, V
2C
)
,
d
dt
xpv =
(
Jopv + V
2∑
i=1
Jipvuipv −Rt
)
xpv + dpv, (3.17)
where upv = col(md,mq), dpv = col(−V 2, 0, V 2idc), Rt = diag(rt, rt, 0), while
Jopv =
[
J2ωbLt 02×1
01×2 0
]
J1pv =
 0 0 10 0 0
−1 0 0
 J2pv =
 0 0 00 0 −1
0 1 0
 .
3.3 Superconducting Magnetic Energy Storage System
Superconducting magnetic energy storage (SMES) is a system that energy storage in the form of
a magnetic field by the dc current in the superconducting coil. The electrical losses caused by
Joule effect can be negligible since the superconductor coil is cooled below its superconducting
critical temperature (Zobaa, 2013; Grbovic´, 2013). Most important features of SMES systems
are summarized as: Fast dynamic response in charge–discharge states (bidirectional operation),
active and reactive power control independently, high energy density and low degradations in each
operative cycle, and deep discharge capability (Ali et al., 2010).
Fig. 3.4 illustrates the basic structure of a SMES system connected to the power system through
a VSC (Lin and Lei, 2017). The SMES system consists of two converters: a two–level VSC and a
dc–dc chopper. These converters are interconnected through of a common dc–link capacitor.
The DPC model for the SMES system is obtained similarly to the DPC model for the PV plants,
it is only necessary to add the dynamic of the superconducting coil which is defined as
Ls
d
dt
is = −msvdc, (3.18)
where ms ∈ [−1, 1] is the modulation index of the dc–dc chopper and is is current delivered (or
absorbed) by the superconducting coil.
Now, the dynamic model in DPC for the SMES system is full by using (3.14) and (3.18), as
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Figure 3.4: Connection of a SMES system with dc-dc chopper.
follows
Lt
dP
dt
=− rtP − ωbLtQ+ V mdvdc − V 2,
Lt
dQ
dt
=ωbLtP − rtQ− V mqvdc,
V 2C
dvdc
dt
=V 2isms − V mqP + V mqQ,
V 2Ls
d
dt
is = −V 2msvdc.
(3.19)
3.3.1 Equivalent port–Hamiltonian Model
The dynamic model of the SMES system presented in (3.19) can be represented like a pH system
with a stored energy function Hsc given by:
Hsc =
1
2
x>scPxsc,
where xsc = col(P,Q, Vdc, is) and Psc = diag
(
Lt, Lt, V
2C, V 2Ls
)
,
d
dt
xsc =
(
Josc + V
3∑
i=1
Jiscuisc −Rsc
)
xsc + dsc, (3.20)
where usc = col(md,mq,ms), dsc = col(−V 2, 0, 0, 0), Rsc = diag(rt, rt, 0, 0), while
Josc =
[
J2ωbLt 02
02 02
]
J1sc =

0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0
 J2sc =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 J3sc =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 .
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3.4 VCS–HVDC System
The VSC–HVDC systems are flexible dc networks that have attracted interest in recent years.
They present many advantages such as improving power quality, fast control on the active and
reactive power independently, connection to remote generation or feeding of load isolated and
facilitating power grid connections, among others (Beerten et al., 2014; Zheng et al., 2015; Liao
et al., 2017). These advantages have permitted a growing role in energy transmission systems
throughout the world and have shown the potential for large–scale application in power transmission
and distribution systems (Haruni et al., 2013; Yang et al., 2018a).
A two–terminal VSC–HVDC system portrayed in Fig. 3.5 is interfaced to the ac network
through the transformer. The ac network consists of an ac voltage source and two transmission
lines in parallel, which are also connected to the transformer. This point of interconnection is
known as the point of common coupling (PCC). The DPC model for the VSC–HVDC system is
obtained similarly to the DPC model for the PV plants described in Section 3.2, it is only necessary
to add the dynamic of the dc transmission line which is expressed by
Ldc
d
dt
idc = −rdcidc + vdc1 − vdc2, (3.21)
where rdc and Ldc are the resistive and inductive effects of the dc–cable.
Now, the dynamic model in DPC model for the VSC–HVDC system is full by using (3.14) and
(3.21), as follows
Lt
dP1
dt
=− rtP1 − ω1LtQ1 − V vdc1md1 + V 2,
Lt
dQ1
dt
=ω1LtP1 − rtQ1 + V vdc1mq1
V 2C
dvdc1
dt
=− V 2idc + V P1md1 − V Q1mq1
Lt
dP2
dt
=− rtP2 − ω2LtQ2 + V vdc2md2 − V 2,
Lt
dQ2
dt
=ω2LtP2 − rtQ2 − V vdc2mq2
V 2C
dvdc2
dt
=V 2idc − V P2md2 + V Q2mq2,
(3.22)
where ω1 and ω2 are angular frequency of ac network 1 and 2, respectively.
V SC1
Transformer
R iαβ1
L
−
+
vdc1
Rdc idc
Ldc
+
−
vdc2
V SC2
Transformer
R iαβ2
L
PCC2PCC1
x11
x12
VT1
AC Network
x21
x22
VT2
AC Network
Figure 3.5: Configuration of a two–terminal VSC–HVDC system.
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It is important to point out that the instantaneous power for the VSC1 is the input while for
the VSC2 is the output.
3.4.1 Equivalent port–Hamiltonian Model
The dynamic model of the two–terminal VSC–HVDC system presented in (3.22) can be represented
like a pH system with a stored energy function Hhv given by:
Hhv =
1
2
x>hvPhvxhv,
and its dynamic is
Phvx˙hv =
(
Jhvo +
4∑
i=1
Jhviuhvi −Rhv
)
xhv + dhv, (3.23)
where Jhvo12 = −Lω1, Jhvo76 = −Lω2, Jhvo43 = Jhvo54 = V 2, Jhv113 = −V , Jhv223 = V , Jhv365 = −V ,
Jhv475 = V , while
xhv =col(P1, Q1, vdc1, idc, vdc2, Q2, P2),
uhv =col(md1,mq1,md2,mq2),
dhv =col(V
2, 0, 0, 0, 0, 0,−V 2),
Phv =diag
(
Lt, Lt, V
2C, V 2Ldc, V
2C,Lt, Lt
)
Rhv =diag
(
rt, rt, 0, V
2rdc, 0, rt, rt
)
,
3.5 Electrical Network Model
A modern power system may include n generators, m transmission lines, t transformers, renewable
sources nr, energy storage systems l and k loads as shown in Fig. 1.1. Here, each HTGS (hydro
power plant) is modeled by (3.6) and each thermal power plant and their governors are modeled
by IEEEG1 steam turbine model (Pourbeik et al., 2013). Their mechanical and electrical models
are represented by (3.2) and (3.3). The PV plants, SMES systems, and VSC–HVDC systems are
modeled by (3.17), (3.20), and (3.23), respectively. Each transmission line and transformer can
be modeled by the pi–equivalent circuits (Machowski et al., 2008). Here, loads, transformers, and
transmission lines are represented by the standard phasor representation neglecting their dynamics
as these are significantly faster than the mechanical dynamics of each generator (Machowski et al.,
2008; Loukianov et al., 2009). In addition, considering the loads as constant impedances, the
electrical network model can be reduced by using Kron’s reduction, as follows
I = Y(δ1, ..., δn)V, Y(·) ∈ R2n×2n
where Y(·) is the reduced admittance matrix in the terminal nodes of the synchronous machines,
the PV systems or the SMES systems, I = col(id1, iq1, ..., idn, iqn) and V = col(vd1, vq1, ..., vdn, vqn)
represent the vectors of the currents (idi and iqi) and voltages (vdi and vqi), respectively. See
(Machowski et al., 2008, Cap. 3) for more details.
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3.6 Summary of the Chapter
This chapter showed the mathematical model for the component of power system such as
hydro–turbine governing system, synchronous machines as well as photovoltaic solar plants,
superconducting coil energy storage, VSC–HVDC system, and the electrical network. In addition
each model was condensed into a pH structure.
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Power System Control
This chapter presents the control design for each component of the power system described in Chapter
3. Each control design is based on the PBC theory presented in Chapter 2. Additionally, it describes
the proposed methodology of the power oscillation damper for the PV plants and the SMES system.
This Chapter is developed under the following assumptions:
Assumption 7 The nominal parameters of HTGSs, the PV plants, and the SMES systems are
known.
Assumption 8 All the states are available for measurement.
4.1 Controller Design for the HTGS
The control aims for each HTGS are to stabilize the rotor speed and regulate the generator terminal
voltage to improve power system stability under small and large disturbances. The control design is
based on the IDA–PBC presented in Section 2.5.1. To apply this method, it is necessary to establish
the desired total stored H(x˜i)di, the desired interconnection matrix Jdi, and the desired damping
matrix Rdi. We select H(x˜i)d as the quadratic function:
H(x˜i)di =
1
2
(xi − x∗i )TPi(xi − x∗i ),
42
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where x∗i is desired assignable equilibrium point for each i–HTGS of the power system, also known
as the steady–state vector and its the derivative can be calculated as
∂H(x˜i)di
∂xi
=

x1i − x∗1i
x2i − x∗2i
x3i − x∗3i
x4i − x∗4i
x5i − x∗5i
x6i − x∗6i
x7i − x∗7i
x8i − x∗8i
x9i − x∗9i
x10i − x∗10i

=

q1i − q∗1i
hsi − h∗si
q2i − q∗2i
yi − y∗i
ωi − ωb
ii − i∗i
 .
Remark 6 The desired total stored H(x˜i)di is a quadratic positive definite function, which meets
the first two Lyapunov stability conditions presented in (2.2). In addition, its minimum xi = x
∗
i
fulfills
∂H(x˜i)di
∂x˜i
|xi=x∗i = 0
∂2H(x˜i)di
∂x˜2i
= Pi |xi=x∗i> 0,
therefore, x∗i will be a stable equilibrium point of the closed–loop system.
Now, we define the matrices Rdi and Jdi as having a relation between the control aims and
control variables, as follows:
Rdi =diag(r1i, ..., r10i),
Jdi =

02 02×3 02×5
03×2
 0 0 k2i0 0 k1i
−k2i −k1i 0
 03×5
05×2 05×3 05
 ,
where rji > 0 ∀ j = 1, ..., 10, k1i 6= 0, and k2i 6= 0.
If (2.16) is used, the control laws are:
uyi =x4i − k1i(x5i − x∗5i)− r4i(x4i − x∗4i),
vfi =rfix8i − r8i(x8i − x∗8i).
(4.1)
The governing system typically regulates the rotor speed and manages the electrical power
generated by synchronous machine by changing gate position. For this reason, the x∗3i and x
∗
5i are
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chosen to fulfill these aims. By defining an admissible equilibrium point from (3.1), it is possible to
compute:
x∗1i =x
∗
3i,
x∗2i =1− kf1i (x∗3i)2 ,
x∗4i =
x∗3i√
1− (x∗3i)2 (kf1i + kf2i)
,
0 =(kf1i + kf2i) (x
∗
3i)
3 − qnli(kf1i + kf2i) (x∗3i)2 − x∗3i +
(
P ∗mi
Ati
+ qnli
)
, (4.2)
where P ∗mi is the desired mechanical power delivered by machine i, which can write in term of P
∗
i
is the electrical power delivered, as follows,
P ∗mi = P
∗
i + ||idqi||2 rsi.
Note that fourth equation of (4.2) has three solutions, but, only one of them satisfies Assumption
4 and to solve for this polynomial online may complicate the controller. For this reason, we propose
to compute x∗3i with the following approximation
x∗3i ≈
P ∗mi
Ati
+ qnli + qnli (kf1i + kf2i)
(
4P ∗mi +
1
2
)
(P ∗mi)
2 . (4.3)
Fig. 4.1 illustrates the error of x∗3i is computed as the difference between (4.2) and (4.3).
The reference rotor speed x∗5i is defined as
x∗5i = ωb.
The field current controls the voltage magnitude of the generator terminal, which in the dq
reference frame is defined as:
v2ti = v
2
di + v
2
qi. (4.4)
0 0.2 0.4 0.6 0.8 1
0
2
4
·10−5
P ∗mi [p.u.]
x˜
3
i
[p
.u
.]
Figure 4.1: Error of approximation for the x˜3i.
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Now, using (3.5) and (4.4) at an equilibrium point, it is possible to obtain x∗8i to control the
terminal voltage magnitude, as
x∗8i =
v∗qi + rsix
∗
7i + Ldix
∗
5ix
∗
6i
Lmdix
∗
5i
. (4.5)
with
v∗qi =
√
v2ti
∗ − v∗di2,
where v∗di is determined by
v∗di = v
∗
ti sin (δi),
To apply the control laws of (4.1), it is necessary to compute the non–controlled variables that
can be found by defining the left annihilator of gi as
g⊥i =
[
03×4 13 03
]T
,
and using (2.10), the non–controlled variables are:
x∗4i =
bix
∗
5i − τmi + τei + k1ix4i − r5i(x5i − x∗5i) + k2i(x3i − x∗3i)
k1i
,
x∗6i =
−vdi + ψqix∗5i + (r6i + rsi)x6i
r6i
,
x∗7i =
−vqi + ψdix∗5i + (r7i + rsi)x7i
r7i
.
(4.6)
Remark 7 The proposed control for the HTGS has main advantage that is decentralized, thus
avoiding all problems of communication among the generators.
4.1.1 Adaptive IDA–PBC
In this subsection, we assume that some parameters are unknown such as Ati, kf1i, kf2i, and rf . It
is important to highlight that consistent estimates are required to carry out the stability analysis
(Hernandez-Gomez et al., 2010). For this reason, we use the Immersion and Invariance (I&I)
methodology developed in (Astolfi et al., 2007) to estimate those parameter since an asymptotically
stable is ensured. Define the parameter error
θ˜ = θˆ − θ, (4.7)
where θ˜ is estimation error, θ is the parameter to estimate, and θˆ is an estimate of θ, is given by
θˆ = γξ + λβ(χ) (4.8)
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where γ, λ > 0, and ξ and β(χ) are to be designed. χ represents any state of system, which can be
written as
χ = eTk x, (4.9)
where ek ∈ Rn is the kth vector of the standard n–dimensional Euclidean basis. Any dynamic
system can be written as
x˙ = f(x, u) = f ′(x, u) + θekχ. (4.10)
It is important to mention that the parameter θ is not identifiable if χ = 0. Therefore, a
reasonable consideration is that1
χ∗ = eTk x
∗ 6= 0.
Differentiating θ˜ with respect to time gets
˙˜
θ =
˙ˆ
θ
˙˜
θ = γξ˙ + λβ′(χ)χ˙
˙˜
θ = γξ˙ + λβ′(χ)eTk x˙
˙˜
θ = γξ˙ + λβ′(χ)
[
eTk f
′(x, u) + θeTk ekχ
]
˙˜
θ = γξ˙ + λβ′(χ)
{
eTk f
′(x, u) + χ
[
γξ + λβ(χ)− θ˜
]}
(4.11)
where β′(·) denotes differentiation of β(·) with respect to its argument; (4.8), (4.9), (4.10), (4.7)
have been employed in the second, third, fourth, and fifth lines, respectively. Now, selecting
ξ˙ = −λ
γ
β′(χ)
{
eTk f
′(x, u) + χ [γξ + λβ(χ)]
}
. (4.12)
Replacing (4.12) in (4.11) yields
˙˜
θ = −λβ′(χ)χθ˜,
The design of estimator is completed when a suitable function β(χ) that guarantees stability of
the dynamics θ˜ is selected. Hence, we choose
β(χ) =
1
2
χ2 ⇒ ˙˜θ = −λχ2θ˜,
for any condition initial of the system and all θ(0) the asymptotic convergence is ensured
θ˜(t) = θ˜(0)e−γχ
2t.
By applying I&I method the estimates of the unknown parameters are.
1See (Astolfi et al., 2007), for more details.
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• For Aˆti
ξ˙ = −λ
γ
x5i
{
−τei − bix5i +
(
λ
1
2
x25i + γξ
)
x23i(x3i − qnli)
x24ix5i
}
, (4.13)
θˆ = γξ +
1
2
x25i.
• For kˆf1i
ξ˙ = −λ
γ
x1i
TW1
{
1− x2i −
(
λ
1
2
x21i + γξ
)
x21i
}
, (4.14)
θˆ = γξ +
1
2
x21i.
• For kˆf2i
ξ˙ = −λ
γ
x3i
TW2
{
x2i − x
2
3i
x24i
−
(
λ
1
2
x23i + γξ
)
x23i
}
, (4.15)
θˆ = γξ +
1
2
x23i.
• For rˆfi
ξ˙ = −λ
γ
x8i
{
Lmdi
Ldi
(−rsix6i − Lmdix5ix7i + vdi)− vfi −
(
λ
1
2
x28i + γξ
)
x8i
Lfi
}
, (4.16)
θˆ = γξ +
1
2
x28i.
Fig. 4.2 illustrates the proposed decentralized control for HTGS based on the IDA–PBC.
4.2 Controller Design for the PV Plants
The control aims for each PV plant are to deliver all the available power of photovoltaic modules
and regulate the dc–link voltage to guarantee an operating adequate of the VSC. The control design
is based on the PI–PBC described in Section 2.5.2.
If (2.19) is employed, the output function y˜pvj for each j-PV plant (see (3.17)) becomes:
y˜pvj = V
[
Ppvjv
∗
dcpvj
− P ∗pvjvdcpvj
Q∗pvjvdcpvj −Qpvjv∗dcpvj
]
. (4.17)
where Ppvj and Qpvj are the active and reactive output of the j-PV plant, and vdcpvj is its dc–link
voltage.
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Figure 4.2: The control scheme for HTGS.
The control variables for each PV plant are v∗dcpvj and Q
∗
pvj . v
∗
dcpvj
is the nominal dc–link of the
VSC, i.e., v∗dcpvj = v
nom
dc , and Q
∗
pvj is its reference value for the reactive power.
Now, the control design is complete when a desired operating point for each PV plant system
has already been chosen to know P ∗pvj . Even though it is assumed that the equilibrium point
is known by steady–state analysis of power flow, the dynamic response will be extremely slow
as demonstrated in (Zonetti et al., 2015). This problem has been solved in (Bergna-Diaz et al.,
2018) for a multi–terminal HVDC system based on modular multilevel converters a multi–terminal,
including a conventional outer–loop control generated by a simple PI controller acting. Therefore,
we adopted this strategy to determinate desired operating point of P ∗pvj , introducing a simple PI
controller acting on the error signal between v∗dcpvj and vdcpvj , as follows
P ∗pvj = P
?
pvj −Kppvj(v∗dcpvj − vdcpvj )−Kipvj
∫
(v∗dcpvj − vdcpvj )dt, (4.18)
www.utp.edu.co
Chapter 4. Power System Control 49
with
P ?pvj = v
∗
dcpvj
idcpvj .
It is important the mention that the stability proof shown in Section 2.5.3 may be compromised
by replacing (4.18) into (4.17), which is only valid when P ∗pvj is constant at the equilibrium point. We
invoke the time–scale separation assumption proposed in (Bergna-Diaz et al., 2018) and (Zonetti,
2016) among the outer–loops and the inner PI–PBC, which possesses the interesting property to
treat with the potential lost stability, by tuning only the outer–loop parameters. Fig. 4.3 depicts
the DPC scheme based on PI–PBC for each PV plant.
Remark 8 In (Bergna-Diaz et al., 2018) only includes a conventional outer–loop control of
computing the equilibrium point of non–controlled variables which indicates that the proof stability
depends exclusively on tuning only the outer–loop parameters. However, we add a term as P ?pvj
which permits guaranteeing that the time–scale separation assumption is adequate.
Remark 9 Observe that the controller is robust under parametric uncertainty and unmodeled
dynamics since it does not depend on them
4.2.1 Methodology of the Power Oscillation Damper
The proposed methodology for improving power oscillation damper (POD) in a power system with
a high–level of PV penetration is based on a washout–filter and gain with a single input signal,
which is shown in Fig. 4.4 (Surinkaew and Ngamroo, 2017, 2019). The compensator parameters
consists of a gain Kf , a washout time constant (TW ), and a low–filter time constant (s) Tr. The
input signal is the frequency deviation (∆f = f − f∗). The output compensator, denoted by vs, is
added at the summing junction at the vnomdcpvj t as shown in Fig. 4.4. Observe that Kf represents the
frequency droop contribution of each PV plant, which can be computed:
Kf =
1
Rf
,
where Rf is referred to as the constant regulation (Machowski et al., 2008; Anderson and Fouad,
2003).
On the other hand, the proposed methodology also takes into account the limitation of the
transference of the active and reactive power of VSC. Fig. 4.5 portrays the case where the active
power has priority over the reactive power. This priority is selected because the objective of this
dissertation is to reduce POD. This strategy limits P ∗pvj to the maximum power capacity ±Smaxpvj
and limits Q∗pvj up to not exceed the maximum power rating, as follows,
P limpvj ≤ Smaxpvj ,
−
√
Smaxpvj
2 − P limpvj 2 ≤ Qlimpvj ≤
√
Smaxpvj
2 − P limpvj 2,
where Smaxpvj is maximum power that can support the PV plant (or VSC).
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Figure 4.3: The DPC scheme based on PI–PBC for each PV plant.
4.3 Controller Design for the SMES System
The control aims for the SMES system are to control the active and reactive power delivered (or
absorbed) by it and regulate the dc–link voltage. The control design is based on the PI–PBC
described in Section 2.5.2.
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Figure 4.5: Power limiting strategy priority given to P limpvj .
If (2.19) is used, the output function y˜scj for each j–SMES system (see (3.20)) becomes:
y˜scj = V
 Pscjv
∗
dcscj
− P ∗scjvdcscj
Q∗scjvdcscj −Qscjv∗dcscj
V
(
i∗sjvdcscj − isjv∗dcscj
)
 . (4.19)
where Pscj and Qscj are the active and reactive output of the j–SMES system, vdcscj is its dc–link
voltage and isscj is the current of the superconducting coil.
The control variables for the SMES system are v∗dcscj , P
∗
scj , and Q
∗
scj . v
∗
dcscj
is the nominal
dc–link of the VSC, i.e., v∗scpvj = v
nom
dc , and Q
∗
scj and Q
∗
scj are the desired reference values for the
active and reactive power, respectively.
Now, the control design is fulfilled when a desired operating point for j–SMES system has already
been selected to know i∗sj . Here we have a similar problem as presented for the photovoltaic plant.
Assuming the same the time–scale separation assumption, the operating point of i∗sj is determined
by
i∗sj = i
?
dcj −Kpscj(v∗dcscj − vdcscj )−Kiscj
∫
(v∗dcscj − vdcscj )dt,
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i?dcj =
P ∗scj
v∗dcscj
,
lastly, in Fig. 4.6 is depicted its control scheme based on PI–PBC.
4.3.1 Methodology for the Improvement of Power Oscillations Damping
In this part, it is described the proposed methodology to compute the active and reactive power
references for the improvement of power oscillations in a power system. The proposed methodology
Voltage Source Inverter
Transformer
ia
ib
ic
S1
S4
S2
S5
S3
S6
vabc
Vdc
idc
dc-dc chopper
S7
S8
SMES is
vdcpvi
is
iabc
vabc
abc
αβ
abc
αβ
iαβ vαβ
Power Calculation (3.8)
Pscj Qscj
Q∗scj
v∗dcscj
Compute of
passive outputs
using (4.19)
∑∑ vdcscj
isjvdcscj
PI
i∗sj
P ?scj
P ?scj
+
−+ −
mdmax
mdminmdmax
mdmin1
−1
PI
PI
PI
y1scj
y2scj
y2scj
mdscj
mqscj
msj
Eq.
(3.16)
abc
αβ
mαβscj
mabcscj
Figure 4.6: The DPC scheme based on PI–PBC for SMES system.
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Figure 4.7: The structure of POD for the active and reactive power.
is the same used for the PV plants, which is illustrated in Fig. 4.7. The input signals of the POD
for the active (P–POD) and reactive (Q–POD) power are the frequency deviation (∆f) and the
voltage deviation (∆v = v − v∗), respectively. The output signals of the P–POD and Q–POD are
sent to the desired active and reactive reference power as shown Fig. 4.7, respectively. These output
signals are limited by their maximum and minimum values. The compensator P–POD parameters
consists of a gain KP , a washout time constant (TW ), and a low–filter time constant (s) Tr, and
similarly the compesador Q–POD parameters can be defined. The SMES system also takes into
account the limitation of the transference of the active and reactive power of VSC as described in
Section 4.2.1.
4.4 Controller Design for the VSC–HVDC System
The design of the PI–PBC for the VSC–HVDC system is described in this part.
If we use (2.19), the output function y˜hv for the VSC–HVDC system is
y˜hv = V

P ∗1 vdc1 − P1v∗dc1
Q1v
∗
dc1 −Q∗1vdc1
P2v
∗
dc2 − P ∗2 vdc2
Q∗2vdc2 −Q2v∗dc1
 . (4.20)
Remark 10 The proposed control for the VSC–HVDC system has main advantage that is
decentralized, thus avoiding all problems of communication among the VSCs (Zonetti et al., 2015).
It is necessary to define an VSC as a master controller to choose the control variables. Selecting
the VSC2 as the master controller, its control variables are v
∗
dc2 and Q
∗
2, while P
∗
1 and Q
∗
1 are the
control variables for VSC1. v
∗
dc2 is the nominal dc–link of the VSC2, i.e., v
∗
dc2 = v
nom
dc , and Q
∗
2 is its
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reference value for the reactive power. P ∗1 and Q∗1 are the reference values of the active and reactive
power delivered (or absorbed) by the VSC1.
Now, the control scheme is complete when the operating point are computed, as follows
v∗dc1 =−Kpp(P ∗1 − P1)−Kip
∫
(P ∗1 − P1)dt,
P ∗2 =−Kpv(v∗dc2 − vdc2)−Kiv
∫
(v∗dc2 − vdc2)dt.
In Fig. 4.8 is depicted the control schemes for the PI–PBC controller applied to a two–terminal
VSC–HVDC system.
4.5 General Comments
The DPC model used for the PV plants, SMES system and VSC–HVDC system has some advantages
of avoiding the implementation of the PLL compared with conventional controller based on the
current decoupling, which are:
• Less states are needed since the conventional PLL requires two integrators (Golestan et al.,
2017), while the DPC model does not need it.
• Lees products are made since the conventional PLL requires three multipliers (Golestan et al.,
2017), while the DPC model needs two multipliers. This implies that there is a reduction of
33.33% in the number of products required.
• They are avoided the tuning problems the PLL which is not a trivial task, especially when
taking into consideration power-quality phenomena (Freijedo et al., 2009). In addition, they
are also avoided the problems when appears the second harmonic in the PLL which may
generate in a loss of performance (Freijedo et al., 2009).
4.6 Summary of the Chapter
This chapter presented the control design for HTGS based on the IDA–PBC method. In addition,
the estimation of some parameters by applying I&I method were also described. The control
design for PV plants, SMES system, and VSC–HVDC system based on PI–PBC were also shown.
Additionally, the proposed methodologies for enhancing the power oscillation damper using the PV
plants and the SMES system were described.
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Figure 4.8: Control diagram of the PI–PBC.
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Test System, Simulation and Results
This chapter evaluates the performance of the proposed passivity–based control, for the stabilization
of power systems with integration of solar and hydro–thermal units. Each controller described in
Chapter 4 is assessed in order to validate its contribution to enhance the dynamic response of the
test system. Lastly, all the controllers are evaluated together in the test system.
5.1 Test System
Fig. 5.1 illustrates the 12–bus test system which is used to verify the performance and robustness
controller described in Chapter 4 for maintaining the stability of a power system under large
disturbances. The test system was proposed in (Adamczyk et al., 2013) and is composed of
synchronous generators, eight transmission lines, six two-winding transformers, six loads, two
capacitors for compensation and one reactor. The component data are shown in Appendix B.
We considered that generators G1, G3, and G4 are hydro–turbines, while generator G2 is a
steam–turbine. The excitation control law given by (4.1) was employed in the steam–turbine
without making any changes. For comparison, each generator was equipped with IEEE–ST1A
excitation systems, power system stabilizer (PSS) IEEE–PSS1A, and turbine governors. The
governing systems with static and transient droop to control the hydraulic turbine speed were also
considered as shown in Fig. 5.2 (see (Machowski et al., 2008)). The parameters of the hydraulic
turbine, IEEE–ST1A excitation systems and the PSSs are presented in Appendix B. The control
parameters for the IDA–PBC and PI–PBC are also shown in Appendix B.
Two faults are assumed to demonstrate the robustness and efficiency of the proposed controllers
to improve the dynamic response of the power system with renewable energy integration under
large disturbances. These two faults will be always employed for each proposed controller in this
dissertation, which are described as follows:
• Fault #1: This fault is a three-phase to the ground on bus 3 in a period of 200 ms (see Fig.
5.1).
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Figure 5.1: 12–bus test system
• Fault #2: This is a short–circuit to the ground permanent at the middle of the transmission
line L–2 and the protecting system opens the transmission line after 200 ms.
To quantify the performance of the controllers, the integral of the time–weighted absolute error
(ITAE) for the rotor speed deviation and the generator terminal voltage is employed, which is
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Figure 5.2: Block diagram of the governor system with static and transient droop
computed as follows:
ITAEW =
4∑
i=1
∫ tsim
0
t |∆ωi| dt,
ITAEV =
4∑
i=1
∫ tsim
0
t |∆vti| dt.
where tsim is the final simulation time, i denotes each HTGS, ∆ωi is the rotor speed deviation of
each generator i, and ∆vti is the difference between the generator terminal voltage i and its voltage
reference. The settling time ts for the rotor speed deviation is also used. Here, the settling time
is established when all |∆ωi| are less than 0.0005 pu, which corresponds to the dead–band for the
case of the Colombian power system (CREG, 2000). This dead–band will be marked in figures of
rotor speed deviation with a gray stripe.
5.2 Test for the HTGS
This section shows the performance and robustness of the proposed decentralized control for HTGS
based on the IDA–PBC to maintain the power system stability in the 12–bus test system under two
large disturbances described in Section above. For each HTGS is applied the control scheme shown
in Fig. 4.2. In these test only consider the PV penetration level of 10% as shown in Fig. 5.2. It was
assumed that each solar power generation, delivers the same active power under similar operating
conditions as the synchronous machine listed in Table 5.1.
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Table 5.1: Operating Condition of Each Synchronous Machine
G1 G2 G3 G4
P V P V P V P V
3.42 1.00 4.00 1.01 2.70 1.01 3.30 1.01
All data are in per unit. SBase = 100MW , VBase = 230kV .
For the sake of simplicity, when referring to standard controls for the HTGS, the interpretation
is as follows: the field system is controlled with an IEEE–SST1A excitation system plus an
IEEE–PSS1A while the governing system is controlled with the PID control plus a static and a
transient droop.
5.2.1 Fault #1 Analysis
This fault investigates the ability of the proposed control to maintain the stability and improve
the power system dynamic performance with renewable energy integrated during and after a large
disturbance.
Fig. 5.3 depicts the dynamic responses of the rotor speed deviation of all synchronous generators.
Fig. 5.3(a) illustrates the rotor speed deviation of generators G1, G2, and G4 when the IDA–PBC is
used, while Fig. 5.3(b) shows the same rotor speed deviations of the generators when the standard
controls are employed. Fig. 5.3(c) compares the rotor speed deviation of generator G3 for both
controllers.
It can be noted that IDA–PBC stabilizes the system in a shorter time and with lower oscillations
compared to the standard controllers. Table 5.2 presents the performance indexes for fault #1,
which supports the better performance of the IDA–PBC method than the standard controllers by
comparing ITAEW and ts between controllers, and these indexes are reduced in 39.87% and 22.13%
according to the standard controller, respectively. Note also that the standard controller maintain
a steady-state error.
Fig. 5.4(a) illustrates the dynamic responses for the voltage profiles of each synchronous
generator; terminal voltages of generators G1, G2 and G4 when the IDA–PBC is implemented,
while Fig. 5.4(b) depicts the same generator terminal voltages when the standard controls are
employed. Fig. 5.4(c) compares the terminal voltages of generators G3 between controllers.
It is observed that the voltage profiles show an improved response when the IDA–PBC is
considered. This implies that the proposed control has an enhanced ability to regulate voltage.
Table 5.2: Performance Indexes for Fault #1
ITAEW ITAEV ts [s]
Standard Controllers 49.48 312.56 10.75
IDA–PBC 29.75 74.06 8.37
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Figure 5.3: Dynamic responses of the rotor speed deviation under fault #1: (a) ∆ω using IDA–PBC,
(b) ∆ω using standard controllers, and (c) Control strategy comparison of ∆ω in the generator G3.
This improvement is easier to observe in Fig. 5.4(c), where the enhanced response is more clear for
the proposed control. This can be verified by comparing ITAEV between control (see Table 5.2),
where this index is lower for the IDA–PBC than the standard control in a 76.30%.
It is important to note that a reduction of the frequency oscillations improve the system operation
and benefits the synchronous machines since the stress on the shafts is reduced. Likewise the short
stabilization time improves the critical time of the protection system.
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Figure 5.4: Dynamic responses of the generator terminal voltages under fault #1: (a) vt using
IDA–PBC, (b) vt using standard controllers, and (c) Control strategy comparison of vt in the
generator G3.
5.2.2 Fault #2 Analysis
This fault investigates the ability of the IDA–PBC to improve stability when a topology change
such as tripping of the transmission line L–2 occurs. Fig. 5.5 shows the dynamic behavior of the
rotor speed deviation of all synchronous generators. Fig. 5.5(a) depicts the rotor speed deviation
of generators G1, G2, and G3 when the IDA–PBC is used, while Fig. 5.5(b) shows the same rotor
speed deviation of the generators when the standard controls are implemented. Fig. 5.5(c) compares
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Figure 5.5: Dynamic responses of the rotor speed deviations under fault #2: (a) ∆ω using
IDA–PBC, (b) ∆ω using standard controllers, and (c) Control strategy comparison of ∆ω in the
generator G4.
the rotor speed deviation of generator G4 for both controllers. The line a represents the instant
where occurs the fault and the line b denotes the tripping of te transmission line. The performance
indexes for fault #2 were shown in Table 5.3.
Fig. 5.5 shows that the IDA–PBC continues to present an enhanced response of the rotor speed
deviation for all generators compared with the standard controller. Therefore, the power system’s
dynamic behavior is improved. This can be verified with the performance indexes of Table 5.3,
where the ITAEW and ts are lower for the proposed control than the standard control with 84.74%
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and 16.11%, respectively. This difference can be observed clearly in Fig. 5.5(c) where the frequency
oscillations last longer for the standard controller.
Fig. 5.6 presents the voltage profiles of each synchronous generators for fault #2. Here, Fig.
5.6(a) shows the terminal voltages of generators G1, G2 and G4 when the IDA–PBC is used, while
Fig. 5.6(b) shows the same generator terminal voltages when the standard controls are implemented.
Fig. 5.6(c) makes a comparison between the terminal voltages of generator G3.
In Fig. 5.6, it is observed that the voltage profiles continue to recover faster for the proposed
control than the standard controllers. Here, the ITAEV is lower for the IDA–PBC than the standard
control in 53.05%.
5.3 Test for the PV Plants
In this part, the proposed methodology is verified for enhancing POD by using the PV plants.
The parameters of PV plants and their PI–PBC gains are in Appendix B Tables B.9 and B.11,
respectively. The POD parameters are described in Table B.12. The performance and robustness of
the proposed methodology are compared with the PI–PBC without POD (W–POD). In addition,
we consider that the models and controls for the generators and governing systems are equipped
with the IDA–PBC method used in section above.
A comparison with a classic outer–inner control was not done for two reasons. Firstly, in this
part, it only analyzes the impact of the proposed methodology to improve stability in the power
system during large disturbances. Secondly, the performance of PI–PBC according to a classic
outer–inner control and perturbation observer–based adaptive passive control (POAPC) proposed
in (Yang et al., 2017a) is analyzed for a two–terminal HVDC system in Section 5.5.
5.3.1 Different Operative Condition Analysis
Two faults illustrated in Fig. 5.1 were analyzed for the purpose of demonstrating the robustness and
efficiency of the proposed methodology to improve POD. Additionally, three different penetration
levels of PV plants were also considered to determine the impact of these on the power system
oscillations. The number of PV plants and their penetration level was gradually increased in each
scenario to show the evolution of power systems.
• Scenario 1: In this scenario, three PV plants with a total penetration level of 10% were
considered. The plant locations are shown in Fig. 5.1. This scenario represented a typical
power system with renewable energy penetration.
Table 5.3: Performance Indexes for Fault #2
ITAEW ITAEV ts [s]
Standard Controller 66.34 125.05 6.95
IDA–PBC 10.12 58.07 5.83
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Figure 5.6: Dynamic responses of the generator terminal voltages under fault #2: (a) vt using
IDA–PBC, (b) vt using standard controllers, and (c) Control strategy comparison of vt in the
generator G3.
• Scenario 2: In this scenario, five PV plants with a total penetration level of 30% were
considered (see Fig. 5.1). This scenario evaluated a power system with renewable energy
penetration in the near future.
• Scenario 3: In this scenario, nine PV plants with a total penetration level of 50% were
considered (see Fig. 5.1). This scenario represents a possible case with high-level penetration
that exceeds current limits of renewable penetration.
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Table 5.4: Operating Conditions of Each Generator
Generator
G1 G2 G3 G4
P V P V P V P V
Scenario 1 3.42 1.00 4.00 1.01 2.70 1.01 3.30 1.01
Scenario 2 2.53 1.00 3.27 1.01 1.97 1.01 2.57 1.01
Scenario 3 1.82 1.00 2.55 1.01 1.25 1.01 1.85 1.01
All parameters are in per unit. SBase = 100MW , VBase = 230kV .
Note that the power delivered by each PV plant in each scenario is equal. The operating
conditions of each generator for the three scenarios are summarized in Table 5.4. We first assume
that dc currents (idc) of the PV plants are constant (constant radiation) (see Sections 5.3.2 and
5.3.3) and then, we consider three cases of radiation variations to study the impact on the proposed
methodology (see Section 5.3.4).
5.3.2 Fault #1 Analysis
This fault investigates the ability of the proposed methodology to improve stability in the power
system during and after a transient fault. Fig. 5.7 depicts the dynamic responses of the rotor
speed deviations of the generators G1 and G4 for three scenarios considered. Table 5.5 shows the
performance indexes for fault #1.
It is important to mention that the rotor speed deviation of generators (G1 and G4) serve as a
measure of the frequency behavior of the test system.
Note in Figs. 5.7(a), 5.7(b), and 5.7(c) that the proposed methodology allows the improvement
of the POD in the power system stability without forcing the dynamic response of the VSC to
behave as a virtual synchronous generator as proposed in (Remon et al., 2017). It is worth noting
that, ITAEWs are reduced by 18.12%, 23.50%, and 22.51% for scenarios 1, 2, and 3, respectively
(see Table 5.5).
It can be also seen in Fig. 5.7(a) that the rotor speed deviations of generators G1 and G4 for
scenario 1, has a more frequency oscillations than in the other two scenarios (compared with Figs.
5.7(b) and 5.7(c)). The reason is that scenarios 2 and 3 have more points of generation distributed
in the whole power system, which helps improving the dynamic responses on it. In addition, the
Table 5.5: Performance Indexes for Fault #1
Scenario 1 Scenario 2 Scenario 3
ITAEW ITAEV ts [s] ITAEW ITAEV ts [s] ITAEW ITAEV ts [s]
POD 29.55 74.06 9.61 29.01 38.40 6.72 28.10 33.84 6.68
W–POD 23.75 72.79 8.37 22.80 38.01 6.16 21.50 33.19 6.12
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Figure 5.7: Dynamic responses of the rotor speed deviations under fault #1: (a) ∆ω of the G1
(left) and G4 (right) for a penetration level of 10%, (b) ∆ω of the G1 (left) and G4 (right) for a
penetration level of 30%, and (c) ∆ω of the G1 (left) and G4 (right) for a penetration level of 50%.
power oscillations are also longer as the penetration level of PV plants decreases. This is supported
by comparing ts in Table 5.5.
Fig. 5.8 illustrates the dynamic responses of the voltage profiles of generators G2 and G4. Note
that the POD also helps improving the voltage profiles of power system since ITAEVs are reduced
by 1.73%, 1.93%, and 3.22% for scenarios 1, 2, and 3, respectively (see Table 5.5).
Observe that the improvement is not as significant as for the HTGS. This due to the VSCs have
a fast response of natural form
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Figure 5.8: Dynamic responses of the voltage profiles under fault #1: (a) vt of the G2 (left) and
G4 (right) for a penetration level of 10%, (b) vt of the G2 (left) and G4 (right) for a penetration
level of 30%, and (c) vt of the G2 (left) and G4 (right) for a penetration level of 50%.
5.3.3 Fault #2 Analysis
This fault investigates the ability of the proposed methodology to enhance stability for topology
changes represented by disconnection of the transmission line L–2. Fig. 5.9 and 5.10 illustrate
the dynamic behavior of the rotor speeds of generators (G1 and G4) and the terminal voltages of
generators (G2 and G4) during a short–circuit at the middle of the line L–2, respectively. The
performance indexes for fault #2 are presented in Table 5.6.
Note in Fig. 5.9 that the proposed methodology continues to improve the power system stability,
stabilizing the system faster even for a topology change. For the scenario 1, 2 and 3, the ITAEWs are
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Figure 5.9: Dynamic responses of the rotor speed deviations under fault #2: (a) ∆ω of the G1
(left) and G4 (right) for a penetration level of 10%, (b) ∆ω of the G1 (left) and G4 (right) for a
penetration level of 30%, and (c) ∆ω of the G1 (left) and G4 (right) for a penetration level of 50%.
Table 5.6: Performance Indexes for Fault #2
Scenario 1 Scenario 2 Scenario 3
ITAEW ITAEV ts [s] ITAEW ITAEV ts [s] ITAEW ITAEV ts [s]
POD 10.12 58.42 8.85 6.60 34.52 7.77 5.52 20.48 4.37
W–POD 9.996 58.07 8.37 5.83 33.43 6.77 4.48 20.48 4.31
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Figure 5.10: Dynamic responses of the voltage profiles under fault #2: (a) vt of the G2 (left) and
G4 (right) for a penetration level of 10%, (b) vt of the G2 (left) and G4 (right) for a penetration
level of 30%, and (c) vt of the G2 (left) and G4 (right) for a penetration level of 50%.
reduced by 1.52%, 11.65%, and 18.78% when the proposed methodology is used. This demonstrates
that the proposed methodology has an impact on the damping of the frequency oscillations. This
clearly benefits the synchronous machines by reducing the stress of the shaft.
In Fig. 5.10 can be noted that the regulation of voltage profiles also present an enhanced when
the POD is implemented. This can be supported by comparing their ITAEVs since these are reduced
by 0.58%, 3.15%, and 3.76% when the proposed methodology is employed.
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Figure 5.11: The dc current idc on dc–link of the PV plants: idc base case, idc1 radiation
deep, idc3 radiation droop, and idc3 radiation oscillation.
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Figure 5.12: Dynamic responses of the rotor speed deviations for radiation variations: ∆ω of the
G1 (left) and G4 (right) for a penetration level of 10%.
Table 5.7: Performance Index for Radiation Variations
idc idc1 idc3 idc3
ITAEW 23.75 23.97 23.82 23.71
5.3.4 Radiation Variation Analysis
This part analyzes the impact on the proposed methodology when considering radiation variations
during and after a large disturbance. Three cases of radiation variations were considered which are
illustrated in Fig. 5.11. These cases are only compared when the POD methodology is used for
scenario 1 since it scenario presented more frequency oscillations. Fig. 5.12 depicts the dynamic
behavior of the rotor speeds of generators (G1 and G4) for fault #1 when radiation variations are
considered. The performance indexes for radiation variations are presented in Table 5.7
Note that the radiation does not have a significant effect in the proposed methodology since the
dynamic responses maintain the same behavior and the ITEAWs are similarly (see Table 5.7).
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5.4 Test for the SMES system
In this part, it studies the proposed methodology shown in Chapter 4 for improving POD by using
the SMES system. The SMES system is connected to bus 5, whose model was described in Chapter
3 and its control scheme was illustrated in Fig. 4.6. the use of the SMES system in the improvement
of power systems stability is justified in (Ortega and Milano, 2016) since the largest installed SMES
system has a capacity of 100 MJ and can provide 100 MW peak and ±50 MW oscillatory power
(Luongo et al., 2003). The P–POD and Q–POD of the SMES system were only assessed for scenario
1 since it scenario presented more frequency oscillations. The parameters of SMES system and their
PI–PBC gains are in Appendix B Tables B.10 and B.11, respectively. Here, we also consider that
the models and controls for the generators and governing systems are equipped with the IDA–PBC
method used in section 5.2.1. Four cases are also considered to test the impact of the P–POD and
Q–POD for the SMES system in the power system oscillations.
• Case 1: This is a base case, which the generators and governing systems were equipped with
the IDA–PBC method with a total penetration level of 10%.
• Case 2: In this case, the POD for the PV plants was employed whose results were shown in
the previous section.
• Case 3: In this case, the P–POD and Q–POD for the SMES system were used in the base
case (Case 1).
• Case 4: In this case, the P–POD and Q–POD for the SMES system plus the POD for the PV
plants were implemented.
5.4.1 Fault #1 Analysis
This fault studied the ability of the proposed methodology for the SMES system of improving
stability in the power system during and after a transient fault. Fig. 5.13 shows the dynamic
responses of the rotor speed deviations of the generators. Table 5.8 shows the performance indexes
for fault #1.
Note in Fig. 5.13 that the proposed methodology for the SMES system helps the improvement
of the POD in the power system stability (compare Case 1 and Case 3). The best performance of
the dynamic response of the rotor speed deviations presented when the methodologies for the PV
plants and the SMES system were implemented at the same time. It should be noted that ITAEWs
Table 5.8: Performance Indexes for Fault #1
Case 1 Case 2 Case 3 Case 4
ITAEW 29.55 23.75 16.47 16.12
ITAEV 74.06 72.79 65.91 60.32
ts [s] 9.61 8.37 8.37 8.77
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Figure 5.13: Dynamic responses of the rotor speed deviations when the SMES system is implemented
for fault #1: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and G4 (right).
were reduced by 44.26% and 45.44% for cases 2, and 3 according to case 1, respectively (see Table
5.8).
Fig. 5.14 illustrates the dynamic responses of the voltage profiles of generators. Note that the
Q–POD also helped improving the voltage profiles of power system since ITAEVs were reduced by
11.01% and 18.67% for cases 2, and 3 according to case 1, respectively (see Table 5.8).
5.4.2 Fault #2 Analysis
This fault analyzed the performance of the proposed methodology for the SMES system of enhancing
stability in the power system when a topology change such as tripping of the transmission line L–2
occurs. Fig. 5.15 depicts the dynamic responses of the rotor speed deviations of the generators.
Table 5.9 lists the performance indexes for this fault.
In Fig. 5.15, it can be noted that the rotor speed deviation of all generators stabilized the system
in a shorter time and with lower oscillations for the case 4 than other cases. This is supported by
comparing ITAEW and ts between cases, and these indexes are reduced by 33.00% and 41.69% for
the case 4 according to case 1, respectively.
Fig. 5.16 illustrates the dynamic responses of the voltage profiles of each synchronous generator.
As can been note that the voltage profiles present an improved responses when the methodologies
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Figure 5.14: Dynamic responses of the voltage profiles of the generators when the SMES system is
implemented for fault #1: (a) vt of the G1 (left) and G2 (right) and (b) vt of the G3 (left) and G4
(right).
Table 5.9: Performance Indexes for Fault #2
Case 1 Case 2 Case 3 Case 4
ITAEW 10.12 9.996 7.60 6.78
ITAEV 58.42 58.07 22.13 21.71
ts [s] 8.85 8.37 5.18 5.16
for the PV plants and the SMES system were implemented at the same time. This was verified by
comparing ITAEV between cases (see Table 5.9), where this index was lower for the case 4 than
case 1 in a 62.83%.
It is important to highlight that case 4 analyzed in this section corresponds to the test where
all the controllers are assessed. The case 4 is when the IDA–PBC for the HTGS and the POD
methodologies for the PV plants and the SMES system work together to improve the dynamic
responses in the power system which is achieved. Since this case is where the best performances
for the ITAEW and the ITAEV are presented (see Tables 5.8 and 5.9). However, the SMES system
is the device that contributes most to the enhancement of the POD in the power system stability.
This mainly due to the SMES system is dedicated to make this function.
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Figure 5.15: Dynamic responses of the rotor speed deviations when the SMES system is implemented
for fault #2: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and G4 (right).
At present, the SMES system is an expensive device, all the same, its cost will be gradually
reduced by progressing superconductivity technology. According to the selected SMES system
would have approximately an investment of $50.000.000 (≈ 0.5$/J (Zhu et al., 2013)). Even though
this investment may be considerable, the SMES system can be also used in another application
such as reactive power support (Aly et al., 2016), load frequency control (Pappachen and Fathima,
2016), mitigation of subsynchronous resonance (Gil-Gonza´lez et al., 2018; Sedighizadeh et al., 2018),
among others. For example, subsynchronous resonance problems can damage the shaft in power
plants, which be much more expensive than the SMES. In addition, this could stop the operation in
power plant as occurred in Peru in 2016 (SINAC, 2017), where subsynchronous oscillations produced
fissures in shafts of 4 units after almost two weeks of entering into operation in July 2016 in the
Puerto Bravo thermal power plant (720 MW) (SINAC, 2017). The blackouts can generate significant
economic losses that can go up to $1.000.000/h, as happened in 2014 in Barranquilla (Colombia)
(El Heraldo, 2014). Therefore, the possible prolonged interruptions of power plants can produce
much higher costs and also affect social consequences than the cost of a SMES system. As a result,
it is justified to use SMES power systems to avoid financial losses.
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Figure 5.16: Dynamic responses of the voltage profiles of the generators when the SMES system is
implemented for fault #2: (a) vt of the G1 (left) and G2 (right) and (b) vt of the G3 (left) and G4
(right).
5.5 Test for the VSC–HVDC System
In this part, it is analyzed the proposed controller for a two–terminal VSC–HVDC system and
its effect in the power system stability. For this reason, two analyses are taken separately. First,
the performance and robustness of the proposed controller is assessed in a single HVDC line that
connects two systems with independent frequency. Second, a two–terminal VSC–HVDC system is
included in the test system shown Fig. 5.1.
5.5.1 Proposed Controller Assessment for the VSC–HVDC System
The proposed controller is checked in a two–terminal VSC–HVDC system, as presented in Fig. 3.5.
We selected the VSC2, which regulates the dc–link voltage and the reactive power, as the master
controller, while the VSC1 controls the active and reactive power independently. The frequencies
of network1 and network2 are 50 Hz and 60 Hz, respectively. The parameters of the VSC–HVDC
system are listed in Table B.14, which are presented in (Yang et al., 2018a).
The PI–PBC performance was assessed in different operating cases and compared with PI
controller. The PI controller is designed as a standard cascade control structure containing inner
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Table 5.10: Average errors for the Case 1.
Controller P1 [%] Q1 [%] Q2 [%] vdc2 [%]
PI controller 0.239 0.045 0.016 0.325
POAPC controller 0.197 0.044 0.016 0.192
PI–PBC 0.097 0.043 0.016 0.123
loop current controllers and outer loop voltage/power controllers. The difference is the standard
decoupling of the d–axis and q–axis, while in the DPC model, they are changed by the active and
reactive power, respectively. In addition, a comparison with perturbation observer-based adaptive
passive control (POAPC) for damping improvement proposed in (Yang et al., 2017a) was also made,
which only needs the measurement of dc voltage and active and reactive power, does not depend
on the parameters of the system. Tables B.15 and B.16 show the PI–PBC and PI parameters,
respectively. The control inputs are bounded like |mdi| ≤
√
2/2, |mqi| ≤
√
2/2 ∀i = 1, 2.
Case 1: Active and reactive power control
Arbitrary references of active and reactive power are selected for the VSC1, while the VSC2 have
to keep its dc–link voltage in nominal value and control its reactive power. The system responses
are provided in Fig. 5.17 and the average errors are shown in Table 5.10. It was observed that all of
the controllers achieve the reference values for the active and reactive power. However, the average
errors are lower for the proposed controller than the PI and POAPC controllers (see Table 5.10),
which presents a better performance when there are changes in active and reactive power. It can
also be seen that the voltage of dc-link was affected when it presented a change of power references
in either VSC1 or VSC2 (see Fig. 5.17(d)). Even though the PI–PBC presented a higher peak
than PI and POAPC controllers, it can come back to the desired value in less time. Additionally,
The PI controller maintained a steady-state error. On the other hand, we did not consider step
references for the active and reactive power since it entails high power changes on the capacitor and
transformers that could produce undesired protection operations.
Case 2: Offshore wind farm connection
A wind farm is connected to the ac network1, where all available active power is extracted, and
all reactive power is compensated. In addition, the terminal voltage VT1 varies in time due to the
indeterminacy and stochastic variation of wind speed (Yang et al., 2016a). Fig. 5.18 illustrates the
system responses, while Table 5.11 shows their the average errors. In Figs. 5.18(b) and 5.18(d),
it can be noted that the controllers can extract all active power available. However, the proposed
controller presents a lower average error than the PI controller which indicates that the PI–PBC
has better efficiency. Besides, this demonstrated the better performance of the proposed controller
for reference tracking. The reactive power compensation is also achieved in the controllers. It was
observed in Fig. 5.18(e) that the voltage regulation on dc–link does not is a great difference among
controllers. Nevertheless, the proposed controller continues to present a better performance than
the PI and POAPC controllers (see Fig. 5.18(d))
Case 3: A three–phase fault at ac bus
A three–phase fault occurs at bus 2 (PCC2) for 200 ms, which causes a shift from 2.7 s to 2.9 s.
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Figure 5.17: System responses for the Case 1: (a) Active power for the VSC1, (b) Reactive power
for the VSC1, (c) Reactive power for the VSC2, and (d) dc–link voltage for the VSC2.
Table 5.11: Average errors for the Case 2.
Controller P1 [%] Q1 [%] P2 [%] vdc2 [%]
PI controller 0.118 0.151 0.120 0.097
POAPC controller 0.003 0.044 0.016 0.052
PI–PBC 0.002 0.001 0.010 0.043
Remember that the fault becomes the magnitude voltage VT2 to a critical level. This case wants to
show the ability of the controller to regulate the dc–link voltage and maintain the power references
under large disturbance in the ac networks. Fig. 5.19 presents the system responses, and the average
errors are listed in Table 5.12. Note that the active power absorbed at (PCC1) does not have a
greater effect when a fault at bus 2 occurs (see Fig. 5.19(a)). The reactive power control in VSC2
is not affected either. Although, the PI–PBC presents a greater disturbance than the PI controller,
but, it does not have a steady-state error. It can be observed in Fig. 5.19(c) that the controller
exhibit similar behavior and both can successfully restore the active power in a few oscillations.
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Figure 5.18: System responses for the Case 2: (a) Terminal voltage in the ac network1, (b) Active
power for the VSC1, (c) Reactive power for the VSC1, (d) Reactive power for the VSC2, and (e)
dc-link voltage for the VSC2.
In Fig. 5.19(d) should be noted that the proposed controller can effectively regulate the dc–link
voltage with fewer oscillations than the PI controller. In addition, this has a lower average error as
shown in Table 5.12.
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Figure 5.19: System responses for the Case 3: (a) Active power for the VSC1, (b) Reactive power
for the VSC1, (c) Reactive power for the VSC2, and (d) dc-link voltage for the VSC2.
Table 5.12: Average errors for the Case 3.
Controller P1 [%] Q2 [%] P2 [%] vdc2 [%]
PI controller 0.035 0.072 1.232 0.502
POAPC controller 0.022 0.057 1.016 0.329
PI–PBC 0.018 0.044 1.085 0.220
Case 4: Uncertainties in the system resistance and inductance. A variation in the parameters is
analyzed since these may change significantly when occurring a fault in power system (Yang et al.,
2017a). We assume that there are plant–model mismatches of R1 and L1 at the same time with
20% uncertainty when a 30% grid voltage VT1 drop appears. Fig. 5.20 illustrates the absolute peak
value of the active power |P1|, which is used for a clear comparison. The magnitude variation of
the active power |P1| is around 1%, 0.6%, and 0.1%, for the PI, POAPC, and PI–PBC controllers,
respectively. Even though all controller presents a good performance, the PI–PBC can estimate
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Figure 5.20: The peak active power |P1| to a 30% grid voltage VT1 drop for plant–model mismatches
in the range of 20% (different parameters may change at the same time): (a) PI controller, (b)
POAPC controller, (c) PI–PBC controller.
and compensate of better form parameter uncertainties than the PI and POAPC controllers.
The ITAE index is used to quantify the controller performance. Table 5.13 lists the ITAE of
each case proposed in this Section. Note that PI–PBC has a slightly lower ITAE than the PI
and POAPC controllers in the power control, while it can provide greater robustness and better
performance in the case of the Offshore wind farm connection and a three–phase fault at ac bus
than the PI controller. Since the control law computed for the PI–PBC does not depend on the
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system model. Concerning the POAPC controller, the PI–PBC has the advantage that it is easier
to implement and the disadvantage is that it needs two more measurements than the POAPC
controller like vdc1 for the VSC1 the and P2 for the VSC2. The ITAEs for the control laws are also
used to compute their efforts of the controllers, which are computed as follows
ITAE = d
∫ ts
0
2∑
i=1
(|mdi|+ |mqi| t) dt
Table 5.14 lists the efforts of the controllers for all cases. Note that all of the controllers employ
control efforts similar.
In Fig. 5.21 is shown the control inputs of the VSC1 for the Case 1. In this figure can be
observed that all of the control inputs do not have problem saturation.
5.5.2 Assessment of the Inclusion of a VSC-HVDC System in Power System
In this part, it investigates the effect that has the inclusion of a two-terminal VSC–HVDC system in
the 12–bus test system under two large disturbances described in Section 5.1. Here, the transmission
line L–5 of the test system shown in Fig. 5.1 is changed by a VSC–HVDC system. The effect of
the inclusion is only analyzed for the best case presented in section above, which is the case 4.
Table 5.13: Performance indexes of each control schemes.
Controller
Case Active and reactive power control
ITAEP1 ITAEQ1 ITAEQ2 ITAEvdc2
PI controller 7.41 1.13 0.41 8.67
POAPC controller 5.86 1.09 0.41 4.24
PI–PBC 5.85 1.07 0.41 4.11
Controller
Case Offshore wind farm connection
ITAEP1 ITAEQ1 ITAEP2 ITAEvdc2
PI controller 27.75 368.83 26.43 5.05
POAPC controller 2.73 20.45 13.97 2.31
PI–PBC 2.72 3.17 13.81 2.12
Controller
Case A three–phase fault at ac bus
ITAEP1 ITAEQ1 ITAEQ2 ITAEvdc2
PI controller 0.55 0.60 18.38 6.95
POAPC controller 0.30 0.54 16.16 3.75
PI–PBC 0.26 0.52 16.15 3.09
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Table 5.14: The control efforts of each control schemes.
Controller Case 1 Case 2 Case 3
PI controller 2.71 4.37 1.41
POAPC controller 2.79 4.36 1.52
PI–PBC 2.85 4.52 1.49
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Figure 5.21: Control responses for the Case 1.
5.5.2.1 Fault #1 Analysis
This fault studies the effect of a two–terminal HVDC in the power system stability during and
after a transient fault. Fig. 5.22 shows the dynamic responses of the rotor speed deviations of the
generators. Table 5.15 shows the performance indexes for fault #1.
Observe in Fig. 5.22 that the inclusion of an HVDC system affects the dynamic response of
the rotor speed deviations. For the generator G1 and G3, the HVDC system increases rotor speed
oscillations, while the generator G2 and G4, rotor speed oscillations are decreased. This implies
that it is not possible to reach a general conclusion as to how the stability in the power system is
affected by the inclusion of an HVDC system since it depends on the operation point of the system.
Even so though the settling time is reduced by 30.14%.
Fig. 5.23 illustrates the dynamic responses of the voltage profiles of generators. Note that the
Table 5.15: Performance Indexes when the HVDC system is considered
Fault #1 Fault #2
ITAEW 19.22 6.86
ITAEV 52.60 21.91
ts [s] 7.71 6.13
www.utp.edu.co
Chapter 5. Test System, Simulation and Results 83
0 5 10 15 20
0
0.5
1
·10−2
(a
)
∆
ω
[p
u
]
Without HVDC system With HVDC system
0 5 10 15 20
0
1
·10−2
0 5 10 15 20
0
1
2
·10−2
Time [s]
(b
)
∆
ω
[p
u
]
0 5 10 15 20
−0.5
0
0.5
1
·10−2
Time [s]
Figure 5.22: Dynamic responses of the rotor speed deviations when the HVDC system is considered
for fault #1: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and G4 (right).
HVDC system helps enhancing the voltage profiles of power system since ITAEV is reduced by
12.79%.
5.5.2.2 Fault #2 Analysis
This fault analyzes the effect of a two–terminal HVDC in the power system stability when a topology
change such as tripping of the transmission line L–2 occurs. Figs. 5.24 and 5.25 depict the dynamic
responses of the rotor speed deviations and the voltage profiles of the generators. Table 5.15 also
lists the performance indexes for fault #2.
Observe in Figs. 5.24 and 5.25 that the inclusion of the HVDC system under fault #2 has a
similar dynamic response when it is not considered. This indicates that when there are no large
disturbances the behavior of the power system does not sufficiently affect the HVDC system.
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Figure 5.23: Dynamic responses of the voltage profiles of the generators when the HVDC system
is considered for fault #1: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and
G4 (right).
5.6 Summary of the Chapter
This chapter analyzed the application of the passivity–based controllers for enhancing the dynamic
responses in a power system with high–level penetration of PV plants. As indicated, the proposed
decentralized control for HTGS based on the IDA–PBC improved the dynamic responses in the test
system compared with standard controllers usually implemented. In addition, the power system
oscillations were studied for three different penetration levels of PV plants were studied for enhancing
POD by using the PV plants. Four cases to test the impact of the P–POD and Q–POD for the
SMES system in the power system oscillations were also considered. It was noted that the SMES
system is the one that contributes most to the improvement of the POD in the power system
stability. Lastly, an analysis of how affects the inclusion of an HVDC system in the power system
was realized.
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Figure 5.24: Dynamic responses of the rotor speed deviations when the HVDC system is considered
for fault #2: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and G4 (right).
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Figure 5.25: Dynamic responses of the voltage profiles of the generators when the HVDC system
is considered for fault #2: (a) ∆ω of the G1 (left) and G2 (right) and (b) ∆ω of the G3 (left) and
G4 (right).
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Chapter 6
Conclusions
This chapter summarizes the main results of this dissertation and provides recommendations for
future work.
6.1 Main Results
Below, the conclusions about the main problems addressed in this dissertation are presented.
• This dissertation accomplished a thorough review of the literature that focus on controllers for
HTGS, PV plants, SMES systems, and VSC–HVDC systems, applied to improve the dynamic
response of the power system during transients. In addition, the passivity-based control theory
in the Hamiltonian structure for HTGS, the PV plants, the SMES system, and VSC–HVDC
systems was also presented. Lastly, a summary of investigations related to controllers for
small–hydro power plant was also shown.
• This dissertation proposed an adaptive IDA–PBC to control synchronous machines including
HTGS with surge tank in multimachine power systems. The aims of the proposed controller
were to stabilize the rotor speed and regulate the terminal voltage of each synchronous
machine in the power system under test. The main advantage of the proposed controller
was that is decentralized, thus, avoiding all problems of communication among the generators.
Additionally, it keeps the passive structure in closed–loop guaranteeing its asymptotic stability
based on Lyapunov’s theory.
• A PI–PBC to control non–affine systems generated by VSCs, such as for the PV plants, the
SMES system and two–terminal HVDC system was developed in this dissertation. Because of
this, these models exhibited a pH structure in open loop, thus, the PI–PBC takes advantage
of this structure to design a classical PI controller guaranteeing global asymptotic stability
in closed–loop using Lyapunov’s theory. In addition, the controller was robust even with
parametric uncertainties and unmodeled dynamics, and is also decentralized.
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• A direct power model for PV plants has been developed in this dissertation. The direct
power model allowed managing the instantaneous active and reactive powers directly of each
PV plant without using inner-loop current regulators. This model avoids the use of a PLL
(no time delay), increasing the reliability of the system, and reducing the investment costs in
electronic devices. In addition, a methodology to improve the damping of the power oscillation
by controlling the active power of each PV plant was also presented. This methodology used
a washout–filter and gain with a single input signal; thus it contains the basic components
of the primary frequency being able to harmoniously interact with the grid, improving its
controllability and stability. Lastly, the radiation did not show any effect in dynamic responses
of the system. This was due to the fast natural response of converters and the proposed
controllers.
• A study considering three different penetration levels of PV plants was made, in order to
determine their impact on the power system oscillations. This study showed that as the
penetration levels in the power system increasing, power oscillations were lower. This is due to
that increasing distributed generation entails that transmission lines are available to withstand
large power changes. Additionally, it was also observed that the proposed methodology worked
as an additional inertia for the power system, since it contributes to damper the rate of change
of the frequency, and therefore, its maximum deviation. This can be verified by comparing
ITAEWs for all these scenarios when the proposed methodology is implemented and when
it is not. Additionally, when the PV systems increase their penetration, the decrease in the
frequency deviation becomes evident.
• A model to control the instantaneous active and reactive powers directly of the SMES system
was described. This model has the same advantages of applied to PV plants. In addition,
a methodology to compute active and reactive power reference focused on enhancing the
dynamic response in the power system was proposed. Four cases to assess the impact of the
proposed methodology for the SMES system in the power system oscillations were also studied.
Here, it was observed that the SMES system contributes the most to the improvement of the
POD in the power system stability. This is because is only dedicated to make this function.
• A DPC model for interconnecting a two–terminal VSC–HVDC system to an electrical network
was presented. The DPC model allowed the control of the instantaneous active and reactive
powers directly without employing the inner–loop current regulators. The controller for the
VSC–HVDC system modeled as DPC model, was designed via PI–PBC since the system
presents a pH structure in open–loop. Four scenarios were studied to demonstrate the
performance of the proposed controller. A comparison with a conventional PI controller
based on the DPC model and the POAPC controller was also presented. Simulation results
showed that PI–PBC had a better regulation for dc–link voltage and active power and reactive
power under different operating conditions than the PI and POAPC controllers. The proposed
controller continued to show better performance even with uncertainties of the resistance and
inductance in the system. Additionally, the effect of a two–terminal VSC–HVDC system in
the power system stability during and after large disturbances was studied. It was noted that
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it affect in power system depended on the operation point and the location of disturbances in
the power system.
• The most significant improvement in the dynamic responses of the power system were achieved
when the IDA–PBC method was implemented and the SMES system was considered. This
entails two aspects; First, the power system presents a better performance when the controller
for electromechanics systems are improved. Second, the SMES system can improve the
performance of power system without the applied controller. This indicates that it is more
important the devices and the proposed methodology to improve the performance of power
system under and after large disturbances that the controller implemented.
6.2 Future Research
Next, some possible research topics about power system stability and control are suggested for
future research projects.
• Extend passivity-based control theory for controlling another hydro–turbine models as well
as steam–turbine models. In addition, motivated by practical considerations of models is
necessary to implement state estimators to make the controller more robust, for example, the
partial state feedback version of the controller that is derived by applying the immersion and
invariance technique reported in (Astolfi et al., 2007), which guarantees asymptotic stability
Lyapunov’s theorem.
• Study another energy storage system for improving the dynamic response in the power system
during and after large disturbances. Also, to use other methodologies to calculate active and
reactive power references such inertial support, virtual synchronous machines, among other.
• Analyze the proposed controller and methodology in weak grids since the adverse impact of
the PLL on the small–signal and transient stability used on VSC may deteriorate the stability
of power system by introducing the negative incremental resistance at low frequencies. While
the direct power model shown in this dissertation avoids implementing the PLL and all its
problems.
• Finally, experimental work will be included in future activities to demonstrate the proposed
controllers. To this end, a Power System Analyzer (PA3000 from Tektronix R©) and a
Hardware-in-the-Loop system (microlab box with DS1202 from dSAPACE), among others,
will be used.
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Appendix A
Small Hydro–Power Plant
This Appendix shows a passivity-based control for a small hydro–power plant which consists of a
permanent magnet synchronous generator connected to a three-phase grid through a back–to–back
converter. The proposed controller is tested and compared with a conventional PI controller in
a 13.2 kV distribution feeder. Simulation results demonstrate the advantages of the proposed
methodology.
In this appendix is analyzed a controller for a small hydro–power (SHP) plant separately from
the rest of the dissertation since its contribution in the operation of a power system is not significant.
Since the SHP plants are of small capacity and they are designed to operate in distribution feeder
or microgrids.
It is important to mention that the mathematical model for SHP plants is different that the
model for HTGS plants since this does not have a synchronous machine but also a permanent
magnet synchronous generator (PMSG), which is not connected directly to distribution system.
The SHP plant iss connected to the grid through a back–to–back converter.
A.1 Small Hydro–Power Plant Model
The SHP plant considered in this dissertation consists of a hydro–turbine, a governor, a penstock,
and a PMSG. The PMSG is connected to the grid through a back–to–back converter. The main
function of the system of governor is to control the water flow of the hydraulic turbine and thus,
control its speed or power output. Typically governor is modeled like a PID controller, which has
been widely used (Chen et al., 2014; Ling and Tao, 2006b) to regulate rotor speed. The aim of
this appendix is to model the governor of the SHP like a passivity-based controller. The hydraulic
turbine model of the SHP is similar to the HTGS model described in section 3.1 with difference
that is not considered the surge tank. Since pressure waves are small in the SHP, therefore, it is
not to protect pipes and turbines from this phenomenon function that makes the surge tank. The
102
Appendix A. Small Hydro–Power Plant 103
dynamic model of a hydraulic turbine is:
TW1q˙1 = 1− h− kf1q21,
Tyy˙g = uy − yg.
(A.1)
This variables already defined in section 3.1.
A.1.1 Permanent Magnet Synchronous Generator
Fig. A.1 illustrates a PMSG integrated to the power grid with a back–to–back converter (Baroudi
et al., 2007). The electrical and mechanical equations that describe the behavior of the dynamics
in values per–unit of a PMSG are given by
Lg i˙dg =−Rgidg + Lgωmiqg − vd,
Lg i˙qg =−Rgiqg − Lgωmidg + ψωeg − vq,
Mω˙m =Tm − Te,
(A.2)
with
M =
2Hg
ωo
,
where vdq and idqg are the voltages and currents of PMSG in dq reference frame, respectively. Rg
and Lg are the stator winding’s resistance and inductance, respectively. ωm is the rotor speed
(ωm = ωeg in per–unit). ψ denotes permanent magnetic flux produced by the rotor magnets, which
is constant and depends on the material used for its construction. Hg is hydro-turbine inertia time
constant and ωo is the generator based angular speed; Tm and Te are the mechanical and electrical
torque. Mechanical torque Tm was defined in (3.4) as
τm =
Atq
2
1 (q1 − qnl)
y2gω
,
and the electrical torque is given by
Te = ψiq.
Typically a back–to–back configuration with voltage source converters is employed to integrate
a PMSG to the ac grid because this requires a full rated converter (Baroudi et al., 2007). Therefore,
the output voltages of a PMSG can define as function of the modulation indexes of the converter
as follows:
vdq = mdqgvdc
where mdqg ∈ [−1, 1] represents the modulation index and subscript g refers to the V SCg; vdc is the
voltage in the dc–link.
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Figure A.1: A PMSG integrated to back–to–back converter
The configuration used presents the PMSG connected directly to a VSC, due to this, the PMSG
output voltages are represented as modulation indexes by the voltage in the dc–link (for more
details, see (Giraldo and Garces, 2014)).
The dynamic modeling of second VSC in the dq reference frame is given by
Li˙d = −Rid − Lωeiq + vdcmd2 − ed,
Li˙q = −Riq + Lωeid + vdcmq2 − eq,
Cv˙dc = is − idmd − iqmq,
(A.3)
where idq is current that flow through of the transformer and, L and R are their inductance and
resistance parameters, respectively. edq the ac voltage of the main grid; C is the dc–link capacitor
of the VSC and its voltage is vdc and is is the current delivered by the PMSG. ωe is the grid angular
electrical frequency, which is gotten employing a classical phase–locked loop (PLL) (Golestan et al.,
2017). mdq ∈ [−1, 1] represents the modulation index of a VSC connected to ac grid.
A.2 Controller Design for the SHP Plant
The controller design for the SHP plant is done separately. The control design for hydro–turbine
and PMSG (see (A.1) and (A.2)) are based on IDA–PBC described in section 2.5.1 since this system
is affine; While the control design for the VSC (see (A.3)) is based on PI–PBC shown in section
2.5.2 since this system is non–affine.
A.3 Controller Design for the Hydro–Turbine and PMSG
The aims of control are to regulate turbine/rotor speed and the electrical power delivered by PMSG
and its d–axis current. The control design is based on the IDA–PBC presented in Section 2.5.1.
To apply this method, it is necessary to choose the desired total stored H(x˜sh)d, the desired
interconnection matrix Jsh, and the desired damping matrix Rsh. We choose H(x˜sh)d as the
quadratic function:
H(x˜sh)d =
1
2
(xsh − x∗sh)TPsh(xsh − x∗sh),
where xsh = col(x1, ..., x5) = col(q1, yg, idg, iqg, ωm) and Psh = diag(TW1, Tyi, Lg, Lg,M).
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Now, we fix the desired matrices Rsh and Jdsh as having a relation between the control aims
and control variables, as follows:
Rsh =diag(rsh1, ..., rsh5),
Jsh =

0 0 0 0 0
0 0 0 0 0
0 0 0 Lgx5 0
0 0 −Lgx5 0 −f
0 0 0 f 0
 .
The control laws are found by applying (2.11), as follows
uy = x2∗ − rsh2(x2 − x∗2),
mdg = −rsh3(x3 − x
∗
3) +Rgx
∗
3 − Lgx5x∗4
vdc
,
mqg = −rsh4(x4 − x
∗
4) +Rgx
∗
4 + Lgx5x
∗
3 − ψx∗5
vdc
.
(A.4)
Now, it is necessary to define the reference values. Typically, the control variables for the PMSG
are rotor speed and d–axis current. x∗5 allows controlling the rotor speed, i.e., x∗5 = ωnomm and to
guarantee the maximum torque x∗3 = 0. To control the electrical power delivered by PMSG, we use
the following expression
x∗2 =
At(x
∗
1)
2 (x∗1 − qnl)
P ∗m
,
with,
P ∗m = P
∗
e + |idq|2Rg,
where P ∗e is the reference electrical power.
To apply the control laws of (A.4), it is necessary to compute the non–controlled variables that
can be found by defining the left annihilator of gi as
g⊥i =
[
1 0 0 0 0
0 0 0 1 0
]T
,
and using (2.10), the non–controlled variables are:
x∗4 =
Tm + rsh5(x5 − x∗5)
ψ
,
x∗1 =
rsh1x1 − 1
rsh1 − x1
(
kf1 +
1
x22
) .
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A.4 Controller Design for the VSC
The control aims for the VSC are to deliver all electrical power generated by the PMSG and regulate
the dc–link voltage to guarantee its operating adequate. Applying (2.19) the passive outputs of the
VSC are
y˜ =
[
x8x
∗
6 − x6x∗8
x8x
∗
7 − x7x∗8
]
,
where x6 = id, x7 = iq, and x8 = vdc.
Defining x8 and x7 as the control variables for the VSC. x
∗
8 is selected to control dc–link voltage
on the capacitor C, i.e., x∗8 = V nomdc . In case of x
∗
7 permits to control the reactive power delivered
(or absorbed) by VSC to the ac grid, which is calculated as
x∗8 =
eqP
∗
e − eqQ∗
e2d + e
2
q
,
where Q∗ is the reference reactive power and P ∗e is the active power delivered by PMSG.
The controller design is fulfilled when x∗6 is determined, which is computed similarly as shown
in section , as follows
x∗6 = is −Kpsh(x∗8 − x8)−Kish
∫
(x∗8 − x8)dt.
A.5 Test system, Simulation Scenarios and Results for the SHP
Plant
Fig. A.2 depicts the test system employed to assess the proposed controller. The test system was
conducted in Matlab/Simulink SimPowerSystems. This test system is a modification of proposed
in (Giraldo and Garces, 2014), which has a 13.2 kV distribution feeder with a 2–MW SHP and four
loads. Parameters of the system and SHP have listed in in Appendix B Table B.13.
We proposed two simulation scenarios in order to investigate the effectiveness of the proposed
control of the SHP, simulations were implemented using MATLAB/Simulink. For validation, the
proposed controller is compared with a conventional PI controller. It is important to mention that
when we refer to the PI controller for the SHP, it is divided as follows, the governor system is
controlled with the PID controller and PMSG and VSC are controlled with PI controllers.
Scenario 1: Active and reactive power control. It presents the ability of the PBC to control the
active and reactive output power of the SHP on the point of common coupling (PCC). Simulations
illustrated in Fig. A.3 show the active power delivered by the hydro–power plant on dc–link and
the rotor speed deviation.
Note in Fig. A.3(a) that response of both controllers present the intrinsic non–minimum phase
characteristic of hydro–power plant. However, the PBC has a better response than PI controller
with an average error about 5 %, while PI controller present an average error about 8.4 %. Rotor
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speed regulation the proposed controller continues presenting a better than PI controller since this
keeps an error about 1 · 10−4 (see Fig. A.3(b)).
Fig. A.4 shows the active and reactive power deliver on PCC by the SHP and dc-link voltage.
Comparing Fig. A.4(a) with Fig. A.3(a) observe that the active power behavior is maintained
Substation
MVAsc
R/X
1 2 3 4 5
P,Q P,Q P,Q P,Q
Small Hydro–power plant
PMSG VSC VSC
Transformer
Figure A.2: Simulated primary feeder with a small Hydro–power plant.
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Figure A.3: Dynamic response of PMSG for Scenario 1: (a) Active power generated by PMSG on
dc–link and (b) rotor speed deviation.
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Figure A.4: Dynamic response of the SHP on PCC for Scenario 1: (a) Active power delivered, (b)
Reactive power generated, and (c) voltage on capacitor.
where the PBC presents an average error about 6.4 %, while PI controller has an average error
about 9.2 %.
Observe in Fig. A.4(b) that both controllers follow the desired reference. However, the proposed
controller shows a better dynamical response than the PI controller with a standard deviation of
0.6 %, while the PI controller has a standard deviation of 0.9 %. For the voltage regulation, both
controllers present behavior similar.
Scenario 2: Transient behavior. This scenario analyzes the transient behavior of the SHP. We
www.utp.edu.co
Appendix A. Small Hydro–Power Plant 109
0 0.2 0.4 0.6 0.8 1
0.88
0.89
0.9
(a)
A
ct
iv
e
p
ow
er
[p
u
]
PI PBC ref
0 0.2 0.4 0.6 0.8 1
0
0.5
1
·10−4
(b)
Time [s]
R
o
to
r
sp
ee
d
d
es
v
ia
ti
o
n
[p
u
]
Figure A.5: Dynamic response of PMSG for Scenario 2: (a) Active power generated by PMSG on
dc–link and (b) rotor speed deviation.
assumed that the active power generates by the SHP is maintained constant at 0.9 pu. A three–phase
short–circuit to ground at Node–3 is considered in t = 0.4 s. Results are presented in Figs. A.5
and A.6. The active power generates for both controllers on the dc-link voltage decrease due to
the drop in the grid voltage at Node–3. However, both controllers returner initial values (see Fig.
A.5(a)). The rotor speed keeps its speed during the fault (see Fig. A.5(b)).
The active power delivered on PCC decreases to almost zero for both controllers. Next, the
fault finishes the active power provided by the PBC has a higher peak than the PI controller; But,
the proposed controller stabilizes the system in less time compared with the PI controller (see Fig.
A.6(a)). Note in Fig. A.6(b) and A.6(c) that both controllers show the same dynamic response for
the reactive power and dc-link voltage, respectively.
To quantify the performance of the proposed controller ITAE index is used. The settling time
for the active power delivered by PMSG tp is also considered. The ITAE index are computed for
the rotor speed deviation, the dc-link voltage, active power delivered by PMSG, and reactive power,
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Figure A.6: Dynamic response of the SHP on PCC for Scenario 2: (a) Active power delivered, (b)
Reactive power generated, and (c) voltage on capacitor.
as follows
ITAEW =
∫ tsim
0
t′ |ω − 1| dt′,
ITAEvdc =
∫ tsim
0
t′ |vdc − v∗dc| dt′,
ITAEP =
∫ tsim
0
t′ |Pe − P ∗e | dt′,
ITAEQ =
∫ tsim
0
t′ |Q−Q∗| dt′
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Table A.1: Performance Indexes
Controller ITAEW ITAEvdc ITAEP ITAEQ tp [s]
Scenario 1
PI 0.2038 0.6096 123.76 26.82 1.3
PBC 5−7 0.3512 105.36 10.14 1.25
Scenario 2
PI 0.0582 0.2644 16.37 4.754 0.14
PBC 4.5−8 0.0124 13.04 5.44 0.11
where tsim is the simulation time.
Table A.1 shows the performance indices for each case considered. Note that theses indices
validate the better performance for the proposed controller from less steady–state error and faster
stabilization in each case proposed.
A.6 Summary of the Appendix
A new approach for the control of a small hydro–power plant based on passivity theory was described
in this appendix, which consisted of a PMSG connected to a three–phase grid through a back–to–back
converter. The proposed controller is based on PBC which guarantees asymptotic stability by means
of Lyapunov’s theory. The controller was assessed and compared with the classical PI controller
considering state and transients behaviors in SHP. It was observed that the controllers based on
PBC showed better performance in all scenarios considered than PI controllers, which have been
confirmed by comparing with the integral of time–weighted absolute error and settling time.
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Parameters for Simulation Studies
This Appendix presents the parameters used in the simulations as well as the control parameters
B.1 12–Bus Test System Parameters
Here presents all data for the 12–bus system and its topology as shown in Fig. 5.1. Transmission
line lengths and impedances are given in Table B.1. Transformer data is provided in Table B.2.
Generator data is shown in Table B.3. In Figs. B.1 and B.2 IEEE–ST1A excitation systems and
IEEE–PSS1A schemes are illustrated, respectively. The parameters of them are given in Tables B.4
and B.5, respectively. Table B.6 describes the base case for the demand load of the test system.
Voltage and power bases are 230 kV and 100 MW, respectively.
The control design parameters for the PID governing system and their limits are shown in Table
B.7. Here, the parameters were computed as recommended by (IEEE working group report, 1992),
while static and transient droop were implemented as recommended by (Machowski et al., 2008).
Table B.8 presents the IDA–PBC parameters for HTGS.
Tables B.9 and B.10 show the parameter for the PV plant and the SMES system, respectively.
Table B.11 shows the PI–PBC parameters for the PV plant and the SMES system. Additionally,
Table B.1: Transmission Line Data for 12–Bus System.
Line Length [km] R [pu] L [pu] B [pu]
1–2 100 0.01131 0.08998 0.18377
1–6 300 0.03394 0.26995 0.55130
2–5 400 0.0453 0.3599 0.7351
3–4 100 0.0057 0.0450 0.3675
4–5 150 0.0170 0.1350 0.2757
4–6 300 0.03394 0.26995 0.55130
7–8 600 0.0159 0.1721 3.2853
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Table B.2: Transformer Data for 12–Bus System.
From–tp Bus Type MVA Capacity Impedance [%] Vector Group
1–7 Autotransformer 500 5 YNyN
1–9 Step–up 800 4 YNd11
2–10 Step–up 700 4 YNd11
3–8 Autotransformer 500 5 YNyN
3–11 Step–up 400 5 YNd11
6–12 Step–up 500 5 YNd11
Table B.3: Generator Data for 12–Bus System.
Description Parameter G # 1 G # 2 G # 3 G # 4
Power nominal Snom (MVA) 750 640 384 474
Type operation – Slack PV PV PV
Voltage nominal Vt (kV) 15.5 15 18 13.8
Base angular frequency (r/s) ωB 2pi60 2pi60 2pi60 2pi60
Inertia constant (s) M 4.768 2.932 4.3368 3.1772
d–axis synchronous reactance xd 1.220 1.537 1.651 0.920
d–axis transient reactance x′d 0.174 0.299 0.232 0.300
d–axis subtransient reactance x′′d 0.134 0.216 0.171 0.220
q–axis synchronous reactance xq 1.160 1.520 1.590 0.510
q–axis transient reactance x′q 0.250 0.976 0.380 0.510
q–axis subtransient reactance x′′q 0.134 0.216 0.171 0.290
Leakage reactance xl 0.078 0.133 0.101 0.130
d–axis open–circuit time constant (s) T ′do 8.970 4.300 5.900 5.200
d–axis open–circuit subtransient time constant (s) T ′′do 0.033 0.048 0.033 0.029
q–axis open–circuit time constant (s) T ′qo 0.500 1.500 0.535 0.034
q–axis open–circuit subtransient time constant (s) T ′′qo 0.070 0.218 0.078 0.034
Synchronous resistance rs 0.004 0.003 0.003 0.002
Generator terminal voltage vt∗ 1.0 1.01 1.01 1.01
All parameters are in per unit, except the indicated within parentheses.
Table B.12 shows the values parameters of proposed POD methodology. Here, Tr and TW have the
same values for POD, P–POD and Q–POD, which are 0.016 and 30, respectively. These parameters
are selected to produce a band–filter with a cut-on frequency of 0.00534 Hz and a cut-off frequency
of 9.895 Hz. These limits cover the bandwidth for the typical power system oscillation modes
(Machowski et al., 2008). The cut–off and cut–on frequency are defined when the frequency of a
signal is greater than -3 dB (Liu et al., 2015). In Fig. B.3 is illustrated the bode diagram of the
low- and washout filters.
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Figure B.1: IEEE–ST1A excitation system
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Figure B.2: IEEE–PSS1A single–input power system stabilizer
Table B.4: IEEE–ST1A Excitation System Data.
Description Parameter Value
Low–filter time constant (s) Tr 0.02
Regulator denominator (lag) time constant (s) TB 1
Regulator numerator (lead) time constant (s) TC 1
Regulator denominator (lag) time constant (s) TB1 0
Regulator numerator (lead) time constant (s) TC1 0
Maximum exciter output V maxR 6.43
Minimum exciter output V minR -6
Maximum regulator output V maxA 6.43
Minimum regulator output V minA -6
Maximum voltage error (regulator input) V maxI 99
Minimum voltage error (regulator input) V minI -99
Rate feedback gain KF 0
Rate feedback time constant (s) TF 1
Exciter output current limiter gain KLR 4.54
All parameters are in per unit, except the indicated within parentheses.
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Table B.5: IEEE–PSS1A Power System Stabilizer Data.
Description Parameter Value
PSS gain Ks 16.7
PSS Regulator numerator (lead) time constant (s) T1 0.15
PSS Regulator denominator (lag) time constant (s) T2 0.03
PSS Regulator numerator (lead) time constant (s) T3 0.15
PSS Regulator denominator (lag) time constant (s) T4 0.03
PSS washout time constant (s) T6 1.65
PSS transducer time constant (s) T6 0.015
Minimum PSS output V minpss -0.2
Maximum PSS output V maxpss 0.2
All parameters are in per unit, except the indicated within parentheses.
Table B.6: Bus Data for 12–Bus System Base Case Scenario.
Bus Voltage [kV] Bus Type Pload [pu] Qload [pu] Qshunt [pu]
1 230 PQ 3.00 1.86 –
2 230 PQ 2.50 1.21 –
3 230 PQ 3.00 1.15 –
4 230 PQ 1.00 1.86 2.00
5 230 PQ 1.50 0.48 0.04
6 230 PQ – 0.49 –
7 345 PQ – – -1.0
8 345 PQ – – –
B.2 13.2 kV Distribution Feeder Parameters
The parameters of 13.2 kV distribution feeder are shown in Table B.13.
B.3 Two–Terminal VSC–HVDC System Parameters
The parameters of the two–terminal VSC–HVDC system have listed in Table B.14, which are
presented in (Yang et al., 2018a). We considered that the ac networks are strong; therefore, their
inductive effects are ignored, i.e., xij = 0 ∀ ij (Yang et al., 2018a). Tables B.15 and B.16 show the
PI–PBC and PI parameters, respectively.
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Table B.7: Governing System Data.
Description Parameter Value
Proportional gain Kp 1.1072
Integral gain Ki 0.0831
Derivative gain Kd 2.2144
Permanent Droop ρ 0.005
Temporary Droop σ 0.45
Power–Speed Rs 0.005
Maximum Gate Limit – 1
Minimum Gate Limit – 0
Maximum Gate Opening Rate (pu/s) – 0.1
Minimum Gate Opening Rate (pu/s) – –0.1
All parameters are in per unit, except the indicated within parentheses.
Table B.8: The IDA–PBC parameters.
Parameter r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 k1
Value 10 5 5 15 80 100 4 4 1 1 40
Table B.9: PV plant Data.
Description Parameter Value
Nominal power Snom 1
Capacitance of dc–link voltage C 0.1
Transformer inductance Lt 0.15
Transformer resistance rt 0.015
Power Limits Smaxpv 1.1
Sbase = 50 MVA and Vbase = 230 kV
Table B.10: SMES system Data.
Description Parameter Value
Nominal power Snom 100 MW
Capacitance of dc–link voltage C 10 mF
Transformer inductance Lt 770.31 mH
Transformer resistance rt 1.452 mΩ
Coil inductance Lsc 10.8 H
Initial current of superconducting coil is 3800 A
Maximum current of superconducting coil is 4400 A
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Table B.11: PI–PBC Gains.
Description Parameter Value
PV plant
Proportional gain for y1pv KP1pv 5.0
Proportional gain for y2pv KP2pv 5.0
Proportional gain for P ∗pv KIP∗ 2.0
Integral gain for y1pv KI1pv 50
Integral gain for y2pv KI2pv 50
Integral gain for P ∗pv KIP∗ 20
SMES system
Proportional gain for y1sc KP1sc 10.0
Proportional gain for y2sc KP2sc 10.0
Proportional gain for y3sc KP3sc 5.0
Proportional gain for i∗sc Ki∗sc 2.0
Integral gain for y1sc KI1sc 30
Integral gain for y2sc KI2sc 30
Integral gain for y3sc KI3sc 50
Integral gain for i∗sc Ki∗sc 20
Sbase = 50 MVA and Vbase = 230 kV
Table B.12: POD parameters.
Description Parameter Value
POD gain Kf 20
P–POD gain KP 100
Q–POD gain KQ 20
Transformer resistance rt 0.015
Low-filter time constant (s) Tr 0.016
Washout filter time constant (s) TW 30
Sbase = 50 MVA and Vbase = 230 kV
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Figure B.3: Bode diagram of POD methodology.
Table B.13: Parameters of the 13.2 kV Distribution Feeder.
Parameter Value Unit Component
Nominal power 2 MVA
PMSG
Nominal voltage 690 V
Nominal rotational speed 2pi34 rad/s
Stator phase resistance 0.05 pu
Armature impedance 0.80 pu
Flux 1.50 pu
Starting time of water in tunnel 4 s
SHP
Factor of constant proportionality 1.65
Servomotor main time constant 0.3 s
Friction losses on penstock 1.7 · 10−4 pu
Nominal voltage 13.2 kV
Grid
Three–phase short circuit power 100 MW
X/R ratio 7
Frequency 60 Hz
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Table B.14: The VSC–HVDC System Data.
Description Parameter Value
Power–base Sbase 100 MVA
AC base voltage Vbase 100 kV
DC base voltage vdc 200 kV
AC system inductance (25 km) L 2.6 mHkm
AC system inductance (25 km) L 2.6 mHkm
AC system resistance (25 km) R 0.022 Ωkm
DC cable inductance (50 km) Ldc 2.2
mH
km
DC cable resistance (50 km) Rdc 0.016
Ω
km
Table B.15: Passivity–based PI gains.
Kp = diag(4.915, 4.328, 4.253, 2.495) · 10−12
Ki = diag(6.196, 1.705, 1.780, 6.750) · 10−12
Kpp = 1.162 · 103 Kip = 1.3458 · 104
Kpv = 895.44 Kiv = 1.9645 · 104
Table B.16: PI controller gains.
∆P1 ∆Q1 ∆vdc2 ∆P2 ∆Q2
Kp 29887.3 2990.59 1664.52 569.235 11491.08
Ki 158.26 636.04 24.7 1277.21 1595.35
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