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Abstract: The measurement of the transverse momentum of W bosons in hadron col-
lisions provides not only an important test of QCD calculations, but also is an important
input for the precision measurement of the W boson mass. While the measurement of the
Z boson transverse momentum is experimentally well under control, the available unfolding
techniques for the W boson final states lead generically to relatively large uncertainties. In
this paper, we present a new methodology to estimate the W boson transverse momentum
spectrum, significantly improving the systematic uncertainties of current approaches.
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1 Introduction
At leading order, the electroweak vector bosons are produced in hadron collisions with zero
momentum transverse to the beam line. A non-zero transverse momentum, pT , is generated
through the emission of partons in the initial state and therefore its measurement provides
an important test of quantum chromo dynamic (QCD) calculations. Different approaches
for the theoretical prediction of the pT spectra have been developed in recent years, using
fixed-order calculations, parton shower models or resummed calculations, aiming for an
accurate prediction of the low-pT and high-pT parts of the spectrum.
The W boson production in hadron collisions is usually studied in its leptonic decay
channels W± → l±ν (l = e, µ) due to the enormous di-jet background in the hadronic
decay channel. The fundamental challenge in the measurement of the transverse momentum
spectrum of the W boson, pT (W ), is the missing information due to the decay neutrino. In
contrast to the study of the Z boson transverse momentum, where both decay leptons can
be reconstructed and therefore the transverse momentum of the boson can be calculated,
this is not possible in the case of the W boson.
Even though the underlying dynamics of the vector boson production are similar, the
uncertainties on the pT (W ) and pT (Z) measurements differ and are uncorrelated to a large
extent. Even more importantly, the pT (W ) spectrum has a direct impact on the measure-
ment of the W boson mass at hadron colliders and hence should be tested experimentally.
The available measurements (e.g. [1]), provide only differential cross-sections for a few bins
up to a pT (W ) ≈ 50 GeV with a relative precision of 3− 5%, mainly limited by the unfold-
ing procedure. In this paper, we present a new methodology that allows the extraction of
a continuous spectrum with a significantly smaller associated methodology uncertainty.
The paper is structured as follows: A detailed explanation of the general methodology
is given in Section 2, which is based on a functional description of the pT (W ) spectrum. One
possible example for such a functional description is given in Section 3, where its limitations
are also discussed. A comparison of the traditional unfolding approach for the measurement
of the pT (W ) spectrum to the newly developed approach is presented in Section 4. The
paper ends with a short summary and a conclusion in Section 5.
2 Methodology
As discussed in the previous section, the pT (W ) cannot be directly measured by the mea-
surement of decay lepton kinematics. Therefore, the measurement of ~pT (W ) relies on the
so-called hadronic recoil, ~u. The hadronic recoil is defined per event as the vectorial sum
of all measured transverse energies in the calorimeters except for the contribution from the
decay leptons (Figure 1). It can be interpreted as the energy stemming from the initial
state radiation in the process pp → W + X, which gives rise to pT (W ). With an ideal
detector, the vectorial sum of the measured hadronic recoil and the transverse momentum
of the vector boson in the process must vanish, i.e. ~u + ~pT (W ) = 0. The fundamental
quantity for the measurement of pT (W ) is therefore the hadronic recoil. Experimentally,
~u is a complex quantity with a poor energy resolution since it is based on a large number
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Figure 1: Schematic illustration of a leptonic
W boson decay that is balanced by hadronic
recoil.
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Figure 2: Reconstructed hadronic recoil
based on a Delphes simulation of an LHC
detector and truth pT (W ) spectrum pre-
dicted by Pythia8 at
√
s = 8TeV with
〈µ〉 = 5 and 〈µ〉 = 40. Further details in
Section 4.1.
of low energetic calorimetric measurements and depends strongly on the number of pile-up
(PU) collisions 〈µ〉 1. A typical energy resolution of ~u for a W boson with a transverse
momentum of 40 GeV at an LHC detector is ∼ 20% for 〈µ〉 = 5 and can rise to ≈ 35% and
≈ 45% for 〈µ〉 = 20 and 〈µ〉 = 40, respectively.
The experimental challenge is to infer information about the true pT (W ) distribution
from the measured distribution of |~u|, as illustrated in Figure 2. This can usually be
achieved by applying unfolding techniques, such as a Bayesian unfolding approach [2]. This
technique is used to unfold the reconstructed distribution of |~u| to the true distribution
pT (W ) for selected events, taking into account bin-to-bin migration effects via a response
matrix describing the probabilistic mapping from pT (W ) to |~u|. This approach is typically
chosen by high energy physics experiments to unfold kinematic distributions, e.g. [3]. It is
important to note that the chosen binning of the response matrix is crucial for the stability
of the unfolded results. A basic quantity here is the stability p, which defines the probability
of an event to be reconstructed in the same bin as it was generated. Typically stability
values above 60% lead to stable results of the unfolding procedure. Given the limited energy
resolution of the hadronic recoil, rather large bin sizes have to be chosen for the unfolding
of a pT (W ) spectrum. Examples are discussed in more detail in Section 4.2.
Our ansatz for measuring the pT (W ) distribution is based on a forward folding ap-
proach using a functional parametrization of the distribution itself, which we denote as
fV (pT (V ), a1, a2, ..., an). A potential choice of fV is discussed in detail in Section 3. For
the following discussion it can be assumed that fV is flexible enough to describe any realistic
transverse momentum distribution of vector bosons V = W,Z in hadron collisions using
only up to three functional parameters ai and returns the probability for a given trans-
1The term pile-up denotes the number of hadron hadron interactions in the same bunch-crossing
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verse momentum to be produced. The goal of measuring the truth pT (W ) distribution is
now reduced to the determination of the functional parameters ai, using the measured |~u|
distribution. The starting point for the evaluation of the functional parameters is the pre-
dicted distribution of H(pMCT (W )) by a Monte Carlo Event generator, the corresponding
reconstructed hadronic recoil distribution after the full detector simulation H(uMC) and
the actual measured hadronic recoil distribution H(uData), where H denotes the represen-
tation in form of a normalized histogram. In a second step, the function fV is fitted to
H(pMCT (W )), resulting in initial parameters ai. For each variation of the parameters ai,
the histogram H(pMCT (W )) and therefore also H(u
MC) can be reweighted on an event-by-
event basis, such that H(pMCT (W )) corresponds to the new values of ai. This reweighting
procedure therefore transfers the possible variations of the underlying truth spectra to the
observable H(uMC). The difference between the predicted H(uMC) and the observed dis-
tribution H(uData) can be quantified by a simple χ2 definition, i.e.
χ2 =
∑
i
(Hi(u
MC)−Hi(uData))2
σi(uMC)2 + σi(uData)2
(2.1)
where Hi denotes the value of histogram bin i and σi is its corresponding uncertainty.
By using a multi-parameter minimization algorithm, such a Minuit [4], the parameters
ai can be fitted such that the χ2 value (as difference between prediction and observation)
is minimized. In this case we assume that the function fV , corresponding to the fitted
parameters ai, describes the true spectrum of the vector boson.
The advantage of this procedure lies in the fact, that the expected functional form of
the transverse momentum distribution reduces the measurement problem to the determi-
nation of a few functional parameters by taking into account a detailed observed kinematic
spectrum. This bypasses the restrictions due to bin purities as described in the traditional
strategy. Clearly, this methodology is limited to which extent the function form fV is flex-
ible enough to reassemble all possible realistic pT (W ) distributions. These limitations and
the actual functional form of fV are discussed in the next section.
3 Semi-empirical Description of the Vector Boson Transverse Momen-
tum Spectra
3.1 Functional Description
Modern event generators that have specialized in the prediction of the vector boson trans-
verse momentum in hadronic collisions, such as Resbos [5], [6], [7], rely on resummed
calculations at next-to-next-to-leading order (NNLO) and next-to-next-to-leading-log ap-
proximations (NNLL). The NNLO corrections dominate the high pT part of the vector
boson spectrum, while the resummed NNLL calculations aim for a good description of the
low pT part. These event generators typically provide a very accurate description of the
measured Z boson transverse momenta, once their model parameters have been fitted to
the available measurements. In principle, these event generators could serve as basis for a
functional description fV , as discussed in Section 2. However, this would imply regenerat-
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ing an enormous number of events for each fitting step, which leads to computational times
that are currently not yet reachable.
Therefore, we propose a semi-empirical parametrization that relies on a number of
simple arguments, first introduced in [8]. Consider a vector boson production at high
energy, and at given mass and rapidity, so that the parton momentum fractions at the hard
vertex are small and fixed. In the low transverse momentum region, the repeated gluon
emission in the initial state generates a Gaussian transverse momentum distribution. Along
the x and y axes, this random walk leads to a distribution proportional to
f(px,y;σ) dpx,y ∼ e−
p2x,y
2σ2 dpx,y.
The σ parameter represents the spread of the px,y distribution after all emissions and,
in a naive picture, could be seen as representing the average number of emitted gluons times
their average transverse momentum: σ ∼ √Ng × pT,g. Moving to polar coordinates, the
distribution becomes:
f(px;σ) f(py;σ) dpx dpy ∼ e−
p2x
2σ2 e−
p2y
2σ2 dpx dpy =
= e−
p2T
2σ2 pT dpT dφ ≡ g1(pT ;σ) dpT
after a trivial azimuthal integral. At higher pT , the shape is dominated by a power law
behavior representing the parton density functions (PDFs) and the perturbative matrix
element:
g2(pT ; a) ∼ 1/pαT .
The transition between the two descriptions is controlled by a parameter n, defined such
that pmatchT = n×σ and satisfies smoothness conditions (the function and its derivative are
continuous). The complete parametrization is, ignoring an overall normalization factor:
g(pT ;σ, α, n) =
pT · e
− p
2
T
2σ2 pT ≤ n · σ
pT · (
α
n
)α e−n
2/2
(α
n
−n+ pT
σ
)α
, pT > n · σ
(3.1)
where the parameters α, n, and σ are all positive definite.
3.2 Accuracy Tests and Improvements
We have chosen to study a large variety of predicted pT (V =W/Z) spectra using different
Monte Carlo event generators with different settings in order to test the accuracy of the
proposed functional form. An overview of the samples is given in Table 1. These predicted
spectra of pT (V =W/Z) are based on different theoretical approximations and assumptions,
vastly varied constants and scales. While the Pythia8 [9] predictions are based on a
leading-order (LO) and parton shower (PS) calculation, Powheg [10], [11] provides a next-
to-leading order prediction and Resbos uses resummed calculations. A different parton
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shower model is provided by the Sherpa [12] prediction. The predicted normalized pT (W )
spectrum in 8 TeV proton-proton collisions is shown in Figure 3, where also the relative
difference to all other predictions is visualized. The predictions vary by up to 40% in the
very low pT region and up to 30% for transverse momentum values above 30 GeV.
We assume in the following that the precision to which the functional description is
able to describe these MC predictions is the same as for the true pT (V ) distribution or in
other words, that the true pT (V ) spectrum is within the band shown in Figure 3. Hence
we define the accuracy of a given function f , as the maximal deviation of the function from
any of the MC predictions hi at a given transverse momentum value, i.e. max(|f(pT (V ))−
hi(pT (V ))|), where i is the index of the given MC prediction. Hence the accuracy of a
given functional form can be interpreted as the envelope of the differences to all available
predictions. This is shown in Figure 4 for Equation 3.1, where we fit the measured pT (Z)
distribution, provided by the ATLAS Experiment [3] at
√
s = 7TeV, and illustrate the
accuracy envelope based on the MC samples of Table 1 in the ratio plot. Two things can
be noted: First of all, the measured pT (Z) spectrum is far within the accuracy band of
the functional description. This is not surprising, as the variety of MC predictions is very
large, leading to a conservative estimate of the achievable accuracy. Secondly, even though
the functional form given by Equation 3.1 describes the basic features of the vector boson
momentum distribution correctly, it has problems describing the rising edge and the peak
region.
MC Event Generator Process
√
s [TeV] Settings PDF-Set Events
Pythia8 pp→W → µν 8 / 13 Nominal CT10 107
pp→ Z → µν 8 [13] 107
Pythia8 pp→W → µν 8 / 13 Nominal MSTW 107
pp→ Z → µν 8 [14] 107
Pythia8 pp→W → µν 8 αs = 0.9 · αnoms CT10 107
Pythia8 pp→W → µν 8 αs = 1.1 · αnoms CT10 107
Pythia8 pp→W → µν 8 µF = 2 · µnomF CT10 107
µR = 2 · µnomR 107
Pythia8 pp→W → µν 8 µF = 0.5 · µnomF CT10 107
µR = 0.5 · µnomR 107
Sherpa pp→ Z → µµ 8 Nominal CT10 107
PowHeg+Pythia pp→ Z → µµ 8 Nominal CT10 107
(AU2-Tune) 107
PowHeg+Pythia pp→ Z → µµ 8 Nominal CT10 107
(AZ-Tune) 107
ResBos pp→W → µν 7 Nominal CT10 107
pp→ Z → µν 8 107
Table 1: Overview of 13 different MC predictions that are used to test the performance of
the pT (V ) measurement methodologies.
Therefore, we modified function 3.1 by adding two further parameters:
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g(pT ;σ, α, n) =
(pT + (pT )
ρ) · e−
p2T
2σ2 pT ≤ n · σ
(pT + (pT )
ρ) · (
α
n
)α e−n
2/2
(α
n
−n+ pT
σ
)α
+ τ · (pT − σ · n), pT > n · σ
(3.2)
where the new parameter ρ modifies the rising behavior via a power law, while the pa-
rameter τ modifies the falling part of the spectrum via an additional linear function. The
corresponding accuracy envelope of this function with respect to the MC samples in Table 1
does not exceed a 2% deviation anywhere between 2 and 35 GeV of the vector boson trans-
verse momentum. Fitting five parameters indirectly via a hadronic recoil spectrum leads to
significant challenges during the minimization procedure2. However, it turned out that the
two new parameters ρ and τ are not independent from the first three parameters. In fact,
the first additional parameter can be fixed to ρ ≈ 0.84, while τ can be approximated by
τ ≈ (0.6 ·α2−2.3 ·α−1.1)/1000, leading to a function with three free parameters. It should
be noted, that the empirical fixation of ρ and τ does not invalidate the usage of the function
3.2 for the fitting procedure. The resulting accuracy band of Equation 3.2 including the
parameter fixation for all MC predictions is shown in Figure 6, again also indicating the
measured pT (Z) spectrum. The uncertainty band does not exceed a 3% deviation starting
with pT larger than 5 GeV up to 40GeV. Again, the measured spectrum lies within the
predicted accuracy band. The dominating limitations on the accuracy are due to the αs
variations of the Pythia8 sample. We will use the parametrization of Equation 3.2 with
fixed parameters ρ and τ for all following studies.
4 Comparison of Functional Forward Folding and Unfolding Techniques
In this section, we will describe the actual determination of the pT (W ) spectrum based on
the measured hadronic recoil distribution H(uData). We compare the traditional (Bayesian)
unfolding approach with the forward functional folding technique. The event and detector
simulation, used in our analyses, is briefly described in Section 4.1, the results from the un-
folding approaches are discussed in Section 4.2, while the performance of the new approach
is presented in Section 4.3. Finally, we compare the results of both methods in Section 4.4.
4.1 Event and Detector Simulation
The baseline MC sample was chosen to be pp → W → µν simulated using the baseline
Pythia8 with nominal settings. This sample was used as input to the Delphes framework
[15], using the ATLAS like detector settings to simulate a full detector response. In total
107 detector simulated events were generated, using pile-up conditions of 〈µ〉 = 5 and 40,
where 〈µ〉 indicates the average number of interactions per bunch crossing, i.e. pile-up (PU)
collisions. These samples are referred to as simulated MC samples in the following. The
truth transverse momentum of the W boson and the expected measured hadronic recoil
2Further constraints could be given by hadronic recoil distributions in different rapidity bins of the
charged decay lepton. The lepton pT spectrum also contains information about pT (W ), but is correlated
to mW .
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distribution by Delphes for all events was already shown in Figure 1. As mentioned in
Section 2, the sensitivity of the measured hadronic recoil u on pT (W ) significantly reduces
for high pile-up environments.
Since we want to study the pure impact of unfolding, we can assume a perfect un-
derstanding of our detector. Hence the simulated MC samples can be used to produce
pseudo-data of measured hadronic recoil distributions for a variety of MC predictions. For
this, we reweight the MC truth pT (W ) distribution of the nominal Pythia8 sample to each
of the other MC predictions in Table 1. This then also yields a reweighted distribution of
the simulated measured hadronic recoil distribution, which is then used as pseudo-data. In
order to test the performance of the unfolding techniques, we take this pseudo-data for a
given MC generator as input, use the simulated MC samples for the detector description
and test, if the original vector boson pT distribution of the given MC generator can be
recovered.
4.2 Expected Performance of an Unfolding Approach
The most common unfolding technique used in high energy physics analyses, is the Bayesian
unfolding approach [2]. Hence it was chosen to test the performance of this approach for the
measurement of the pT (W ) spectrum based on the measured hadronic recoil distribution.
Two key parameters, namely the purity and stability, determine the quality of the unfolding.
The purity defines the probability that an observable, was generated at truth level in the
same bin as it was finally reconstructed, i.e. in our case that the measured value of u is
in the same bin as the generated pT (W ) value normalized by the number of reconstructed
events in the given bin. The stability is similarly defined, but normalized by the number of
truth events in the given bin. Usually it is assumed that the Bayesian unfolding technique
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leads to sufficiently stable results, when a purity and stability above 60% is achieved.
Clearly, both the purity and stability depend largely on the reconstruction resolution
of the given observable and hence also on the chosen binning. Larger bin sizes will lead to
higher purities, but lose information on the functional shape of the underlying observable.
In order to allow for a fair comparison, we have chosen an 8 GeV binning3 for the Bayesian
response matrix as it still contains limited knowledge on the basic functional shape of the
pT (W ) spectrum, even though the highly important peak region is covered by one bin. The
response matrix was then filled by the simulated samples with 〈µ〉 = 5 and 〈µ〉 = 40. The
corresponding stability values are shown in Figure 7.
In a second step, the different pseudo distributions corresponding to the various MC
predictions of Table 1 have been used as input and the unfolding was performed with three
iterations4. Each unfolded distribution was compared to the corresponding truth pT (V )
spectrum. Similarly to the accuracy tests of the function description in Section 3.2, we
defined an overall uncertainty band as the maximal observed deviation between the truth
and unfolded distribution of all pseudo-data samples in each bin. In addition, we also used
again the published pT (Z) distribution to reweight the simulated MC samples, leading to
data-like hadronic recoil distributions. This was used as input for the Bayesian unfolding.
The resulting unfolded distribution is then compared to the original published distribution
for the two different 〈µ〉 values in Figure 8. Also shown is the uncertainties band, which
is based on all available pseudo-data distributions. As expected, we see significantly better
results for low µ values and larger binnings. However, the expected uncertainty is still in
3Smaller binnings, e.g. by 1 GeV, led to extremely large uncertainties in the subsequent unfolding and
hence have not been considered further.
4No significant differences have been observed when using five iterations during the Bayesian unfolding
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the order of 5% for the 8 GeV binning and 〈µ〉 = 5 and rises to more than 10% for 〈µ〉 = 40.
4.3 Expected Performance of the Functional Forward Folding Approach
The performance of the functional fitting approach is tested analogously to the Bayesian
unfolding as described in the previous section. For each pseudo-data hadronic recoil distri-
bution, we apply the methodology that was introduced in Section 2. Equation 3.2 with fixed
parameters ρ and τ is used as a functional description of the transverse momentum distri-
bution. Initial parameter values for the Minuit-based χ2 minimization are determined by
a grid-scan over roughly 30 different starting values for each parameter5. The parameter
set giving the lowest χ2 value is taken as the starting set for theMinuit routine, if it is not
5The Simplex minimization method was used, implemented in the Root package.
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Figure 9: Comparison of the measured pT (Z) distribution and the corresponding unfolded
distribution using the measured hadronic recoil at 〈µ〉 = 5 and 〈µ〉 = 20 using the functional
fit approach. The ratio plots also includes the systematic uncertainty band due to the
unfolding procedure. See text for further details.
at the boundaries of the allowed parameter ranges 6. In the latter case, the fit is started
with default values.
We determine the best matching parameter set for each pseudo-data set and compare
the corresponding functional description to the original truth distribution. The uncertainty
band of this method is then defined analogously to the Bayesian evaluation, i.e. we define
the maximal deviation of the fitted functional description to the original truth distribution
of all pseudo-datasets and each bin. As a reference example, we show the result when
taking the measured pT (Z) distribution as input to define the pseudo-dataset. The results,
including the uncertainty bands, are shown for two different pile-up settings in Figure 9. The
maximal deviation can be seen for small pT (V = W,Z) . 3GeV. The average uncertainty
based on all pseudo-datasets is 2− 4% and 5− 8% for 〈µ〉 = 5 and 〈µ〉 = 40, respectively.
As expected, the achievable precision is also reduced for higher pile-up scenarios when using
the functional fitting approach, since the available information on pT (W ) is more diluted.
Studies for a pile-up scenario of 〈µ〉 = 20 have been also performed, which resulted in a
very similar precision as we observed for 〈µ〉 = 40.
In order to verify the fitting approach and study the origin of the observed deviations,
we modified each pseudo-data pT (V = W,Z) distribution such that it can be perfectly
described by Equation 3.2 with fixed parameters ρ and τ . In this scenario, we expect that
the fitting approach should find the correct χ2 minimum. The results are shown in Figure 10,
where this assumption is confirmed. Hence the ability of a chosen functional form to describe
the potential truth distribution is the limiting factor of the forward folding procedure. The
methodology bias introduced by using the chosen parameterized form of pT (W ) is similar
to the functional bias of PDF fits, since here also a certain shape is assumed, which might
6As a cross-check, we also performed a minimization with default starting parameters. For the vast
majority of the cases, the pre-scanned values lead to better results.
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Figure 10: Comparison of the measured
pT (Z) distribution, which was modified to
be perfectly described by Equation 3.2 with
fixed parameters ρ and τ and the correspond-
ing unfolded distribution using the measured
hadronic recoil at 〈µ〉 = 5 using the func-
tional fit approach. The ratio plot also in-
cludes the systematic uncertainty band due to
the nominal unfolding procedure (blue) and
the uncertainty band, if the fitting function
were to perfectly describe the truth distribu-
tion (gray).
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Figure 11: Comparison of the measured
pT (Z) distribution and the corresponding
unfolded distribution using the measured
hadronic recoil at 〈µ〉 = 5 with a system-
atic difference in the assumed hadronic re-
coil resolution of 5% using the functional fit
approach. The ratio plot also includes the
systematic uncertainty band due to the nom-
inal unfolding procedure (blue) and the un-
certainty band including the additional un-
certainty on the hadronic recoil resolution
(gray).
differ from reality. It should be noted, that the systematic uncertainties of this technique
can be also tested directly on data, by comparing the unfolded pT (Z) spectrum in Z boson
events based on the full kinematics of decay leptons and the resulting functional form based
on the hadronic recoil information.
Experimental systematic uncertainties, such as the knowledge of the resolution of the
hadronic recoil measurement, will also impact the final result. In order to give a estimate
of these effects, we have changed the hadronic recoil resolution relatively by ≈ 5% during
the forward folding procedure, which mimics a difference between the assumed and the
real detector description. The comparison of the unfolded ATLAS data set compared with
the expected distribution using the stated difference in the hadronic recoil resolution is
shown in Figure 11. The ratio also indicates the systematic uncertainty band due to the
nominal unfolding procedure and the uncertainty band including the additional uncertainty
on the hadronic recoil resolution. While the expected uncertainties do not change for
pT (W ) > 15GeV, we see an increase to 5% in the region of 8 to 15 GeV, as well as a modest
increase in uncertainty for the very low pT region.
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Figure 12: Comparison of the expected methodology uncertainties for the Bayesian un-
folding technique and the functional fitting approach for two different pile-up scenarios.
4.4 Comparison of Results
The Bayesian unfolding is limited by the large bin-to-bin migration effects for the hadronic
recoil observable, making a relatively large binning necessary to ensure stable unfolded
results7. The limitations of the functional fitting approach are due to the accuracy of
the function description of the true boson pT distribution. A direct comparison of the
expected systematic uncertainties due to the methodology is shown in Figure 12 for two
pile-up scenarios. The maximal uncertainty of the functional forward fitting approach is
significantly smaller over nearly the full range than the expected uncertainties in a Bayesian
unfolding approach. Even more importantly, the functional fitting approach provides an
unbinned description of the truth spectrum within the limitations of the fitting function.
However, several aspects have to be considered. The presented methodology uncer-
tainty of the functional fitting approach cannot be interpreted in a Gaussian way, but
rather similarly to a range-fit approach. Hence the truth distribution is expected to lie
within the stated uncertainty band, which was already conservatively chosen, but no like-
lihood can be given. Moreover, no detector uncertainties have been considered, since they
are expected to play a similar role for both approaches.
5 Summary and Conclusion
In this paper we have presented a novel technique to infer the low pT (W ) spectrum in
hadronic collisions to high precision. The approach is based on a functional description of
the pT (W ) spectrum with only a few independent parameters. These parameters are varied
such that the measured hadronic spectrum in data and MC prediction coincide within the
associated uncertainties.
7Further experimental uncertainties in the response matrix are not considered here, as they would impact
the forward folding technique in a similar manner.
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It should be noted that this semi-empirical function description of pT (W ) should be
mainly seen as an illustrative example of the forward folding procedure. In future years,
the functional description could be in principle directly taken from a theoretical prediction
based on NNLO and NNLL calculations, which depends only on a small set of model
parameters such as the strong coupling constant αs and a resummation parameter g. The
advantage of directly using physical parameters during the forward folding lies in the well
defined resulting systematic uncertainties of these parameters. However, it is currently
not yet possible to evaluate such a functional description following from QCD calculations,
in a reasonable time, as a large number of generated events is required for each step in
the fitting procedure. Therefore, we have presented a semi-empirical function with three
independent parameters that describes a large variety of possible pT (W ) spectra to high
precision. With this function, the measured pT (W ) spectrum is expected not to exceed a
systematic uncertainty of typically 5% up to transverse momenta of 40 GeV.
We observe a strong dependence on 〈µ〉 of the expected precision for both Bayesian un-
folding and the functional forward folding approach. Both approaches degrade significantly
in precision when going from 〈µ〉 = 5 to 〈µ〉 = 20, but degrade only mildly when increasing
the pile-up to 〈µ〉 = 40. This behavior is expected, as the additional pile-up contribution
should scale as
√〈µ〉.
While the tuning of model parameters of approximated QCD calculations will also
be performed in future on the high precision pT (Z) data, the novel approach presented
here allows a testing of these predictions using W boson data directly even in high pile-up
environments. This would also allow one to estimate the uncertainty of the modeling of
pT (W ) on the W boson mass measurement in a rigorous way.
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