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Abstract. This paper introduces the use of an ant colony optimization
(ACO) algorithm, called Ant System, as a search method in two well-
known feature subset selection methods based on correlation or consis-
tency measures such as CFS (Correlation-based Feature Selection) and
CNS (Consistency-based Feature Selection). ACO guides the search using
a heuristic evaluator. Empirical results on twelve real-world classification
problems are reported. Statistical tests have revealed that InfoGain is a
very suitable heuristic for CFS or CNS feature subset selection methods
with ACO acting as search method. The use of InfoGain is shown to be
the significantly better heuristic over a range of classifiers. The results
achieved by means of ACO-based feature subset selection with the suit-
able heuristic evaluator are better for most of the problems comparing
with those obtained with CFS or CNS combined with Best First search.
Keywords: Feature selection, classification, ant colony optimization,
heuristic evaluator, filter, feature subset selection.
1 Introduction
Ant colony optimization (ACO) meta-heuristic [6] was proposed by Dorigo et al. 
and is inspired in the behaviour of real ant colonies. Depending on the amount 
of pheromone deposited by the ant in their walk there would be some points that 
are more likely to be visited by the next ants [4]. The (artiﬁcial) ants in ACO 
deﬁne a randomized construction heuristic which makes probabilistic decisions 
depending on the strength of artiﬁcial pheromone trails and available heuristic 
information. As such, ACO can be interpreted as an extension of traditional 
construction heuristics, which are readily available for many combinatorial op-
timization problems. Yet, an important diﬀerence with construction heuristics 
is the adaptation of the pheromone trails during algorithm execution to take 
into account the cumulated search experience. As construction algorithms work 
on partial solutions trying to extend these in the best possible way to complete 
problem solutions.
In essence, feature selection (FS) is a NP-hard combinatorial optimization
problem. Often, FS is tackled with classical search methods for avoiding the
prohibitive exhaustive search. Instead of looking for the optimal solution, ob-
taining a good solution in a reasonable time might be preferable for certain
problems. On one hand, the typical NP-hard Travelling Salesman Problem has
been treated successfully with ACO. On the other hand, ACO was applied for
feature selection in [9] in the context of rough set reducts with very promising
results. Here, we apply ACO as a stochastic procedure for quickly ﬁnding high
quality solutions, in the scope of ordinary or crisp sets for FS in classiﬁcation
tasks. In this context, feature subset selection (FSS) problem is formulated using
a graph with the purpose of getting a subset of attributes that is relevant for
the problem at hand. FSS needs a search method, that usually is any kind of
artiﬁcial intelligence heuristic technique. The current proposal shifts the search
from an heuristic non-stochastic perspective to a stochastic angle.
This paper goals to address the suitability of using the ant colony optimization
meta-heuristic as a search method built-in in the CFS and CNS feature subset
selectors for classiﬁcation problems.
The rest of this article is organized as follows: Sect. 2 describes some concepts
about ACO meta-heuristic and feature selection; Sect. 3 presents our proposal;
Sect. 4 details the experimentation; then Sect. 5 shows and analyzes statistically
the results obtained; ﬁnally, Sect. 6 states the concluding remarks.
2 Background
2.1 Ant Colony Optimization Meta-Heuristic
Artiﬁcial ants used in ACO are stochastic solution construction procedures that
probabilistically build a solution by iteratively adding solution components to
partial solutions by taking into account a) heuristic information about the prob-
lem instance being solved, if available, and b) (artiﬁcial) pheromone trails which
change dynamically at runtime to reﬂect the agents’ acquired search experience.
The problem representation is a graph where the nodes represent the diﬀerent
points that the ants can visit and the edges are the link between points. Links
are unidirectional and there are no cycles, so it is not possible to go back to a
point previously visited. At the beginning of the algorithm every ant is located
in a point and will construct a solution taking several decisions until the stop
condition is met. At the end each ant has found a candidate solution to the
problem at hand.
The main steps of the algorithm are the following:
1. Initialisation. The algorithm starts and all the pheromone variables are ini-
tialized to a value τ0 which is a key parameter.
2. Construct Ant Solutions. This action starts the algorithm loop and is re-
lated with sending ants around the construction graph. An ant in the node
i chooses the j one according to a probabilistic decision rule, which is a
function of the pheromone τ and the heuristic η. A set of na ants constructs
solutions to the concrete problem being tackled.
3. Update Pheromones. The purpose of this part is to change the values of the
pheromones, by both depositing and evaporating.
Among the several variants of ACO, hereinafter we focus on Ant System (AS)
that was introduced in 1991 by Dorigo and published a few years later by Dorigo
et al. [5].
2.2 Feature Selection
Feature selection methods try to pick a subset of features that are relevant to
the target concept [2]. According to Langley [10], the diﬀerent approaches for
feature selection can be divided into two broad categories (i.e., ﬁlter and wrap-
per) based on their dependence on the inductive algorithm that will ﬁnally use
the selected subset. Filter methods are independent of the inductive algorithm,
whereas wrapper methods use the inductive algorithm as the evaluation function.
FS involves two stages: a) to obtain a list of attributes according to an at-
tribute evaluator and b) to perform a search on the initial list. All candidate lists
would be assessed using a measure evaluation and the best one will be returned.
Two of the most widespread feature subset selectors are Correlation-based
Feature Selection (CFS) [8] and Consistency-based feature selection (CNS) [3]
that work in combination with a search method such as Greedy Search, Best
First (BF) or Exhaustive Search. Generally speaking, BF is a powerful search
method [7] which is the reason to be used very frequently by the machine learn-
ing community nowadays. We have chosen CFS and CNS as representative FSS
methods, because they are based on diﬀerent kind of measures, have few pa-
rameters and have provided a good performance inside the supervised machine
learning area. Often, BF search is the preferable option by the researchers for
both FSS algorithms. CFS is probably the most used FSS in data mining. CNS
is also powerful, however the amount of published works is more reduced.
3 Proposal
Firstly, the graph meaning may be reformulated in order to deal with a feature
selection problem by means of ACO meta-heuristic. Here, the nodes represent
features and edges the link between nodes and the possibility to add another
feature to the current solution. The search for a candidate solution is a walk
through the graph. Once an ant visits an edge it contains a weight indicating
the strength of this solution component.
In the current work, ACO, implemented following the AS model, is considered
as search strategy in the context of CFS and CNS methods after the attribute
evaluation phase. ACO guides the search by means of a heuristic evaluator.
As heuristic evaluators, on one hand we have considered for CFS and CNS
approaches the own attribute evaluator, obtaining the pure versions for CFS-AS
and CNS-AS. On the other hand, we have tried Information Gain (InfoGain
as abbreviation) [1] as evaluator resulting an hybrid approach. Moreover, CFS,
CNS and InfoGain compute diﬀerent kinds of measure to evaluate the relevance,
such as correlation, consistency and information, respectively.
The probabilistic transition rule is deﬁned in the same way as in [9] and is
the most widely used in AS [5]:
pij =
ταij · [ηij ]β
∑
il∈N (x) τ
α
il · [ηil]β
, ∀ij ∈ N (x). (1)
where pij represents the probability that current ant at feature i would travel
to feature j, τij is the amount of pheromone on the ij edge, ηij is the heuristic
desirability of the ij transition and N (x) the set of current feasible components.
Lastly, α and β are parameters that may take real positive values –according
to the recommendations on parameter setting in [5]– and are associated with
heuristic information and pheromone trails, respectively.
All ants update pheromone level with an increase of small quantities, depend-
ing directly on the heuristic desirability of the ij transition given by the measure
(merit) of the subset attribute evaluator used as heuristic evaluator and inversely
proportional to the subset size.
4 Experimentation
Table 1 depicts the feature subset selection methods applied in the experimental
process. We have grouped them according to the attribute evaluator and search
method.
Table 2 summarizes the main parameters along with their symbols and nu-
merical or conceptual values for all the feature subset selection methods used
for the experiments. On one hand, in relation to ACO-based feature subset se-
lection, the na and gen parameters have been set to ﬁx values to our choice. For
τ0 parameter, in [5] there is a suggestion to assign a small positive constant and
hence we have deﬁned a value of 0.5. The trade-oﬀ between α and β parameters
may inﬂuence in the behaviour of the algorithm thus for their determination a
preliminary experimental design by means of a ﬁve-fold cross validation on the
training set has been carried out with a couple of values for each one parameter
(1 and 2). On the other hand, for BF-based search method in the context of CFS
and CNS, we have followed the recommendations of the authors ([8] and [3] for
the number of expanded nodes; the search direction has been ﬁx according to
our previous experiences).
Table 3 represents the data sets employed throughout the experimentation.
They come mostly from binary and multi-class classiﬁcation real-world prob-
lems (Cl. column speciﬁes the number of classes) taken from the public UCI
repository. The number of instances ranges from more than one hundred to ap-
proximately fourteen thousands, thus problems with a medium size, and the
dimensionality varies between nineteen and one hundred and twenty nine. Also,
we have included the number of selected features for every feature subset selec-
tor obtained in the training set. Last row shows the dimensionality reduction
(higher is better) in mean over the original data sets for each ﬁlter.
Table 1. List of feature subset selectors for the experimentation
Attribute evaluator Search method Heuristic evaluator Abb. Name
CFS AntSearch CFS CFS −AS h1
InfoGain CFS −AS h2
BestF irst − CFS −BF
CNS AntSearch CNS CNS −AS h1
InfoGain CNS −AS h2
BestF irst − CNS −BF
Table 2. Parameter values for ACO-based feature subset selection approaches (CFS-
AS and CNS-AS) and BestFirst-based ones (CFS-BF and CNS-BF)
Search method Parameter Symbol Value
Ant search Number of ants na 10
Number of generations gen 10
Pheromone trail influence α 1
Heuristic informacion value β 2
Pheromone initial value τ0 0.5
Best F irst Consecutive expanded nodes without improving 5
Search direction Forward
Table 3. Summary of the data sets used and selected features for each feature subset
selector
Data set Size T rain Test Feat. Cl. Selected features
CFS CNS
AS BF AS BF
h1 h2 h1 h2
batch(gas) 13910 10432 3478 129 6 7 13 20 7 10 6
cardiotoc. 2126 1595 531 22 10 12 12 12 15 15 13
hepatitis 155 117 38 19 2 10 9 10 15 11 11
ionosphere 351 263 88 33 2 9 10 11 9 9 9
libras 360 270 90 90 15 8 34 23 47 55 20
lymph. 148 111 37 38 4 11 8 12 19 13 10
promoter 106 80 26 58 2 10 10 10 15 8 8
satimage 6435 4435 2000 36 6 20 21 23 13 13 12
sonar 208 104 104 60 2 4 7 8 14 9 9
soybean 683 511 172 82 19 22 22 25 39 58 16
SPECTF 267 80 187 44 2 10 8 12 12 10 8
waveform 5000 3750 1250 40 3 12 14 14 14 13 12
Averages 2479.08 1812.33 666.75 54.25 6.08 11.25 14.00 15.00 18.25 18.67 11.17
Dim. reduction 79.26 74.19 72.35 66.36 65.59 79.42
The experimental design follows a stratiﬁed hold-out cross validation with
three and one quarters for the training and test sets, respectively. Sometimes,
these proportions do not match since the original data are prearranged. For the
statistical analysis between two feature subset selection methods we have carried
a Wilcoxon signed-ranks test with the test accuracy results obtained.
5 Results
Tables 4 and 5 report the accuracy test results for the FSS based on ACO with
CFS and CNS -that is, CFS-AS and CNS-AS, respectively- with two diﬀerent
heuristic evaluators, their diﬀerence (Diff.) and its ranking (R.). Ten executions
with diﬀerent seeds were run and the most frequent solution was considered for
the assessment. We have carried out experiments with three kind of determinis-
tic classiﬁers such: a) C4.5, based on decision trees, b) SVM, founded in support
vectors, and c) PART, a rule-based approach. The reason for the choice of these
classiﬁers is motivated by the fact that their overall performance is good in the
feature selection scope [11]. The best results, excluding ties, for each pair (clas-
siﬁer, FSS method) have been highlighted with boldface. According to Wilcoxon
signed-ranks test, since there are 12 data sets, the T value at α = 0.05 should
be less or equal than 14 (the critical value) to reject the null hypothesis. On
one hand, in relation to CFS-AS, for classiﬁers C4.5 and SVM the h2 heuristic
evaluator is signiﬁcantly better than h1. On the other hand, for CNS-AS the
performance of h2 with PART is the signiﬁcant best option.
Table 4. CFS-AS: Accuracy test results and statistical tests
Data set C4.5 SVM PART
CFS −AS CFS −AS CFS −AS
h1 h2 Diff. R. h1 h2 Diff. R. h1 h2 Diff. R.
batch(gas) 93.99 96.87 2.88 8 72.28 78.21 5.92 9 93.73 96.35 2.62 7
cardiotoc. 61.58 61.58 0.00 2 67.98 67.80 −0.19 2 60.45 62.52 2.07 5
hepatitis 84.21 89.47 5.26 10 86.84 89.47 2.63 6 84.21 86.84 2.63 8
ionosphere 90.91 87.50 −3.41 9 82.95 89.77 6.82 10 90.91 93.18 2.27 6
libras 52.22 65.56 13.33 12 50.00 63.33 13.33 12 54.44 65.56 11.11 12
lymph. 81.08 81.08 0.00 2 81.08 83.78 2.70 8 72.97 70.27 −2.70 9
promoter 73.08 73.08 0.00 2 73.08 73.08 0.00 1 80.77 80.77 0.00 1
satimage 86.05 86.25 0.20 5 83.80 84.50 0.70 3 85.00 83.55 −1.45 2
sonar 67.31 74.04 6.73 11 67.31 75.00 7.69 11 68.27 75.96 7.69 11
soybean 88.95 91.28 2.33 6 94.19 95.35 1.16 5 90.70 92.44 1.74 3
SPECTF 66.84 69.52 2.67 7 66.31 63.64 −2.67 7 70.59 76.47 5.88 10
waveform 74.32 74.40 0.08 4 85.92 86.88 0.96 4 78.88 77.04 −1.84 4
T = min{66, 12} = 12 T = min{68.5, 9.5} = 9.5 T = min{62.5, 15.5} = 15.5
Table 6 outlines the global accuracy test results of the best CFS-AS and CNS-
AS approaches versus based-BF CFS or CNS. The best results, in each data set,
are marked in bold. We can assert the following statements in relation to the
Table 5. CNS-AS: Accuracy test results and statistical tests
Data set C4.5 SVM PART
CNS −AS CNS −AS CNS −AS
h1 h2 Diff. R. h1 h2 Diff. R. h1 h2 Diff. R.
batch(gas) 96.00 95.54 −0.46 3 64.49 69.15 4.66 10 95.46 95.46 0.00 1.5
cardiotoc. 63.84 66.48 2.64 6 61.39 64.41 3.01 9 58.76 64.22 5.46 8
hepatitis 84.21 86.84 2.63 5 86.84 84.21 −2.63 8 76.32 84.21 7.89 10
ionosphere 88.64 93.18 4.55 12 81.82 84.09 2.27 7 89.77 95.45 5.68 9
libras 56.67 61.11 4.44 11 67.78 70.00 2.22 6 55.56 64.44 8.89 11
lymph. 78.38 81.08 2.70 8 91.89 83.78 −8.11 11 78.38 64.86 −13.51 12
promoter 84.62 80.77 −3.85 10 73.08 84.62 11.54 12 76.92 80.77 3.85 5
satimage 84.70 84.75 0.05 2 84.50 83.70 −0.80 4 85.50 86.25 0.75 4
sonar 75.96 73.08 −2.88 9 75.96 75.00 −0.96 5 72.12 75.96 3.85 6
soybean 91.86 91.86 0.00 1 95.35 94.77 −0.58 3 92.44 92.44 0.00 1.5
SPECTF 69.52 66.84 −2.67 7 64.71 64.71 0.00 1 65.24 69.52 4.28 7
waveform 76.00 74.88 −1.12 4 85.12 85.36 0.24 2 77.36 77.84 0.48 3
T = min{44.5, 33.5} = 33.5 T = min{51.5, 26.5} = 26.5 T = min{64.5, 13.5} = 13.5
Table 6. Global accuracy test results of CFS-BF and CNS-BF versus CFS-AS and
CNS-AS
Data set C4.5 SVM PART
CFS −BF CFS −AS CFS −BF CFS − AS CNS −BF CNS − AS
h2 h2 h2
batch(gas sensor) 95.92 96.87 83.04 78.21 98.30 95.46
cardiotoc. 61.58 61.58 67.80 67.80 61.02 64.22
hepatitis 84.21 89.47 86.84 89.47 84.21 84.21
ionosphere 92.05 87.50 88.64 89.77 88.64 95.45
libras 61.11 65.56 57.78 63.33 55.56 64.44
lymph. 81.08 81.08 81.08 83.78 67.57 64.86
promoter 73.08 73.08 73.08 73.08 69.23 80.77
satimage 85.60 86.25 83.85 84.50 85.45 86.25
sonar 73.08 74.04 75.00 75.00 75.96 75.96
soybean 93.02 91.28 94.77 95.35 93.02 92.44
SPECTF 66.84 69.52 73.26 63.64 66.31 69.52
waveform 74.40 74.40 86.88 86.88 76.16 77.84
Wins by pairs 2 6 2 6 3 7
Global wins 0 3 3 5 2 4
Averages
Accuracy 78.50 79.22 79.33 79.23 76.79 79.29
Selected feat.(%) 27.65 25.81 27.65 25.81 20.58 34.41
achieved results. First, the comparison between pairs of FSS methods for each
classiﬁer and data sets points out that: a) C4.5 with CFS-AS gets better results
6 times, b) SVM with CFS-AS wins in 6 problems, and c) PART classiﬁer with
CNS-AS 7 times. Second, a global analysis from a qualitative point of view means
that (SVM, CFS-AS) pair reaches the best results 5 times, followed by (PART,
CNS-AS) with 4 wins. Third, the percentage of selected attributes in (SVM,
CFS-AS) pair is close to 25, while with (PART, CNS-AS) is slightly greater and
takes a value near 35.
6 Conclusions
CFS-AS and CNS-AS were presented. Experiments revealed that ACO-based
search via AS in feature subset selection with InfoGain heuristic is better, and
in some cases with signiﬁcant diﬀerences, than the pure versions of ACO-based
ﬁlters (that is, a concrete subset attribute evaluator with the homonymous
heuristic evaluator, e.g. CFS-AS with h1). It is very important to stress that
ACO-based feature subset selector with the proper heuristic evaluator is better
in more than the half of the problems that the traditional Best First search in
CFS or CNS. The two preferred classiﬁer-FSS pairs, bearing in mind the per-
formance regarding the accuracy and number of selected attributes are, in this
order, (SVM, CFS-AS) and (PART, CNS-AS).
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