By 2020, the number of IOT devices will surpass 20.1 billion, and these devices combined with user interactions will generate enormous data streams that will challenge analytic capabilities constrained by human faculties, legal, regulatory, and policy frameworks designed for bygone eras. This work examines the impact of machine learning and artificial intelligence on legal, regulatory, policy and technical aspects of intelligence to provide insights into state, sub-state, and human behavior. This work develops an adaptive theory of Cyber Intelligence that will play an increasingly central role within the Intelligence Community in the decade(s) to come.
and others, the formalization of a unified theory of intelligence for national security remains elusive. The absence of a single theory is likely due to the diversity of issues which national security intelligence addresses. However, the absence of a single unified theory does not obviate the applicability of a theoretical approach to intelligence analysis. Rather than being constrained by a single theory, intelligence studies is uniquely positioned to leverage multiple theories from a plurality of disciplines to best address any given question relevant to a definition of intelligence such as the one by Michael Warner. At its most basic, theory serves as a roadmap or framework within which individuals can assess phenomena and or make predictions. The present work acknowledges the fluidity of the debate, yet focuses on the component aspects that lead to intelligence, the information or data that constitute the building blocks of subsequent intelligence.
At the time of Gill, Marrin, and Phythian's initial edited volume, the Internet and its attendant functions were growing in importance both within the intelligence community and within the field of intelligence studies as a subdiscipline of international relations. The volume published the same year as the establishment of the United States Cyber Command in June 2009 could not have anticipated the exponential increase in impact that the expansion of cyberspace would have on intelligence. In 2009 there were an estimated 1.77 billion people online in 2009, by the end of 2016 this number had nearly doubled to more than 3.5 billion. 9 Yet what is even more remarkable is not the number of users going online, but rather the increase in the number of internet enabled devices that received Internet Protocol (IP) addresses. Cisco estimated that between 2008 and 2009 the Internet of Things (IoT) first exceeded the number of human beings on the planet. 10 Cisco continues to estimate that by 2020 the number of internet enabled devices will reach approximately 50 billion. 11 The numbers estimated by CISCO are not without challengers, yet even these challengers admit that there are will likely be between 28 and 50 billion Internet connected devices. 12 The expansion of the Internet is not simply the addition of computers and smartphones which have intrinsic intelligence value on individual or institutional targets, but large volumes of connected sensor systems, home, car, personal, corporate, and governmental systems that have been attached to the Internet. Documents leaked by Edward Snowden hinted at many of the devices being targeted by the NSA, GCHQ, and others in an effort to collect on new sources. Yet, even these sources are increasingly being outstripped by new products utilized by ranges of actors and industries. 13 The volume and velocity of data being generated by the expanding Internet is immense and incorporates collection methods from across all the collection types. The question facing the intelligence community is: in a world where data and information are increasing in every measurable capacity, where the hardest targets to track, the most difficult phenomena to measure and the most minute details are now increasingly available to analysts, what does the community need to do to serve the needs of its clients and can theory guide the community in its incorporation of new analytic methods and techniques to help it maintain relevance and still produce products that fit within the definition provided by Michael Warner?
Wihelm Agrell in a poignant article established a core concept that this article attempts to address: 'when intelligence is everything -nothing is intelligence' . 14 At the outset of this paper, it is important to clearly define that raw data collected by an ever-increasing number of sensors and devices globally is, in, and of itself not 'intelligence' . Rather, it is the informed utilization of this data to fit within Warner's definition above that constitutes intelligence. Data, absent rigorous and theoretically based analysis, remain simply data or information.
This article proceeds in three sections. First, how has the intelligence community dealt with disruptive changes in sources and methods in the past and does this provide insight for present and future challenges? Second, what role do analysts play in a world of ubiquitous information of enormous scale, velocity, and complexity? What should or could intelligence look like in the future with 50 billion or 100 billion devices all feeding back information to be analyzed? How do we ensure analytic integrity while increasing efficiency? Third, do our laws and policies within the US match the reality of an increasingly connected world? What are the current constraints imposed by laws and policies that hamper the incorporation of the variety and volume of new sources.
The computers
The history of intelligence and computational mathematics are not commonly linked in social scientific literature. The Intelligence Studies subfield of International Relations focuses a large portion of its efforts on analytic methods. 15 Analytic methods are examined in great detail in an effort to minimize many of the cognitive, social, or rational pitfalls that occur when trying to assess events and provide intelligence to decision-makers. A sampling of these pitfalls includes clientitis, mirror-imaging, mindset, groupthink, polythink, linear analysis or any number of other failings that can and often do arise. 16 Analysts are taught to leverage a variety of techniques to avoid falling into these pitfalls. Although, as noted by Stephen Coulthart, a large percentage of analysts never use or find structured analysis unhelpful. 17 Despite limited application across various intelligence agencies, scholars and practitioners often regard the logic of structured analysis helpful. Moreover, the inclusion of standardized rigor into intelligence analysis and product development is not a novel concept and has been around in one form or another since the formal establishment of the Intelligence Community under the National Security Act of 1947. Some well-known examples of the evolving nature of intelligence analysis are robustly analyzed by Jim Marchio and indicate both the long-term importance and ongoing dialogue on issues of standardized analytic rigor and the consistent and recurring need to emphasize theoretical and methodological approaches. 18 The purpose of this section is not to delve into the details of analytic tradecraft, but rather to highlight the fact that it is a core attribute of intelligence analysis.
Increasingly, the collection and production of intelligence is being automated. The automation and integration of information collected from various non-human sources and platforms has been occurring since before the advent of the telegraph and continued to develop following the creation of the wireless. As communications became increasingly robust during the build-up to the Second World War ever larger volumes of data necessitated increasingly larger numbers of analysts to make sense of the information coming in. The complex structure of both encrypted and unencrypted data coming in required large numbers of computers. Although these were not computers in the modern sense. The term computer dates back to seventeenth century and typically referred to individuals who computed information. 19 The collection and accumulation of data requiring robust computation for war time needs grew extensively during the Second World War. Computers were responsible for intelligence functions such as codebreaking and for the computation of information related to the delivery of munitions. According to official records, the British codebreaking enterprise at one point had on staff more than 10,000 codebreakers each working to decipher encrypted message traffic. 20 It is also important to note that of these 10,000 codebreakers approximately 75% were female. Once Enigma was penetrated the combined decrypts amounted to more than 30,000 a month at the beginning of 1943 and nearly 90,000 a month by the end of that same year. 21 In the midst of a World War enormous human resources were allocated to read and process each of these messages, the combined organizational apparatus was immense. The scale and complexity of communications globally at the end of the war were significant. Yet, the coming expansion of communications mediums and the diversity of their use and applications were set to grow substantially in the decades following the war.
The development of a post war ordering of the world between the Soviet Union and the United States cemented the need for a robust national security community within the US. Truman, upon signing the National Security Act of 1947, enacted legislation that set in motion the creation and realization of an immense and growing security capacity unparalleled in US history. Signals intelligence was to be a central portion of the newly established security and defense community; however, it was not until the Brownell Committee's recommendation in NSCIB No. 9 on 24 October 1952 that the NSA was formally established. 22 The first electric programmable computers Colossus Mark 1 and later Mark 2 demonstrated high levels of efficiency well in excess of their human computational counterparts. The creation of the NSA, the rise of electric programmable computers, nuclear weapons, expanding telegraph, telephone, and wireless communications resulted in a convergence of increasing volume and programmable analytic capacity. The use of computers to process large volumes of data was of critical importance in the early days of the cold war. Computers allowed for scientists to predict how various builds of nuclear weapons would perform. For instance, John Von Neumann's basic model for computer development was translated into the ENIAC and used in computing measurements associated with hydrogen bombs. 23 These measurements provided the foundational basis for intelligence assessments on yields of various classes of atomic weapons. Early programmable computers also continued be developed evolving from work begun in Bletchley Park and other codebreaking centers in the United States. Computers were uniquely suited to solving very specific computational problems within precise parameters. The evolution from human to machine computers is ongoing. The von Neumann architecture remains the basic computing architecture of most modern computers.
The history of intelligence and the history of computers in this section is unduly brief and fails to account for the robust evolution and increasing inclusion of computers in intelligence, yet it serves to illustrate that the progression from human to machine is not a new concept, but rather one that has been critical to the profession of intelligence since before the Second World War. The number of computers and their capacity today far exceeds even those of a couple decades ago. A modern iPhone is approximately 120 million times more powerful than the Apollo Mission computers and costs $3.5 million less per unit. 24 The increasing computational power of modern computers is opening a wide array of possibilities for the intelligence community to exploit. To put the evolution in context, the 10,000 codebreakers at Bletchley analyzed message traffic primarily from one adversary. At their height they were analyzing 90,000 messages a month. By comparison the number of billed minutes of telephone service between the US and Poland in 1980 was less than 1 million, less than 4 years later in 1984 that number was 10 million and by the time the Soviet Union collapsed that number of had surpassed 90 million. 25 Poland was representative of one of many Eastern Bloc intelligence targets in the 1980s. The growth in volume was not in the thousands or tens of thousands as encountered by Bletchley, but in the millions and tens of millions. A more recent example in arguably one of the most difficult countries to collect social media data in the world, Afghanistan, where there are more than 3.1 million active Facebook users posting millions of posts daily. To collect and analyze meaningful data on ever increasing streams of communications is beyond the capacity of human computers and even the most robust analysts. A tailored approach might be taken, by focusing on only specific persons or groups of interest, yet even within narrowed target sets the number of individuals or connections is likely to grow untenable. A 2014-15 collection on two Islamic State media outlets' Twitter accounts resulted in more than 42 thousand posts and more than 35 million potential viewers of those posts. 26 The (human) computers of the Second World War would be overwhelmed, just as present day intelligence and law enforcement officials would likely be overwhelmed in the absence of computational and analytic assistance. A professional intelligence analyst can only realistically view, read, process and synthesize into a product a limited volume of information at any given time. Moreover, the vectors of information have diversified as have the number targets against which to collect. The next section addresses the role of analysts in an increasingly complex information environment and begins to identify the tools that are and will become available to assist in the development of intelligence products. The section also addresses the challenges these tools pose to analysts and begins assessing the critical role analysts play in providing a check against what some have termed weapons of math destruction. 27 The analysts and the machines National security intelligence is comprised of multiple sources of overlapping information combined through analytic processes into products designed to 'eliminate or reduce uncertainty for decisionmakers' . 28 As was alluded to above, the primary role of the analyst has been to take in large volumes of data and develop products that provide foreknowledge to decision-makers. JP 2-0 identifies eight different types of intelligence products with the context of the Department of Defense: warning intelligence, current intelligence, general military intelligence, target intelligence, scientific and technical intelligence, counterintelligence, estimative intelligence, and identity intelligence. 29 These products contain information that is compared, analyzed, and weighted often within and across agencies and departments.
Since the early days of the NSA, computers have played an increasingly important role in the development of intelligence products. Declassified document 3,575,750 provides some insight into the importance of digital computers to the evolution of the nation's preeminent signals intelligence agency. 30 Most of these computers were focused on cryptanalysis efforts. 31 As early as 1948, the precursors to the NSA and other COMINT agencies recognized the problems posed by labor intensive plain language analysis. 32 Despite the recognition of these problems, the implementation of complex learning mechanisms on digital computers was still largely in its nascent stages. The development of computer-based systems to facilitate intelligence analysis has been a long and arduous process, one that has increased in velocity in recent years. One of the first major steps towards contemporary machine learning was the creation of the Stochastic Neural-Analog Reinforcement Computer (SNARC) developed by Marvin Minsky in 1951 and later examined in more detail in his 1961 paper 'Steps Towards Artificial Intelligence' . 33 Minsky recognized that despite all the talk about computers being 'smart' they really only did what they were told to do. His research led to the creation of a computer and a method of analysis that fostered the combination of pattern recognition and learning. It was not until 1965 when Alexey Ivaknenkoa a Soviet mathematician and computer scientist wrote a pioneering work on Cybernetic Predicting Devices that the race to leverage computers for analysis beyond specific predictions on weapons yield or cryptanalysis began to emerge. 34 As the volume and complexity of sources increased intelligence agencies and their analysts were increasingly challenged by information overload. 35 Margaret McDonald in writing on the challenge posed to intelligence agencies by the increasing volumes of information notes: 'the intelligence community no longer suffers from information scarcity but from information overload' . 36 She continues: 'Analysis must cover enormous quantities of data, in which valuable information may at best be implicit' . 37 Alan Dupont writes that information overload is a significant problem for intelligence analysts and managers. 38 The sources of information overload are not singular in nature. Instead they comprise collections from across all major intelligence agencies. The volume of every form of intelligence increased markedly in the post war era and was not confined to SIGINT. Virtually every form of Technical Intelligence from SIGINT, MASINT, and IMINT (now GEOINT) to include the emerging fields of CYBINT and SOCINT (Social Media Intelligence) are expanding at near exponential rates. The signal to noise ratio within this data is very low, and vast collections of data make analysis extremely difficult. Yet, despite criticisms from individuals such as William Binney, a former NSA Official, 39 the National Academy of Sciences in a 2015 report on bulk collection found that, while the capacity to do real-time intelligence analysis of large data streams was lacking, this is likely to change in the future, according to their conclusions. 40 When theorizing on the future of intelligence it is impossible to ignore the vast quantities of data being generated. Moreover, the current state of data generation is but a fraction of the data that will be generated in the coming decades. John Pannerselvam, Lu Liu, and Richard Hill contend that agencies faced with an ever-increasing variety, volume, and velocity of data will struggle to see the big picture. 41 Despite robust structured analytic techniques and other methods, intelligence analysis will increasingly rely on assistive technologies.
The intelligence community and in particular the Office of the Director of National Intelligence is aware of the challenges faced. The Intelligence Advanced Research Projects Activity (IARPA), formed in 2006 and modeled on the Advanced Research Projects Agency, now known as the Defense Advanced Research Project Agency (DARPA) serves as a vehicle to fund high-risk, high payoff innovative technologies for 'future overwhelming intelligence advantage' . 42 IARPA funds a variety of research initiatives, some of the initiatives of relevance to large volumes of computational information include the ACE, ForeST, FUSE, and OSI programs. ACE or Aggregate Contingent Estimation was designed to focus on probabilistic assessments for contingent events, the aggregation of events by multiple human analysts and the representation of these forecasts and their distributions. 43 Forecasting Science and Technology (ForeST) was designed to fund projects that could accurately forecast significant advances or milestones in science and technology. 44 Foresight and Understanding from Scientific Exposition (FUSE) funded research to create a system to process, generate, and prioritize technical terms and areas and provide evidence of technical developments and advancements as they are emerging. 45 The Open Source Indicators (OSI) program focused on developing methods for continuous, automated analysis of publicly available data to anticipate significant events. 46 The programs listed above are only a few of the many programs within the intelligence community focusing on innovative solutions to large volumes of data. Outside of IARPA, In-Q-Tel serves as a market-based accelerator for cutting-edge technologies to facilitate national security. Combined these and other programs are focused keeping up with the increasing challenges faced by the intelligence community. At the core of each of these programs is the need to assess novel volumes and varieties of information and develop robust intelligence products.
At the root of the challenges facing intelligence analysis in the future is data. Data, bits of information, as Robert Kitchin writes, are commonly understood to be the raw material produced by abstracting the world in to categories, measures and other representational forms -numbers, characters, symbols, images, sounds electromagnetic waves, bits -that constitute the building blocks from which information and knowledge are created. 47 The programs of IARPA and others are focused on providing technical solutions to an increasingly complex information environment.
The volume and diversity of data can increase the number of potential questions analysts can attempt to address. Although traditional methods dissuade exploratory data analysis (the analysis of data absent theory and hypotheses), big data makes such analysis more profitable and often informative towards advancing knowledge. Big data offers significant strengths associated with the diversity and specification of data. Inclusive data collection can provide varying degrees of nominal, ordinal, and interval measures. Because the volume, specificity, variety, and velocity (both speed and timeliness) of it are increased, often big data can provide more value in its exhaust (data captured as a residual) than in its deliberate data collections. This exhaust can prove useful to future analysis efforts. In particular, in addressing questions not yet formulated by a given client.
For example, Burt Monroe et al. highlight the fact that large data collection can offer insights into sub-populations. 48 Many of the complex questions fielded by intelligence agencies often reside within sub-populations and outside of easily accessible information sources. It is extremely difficult to capture historical data in the present, whether by survey on what an individual's perceptions of an event, particular policy, law, practice, or decision were, yet big data is increasingly building a historical repository of data on these perceptions in the form of social media posts, news archives, recorded emails, web-traffic logs and much more. Information captured in stream and stored for later use such as email communications, forums, chat logs, browser histories, and many other types of data can help to inform future analysis when novel questions and their subsequent informed hypotheses are developed.
Although many phenomena will still present significant data challenges, the ability to operationalize or capture information into robust data stores is likely to improve in the coming decades. Issues will likely still persist as the data available for collection is unbalanced between connected and unconnected nations, communities, and individuals. As the Internet and its associated technologies expand globally, the areas where data collection is currently lacking will be minimized. What should be recognized is that data availability is a strength that is likely to be a powerful driver of intelligence analysis.
It is convenient to use big data as a stand in for good intelligence analysis methods. Within the social scientific literature commentators have remarked that data obviates the need for theory and hypotheses. 49 The notion that large volumes of data in some way presupposes omniscience is false. Correlation is not a substitute for rigorous scientific method and robust causal models predicated on thoughtfully informed hypotheses. While human analysts make use of structured analytic techniques to minimize biases, the underlying attributes of data analysis for intelligence is likely to reside in robust theory.
Theory is fundamental to the scientific study of the world. Stephen Van Evera writes: 'theories are general statements that describe and explain the causes or effects of classes of phenomena. They are composed of causal laws or hypotheses, explanations, and antecedent conditions' . 50 Scientific study absent theoretical foundations is prone to systemic error. No error is likely to give more pause when encountering large data-sets than spurious relationships. Spurious relationships derived from data sources and assisted analysis are likely to result in weak intelligence products. Theory helps to establish the relationship between variables and their effect on a potential outcome. Theory guides all aspects of scientific study from the operationalization of concepts, to their use within quantitative or qualitative analysis. Just as structured analytic techniques facilitate the development of robust intelligence products, theory facilitates the collection and automation of analysis of large volumes of data. Both the human analyst and automated computer analysis stages of the intelligence process must be focused on developing accurate predictions about phenomena.
Analysis of data collected and processed through machine learning predicated on bad theoretical foundations is likely to lead to poor quality products that might hurt rather than help answer questions relevant to national security. Machine learning refers to the automated detection of meaningful patterns in data. 51 Machine learning is most commonly adaptive, meaning that it uses a priori information to inform future output. The parameters of this learning mechanism are as vital to automating intelligence analysis for computers as structured analytic techniques are to a human analyst mitigating biases.
Whether using frequentist or Bayesian methodologies, machine learning through algorithms, reduction of data-sets across dispersed clusters or any host of new means of examining data, the potential to introduce error into analysis is as great with big data as it is with small. Whether the error enters through the poor operationalization of a phenomena or in the search for relationships between data where none actually exists, the fundamental challenges of deriving meaning from data remain. One problem commonly faced in the application of big data is the derivation of meaning (knowledge) from two phenomena based on operationalized concepts that are, in reality, are not related. Luke Keele contends that irrespective of the amount of data available, science must necessarily be rooted in a concise understanding of the assumptions upon which analysis occurs. 52 For machine learning to facilitate intelligence analysis, the algorithms underpinning the learning structures must consider a variety potential pitfalls in much the same way that structure analytic techniques function for intelligence analysts. However, with the increasing incorporation of machine learning the avoidance of biases within algorithms will become increasingly important. Algorithms that are predicated on biases within learning structures are self-reinforcing and will produce progressively less accurate analysis. Whereas, a human analyst can correct for bias between analyses automated learning algorithms absent oversight and corrective adjustments might result in increasingly significant error. Often these errors can arise inadvertently during the training phase of machine learning due to biased data inputs, alternatively they can occur later in the utilization of a particular algorithm as data structures or exogenous conditions change. As more and more data are increasingly processed through machines and then provided to analysts, it is also vital that analysts have insight into how the algorithms function to provide them with information for further analysis. One of the most famous examples outside of the intelligence community was Google's 'Flu Trends' project. 53 The project suffered from systemic problems because the collection and interpretation of data inputs was dynamically based on a changing Google Search algorithm while the learning mechanism for predicting flu outbreaks was static. A similar MASINT collection system that altered the weighting of inputs from CBRN materials without altering the subsequent interpretation of those weights in the learning mechanism would likely result in either false positives or false negatives that might inadvertently lead to conflict. In a complex systems environment of intelligence understanding having insight into how systems collect and analyze data is valuable and reduces the likelihood of intelligence failures.
As the volume and velocity of data expands exponentially, the intelligence community will increasingly rely on machine learning. The trend towards reliance on machine learning has been evolving since 1947. As intelligence agencies move towards ever more complex uses of machine learning, expanding beyond basic pattern recognition and cryptanalysis the increasing complexity of the systems upon which human analysts will rely will pose problems for mitigating embedded biases. The next section builds on the progress made towards the inclusion of machine learning and focuses on where the law and policies associated with big data and machine learning for intelligence are and where they are likely headed.
The Dutch boy and the dike: laws and policies on big data and machine learning
The previous sections of this paper have built a case for the ever-increasing importance of big data and in particular machine learning in intelligence analysis. The context provided above, albeit brief, establishes the framework for a world in which everything that can be collected can also be incorporated into intelligence analysis. The deluge of data is rapidly outpacing laws and policies on intelligence for national security purposes and the problem is likely to become worse in the coming decades.
The synthesis of multiple streams of data into a meaningful product for the purpose of foreknowledge of phenomena has been one of the core functions of the intelligence community. When this collection was conducted against signals broadcast by adversary nation states or images taken from satellites from air and orbital assets or collected through the measurement of signatures there remained significant numbers of ambiguities to cause frequent consternation within oversight entities. The significance of debates during the Church and Pike Committees on the extent of intelligence and potential violations including domestic spying, the opening of mail within the United States and a host of other allegations remain pertinent today, but the scale and complexity of problems has reached new heights.
The Snowden leaks revealed in The Guardian newspaper and by the Washington Post highlight the many challenges faced in a world of increasingly ubiquitous information assets available to intelligence agencies. 54 The details of these leaks make clear that the United States intelligence community and its allies were continuing the progression towards the incorporation of ever more copious amounts of data and leveraging novel machine learning methods to exploit that data for intelligence purposes.
External to the Intelligence Community the opportunities and challenges posed by Big Data warranted two separate public reports by the Obama Administration in 2014 and 2016. 55 Both these reports begin to address many of the legal and policy challenges that big data and machine learning pose to American's outside of their exploitation by the intelligence community. Among the various issues identified is the removal of privacy, the durability of data, the biasing of analyses and much more. Many of the problems faced external to the IC are found within the IC. These two reports serve as policy statements on the responsible use of data for non-intelligence purposes. As these reports note, the sources of data that can be collected for both public and private use are numerous.
Although the sources of data available for collection are growing the intelligence community must adhere to laws and policies governing the collection of intelligence. There are three basic categories of authorities defined within US Code. These roughly constitute Military (Title 10), Law Enforcement (Title 18) and Intelligence (Title 50). As Andru Wall notes, that in particular the debate between Title 10 and Title 50 constitutes the 'epitome of an ill-defined policy debate' . 56 Yet within cyberspace and the collection of data from networks the largest distinction is between the collection of intelligence under Title 10 and Title 50, and Title 18 constituting rules associated with crimes and criminal procedure. As the Snowden leaks reveal and the later NSA report demonstrate there is a fine line between legally allowable intelligence activities focused external to the United States and activities more commonly associated with criminal procedures that occur internal to the United States. 57 Moreover, the line and distinction is further confused when one considers the reports from the Obama administration discussing the reasonable use and development of big data within the US for governmental use.
Whereas during the cold war it was reasonable and responsible to highly differentiate the signals traffic external to the United States from that of traffic internal to the United States TCP/IP and other core protocols of the Internet make the origin of data sources increasingly difficult. Moreover, the problem of origin is further compounded by encryption or other obfuscation techniques that mask data. Constraints on the collection of intelligence are codified across multiple laws and policies, many of which offer confusing interpretations of what is and is not legal. Among the most pertinent laws and sections of those laws of relevance are the National Security Act of 1947, the Foreign Intelligence Surveillance Act (Section 702), The Patriot Act (Sections 215 and 216). The basic intent of these laws is to protect American's from undo surveillance by intelligence agencies and to ensure that activities focused against American adhere to due process rules and rights.
To adhere to these rules in an evolving collection environment, the systems which collect and analyze data through machine learning functions must necessarily be trained to avoid unauthorized collection and analysis. Herein law and policy, rightly or wrongly, introduces inefficiencies into the evolution of computing and analysis and makes legal and or ethical judgements on what should and should not be collected and analyzed. Amitai Etzioni and Oren Etzioni in discussing artificial intelligence, a macro field associated of computational analysis that often heavily relies on machine learning, write that it is necessary that as more and more systems are automated and they becoming increasingly 'smarter' these systems will require guardians entrusted with ensuring values, ethics, laws, and policies are adhered to. 58 Devdatt Dubhashi and Shalom Lappin implore conduct an 'intelligent discussion on the nature of change and the implementation of policies' . 59 The progression from thousands of messages being analyzed at Bletchley through the creation of the NSA and the increasing need to seek out better and more efficient ways to both collect and analyze large scale data is less constrained by data and math than by law and policy in the near term. The laws and policies associated with the collection and analysis of data are almost exclusively focused on governmental use. At the same time that governments are seeking solutions to pressing national security issues and running into controversy on issues such as violations of law or privacy considerations private corporations such as Google, Facebook, Twitter and others are profiting on every bit of data excreted. Whole markets of data exploitation are emerging in which information is bought and sold to increase the sales of products or make better business decisions. As everything increasingly becomes of value to national security intelligence, the value is not in the individual data points, but in their ability to be aggregated, mined and analyzed. Intelligence theory remains as vital today as it has ever been. Its importance is in being able to shape and structure the algorithms that will inevitably play a larger and larger role in intelligence analysis. The extrapolation from small numbers of data points using human analysts, to the inclusion of machines into a hybrid human-machine forecasting mix and potentially one day to a machine dominated field requires intelligence studies scholars to increasingly incorporate math and science into the art of intelligence. As a field intelligence analysis is at the dawning of a new era, a digital era in which information collected from everything from toasters and coffeemakers can now be incorporated with human sources. The melding of multiple sources to form truly all-source intelligence should not happen in the absence of theory and oversight from existing practitioners.
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