The aerospace and automotive industries are seeking advanced materials with low weight yet high strength and durability. Aluminum and magnesium-based metal matrix composites with ceramic micro-and nano-reinforcements promise the desirable properties. However, larger surface-area-to-volume ratio in micro-and especially nanoparticles gives rise to van der Waals and adhesion forces that cause the particles to agglomerate in clusters. Such clusters lead to adverse effects on final properties, no longer acting as dislocation anchors but instead becoming defects. Also, agglomeration causes the particle distribution to become uneven, leading to inconsistent properties. To break up clusters, ultrasonic processing may be used via an immersed sonotrode, or alternatively via electromagnetic vibration. This paper combines a fundamental study of acoustic cavitation in liquid aluminum with a study of the interaction forces causing particles to agglomerate, as well as mechanisms of cluster breakup. A non-linear acoustic cavitation model utilizing pressure waves produced by an immersed horn is presented, and then applied to cavitation in liquid aluminum. Physical quantities related to fluid flow and quantities specific to the cavitation solver are passed to a discrete element method particles model. The coupled system is then used for a detailed study of clusters' breakup by cavitation.
I. INTRODUCTION
SEVERAL studies suggest that the addition of nanoparticle reinforcements to light metals significantly enhances their mechanical properties. A clear increase in aluminum Young's modulus (by up to 100 pct) and in hardness (by up to 50 pct) with the addition of carbon nanoparticles was reported in Reference 1. Another study indicated a slight enhancement in Brinell hardness of aluminum, magnesium, and copper-based MMNCs with Al 2 O 3 and AlN nanoparticles. [2] The study suggested that a better dispersion of nanoparticles is needed. Other researchers also report agglomerations of nanoparticles made visible using high-definition scanning electron microscopy (SEM). [3] The potential of the technique to enhance material properties was nevertheless demonstrated in Reference 4. A dense uniform dispersion of dispersed silicon carbide nanoparticles (15 g, at 14 pct by volume) in magnesium was achieved through evaporation of the matrix alloy, leading to enhancement of strength, stiffness, plasticity, and high-temperature stability. However, on a practical size scale, agglomeration of particles remains a problem.
The agglomeration of particles in MMCs is related to the fact that micro-and especially nano-sized inclusions have a large ratio of surface area to volume. This causes surface forces such as van der Waals interaction and adhesive contact to dominate over the volume forces such as, e.g., inertia or elastic repulsion.
Various mechanisms of detachment of adhered particles have been reported in the literature, [5] including the effects of turbulent flow. It is expected that drag and shear forces in turbulent flow can improve separation of the particles and thus contribute to de-agglomeration. However, the drag force alone is not sufficient to overcome the adhesion forces. This can be qualitatively illustrated by comparing the Stokes equation for the drag force with the force required to break two spherical particles apart, known as the pull-off force, given by, e.g., Bradley [6] :
where v f and l f are the velocity and dynamic viscosity of the melt and c sl is the solid-liquid interfacial energy. For aluminum melt, the dynamic viscosity l f = 0.0013 Pa s. Assuming the interfacial energy c sl = 0.2 to 2.0 J/m 2 , Eq. [1] yields v f =100 to 1000 m/s. Such fluid velocity values can be locally achieved instantaneously as a result of the collapse of cavitation bubbles induced by the ultrasonic field.
Ultrasonic melt processing has been long known to improve significantly the quality and properties of light metallic alloys even without inclusions. [7] [8] [9] These improvements are primarily attributed to acoustic cavitation; [10] the term ''cavitation'' here is based on the definition of Neppiras [11] and is restricted to cases involving the formation, expansion, pulsation, and collapse of existing gas cavities and bubble nuclei. The sonication of metals near their liquidus temperature was shown to improve degassing of the liquid metal, as well as to enhance nucleation and ultimately to refine the microstructure of the metal. [7, 9] Ultrasonic melt processing is also considered a potential technology for breaking up existing particle clusters and enabling their dispersion. Indeed, applying electromagnetic induction stirring in combination with ultrasonic vibrations was found beneficial for nanoparticle dispersion in metal melts. [1, 12] To improve the understanding of how this process works from the modeling point of view, the cavitation process is first examined. In the following section, a high-order acoustic model is presented, coupled with a model of cavitation. This model was validated against acoustic pressures measured in water. [13] A high-order numerical method is used to discretize the wave equation in both space and time. The discretized equations are then coupled to the Rayleigh-Plesset equation using two different time scales to couple the bubble and flow scales, resulting in a stable, fast, and reasonably accurate method for the prediction of acoustic pressures in cavitating liquids. The model is then applied to the ultrasonic treatment of aluminum. The acoustic pressure, velocity as well as cavitation-specific physical quantities (such as bubble radius and bubble interface velocity and pressure) are then passed on to a discrete element method (DEM)-based particles solver that simulates the behavior of particle clusters close to a pulsating and collapsing bubble.
II. THEORY

A. The Wave Equation
Sound propagation in a pure liquid is modeled by the continuity and momentum equations expressed in wave form:
where p is the acoustic pressure, v i are the velocity components, q is the liquid density, and c is the speed of sound in the liquid. The source term S ¼ qc 2 @/=@t contains the bubbles' contributions to acoustic pressure.
B. Bubble Dynamics
Bubbles are assumed to remain spherical as they oscillate radially in a pressure wave. The effect of bubble shape distortions on their resonant frequency is of the order of 2 pct, [14] and the surface tension between aluminum and hydrogen (the common gas phase in aluminum melts) is an order of magnitude larger than that of air and water. These two effects justify the assumption of sphericity for cavitating bubbles in ultrasonic melt processing. The Rayleigh-Plesset equation [15] can then be used to represent the bubble dynamics:
R is the bubble radius, p 0 is the atmospheric pressure, p b is the pressure inside the bubble, p v is the liquid vapor pressure, p 1 is the pressure from the ultrasonic source, r is the surface tension between the liquid and the bubble gas, and l is the dynamic viscosity of the liquid. The bubble pressure p b is given by
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where p g;0 is the initial bubble pressure and j is the polytropic exponent. The volume fraction of bubble gas is then calculated as / ¼ 
C. Acoustic Cavitation Modeling
Sound propagation and bubble dynamics are solved using the procedure described in Reference 16. Equations [2] and [3] are solved using a high-order staggered finite difference method. [17] Spatial derivatives are evaluated on a 6-point stencil, with mirroring of variables at solid boundaries. The pressure above the liquid-free surface is fixed to 0 Pa, to model a 180 deg phase shift upon reflection. A 4-point stencil is used to evaluate temporal derivatives. [17] The Rayleigh-Plesset Equation [4] is solved explicitly using the fourth-order Merson's method, with multi-staging for solver stability. [18] D. Particle Modeling DEM considers particles in a Lagrangian framework. Particles are assumed spherical. The linear and angular momentum equations are derived for each particle based on the fluid-particle, particle-particle interaction forces and torques as well as body forces:
where index i corresponds to i-th particle; m and J are the particle's mass and moment of inertia; x-position; u-orientation; F-forces; T-torques; and upper indices b, f, and p correspond to body (e.g., gravity and magnetic forces), fluid interaction (drag, lift), and particle interaction forces (see Figure 1 ), respectively. The overbar denotes a vector and the summation sign includes forces from all particles j in contact with particle i. Since particles are assumed spherical, the angular momentum equation is used to evaluate angular velocity instead of orientation. A brief overview of how particle-particle forces F ij are derived is given in the next section. The forces F ij incorporate normal and tangential elastic forces, adhesion, and friction. Forces F ij also depend on the history of loading during the collision as well as transitions of the contact state between slip/partial slip and no slip regimes. References are provided for further details.
E. Particle-Particle Forces
Typically, the spring-dashpot model accounts for particle-particle interaction [19, 20] during collisions, in which, e.g., [21] friction and adhesion forces are also added. The adhesion can be defined as the van der Waals attraction forces acting on elastically deformed surfaces. It is considered to be the driving force behind the formation of particle clusters. The model [22, 23] used in this study ( Figure 1 ) is based on that of Reference 21.
It should be noted, that in many industrial applications, especially where aluminum alloys are concerned, particle clusters might be connected with an oxide film. The contribution of oxide film adhesion to the force needed to break up a cluster is a matter of further research and has not been addressed in this paper.
F. Adhesion Theories
Bradley [6] first described the van der Waals force acting between two rigid spheres in contact and calculated the pull-off force as P c = 4pcR, where c is the interfacial energy of the contacting materials* and R is the radius of the sphere. This theory, however, did not take into account the increased contact area and therefore higher total van der Waals attraction force between elastically deformed bodies. Combining Hertzian contact theory with van der Waals attraction resulted in the independent development of the two most prominent adhesion models: JKR (Johnson, Kendall, and Roberts) [24] and DMT (Derjaguin, Mu¨ller, Toporov). [25] These two models are based on different assumptions of adhesion mechanisms: DMT assumes that adhesion enhances the elastic deformation of the contacting bodies, which nonetheless remains subject to Hertzian theory of spherical elastic contact. JKR on the other hand combines the Hertzian theory with a problem of rigid flat-ended punch. Adhesion is assumed present only across the area of contact of the bodies. Equations corresponding to both JKR and DMT models are compared in Tables I and II. Muller [26] concluded that the adhesive contact of larger, softer bodies with stronger surface interaction could be described by the JKR model, while the DMT model is applicable to the smaller, harder bodies with weaker surface interaction. A parameter l was introduced to determine which model is more appropriate:
where z 0 is the equilibrium separation distance, typically 0.16 to 0.4 nm. According to Muller if l < 1 then DMT is applicable whereas if l > 1, it is JKR. Further developments of adhesion theories yielded the generalized models that provide a smooth transition between JKR and DMT models that are considered as 
The formulae for the pull-off force of adhered particles are often used with the notation Dc, which is the work of adhesion. For spheres of the same material Dc % c/2, therefore P c = 2p DcR p .
two opposite extreme cases. [27, 28] These models however require additional computations and are therefore impractical for use in DEM simulations.
G. Oblique Contact
Hertz theory is used in most of the cases of normal impact of spherical bodies. In the case of oblique impact of bodies, tangential contact forces must be incorporated. Mindlin and Deresiewicz [29] developed the main theory connecting normal and tangential forces with normal and tangential displacements. It is assumed that two elastic spheres in tangential contact experience a partial slip, where the total force is a combination of elastic tangential force and sliding friction. Once the partial-slip tangential force exceeds the sliding friction force, the bodies slide relative to each other. The tangential force is then equivalent to the sliding friction force F s = gP, where g is the friction coefficient and P is the normal load. The distribution of contact traction is illustrated in Figure 2 . Thornton and Yin [21] combined all the major cases of the loading/unloading conditions described by Mindlin and Deresievicz. [29] H. Oblique Contact with JKR Adhesion Savkoor and Briggs [30] extended the JKR contact theory to consider the effect of adhesion in the case of oblique loading. It was suggested that applying the tangential force T reduces the potential energy by an amount of Td s /2, where d s is tangential displacement. Adding this term to the JKR energy balance equation modified the contact radius (see Table II) 
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It was concluded that in the presence of a tangential force, the contacting spheres peel off each other thus reducing the contact area. The peeling process continues until T reaches the critical value of
where G is the combined shear modulus of the contacting materials. For normal load, Thornton and Yin [21] have adopted the JKT theory, while in the case of oblique loading they followed [31] in what concerns the peeling process. They however assumed that once the peeling process is complete, the contacting bodies operate in the partial slip regime as described before, with the difference that the normal force P is replaced with P+6pcR p . The Thornton and Yin model is used in the present study for the cases of JKR adhesion.
I. Oblique Contact with DMT Adhesion
It is suggested here to combine the Thornton and Yin [21] partial-slip no-adhesion model with DMT adhesion. The DMT theory assumes that the deformed shapes of the contacting bodies remain within Hertzian elastic theory. Therefore, a no-adhesion model was adopted where the normal force P is replaced with P+4pcR p to account for the adhesion force. The DMT modification of the Thornton and Yin model is used for the cases of DMT adhesion.
J. Particle-Fluid Forces
Other forces acting on particles come from particle-fluid interactions. These forces are listed in Table III . Discussion on other fluid-particle interaction forces and their models can be found in References 19, 32, and 33. R p denotes particle radius-not to be confused with average bubble radius R Reference 4.
K. Coupling of Acoustic Solver with the DEM Model
A one-way coupling between the acoustic solver and particles model was developed, with the effect of particles on the fluid flow and cavitation being neglected. This assumption is justified in the present model since the particle sizes are much smaller than the computational cell size and the flow and cavitation variables are averaged over each computational cell volume. To implement the particle-fluid interaction forces, fluid flow variables (pressure and velocity) and cavitation variables (average bubble radius R, bubble concentration h, bubble interface pressure P b , and bubble interface velocity dR/dt) are passed to the particles model. These variables are averaged over their respective computational cells and within a time step of the acoustic solver. Due to this averaging process, the results can be accepted at present as qualitatively indicative of the locations in the melt where cluster breakup is possible, given the cavitation conditions.
III. PROBLEM DESCRIPTION
A. Material Properties
Table IV lists the material properties used in the numerical experiments. The gas phase (hydrogen) is assumed adiabatic, i.e., j ¼ c ¼ 1:4. Table V lists the particle properties. Interfacial energy values are required for evaluating the adhesion force. This differs from the surface tension at the gas/fluid interface. The interfacial energy values of 0.2 and 2.0 J/m 2 used in this study are hypothetical and do not correspond to a particular solid-liquid interface. Real values of interfacial energy depend on many factors, such as wetting, presence of gaseous phase, conductivity of the fluid, and particle material as well as particle material microstructure. More details about evaluating the interfacial energy can be found in References 21 and 30. Figure 3 represents a typical experimental setup for the ultrasonic treatment of aluminum [34] and corresponds to the simulation described in Reference 16. The crucible walls are reflective to sound waves, whilst a 180 deg phase shift occurs at the free surface. The liquid Fig. 3 -Schematic of aluminum treatment setup. [34] The origin of the domain marked as a black dot is at the intersection of the axis and the plane 2 cm above the vibrating surface of the sonotrode. height is 17.5 cm and the diameter of the cylindrical base is 12 cm. This crucible volume corresponds to 5.2 kg of aluminum at 973 K (700°C) . The operating frequency of the transducer is 17.7 kHz. The sonotrode tip is immersed 2 cm below the free surface.
B. Ultrasonic Treatment Setup
C. Particles Positioning
In this study, clusters were formed of 55 densely packed particles as shown in Figure 4 .
Clusters were positioned in 6 rows of 1 cm gap and 9 columns of 0.5 cm gap as shown in Figure 5 . The first row is 1 cm below the sonotrode. The y-position of the first row is À3 cm from the top of the crucible. The particle spatial configuration is 3-dimensional and de-agglomeration is modeled in 3D space. The acoustic solution represents a cross section of an axially symmetric process.
D. De-agglomeration
The de-agglomeration of particles involves breaking up large particle clusters into smaller ones or into individual particles. De-agglomeration was observed as a result of ultrasonic processing in aluminum. [35] [36] [37] [38] During ultra-sonication of aluminum, hydrogen bubbles form, oscillate, and collapse, creating chaotic and intensive velocity pulses. The beneficial effect of ultrasound on de-agglomeration is attributed to these pulses. Little is known about the exact timing, location, and amplitude of these pulses. In Reference 37, the pulse velocity is estimated to be up to 3 km/s. The cavitation events are shown to be highly localized, i.e., the energy of the pulse dissipates quickly with both time and distance. In this study, the bubble surface velocity, dR/ dt, obtained from the acoustic solver is used as a measure of the magnitude of such pulses. As the quantities related to the cavitation solver are averaged across computational cell and time step, they are attributed to the behavior of a representative bubble originating in the computational cell. It is assumed that velocity pulses propagate spherically originating from the initial cluster positions. The magnitude of the pulse is taken as dR/dt value within the 5R distance from the origin and then it decays with inverse squared distance, to maintain the fluid flow rate constant. The example of breaking a cluster of 55 particles by a spherical pulse is shown in Figure 6 . A more detailed study of de-agglomeration of particles caused by spherical velocity pulses (but no coupling to the acoustic solver) was provided in Reference 22.
The de-agglomeration of a particle cluster is quantified as the average distance from particles that initially belonged to the cluster to their geometrical center, scaled by the particle radius:
where N p (=55) is the number of particles in a cluster, R p is a particle radius (constant in this study), x i denotes position, and bar is for the vector notation. Particles of 5 lm radius and interfacial energies of 0.2 and 2.0 J/m 2 were subjected to the spherical velocity pulses caused by cavitation.
IV. RESULTS
A. Acoustic Cavitation The pressure consists of a combination of the forcing sonotrode frequency and its harmonics and a random element caused by bubble oscillations or bubble collapses. The bubble cloud is denser below the sonotrode, as is expected. Due to acoustic shielding, the ultrasonic energy is attenuated by the cloud under the sonotrode, hence prohibiting the formation of further bubble structures away from the sonotrode. This is also consistent with experimental evidence of large pressure decay away from the radiating source. [37] However, bubbles survive at antinodes along the sonotrode axis (represented by gray spheres). Figure 9 is a table containing images of particles and cluster condition at peaks p 1 -p 7 . Colors (online version) in Figures 9,  10 , and Appendix A are used to distinguish sub-clusters formed after breakup. Note that the peaks p 1 and p 2 are unable to cause visible damage to the cluster with either interfacial energy. Peak p 3 despite having a lower value (1.42 m/s) than peak p 1 (2.2 m/s) is able to break the lower energy cluster. This is also confirmed by the D agg plot in Figure 8 (b). The valley-peak difference is however higher for p 3 -v 3 than for p 1 -v 1 which allows us to conclude that the peak-valley fluctuation magnitude of dR/dt is a factor responsible for de-agglomeration. The cluster with higher interfacial energy (Figure 9 lower row) does not break until p 8 where the peak-valley difference is 18 m/s. A significant rise in D agg for the higher energy cluster can be observed between p 7 and v 8 , which corresponds to a bubble implosion rather than growth. Increase of the D agg value can be explained by movement of the cluster away from the origin of the pulse, so that the more remote part of the cluster is subjected to the implosion by a lesser degree than the other part. When the implosion originates inside a cluster where particles are in tight contact, the elastic rebound of the particles can cause the cluster to de-agglomerate. On the other hand, in the absence of particle contact, the implosion may cause a decrease in D agg as seen in Figure 8 (b) on the lower energy cluster curve between p 7 and v 8 . The direct influence of the velocity fluctuations on the cluster is shown in Figure 10 , correlating bubble successive collapses with sharp velocity spikes and breakup. Appendix A shows the behavior of the full cluster matrix at two different time steps for low and high surface energy.
B. De-agglomeration of Particles
V. CONCLUSIONS
The coupling of an acoustic solver with a DEM model for particles was implemented, providing an efficient numerical tool for studying the mechanisms of particle cluster breakup due to cavitation. The fluctuations of interfacial bubble velocities obtained from the acoustic solver were correlated to the breakup of clusters, as illustrated in Table VI and quantified by a non-dimensional parameter D agg defined in Eq. [12] as shown in Figure 8 (b). Both higher and lower interfacial energy clusters eventually broke up which suggests that even averaged values of dR/dt are sufficiently large for the breakup to occur. Further analysis of the behavior of clusters placed in a 54-position matrix below the sonotrode allows the determination of the regimes of sonication that are most favorable to the de-agglomeration of particles. Important parameters related to the intensity of sonication include the distance from the sonotrode and the location of resonant nodes/antinodes in the sound field, identified by the appearance of cavitation bubbles in specific locations as shown in Figure 7 .
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