Introduction and purpose
In this work we propose a method and a tool to integrate aspects of remote manipulation of robotic work cells (tele-operation) with aspects of remote learning. The motivation for such integration is to enable users to practice not only the remote activation of a robotic cell, but also the availability of redesigning and optimizing both the work cell environment and the work plan itself.
Remote control and manipulation of robots has been previously used to perform predetermined tasks, often in a hostile, unsafe, inaccessible or remote environment (Buckhin et al. 2002, Siegwart and Saucy 1999) . These tasks were usually well predefined in terms of their work elements, requiring the user's focus on an online remote manipulation of the robots rather than on the optimization of the work plan. Accordingly, the interfaces for these tasks were designed to deal with a given environment setting and a set of fixed tasks (Siegwart and Sauch 1999 , Chen et al. 1999 , Ravindra et al. 2004 , Rohrig and Jochheim 2000 , Doulgeri and Matiakis 2006 , Gil et al. 2000 , Khan et al. 2002 .
Remote learning, on the other hand, focuses on the ability to teach the user how to obtain an optimal solution given a flexible set of tasks and tools. Modern technology enables to integrate three-dimensional (3D) simulation tools with a remote control and manipulation interface. This integration can be used, for example, to comply with more complicated tasks in flexible robotic cells (Candelas et al. 2005) . Remote learning has been an increasingly growing field in the last two decades. The internet development, as well as the increase in personal computer's (PC's) capabilities and bandwidth capacity, has made remote learning through the internet a convenient learning environment that leads to a variety of new learning interfaces and methods (Bukchin et al. 2002 , Chen et al. 1999 , Ravindra et al. 2004 , Bischoff and Rohrig 2002 , Calkin et al. 1998 , Fernandez et al. 2005 . Integrating simulation and real implementation activities is considered a must in current engineering education (Khan et al. 2002, Fernandes and Martins 2001) . By enforcing such a paradigm, this paper contributes to the continuous improvement of best practices in engineering education (Calkin et al. 1998 , Enrique Sucar et al. 2005 , Michau et al. 2001 .
The specific problem addressed in this paper is how to enable a number of users (students in our case study) simultaneously to design and optimize the work plan for a remote robotic cell (Fernandez et al. 2005) . The users are required to learn, through a 'try and error' process, the appropriate way to operate a robotic cell previous to its remote (online) activation. There are several learning schemes that can be used to achieve this requirement. The method we found most efficient, in terms of learning time and efforts as well as in terms of resource usage, is having the users operate a simulation module before the online execution of programs in the cell. According to this scheme, each user simulates the process offline at his free time and then fine-tunes and executes his task online on the work cell. The proposed system approaches remote robotic manipulation from a new angle, enabling users to learn and deal with different robotic cells, as well as experiencing the control and manipulation of such cells from a remote site. The system can be easily adapted to any other field of learning, providing an available simulation program for that field (Henry and Schaedel 2005) . The learning process contains simulation and optimization of tasks that require a cognitive learning process, which differs from the required motoric learning process when operating a robotic cell on site (Bukchin et al. 2002 , Calkin et al. 1998 , Cooper et al. 2002 .
Alternative approaches were proposed to carry out the required pedagogical tasks (Bukchin et al. 2002 , Rohrig and Jochheim 2000 , Calkin et al. 1998 , Tzafestas et al. 2006 . The first approach that we considered was a lab-based approach package. It enables a full remote control of the robot's controller and full access to the simulation programs in the lab computers, while receiving all feedbacks remotely by using designated remote-access software packages (i.e. Virtual VNC). The lab-based approach allows the user to react as if he is physically located in the laboratory, yet, it requires a considerably broad bandwidth from both the client's and the server's computers. It also lacks the possibility of administrating several users simultaneously, and bares with it many security IT problems.
Second to be considered was a home-based approach, i.e. having the users to simulate and optimize the entire robotic work plan on their home computer, and only then having them send the final programmed tasks to the laboratory's computers. These programs are executed at the lab computers, while the user can observe the execution through a video feed (Calkin et al. 1998) . The home-based approach, although safer and lower in terms of bandwidth demand, lacks the interactivity part which is so essential to support a real learning process.
Finally, a third approach was investigated by combining the previous above-mentioned approaches. This approach was named the web-based approach -an internet website interface integrated with a particular 3D simulation program to be installed on the user's computer. The developed website is presented below in the case study. It enables us to administrate the different users and control the system usage, while keeping the laboratory's computer invisible to the end users, thus, reducing the safety problems. The integrated simulation tool supports redesign of the layout as well as a 'try and error' process, which are vital for learning and skills improvement. The bandwidth required for this type of solution was found to be significantly lower than other considered approaches. A survey conducted among 60 users of a beta version of the system reassured these findings by yielding a high level of satisfaction.
The rest of the work is organized as follows. Section 2 describes the modules of the methodology that are required to reach the proposed solution. System design development is addressed in section 3 followed by a detailed case study, including hardware and software considerations in section 4. Sections 5 and 6 discuss respectively the conclusions of the study and further developments for the system.
Methodology: basic modules of remote-learning and tele-operation
In this section a generic conceptual methodology is proposed to integrate a remote learning process with tele-operation tasks.
Enabling a student to learn and optimize a work plan in addition to remotely operating given robotic tasks requires more than basic manipulation tools for remote control (Gil et al. 2000 ) -a 3D simulation tool is one of the most popular tools dealing with 'on-site' learning (Candelas et al. 2005 , Enrique Sucar et al. 2005 . The simulation provides the students with the ability to analyse their performance, and to reorganize and redesign the process up to the required level. The used simulation tools provide another important feature to the learning process, namely, the ability to create and record a program for the cell and then apply it to run the physical system. When using a recorded program, the student can easily implement changes to the system layout or to the sequence of performed actions by using historical knowledge; this knowledge is gathered from previous simulations and system feedbacks, such as collisions, inaccurate point definitions and warnings of reaching work envelope boundaries. Both the simulation and the optimization processes are based on the interaction between the human operator and the manipulation interface of the robot itself. A feedback from the system allows students to change and improve design their program, thus, supporting a learning process and improving the student's skills and learning abilities.
The basic feedback for a remote operation of a robotic cell is a visual feedback (Eliav et al. 2005 , Aktan et al. 1996 , Hu et al. 2001 . In a local cell setting this visual information is available to the operator directly -simply by looking at the system which is located few inches away. When dealing with remote systems, one requires some visual sensors to provide such information (Bukchin et al. 2002) ; these sensors can be a closed-loop TV system or a streaming video of some kind. The latter provides the operator with somewhat rough knowledge regarding the work cell's layout and the system state following each phase of the operation. Since It provides the user with a two dimensional (2D) picture of a 3D reality, it is rarely accurate enough to enable fine tuning of the robotic arm, making it hard to achieve an efficient learning process.
While investigating the learning process of robotic cells operation, it was found that the 3D view of the cell is a vital component for the success of the learning process. A common way that was found for teaching robotic operation and programming is through 3D simulation programs enabling the student to learn and experience with a variety of simulated work cells, some of which different from the work cell that exists in the lab. The next step was to find a way to combine the capabilities offered by the simulation program, with basic tele-operation tools, creating not only a remote control interface, but also an actual remote learning mechanism.
In order to exploit the full potential of the simulation tools, detailed data from the work cell is required. Such data can be the actual layout of the cell, coordinates and locations of object in the cell and the online location of the robotic arm during the manipulation of the cell. One way to obtain the missing information, which is suggested here, is activating the simulation O. Goldstain et al. program both at the user's home computer and at the Lab's server that controls the robot. This activation enables a data flow from the robot's encoders to the remote user and provides the user with the necessary information to adjust the simulation and the program it generates. Figure 1 demonstrates a schematic integration diagram between the remote-learning and the tele-operation modules. Each module contains the main components that are primarily associated with it. Some components that belong to both modules are shown in the intersection area between them. Taking a well-known tele-operation module and combining it both with the data feedback from the controller as well as with the interactivity of the simulation program enables the user to participate in a remote learning process on top of being able to operate a robotic cell. The added value of such integration lies in the capability to apply this design scheme with the necessary adjustments to the available equipment and to different laboratory experiments (Michau et al. 2001, Ammari and Ben Hadj Slama 2006) . This scheme enables not only the execution of a given lab task, but also a 'trial-and-error' process by multiple simulations prior to execution. We find this scheme to significantly improve the learning phase, yielding a more efficient use of equipment and resources. In the next section we describe and analyse different approaches to implement this integrative scheme.
Design alternatives of the system's structure
When considering the design and implementation of a remote-learning and tele-operation laboratory one may consider two alternate approaches. The first one is a 'lab-based' approach while the other is a 'home-based' approach. In the following we describe these approaches along with their advantages and disadvantages, while keeping in mind that our objective is to preserve and replicate existing 'on-site' labs for robotic operation learning (Candelas et al. 2005, Chiculita and Frangu 2002) .
The lab-based design
The first approach is the 'lab-based' approach (Tzafestas et al. 2006) , which is demonstrated in figure 2 . This approach uses 'out of the box' programs to gain control of the laboratory computer that controls the work cell. A few programs such as 'windows XP remote desktop control' and 'VirtualVNC' are available for this purpose and known to perform reasonably. These programs emulate the Lab's computer so that the user's keyboard and screen act as connected to the remote computer. The advantage of such an approach lies on its simplicity, providing the user with a quick solution without the need to either download or install any executable programs on their PC. However, working on a remote computer outside the visible area of a work cell requires visual feedback, and adding a camera to the controlled computer can create some technical and methodological problems; the video from the camera is obviously 2D and does not provide the same effect as viewing the cell on site. It also consumes space on the screen, disrupting the display of the simulation program. The bandwidth needed for such approach often cause a bottleneck, resulting in poor response and a low-quality image. Furthermore, this approach does not support a simultaneous connection of multiple users to the system and expose the system to severe IT security threats.
The home-based design
The second approach is the 'home-based' approach demonstrated in figure 3 . This approach provides the user with a simulation program and an accurate scaled 3D model file of a cell's layout, enabling him to initiate the learning at home without being dependent on the robot's availability. In this approach the user sends an already redesigned and tested program to the remote computer, and only then connects to it, as described in the first approach (Calkin et al. 1998) . This approach lowers the required bandwidth and enables multiple users to operate the simulation tool simultaneously. Still, only one user at a time can gain access to the cell itself. The security threat and the visual feedback problem remain the same as in the first approach, while no real-time data feedback is being gained by this design.
Examining the problems described in the above approaches, one can easily identify the vulnerability of the controller PC as a critical issue, and understand the benefits of keeping the controller PC transparent to the user. 
The web-based design
A web server that can execute and manage all the communication between the user and the lab is one simple way to achieve the goal of keeping the controller PC transparent to the user (Candelas et al. 2005 , Yang et al. 2004 . Installing a server on the lab's computer enables the users to access the lab by communicating through a designed web interface. The visual feedback can also be presented on this website, thus, cutting down bandwidth demands both from the user and the server. The web-based approach, which is shown in figure 4 , enables the system administrator to manage the users' connections, and supports better control while reducing associated security threats. This approach integrates the previous approaches according to the proposed methodology in section 2. It includes the following modules:
(a) a user-client PC running a simulation program and a web browser; (b) a web site containing video capabilities, manual movement controls and files-upload protocol; (c) a web server running the robotic cell controller as well as the simulation program. The methodology used in the 'web-based' design relies on the interaction between the client and the server (Chen et al. 1999 , Ravindra et al. 2004 , Yang et al. 2004 , Saliah et al. 2000 . This interactivity was found to be essential for supporting a remote-learning process; it allows a two-way feedback from and to the operator, providing him with the necessary information to improve and refine his actions in order to achieve a more accurate performance of the required task.
Considering the visual feedback module, our main objective is to obtain clear online view of the cell from few different angles. One issue that remains unsolved is the visual feedback gap (3D reality to 2D image) (Doulgeri and Mariakis 2006 ) that should be further improved. We found that it is almost impossible to perform any kind of task depending only on one video feed that shows the cell from a single angle. Further research is needed to evaluate a multidimensional view, with at least two different angles video feeds, minimize the visual information gap (Yang et al. 2004) . A human factor study is also recommended to determine the preferred angles and positioning of the cameras. Table 1 presents a technical comparative evaluation of the above-mentioned approaches. The 'Tools required' column shows the main advantage for the 'lab-based' solution: no special installation of new software tools is required to implement it. Evaluating the 'Bandwidth' column, one can notice that the required bandwidth for the 'home-based'solution makes it more attractive than the 'lab-based' approach and equally attractive to the 'web-based' proposed solution. Considering the rest of the parameters, one can notice the significant advantages for the 'web-based' solution: being safer and more secured while supporting simultaneous users. This evaluation supports our decision to develop the proposed system according to the 'web-based' approach.
Case study
In this section we present a case study of a remote learning website for the robotics laboratory at Tel Aviv University. The website provides a remote controlling interface for the manipulator's arm. It enables simulating and optimizing the robotic work to be done, recording it, and O. Goldstain et al. subsequently downloading a pre-tested program to the robot's controller. The website enables users to manipulate different objects within the work cell, and to perform numerous different tasks, while receiving both visual and data feedbacks from the lab.
Hardware and software set-up
The presented system consists of a flexible work cell (SCORBOT, provided by Intelitek Inc.), containing a robotic arm model SCORBOT ER4U (USB controller), a conveyor, a rotating table, three light sensors, an erasable marker, whiteboard and an eraser for the board. The robotic arm as well as the sensors and the peripheral axis (i.e. the conveyer and the rotating storage table) are all connected through a USB controller to a computer, which is also used as a web and video server. The 3D simulated cell on the right-hand side of figure 5 demonstrates the cell set-up of the system. In addition, two internet cameras are connected to this computer.
In order to exploit the possibilities offered by the system, the user has to install a roboticcell simulation program (ROBOCELL by Intelitek Inc.). Figure 5 shows a screen capture of the program interface that was used in this case study. ROBOCELL is a robotics control software package that provides a user-friendly tool for robot programming and operation. It integrates the SCORBASE robotic control software with interactive 3D solid-modelling simulation software. The virtual robots and devices in the ROBOCELL environment follow the actual dimensions and functions of SCORBOT equipment, providing the users with a fully simulated robotic learning environment and graphical tracking of actual robot operation.
The web interface is programmed using hyper text markup language (html) and hypertext preprocessor (php) programming languages, and is stored on an Apache server on the local computer (Yang et al. 2004) . Users are administrated with a structured query language (SQL) database, while each user is given a unique username and password. The users are allocated into learning sessions similar to the on-site lab schedule. When a new user is created, a Figure 5 . The 3D simulation and programing interface (ROBOCELL for ER4U). designated folder is being created for them on the server to which their simulation programs and completed assignments are uploaded in a later stage. Users' online sessions are limited by the system to a predefined time frame to avoid blockage of the system. The user can prolong their stay online manually only if other users do not try to access the site. In the latter case, the user is informed of the remaining time frame that is allocated for him until the session will end.
The system apparatus
The website interface, which is shown in figure 6 , consists of three independent features: (a) visual feedback, provided by both a streaming video feed and an auto refreshing stills image (right-hand side of the screen); (b) a manual movement controller for online manipulation of the robotic arm (top left hand side) -it includes a feedback as to where the end-effector's is exactly located; (c) a simulation upload and execution controls (bottom left-hand side).
The work flow of a full learning session for a user is described in figure 7 . Before the session starts, the user (student in this case) has to download and install the ROBOCELL 3D simulation program at their home computer, on which the first step of each session is conducted. User manuals for both the ROBOCELL program and the SCORBASE language are available for download at the Lab's main site, including a summarized version for advanced users. In the beginning of each learning session the user is given a task or an assignment to perform. The Figure 6 . The web interface.
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O. Goldstain et al. user is also provided with a cell set-up file of the robotic work cell, on which they will execute his task. This file can be altered in a few minutes, enabling the user to adjust the simulation to changes that occur in the real work cell. Obtaining all the above modules, the user then starts the 'trial-and-error'optimization stagea cycle of simulations on the specified layout, which continues until a desired performance of the task is simulated and recorded as a Scorbase program. Once the program has been recorded, the user connects through his web browser to the remote lab learning site. After login, the user enters the web interface page shown in figure 6 .
Once logged on, the user is expected to first approve the cell layout -this is done by comparing the simulated layout to the streaming video image. If required, the user has to make any necessary adjustments to the simulation cell layout. Another required test is to manually move the robot to few reference points in the cell, and to compare the feedback from the encoders to the coordinates in the simulation layout file. The inspection of these reference points is crucial to the calibration phase of the system, as all other point matching during the simulation and execution. This refinement is being executed using the manual movement dialog box available in the interface. The user chooses the relevant axis to be corrected and presses the 'plus' or 'minus' button to increase or decrease the axis's encoder value; the system then measures the time the button was pressed and sends a command to the controller to move the selected axis in the desired direction for the measured time length. If any changes to the simulation file are made, the user must run the simulation again to guarantee that the revised simulation is still valid.
Once the simulation file is optimized, the user downloads four complementary files that were generated by the simulation module to his personal folder on the server. Now, all that remains is pressing the 'home' button on the interface to home the robot, and finally activating the program (by the 'run simulation' button) while following its execution through the camera. Table 2 summarizes the results of 60 tests performed on the suggested system. The tests were conducted by fourth year students of the Industrial Engineering department at TelAviv University. These students have basic knowledge in robotics programming and internet usage. The data in the table were gathered from questionnaires filed by the students, who experienced both on-site and remote robotic sessions. Four questions were scored on a scale of 1 to 4: where '1' being the lowest evaluation of the question and '4' being the highest (Sivakumar et al. 2005) .
Users' evaluation
Four questions were presented to the students. They were asked to give an overall satisfaction score of the system, and score the subjective learning assessment process, the usability and the utility of the simulation module. A total satisfaction score of 79% was obtained for the system. 
Conclusion
A method to integrate remote-learning and tele-operation is presented in this work. The method is demonstrated and designed in a fully operative case study. This method is applicable on any remote tele-operated environment, depending on the existing 3D simulation tool. The proposed method and interface add a new layer to remote manipulation and control of robots -enabling users to operate in a flexible environment and to perform various changing tasks. Most importantly, using this approach the students participate in an interactive learning process of the activation of these environments without the need to access the lab or the work site. Further research directions in this area can address the design of the visual feedback, such as how to represent a 3D reality in a web site or a computerized interface. Another issue is how to measure effect of different interface designs on the quality of the learning process. The existing interface is planed to be expanded to support multi-angel visual feedback by several cameras.
A web site for utilizing the remote lab is available at http://www.eng.tau.ac.il/remote.
