Abstract. Explicit exponential integrators based on general linear methods are studied for the time discretization of quasi-linear parabolic initial-boundary value problems. Compared to other exponential integrators encountering rather severe order reductions, in general, the considered class of exponential general linear methods provides the possibility to construct schemes that retain higherorder accuracy in time when applied to quasi-linear parabolic problems. Employing an abstract framework, the considered problems take the form of initial value problems on Banach spaces: u (t) = Q(u(t))u(t), t ∈ (0, T ), u(0) given. A fundamental requirement for the stability and error analysis is that the domains of the defining sectorial operators
1.
Introduction. Our present work on efficient time integration methods for quasi-linear parabolic problems comprises two parts. In this first part, we introduce the considered class of variable stepsize explicit exponential general linear methods and study their stability behavior. A second part shall be concerned with the convergence analysis of these exponential integrators.
Scope of applications. Quasi-linear parabolic initial-boundary value problems typically arise in the modeling of minimal surfaces and mean curvature flow, in the study of fluids in porous media and sharp fronts in polymers, and for the description of thin fluid films and diffusion processes with state-dependent diffusivity; see, for instance, [3, 4, 12, 14, 15] .
Analytical framework. Employing the abstract framework of sectorial operators and analytic semigroups (see [2, 19, 22, 25] ), we may cast a quasi-linear parabolic t n+1 = t n + h n with h n > 0, assuming that the proceeding approximation u n ≈ u(t n ) is available, we rewrite (1.1) as (1.2a) u (t) = Q u(t) u(t) = Q n u(t) + Θ n u(t) ,
where the nonlinear operator Θ n : D → X is defined through
The application of the explicit exponential Euler method yields
Explicit exponential general linear methods including examples of two-step schemes are constructed in [24] . We note that in the present part the stability behavior of exponential general linear methods is analyzed. Thus, a suitable choice for the operator Q n is the following:
Q n = Q(u n ) ; (1.2c) alternatively, the operator Q(u n ) can be replaced by any operator satisfying Hypotheses 2.1 and 2.3.
Quasi-linear versus semilinear parabolic problems. Within the analytical framework of sectorial operators and analytic semigroups, a fundamental tool for the derivation of existence results for nonlinear parabolic problems and the analysis of time discretization methods is Banach's fixed point theorem; see [2, 19, 22, 25] . In the context of a quasi-linear parabolic problem (1.1), a fixed-point iteration based on the relation u new (t) = Q u old (t) u new (t) is employed (see [2] ); as a preliminary step, it is thus essential to study the properties of the evolution operator associated with a nonautonomous linear problem (1.3) u new (t) = A(t) u new (t) .
In contrast, for a semilinear parabolic evolution equation of the form
w (t) = A w(t) + f w(t) ,
the application of a fixed-point iteration permits us to reduce the problem to the study of the linear variation-of-constants formula for an inhomogeneous linear evolution equation,
4) w new (t) = A w new (t) + f w old (t) = A w new (t) + b(t) ;
see [19, 25] . We note that the evolution operator to (1.4) is given by the analytic semigroup (e tA ) t≥0 , whereas the construction of the evolution operator associated with (1.3) and in particular the justification that the evolution operator is defined on the whole underlying Banach space is an involved task; see [2, 22] . In view of the employed linearization and the resulting reformulation (1.2), we further point out that the operator Q(v) − Q n : D → X is in general not well-defined on an intermediate space and thus (1.2) cannot be considered as a semilinear parabolic problem. Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Outline. In this paper, we deduce stability bounds for variable stepsize exponential general linear methods based on the linearization (1.2) of a quasi-linear parabolic problem. The stability results are obtained under very weak restrictions on the ratios of subsequent time stepsizes. The paper has the following structure. In sections 2 and 3, we introduce the analytical framework and state the general scheme of explicit exponential general linear methods for quasi-linear parabolic problems. Section 4 is devoted to the derivation of our main result, Theorem 4.1. Fundamental stability bounds for nonautonomous linear parabolic problems are given in section 5. Concluding remarks are finally given in section 6.
Notation. In the following, we employ standard abbreviations for Lebesgue and Sobolev spaces. The operator norm associated with a linear operator between normed spaces F :
In order to simplify the notation, we do not distinguish the arising constants. In particular, the quantities C, K, L, M > 0 may have different values at different occurrences.
2. Analytical framework. In section 2.1, we introduce the fundamental hypotheses on the initial value problem (1.1). In section 2.2, we illustrate the analytical framework by quasi-linear parabolic initial-boundary value problems subject to Dirichlet boundary conditons; in addition, we exemplify the notion of intermediate spaces within a Hilbert space setting. Detailed information on the theory of analytic semigroups and quasi-linear evolution equations is found in [2, 19, 22, 25] , and for an overview on interpolation theory we refer to [5, 27] .
Quasi-linear parabolic problems.
Throughout, we consider a complex Banach space (X, · X ) and a dense, continuously embedded subspace (D, · D ). For exponents μ ∈ [0, 1] we denote by X μ , · Xμ interpolation spaces between D and X such that
holds with a constant K > 0 for x ∈ D. The closed ball in X μ with radius > 0 and center
Suitable choices for interpolation spaces are real interpolation spaces or intermediate Calderón spaces, respectively. We suppose that the right-hand side of the differential equation in (1.1) is defined by a family of operators (Q(v)) v∈V , where V ⊆ X γ is an open subset of an interpolation space X γ with exponent γ ∈ [0, 1). Our fundamental hypotheses on Q are as follows.
, and M > 0 such that for every element v ∈ V and for any complex number λ ∈ C in the complement of the sector S φ (a) = {a} ∪ z ∈ C : | arg(a − z)| ≤ φ the resolvent estimate 
holds with a constant K > 0 for all elements x ∈ X 1 . (iii) For some exponent ϑ ∈ [0, 1) the interpolation space X 1+ϑ between X 1 and the domain of (Q(v)) 2 does not depend on v ∈ V . Moreover, the mapping Q : V → L(X 1+ϑ , X ϑ ) is Lipschitz-continuous, that is, the estimate 
Basic estimates. Let v ∈ V . Evidently, for any linear operator F : X 0 → X 1 Hypothesis 2.1 implies the bounds
Moreover, the relation
holds for positive times t > 0, complex numbers λ ∈ C \ S φ (a), and exponents
It is well known [19, 22, 25] that the sectorial operator Q(v) : X 1 → X 0 generates an analytic semigroup (e tQ (v) ) t∈[0,∞) on X 0 and that the evolution operator can be represented by means of Cauchy's integral formula
where Γ denotes a path that surrounds the spectrum of tQ (v 
The above relation (2.2) for the analytic semigroup implies the bound
Illustration.
The quasi-linear parabolic initial-boundary value problem that is given below illustrates the analytical framework of subsection 2.1. We recall that applications of practical relevance were mentioned in the introduction. Numerical experiments for this kind of quasi-linear parabolic initial-boundary value problem shall be provided in Part II. 
We consider the following initial-boundary value problem for a real-valued func-
For sufficiently often differentiable functions v, w : Ω → R the differential operator Q is defined by
We suppose the coefficient functions η : Ω × Y → R : (x, y) → η (x, y) to be continuous in the first variable x ∈ Ω and Lipschitz-continuous with respect to the remaining variables y ∈ Y . Furthermore, we require the basic uniform ellipticity condition |η|=2m η (x, y) ξ η ζ, ζ > 0 Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The Dirichlet boundary operator on ∂Ω is defined by
with ν denoting the outer normal vector to ∂Ω.
The following considerations show that the initial-boundary value problem (2.4) can be cast into our analytical framework with underlying Banach space
The reiteration and commutativity properties of the real and complex interpolation functors imply that the space W
and σ / ∈ Φ p . As a consequence, the initial-boundary value problem (2.4) can be cast in the form of an abstract initial value problem (1.1) for u(t) = U (·, t) and
In particular, the requirements of Hypothesis 2.1 are satisfied if
For detailed information, we refer to [1] .
In the special case of a differential operator of order two, corresponding to m = 1 and k ∈ {0, 1}, we obtain the restriction γ ∈ ( In addition, Hypothesis 2.3 is fulfilled whenever the first partial derivatives of the coefficient functions η are continuous in x ∈ Ω and Lipschitz-continuous with respect to y ∈ Y .
Remark 2.5. In order to exemplify the notion of interpolation spaces occuring in the above example, we include additional details for the special choice p = 2, leading to Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a Hilbert-space setting. In the particularly simple situation, where the spatial domain is given by the cartesian product of bounded open intervals, the representation of any element f ∈ X = L 2 (Ω) based on a Fourier series can be employed. Assuming, for instance, that Q is a differential operator of order two, subject to homogeneous Dirichlet boundary conditions, its domain is given by D = W 
where (λ k ) k∈N denotes the family of associated eigenvalues of the negative Laplace operator. For μ ∈ (0, 1) the interpolation space X μ = W 2μ 2,B (Ω) comprises all functions that satisfy the condition
Exponential general linear methods.
In this section, we introduce variable stepsize explicit exponential general linear methods for the time integration of quasi-linear parabolic problems (1.1). As indicated in section 1, the basic idea for the definition of higher-order time integration methods is to perform a linearization in each time step and to apply an explicit exponential general linear method to the resulting problem (1.2a) .
Semilinear parabolic problems. The consideration of exponential general linear methods for quasi-linear parabolic problems is inspired by the work [24] on semilinear parabolic problems
with solution-independent sectorial operator A : X 1 → X 0 and nonlinear perturbation f : V ⊆ X μ → X 0 defined on an intermediate space X μ with exponent μ ∈ [0, 1). There, it is shown that explicit exponential general linear methods based on RungeKutta and Adams-Bashforth schemes possess favorable stability properties and lead to exponential q-step s-stage methods that exhibit no order reduction when applied to semilinear parabolic problems. Variable stepsizes. When performing a time integration, it is essential to adapt the size of the time steps to the variation of the solution, in order to enhance reliability and efficiency of the numerical computations. Contrary to one-step methods such as Runge-Kutta methods, where it is straightforward to extend the formulation for constant stepsizes to variable stepsizes, the standard approaches used in the context of linear multistep methods are more involved. One possibility relies on coefficients depending on the ratios of subsequent time stepsizes, and a second possibility is to compute approximations to solution values by polynomial interpolation. Likewise, one has to face these intricacies in the context of exponential general linear methods.
Throughout, we denote by (h j ) j∈N a sequence of positive time steps with corresponding ratios and associated grid points defined by
for j ∈ N, where t 0 = 0. We employ the following hypothesis on the stepsize ratios that it is not restrictive in practice. Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Hypothesis 3.1. There exists a constant χ > 0 such that the relation
Approximation. For given initial approximations u 0 , . . . , u q−1 , approximation values u n+1 ≈ u(t n+1 ) to the exact solution values are defined by recurrence, 
Stability results for quasi-linear problems.
In this section, we analyze the stability behavior of variable stepsize explicit exponential general linear methods (3.1) for quasi-linear parabolic problems (1.1).
Related work. The stability analysis uses techniques that are closely related to our previous work [18] on a Magnus-type integrator for quasi-linear parabolic problems. In the derivation of our main result and in section 5, in order to avoid redundancies, we thus repeatedly refer to [18] . We point out that the stability result deduced in [18] is valid for constant time stepsizes and that the extension to variable stepsizes requires nontrivial changes.
Stability result. We study the case where the operator family (Q n ) n∈N is given by Q n = Q(u n ) : X 1 → X 0 for n ∈ N; see also (1.2). With regard to (3.1), we consider sequences (v n ) n∈N , (w n ) n∈N , defined through the recurrence formulas Here, we require the initial values to satisfy v 0 , w 0 ∈ X β ∩ V and assume that the additional perturbations (p n ) n∈N , (q n ) n∈N are bounded in X β . Provided that the current approximation satisfies v n ∈ X β ∩V and h n > 0 is chosen sufficiently small, the relation v n+1 ∈ X β ∩ V follows for the new approximation (see (2.2)); the analoguous statement is valid for w n+1 .
The following result provides a bound for the difference v n − w n with respect to the norm in X β and thus ensures stability of (3.1) when applied to (1.1). Basic auxiliary results for its proof are collected in section 5.
Theorem 4.1. Provided that Hypotheses 2.1 and 3.1 are fulfilled, there exists a final time T 1 > 0 and a maximal time stepsize h > 0 such that for any stepsize sequence (h j ) j∈N with 0 < h j ≤ h for j ∈ N, the sequences (v n ) n∈N , (w n ) n∈N given by (4.1) satisfy the bound
with constant C > 0 independent of n and h j for j ∈ N.
Proof. The proof of Theorem 4.1 relies on a fixed-point iteration that is based on a global representation of the solutions in (4.1); that is, for the new iterates the relations
are employed. The choice of the underlying space of sequences
with exponent ϑ satisfying the conditions γ < ϑ < β and 0 < α < β − ϑ, requires Hölder continuity of the elements of the sequence. By Hypothesis 2.1 the difference of two elements of a sequence (z n ) n∈N ∈ Z can be estimated as follows:
with generic constant C > 0 and 0 ≤ t m < t n ≤ T ; this explains the connection between quasi-linear and nonautonomous linear evolution equations and in particular the requirement
stated below in Hypothesis 5.4. In order to apply Banach's fixed point theorem, well-definedness and contractivity of the fixed point mapping has to be ensured; welldefinedness is a consequence of Theorem 5.6, and contractivity follows by Theorem 5.7. Due to the fact that the main steps of the proof of Theorem 4.1 are in the lines of [18] , we only detail the nontrivial extensions of the auxiliary results for nonautonomous linear evolution equations given in [18] 4 given below, it is straightforward to extend our stability analysis to evolution equations of the form
In view of numerical experiments it is convenient to admit an additional timedependent inhomogeneity.
Stability results for nonautonomous linear problems.
In this section, we deduce stability bounds for exponential general linear methods with variable time stepsizes applied to nonautonomous linear problems. These results are essential in view of the proof of Theorem 4.1. We recall Hypothesis 3.1 on the sequence of time stepsizes employed below.
Gronwall-type inequalitity.
The following auxiliary result is needed in the proof of Lemma 5.3.
Lemma 5.1. Let m, k ∈ N as well as θ, ρ ∈ (0, 1), and assume that there exists a constant χ > 0 such that
Then, the following bound holds:
Proof. We let t * ∈ (t m , t k ) denote the point where the map
achieves its minimum and choose j ∈ {m + 1, . . . , k} such that t j−1 ≤ t * ≤ t j . Consequently, the map f is monotonically decreasing in (t m , t j−1 ] and monotonically Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Proof. Let m, n ∈ N satisfy 0 ≤ m < n ≤ N . With regard to (5.2), we set
and define the operator L in the space of double sequences Λ = (Λ m,n )
With this short notation (5.2) is rewritten as
Applying the operator L to this inequality yields
and consequently
Repeating this process times, we get
In the following, we employ Lemma 5.1 in order to estimate powers of the operator L.
In particular, we show that the second contribution tends to zero for → ∞.
With the help of summation-by-parts and by an application of Lemma 5.1 we obtain
Similar considerations lead to
For a compact formulation it is useful to introduce the short notation
. . } , Downloaded 10/06/15 to 138.232.7.1. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where ν ∈ N denotes a positive integer number such that (ν − 1)ρ < 1 ≤ νρ. We recall the basic relation between the Euler-Beta and Gamma functions
Fundamental properties of the Gamma function imply
Altogether, we obtain the following bound for positive integer numbers ∈ N:
(ii) Applying (5.5) to (5.4) shows that the second contribution on the right-hand side tends to zero:
(iii) It remains to treat the first contribution on the right-hand side of (5.4). Similarly as before, summation-by-parts together with Lemma 5.1 yields
From these relations it is straightforward to deduce the bound 
Due to the fact that the term
is bounded, an application of Lemma 5.1 finally proves the stated result.
Stability results.
In this section, we study nonautonomous linear evolution equations of the form
In accordance with Hypothesis 2.1 we employ the following requirements on the op- 
With regard to (4.1), we consider a sequence (v n ) n∈N defined by recurrence
Provided that v 0 ∈ X ν for some ν ∈ [0, 1] and that the perturbations (p n ) n∈N are bounded in X ν , the stability result given below implies that the sequence (v n ) n∈N fulfills the relation 
holds with constant C > 0 independent of n and h j for j ≥ 0.
Proof. As the proof is along the lines of [18, Lemma 4.4], we focus on the essential changes due to the incorporation of variable times stepsizes. For simplicity, we henceforth set ϑ = 0 and suppose ν − μ < 1. Similar arguments hold for the special case ν − μ = 1.
With regard to estimate (2.2), valid for the analytic semigroup generated by the sectorial operator A m , it suffices to study the difference
By means of a telescopic identity we obtain
Employing the integral formula of Cauchy and Hypothesis 5.4 yields the bound
In a similar manner, we obtain
for j ∈ {m + 1, . . . , n − 1}. From Hypotheses 3.1 the bound
follows, which further ensures existence of a constant K > 0 such that 
We first deduce an estimate for Δ n m as operator from X 0 to X ν . By means of the above bounds (5.8)-(5.10), we obtain
Moreover, an application of Lemma 5.3 yields
Now, it is straightforward to estimate Δ n m as operator from X μ to X ν . Applying the above relations (5.8)-(5.11) together with Lemma 5.1 and the inequality (5.9), we finally obtain 
Together with the estimate 6. Conclusions. In this first part of our work, we have studied the stability behavior of exponential general linear methods for the time discretization of autonomous quasi-linear parabolic initial-boundary value problems. The derivation of our main result is based on auxiliary stability bounds for nonautonomous linear parabolic problems, obtained under mild restrictions on the ratios of subsequent time stepsizes. Combining both results we obtain a stability bound for nonautonomous quasi-linear parabolic problems. Together with suitable local error expansions such a stability bound provides a basic ingredient for the convergence analysis of exponential general linear methods applied to quasi-linear parabolic problems, which shall be carried out in a second part of our work.
