INTRODUCTION
Metastable changes in the electrical characteristics of Cu(In,Ga)Se 2 (CIGS)-based thin-film solar cells have been investigated for many years. [1] [2] [3] [4] Several models have been proposed to explain these metastabilities. [5] [6] [7] [8] First principle calculations 9, 10 show that the trapping of carriers at the intrinsic defects V Se , In Cu , and Ga Cu and their complexes with the copper vacancy V Cu is accompanied by large lattice relaxations. Relating the metastabilities to the lattice relaxations in V Se and In Cu defects is one of the most plausible explanations. A convincing method to verify whether the presence of defects with lattice relaxations can explain the observed metastable effects is to perform numerical simulations. Several attempts have been undertaken to mimic the effect of such lattice relaxations by introducing additional charge in a specified region of the absorber layer. 11, 12 Different metastable states are then modeled by changing the width of this region.
The numerical simulation program SCAPS 13 has been designed to simulate CIGS and CdTe-based thin film solar cell devices. It is able to model general multivalent defects. 14 We extended this software to be able to simulate the metastabilities predicted for V Se and In Cu defects in CIGS.
These metastable defects are considered to exist in two different configurations, a donor and an acceptor configuration, which are separated by energy barriers associated with lattice relaxations. Each separate configuration behaves as a conventional defect, which can have a multivalent character. The transition between the different configurations requires a simultaneous capture or emission of two free carriers together with thermal activation over an energy barrier. Hence, at lower temperatures, this transition will not occur. Similarly the transition will not be observed in an admittance measurement when the change of the quasi-Fermi levels occurs at higher frequencies.
In a typical experiment, the studied sample is brought to a well defined metastable state, i.e., a distribution over the donor and acceptor configuration, by applying certain initial voltage/illumination conditions at elevated temperatures (T > 300 K) for a sufficiently long time. Afterward the sample is cooled down to inhibit further changes in the metastable state of the sample and measurements are performed. To simulate this, first the distribution over the acceptor and donor configuration of the defect is calculated under initial voltage/illumination conditions. This distribution, together with the total defect density, is used to calculate the defect density belonging to the different configurations of the metastable defect. These calculated defect densities are then used to perform further simulations.
In a first section, the statistics governing the transition between the different configurations is discussed. Afterward, the algorithm that has been implemented to calculate the metastable charge and defect distribution is introduced. When the defect density is high with respect to the shallow doping density, the convergence of this algorithm has to be improved using a clamping technique. The implemented model is finally demonstrated by simulating the effect of voltage induced metastabilities on the capacitance-voltage characteristics of thin film CIGS-based solar cells. The model proposed by Kimerling 15 to analyze the effect of deep traps on the apparent doping density profiles has been extended to explain specific features of the capacitancevoltage measurements and simulations.
Statistics of the donor/acceptor conversion of metastable defects Every transition process between the different configurations of a metastable defect requires a simultaneous capture or emission of two free carriers together with thermal activation over an energy barrier, and has a specific transition rate s À1 . A general transition, involving m different capture/emission processes Px, can be described according to Eq. (1).
with ph the phonon frequency and DE the energy barrier associated with the process. T represents the temperature and k B is Boltzmann's constant. s
À1
Px is the transition rate associated with a single capture or emission process. These transition rates are given by
The first subscript indicates an electron (e) or hole (h) process, the second a capture (c) or emission (e) process. N C and N V are the effective density of states in the conduction and valence band, E C and E V are the conduction and valence band energies, and E Fn and E Fp are the quasi-Fermi level energies for electrons and holes. The electron and hole densities are denoted by n and p, and the capture constants by c n and c p . Limited to transitions governed by only two simultaneous capture/emission processes, Eq. (1) reduces to Eq. (3).
The transition between the donor and acceptor configuration is assumed to be possible via four different processes: hole capture (HC), electron capture (EC), hole emission (HE), and electron emission (EE). Each of these processes consists out of two simultaneous single capture/emission processes. Considering, e.g., the (V Se ÀV Cu ) complex, 9 the HC process is shown in Eq. (4) and the EC process in Eq. (5).
Note that there are more than four different processes possible, e.g., the EC process (5) can proceed through double electron capture as well. However, the energy barriers associated with these additional processes are much higher so that they can be neglected in the temperature interval which is usually studied. 9 At very high temperatures (T > 400 K), other processes can gain importance. The emission processes are considered to be the inverse process of the corresponding capture process. This implies that the HE and EE processes for the (V Se ÀV Cu ) complex are found by switching the direction of the arrow in Eqs. (4) and (5) .
The interplay of the different transition processes will lead to a steady state distribution of the donor and acceptor configuration, which is dependent of the position of the (quasi-) Fermi levels and the temperature. The Fermi level position where the donor and acceptor configuration are equally stable under thermal equilibrium conditions is called the transition energy 9 and will be noted as E TR . The activation energies related to the different processes together with the transition energy are not independent because the expressions (3) should obey the principle of detailed balance. Under thermal equilibrium, the capture and emission processes oppose each other, there is no net recombination and the distribution over the configurations remains constant. When the Fermi level position equals the transition energy, the relations shown in Eq. (6) are valid. (4) and (5), Eq. (6) can be rewritten as Eq. (7).
Specific details for V Se and In Cu complexes
The reactions of the capture processes for the (V Se ÀV Cu ) complex are shown in Eqs. (4) and (5) . For the In Cu complexes, the HC process exhibits a similar reaction path as Eq. (4), the EC process, however, follows the reaction shown in Eq. (8) .
Most values for the activation and transition energies have been calculated from first principle calculations by Lany and Zunger. 9, 10 It can easily be checked that those values obey the detailed balance principle. Table I gives an overview of these energy values together with additional values calculated using detailed balance considerations. (1) and (2) 
Numerical solution method
For notational convenience, we will consider the transition (þ/À) between the donor configuration D þ and the acceptor configuration A À . The total density of the metastable defect is noted as N t . The fraction of defects in the acceptor configuration is given by f A , the fraction in the donor configuration by f D , with f D þ f A ¼ 1. Each configuration of the defect acts as a conventional defect. The fraction of defects belonging to a certain configuration that is in charge state s, is given by f s t . The number of defects in the acceptor configuration, which is negatively charged, is then given by f À t;A Â f A Â N t . The transition rates U from donor to acceptor and acceptor to donor are then given by Eq. (9).
Under steady state conditions, these rates are equal. Taking into account f D þ f A ¼ 1, the distribution over donor and acceptor configuration can be calculated (Eq. (10)).
Because the values of f A and f D influence the charge distribution and thus the quasi-Fermi level position, they influence f s t and the time constants that are present in Eq. (10) as well. As a result, the metastable configuration distribution has to be calculated in an iterative way. As a starting point, the electrostatic potential and the quasi-Fermi level positions are calculated assuming the configuration distribution to be constant throughout the sample, e.g.,
In the first iteration step, the resulting values of f Straightforward application of this iteration scheme can lead to divergence due to overcompensation, especially when the defect density is higher than the shallow doping density. The origin of this divergence in this case is the fact that the updating of f A and f D and of the Fermi level position has an opposite effect. When the updating of f A and f D leads to an increased acceptor concentration (f A increases), more negative space charge will be present in the structure; this will lead to a lowering of the Fermi level position. In turn, this lowering will lead to a decreased acceptor concentration (f A decreases). If the defect density is large, one can get to a situation where the change in acceptor concentration in one iteration step is exactly opposite to the change in the previous step and much larger than the predefined tolerance. To circumvent this problem, the change in f A and f D has to be limited during the iteration procedure (clamping). This clamping is performed according to Eq. (11). (10) is violated. The resulting solution after reaching the tolerance threshold while applying the clamping is, however, very close to the true solution. This solution is then used as an initial guess for an iteration cycle without clamping to get to the final solution of the system. The problem of overcompensation will be circumvented more efficiently for smaller clamping values x. As a result, the algorithm will converge for higher defect density values. However, more iterations will be needed to get to the solution. The effect of x on the convergence of the algorithm is illustrated on a simple uniform structure, representing a solar cell consisting of a uniform absorber of Cu(In 0.8 ,Ga 0.2 )Se 2 . The shallow doping level in the absorber is 10 16 cm À3 , and a (V Se ÀV Cu ) metastability is present. The calculations are performed with a tolerance of 10 À6 . Figure 1 shows the number of iterations needed to get to convergence for varying defect density values. For high x values (close to one), this number increases fast for increasing defect density, for low x values, it is constant. When the clamping factor is decreased, both the number of iterations at low defect density and the minimum defect density at which divergence occurs increase. This is illustrated in more detail in Fig. 2 . For small values of x, the number of iterations needed to get to convergence is in good approximation proportional to x À0.93 . The maximal defect density that leads to convergence increases fast with decreasing x and starts to saturate for x < 0.05.
RESULTS
The algorithm presented in the previous sections is now used to simulate the effect of reverse bias treatment on capacitance-voltage (C-V) measurements on CIGS-based solar cells. Applying a reverse bias at elevated temperatures before starting the measurements at low temperatures leads to a horizontal shift of the Mott-Schottky plots toward lower voltages. 11 Apparently, a reverse bias treatment results in an increase of the negative charge concentration close to the junction and a decrease farther away. 4 This effect is often ascribed to the presence of (V Se ÀV Cu ) complexes.
The Mott-Schottky plots of C-V-measurements of a CIGS sample in the relaxed state and after a reverse bias treatment (1 h À2 V applied at 300 K) are shown in Fig. 3 . The CIGS absorber layer of the sample has been grown on Mo coated soda lime glass substrates by thermal evaporation following the three stage process. 16 It has been finished with a 50 nm thick (CBD) CdS buffer and a 350 nm thick ZnO:Al window layer. We built a model that can mimic these measurements. To keep the structure as simple as possible, only three layers are introduced (window-buffer-absorber), and all parameters are assumed to be uniform. The parameters of the (V Se ÀV Cu ) complex are based on the values calculated by Lany and Zunger 9 and are summarized in Table II . The shallow acceptor density is N A ¼ 10 15 cm
À3 . An additional acceptor defect level at 0.33 eV above E V with a defect density of N t ¼ 1.4 Â 10 16 cm À3 has been introduced as proposed in Ref. 12 .
The simulations of the C-V-measurements of this structure are also shown in Fig. 3 . The initial voltage (V init ), which is used to calculate the metastable configuration distribution, is varied from À2 V to 0 V in steps of 0.5 V. The simulations with V init ¼ 0 V and V init ¼ À2 V agree well with the measurements. The shape of the curves in between varies in a similar way as shown in Fig. 2 of Ref. 11. The corresponding apparent doping density is shown in Fig. 4 . There is indeed an apparent increase of the negative charge concentration visible close to the interface. This increase is due to an increased fraction of (V Se ÀV Cu ) complexes in the acceptor configuration (Fig. 5) . When performing C-V À6 and the maximum allowed number of iterations is 1000. The relative small increase of this maximum density (by a factor 8) is limited by the fact that for the (V Se ÀV Cu ) complex, the metastable configuration distribution determines the free carrier density in the entire absorber at such high defect densities. simulations in the voltage range from À2 V to 0.5 V, there is a decrease in the apparent doping density at larger distances from the interface. Increasing the voltage range to À4 V, however, shows that this decrease is the result of a horizontal shift of the minimum of the curve for more negative values of V init . It should be emphasized that the agreement between the simulation and measurement results has been obtained using a very simple model, and optimizing only a limited number of parameters. The properties of the (V Se ÀV Cu ) complex as given in Ref. 9 for CuInSe 2 have been used, allowing for a variation between the values calculated using image charge correction or not. Only the value of E TR has slightly been increased to 0.25 eV, see following text, which also influences the value of DE EE and DE HE .
To get to a good agreement with the measurement results, five parameters have been optimized: E TR , the shallow doping density N A , the (V Se ÀV Cu ) complex density N M , the density N t of the additional acceptor defect and its energy E t . The value of E TR is crucial. E TR does not only influence the position where the occupation of the acceptor configuration drops, it also influences the space charge in the bulk of the absorber because the occupation of the acceptor configuration does not drop to zero in the bulk. The reason for this is the fact that the transition energy of the (V Se ÀV Cu ) complex is close to the Fermi level position in the bulk of the absorber. As a result there is a strong interdependence among E TR , the shallow doping density and the metastable defect density. Because E TR is not close to E V for the In Cu complexes, the importance of the E TR there would not be as far reaching as for the (V Se ÀV Cu ) complex. The shallow doping density influences the space charge density in the bulk of the absorber and thus also the slope of the Mott-Schottky diagram. The metastable defect density N M also influences the space charge density in the bulk of the absorber in a similar way as the shallow doping density. Moreover, it influences the difference between the simulation results for different values of V init and thus the splitting of the Mott-Schottky curves for V init ¼ 0 V and V init ¼ À2 V. Optimization of the combination of the values of E TR , N A , and N M is the key factor to get to a good agreement with the C-V measurement results. Nevertheless, there is still a minor influence of the defect density and energy of the additional acceptor defect. The presence of this defect is required to reproduce the increase of the apparent doping density for increasing values of W. In contrast to the other three parameters, the tolerance on the properties of this defect is larger. Its defect density can be lowered with a factor 5 without resulting in an obvious mismatch between measurement and simulation results.
The reverse bias treatment also influences the currentvoltage characteristics of a CIGS-based solar cell. A decrease in fill factor and a roll over effect is observed at low temperatures. 2 There are several possible explanations for this behavior, the most important of them have been surveyed in Ref. 17 . The rollover effect can be explained in terms of a back contact barrier, the presence of acceptor states at the buffer/ window interface or a positive conduction band offset at the buffer/window interface. A reduced fill factor due to a kink in the current voltage characteristics can be explained by a positive conduction band offset at the absorber/buffer/window interfaces, a p þ layer at the absorber front surface, or a conduction band grading at the absorber surface. The characteristics of these phenomena can be altered by a change of the distribution of the metastable defect configurations. The model that has been constructed to mimic the C-V measurement results is a very simple one, none of the abovementioned phenomena has been introduced yet. Due to the simplicity of the model, however, the introduction of these effects would not lead to insurmountable problems although they complicate the structure significantly.
DISCUSSION

Apparent doping density with deep traps and metastable charge
Kimerling 15 developed a model that explains the influence of deep traps on the measurement of the apparent doping density profiles. This model is based on a staircase function (see Fig. 6 ) assuming deep traps to contribute to the space charge in a region with width y. Assuming an n þ p junction with a uniform shallow acceptor doping density N A , this model predicts the following relations:
with W the depletion width, e the dielectric permittivity, q the elementary charge, E t the defect energy of the deep trap center, and N t its defect density. N meas is the apparent doping density that would result from the C-V-measurement. Equation (13) is illustrated in the bottom of Fig. 6 . The most straightforward way to introduce the effect of a metastable defect is to assume that the shallow doping density is piecewise uniform by adding an additional term N M to the shallow doping density, which is only present in a region with width x M as shown in the top of Fig. 6 . This width is, contrary to y, not determined by the measurement voltage, but only by the initial voltage. Application of the theory developed in Ref. 15 taking into account this additional acceptor density leads to the following formulas:
where Eqs. (14) and (17) (with Dy/DW given by Eq. (18)) hold when y < x M < W, Eqs. (12) and (13) hold when x M < y < W, and Eqs. (15) and (16) hold when y < W < x M .
In all equations, N t is assumed to be independent of the metastable state of the sample. However, when N t would correspond to one of the configurations of the metastable defect, there will be an additional interdependence between N t and the metastable state of the sample. This interdependence can not straightforwardly be introduced in the analytical model but needs to be investigated through full numerical simulations. In the example given, however, N t can not be associated with one of the configurations of the metastable defect because N t > N M .
Application to the simulation results
The theory of the previous section can now be applied to the simulated and measured apparent doping density shown in Fig. 4 . At large values of W, the apparent doping density increases. This can already be explained by the standard theory proposed by Kimerling as shown in Fig. 6 . Two features, however, cannot be explained by this standard theory, as they rely on the inclusion of a metastable defect density N M . When the initial voltage gets more reverse, a local maximum appears at W % 0.5 lm, and the curves experience a horizontal translation at large values of W.
The parameters that have been used to obtain the full numerical model are substituted in the equations of the previous section: In the W range displayed in Fig. 7 , all three equations, (13), (16) , and (17) , are needed to calculate N meas when V init ¼ À2 V. Equation (16) is, however, redundant when V init ¼ 0 V. As a result, a local maximum for N meas occurs around 0.5 lm only when V init ¼ À2 V. This maximum is created as follows. For W < x M , y and N meas are calculated using Eqs. (15) and (16) , leading to a strong increase of N meas for increasing W. At W ¼ x M , however, the applicable equations change to Eqs. (14) and (17) , leading to a sharp drop of N meas . This drop is further enhanced by a smaller decrease of N meas with increasing W because y does not increase as fast with increasing W as when W < x M. In the simulation and measurement results, the drop at 0.5 lm is not as sharp due to the limited resolution of the abscissa, which is always larger than the Debye length. At large values of W (W > 0.8 lm), the curves for N meas simulated at different initial voltages are horizontally shifted with respect to each other in Fig. 4 . In this region, y and N meas are calculated using Eqs. (12) and (13) . Even though the value of E F in the bulk of the absorber was assumed to be independent of V init in all previous calculations, there is a slight interdependence. From the simulation results, one gets E F % 0.14 eV for V init ¼ À2 V and E F % 0.17 V for V init ¼ 0 V. Using these values, one can calculate k ¼ W À y, leading to 0.50 lm and 0.46 lm, respectively. As shown in Fig. 6 , k can easily be determined as the onset of the increase of N meas when no metastable defect is present. When N M = 0, however, the onset is no longer visible. It is obscured because Eqs. (16) and (17) are valid in this region. The different value of k can, however, still be determined at the point where N meas ¼ N A þ N t /2. At this point, according to Eq. (13), y/W ¼ [0.5] and thus W ¼ 2 k. Hence, one can predict that N meas ¼ N A þ N t /2 will approximately occur at W ¼ 0.92 lm for V init ¼ 0 V and at 1.00 lm for V init ¼ À2 V. This prediction is indeed visible in Fig. 4 , where these points are marked with a star.
SUMMARY AND CONCLUSIONS
We extended the thin film solar cell simulation software SCAPS to enable the simulation of metastabilities due to lattice relaxations in defects. The activation energies of the different processes involved are not independent as they have to obey to the principle of detailed balance. The calculation of the distribution over the different configurations of the defect has to be performed in an iterative way. When the defect density is high with respect to the shallow doping density, a clamping procedure is used to improve convergence of the algorithm.
The possibilities of this new facility have been applied to model the reverse bias metastability in CIGS based solar cells as a result of the presence of (V Se ÀV Cu ) complexes. A fair agreement between measurement and simulation is found with an uncomplicated model. The influence of the (V Se ÀV Cu ) complex on C-V-measurements for the reverse bias metastability can be explained by optimizing only five parameter values (E TR , N M , N A , N t , and E t ). Hence, this measurement in combination with simulations can be of help to determine these parameters. There are two specific features that appear in the apparent doping density curves after applying a reverse bias treatment to the sample: The appearance of a local maximum and a horizontal shift of the curve when the initial voltage gets more reverse. These features are a direct consequence of the fact that the region where the (V Se ÀV Cu ) complexes are in their acceptor configuration is larger when V init is more reverse. 
