This paper implements the approach introduced by MacKinnon (1994MacKinnon ( , 1996 to estimate the response surface of the test statistics of seasonal unit root tests with OLS and GLS detrending for quarterly and monthly time series. The Gauss code that is available in the supplementary material of the paper produces p-values for five test statistics depending on the sample size, deterministic terms and frequency of the data. A comparison with previous studies is undertaken, and an empirical example using airport passenger arrivals to a tourist destination is carried out. Quantile function coefficients are reported for simple computation of critical values for tests at 1%, 5% and 10% significance levels.
specifications of the deterministic part: zero frequency intercept, zero frequency intercept with trend, seasonal intercepts, seasonal intercepts with zero frequency trend and seasonal intercepts with trends.
All of the simulations are done in the GAUSS TM programming language. The results are compiled into a GAUSS TM subroutine and are provided in the supplementary material of the paper. Interested persons can use the same subroutine for obtaining p-values of HEGY tests.
2.-Seasonal unit root test context
The general model used in seasonal unit root testing is as follows: As shown by Smith and Taylor (1998) and Smith, Taylor and del Barrio Castro (2009) , the inclusion of seasonal intercepts allows for tests invariant to the presence of non-zero initial conditions under the null hypothesis of seasonal integration to be obtained, and the inclusion of seasonal intercepts with trends allows for tests invariant to the presence of non-zero initial values and seasonal drifts to be obtained. As will be mentioned later, the deterministic part considered in the seasonal unit root procedures plays an important role in the distribution of the tests.
The overall null hypothesis of seasonal unit roots is 
Following HEGY (1990) and Smith et al. (2009) , the regression-based approach for testing for unit roots in ) (L α can be developed in two steps. The first step is detrending the data in order to obtain tests that will be invariant to the parameters that characterize the deterministic part s St+ µ . The most popular methods for doing this are OLS detrending (see, for example, HEGY (1990) and Smith et al. (2009) ) and GLS detrending (see Rodrigues and Taylor (2007) 
Table 1 collects the detrending parameters suggested by Elliot, Rothenberg and Stock (1996) , Gregoir (2006) and Rodrigues and Taylor (2007) . 
hence the testing equation of the augmented HEGY approach can be written as: 
Under the HEGY approach, the possible presence of serial correlation in the innovation As shown in HEGY (1990) and Smith et al. (2009) , respectively, and these same variables refer to the unit root at zero and Nyquist frequencies, respectively. In both cases, the test is carried out using lower tailed regression t-test statistics t 0 and t S/2 .
When testing the pairs of complex conjugates unit roots 0 , 1 : (8) is properly augmented, the limiting null distributions of the t-statistics for unit roots at the zero and Nyquist frequencies and joint F-type statistics are pivotal, while those of the t-statistics at the harmonic seasonal frequencies depend on nuisance parameters which are functions of the parameters associated with the process followed by the innovation. Then, in practice using only the t-statistics for unit roots at the zero and Nyquist frequencies is recommended, and using joint F-type statistics is recommended for testing other hypotheses.
As shown in Smith and Taylor (1998) and Smith, Taylor and del Barrio Castro (2009), when there is no deterministic part ( s St+ µ =0), the distribution of the tests is a function of standard Brownian motions. In the case of OLS detrending, when seasonal intercepts are considered (Case 3) the distribution of the tests is a function of demeaned Brownian motions. In the case of a zero frequency intercept (Case 1) only the distribution of the tests associated with the zero frequency is a function of a demeaned Brownian motion. When seasonal intercepts with trends (Case 5) are included, the distribution of the tests is a function of demeaned and detrended Brownian motions. And finally, if seasonal intercepts with a zero frequency trend (Case 4) are considered, the distribution of all the tests is a function of demeaned Brownian motions except the zero frequency test which is a function of demeaned and detrended Brownian motion. Finally, when GLS detrending is considered, the limit distribution of the statistics with standard Brownian motions are replaced by their relevant local GLS detrended analogues; see Theorem 5.1 of Rodrigues and Taylor (2007, pp. 559-560) . See also the tables in the appendix.
3.-Simulations experiments
The seminal papers of MacKinnon (1994 MacKinnon ( , 1996 developed the methodology for obtaining numerical distribution functions for the (zero frequency) unit root test statistics. This methodology implies extensive computation, as well as huge matrices of results. MacKinnon (1996) himself reports several months of computing time and around 20 thousand estimated coefficients. Harvey and van Dijk (2006) and DiazEmparanza (2014) apply this methodology to the case of seasonal unit root tests considering only OLS detrending.
Here, we also use the methodology of simulation experiments as described in MacKinnon (1996) but applied to the case of seasonal unit roots; we also consider both OLS and GLS detrending and analyze a wider set of specifications for the deterministic part.
In order to obtain results which can be fitted to response surface functions we need to run the Monte-Carlo Experiment discussed hereafter, based on the following data generating process: are: 9, 10, 11, 12, 13, 14, 16, 18, 19, 21, 23, 26, 28, 31, 34, 38, 41, 45, 50, 55, 61, 67, 73, 81, 89, 100 and 150. Equations (8) and (9) without augmentation (that is, with k=0) are fitted to process (10), and the value obtained for the t-ratio and F-type statistics of the HEGY procedure are stored using OLS and GLS detrending. For OLS detrending, we consider six sets of deterministic term specifications, the five cases detailed in section 2 plus the case of no deterministic part. And in the case of GLS detrending we consider the five cases mentioned in section 2.
Thus, we performed a total of 28,512 simulation experiments with 200,000 replications each. The number of experiments is the product of 48 repetitions, 27 sample sizes, five and six different specifications for the deterministic part and two values for S. It took around 4 weeks of computing time and 250 GB of disk space to store the results. The simulations were performed on Intel® Xeon® CPU E5-2470.
A replication experiment is a good example to highlight the power of parallel computing. Each experiment may be computed separately, which is why we computed 12 experiments at once. Using Amdahl's formula, it is possible to estimate the expected improvement in computing time using the parallelization.
Where T C is the time improvement, C is the number of cores used, and P is the percentage of the algorithm that can be parallelized, and which is calculated as the number of code lines under threading divided by the total number of lines; it is equal to 79.4% in our case. In total, we made a 3.67 times improvement due to parallel computing.
3.1.-Response surface estimation
Gathering the results of all the simulations (the most extensive part of the study) and following MacKinnon (1996) , we proceed to estimate the regressions for the quantiles for each test statistic. For each experiment with 200,000 replications we estimate 221 quantiles, which are: .0001, . 0002, .0005, .001, .002, … , .010, .015, …, .985, .990, .991, …, .999, .9995, .9998, .9999 . These quantiles for a given S and a given specification of the deterministic terms, are denoted as
, where T i is the sample size of the i th experiment, p is the quantile and i = 1,…, 1296, represents the 27 different samples sizes and 48 repetitions. These quantiles are used as the dependent variable of the following response surface equation:
Note that the explanatory variables of the previous equation are three negative power functions of the sample size. 4 Equation (12) is fitted for the 221 quantiles, for each possible specification of the deterministic part (with OLS and GLS detrending), for each test of the HEGY procedure and finally for quarterly and monthly data.
In order to put model (12), that is, q p = Zθ+ε in matrix notation, we follow MacKinnon (1996) and use a modification of the GMM estimator of Cragg (1983) as an appropriate way to deal with the presence of heteroscedasticity in the errors:
where W is a matrix of 27 zero-one dummy variables, that is, the first column takes a value of 1 when T i =9, the second one takes a value of 1 when T i =10,…; Z is a matrix that collects the regressors of equation (12); and Ω is a diagonal matrix in which the elements of the principal diagonal are the squares of a fitted endogenous variable obtained from a regression of the absolute value of the residuals from an OLS regression of q p on W, on a constant and 1/T. Figure 1 shows the cumulative numerical distribution function of two test statistics for two fixed sample sizes. The deterministic term specification is seasonal intercepts. The graph on the left hand side represents the distribution of t 0 statistics. The sample size is denoted by T. A curve that corresponds to a 9-year sample size is associated with more negative values than a curve that corresponds to 150 years, which means that hypothesis H 0,0 is harder to reject for smaller samples. The graph on the right represents the distribution of F-type test statistics for checking the overall null hypothesis. Another way to look at the data in hand is to fix the p-value and plot the distribution depending on T. Figure 2 shows the quantiles that correspond to 1%, 5% and 10% significance levels of the p-value. The graph on the left is associated with t 0 test statistics and the graph on the right is associated with F ALL test statistics. Dots represent the actual numerical distribution of test statistics, and the connecting lines are quantile functions constructed according to equation (12). Note: Quantiles correspond to the p-levels equal to 1%, 5% and 10%. The deterministic term considers seasonal intercepts. T is a sample size in years.
In the appendix we report the response surface coefficients calculated according to equation (12) with pvalues equal to 1%, 5% and 10%. These functions are associated with the line curves in Figure 2 . Tables 2 to  5 report the coefficients for monthly and quarterly frequencies with OLS and GLS detrending. In particular, Tables 2 and 3 display the results when GLS detrending is used for monthly and quarterly data, respectively, and tables 4 and 5 show the equivalent results under OLS detrending.
Note that the first parameter Table 3 (GLS detrending and quarterly data), the R 2 for the F SEAS type of test, case 1, we observe that the determination coefficient ranges from 0.95 to 0.22. Figure 2A shows the quantile distribution together with the response surface for the F SEAS type of test. As it can be seen, the low R 2 is due to the low variation of the quantiles as a function of the sample size. Moreover, in table 6 in the appendix the critical values obtained from the response surfaces with low R 2 are compared with the corresponding critical values tabulated in previous studies (Smith and Taylor, 1998; Franses and Hobijn, 1997) . Both the values from the previous studies and those calculated from the response surfaces exhibit only small changes as the sample size grows. Moreover, the tabulated critical values sometimes show local maximums or minimums as sample size increases which seems contrary to the expected evolution of the distribution. These results indicate that even in the case that the R 2 is low for a given response surface, the critical values computed with this function are more accurate that the previously tabulated ones.
3.2.-Local approximations for p-values
The resulting 221 estimated response surfaces for the quantiles return the estimated quantile value for any sample size and for a given type of test and specification of the deterministic term. These estimates can be used to obtain approximate p-values for any value of the test statistic. As in MacKinnon (1996) , we use interpolation to estimate the p-value of a particular value of the reported test statistic. The first step is to locate the closest quantiles. The sample size is introduced into 221 response surfaces and the corresponding critical values are obtained. Then, the test statistic is compared sequentially with every critical value and the four closest quantiles are identified: two from above and two from below. After obtaining the closest values, an interpolation function using a polynomial of order three is used. Then, the test statistics of the HEGY seasonal unit root test are introduced into the estimated polynomial, and the pvalue is reported. The local approximation method to obtain the p-values and the estimates of the response surfaces are implemented in a GAUSS TM library and are available from the authors upon request.
3.3.-Comparison of our results with the previous studies
Having the response surface estimates and a method with which to obtain p-values by local approximation, we proceed to compare our results with those of previous studies. One of the ways to do so is to use the critical values reported by HEGY (1990) , Franses and Hobijn (1997) , Smith and Taylor (1998) and Rodrigues and Taylor (2007) as the input for our local approximation method and then compare the resulting p-values with the reported ones. Of course, some small discrepancies are expected between results given that they come from estimations and are subject to randomness. Table 7 reports the critical values that differ from the previous studies by less than two decimal places. All other cases are different out to the third decimal place or more. The first column of the table reports the sample size in quarters or months. The second column reports the type of test: t 0 , t S/2 , F K , F SEAS or F ALL . In the third column, deterministic terms are represented by CASE 1 to 5, and each of these cases corresponds to the cases described in the methodological part; none stands for no deterministic terms. The next two columns correspond to nominal size and critical values reported in the previous papers. Then, we calculate the p-value for the critical value reported ("p-value, calculated" column) and show the difference between this computed p-value and the reported one. The table is sorted by descending p-value difference. Finally, the last column of Table 7 suggests our critical value for the corresponding test statistics based on 9,6 million replications for each sample size (that is 200,000 replications in 48 simulation experiments for each T). The authors of the original tables perform from 24 to 100 thousands replications per sample size. The extensive number of simulations in our research implies more accurate estimates.
Originally, the paper of HEGY (1990) works with quarterly data. The authors use 24,000 Monte Carlo replications and report t π1 , t π2 , t π3 , t π4 and F π3,π4 critical values. In our study we refer to these statistics as t 0 , t S/2 and F K , and we do not report t π3 and t π4 statistics. We checked the quantiles that correspond to 5% and 10% significance levels. Table 7 reports the 14 of a total of 120 cases where the difference is bigger than 0.02. In the other 88,3% of cases the difference is smaller.
Franses and Hobijn (1997) work with frequencies S=2, S=4, S=6 and S=12, so we use S=4 and S=12 in order to compare results. The authors apply 25,000 replications and report the same five types of tests. For the quarterly case, the results matched 99.5% of the time (difference observed in only 2 of 400 cases) and for the monthly case, the results matched 99% of the time (difference observed in 4 of 400 cases).
Smith and Taylor (1998) report the critical value for quarterly data at 1%, 2.5%, 5% and 10% significance levels. The deterministic terms considered are seasonal intercepts with seasonal trends. 
4.-Empirical example
Tourism arrivals to summer destinations are highly influenced by seasonality. In this part, we analyze airport passenger arrivals from Germany to Mallorca, Spain. The island is considered a "sun and sea" destination with high peaks during the summer period and troughs during the winter. The observation period includes data from January, 1980 through April, 2014, that is 412 months. Before testing for the presence of seasonal unit roots, we apply a natural logarithm in order to reduce heteroscedasticity of the data in hand (Figure 3) . In Table 9 we report the results of HEGY seasonal unit root test with GLS detrending for the data considered. The test statistics are reported together with corresponding p-values. We consider three cases of deterministic terms: seasonal intercepts, seasonal intercepts with zero frequency trend and seasonal intercepts with trends. The optimal autoregressive order is estimated by sequentially dropping the last lag until a 10% significance level is reached. The maximal lag for testing is calculated as the integer part of ( )
, where N is the number of observations (equal to 412). The optimal lag estimated after sequential testing is equal to 13 for all three cases. According to the results shown in the previous table, unit roots were found at the zero and π/6 frequencies, which correspond to long-run and one-year seasonality, respectively. In all three cases which include deterministic terms, both hypotheses H 0,0 and H 0,1 cannot be rejected at any usual significance value. The seasonal unit root hypothesis can be rejected at frequencies π/2 and 5π/6 at a 10% significance level according to the test with seasonal intercepts as well as seasonal intercepts with a linear trend, but not when seasonal trends are included. For the π frequency, which corresponds to a two-month cycle, the unit root hypothesis is rejected at a 1% significance level when no seasonal trends are included but only at a 5% significance level when they are included. The pair of complex unit roots at the π/3 frequency, has a p-value around 4% for the two first specifications of the deterministic terms, so the presence of these unit roots is rejected at the 5% but not at the 1% significance level; when seasonal trends are introduced, the null hypothesis is rejected at a 10% but not at a 5% significance level. Finally, the hypothesis of unit roots associated with the 2π/3 frequency, the null hypothesis of all seasonal unit roots and the null hypothesis of the 12 unit roots are all rejected at a 1% significance level for the three specifications of the deterministic terms.
5.-Conclusions
This research focuses on seasonal unit root testing and extends the response surface analysis to the context of GLS detrending. Previous studies of Harvey and van Dijk (2006) and Diaz-Emparanza (2014) deal only with the response surfaces with OLS detrending in HEGY seasonal unit root test. The present paper is aimed at handling the case of response surfaces and p-values for the HEGY test with GLS detrending for monthly and quarterly data.
Validation tests, which compare the results of our investigation with those of previous studies, are undertaken. Most of the results of previous studies are consistent with this study. In some cases, where the difference is significant, we suggest corrected critical values.
As a result of this investigation we generated a Gauss library that reports p-values for particular t and F test statistics depending on sample size, deterministic terms and frequency of the data. Users can find the Gauss code in the supplementary material of this article.
The empirical application of the suggested methodology to passenger arrivals in Mallorca, shows strong evidence of unit roots at zero and one-cycle-per-year frequency as well as strong evidence that not all the seasonal unit roots are present simultaneously.
MacKinnon, James G. (1996) Note: CASE 1 to 5 refers to deterministic terms, which are described in the methodological part; none stands for no deterministic terms. Note: CASE 1 to 5 refers to deterministic terms, which are described in the methodological part; none stands for no deterministic terms. 99 Note: CASE 1 to 5 refers to deterministic terms, which are described in the methodological part; none stands for no deterministic terms. 
