De Finetti theorem establishes the conceptual basis of Bayesian inference replacing the independent and identically distributed sampling hypothesis prevalent in frequentist statistics with the much easier to justify in practical settings hypothesis of exchangeability. In this paper we make use of the extension of the concept of exchangeability from sequences to arrays arguing that the invariance to ordering is a much more tenable assumption than independent and identically distributed sampling in the financial modeling problems. Making use of the celebrated Aldous-Hoover representation theorem of exchangeable matrix we construct a Bayesian non-parametric model of the financial returns correlation matrices arguing that a Bayesian approach can mitigate many of the known shortcomings of the usual Pearson correlation coefficient. We posit the correlation matrix to be an exchangeable matrix and construct a Bayesian neural network to estimate the functions from the Aldous-Hoover representation theorem. The correlation matrix model is coupled with a Student-t likelihood (accounting for the heavy tails of financial returns). The model is estimated with a Hamiltonian Monte Carlo sampler. The samples are used to construct an ensemble of networks where each edge is weighted by the size of the correlation between two financial instruments. Various centrality measures are being calculated (betweenness, eigenvector) for each network of the ensemble allowing us to obtain a probabilistic view of each financial instrument's importance. We also construct a minimum spanning tree associated with the mean correlation matrix allowing us to visualize the most important financial instruments from the universe selected.
Introduction
Modeling the financial dependence across assets is one of the corner stones of quantitative approach in finance. Failing to account for dependence between financial assets or using poorly specified models with unrealistic assumptions can lead to disastrous consequences as exemplified by the subprime crisis of [2007] [2008] [2009] . The collateralized debt obligations (CDO) were securitized instruments which contained pools of mortgages, and their value was calculated using poorly fit correlation models. The pricing of the CDOs was made by having an overly optimistic assumption that the correlation between mortgages defaults was low. When the housing market started to fall, the number of mortgage defaults was higher than was than predicted by the valuation models leading to the collapse of the CDO market and of the banking organizations that held those instruments in their portfolios.
In this paper we argue for a principled approach in the modeling of the dependence between financial assets taking into account the uncertainty that is inherent to every modeling endeavor. We consider that the Bayesian approach to modeling dependence between financial instruments is well suited to the particularities of financial data.
Bayesian framework lays bare all the modeling assumptions about the data generating process (in the form of likelihood function) about the plausible values of the parameters (in the form of the prior distribution of the parameters) and about the uncertainties in the measurement process (the prior distribution of the data). Having all the assumptions laid out in a probabilistic form, forces the model's stakeholders to always take into consideration the model limits. The output of a Bayesian model is again presented in the form of a probability distribution (posterior) forcing again the stakeholder to consider the uncertainty of the results. This is where Bayesian approach departs the frequentist philosophy: in the Bayesian approach one does not reject or fail to reject a hypothesis, in the Bayesian approach one only updates one's beliefs in one alternative or the other.
In this paper we construct a probabilistic model of pairwise correlations between financial assets returns as general as possible, a model that takes into account the extreme complexity and its associated uncertainty of financial instruments evolution. We placed our approach under the framework of exchangeable sequences of random variables pioneered by de Finetti (De Finetti, 2017) and extended to the case of exchangeable arrays by Aldous and Hoover (Aldous, 1981 and Hoover, 1979) . The representation theorem of Aldous and Hoover, discussed below, establishes the necessary and sufficient conditions for an array to be exchangeable. As we consider exchangeability of correlation matrices (invariance to permutations) as a safe modeling assumption, we use the representation theorem to build a Bayesian model of correlation matrices.
The Aldous and Hoover theorem only proves the existence of a representation of an exchangeable random matrix as a function of independently and identically distributed (i.i.d.) sequence of uniform random variables without offering a constructive method of finding that representation. Being universal approximators (Hornik et al, 1989) , we use Bayesian models of neural networks to estimate the distribution of the correlation matrix from data. We used a Hamiltonian Monte Carlo sampler to estimate our model from data.
The Bayesian model we specify, results in a distribution of probability over the space of correlation matrices. We decided that listing the correlation matrices is simply not very useful even for moderately large matrices as it obscures the relationships between various components of the matrices. We express the correlation matrix as a weighted network, and we calculate various measures of nodes (financial instruments) importance. The utility of Bayesian approach becomes visible in this context, as we can derive with minimum effort a probability distribution of various centrality measures based on samples from the posterior distribution of correlation matrices. We argue that due to the concentration of measure in high dimensional spaces (i.e. most of the probability mass is concentrated around the mean), the mean is the most informative summary of the posterior distribution of the correlation matrix. We build a representation of the mean correlation matrix under the form of a minimum spanning tree (MST). We will also show how one can intuitively visualize these probability distributions by making use of boxplots.
In the conclusion section we discuss the importance of the results obtained and trace out paths for future work.
Literature review
There is a vast literature dedicated to modeling of financial correlation matrices. When modeling large random matrices, it was observed that sometimes one observes larger fluctuations from the mean value of the components than it was observed in the corresponding one-dimensional distribution. Following this observation, the econophysics literature (Laloux, 1999; Plerou, 1999; Sengupta, 1999) have proposed using the tools of random matrix theory to filter the empirical correlation matrices.
A different avenue of modeling correlation matrices is through the use of network theory (Mantenga, 1999; Kumar, 2012; Fieodor, 2014; Onnela, 2013; Onnela, 2014; Tumminello, 2010; Keneti, 2013; Namki, 2011) . Network theoretic approach sets out to uncover the topological structure of dependence which is deemed to be more resilient to spurious relationships.
The heavy tail property of returns distribution has been widely documented in the econometrics theory (Peiro, 1999; Cont, 2010) . These authors argue for a departure from the gaussian distribution in modeling financial returns.
The use of Aldous-Hoover theorem in the context of exchangeable models of random arrays and graphs can be found in (Orbanz et al, 2015) . The application of Aldous-Hoover theorem in a machine learning setting can be found in (Loyd et al, 2012) where a gaussian process prior is used to infer the form of the graph generating function. Bayesian nonparametric models have also been proposed in the context of missing link prediction in large networks (Wolfe et al, 2013; Miller et al, 2009 ).
Exchangeable random arrays. Aldous Hoover representation
Following (Orbanz, 2013) , we define an infinite sequence ( ) of random variables as exchangeable if the joint distribution of the sequence is identical with the joint distribution of any permutations of the sequence:
( 1 ∈ 1 ⋯ ) = ( σ(1) ∈ 1 ⋯ ) for every permutation σ.
In other words, an exchangeable sequence is invariant to permutation. The definition of exchangeability extends this principle of symmetry to random sequences of 2 indices ( ). We have the following definition of an exchangeable array:
The joint exchangeability implies the random matrix is invariant to the simultaneous reordering of columns and rows of the matrix that preserves pairwise relationships.
The Aldous-Hoover representation theorem (Aldous, 1981 and Hoover, 1979 ) establishes the equivalence between the exchangeable matrices and functions of sequences of i.i.d uniform random variables. The Aldous Hoover theorem states that:
Theorem: A random array ( ) is jointly exchangeable if and only if it can be represented:
where : [0,1] 3 → and ( ) and ( ) are a sequence respectively an array of i.i.d of uniform random variables independent of F (the equality above is in distribution).
Bayesian model of financial correlations

Pearson correlation coefficient for measuring financial correlations
In this section we lay out the assumptions and the principles of constructing a Bayesian model of financial assets dependence. Traditionally the correlation between the financial assets returns is measured by Pearson correlation coefficient. The Pearson correlation coefficient for the random variables X and Y is defined as:
The Pearson correlation coefficient arises thus from a linear regression setting with normally distributed errors and it measures the strength of linear dependence between two random variables.
One of the disadvantages of the Pearson correlation coefficient is that it assumes both linearity of dependence and the normality of the random variables. The vast empirical research on financial returns (see, for example, Cont, 2001) has proven the absence of linear correlations (the efficient markets arbitrage away easy to trade linear relationships) and the non-gaussian character (the heavy tails are driven by asymmetry profit/loss).
The Pearson coefficient not only obscures from the model stakeholder (usually a financial markets professional not very proficient in statistics) the assumptions of linearity and gaussianity of financial returns distribution but it also obscure from the same stakeholder the uncertainty in the estimation of the coefficient.
We consider that the classical significance tests as a tool to ascertain the confidence of the correlation coefficients estimations are inapplicable in the financial setting because the nonstationarity of financial returns invalidates the assumption of i.i.d sampling.
Bayesian model of exchangeable financial correlations
The Bayesian model we propose, takes into account the stylized facts of financial returns: non-gaussian character, absence of linear correlations and non-stationarity. The return of a financial asset is defined as the difference of the logarithm of the price of that asset. The logarithmic return thus defined is an approximation of the percentual change in the price of that asset.
Our model likelihood function (data generating process) is a multivariate Student-t distribution. The multivariate Student-t distribution has the density function:
where Σ is the covariance matrix, µ is the mean vector, is the degrees of freedom and p the dimensionality of the random vector x. The degrees of freedom controls the heavy tailness of the distribution. In the limit of infinite degrees of freedom the multivariate t distribution converges to the multivariate normal distribution. We will attach a flat (uniform) prior on the degrees of distribution quantifying our complete ignorance about them. The uniform distribution is the maximum entropy distribution (maximum ignorance) on the real line.
For the mean vector µ we specify the maximum entropy distribution with a known empirical mean (financial returns have an empirical mean closed to 0) and standard deviation of 1 that is the standard normal distribution (0,1) .
The prior for the covariance matrix ∑ will be factorized into a prior for variances (a standard normal distribution restricted to the positive real line + (0,1)) and a prior for the correlation matrix . The main assumption of this paper is that correlation matrices are exchangeable. In our opinion this assumption is sensible and safe. No matter how we change de order of the financial instruments in the matrix, the elements of the matrix refer to the same pairwise dependence of financial assets. Note that the exchangeability assumption is much weaker than the i.i.d assumption, and it only has to do with our method of construction of the correlation matrix itself rather than referring to the objective properties of return distributions.
We will specify a prior for the correlation matrix in a nonparametric fashion making use of the Aldous Hoover theorem. The Aldous Hoover theorem indicates that the problem of finding a prior for an exchangeable matrix can be translated into a problem of finding a function of uniformly distributed sequences of random variables. We will define a Bayesian model of neural network as a way to approximate the function F of the Aldous Hoover theorem.
Bayesian neural networks consist of layers of affine transformations passed through a nonlinearity, on whose parameters a prior distribution has been specified. For more details on Bayesian learning of neural networks we refer the reader to (Neal, 2012) . Following Neal we propose the following model of Bayesian neural network to specify the function F of the Aldous Hoover theorem:
, ∼ ([0,1]) ∼ (0,1) 0 = ℎ( ) ∼ (0,1) = (( , , )) = ℎ( 0 ) where and are the parameters of the network. We are now in position to specify the fully hierarchical Bayesian model of financial returns as:
The above model makes little assumptions about the plausible values of the parameters. In specifying the hierarchical model; we made use as much as possible of maximum entropy distributions so that we do not bias the results with our prior beliefs.
Note that even though our primary subject of interest is the correlation matrix, we model the full multivariate distribution of the financial returns.
Network representation of the Bayesian correlation matrix
The inference of the hierarchical model specified in the previous section consists of estimating the posterior distribution of all the parameters of the models. Of all the parameters we focus our attention on as a measure of pairwise financial returns dependence.
The posterior probability distribution of the correlation matrix is given as a sequence of samples obtained through the application of a Hamiltonian Monte Carlo samples. Having a large number of n by n matrices is not a very illuminating result of the analysis. Even for a single estimation of the correlation matrix, for a medium sized financial instruments universe visualizing the correlation matrix will not reveal any meaningful relationships.:
To create a more informative view of the posterior distribution we create an ensemble of networks out of an ensemble of correlation matrices.
A network is defined as a tuple ( , ) of vertices and edges between those vertices. The canonical representation of a network is through its adjacency matrix A in which = 1 if there is an edge between nodes i and j and 0 otherwise. Using the correlation matrix to bootstrap a weighted network has a vast literature dedicated to it (see for example Kumar, 2012; Fiedor, 2014; Onnela, 2013; Onnela, 2014; Tumminello, 2010; Keneti, 2013; Namki, 2011) . To each non-zero entry in the correlation matrix we associate a link between the corresponding two nodes (financial instruments) with an associated weight equal to the correlation coefficient between nodes i and j.
Measures of centrality of the correlation matrix
Having converted the correlation matrix to a network representation will not advance in itself the analysis. The resulted network is densely connected (every node is connected to every other node) which does not allow visualize important dependences between nodes.
An apparent solution would be to prune de edges below a certain threshold. However, this solution seems arbitrary. Another solution is to define measures of node importance taking into account the whole set of links and their associated weights. Of the measures of centrality presented in the literature we decided to focus on: eigenvector and betweenness centrality (for a more detailed discussion of the measures of centrality we refer the reader to Newman, 2010) .
The simplest measure of a node importance is the degree centrality measuring the number of link that a node has. However, for networks elicited from the correlation matrices this measure is superfluous as every node is connected to every other node. Another possibility is to define the centrality of a node as proportional to the weighted sum of centralities of the other nodes the node is connected to:
= ∑
Hence the centrality c is an eigenvector of the weight (correlation) matrix W. The eigenvector centrality measures not only the number of connections a node has but also the importance of the nodes the node is connected to. In the context of financial markets eigenvector centrality measures the influence a financial instrument has in the market.
The betweenness centrality measures the numbers of shortest paths a given node is part of. The betweenness centrality measures a node importance as an "Influence broker". In the contexts of financial assets, a high betweenness centrality translates into he node being a bridge between different sectors of the market.
A last network theoretic construct that we discuss here is the minimum spanning tree. The use of minimum spanning trees in financial correlation graphs was pioneered by Onnela, et al. 2013 . A minimum spanning tree (MST) is a connected acyclic graph with exactly n-1 edges, of minimum cost measured by the edges' weights. An MST has the minimum number of edges such that the graph is still connected. Nodes with a large number of links in an MST are important in transmission of information in the network. The more connected a node is in an MST, the more that node can project influence on the other nodes of the network.
Experimental results.
We fitted the hierarchical Bayesian model presented in this paper to a number of 16 currency pairs over the course of 2 years (January 2017 December 2018).
The inference was performed using a variant of the Hamiltonian Monte Carlo sampler called No U Turn sampler (see Hoffman, 2014) . The reason we choose the Monte Carlo simulation over variational inference methods has to do with dependence introduced in the matrix by the sequences U, making it impossible to use mean field approximation required by the variational models.
For each of the samples we calculated the eigenvector centrality. In Figure 1 we present the boxplot of the distribution of probability of centralities for each asset. The horizontal line in the boxplot chart represents the mean of the distribution while the box represents the interquartile interval (Q1-Q3). The mean eigenvector centralities are presented in Table 1 . We notice the high eigen vector centrality of the EUR currency and the surprisingly small centrality of GBP and JPY. The betweenness centrality is plotted in Figure 2 for the 5 assets that are non-zero. We notice that high values of betweenness centrality of the heavily traded emerging market currencies (ZAR South African rand, TRY Turkish lira) and of the carry currencies (JPY Japanese yen, CHF Swiss franc, GBP Great Britain pound). We conclude that these pairs act as bridges between developed and emerging markets.
The minimum spanning tree of the mean correlation matrix is presented in Figure 3 . Following Ledoux (Ledoux, 2013) we argue that in high dimensional spaces (16 dimensions in our case) the probability mass of the distribution is concentrated around the mean. The concentration of measure phenomenon makes the mean relevant for the whole probability distribution. If we analyze the Figure 1 we will notice the concentration of measure phenomenon (very narrow boxes). 
Conclusion
In this paper we presented a general Bayesian approach in modeling and measuring pairwise multivariate correlation between assets. We showed how by using the Aldous-Hoover theorem and nonparametric priors on function spaces, one can specify very flexible and general Bayesian models of correlation matrices.
For future work we set up to relax the exchangeability assumption allowing one to elaborate more general dependent Bayesian model to account for temporal evolution of correlation matrices.
