Longitudinal and transverse spin relaxation times of magnetic single
  adatoms: an ab initio analysis by Ibañez-Azpiroz, J. et al.
Longitudinal and transverse spin relaxation times of magnetic single adatoms:
an ab initio analysis
Julen Iban˜ez-Azpiroz, Manuel dos Santos Dias, Stefan Blu¨gel, Samir Lounis
Peter Gru¨nberg Institute and Institute for Advanced Simulation,
Forschungszentrum Ju¨lich & JARA, D-52425 Ju¨lich, Germany
(Dated: March 20, 2018)
We present a systematic ab initio investigation of the longitudinal and transverse spin relaxation
times of magnetic single adatoms deposited on metallic substrates. Our analysis based on time-
dependent density functional theory shows that the longitudinal time, T‖, is of order femtosecond
while the transverse time, T⊥, is of order picosecond, i.e. T⊥  T‖. This comes as a consequence
of the different energy scales of the corresponding processes: T‖ involves spin-density excitations of
order eV, while T⊥ is governed by atomic spin-excitations of order meV. Comparison to available
inelastic scanning tunneling spectroscopy dI/dV experimental curves shows that the order of mag-
nitude of T⊥ agrees well with our results. Regarding T‖, the time scale calculated here is several
orders of magnitude faster than what has been measured up to now; we therefore propose that an
ultrafast laser pulse measuring technique is required in order to access the ultrafast spin-dynamics
described in this work.
PACS numbers:
I. INTRODUCTION
Single adatoms deposited on substrates offer an ex-
ceptional scenario for studying magnetism at the atomic
scale, given that these tiny objects can develop a large
magnetic moment of several Bohr magnetons1–3 as well
as a large magnetic anisotropy energy barrier of few
meV4–12, both extremely desirable properties for poten-
tial applications in spintronic devices. Interestingly, the
possibility of tuning and engineering these and other
properties by the suitable combination of adatom and
substrate material (possibly including coating layers)
provides plenty of room for research in this area.
In order to achieve the ultimate goal of a technolog-
ically applicable magnetic single adatom, however, not
only the static properties need to be adequate but also
the dynamical ones, and in particular the ones related
to the spin, i.e. the spin-dynamics. For example, fast
spin-dynamics can be useful when the goal is to trans-
fer magnetic information from or to the adatom, while
slow spin-dynamics are desirable if the aim is to store
magnetic information. In comparison to the static case,
the study of spin-dynamics of single adatoms is much
more recent and has only hatched out after the advent of
spin-polarized scanning tunneling microscopy (STM) and
inelastic electron tunneling spectroscopy (IETS). These
experimental techniques, occasionally used in combina-
tion with X-ray magnetic circular dichroism (XMCD)13
and electron paramagnetic resonance (EPR)14, allow to
monitor the dynamical regime by, e.g., measuring atomic
spin-excitations7,15–17 and quasiparticle interferences18,
accessing spin relaxation times14,19 and even resolving
highly dynamical processes like the reading and writing
of magnetic information into a single adatom20.
From the theoretical point of view, spin-dynamics of
single adatoms have also attracted a great deal of at-
tention in the past few years. In this context, time-
dependent density functional theory21 (TDDFT) has
proven to be a powerful tool for characterizing the spin-
excitation spectrum and, more generally, giving insight
into the connection between what is measured exper-
imentally and the underlying electronic structure (see,
e.g., Refs. 22–27). Alongside, model Hamiltonians have
also been used to analyze, among other aspects, the role
of symmetry on the switching rate of the magnetic mo-
ment 28,29, electron tunneling processes in IETS experi-
ments30–34 and spin-decoherence12,35,36.
In this paper, we present an ab initio study based on
density functional theory (DFT) and TDDFT of two re-
laxation processes of single adatoms, namely the longitu-
dinal and transverse spin relaxations characterized by the
relaxation times T‖ and T⊥, respectively. Physically, T‖
characterizes the relaxation of the size of the adatom’s
spin magnetic moment while T⊥ describes its damped
precessional motion. Employing ab initio-derived expres-
sions, we systematically provide hard numbers for T‖ and
T⊥ for a series of 3d and 4d transition metal adatoms de-
posited on two metallic substrates, namely Ag(100) and
Cu(111). Our analysis shows that, while T‖ is of the order
of femtosecond, T⊥ ranges from few to thousands picosec-
onds, i.e., T⊥  T‖. Noteworthily, these time scales are
settled by the corresponding energy scales of the associ-
ated processes; continuous spin-conserving single-particle
excitations of energy eV in the case of T‖, atomic spin-
flip spin-excitations of energy meV in the case of T⊥. In
comparison to available experimental measurements, the
relaxation times T⊥ extracted from IETS dI/dV curves
show overal the same order of magnitude as the ones
calculated in our work, and agree remarkably well in
specific cases such as Fe on Cu(111)17. Regarding T‖,
the time resolution of the currently available measuring
techniques ranges from few nanoseconds to hundreds of
picoseconds19,37, hence not enough to monitor the fem-
tosecond regime predicted here. However, considering
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2FIG. 1: (color online) Calculated ground state spin magnetic
moments for several 3d (left) and 4d (right) transition metal
adatoms deposited on Ag(100) and Cu(111) denoted by circles
(blue) and triangles (red), respectively.
the technological developments within this field38–40, ac-
cess to the fs time scale of magnetic adatoms could be
realized in the near future, thus giving access to the spin-
dynamics described in this work.
The paper is organized as follows. Sec. II summa-
rizes the technical details of the formalism used through-
out the work. In Sec. III we present DFT calculations
of ground state properties of several 3d and 4d transi-
tion metal adatoms deposited on Ag(100) and Cu(111).
In Sec. IV we extend the analysis to the dynamical
regime; in particular, we calculate longitudinal (Sec.
IV A) and transverse (Sec. IV B) relaxation times within
the TDDFT framework. Conclusions and a summary of
the main results are provided in Sec. V. In Appendices
A and B we derive the connection between TDDFT and
phenomenological models for the longitudinal and trans-
verse dynamics, respectively. Finally, Appendix C con-
tains a short summary of the Bloch-Redfield formalism
in order to allow comparison of our TDDFT-based work
to other theoretical analyses.
II. COMPUTATIONAL DETAILS
We have performed DFT calculations using the
Korringa-Kohn-Rostoker Green function (KKRGF) ap-
proach, employing the atomic sphere approximation
with full charge density41 including spin-orbit coupling24
(SOC). Exchange and correlation (XC) effects have been
taken into account using the local spin-density approx-
imation with the parametrization by Vosko, Wilk and
Nusair42. We have modeled the two surfaces Ag(100)
and Cu(111) using a slab composed of 24 layers and aug-
mented by two vacuum regions of 21.1 A˚ thickness each,
employing the lattice constants a = 5.46 A˚ and a = 4.83
A˚, respectively. The vertical distance from adatom to
the surface layer has been calculated using the struc-
tural relaxation scheme implemented in the QUANTUM-
ESPRESSO package43, considering the convergence cri-
terion whereby forces are < 10−4 Ry a.u.−1 and em-
ploying norm-conserving pseudopotentials, a 4 × 4 two-
dimensional unit cell, Γ point calculation and a cutoff en-
ergy of 80 Ry. In all cases, the distance between adatom
and substrate was reduced by approximately 15% with
FIG. 2: (color online) Atom-projected total electronic DOS
for 3d adatoms deposited on Ag(100). The majority and
minority spin channels are denoted by solid (positive) and
dashed (negative) lines, respectively. The vertical line de-
notes the Fermi level.
respect to the ideal value. Hence, for the sake of com-
parison, we adopted the same distance for all adatoms
in the DFT and TDDFT calculations using the KKRGF
method. Noteworthily, this method allows a real-space
treatment of the adatoms through an embedding tech-
nique41. Following this scheme, we have employed con-
verged real-space clusters of 43 and 55 sites for the
Ag(100) and Cu(111) surfaces, respectively.
III. GROUND STATE PROPERTIES
In this section we analyze two ground state properties,
namely the spin magnetic moment, denoted by m0, and
electronic density of states (DOS) of several 3d and 4d
transition metal adatoms deposited on the metallic sub-
strates Ag(100) and Cu(111). Let us begin with Fig. 1,
where the calculated m0 is depicted. This figure shows
that all the considered adatoms develop large magnetic
moments of more than 2 µB . Furthermore, m0 acquires
non-integer values, indicating the itinerant character of
the adatom’s d electrons induced by the hybridization
with the electrons of the metallic substrate. This feature
is confirmed by the DOS, which is displayed in Fig. 2 for
the specific case of 3d adatoms deposited on Ag(100).
This figure shows that the d -state peaks, so-called vir-
tual bound states, are substantially broadened (between
∼ 0.1 eV and ∼ 1 eV depending on the adatom), which is
a well-known consequence of hybridization with the sub-
strate2,17,24. A further property indicated by Fig. 1 is
that the first of the atomic Hund’s rules is closely ful-
filled, i.e. the half filled d -shell elements develop the
largest magnetic moments, case of Cr and Mn for 3d, Mo
and Tc for 4d. Finally, Fig. 1 shows that the choice of
metallic substrate and surface orientation does not sub-
stantially affect the spin magnetic moment developed by
the adatom, indicating that the symmetry of the sub-
3strate plays a minor role in this context. These ground
state properties are consistent with the original works by
Dederichs and co-workers1–3, as well as with more recent
studies22–27.
IV. SPIN-SUSCEPTIBILITIES AND
RELAXATION TIMES
In this section we analyze dynamical properties of the
magnetic adatoms studied in the previous section, paying
special attention to relaxation times and their connection
to the electronic structure. For this, let us consider the
linear response of a ferromagnetic system to an externally
applied time-dependent perturbation,
δm(r; t) =
∫
dr′
∫
dt′χ(r, r′; t− t′)δV(r′; t′). (1)
Above, δm = (δmx, δmy, δmz, δn) and δV =
(δBx, δBy, δBz, δV ), with δmi and δBi respectively the
components of the spin magnetic moment and external
magnetic field, while δn and δV are the charge density
and external scalar field, respectively. In frequency space
and defining atomic-like quantities by integrating out the
spatial dependence over atomic sites23, the above expres-
sion takes the simplified form
δm(ω) = χ(ω)δV(ω). (2)
The quantity χ in the above equations is a 4×4 tensor
that couples in general all components of the spin and
charge responses with each other. If SOC is weak, how-
ever, the full response decouples into a longitudinal and
transverse part44. This approximation is justified for the
systems investigated here since the off-diagonal sectors of
the susceptibility tensor are small in comparison to the
diagonal ones. Then, assuming that the perturbation is
purely of magnetic origin (i.e. δV = 0), the change of
the spin magnetic moment length is described by
δmz(ω) = χ‖(ω)δBz(ω). (3)
Above, χ‖(ω) denotes the longitudinal spin-
susceptibility. This quantity is determined by exci-
tations between electrons with same spin state, given
that it involves the Pauli matrix σz that is diagonal
in spin basis45. On the other hand, the change of the
transverse spin components can be compactly described
using the circular combinations m± = mx ± imy and
B± = Bx ± iBy, yielding for the + component
δm+(ω) = χ±(ω)δB+(ω). (4)
Above, χ±(ω) denotes the transverse spin-susceptibility
which, contrary to χ‖(ω), is determined by transitions
that flip the spin state of the electrons due to the trans-
verse Pauli spin matrices involved, which are off-diagonal
in spin space22–24.
In the following, the analysis is divided in two sub-
sections: Sec. IV A deals with the longitudinal response
while Sec. IV B deals with the transverse component.
A. Longitudinal component
The general expression for the adatom’s enhanced lon-
gitudinal spin-susceptibility (see Eq. (3)) within the
TDDFT framework45 is given by
χ‖(ω) =
χKS‖ (ω)
1− U‖ · χKS‖ (ω)
, (5)
where U‖ denotes the longitudinal XC kernel treated in
the adiabatic local spin-density approximation46 includ-
ing the Coulomb term, while χKS‖ (ω) is the longitudinal
KS spin-susceptibility. We note that neglecting the di-
rect contribution of the substrate atoms to the magnetic
spin-susceptibility is justified in the Ag and Cu substrates
analyzed here since the polarizability of such elements is
very weak22–27.
In essence, χ‖(ω) in Eq. (5) describes the ability of
the system to continuously modify the size of its mag-
netic moment by an externally applied time-dependent
magnetic perturbation along the magnetization direc-
tion. The dynamics of this process can be phenomeno-
logically studied in terms of the longitudinal Bloch equa-
tion, which yields the following form for the enhanced
spin-susceptibility47 (see Appendix A),
χBl(ω) =
χBl0
1− iωT‖ . (6)
Above, χBl0 denotes a static spin-susceptibility, while T‖
corresponds to the longitudinal relaxation time men-
tioned in the introduction. Our aim is to establish a
direct comparison between Eqs. (5) and (6). For this
purpose, let us use the first-order Taylor expansion of
the KS spin-susceptibility45
χKS‖ (ω) ' ρF − ine-hω, (7)
with ρF = ρF,↑ + ρF,↓ the DOS at the Fermi level and
ne-h = pi(ρ
2
F,↑ + ρ
2
F,↓)/2 the density of electron-hole exci-
tations of the same spin channel. By inserting χKS‖ (ω) of
Eq. (7) into Eq. (5), χ‖(ω) acquires a functional form in
ω equal to that of χBl(ω) in Eq. (6). This then allows to
obtain an expression for the longitudinal relaxation time
in terms of basic electronic properties (see Appendix A
for details):
T‖ =
U‖ne-h
U‖ρF − 1 . (8)
The above expression is one of the main results of the
present work. First of all, it shows that the longitudinal
relaxation time is settled by the magnitude of electron-
hole excitations weighted by the XC kernel (see the de-
nominator of Eq. (8)), both quantities of order eV, hence
settling the time scale of T‖ as fs. Secondly, it shows that
T‖ diverges as U‖ρF → 1 (see the unitless denominator in
the equation), i.e. as the system approaches the magnetic
4FIG. 3: (color online) 3d and 4d magnetic adatoms deposited
on Ag(100). Solid (blue) and dashed (red) lines show the
calculated values for U‖ (from Eq. (9)) and ρF whose corre-
sponding ordinate axes are placed on the left (blue) and right
(red) of the graph, respectively. Note that lines are broken in
order to separate 3d from 4d elements.
transition point. This feature reveals that weakly mag-
netic adatoms or even non-magnetic adatoms close to the
transition point can host long-living longitudinal excita-
tions45. In the following, we first focus on quantitatively
analyzing the ingredients of Eq. (8) and subsequently
turn to T‖ itself.
In order to compute reliable values for the kernel U‖,
we make use of the static limit of Eq. (5), from which
U‖ = ρ
−1
F − χ−1‖ (0). (9)
We note that χ‖(0) can be calculated by a standard
ground state DFT calculation with a static magnetic field
∆B via χ‖(0) = ∆m/∆B, with ∆m the corresponding
self-consistent change of the magnetic moment48. In Fig.
3 we show the calculated values of ρF and U‖ for several
3d and 4d adatoms deposited on Ag(100). The most
important message exposed by this figure is the large
variation of U‖ among different elements; while U‖ . 0.5
eV for most 4d elements, U‖ & 1.5 eV for various 3d el-
ements, reaching a maximum of one order of magnitude
difference between Ru and Cr. A second important fea-
ture revealed by Fig. 3 is the distribution of U‖ within
each d -shell, whereby it is smallest at the ends of the row
— case of Ti and Co among 3d, Nb and Ru among 4d
— and highest in the middle of the row — case of Cr
and Mn among 3d, Mo and Tc among 4d —, yielding
an approximate inverted V-shape. We note that ρF in
Fig. 3 shows the opposite behavior, i.e. it is minimum
for Cr and maximum for Co and Ru. This is consistent
with Eq. (9), although we note strong deviations from
the U‖ ∝ ρ−1F relationship (see in particular the case of
Cr), revealing the importance of the term χ−1‖ (0) in Eq.
(9).
The inverse of the static spin-susceptibility χ−1‖ (0) is
closely connected to the magnetic equation of state, i.e.
the dependence of the energy E as a function of the mag-
netic moment m, via48,
χ−1‖ (0) =
∂2E(m)
∂m2
∣∣∣
m=m0
< 0. (10)
In essence, the magnetic equation of state informs about
how stable the magnetic solution is in comparison to the
non-magnetic one. We have calculated E(m) for the set
of adatoms considered in Fig 3 by employing DFT for
fixed magnetic fields48. The results are shown in Fig.
4, which reveals that the energy difference between the
magnetic and non-magnetic state,
∆E = E(m = 0)− E(m = m0), (11)
is of the order of eV and can largely vary for different
adatoms. Importantly, our calculations show that 3d
adatoms overall have a substantially larger ∆E than 4d
adatoms; for Cr, for instance, ∆E ∼ 3 eV, while for
Ru ∆E ∼ 0.25 eV. Therefore, DFT predicts most 3d
adatoms to be magnetically more stable than 4d ones,
as expected. Furthermore, given that Eq. (10) together
with Eq. (9) relates the XC kernel to the second deriva-
tive of the equation of state at m0, one can establish an
approximate connection between the depth of the mini-
mum of E(m) and the value of U‖, as it is visible from the
comparison of Figs. 4 and 3; the deeper the minimum,
the larger U‖.
We note that following the above procedure, one can
also extract the kernel in the non-magnetic ground state,
i.e. the so-called Stoner XC parameter Ixc
49. This can
be achieved by considering the curvature of E(m) not
at m = m0 but at m = 0, as well as using the non-
magnetic DOS in Eq. (9) instead of the magnetic one.
As it is clearly visible from Fig. 4, the curvature is very
different at m = 0 and m = m0. Furthermore, ρF can
also strongly vary from a magnetic to a non-magnetic
calculation. As a consequence, the distribution of Ixc
along the transition metal series first reported by Janak
in Ref. 49 is very different to that of U‖ illustrated in Fig.
3.
Having analyzed the properties of ρF and U‖, we next
focus on the longitudinal relaxation time T‖. The values
calculated from Eq. (8) are plotted in Fig. 5 for 3d and 4d
adatoms deposited on Ag(100) and Cu(111). T‖ is of the
order of a few fs in all cases, being overal slightly larger
for 4d than 3d adatoms, while the choice of substrate
does not substantially affect it. Within each d -shell, T‖
is largest at the ends of the row while it is minimum for
the half filled elements, thus resembling the behavior of
ρF (compare Figs. 3 and 5). Ru on Ag(100) has the
highest value of T‖ ∼ 50 fs, mainly as a consequence of
the denominator of Eq. (8) being closer to zero than in
other elements. In contrast, Cr and Mn have T‖ ∼ 1 fs in
both substrates, i.e. nearly two orders of magnitude less
than the aforementioned example. As a general feature,
we note that the order of magnitude of T‖ is settled by
the energy scale of the problem: all quantities involved
in Eq. (8) are of the order of eV, whose corresponding
5(a) (b)
FIG. 4: (color online) (a) and (b), calculated energy as a function of the adatom’s magnetic moment for 3d and 4d transition
metal elements, respectively. DFT calculations are denoted by markers, while the solid lines are a fit to the calculations using
E =
∑8
i=2 aim
i with only even powers. The horizontal dashed lines mark the minimum energies for different adatoms.
time scale is fs. Therefore, the longitudinal relaxation
of the spin analyzed in this work is extremely fast. The
physical reason is the large exchange splitting dominating
the relaxation process, which makes it energetically very
expensive to modify the length of the moment due to the
high energies involved.
1. Connection to experimental measurements
Let us next consider the experimental scenario regard-
ing the measurement of the longitudinal spin relaxation
time. For this, we first note that in a experiment, sev-
eral different mechanisms can contribute to this relax-
ation process, whose overall relaxation time is generally
denoted as T1. In this context, T‖ calculated here is
a particular contribution to T1, which may include fur-
ther contributions depending on the physical processes
FIG. 5: (color online) Calculated values for the longitudi-
nal relaxation time T‖ for magnetic 3d and 4d adatoms on
Ag(100) (blue circles) and Cu(111) (red triangles).
taking place. To the best of our knowledge, the first ex-
perimental technique that measures T1 in magnetic sin-
gle adatoms was developed by Loth and co-workers19.
Within this STM-based technique, the spin relaxation
time was measured by monitoring the decay of electrons
in excited states after the application of an all-electronic
pump-probe scheme19. It is noteworthy that this scheme
has so far only been applied to adatoms deposited on
semi-insulating substrates, which are close to the atomic
limit. The original work by Loth and co-workers mea-
sured T1 ∼ 90 ns for a Fe-Cu dimer on Cu2Ni/Cu(100)19.
A subsequent work by Rau and co-workers measured
T1 ∼ 200 µs for a single Co atom on MgO/Ag(100)5.
Lastly, Baumann and co-workers reported T1 ∼ 90 µs
for a single Fe atom on MgO/Ag(100)14, while in a re-
cent work of Paul and co-workers on the same system,50
the value of T1 was enhanced up to the ms regime by fine
tuning external conditions such as the height of the STM
tip. To conclude, we note that the reported time resolu-
tion of the measuring technique employed in the above
experiments ranges between few ns to hundreds of ps.
All the above measured values of the spin relaxation
time are several orders of magnitude larger than the val-
ues of order fs that we have calculated in this work for
T‖ (see Fig. 5). Let us first note that all of the above ex-
periments are performed under externally applied static
magnetic fields that range between 1 T and 10 T. This, in
turn, breaks the degeneracy of the spin ground states19,
a situation that is commonly modeled by a shifted dis-
crete energy diagram as the one shown in Fig. 6(a). We
note that excitations within such a diagram are not al-
lowed to change the length of the spin moment (spin
quantum number S in this context), but only its pro-
jection (magnetic quantum number Sz). Therefore, the
main spin relaxation process contributing to T1 within
such an scheme involves transitions between the two non-
degenerate states with same S but opposite Sz (see Fig.
6FIG. 6: (color online) Schematic illustration of two differ-
ent processes contributing to the spin relaxation time. Green
and red dots respectively represent the excited and ground
states. (a) illustrates the prototypical energy diagram used
to describe the experiments of Refs. 5,14,19,50. The initially
degenerate two ground states of maximum Sz become non-
degenerate by energy ∼ meV under externally applied mag-
netic fields of 1-10 T. Transitions between these two states
then determine T1, which take place via quantum tunneling.
(b) schematically describes the excitations contributing to T‖
considered in this work. These take place in a continuum
energy landscape of order eV and are driven by direct spin-
conserving electron-hole transitions.
6(a)). We note that their energy separation is of order
meV, hence much smaller than the excitations of order
eV involved in the change of the spin magnetic moment
size considered for our calculation of T‖, as schematically
depicted in Fig. 6(b). On top of that, given that direct
transitions between the two non-degenerate states of Fig.
6(a) are virtually inexistent, spin relaxation in these con-
ditions is driven by quantum tunneling processes, which
are intrinsically much slower than the direct transitions
considered in this work. These two considerations ex-
plain why the spin relaxation time measured under the
mentioned experimental conditions is several orders of
magnitude larger than the values of T‖ obtained in this
work.
It is apparent that, in order to experimentally ac-
cess the dynamics encoded into T‖, a measuring scheme
based on ultrafast techniques that modify the length
of the spin magnetic moment is required. Considering
the technological developments within STM measuring
techniques38–40, accessing the fs time scale of magnetic
adatoms seems to be a reasonable goal for the near fu-
ture by, e.g. using ultrafast laser pulses, a breakthrough
that would allow to monitor the ultrafast spin-dynamics
analyzed in this work.
B. Transverse component
Unlike the longitudinal component, the transverse
spin-susceptibility and associated spin-excitations of sin-
gle adatoms have been thoroughly studied from first prin-
ciples in, e.g., Refs. 22–27. The general form for the
adatom’s enhanced transverse spin-susceptibility (see Eq.
(4)) in the TDDFT scheme is
χ±(ω) =
χKS± (ω)
1− U⊥χKS± (ω)
. (12)
FIG. 7: (color online) Schematic illustration of a transverse
spin-excitation of a single adatom contained in Imχ±(ω) (see
Eq. (12)). The resonance frequency, ωres, and the width, Γ,
are indicated in the figure.
Above, U⊥ is the transverse XC kernel treated in the
adiabatic local spin-density approximation51, while χKS±
denotes the transverse KS spin-susceptibility. Despite
the formal similarity between Eq. (5) for χ‖(ω) and Eq.
(12) for χ±(ω), the underlying physics behind both ex-
pressions is very different. While the former contains ex-
citations that modify the spin density, the latter describes
damped precessional motion of the spin moment47. This
motion, in turn, is described by the imaginary part of
the enhanced spin-susceptibility of Eq. (12), Imχ±(ω),
which gives access to the density of transverse spin-
excitations of single adatoms 22–27.
The characteristic form of the spin-excitation hosted
by Imχ±(ω) is illustrated in Fig. 7 and is character-
ized by two main quantities. The first one is its res-
onance frequency, ωres, a fundamental property related
to the magnetic anisotropy energy that is ultimately de-
termined by SOC24. The second main quantity is the
width of the spin-excitation, Γ, which is proportional to
the hybridization of the adatom’s electrons with the sub-
strate22,23 (see also Ref. 52 for model Hamiltonian point
of view). As shown in Ref. 25, the main contribution of
the hybridization to Γ is proportional to the electron-hole
excitations of opposite spin channel, n′e-h = pi(ρF,↑ ·ρF,↓):
Γ ' n
′
e-h
ReQ
ωres, (13)
with Q = ∂χKS± (ω)/∂ω
∣∣∣
ω=0
. We note that the order of
magnitude of ωres ranges between 10
−2 − 1 meV while
n′e-h/ReQ is a unitless fraction that is typically of order
unity.
Importantly, a finite width corresponds to a finite
damping of the precessing magnetic moment and is thus
directly linked to the transverse spin relaxation time (see
Appendix B and Eq. (13)):
T⊥ =
2
Γ
∝ (n′e-h)−1 . (14)
We note that, while T‖ in Eq. (8) is directly proportional
to the density of spin-conserving electron-hole excitations
7FIG. 8: (color online) Calculated values for the transverse re-
laxation time T⊥ for magnetic 3d and 4d adatoms on Ag(100)
(blue circles) and Cu(111) (red triangles). Note the logarith-
mic scale in the y axis.
ne-h, T⊥ above is inversely proportional to the spin-flip
counterpart n′e-h.
Using the TDDFT formalism developed in Refs. 22–
24, we have calculated T⊥ from the spin-excitation width
for various 3d and 4d magnetic adatoms deposited on
the metallic substrates Ag(100) and Cu(111); calculated
values are shown in Fig. 8. One notes that the variation
of T⊥ among adatoms is somewhat larger than that of
T‖, shown in Fig. 5. This is a consequence of the large
variation of the width Γ of atomic spin-excitations, which
can range from 10−2 meV to few meV24,27, i.e. nearly
three orders of magnitude change. This, in turn, can
be linked to the electronic DOS at the Fermi level via
Eq. 13; adatoms where the DOS peak of the d states
lies close to the Fermi level, case of Ti, V, Fe and Co
in Fig. 2, tend to be much more hybridized than those
where only the tail of the DOS peak lies at the Fermi
level, case of Cr and Mn in Fig. 2. In this way, Cr and
Mn acquire large relaxation times of T⊥ ∼ 101–102 ps,
while strongly hybridized adatoms such as Co, Nb and
Ru have T⊥ ∼ 10−1–10−2 ps.
To conclude, let us note that the trend of T⊥ within
each d -shell row is opposite to that shown by T‖ (see
Fig. 5). This comes as a consequence of the dependence
on the density of electron-hole excitations, with T‖ ∝ ne-h
(see Eq. (8)) and T⊥ ∝ (n′e-h)−1 (see Eq. (13)). In fact,
T‖ and T⊥ can be formally related to each other consider-
ing the relation between the spin-conserving and spin-flip
electron-hole contributions, namely ρ2F /2 = ne-h + n
′
e-h.
From Eq. (8) for T‖ and Eq. (13) for T⊥ one can then
infer the following expression:
ρ2F
2
' T‖
U‖ρF − 1
U‖
+ 2T−1⊥
ReQ
ωres
. (15)
The unifying concept behind the above relationship be-
tween T‖ and T⊥ is the hybridization of substrate elec-
trons with the d -states of the transition metal adatoms,
which in essence gives rise to a finite total ρF . However,
despite the formal relationship, the fact that T‖ and T⊥
in Eq. 15 have fundamentally different prefactors makes
the time scale of the two relaxation constants differ by
nearly three orders of magnitude.
1. Connection to experimental measurements and a
comment on nomenclature
Next, we consider several experimental measurements
of spin-excitation lifetimes of different single adatoms and
connect them to our work. The lifetime of an atomic
spin-excitation can be experimentally accessed from the
width of the step observed in IETS dI/dV measurements,
which provides a measure of Γ. Given that the energy
resolution of this technique is 10−1 meV at best10, the
longest lifetimes that can be inferred following this proce-
dure are of order 10 ps (see Eq. 14). These type of exper-
iments can measure adatoms deposited on both metallic
and semi-insulating substrates; as a general trend, the
latter induce a larger lifetime than the former due to a far
smaller electronic hybridization. We begin by considering
Ref. 17, where Khajetoorians and co-workers estimate
the spin-excitation lifetime of a Fe adatom deposited on
metallic Cu(111) to be 0.2 ps, in very good quantitative
agreement with our calculated value T⊥ = 0.15 ps for the
same system (see Fig. 8). Noteworthily, when the same
atom is deposited on metallic Pt(111), the measured life-
time is increased by nearly an order of magnitude10. We
note that we have found a similar variation between the
two substrates considered in this work for the elements
Ti, V, Cr and Mo, as it can be checked in Fig. 8. Fo-
cusing next on the semi-insulating Cu2Ni/Cu(100) sub-
strate, a lower bound of ∼10 ps has been experimentally
estimated for Fe15,53, Mn53 and Co16 adatoms, although
it is possible that the actual lifetimes are substantially
larger. In fact, our calculations on Cr and Mn, which are
the elements with smallest hybridization and thus the
ones closest to the semi-insulating limit, show that T⊥
can reach up to 103 ps (see Fig. 8); hence, it is not un-
likely that the lifetimes of the aforementioned adatoms
on Cu2Ni/Cu(100) could be of the same order of magni-
tude. Last, it is worth noting the case of Co on MgO5,
which, despite being a semi-insulating substrate, yields
a relatively short spin-excitation lifetime of ∼ 0.5 ps, i.e.
a common value for adatoms deposited in metallic sub-
strates analyzed in this work (see Fig. 7).
To conclude this section, we note that the convention
followed in the standard literature to denote the transver-
sal relaxation time is T2 (see, e.g., Refs. 47,54). We have
noticed, however, that the relaxation time associated to
atomic spin-excitations has in some cases been named
as a T1-like term; see, e.g., the review by Delgado and
Ferna´ndez-Rossier36. The authors of this review use T2
to denote another relaxation mechanism named as adia-
batic decoherence. We have included a brief discussion
on this nomenclature issue in Appendix C.
8V. CONCLUSIONS
In conclusion, we have presented a systematic ab ini-
tio investigation of longitudinal and transverse spin re-
laxation times of magnetic single adatoms deposited on
metallic substrates. Our analysis has yielded as a main
result the fact that the longitudinal spin relaxation pro-
cess of single adatoms is much faster than the transverse
one, i.e., T⊥  T‖. This, in turn, comes as a consequence
of the energy scale of the corresponding processes; eV
for T‖, meV for T⊥. Importantly, the two processes are
triggered by different mechanisms: while T‖ is driven by
spin-conserving excitations that change the spin-density,
T⊥ depends on the atomic spin-flip spin-excitations that
induce the precessional motion. The comparison of our
results with available experimental measurements shows
that the relaxation times extracted from inelastic scan-
ning tunneling spectroscopy dI/dV curves show overal
the same order of magnitude as T⊥ and agree remark-
ably well in specific cases such as Fe on Cu(111)17. Re-
garding the measurement of T‖, we have argued that,
although currently available techniques cannot monitor
the femtosecond regime of magnetic single adatoms, it
is reasonable that this can be achieved in the near fu-
ture e.g. by employing STM-integrated ultrafast laser
schemes38–40, thus giving access to the ultrafast spin-
dynamics described in this work.
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Appendix A: Longitudinal Bloch equation
The Bloch equation for the longitudinal change of the
magnetization under the effect of a time-dependent per-
turbation H1(t) along the longitudinal direction can be
written as47
dmz(t)
dt
=
χBl0 H1(t)−mz(t)
T‖
, (A1)
with χBl0 a static spin-susceptibility. The above equation
describes how mz(t) comes back to equilibrium with a
characteristic relaxation time T‖ after being perturbed
by H1(t). Using f(t) =
∫
dωf(ω)e−iωt for both mz(t)
and H1(t) we can write Eq. A1 in frequency domain,
mz(ω)(−iωT‖ + 1) = χ0H1(ω)⇒
mz(ω)
H1(ω)
≡ χBl(ω) = χ
Bl
0
1− iωT‖ ,
(A2)
where χBl(ω) is the enhanced spin-susceptibility. The
real and imaginary parts of the above equation read
ReχBl(ω) =
χBl0
1 + (ωT‖)2
, (A3)
ImχBl(ω) =
χBl0 ωT‖
1 + (ωT‖)2
. (A4)
Next, we consider the Taylor expansion of the KS spin-
susceptibility (see Eq. (7) in the main text),
χKS‖ (ω) ' ρF − ine-hω. (A5)
The first-order expansion coefficient ne-h = pi(ρ
2
F,↑ +
ρ2F,↓)/2 has been calculated in the Supplemental Mate-
rial of Ref. 45 . Inserting χKS‖ (ω) of Eq. (A5) into
the definition of the TDDFT enhanced spin-susceptibility
χ(ω) (see Eq. (5) of the main text), the imaginary part
Imχ‖(ω) can be cast in the following way,
Imχ‖(ω) =
ne-hω
(1− U‖ρF )2 ·
1
1 +
(
U‖ne-hω
1− U‖ρF
)2 =
ωT‖
(1− U‖ρF )U‖ ·
1
1 + (ωT‖)2
=
χ(0)
U‖ρF
· ωT‖
1 + (ωT‖)2
,
(A6)
where in the last step we used the expression for the
static spin-susceptibility χ‖(0) = ρF /(1− U‖ρF ) and we
defined
T‖ =
U‖ne-h
1− U‖ρF , (A7)
which is the result quoted in the main text in Eq. (8).
Appendix B: Transverse relaxation within the
Landau-Lifshitz-Gilbert equation
We consider the Landau-Lifshitz-Gilbert (LLG) equa-
tion describing the damped precessional motion of a mag-
netic moment placed in a static external magnetic field
that has been perturbed by a time-dependent transverse
magnetic field:
dm
dt
= −γm×Bext + η m
m0
× dm
dt
, (B1)
with Bext = B0 zˆ + b(t) and b(t) = θ(t)∆B(xˆ + yˆ), i.e.
for t < 0 the static field points in the z-direction while for
9t > 0 a small transverse component is switched on. Note
that the precession rate in Eq. (B1) is set by γ, while the
relaxation is controlled by η, namely the damping term.
Let us assume m = m0 zˆ for t < 0. Then, linearizing the
LLG equation yields the following equation of motion for
the transverse components of the magnetization:
dmx
dt
= −γ B0my + γ m0 ∆B − η dmy
dt
, (B2)
dmy
dt
= −γ m0 ∆B + γ B0mx + η dmx
dt
. (B3)
Since the expected solution is a damped precession that
relaxes towards the direction of the static magnetic field,
we use the following ansatz corresponding to a circular
precession that decays in time with a transverse relax-
ation time T⊥:
mx(t) = mx(∞)−Ae−t/T⊥ cos(ω0t), (B4)
my(t) = my(∞)−Ae−t/T⊥ sin(ω0t). (B5)
Plugging the above ansatz back into the LLG equation
(B1) we get
1
T⊥
cos(ω0t) + ω0 sin(ω0t) =
γ
(−B0my(∞) +m0 ∆B)
A
γ B0 sin(ω0t)− η
(
1
T⊥
sin(ω0t)− ω0 cos(ω0t)
)
,
(B6)
1
T⊥
sin(ω0t)− ω0 cos(ω0t) =
γ
(
B0mx(∞)−m0 ∆B
)
A
− γ B0 cos(ω0t) + η
(
1
T⊥
cos(ω0t) + ω0 sin(ω0t)
)
.
(B7)
The above equations can only be satisfied if the coeffi-
cients in front of the time-dependent sines and cosines
match. We then have (both equations give the same pair
of relations)
1
T⊥
= η ω0, (B8)
ω0 =
γ B0
1 + η2
, (B9)
mx(∞) = my(∞) = m0
B0
∆B = χLLG⊥ ∆B, (B10)
where χLLG⊥ is the static spin-susceptibility and conti-
nuity of mx(t) and my(t) at t = 0 fixes A = mx(∞).
Importantly, Eq. (B8) shows that the transverse relax-
ation time is given by the product between the damping
term η and the characteristic frequency ω0.
We next turn to calculate the transverse dynamic spin-
susceptibility within the LLG model. For this, we con-
sider the following Fourier transforms,
b(t) =
∫
dω
2pi
e−iωt b(ω), m(t) =
∫
dω
2pi
e−iωtm(ω).
(B11)
Inserting the above expressions into the linearized equa-
tions (B2) and (B3) we obtain in frequency space
−iωmx(ω) = +γm0by(ω) + (iηω − γB0)my(ω), (B12)
−iωmy(ω) = −γm0bx(ω) + (γB0 − iηω)mx(ω). (B13)
The above can be simplified by considering the circular
components m± = mx ± imy, yielding
−iωm±(ω) = γ±
(
B0m±(ω)−m0b±(ω)
)
,⇒
Λ±(ω)m±(ω) = b±(ω),
(B14)
with b±(ω) = bx ± iby, γ± = ±iγ/(1∓ iη) and
Λ±(ω) =
1
γ±m0
(iω + γ±B0). (B15)
It is apparent from Eq. (B14) that the transverse spin-
susceptibility can be obtained from the inverse of Λ±(ω)
defined above. After some algebra and picking the minus
sign in Eq. (B15) one obtains
χLLG± (ω) =
(
Λ−(ω)
)−1
=
m0ω0
B0
−ω + (1 + η2)ω0 + iηω
(ω − ω0)2 + (ηω0)2 .
(B16)
The density of spin-excitations in the LLG model are
thus described by a skewed Lorentzian in ω:
ImχLLG± (ω) =
m0ω0
B0
ηω
(ω − ω0)2 + (ηω0)2 . (B17)
The resonance frequency of the above function takes
place at
d
dω
ImχLLG± (ω) = 0⇒ ωres =
√
1 + η2ω0, (B18)
while the FWHM amounts to
Γ = 2ηω0
√
2 + 3η2 + 2
√
1 + η2
1 +
√
1 + η2
' 2ηω0. (B19)
We note that the above approximation is exact in the η →
0 limit and involves only a ∼ 10% relative error for η = 1,
which is by far the maximum value that damping can get
for single adatoms; for most of the elements analyzed in
the main text we have η . 0.527, so the approximation
of Eq. (B19) is indeed very good. Then, comparing Eq.
(B19) to Eq. (B8) we arrive to the relation between the
FWHM and the transverse relaxation time quoted in the
main text:
T⊥ =
2
Γ
. (B20)
Appendix C: Basic expressions of the Bloch-Redfield
formalism
In this Appendix we provide a brief summary of the
relaxation times in the context of Bloch-Redfield (BR)
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theory (see Ref. 36 for details) in order to clarify the
nomenclature regarding the relaxation time associated
to an spin-excitation. We begin with the longitudinal
spin relaxation time, which in the BR theory describes
the decay rate of diagonal matrix elements of the reduced
density operator and is given by the following expression:
1
T1
≡ Γnm = 2
∑
αβ
Re
(
gαβ(ωmn)
)
Snmα S
mn
β , (C1)
where n,m label the electronic eigenstates of the adatom,
α, β label the eigenstates of the substrate, ωmn = m−n
with i the eigenenergies, gαβ(ωmn) is the substrate op-
erator correlator and Snmα the matrix elements of the
adatom’s spin operator. Note that the term Γnm in Eq.
(C1) corresponds to the scattering rate from state n to
m, hence T1 is associated to population transfer between
different states. T2, in turn, is termed as the decoher-
ence time and describes the decay rate of off-diagonal
matrix elements of the reduced density operator. It can
be separated into two different contributions, namely the
nonadiabatic one, γnonadnm , and the adiabatic one, γ
ad
nm,
1
T2
= γnonadnm + γ
ad
nm. (C2)
The nonadiabatic contribution is given by
γnonadnm =
1
2
∑
n′ 6=n
Γnn′ +
∑
n′ 6=m
Γmn′
 , (C3)
while the adiabatic one reads
γadnm =
1
2
∑
αβ
Re
(
gαβ(0)
)(
Smmα − Snnα
)(
Smmβ − Snnβ
)
.(C4)
Noteworthily, the relaxation time of an atomic spin-
excitation in the BR theory is described by γnonadnm of
Eq. (C3). The most important aspect to note for our
purpose here is that γnonadnm in Eq. (C3) involves a pop-
ulation transfer Γnn′ , while γ
ad
nm in Eq. (C4) does not.
As a consequence, γnonadnm and hence the spin-excitation
lifetime is regarded as a T1-like term (see Eqs. (69) and
(70) of Ref. 36), even though it formally describes the
decay rate of off-diagonal matrix elements of the density
operator rather than diagonal ones. Meanwhile, γadnm is
named the pure decoherence contribution36. This, in our
understanding, is how and why the relaxation time of an
atomic spin-excitation is associated to T1 instead of T2
in this context.
We note that the above convention is not in line with
the one adopted in the present work. From our point of
view, given that an atomic spin-excitation can be related
to the damped precessional (transversal) motion of the
adatom’s magnetic moment, it is more natural to denote
its lifetime by T2 instead of with T1.
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